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A B S T R A C T
Modern vehicles are equipped with a variety of advanced driver assistance systems
that increase driving comfort, economy and safety. Respective information sources
for these systems are local sensors, like cameras, radar or lidar. However, the next
generation of assistant systems will require information above the local sensing
range. An extension of the local perception can be provided by the use of appro-
priate communication mechanisms. Hence, other vehicles can serve as an informa-
tion source by providing their local perception data, but also any other information
source, such as cloud services. Required communication can take place directly be-
tween vehicles via mobile ad-hoc communication or via a backend by the use of cellu-
lar communication. The appropriate technology depends on the respective use case,
that determines information content, granularity and tolerated latency. Based on liter-
ature, we derived a categorization of use case dependent information demands, with
respect to communication. The resulting three zones, namely safety zone, awareness
zone and information zone, refer to the tolerated latency between the occurrence of an
information and the point in time the information has to be processed at the receiver
side. While communication mechanisms for the safety zone, i. e., the ego-vehicle’s di-
rect surroundings with a remaining driving time of less than 2 − 5 seconds, have
been focus in research and standardization in the past, respective mechanisms for
larger distances have not been sufficiently considered. In this thesis, we examine in-
formation distribution mechanisms in context of the previously mentioned use case
categories.
As the first key contribution, we consider the gathering of vehicular sensed data
with regard to the information zone, i. e., more than 30 seconds remaining driving time
to the point of the information origin. We developed a probabilistic data collection
model that is able to reduce data traffic up to 85 % compared to opportunistic trans-
mission and still sticks to certain quality metrics, e. g., a maximum detection latency.
A central adaption of transmission probabilities to the density of transmitting vehi-
cles is applicable for cellular use and copes with sparse traffic situations. Moreover,
we have extended this approach by hybrid communication, i. e., the parallel use of
cellular and mobile ad-hoc communication. This allows to further reduce cellular
based data traffic, in particular in case of dense traffic.
As the second key contribution, we examine the efficient distribution of the pre-
viously gathered information. Information is structured and prioritized according
to the most probable driving path, as so-called electronic horizon. The transmission
towards the vehicles is performed in small data packets, according to the given pri-
orities. The aim is to transmit only information relevant for road segments that will
be used. Concerning this, we developed a mechanism for most probable travel path
estimation and a data structure for efficient mapping of the electronic horizon.
As the third key contribution, we examine the information exchange in the aware-
ness zone, an area between the safety zone and the information zone with about 5 to
30 seconds remaining driving time to the point of the information origin. Derived
from the respective use cases, this data is not directly safety relevant, but it is still
about dynamic position information of neighboring vehicles. Due to the relatively
long distance, direct vehicle to vehicle communication is not possible. Respective
data has to be forwarded by intermediate vehicles. However, position beacons with-
out data forwarding can already cause channel congestion in dense traffic situations.
The use of cellular networks would require absolute total network coverage with
permanent free channel resources. To enable forwarding of dynamic vehicle infor-
mation anyhow, we developed at first a mechanism to reduce the channel load for
position beacons. Next, we use the freed-up bandwidth to forward dynamic informa-
tion about neighboring vehicle positions. With this mechanism, we are able to more
than double the range of vehicular perception, with respect to moving objects.
In extension to standardized communication mechanisms for the safety relevant
direct proximity, our three mentioned contributions provide the means to complete
the long range vehicular perception for future advanced driver assistance systems.
K U R Z FA S S U N G
Moderne Fahrzeuge sind mit einer Vielzahl von Fahrerassistenzsystemen ausgestat-
tet, welche das Fahren in Bezug auf Komfort, Wirtschaftlichkeit und Sicherheit ver-
bessern. Informationsbasis sind hierfür Sensorinformationen lokal verbauter Senso-
ren, wie beispielsweise Kameras, Radarsensoren oder Lidar. Die nächste Stufe von
Fahrerassistenzsystemen benötigt Informationen über die Sichtweite lokal verbau-
ter Sensoren hinaus. Diese Informationen können mittels geeigneter Kommunikati-
onsmechanismen bereitgestellt werden. Zur Erfassung dieser Informationen können
andere Fahrzeuge als mobile Sensorknoten dienen, aber auch beliebige andere Infor-
mationsquellen, wie beispielsweise Cloud Dienste. Die Kommunikation kann direkt
zwischen den Fahrzeugen oder über ein Backend erfolgen. Als Kommunikations-
technologie kann hierbei Mobilfunk, aber auch direkte Kommunikation zwischen
einzelnen Fahrzeugen eingesetzt werden. Welcher Kommunikationsweg und ent-
sprechender Kommunikationsmechanismus geeignet ist, hängt vom jeweiligen An-
wendungsfall ab, welcher den Informationsinhalt, die Granularität der Daten und
die tolerierbare Latenz bestimmt. Dazu wurde aus der Literatur eine Klassifikati-
on von Anwendungsfällen bezüglich der Kommunikationsanforderungen abgelei-
tet. Die daraus resultierenden Bereiche Sicherheitszone, Achtsamkeitszone und Informa-
tionszone beziehen sich auf die tolerierbare Latenz zwischen dem Auftreten einer
Information und der Verarbeitung auf der Empfängerseite. Kommunikationsmecha-
nismen für die Sicherheitszone, also den direkten Nahbereich um das Ego-Fahrzeug
mit einer Restfahrzeit bis zum Ereignispunkt von weniger als 2-5 Sekunden, wur-
den in den letzten Jahren intensiv in Forschung und Standardisierung behandelt.
Im Gegensatz dazu wurden geeignete Informationsverteilmechanismen für entfern-
tere Bereiche nicht hinreichend behandelt. In der vorliegenden Arbeit wurden hierzu
geeignete Informationsverteilmechanismen im Kontext der zuvor genannten Anwen-
dungsfälle untersucht.
Der erste Kernbeitrag dieser Arbeit befasst sich mit dem effizienten Erfassen von
Informationen für den Bereich Informationszone, mit mehr als 30 Sekunden Restfahr-
zeit bis zum Ort der Information. Das entwickelte probabilistische Erfassungsmodell
ermöglicht das Einhalten bestimmter Qualitätsmetriken, wie eine maximale Erken-
nungslatenz, bei gleichzeitiger Reduktion des Datenvolumens um bis zu 85% ge-
genüber einem opportunistischen Übertragungsmodell. Die zentrale Adaption der
Übertragungswahrscheinlichkeiten an die Dichte der sendenden Fahrzeuge ist ge-
eignet für eine mobilfunkbasierte Erfassung und auch für geringe Fahrzeugdichten
anwendbar. Durch eine Erweiterung um hybride Kommunikation, d.h. die parallele
Verwendung von Mobilfunk und mobiler Ad-hoc Kommunikation, kann eine weitere
Verringerung des mobilfunkbasierten Datenvolumens gezeigt werden. Besonders in
dichtem Verkehr bietet dies ein großes Einsparpotential.
Der zweite Kernbeitrag dieser Arbeit befasst sich mit dem effizienten Verteilen
der zuvor gesammelten Informationen. Basierend auf dem wahrscheinlichsten Fahr-
pfad werden die Informationen als so genannter elektronischer Horizont aufgebaut
und priorisiert. Die Übertragung zum Fahrzeug erfolgt in kleinen Paketen, gemäß
den Prioritäten. Ziel ist es möglichst nur Informationen zu den Streckenabschnit-
ten zu übertragen, welche auch befahren werden. Dazu wurde ein Verfahren zur
Abschätzung des Fahrpfades und eine Datenstruktur zur effizienten Abbildung des
elektronischen Horizonts entwickelt.
Der dritte Kernbeitrag dieser Arbeit befasst sich mit dem Informationsaustausch
in der Achtsamkeitszone, einem Bereich zwischen der Sicherheitszone und der Infor-
mationszone mit etwa 5 bis 30 Sekunden Restfahrzeit bis zum Ort der Information.
Abgeleitet aus den Anwendungsfällen handelt es sich hierbei zwar nicht um sich-
heitskritische Informationen, aber dennoch vorwiegend um dynamische Informatio-
nen zur Position von Nachbarfahrzeugen. Aufgrund der relativ großen Distanz ist
eine direkte Fahrzeug-zu-Fahrzeug Kommunikation nicht möglich. Entsprechende
Daten müssen hierfür von dazwischenfahrenden Fahrzeugen weitergeleitet werden.
Bei dichtem Verkehr kann der Funkkanal durch die Positionsnachrichten der Fahr-
zeuge bereits ohne Weiterleitung vollständig ausgelastet sein. Eine entsprechende
Realisierung über Mobilfunk würde eine absolut flächendeckende Netzabdeckung
und stetige Kanalressourcen voraussetzen. Um dennoch eine Weiterleitung dyna-
mischer Fahrzeuginformationen zu ermöglichen, wurde zunächst ein Verfahren zur
Reduzierung der durch die Positionsnachrichten der Fahrzeuge erzeugten Kanallast
entwickelt. Die so frei gewordene Kanalkapazität kann nun für die Weiterleitung
von dynamischen Positionsinformationen benachbarter Fahrzeuge verwendet wer-
den. Durch diesen Mechanismus kann die Reichweite des lokalen Wissens über dy-
namische Informationen von Nachbarfahrzeugen mehr als verdoppelt werden.
In Ergänzung zu den bereits standardisierten Kommunikationsmechanismen für
den direkten sicherheitskritischen Nahbereich, ermöglichen die drei genannten Bei-
träge die Vervollständigung des für zukünftige Fahrerassistenzsystemen notwendi-
gen Wahrnehmungsbereichs durch effiziente, anwendungsfallspezifische Kommuni-
kation.
C O N T E N T S
1 introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Challenges and Contributions . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 fundamentals and definitions 7
2.1 Definition of Fundamental Terms . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Advanced Driver Assistance Systems . . . . . . . . . . . . . . . . . . . 7
2.3 The electronic Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Vehicular Communication . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Cellular Communication . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.2 Vehicular Ad-Hoc Communication . . . . . . . . . . . . . . . . . 10
2.5 Security and Privacy Considerations . . . . . . . . . . . . . . . . . . . . 13
2.6 Digital Maps and Coordinate Systems . . . . . . . . . . . . . . . . . . . 14
2.6.1 Coordinate Systems . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6.2 Line Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Position Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.8 Information Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 related work 23
3.1 Categorization of vehicular use cases . . . . . . . . . . . . . . . . . . . 23
3.2 Vehicular Communication and Congestion Control . . . . . . . . . . . 25
3.3 Mobile Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 The Electronic Horizon . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Discussion and Problem Statement . . . . . . . . . . . . . . . . . . . . . 33
4 categorization of use case dependent information demands 37
4.1 Vehicular Communication Range . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Safety Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 Awareness Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4 Information Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.5 Conclusion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5 gathering vehicular sensed data 47
5.1 Problem Statement and Objective . . . . . . . . . . . . . . . . . . . . . . 47
5.2 System Concept and Specification of Dynamic Probabilistic Sensing . 50
5.2.1 Formal Specification . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.2 Backend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2.3 Client Side: ProbSense.KOM . . . . . . . . . . . . . . . . . . . . 58
5.2.4 Clint Side: Hybrid-ProbSense.KOM . . . . . . . . . . . . . . . . 60
5.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Evaluation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.2 Evaluation Results and Discussion . . . . . . . . . . . . . . . . . 63
vii
viii contents
6 the provision of the ehorizon as a cloud service 75
6.1 Horizon.KOM - The Local eHorizon Provider . . . . . . . . . . . . . . 77
6.2 RemoteHorizon.KOM - The Cloud-based eHorizon Provider . . . . . . 81
6.3 Generic MPP Determination . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.4 Path Description and Compactness . . . . . . . . . . . . . . . . . . . . . 89
6.5 Discussion and Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7 extended vehicular perception 91
7.1 Problem Statement and Objective . . . . . . . . . . . . . . . . . . . . . . 91
7.2 System Concept and Specification . . . . . . . . . . . . . . . . . . . . . 93
7.2.1 Trigger Check If a New CAM Has to Be Sent . . . . . . . . . . . 94
7.2.2 Handle Incoming CAMs . . . . . . . . . . . . . . . . . . . . . . . 96
7.2.3 Trigger Check If a New CPM Should Be Sent . . . . . . . . . . . 96
7.2.4 Handle Incoming CPMs . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.5 Prediction Handling . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.6 Parameter Overview . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.3.1 Evaluation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.3.2 Evaluation Results and Discussion . . . . . . . . . . . . . . . . . 101
8 conclusions and outlook 131
8.1 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
8.3 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
bibliography 135
list of acronyms 149
a appendix 151
a.1 Use Case Itemization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
a.1.1 Safety Zone Use Cases . . . . . . . . . . . . . . . . . . . . . . . . 151
a.1.2 Awareness Zone Use Cases . . . . . . . . . . . . . . . . . . . . . 154
a.1.3 Information Zone Use Cases . . . . . . . . . . . . . . . . . . . . 158
a.2 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
a.2.1 Data Collection and eHorizon Serialization Structure . . . . . . 162
a.2.2 Extended CAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
a.2.3 Cooperative Perception Message (CPM) . . . . . . . . . . . . . . 165
a.3 Evaluation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
a.3.1 Gathering Vehicular Sensed Data . . . . . . . . . . . . . . . . . . 167
a.3.2 The Provision of an eHorizon as Cloud Service . . . . . . . . . 174
a.3.3 Extended Vehicular Perception . . . . . . . . . . . . . . . . . . . 175
b author’s publications 199
c curriculum vitæ 203
d erklärung laut §9 der promotionsordnung 207
1
I N T R O D U C T I O N
Cooperative Intelligent Transport System (C-ITS) technology has a significantly grow-
ing importance in the vehicular domain and already reaches back to the late 1970s
[1]. While in those days information and communication technology was not suffi-
ciently developed to realize the visions, today the situation has changed. Vehicular
connectivity is fast growing and getting more and more relevant as an essential com-
ponent of Advanced Driver Assistance Systems (ADAS). Communication technology
can be used to increase knowledge about the local environment, the so called vehic-
ular perception. However, research activities mainly address single hop information
distribution. Research results on how to increase the long-range view of vehicular
perception for application dependent quality demands, by the use of communica-
tion, will be addressed in this thesis.
In this chapter, we first outline the motivation for this work in Section 1.1, followed
by a description of resulting challenges and an overview of our key contributions in
Section 1.2. In Section 1.3, we conclude the chapter with an outline of the overall
thesis.
1.1 motivation
The amount of vehicles is constantly increasing, with a total of more than 91 million
produced vehicles in 2016 worldwide [2, 3, 4]. As a direct consequence, vehicular
traffic is getting more dense and complex, with more accidents and a higher envi-
ronmental impact. As a result, traffic efficiency is reduced and as a consequence
thereof, overall economic. This forces the need of Advanced Driver Assistance Sys-
tems (ADASs), that intend to increase traffic efficiency and driving comfort, economy
and safety. These systems require a reliable perception of the vehicle status and its
surroundings, which is commonly realized with a set of built-in sensors [5]. Most
important sensors for the vehicular perception are vision based camera systems, as
well as RAdio Detection And Ranging (RADAR) and LIght Detection And Rang-
ing (LIDAR) sensors. An example illustration of the vehicular local perception is
depicted in Figure 1, whereas each color represents a different type of sensor. Typi-
cally, a vehicle has built-in more than one instance of each sensor type, to cover all
required areas. However, the respective sensing range is limited and relatively short
[6]. This limited perception range limits the capabilities of ADASs. To enhance ex-
isting ADAS and even enable completely new ADAS concepts, an extension of this
perception range is required, that also enables more predictive systems. A possible
extension of the perception range is the use of geo localization, i. e., by the use of a
Global Navigation Satellite System (GNSS), combined with digital map data, to gen-
erate an electronic Horizon (eHorizon) (c.f. Chapter 2.3) as virtual predictive sensor
[5]. It enables an extended forward view into the direction of the driving path, en-
riched with information about road geometry and attached attributes, e. g., road gra-
dients or the position of speed limits. Such an extended perception range becomes
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Figure 1: Illustration of the local perception of a vehicle equipped with sensors. Each color
represents a different type of sensor.
in particular important, in case of highly automated and fully automated driving (c.f.
Section 2.2). However, map data can be rapidly outdated, which would require fre-
quent updates. But beside the map update problem, the acquisition of map relevant
changes itself is a complex task. First of all, these changes are, with about 15% per
year, much more than one would expect [7]. These changes not only include the road
geometry itself, but also a change in traffic signs and rules. Moreover, the update
process takes a relatively long time. Either updates are gathered by map vendors
within explicit measurement drives or they are provided within a crowd sourced
approach, that requires a validation process. An innovation could be a better update
process for this type of information. Yet, future ADASs require not only up to date
information about the road network itself, but also dynamic information about the
vehicle surroundings, in particular with an increasing degree of automation [8].
To solve this issue, other vehicles can serve as an information resource, sharing
locally sensed information that is potentially valuable for other vehicles [9]. The
respective information exchange can be realized by the means of wireless commu-
nication technology, soon becoming standard equipment. Future vehicles will be
equipped with communication units, capable to use different communication tech-
nologies in parallel [9]. This will allow the use of many new information sources in
future ADASs. Basically, this communication can be structured into three categories,
namely Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I) and Vehicle to ev-
erything (V2X). V2V denotes direct inter-vehicle communication, realized via mobile
ad-hoc communication, whereas neighboring vehicles exchange information about
their current status and dynamics [10]. In V2I communications, vehicles communi-
cate with intelligent road infrastructure, e. g., traffic lights, broadcasting the current
signal status and signal phase timing information [11]. Finally, with V2X vehicles
communicate with their smart and connected environment, driven by the develop-
ment of smart cities and Internet of Things (IoT), that allows to incorporate detailed
information into future ADASs, e. g., exact parking space information in single park-
ing space granularity [12]. As a result, the amount of available information for future
ADASs will be tremendous, which requires intelligent and use case dependent infor-
mation distribution, that prevents overload of communication channels.
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1.2 challenges and contributions
In order to realize the above mentioned extension of the vehicular perception range,
use case dependent information distribution strategies are required. Moreover, dif-
ferent communication technologies are available for realization, that bring different
means and restrictions. In general, the vehicular information exchange can either be
realized by infrastructure-based or direct V2V communication. Our aim is to provide
the foundation for future ADASs by extended vehicular perception, based on wire-
less communication technology. This will enable to realize more predictive ADASs
and better support in cooperative driving maneuvers. Hence, the main research
questions addressed in this thesis are: How to collect perception information efficiently?,
Which information is relevant? and How to efficiently distribute respective information?
Connecting vehicles with wireless communication technology has been focused in
research since many years and has brought many concepts in the field of Vehicular
Ad-hoc NETworks (VANETs). The main purpose is the improvement of ADASs, with
respect to safety applications [13, 14]. The field is summarized in Europe under the
term Cooperative Intelligent Transport System (C-ITS). In the US, the term Dedicated
Short Range Communication (DSRC) is more common. Many solutions have been al-
ready transferred into standardization at IEEE, SAE (in the US) and ETSI (in Europe).
For both, U.S. and Europe, communication is built on top of the IEEE 802.11p data
link and physical layer in the 5.9 GHz range and seven 10 MHz channels have been
assigned for vehicular communication. Most important applications are based on be-
ing aware of the neighbor vehicles’ positions. Up to one complete channel is used
to broadcast the respective position tracking relevant messages (Basic Safety Mes-
sage (BSM) in the U.S and Cooperative Awareness Message (CAM) in Europe, more
details are given in Section 2.4.2). This allows to enhance the local perception range,
with respect to moving objects in the range of one communication hop. But several
use cases, e. g., cooperative maneuvers, will need an even larger perception range.
An alternative are cellular networks, that provide wide coverage and high data rates.
But safety relevant use cases have high latency demands, that cannot always be guar-
anteed [15]. Moreover, the use of cellular networks is costly. In contrast, DSRC, i. e.,
802.11p based vehicular mobile ad-hoc communication, can support real time com-
munication, but has a limited range and channel capacity. The used Carrier Sense
Multiple Access (CSMA) mechanism in the Medium Access Control (MAC) layer ef-
fects a high probability of packet collisions in case of dense traffic, which causes low
channel utilization and an increased transmission latency [16]. In addition, DSRC
might also get problems in case of sparse traffic situations, even with a high penetra-
tion rate of equipped vehicles. This causes the need of hybrid communication, with
use case dependent mechanisms for information propagation, to combine the bene-
fits of different network technologies [13]. Moreover, cloud based service frameworks
will enable to enrich ADASs with mobility data based services [17].
Hence, we derive various challenges to realize the extension of the vehicular per-
ception range. First of all, use case dependent information needs to be extracted.
Whereas we can find several use case listings and classifications in literature, these
cover merely some specific types and use different categorization schemes. There-
fore, a holistic harmonized view of the respective use cases has to be derived, which
we present in Chapter 4.
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To realize a long-range view for the vehicular perception, a cellular based collec-
tion approach is appropriate. However, data transmission via cellular networks is
costly, but then again a maximum detection latency should be guaranteed. As our
solution and first key contribution, we present in Chapter 5 our probabilistic in-
formation collection approach. By the use of an adaptive probabilistic transmission
mechanism, we are able to reduce the amount of data transmissions and still stick to
certain quality metrics.
The necessary complement to bring gathered information back to the ADAS in
the vehicle, requires also a transmission of a preferable small amount of data. This
is achieved in our second key contribution, presented in Chapter 6, by the genera-
tion of an eHorizon with selective transmission. Only information, relevant for road
segments that will be used, is transmitted.
For the medium perception range, an area of up to 30 seconds remaining driv-
ing time till the point of interest, we have identified the additional need of highly
dynamic information. Due to the relatively high amount of data and low latency
demands, the use of mobile ad-hoc communication is appropriate for information
propagation. As our third key contribution, we present in Chapter 7 a mechanism
to reduce the channel load for position beacons, by coupling the broadcast to the
vehicle dynamics. We use the freed-up bandwidth to forward local knowledge about
neighboring vehicles. This allows to more than double the range of vehicular percep-
tion, with respect to moving objects.
1.3 thesis organization
This section gives an overview about the overall thesis organization and the respec-
tive structure, as depicted in Figure 2. In Chapter 2 and 3 we present fundamentals
and related work and thus, give the technical background to the reader. In Chapter
4 we discuss relevant use cases and derive a schema of three zones of information
demands that built up the requirements for respective communication mechanisms.
The key contributions are our approaches of efficient data collection and data distri-
bution via cellular networks, that are described in Chapter 5 and 6, and our approach
to extend the local perception via vehicular ad-hoc networks, described in Chapter 7.
As depicted in Figure 2, the structure of the thesis permits different flows of reading,
indicated by arrows. In the following we describe the structure of the chapters:
chapter 1 , which is this chapter, gives the motivation with a description of the
goals, challenges and respective contributions of this thesis.
chapter 2 introduces fundamentals and definitions, necessary for understanding
the thesis at hand. First, we give definitions of terms used in the following of
this thesis. Afterwards, we give background about Advanced Driver Assistance
Systems (ADAS) and vehicle automation grades, followed by a description of
the concept of an electronic horizon. In addition, we give an overview about
vehicular communication, digital maps and coordinate systems. Finally we dis-
cuss different aspects of position estimation and mechanisms for information
distribution, relevant within this thesis.
chapter 3 provides an overview of related work in the specific fields of this the-
sis. We first discuss aspects of categorization of vehicular use cases, followed
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by related work regarding vehicular communication. Afterwards, we give an
overview of mobile sensing in vehicular networks, the concept of the electronic
Horizon (eHorizon) and remote data for vehicular applications. Following this,
we discuss related work with regard to trajectory prediction and vehicle track-
ing. Finally, we discuss congestion control mechanisms in vehicular ad-hoc
networks. Within this chapter, we discuss main differences compared to this
thesis and note our scientific contributions.
chapter 4 gives a categorization of use case dependent information demands,
with respect to vehicular communication. We have harmonized and restruc-
tured use cases described in literature into three zones of information demand.
First we discuss aspects of the communication range of Vehicular Ad-hoc NET-
works (VANETs) and derive requirements for the three use case zones. After-
wards the three zones of use cases safety zone, awareness zone and information
zone are introduced.
chapter 5 describes our approach of gathering vehicular sensed data with prob-
abilistic transmission via cellular networks. We use the redundancy, that po-
tentially many vehicles are passing the same point of interest, e. g., a changed
traffic sign. The transmission probability is controlled, individually per prop-
erty type and geographic cell, to guarantee a certain detection latency and con-
currently reduce the amount of transmitted data. After a detailed description
of our probabilistic transmission approach, we present our evaluation results,
with respect to possible reductions in the amount of transmitted data.
6 introduction
chapter 6 shows in detail our approach of providing route-based information, in
terms of the eHorizon as a cloud service. The eHorizon concept allows to effi-
ciently provide driving path related information in contrast to cell based map
updates. We present in detail our system concept, followed by a description
of the communication architecture with details about the used map match-
ing, most probable path estimation, data serialization structure and the update
mechanism. After a definition of data accuracy and granularity, we present our
evaluation results with respect to data transmission efficiency.
chapter 7 presents our concept to extend the vehicular perception range in VANETs.
We combine trajectory prediction with object tracking by position beacons, to
reduce the channel load. The freed-up bandwidth is then used to propagate
knowledge about moving objects in the surroundings. For this purpose, we
have defined the Cooperative Perception Message (CPM), that brings an ex-
tended perception about moving objects to vehicles that receive this message.
After a detailed description of our approach, we present our evaluation results
with respect to possible channel load reductions for position beacons and to
possible perception ranges.
chapter 8 concludes this thesis with a summary of the contents and contribu-
tions. Moreover, the chapter outlines potential future work in the specific fields
opened up by this work.
2
F U N D A M E N TA L S A N D D E F I N I T I O N S
Within this chapter we provide an overview about fundamentals and definitions that
form the technical background of this thesis, as a prerequisite for understanding the
following chapters. We describe relevant technical aspects and concepts, and spec-
ify basic terms that are used in this thesis. To begin with, we give definitions of
fundamental terms that are used within this thesis. Next, we give a definition of
Advanced Driver Assistance Systems (ADAS), including a description of vehicle au-
tomation grades in Section 2.2. Afterwards, we describe available technologies for
vehicular communication in Section 2.4. In Section 2.6 we give an introduction into
digital maps and coordinate systems. Finally, we discuss different aspects of posi-
tion estimation in Section 2.7 and mechanisms for information distribution, relevant
within this thesis, in Section 2.8.
2.1 definition of fundamental terms
Several terms, used within this thesis, are very specific to the area of connected
vehicles and ADAS. To avoid misunderstandings, we start with the definition of
these fundamental terms.
• Ego vehicle: Describes the currently considered vehicle. If vehicles A, B and C
are driving close to each other, then vehicles B and C are neighbors in the ego
vehicle perspective of vehicle A.
• ITS station: An Intelligent Transportation System (ITS) station is a system
equipped with information and communication technologies, to support trans-
portation of humans and freight [18]. Purpose is to increase safety, economy
and comfort. An ITS station can be communication equipped vehicles, but also
stationary Road Side Units (RSUs).
• Road user: Basically every user of a road, from vehicles like trucks and cars,
over cyclists to pedestrians. Thus, a road user not necessarily has to be a vehicle.
• Concertina effect: Causes formation of traffic jams at critical traffic densities.
The traffic flow is slowed down by continuous acceleration and deceleration.
• Variable message sign: An electronic traffic sign that can change its content.
Such systems are typically used to adapt the speed limit.
2.2 advanced driver assistance systems
Advanced Driver Assistance Systems (ADAS) are electronic systems to improve
driving with respect to safety, comfort, economy [19]. Such systems are commonly
based on sensor information about system state and environment. The sensing range
strongly depends on the used sensor type, as well as the sensor manufacturer. A fa-
mous research vehicle, equipped with sensor hardware that is close-to-production,
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is the Mercedes-Benz S-Class S 500 INTELLIGENT DRIVE, used by Daimler research
[20]. The vehicle is equipped with several short range radar sensors with a sensing
range of up to 80 m and a view angle of up to 150◦, several mid and long range
radar sensors, with a sensing range of up to 200 m and a view angle between 18◦and
56◦, mono cameras with a sensing range of up to 130 m and a view angle of up to
90◦and a front directed stereo camera with a sensing range of up to 80 m and a view
angle of up to 44◦. A further available sensor technology are Light Detection And
Ranging (LIDAR) systems with a sensing range of about 200 m. These systems have
a very high 3D scanning resolution, but are also very sensitive to attacks [21]. Sensor
fusion is used to increase confidence and to make detection plausible.
Famous and already on marked available modern ADAS are blind spot assists,
lane keeping assists, adaptive cruise control or traffic sign assists. These systems
are completely based on local sensors. However, to further increase possibilities of
ADAS and enable higher grades of vehicle automation, the perception range has
to be increased. This can be achieved by communication technology and informa-
tion sharing between vehicles. Examples of possible future ADASs, that need an
extended perception view, are systems to support cooperative maneuvers, e.g. coop-
erative merging at driveways or cooperative overtaking. In a first step, a cooperation
partner has to be identified and the cooperation maneuver has to be negotiated. In
case of at least one of the involved vehicles is not fully automated, a driver can over-
steer and cause an alternative maneuver to be executed. To ensure sufficient reaction
time, the maneuver negotiation has to start early enough.
A criteria to classify ADASs is the level of automation. A higher level of automa-
tion generally needs a higher perception range. The german federal highway re-
search institute (BASt) defines five levels of vehicle automatization [22]:
• Driver only: The human driver executes permanently, i.e. throughout the whole
journey, longitudinal guiding (accelerating/decelerating) and transverse con-
trol (steering).
• Driver assisted: The human driver executes permanently longitudinal or lat-
eral control, the respective other driving task can be an automated system,
within certain limits. The driver has to monitor the system permanently and al-
ways has to be ready to completely takeover the vehicle guidance. An example
is the nowadays available adaptive cruise control.
• Partly automated: The system takes over longitudinal and lateral control for
a certain period of time or in certain situations. The driver has to monitor the
system permanently and always has to be ready to completely takeover the
vehicle guidance. An example is the nowadays available traffic jam assistant.
• Highly automated: The system takes over longitudinal and lateral control for a
certain period of time in specific situations. The driver does not have to monitor
the system permanently. If necessary, the driver must take over control with a
sufficient time buffer. System boundaries are all recognized by the system. The
system is not able to induce the risk minimal state out of every initial situation.
Such systems are until now not available, due to legal restrictions.
• Fully automated: The system takes fully over longitudinal and lateral control
in a defined case of application. The driver has not to monitor the system
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permanently. Before finishing the case of application, the system prompts the
driver to take over control with a sufficient time buffer. If the driver does not
respond, the system induces the minimal risk state. System boundaries are all
recognized by the system. The system is always able to induce the minimal risk
state. Such systems are until now not available.
A similar categorization is given by SAE J3016 [23]. The only difference in SAE J3016
compared to the definition of BASt, is splitting the category Highly automated into
Conditional Automation and High Automation, whereas the former has the human
driver as fallback and the latter a technical system, i. e., the driver has not to re-
spond appropriately. Both definitions are from a technical point of view, not from a
legal.
2.3 the electronic horizon
The concept of an eHorizon is to provide digital map information not only for rout-
ing purposes, but also to new route based ADASs [24, 6]. Basically the eHorizon pro-
vides a long distance view in driving direction. The information source is typically
digital map data, that provides information about the road geometry and additional
attributes, e. g., the position of traffic signs, curve radii or road gradients. This ap-
proach works as virtual sensor, to extend the local sensor perception range [24]. The
eHorizon information is provided by a so-called horizon provider via a dedicated pro-
tocol, named Advanced Driver Assistance Systems Interface Specification (ADASIS),
towards other components that implement assistance functions [25, 5]. On the receiv-
ing components a so-called reconstructor extracts only for the respective component
relevant data. The horizon provider has access to the local map database and position
information, that is used to match the ego vehicle onto the currently used road seg-
ment. The eHorizon is constructed as linear path, according to the Most Probable
Path (MPP). All attributes are positioned according to their offset as length from the
start point. Moreover, a certain depth can be defined, i. e., the number of side paths
at junctions. The ADASIS protocol provides four modes of operation. In mode 0, only
the MPP is transmitted, whereas mode 1 also includes information about stubs, i. e.,
intersections. Mode 2 further extends the eHorizon by adding the first level of side
paths. Finally mode 3 transmits the whole eHorizon, according to the given parame-
ters pf maximum length and maximum levels of side paths.
2.4 vehicular communication
Vehicular communication can basically be divided into direct V2V communication,
by the use of mobile ad-hoc communication and cellular network based communi-
cation. Whereas cellular networks provide a high data rate and network coverage,
direct inter-vehicle ad-hoc communication provides much lower communication la-
tencies [15]. However, for both dense traffic is a bottleneck [15].
In the following, we first discuss aspects of the use of cellular communication in
vehicles. Afterwards, we explain the state of the art in vehicular ad-hoc communica-
tion, based on the IEEE 1609 (WAVE) and European Telecommunications Standards
Institute (ETSI) ITS-G5 standards.
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2.4.1 Cellular Communication
A possible technology for interconnecting vehicles is the use of cellular networks. An
advantage is a high network coverage, at least in urban areas, and a possible high
data rate. However, due to the use of commercial licenses, data transmission is al-
ways costly. Relevant standards, specified by 3GPP and ETSI, for the use in the vehic-
ular domain, are Universal Mobile Telecommunications System (UMTS), Long Term
Evolution (LTE) and Long Term Evolution Advanced (LTE-A), that are summarized
in Table 1 according to [26]. The given transmission rate is the maximum possible
transmission rate. Typically, it has to be shared among all subscribers within a single
cell and degrades with an increasing distance. Under optimal conditions, LTE allows
a round-trip-time below 10ms, i. e., sending a packet to the destination and receiv-
ing the acknowledgement. With Multimedia Broadcast Multicast Service (MBMS),
respectively evolved Multimedia Broadcast Multicast Service (eMBMS), cellular net-
works have also a broadcast mechanism, though only for the downlink from base
station towards the mobile clients. It supports native IP broadcast and IP multicast
within a cell and is designed for the propagation of content like video, weather in-
formation or news [18, 26]. Another possible use case, fostered by the low latency, is
the propagation of information about moving vehicles.
2.4.2 Vehicular Ad-Hoc Communication
Direct inter-vehicle communication, typically named DSRC, is designed to support
real time information exchange without the need of any roadside infrastructure [15].
However, DSRC not only supports V2V communication, but also V2I communication,
e. g., with RSUs.
In the lower layers, DSRC is based on IEEE 802.11p. In the U.S., as well as in
Europe, there is 75 MHz bandwidth in the spectrum at 5.9 GHz allocated for the
physical layer of IEEE 802.11p [10, 27]. The PHY and MAC layers of IEEE 802.11p
are a modified version of IEEE 802.11a, with Quality of Service (QoS) aspects of
IEEE 802.11e, i. e., different packet priorities [14]. To reduce collisions on the wire-
less channel, Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) is
used [14]. According to this, the wireless channel has to be sensed idle for at least the
time of one Distributed Coordination Function Interframe Space (DIFS) before trans-
Table 1: Comparison between 802.11p and cellular network standards [26].
Feature 802.11p UMTS LTE LTE-A
Channel Width [MHz] 10 5 1.4, 3, 5, 10, 20 Up to 100
Frequency Band [GHz] 5.85-5.92 0.7-2.6 0.7-2.69 0.45-4.99
Transmission Rate [Mb/s] 3-27 2 Up to 300 Up to 1000
Range [km] 1 10 30 30
Mobility up to [km/h] 200 250 350 350
Broad-/Multicast Native MBMS eMBMS eMBMS
Broadcast
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mission. If the channel is sensed busy during this DIFS, the sender waits a random
backoff time before sensing the channel again. This is to reduce the probability of
synchronized transmission attempts after the waiting time [28]. The available band-
width is split into seven 10 MHz channels, plus a 5 MHz safety margin at the lower
frequency end. There is one control channel defined for system control and all safety
relevant data and six service channels. The control channel is dedicated to IEEE chan-
nel number 180, with a center frequency of 5.9 GHz, in the EU and in the U.S. to
IEEE channel number 178, with a center frequency of 5.89 GHz [27, 29]. The usage of
these frequencies is not under a commercial license, but restricted to the standards,
i. e., it is a "license by rule" [10]. Details about the achievable communication range
are considered in Section 4.1.
Whereas IEEE 802.11p specifies the PHY and MAC layers of DSRC, a set of stan-
dards on top completes the specification for vehicular communication. In the U.S.,
IEEE 802.11p, combined with IEEE 1609 protocol family, is named Wireless Access in
Vehicular Environments (WAVE) and forms the standard for Vehicular Ad-hoc NET-
works (VANET). The IEEE 1609 protocol family describes higher layer functionalities
and basically consists of four documents: IEEE 1609.1: Resource manager specifica-
tion, IEEE 1609.2: Security services, IEEE 1609.3: Network and transport layer ser-
vices, and IEEE 1609.4: Support of multichannel operation by enhancement of IEEE
802.11p. In Europe, the counterpart to WAVE is a set of standards and technical spec-
ifications defined by ETSI and summarized under the term ETSI ITS-G5 [27]. The
main difference to WAVE is an additional facilities layer between network and ap-
plication layer and that network access is not only focused on ad-hoc networking.
Facilities are a kind of service, that provide information towards the application layer,
i. e., support applications, and independently send out and process messages. Re-
ceived messages are directly forwarded towards the respective facility or application.
Example facilities are broadcasting of position beacons, in form of the Cooperative
Awareness (CA) service, broadcasting warning messages, in form of Decentralized
Environment Notification Messages (DENMs) or even communication support, in
form of the Decentralized Congestion Control (DCC). Also the management of dy-
namic information about the environment is specified as facility and named Local
Dynamic Map (LDM). In ETSI ITS-G5, the so called GeoNetworking is defined, that
enables communication via cellular networks via IPv6 or IEEE 802.11p based mobile
ad-hoc communication with Basic Transport Protocol (BTP) on top. GeoNetworking is
designed to disseminate safety messages, independent of vehicle density, transport
IPv6 packets, and support privacy and security functionality [30]. The following four
communication types are supported [31]:
• Point-to-Point: Communication is initiated at one node and gets forwarded to
another specific node.
• Point-to-Multipoint: Communication is initiated at one node and messages get
forwarded to multiple neighboring nodes. Maximum propagation in message
forwarding is defined by a maximum number of hops.
• GeoAnycast: Communication is initiated at one node and messages get for-
warded to the first node that is located in the defined geographical area.
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• GeoBroadcast: Communication is initiated at one node and messages get for-
warded to one node that is located in the defined geographical area. The mes-
sage is rebroadcasted in the defined area.
For addressing nodes, GeoNetworking defines an eight byte address, composed of sta-
tion type (pedestrian, passenger car, bus, etc.), country and link layer address, e. g.,
the MAC address [32]. For packet forwarding, a greedy forwarding and a contention-
based forwarding is used [32]. In case of greedy forwarding, a message is sent by unicast
to the known node closest to the destination. Node position knowledge is gained
from position beacons. In case of contention-based forwarding, the message is broad-
casted and forwarded by the receivers after a short delay, calculated based on the
distance to the sender. If a receiver listens another node broadcasting the message,
that is closer to the destination, then it is discarded. GeoNetworking also supports the
transmission of IPv6 packets over the ad-hoc network [33], i. e., a node without In-
ternet connection can send an IPv6 packet to another node with Internet connection,
e. g., a RSU.
The Basic Transport Protocol (BTP) is a connectionless end-to-end transport pro-
tocol [34]. Main functionality is multiplexing of messages from different facilities.
Equivalent to applications, facilities have a dedicated port number assigned, to for-
ward messages towards it. The BTP has a four bytes header, that either consists of
a source and destination port, or just the destination port and an additional port
information. Fixed BTP ports for already standardized ETSI ITS-G5 facilities are, e. g.,
2001 for CAMs or 2002 for DENMs. The major differences between WAVE and ETSI
ITS-G5 are that WAVE supports only one message type, i. e., BSM, to realize position
beacons and a broadcast of safety events. Moreover, ETSI ITS-G5 also supports con-
gestion control and multi hop communication via the previously mentioned GeoNet-
working. Both is not supported in WAVE.
In the following, we give in addition a brief overview about the most relevant fa-
cilities and according messages with respect to this thesis.
Cooperative Awareness Message (CAM): The CAM is the European version of the
vehicle position beacons, specified in the ETSI ITS-G5 standard [35]. It is periodi-
cally broadcasted with a rate between 1 Hz and 10 Hz and contains the ego-vehicle’s
position, as well as static and dynamic attributes. CAMs are generated by the CA
service facility, that also processes incoming CAMs from neighbor vehicles, that can
also be forwarded towards other facilities or applications. Information sources are
the Vehicle Data Provider (VDP), with access to vehicle status information and the
Position and Time management (POTI) entities. Messages are encoded according to
the ASN.1 codec specification. The service communicates with the management and
security components of the ETSI ITS-G5 architecture. The CA service manages the
generation of CAMs, according to vehicle dynamics and time thresholds. The max-
imum CAM generation frequency is 10 Hz, that can be down regulated towards a
minimum of 1 Hz by the DCC facility. In general a new CAM is generated if the
ego-vehicle’s heading has a minimum change of 4◦, the position has a minimum
change of 4 m or the velocity has changed more than 0.5 m/s. Moreover, the CAM
has optional components, named low frequency container and special vehicle container,
that are attached with a maximum rate of 2 Hz. The U.S. equivalent to the CAM is
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named BSM and specified in IEEE 1609 WAVE [36].
Decentralized Environment Notification Message (DENM): A Decentralized Envi-
ronment Notification Message (DENM) is triggered, if a road hazard or an abnormal
traffic condition is detected and contains information about hazard type and position
[37]. In ETSI ITS-G5 four types of DENM are specified: 1) New DENM: Is generated
when the event is detected the first time, 2) Update DENM: Is used by the same sta-
tion, that originated the New DENM, to update respective information, 3) Cancellation
DENM: Is also used by the same station that originated the New DENM, to cancel
the validity and 4) Negation DENM: Is used by any station that sensed that the re-
spective event is no longer valid. The respective facility manages message generation,
transmission management and management of received DENMs. DENMs can be for-
warded by the use of GeoNetworking and thus, stay alive until the event is negated.
Local Dynamic Map (LDM): The LDM facility is the central management component
for dynamic data from received messages and own data providing facilities, e. g., the
CA service [38]. It provides data to other facilities per query or publish-subscribe. All
data includes position, timestamp and time validity. Moreover, a subscription can be
associated with a filter that allows to select application relevant information.
Channel Congestion Control: A problem of vehicular ad-hoc communication, or
DSRC, is channel congestion, due to the used Carrier Sense Multiple Access (CSMA)
mechanism in the MAC layer [16]. In dense traffic, the probability of packet collisions
is high, which causes low channel utilization and an increased transmission latency.
To reduce this effect, ETSI ITS-G5 defines the DCC mechanism, that works based on
the measured channel load [39]. Moreover, the header of outgoing messages contains
information about the ego vehicle’s perceived channel load, to inform neighbors.
Based on the own measurement and received information, the DCC facility counter-
acts towards a high channel load. This is basically done by two mechanisms. First
of all, the message generation rate is reduced. Therefore, the DCC facility interacts
with other services, e. g., the CA service, that reduces the CAM generation rate in
five steps down from 10 Hz to 1 Hz. In case the message generation rate is still too
high, messages can be dropped. The second adaption is a reduction of the transmit
power. Since this is done at all vehicles, the range of interfering vehicles is reduced.
The DCC component is organized as cross layer component with subcomponents
in the access layer, the networking and transport layer, the facilities layer and the
management component, that works across all layers [40]. A more detailed view on
channel congestion control mechanisms is given in Section 3.2.
2.5 security and privacy considerations
Security and privacy aspects, with regard to vehicular communication, are in focus
of research and standardization since many years. However, security and privacy
aspects are not in focus of this thesis. We assume the transferability of research re-
sults and already standardized components in this field is given and only highlight
some general aspects from standardization. An overview about ETSI ITS-G5 security
services is given in [41]. These components provide authenticity of messages and
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privacy to a certain level. The general concept in ETSI ITS-G5 and WAVE is similar
and based on asymmetric cryptography in a Public Key Infrastructure (PKI). Vehi-
cles are equipped with a bunch of pseudonym certificates, that enable the receiver
to validate the received message by the use of a certificate from a Trusted Author-
ity (TA). Moreover, vehicles frequently change their sender pseudonym, that is used
for identifying a node, to reduce the risk of tracking. This ID change is in particu-
lar executed in dense traffic situations, e. g., at crossroads. In the WAVE standard,
according security services are specified in IEEE 1609.2.
2.6 digital maps and coordinate systems
A digital map is an electronic representation of relevant aspects of a particular area.
Which aspects are relevant depends on the use case, which results in a scenario of
road geometry with attached attributes. Besides several closed source commercial
map formats, Open Street Map (OSM)1 and OpenDRIVE2 are the two major open
map platforms, respectively formats. Whereas OpenDRIVE is an open map data in-
terchange format, OSM is also a community based world wide map data base.
Open Street Map: The OSM project was initiated in 2004 with the primary objective
to establish a global and free editable map. Geographic data is freely accessible and
can be maintained or even newly created by everyone. In 2017, there are more than
three million registered users, contributing to the open geographic map database
with data from their own devices. Moreover, many public authorities and other data
providers provide their data to be included. The weekly updated database has a to-
tal size of about 50 GB. The data representation is relatively simple and consists of
the three elements node, way and relation. A node describes a point, consisting of val-
ues for latitude and longitude in the WGS84 coordinate system and some additional
describing parameters, named tags. A way is a polygonal chain, consisting of up to
2000 ordered nodes, referenced by their ID. Ways describe linear features like roads,
whereas the type is again given by describing tag parameters. A relation element con-
sists of an ordered list of nodes, ways or even other relations. An example of a relation
is an intersection. OSM data is freely available for download, either in XML or Google
Protocol Buffers3.
OpenDRIVE: OpenDRIVE is rather a file format than a database. Its intention is the
logical description of road networks, originally for simulation purposes. The format
was invented by Daimler AG and VIRES Simulationstechnologie GmbH in 2005. The
latest format specification was released in November 2015 in version 1.4. It can be
used free of charge and is vendor independent. The format uses XML syntax and
describes the road geometry and additionally features the number of lanes or traffic
signs. It has a hierarchical tree structure to describe the road geometry and addi-
tional features, whereas the geometry elements are the highest hierarchy level. An
OpenDRIVE file basically consists of the four types of elements header, road, controller,
and junction. The header element consists of the basic file information, like version
1 http://wiki.openstreetmap.org
2 http://www.opendrive.org
3 https://developers.google.com/protocol-buffers/
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and area boundary, described by the coordinate range. Road elements describe road
segments, children elements describe respective features. An example of a feature is
a link element, that describes linked roads segments, e. g., predecessor or successor,
which could be another road segment or a junction. The geometry itself of a road
element is described in the sub element plainview, that is a concatenation of straight
lines, spirals, arcs, cubic polynoms and parametric cubic curves. Another sub ele-
ment is e.g. lanes, that describes features like number of lanes. The controller element
is used to describe states of the traffic signals and the junction element describes
intersections, i. e., road connections with more than one predecessor or successor.
2.6.1 Coordinate Systems
A coordinate system is used to describe the geometry in maps, whereas the used
type can cause different processing workload. Typically used coordinate systems to
describe road geometry and vehicle positions, are the geographic coordinate system
and the cartesian coordinate system.
The surface of the earth is not flat, but it is common consent to approximate the
shape as ellipsoid. A coordinate system is based on a pre-calculated ellipsoid, with its
origin in the center of the ellipsoid [42]. The mostly used reference system is World
Geodetic Datum 1984 (WGS84), globally used for Global Positioning System (GPS).
The three dimensional geographic coordinate system describes a position as value
pair of latitude and longitude and is typically used as raw data of positioning systems.
In addition, a value for altitude above sea level can be denoted. In order to denote
a point on a map, the three dimensional earth model has to be projected into a two
dimensional cartesian coordinate system.
Several projection methods have been developed for this purpose, but today com-
monly used is the cylindrical projection, that uses a virtual cylinder to wrap the earth.
All projections have distortion, but the extend is in proportion to the size of the pro-
jected area [42]. The rolled out cylinder, in direction south to north, has meridians as
equidistant parallel lines, crossed by unequal spaced lines parallel to the equator as
geographic grid. Most popular cylindric projections are the Mercator- and the Trans-
verse Mercator Projection.
Mercator Projection: A widely used cylindrical projection with WGS84 as reference
system is the Mercator projection. In the normal Mercator projection, the cylinder axis
is identical with the earth axis and tangential to the equator. With an increasing dis-
tance from the equator to the poles, the distortion increases [42]. The radius of a
parallel is R · cosφ with R = radius of the equator, i. e., parallels have a stretch factor
of (cosφ)−1.
Universal Transverse Mercator Projection: The Universal Transverse Mercator (UTM)
projection is not just a single projection [42]. The earth is divided into 60 equidistant
zones, each of 6◦longitude in width. Numbering starts at 180◦to 174◦W for zone 1
and is numbered eastwards until zone 60 at 174◦to 180◦E. In latitude it is divided
into 20 bands, each of 8◦latitude in hight, between 80◦S and 84◦N. Lettering starts at
80◦S with the letter "C". The last band "X" is 4◦larger and thus, ends up at 84◦N. For
each band an optimal secant transverse Mercator projection is used, which results in
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a minimized distortion. Inside each grid zone, represented by identifiers in the form
of zone number plus band number, a two dimensional cartesian coordinate system
is used. As example, Germany is covered by the four grid zones 32U, 32T , 33U and
33T .
2.6.2 Line Description
The geometrical description of road segments in maps is typically a line with at-
tached attributes, like number of lanes and lane width. This line is described by a
polynomial for each road segment. A simple description is a list of vertices, i. e., way-
points, and linear interpolation between these points, i. e., the use of a first degree
polynomial. To give a good approximation of the real shape of the road, a high num-
ber of vertices is necessary. In contrast, a low number of vertices allows to efficiently
describe a road segment, but with a decreasing accuracy. Another possibility to in-
crease accuracy of approximation, is to use higher degree polynomials. A method,
popular in the field of Computer Aided Design, is the use of Spline curves, either
to connect points or to fit intermediate points. A Spline is a piecewise description
of a curve with low degree polynomials. In general, a spline is described by a list
of control points and a knot vector. In case of a precise curve description with a lot
of vertices, the total data size can be reduced by the use of a Spline, because of the
reduced number of necessary data points. An example is presented by Jo and Sun-
woo, that uses a B-Spline model to reduce the amount of data in a GPS track [43].
The sensed road geometry is approximated by cubic B-Splines with a set of control
points. The authors show a reduction of about 90% in the number of necessary po-
sition points to describe the recorded track. The authors show a further reduction
of about 75%, by the use of an least-square approximation with a tolerated error
of 0.1 m.
A B-Spline curve is defined by a set of control points and an additional knot
vector. The knot vector divides the curve into segments. Each curve segment relates
to a knot span that is not zero, i. e., the range between two knots. The knot vector
U = (u0, ...,um) is typically normalized to the range [0, 1] (a = 0,b = 1), with
a = the start and b = the end. Thus, the knot span [ui,ui+1) gives the proportion
of the length of the curve section to the total length of the curve. The shape of
each section of the curve is controlled by a subset of the control points, that are
weighted and combined linearly by Equation 1, with Pi: control points (represented
as coordinates); h+ 1: number of control points; p: degree of the B-Spline curve; u:
a parameter moving in the knot spans; Ni,p: basis function for the weight of each
control point [44, p. 49].
C(u) =
h∑
i=0
Ni,p(u)Pi (1)
The order of a B-Spline curve is its degree plus one, i. e., p + 1. The value of the
weighting Ni,p is calculated recursively according to the Cox-de Boor Algorithm [45],
as given in Equation 2 [44, p. 50]. As mentioned before, [ui,ui+1) is the knot span
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between two knots in the knot vector U = (u0, ...,um). ui is the i-th value in the knot
vector U and ui < ui+1 always holds true.
Ni,0(u) =
1 if u ∈ [ui,ui+1)
0 otherwise
Ni,p(u) =
u− ui
ui+p − ui
Ni,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1
Ni+1,p−1(u)
(2)
The basis function for the weight of a control point of degree 0, i. e., p = 0, has the
value 1, if it is on the respective knot span, decided by the parameter u. If it is not
related to the respective knot span, the value is 0. The algorithm iterates the degree
from 0 to p, which results in only some of the control points affecting the respective
section of the B-Spline curve. This means that a control point is locally tuning a
B-Spline curve, but does not have an effect on the curve globally.
The knot vector specifies the connection points of two curve segments. The number
of knots m in the knot vector is defined by the degree of the B-Spline p and the
number of control points h, as given in Equation 3.
m = h+ p+ 1 (3)
To ensure the start of a B-Spline curve in its first control point, the first p+ 1 knots
must have the value 0 and to ensure the end of a B-Spline curve in its last control
point, the last p+ 1 knots must have the value 1 [44, p. 66]. The rest of the knots can
be evenly spread, which results in Equation 4.
ui = 0 i ∈ [0,p]
ui =
i−p
h−p+1 i ∈ [p+ 1,h]
ui = 1 i ∈ [h+ 1,h+ p+ 1]
(4)
Curve approximation: The general idea of using a B-Spline to model the path of a
road segment, is to reduce amount of data for road path description. We assume the
initial path description as polygonal chain, i. e., an ordered list of position points. To
reduce the amount of data, the number of pointsND = n+ 1 (n plus one, because the
index of n starts at zero) to describe the path has to be reduced . As one possibility in
the resulting curve fitting problem, a B-Spline of degree p, defined by h+ 1 control
points (P0, ...,Ph), is used to approximate the path described by n+ 1 data points
(D0, ...,Dn), with the method of least squares. The B-Spline curve starts in P0 = D0
and ends up in (Ph = Dn), with a possible curve fitting approximation as follows
[44, 46].
The B-Spline is described by Equation 1. A parameter vector (t0, ..., tn) can be
generated as equally distributed values ti = i/m, i ∈ [0,m]. The approximation with
the method of least squares is given in Equation 5. Dk is the kth data point. C(tk) is
the value of the B-Spline for the k-th element of the parameter vector (t0, ..., tn).
f(P1, ...,Ph−1) =
h−1∑
k=1
|Dk −C(tk)|
2 (5)
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Figure 3: Example illustration of a B-Spline curve and the respective knot vector U. The rela-
tive length of the knot spans relates to the length of the respective curve segments.
Next, the control points can be calculated according to Equation 6. Note that P0 = D0
and Ph = Dn, i. e., the total set of control points is P = (D0,P1, ... ...,Ph−1,Dn).
P = (NTN)−1Q Qk = Dk −N0,p(tk)D0 −Nh,p(tk)Dn (6)
P =

P1
P2
...
Ph−1
Q =

∑n−1
k=1 N1,p(tk)Qk∑n−1
k=1 N2,p(tk)Qk
...∑n−1
k=1 Nh−1,p(tk)Qk
N =

N1,p(t1) N2,p(t1) · · · Nh−1,p(t1)
N1,p(t2) N2,p(t2) · · · Nh−1,p(t2)
...
...
. . .
...
N1,p(tn−1) N2,p(tn−1) · · · Nh−1,p(tn−1)

In our context, we use the B-Spline curve to approximate the road geometry, de-
fined by a polygonal chain of position points. The B-Spline gives the relative position
on the road segment, with respect to the start point. The offset is normalized into
the range [0, 1] of the knot vector. The relation of moving the parameter u from 0 to
1 is equal to the distance in the movement from the start point of the road segment
to the end. Thus, u is calculated by the offset of the position, divided by the total
length of the road segment. An example of a B-Spline curve and the respective knot
vector U is illustrated in Figure 3.
2.7 position estimation
Position estimation with respect to automotive scenarios, consists of different per-
spectives. First of all, it relates to the process on estimating the relative position on
a road segment and in particular determining the correct road segment. This pro-
cess is typically named Map Matching. The problems are errors in Global Navigation
Satellite Systems (GNSS) like GPS, especially in urban areas. An extreme case could
be driving in a tunnel or parking garage, where GNSS signals are not available. To
compensate these measurement errors or loss in the positioning signal, the local po-
sitioning component can use a Kalman filter to integrate local available sensor data
like the distance counter of the odometer or the vehicle heading. This technique of
mixed source position determination is named dead reckoning.
With regard to the mentioned Map Matching problem, besides several other ap-
proaches, Quddus et al. introduced an advanced matching approach with low pro-
cessing demands [47]. The authors use the recent position history, combined with
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Kalman filtered dead reckoning and a map database, to reliably match the vehicle po-
sition on a map. The algorithm is very efficient and accurate, in particular in complex
situations like intersections. The matching is based on a weighting scheme for possi-
ble links, i. e., connected road segments at an intersection. In a first step, all possible
links are selected from the database. The weighting is calculated by the difference of
the Kalman filtered heading of the positioning component to the respective angle of
the road segment, according to the map data. According to the authors, similarity in
orientation to a road segment is more important than proximity.
The previously mentioned Kalman filter is a mathematical method to estimate the
next state of a system, that is corrected with a measurement [48]. Also several other
filter models are available, like particle filters that are good for nonlinear systems
[49]. However, in the application of position estimation in the vehicular domain, i. e.,
dead reckoning, the extended Kalman filter is commonly used [47, 50]. The Kalman fil-
ter is an optimal estimator, if the measurement noise is Gaussian and the prediction
process is linear, i. e., it minimizes the mean square error of the estimated state. In
case of the process to be estimated can not be described by a linear prediction func-
tion, the extended Kalman filter is used, that linearizes the function in its current
state. The basic principle is based on a cycle of prediction, measurement and correc-
tion. In the example of position estimation of a vehicle, the Kalman filter is used for
dead reckoning. The vehicle position is described as state vector, e. g., with position,
velocity, acceleration and heading. In the prediction step, this state information is
used to predict the next state, i. e., the new position. This prediction is based on a
motion model, e. g., a simple constant velocity or constant acceleration model. Due
to the uncertainty, modeled as Gaussian distribution, the variance of the predicted
state increases, i. e., it is the sum of the variance of the previous state and the vari-
ance of the prediction. In the next step, the position is measured by GNSS signals,
e. g., GPS. The measurement state is also Gaussian distributed, with a certain vari-
ance. The measured state is then multiplied with the predicted state and the Kalman
Gain, that controls how fast the filter converges towards the measured values. The
filter periodically overwrites the mean value and the variance of the result. On the
measurement step, the certainty increases and on prediction it decreases. Overall the
certainty increases, as long as the measured values do not deviate too much from
the predicted value.
This concept is the basic inspiration for our simplified position prediction mecha-
nism used in Chapter 7. However, the prediction we use is not a Kalman filer, because
we give 100% certainty to the measurement and just overwrite the predicted value.
2.8 information distribution
In context of this work, information distribution towards vehicles can either be done
via direct V2V communication or provided by a backend. Whereas V2V commu-
nication in general is considered in more detail in Section 2.4, we consider in the
following some aspects of providing information by a backend. If a mobile node is
interested in constant information updates, provided by a backend, basically two ap-
proaches can be used, namely a push or a pull based approach [51]. In case of a pull
approach, the potential data traffic is significantly higher, compared to a push based
approach, if no new data is available [52]. An appropriate technology for realizing
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a pull based approach is the use of web services [51, 53]. However, web services
typically make use of Hypertext Transfer Protocol (HTTP) and JavaScript Object No-
tation (JSON) or Extensible Markup Language (XML) for data serialization, which
causes a significant protocol overhead [53]. An alternative is a push based approach.
Here, the mobile client subscribes to a specific interest and the backend immediately
publishes new information towards the mobile client as push notification [51]. In the
publish-subscribe pattern, the publisher sends a new message towards a message
broker and is itself unaware of the receivers [54]. The message broker publishes, i. e.,
sends, these messages towards the mobile clients, according to filters previously set.
A subscriber specifies its request as a subscription to a set of filter criteria. Such filters
can be topic based or content based [54]. In case of a topic based approach, a sender
publishes a message towards a specific topic. A topic can be described as logical chan-
nel. All clients with a subscription to this respective topic will receive this message.
In case of a content based approach, the principle is the same, but the respective filter
is more complex. The subscriber defines a filter as constraints. If all constraints apply
on a newly published message, the respective subscribers will receive this message.
A message broker is a message oriented middleware, that works as intermedi-
ary, which routes messages from the publishers to the subscribers [54]. Subscribers
register their subscriptions at this broker, that typically also performs the message
filtering. Operations of the message broker are to store and forward messages, in-
cluding prioritization of messages and to queue messages. Also realizations without
such a middleware are possible, but the synchronization overhead of publishers and
subscribes increases in case of non static systems, i. e., a system of mobile nodes.
For realization, a communication protocol is necessary, to enable the message
exchange between all entities. In the lower layers, message broker based publish-
subscribe systems typically make use of TCP/IP based communication, but this is
not mandatory. The subscribers maintain an open TCP socket connection to the mes-
sage broker, that is used for message delivery. Thus, the client is responsible to be
available for message delivery. On top, an application layer protocol is necessary to
manage connection establishment, message delivery, prioritization, authentication,
QoS and in particular to manage subscriptions.
A very efficient publish-subscribe protocol is Message Queuing Telemetry Trans-
port (MQTT)4. It is designed for mobile applications and IoT, has a very low header
overhead with a fixed header size of only two bytes and supports Transport Layer
Security (TLS) based encrypted connections. The protocol was introduced by IBM
and Cirrus Link Solutions, standardized by OASIS5 since 2014 as communication pro-
tocol for IoT and ISO standard since June 2016 (c.f. ISO/IEC 20922:2016). Also several
other publish-subscribe protocols like AMQP or XMPP are available, but these have
typically a much larger communication footprint. Thus, we have used the MQTT pro-
tocol in our prototypes, in combination with the lightweight open source message
broker Mosquitto6.
A special case of publish-subscribe supported information dissemination are geo-
casts, where messages are delivered according a geographic location [55]. All clients
inside the respective geographic location, that can be any definable area like e. g. an
area defined by a closed polygonal chain, an area of a circle or a whole city area, will
4 http://mqtt.org
5 https://www.oasis-open.org
6 https://mosquitto.org
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receive the message. Here, an overlay for message delivery, like a middleware based
publish-subscribe, is necessary, because the concept of the Internet is not designed
for mobility. Node addressing via IP addresses combines the locator and node iden-
tifier within a single address. As a result, the IP address does not allow to infer the
position of a mobile node. Thus, in case of geocasts, the publish-subscribe middle-
ware maps subscribers to geographic regions. As a consequence, mobile nodes have
to propagate their positions towards the middleware. In case of using a publish-
subscribe message broker, this can be done by subscribing towards the respective
geographic region, the mobile client is currently in. This brings two benefits: First,
a position update is only necessary on changing geographic regions, which reduces
the according data transmission overhead. Secondly, the middleware does not know
the exact position of mobile clients inside a geographic cell, which brings a certain
level of privacy.

3
R E L AT E D W O R K
Within this third chapter we discuss related work regarding our contributions, pre-
sented in Chapters 4 to 7. We start with different attempts to categorize vehicular use
cases, with respect to information exchange in Section 3.1. Following this, we look
into vehicular communication with respect to channel congestion and object tracking
in Section 3.2. In Section 3.3 we analyze mobile sensing approaches, used within ve-
hicular scenarios. Afterwards, we discuss related work about the electronic horizon
in Section 3.4. Finally, we conclude this chapter in Section 3.5 with a summarizing
discussion and outline the problem statement that is addressed within this thesis.
3.1 categorization of vehicular use cases
Typically three safety relevant use cases are often mentioned with regard to com-
munication robustness [56]. These are cooperative collision warning, electronic emer-
gency brake light and the slow or stopped vehicle alert. Sepulcre et al. consider
application requirements of a lane change assistant, with respect to the communica-
tion needs [57]. They assume a minimum safety distance D$ and define that at least
one of two affected vehicles has to broadcast at least one position beacon within the
communication range, before the relative distance undercuts D$. Thus, without a
preceding cooperative maneuver agreement, such applications also belong to safety
relevant use cases.
Zheng et al. propose the use of heterogenous networks, in particular the combina-
tion of DSRC and cellular networks [15]. They propose a respective communication
framework, based on a use case study. Within this study they basically differentiate
between two major categories, safety related and non-safety related. For safety relevant
use cases they stick to periodic messages with a maximum latency of 100 ms. Non-
safety relevant use cases are split into two subcategories traffic management and info-
tainment. For both, they still stick to a minimum frequency for periodic messages of
1 Hz. The authors highlight that both, cellular networks and DSRC, have drawbacks
in information exchange, with regard to different use cases and propose the use of
DSRC for direct V2V communication and the use of cellular networks, in particular
LTE, for V2I communication.
Karagiannis et al. present a survey about vehicular networking and also analyze
applications and requirements [58]. They use the three application categories active
road safety, traffic efficiency and management and infotainment. Although they stick to a
fixed transmission rate of 10 Hz for active road safety related messages, they mention
a rate of 1 Hz for the other use cases. A simplification towards only two categories
is used by Armaghan et al. [59]. The authors only name the categorizations comfort
and safety, whereas traffic efficiency also belongs to comfort. A similar categorization
is cooperative vehicular safety and convenience & efficiency applications [60].
Bai et al. classify automotive applications with regard to wireless networking as-
pects [61]. The authors consider application characteristics and networking attributes.
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The three basic named application categories are safety applications, like post crash
notification, cooperative collision warning or road hazard condition warning, conve-
nience applications, like free flow tolling or parking availability notification, and com-
mercial applications, like map downloads or video streaming. The authors consider
different information dissemination strategies and propose an appropriate network
protocol stack for each class of application.
Toor et al. differentiate between safety applications and user applications [62]. With re-
gard to inter connecting vehicles, the authors consider infrastructure-based networks
as well as ad-hoc networks. Within safety applications, the major use cases relate to
accident prevention, intersection assistance and road congestion. The focus of user
applications relates to Internet connectivity [63] and peer-to-peer connectivity [64] for
multimedia sharing between vehicles. The authors also consider respective routing
strategies.
Uhlemann describes connected vehicles from the application perspective, with a
focus on autonomous driving [65]. The era of self-driving vehicles is coming and
brings new demands to vehicular connectivity, in particular for infotainment. This
change brings also changes in cellular networks, that are already applied to big field
tests like the digital A9 motorway testbed. Cell tower base stations are getting equipped
with server technology to become cloudlets, that are able to provide high speed inter-
vehicle communication. This will serve as supplementary technology to V2X and
provides the means to provide long-range perception information. Mentioned use
cases relate to driving efficiency and comfort, e. g., traffic light phase information.
Wachenfeld et al. present a comprehensive consideration of use cases, with respect
to autonomous driving [8]. The authors basically distinguish the three categories of
driving tasks navigation, path tracking and control. They describe navigation as the re-
spective route selection, path tracking as deriving command variables for guidance
and control as corrective actions for stabilization. Within all three types, certain pa-
rameter inputs can manipulate the respective task execution. Selected characteristics
to describe the use cases are type of occupant (e.g. humans or cargo), maximum per-
mitted gross weight, maximum deployment velocity, scenery (e.g. road or parking lot),
dynamic elements (types of other objects to interact with, e.g., vehicles, cyclists or
pedestrians), information flow (which information is exchanged and how) and han-
dover to a specified availability or extension concept (e.g. tele-operated driving or human
driver as backup). As example, the availability concept influences the necessary range
of perception, due to handover time.
The LDM is the ETSI standard for an in-vehicle database facility to manage infor-
mation about the vehicle surroundings [38]. Information is not considered related to
the object they belong to, but to the level of dynamics of the single property. The
used four categories of information are permanent static (e.g. road topography or
statutory speed limits), transient static (e.g traffic signs), transient dynamic (e.g. road
works or temporary speed limits) and highly dynamic (e.g. current speed, position
and direction of other vehicles).
Weiß gives an overview about research on vehicular communication and describes
perspectives of safety applications [66]. He highlights the possibility to extend the
perception view of local sensors, by the use of communication and names commu-
nication as a sensor. A special aspect of safety is the time a driver has to adapt to a
situation, i. e., a long-range perception can prevent safety critical situations. As the
main application categories the author names safety, traffic efficiency and (commercial)
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services. Moreover, the author also considers different information flows, with respect
to communicating entities.
Al-Sultan et al. present a comprehensive survey about VANET technology and
respective applications [67]. The authors basically differentiate between comfort & en-
tertainment applications and safety applications. All non-safety applications, to improve
driving comfort and traffic efficiency, are summarized in comfort & entertainment ap-
plications. However, the focus is on safety applications, which are subcategorized into
intersection collision avoidance, public safety, sign extension, vehicle diagnostics & mainte-
nance and information from other vehicles. Using this categorization approach, safety
related messages are not directly coupled to strict time constraints. Vehicle diagnos-
tics & maintenance includes just-in-time repair notification as an example for a safety
application.
The ETSI documents about vehicular communications describe a large set of pos-
sible applications [68, 69, 70]. The respective use cases are considered from three
perspectives: First, from a general perspective as basic set of applications, second, as
road hazard warning and finally, in the perspective of longitudinal collision risk warning.
Use cases are grouped into active road safety, with the subgroups cooperative awareness
and road hazard warning, cooperative traffic efficiency, with the subgroups speed manage-
ment and cooperative navigation, location based services and global Internet services, with
the subgroups communities services and ITS station lifecycle management. Also latency
demands are considered, with respect to information processing, from data acquisi-
tion from sensors, till the required action. These demands are categorized into the
two major classes driving assistance and direct control. The direct control addresses
automatic execution, as well as pre crash and post crash actions, e. g., an emergency
call. The driving assistance is divided into the three subclasses info, awareness and warn-
ing. The awareness class basically consists of road hazard warning use cases, whereas
warning basically consists of collision risk warning use cases.
Möbus et al. present vehicular applications, with a need of long-range perception,
in the context of the eHorizon [5]. They describe how a set of safety and comfort appli-
cations can significantly benefit from prescient knowledge road network related in-
formation. Also Durekovic and Smith focus on the eHorizon and categorize ADASs
into non-map ADAS, map-enhanced ADAS and map-enabled ADAS [71].
Based on the obtained knowledge about vehicular use case demands, we have
derived a scheme of three zones of information demands. We differentiate the zones
by the tolerated latency, between the occurrence of an information and the point in
time, it has to be processed at the receiver side. These three zones are named safety
zone, awareness zone and information zone, that are described in detail in Chapter 4
and a description of the single use cases belonging to each zone can be found in
Section A.1.
3.2 vehicular communication and congestion control
As introduced in Section 2.4.2, inter vehicular communication is based on IEEE
802.11p mobile ad-hoc communication in the 5.9 GHz band. In general, vehicular
networks can be considered from different perspectives, like routing protocols, delay
tolerant networks or channel load. With regard to Chapter 7, we have the channel
load in scope of this work, because of the high amount of information, that has to be
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shared for a long-range vehicular perception. Related work in this field can be split
into congestion control in general and an optimized position beacon control.
In IEEE 802.11p, the MAC layer uses CSMA/CA, i. e., it follows a listen-before-talk-
principle. If the channel is sensed free, the sender waits a random backoff time before
sending. In high vehicle densities, the wireless medium quickly becomes congested
with a high probability of packet collisions [14, 72, 73]. Although channel congestion
has been studied in the field of mobile ad-hoc networks (MANET), settings in ve-
hicular communication completely differ [74]. Most important applications relay on
tracking neighboring vehicles, achieved by periodic awareness messages, i. e., CAMs
or BSMs [73].
An example for congestion control, with regard to message forwarding, is given in
[75]. The authors introduce a retransmission probability to adjust the channel load.
By decreasing the retransmission probability, the overall channel load is reduced.
Similar to this, also other approaches often focus on retransmission, but in case of
vehicular communication, the periodic broadcast of position beacons, combined with
high node mobility is a different case.
Since packet collisions in CSMA/CA is a well known problem, the European ETSI
ITS-G5 standard already defines a Decentralized Congestion Control (DCC) mecha-
nism [39, 40]. In general, the network performance is affected by the communication
range and the transmission rate of CA messages [73]. The value of the measured
channel load is added to the message header of broadcasted CA messages. In case
of a high channel load, the CAM generation rate is controlled down in five classes
from 10 Hz to 1 Hz. In addition, also the transmit power is reduced in case of a high
channel load [40].
A second component of the ETSI ITS-G5 Decentralized Congestion Control (DCC)
mechanism is a gatekeeper between the access and networking layer [39, 76]. It adds
an additional delay to packets in the output buffer in case of channel congestion.
Since this happens independent of the packet content, the overall performance of
applications may suffer. However, since the channel load is still close to its limits in
dense traffic situations, several other approaches have been proposed in research.
Many approaches focus on solving this issue as a networking and communication
problem, like the distributed power control approach, presented by Torrent-Moreno
et al. [77]. The authors propose to reduce the transmission power in case of a high
channel load. The general goal is to achieve fairness, by controlling towards a target
channel utilization rate. In case this target rate is exceeded, nodes decrease the trans-
mit power in predefined steps and vice versa, in case of a channel utilization lower
than the threshold. In addition, the proposed solution uses a contention mechanism
to prioritize emergency messages. Baldessari et al. propose to achieve fairness by a
conjoint control of power and transmission rate adaptation [78]. The authors sug-
gest to decrease the transmit power in case of an increase of the transmit rate and
vice versa.
Tielert et al. introduced the Periodically Updated Load Sensitive Adaptive Rate (PUL-
SAR) mechanism [79]. The mechanism adapts the position beacon transmission rate,
based on the measured Channel Busy Ratio (CBR), that is also broadcasted towards
neighboring nodes. Received CBR values are also forwarded and the transmission
rate calculation is based on the maximum congestion state in the 2-hop distance.
The authors use a first-order low-pass filter to smooth the CBR calculation, that is
performed in 250 ms intervals. The rate adaption is performed as additive increase
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multiplicative decrease, based on a binary decision if a CBR threshold is violated.
All vehicles, that are contributing to channel congestion, are also participating in
rate adaptation. However, even if this approach achieves a good global fairness, it
still shows limit cycle behavior.
In contrast to this, in the Linear Integrated Message Rate Control (LIMERIC) algorithm
the CAM broadcast rate converges towards a predefined threshold, but remains be-
low it [80]. LIMERIC uses linear full precision control inputs to avoid the limit cycle
behavior. The approach ensures that all nodes, within a congestion area, converge
against the same message rate. Instead of a binary decision, if a channel is congested
or not, in LIMERIC each node measures the fraction of network capacity at each
moment and compares it against the message rate goal. The own allowed broadcast
rate is linearly adjusted to a transmission rate, calculated with the difference of the
desired rate goal and the measured value. As a result, the wireless channel is shared
fair at a specified CBR threshold. It has shown, that the adaptive LIMERIC approach
outperforms the reactive ETSI standardized DCC approach [81]. Rostami et al. give
a detailed performance comparison of the reactive DCC approach and the adaptive
LIMERIC approach [82]. The authors show, that the reactive DCC approach can have
strong oscillations in CBR. The authors identify a relatively synchronized CBR mea-
surement, with a too limited range of message rates, as main cause for instability.
The ETSI ITS-G5 DCC mechanism provides exactly five CAM transmission rates, be-
tween 10 Hz and 1 Hz. These are respectively selected if a CBR below 30%, in 10%
steps between 30% and 60%, or above 60%, is measured. The CBR class is selected,
according to the maximum value measured, within the last Tdown = 5s [82]. To solve
this issue, the authors propose to use a linear scale for the transmission rate adap-
tation and more important, to have an asynchronous CBR measurement across all
vehicles.
Cheng et al. have analyzed the mixed mode of vehicles, equipped with the ETSI
ITS-G5 DCC mechanism and LIMERIC [83]. It has shown that the overall perfor-
mance increases, if LIMERIC vehicles are inserted. This is mainly caused by the
asynchronous CBR measurement in LIMERIC, that also allows the ETSI ITS-G5 DCC
to converge better. Thus, also a mixed mode deployment might be possible, e. g., by
a later update of the used DCC mechanism.
A weighted version of LIMERIC is introduced by Bansal and Kenney in [84]. The
idea is to converge globally against a fixed CBR rate, but locally against a weighted
value of this rate. This allows to provide more resources to some dedicated nodes,
e. g., nodes that constitute a higher safety risk. A context based approach is presented
by Sepulcre et al., that also reduces transmit power and the CAM broadcast rate
[57]. They consider the application of a lane change assistant and increase the CAM
broadcast rate only, if a lane change is reasonable. Received CAMs are evaluated and
in case the context does not allow a lane change, i. e., minimum vehicle distances are
not observed, the broadcast rate is reduced to keep the channel load low.
Egea-Lopez and Pavon-Mariño address the transmission rate control as an op-
timization problem in the Adaptive Beaconing Rate for Intervehicular Communications
(FABRIC) approach [85]. The position beacon rate is modeled as a network utility
maximization problem. Vehicles exchange information about their current conges-
tion state. The own congestion state and the received values from the neighbor ve-
hicles are used in a local utility function, that has to be maximized. The approach
achieves fair beaconing rates and controls fast out of channel congestion. A simi-
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lar approach is proposed by Jose et al., that also regulates transmission power, in
addition to the broadcast rate [86].
Piao et al. propose a much simpler approach, that only depends on the estimated
amount of neighbor vehicles and has no need for CBR measurements [87]. They
start with a broadcast rate of 10 Hz and reduce this rate, if the amount of neighbor
vehicles increases. In case the rate reduction is strong enough, message delivery
characteristics are better than other DCC approaches. However, a reduction of the
broadcast rate would require a good trajectory prediction, to prevent a suffering in
accuracy.
Aygun et al. propose to adjust the broadcast rate and transmission power, accord-
ing to the environment and context [88]. The mechanism proactively considers the
mutual effect of rate and power adjustment to adapt more efficiently. The adaptation
is based on CBR, dependent on the current application requirements and environ-
ment, e. g., intersections or highways. The used rate control algorithm is based on
LIMERIC, but used in combination with a transmit power control mechanism. In
addition to the measured CBR, also the current transmit power value is added to
the message header of broadcast messages. The transmit power is adjusted to the
current application requirements, as well as to the current channel path loss, that is
estimated based on received transmit power values. The algorithm is able to increase
the cooperative awareness by about 20%, while keeping a given channel utilization.
A central controlled approach to manage congestion control at intersections is
presented by Taherkhani and Pierre [89]. A RSU at the intersection observes the
wireless channel to measure and control channel congestion. Vehicles, contributing
to the congestion, are clustered into four groups by the use of a k-means machine
learning mechanism. Each cluster is provided with individual communication pa-
rameters, including transmission rate, transmission power, contention window size,
i. e., the maximum backoff time, and Arbitration Inter-Frame Spacing (AIFS), i. e., the
minimum time, the channel has to be sensed clear before transmission. The approach
basically addresses vehicles stopped at a red light at an intersection.
Another possibility to reduce the channel load is to reduce the message broadcast
rate, based on an estimated tracking error of neighboring vehicles, i. e., only broad-
cast, if a neighbor would not be able to estimate the ego vehicle position within a
certain threshold [90, 72]. This concept has been initially introduced by Rezaei et
al. in [90]. A position estimator, based on an extended Kalman filter, is used to each
known neighbor vehicle to continuously estimate its position, based on the history of
received position information. The same estimator is also used at the sender vehicle,
named self estimator, with only the broadcasted position information as an input. The
used extended Kalman filter is based on a constant-velocity-constant-heading model.
A scheduler observes the relative error in position between the output of the self es-
timator and the assumed real position of the ego vehicle, i. e., the suspected tracking
error. If the threshold is exceeded, a new position beacon is broadcasted, that is also
consisting of current heading and velocity. The approach has an adaptive message
rate with an average broadcast rate of about 2 Hz. The authors add a message repe-
tition mechanism in [72] and show that the application level performance cannot be
measured by packet loss. Thus, they propose to use the tracking error in presence of
packet loss as performance metrics.
Armaghan et al. use a Kalman filter to predict the longitudinal position of the ego
vehicle [59]. Then, a position beacon not only consists of the current position, but
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also of a set of predicted future positions. A new beacon is broadcasted at the end of
the predicted positions or when the suspected tracking error exceeds a threshold.
Segata et al. propose the adaptive vehicle state dependent protocol Jerk Beaconing,
in the application field of platooning [91]. The approach makes use of a constant-
acceleration-constant-heading-model and has a minimum beacon rate to ensure aware-
ness. It tries to minimize the beacon rate and only broadcasts a new beacon in case
the acceleration changes above a threshold. However, the approach incorporates ac-
knowledgements, that is only possible because of the relatively fixed amount of par-
ticipating vehicles.
Other approaches combine the networking and communication problem with an
estimation process, like the InterVehicle Transmit Rate and Power Control (IVTR-PC)
algorithm presented by Huang et al. [56]. In a first step, Huang et al. extend the posi-
tion estimation error approach with a message rate control mechanism to reduce the
channel load [92]. The trigger check rate is set to an increased rate of 20 Hz and the
CBR is measured continuously. At each time step, the transmission probability for
a new position beacon is calculated as function of the suspected tracking error and
the CBR. The transmission probability converges to one, in case of a high tracking
error or a high CBR. The algorithm shows a good tracking accuracy, while simul-
taneously being robust to channel congestion [93]. Huang et al. further extend this
approach by additional transmit power control in [56]. In general, the algorithm in-
creases the broadcast rate in case of an increasing estimation error and throttle the
broadcast rate during channel congestion. Messages are only broadcasted in case the
suspected tracking error exceeds a threshold eth. When eth is exceeded, a message is
broadcasted with an exponentially increasing probability, according to an increasing
tracking error. Moreover, the CBR is measured as an average over a 1 s window and
in case a lower threshold is exceeded, the transmit power is linearly reduced. At a cer-
tain upper CBR threshold, the transmit power is set to a predefined minimum. The
used kinematic model for vehicle tracking is here also a constant-velocity-constant-
heading-model.
The Error Model Based Adaptive Rate Control (EMBARC) approach combines the
mechanisms of previously mentioned LIMERIC and (PULSAR) [94]. Moreover, the
EMBARC approach also uses the position estimation error approach, introduced in
(IVTR-PC) [93] . In addition, the Packet Error Rate (PER) is incorporated in calcu-
lation of the suspected tracking error, that is the sum of each step’s product of the
calculated tracking error εn and one minus the PER pn. In case of an increased sus-
pected tracking error, i. e., increased vehicle dynamics, the broadcast rate of position
beacons is increased. Thus, the EMBARC approach adjusts the transmission rate, ac-
cording to channel load and vehicle dynamics, to maintain the CBR at or below a
specified threshold. Simulation has shown that EMBARC, as combination of channel
load and tracking based approaches, outperforms IVTR-PC and LIMERIC, with re-
spect to tracking accuracy. The EMBARC approach is a strong candidate to become
part of the U.S WAVE standard [87].
Sepulcre et al. introduced INTEgRatioN of congestion and awareness control (INTERN),
an adaptive approach that integrates LIMERIC and PULSAR in [95]. The minimum
broadcast rate is controlled according to the individual minimum application re-
quirements of each vehicle, whereas overall channel load is maintained at or below
a target CBR threshold. In case of a high CBR, the broadcast rate is reduced until
the minimum application requirement, otherwise the mechanism tries to fully uti-
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lize the channel. To achieve global fairness, the 2-hop congestion state propagation
of PULSAR is used.
3.3 mobile sensing
Mobile sensing is an important domain within our contributions in Chapter 5. We
have discussed this topic in our previous work [96] and revise in the following.
Within the field of mobile sensing, smartphones are often discussed as sensing de-
vices, because of their large amount of sensors and mobility [97]. A related domain is
Mobile Crowd Sourcing (MCS), where a huge amount of users with mobile devices
are the basis to build large scale sensing applications [98]. To distinguish between
different sensing models, we categorize them by three criteria: The amount of sub-
jects participating, the degree of human participation, and the treatment of collected
sensor data. The amount of participants allows to subdivide sensing models into the
three groups personal, group, and community sensing. However, in our work and
as well as in MCS only community sensing is of interest. With regard to user inter-
action, one can distinguish between participatory sensing and opportunistic sensing.
The participatory sensing model applies user interaction to collect data and focuses
on applications to help users to share, search, interpret, and verify information [99,
97]. Due to the superior intelligence of the user, complex data can be collected. How-
ever, the quality also depends on the users. A major problem is that the user must be
actively involved in the collection process. Hence, the task to encourage users to take
part is quite challenging [100]. This may, for example, be addressed by requiring ac-
tive participation by the user, before allowing access to the collected data. However,
in vehicular scenarios the participatory sensing model is not applicable, due to the
active involvement of the driver.
Sensing models are named opportunistic, if no active user participation is required,
that is beneficial in vehicular scenarios. This model is commonly used in vehicular
monitoring applications, i. e., vehicles transmit data about their environment [101].
According to Shin et al. , opportunistic sensing has to cope three basic challenges
[101]: To protect user privacy, to ensure data quality and integrity, and to consider
an efficient data transmission, since typically all sensed information is directly trans-
mitted. The sensing model can be further categorized into probabilistic and determin-
istic sensing, depending on the treatment of gathered information. In deterministic
sensing, all sensed data is sent. For this approach, complex maintenance or process-
ing can be neglected on the sender side, but network traffic might become a problem.
In contrast to this, information will only be transmitted with a certain probability
in probabilistic sensing. The transmission probability might depend on several fac-
tors, e. g., the distance between the sensor and the measured event (shadow fading)
[102].
Within our context, vehicles are the considered sensing device. Vehicles are able
to percept knowledge about their surroundings, by the use of a variety of sensors.
Gathered information is potentially of interest for other vehicles in the direct sur-
roundings, as well as in larger distances, approaching the sensing position. Sharing
this information enables neighboring vehicles to extend the size of their local per-
ception [103]. To realize this information exchange, V2V communication has been
introduced, which we have explained in Section 2.4.2.
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Use cases, in focus since the introduction of V2V communication till today, are
mostly safety systems like, e. g., collision warning or even collision prevention sys-
tems. Such systems are commonly based on direct single hop ad-hoc communication.
However, several use cases, as introduced in Chapter 4, need an extended view. Sev-
eral approaches exist to extend the transmission range of the sensing model [97]. For
example, Lee et al. developed different storage architectures to store the event infor-
mation for a longer time [104]. The Mobility-Assist Storage approach works without
remote hardware to store event information. Collected information is transmitted
when two vehicles are in transmission range. Using the mobility of the vehicles,
the information is distributed within the network. In contrast to that, the Content-
Addressed Storage approach keeps event information stored on remote servers and
only propagates hash values, to identify the specific event via the vehicle network.
However, V2V communication is in general limited in transmission range and poorly
applicable, in case of sparse traffic.
An important mechanism in information collection is clustering of sensing sources,
i. e., grouping the sources in geographical vicinity according to predefined rules [105].
The objective is to reduce the overall amount of data to be transmitted and thus,
transmission costs. Data is aggregated at a so-called cluster head and collectively
transmitted to the sink, e. g., a cloud service. According algorithms focus on clus-
ter head selection, which might also perform data compression before transmission.
The most basic cluster algorithm is named lowest ID (LID). All nodes have assigned
a unique ID, that is broadcasted to the neighboring nodes. Each node then allocates
itself to the node with the lowest ID, that is implicitly selected as cluster head [106].
A variation is highest degree clustering (HD). To minimize the amount of clusters, the
head is selected based on the nodes with the highest number (degree) of nodes in
direct communication range [107]. Another variation is the weighted clustering algo-
rithm (WCA), which is based on a performance indicator of several properties, like
node degree, transmission power, mobility, and battery power [108]. An alteration
of LID is Lowest Relative Mobility Clustering Algorithm (MOBIC), designed for the use
in vehicular networks [109]. Here, the ID is replaced by a performance indicator of
node mobility (relative speed to neighbors). The MOBIC approach has been further
devised within several developments. The Distributed Group Mobility Adaptive Clus-
tering Algorithm (DGMA) uses a group mobility metric, named linear distance based
spatial dependency (LDSD), to prolong cluster lifetime [110]. This value describes the
relative speed of two nodes and the movement direction. The Adaptable Mobility-
Aware Clustering Algorithm based on Destination positions (AMACAD) extends the used
metric by the destination, the speed and the current location [111].
The german automotive research project CONVERGE has introduced a different
approach, that uses beacon-based clustering for performance improvements [112].
Network traffic is balanced by a probability based approach, to select the cluster
head. Vehicles start with a probability of p = 1 and in a following adaption phase,
neighbor vehicles communicate to decide to become the cluster head. Each time a
vehicle receives such a message, the own probability to become the cluster head is
lowered. The send-on-delta strategy is another approach to reduce data traffic [113].
Unnecessary data is discarded until a certain threshold, where performance depends
on the size of the delta threshold and the change rate of measurements. An enhance-
ment of this approach, that is based on the prediction of sensor values, is presented
by Suh [114]. Linear prediction is used to estimate sensor values. Information is only
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transmitted if an error threshold between the predicted and the measured sensor
value is exceeded.
A transmission strategy based on a central sink node is Ken, developed by Chu
et al. [115]. External queries are answered by the sink, that uses a predicted value
of a replicated dynamic probabilistic model. The same prediction model is used
at all sensor nodes. These send updates to the sink, if values differ from a certain
threshold. This approach guarantees an accuracy within a certain range and the pre-
diction outperforms linear progression of the send-on-delta mechanism. A system
that collects correlating values, using a probabilistic model, is developed by Desh-
pande et al. [116]. A central server answers external queries and collects required
information from the sensor nodes, similar to Ken, but false sensor value transmis-
sion is filtered out. In contrast to Ken, the server requests data if the uncertainty for
a specific value is high. Thus, sensor nodes do not transmit data independently. This
reduces the computational complexity on the sensor nodes, since these do not need
a predicting function.
Another system, where also the server side requests for information, here named
portal, and nodes are not allowed to transmit data independently, is named CarTel
and developed by Hull et al. [117]. Here, vehicles are considered as sensor nodes.
The system is based on opportunistic wireless connectivity, e. g., available Wi-Fi on
driving by. Vehicles transmit data either directly to the portal or to other available
devices, later delivering the data to the portal. Data is only transmitted once it was
externally requested. Mobile applications directly query data from the portal. The
portal requests the mobile nodes, i. e., vehicles, to send the required data to the
portal server.
Local pre-processing is a general approach to reduce the amount of transmitted
data. Typically data is compressed, to reduce the data traffic. An example framework,
that utilizes data sparsity of the collected information is introduced by Li et al. [118].
They use a nonlinear algorithm to reconstruct the compressed data and an algo-
rithm to perform random sampling on a sparse basis. Only a subset of samples is re-
quired to reconstruct all information without loss. This information collection theory
is named Compressed Sensing (CS) and the used property of the sampled informa-
tion is named sparseness in the transformation process. The proposed framework is
designed to compress the information before sending in the IoT context.
3.4 the electronic horizon
The concept of a map based electronic Horizon (eHorizon) has been introduced in
2006, as a result of the PREVENT research project [119, 120]. The idea was to pro-
vide ADASs with a virtual map-based sensor, as information source beyond the local
sensor range. The basic component is the local horizon provider, that serves as single
source for all components and ADAS systems within the ego vehicle. The horizon
provider knows the current position, velocity, driving direction and has also access
to a digital road map. Based on this information, an eHorizon is constructed and
provided as incremental stream via the ADASIS protocol on the vehicle data bus,
typically the CAN bus [71]. The eHorizon consists of information ahead of the ego
vehicle. Components and ADASs that require respective information, listen to the
data bus [121]. Each of these components owns a horizon reconstructor, that incre-
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mentally creates a 1D preview of the current vehicle track. The ADASIS protocol
is developed by the ADASIS Forum1, that is coordinated by ERTICO2 and consists
of most automakers and major suppliers [120]. In principle, any location based in-
formation can be encoded via this protocol. The latest version 2.0.3 of the ADASIS
protocol has been released in December 2013. Map information is described as paths,
connected with stubs (i.e. crossings) [24]. A path can consist of several segments. The
basis eHorizon consists of the Most Probable Path (MPP), optionally with attached
side paths. The prediction of the MPP is an essential component with a significant
influence to the eHorizon quality [6]. The MPP can be derived from navigation sys-
tem data, from historic mobility data or by a generic algorithm, based on attributes
like road geometry [122]. In case of historic data, driven routes can be stored in a
past experience processing and respective information can be reused, combined with
turn signal and vehicle status information, to estimate the MPP [6]. A similar ap-
proach is described by Engel et al., that uses historical driving information to correct
a generated MPP [122].
Thomas et al. have presented the ActMAP framework as concept for ’the wire-
less distribution of incremental map updates’ [123]. Moreover, the system constantly
compares road segments from a map or eHorizon provider with sensed information.
The authors explicitly name the necessity to update in-vehicle map data, to provide
a correct eHorizon, which is essential for the quality of ADAS. Möbus et al. highlight
the increasing importance of an up-to-date eHorizon, that becomes increasingly im-
portant for ADASs [5].
Horita and Schwartz consider the eHorizon and ADASIS protocol, with respect
to autonomous driving [124]. The authors investigate future needs in the ADASIS
protocol and ETSI LDM [38] specification, to reduce the amount of required data
traffic. With respect to autonomous driving, an extension to a lane level connection
representation and higher precision lane data would be required. The position in-
formation of dynamic objects, i. e., the ego vehicle and neighbor vehicles, should be
extended by lane IDs.
3.5 discussion and problem statement
Although in literature mostly considered applications and use cases are related to
the field of safety improvement, the overall range is very diverse. Typically, many
descriptions overlap and classifications do not perfectly match. Consequently there
is a need to bring all use case descriptions together to get a complete overview and
derive a respective harmonized categorization.
With regard to vehicular ad-hoc networks, channel congestion, caused by position
beacons, is a well known problem. Although many research work addresses the con-
gestion control problem, it remains an issue. Existing approaches typically adapt the
beacon rate and transmit power, mostly based on network parameters, like CBR. As
a result, advanced approaches like EMBARC are able to prevent channel congestion
and minimize the PER, but still fully utilize the wireless channel. This is due to two
conflicting aspects: First, information accuracy should be as high as possible, i. e.,
the position beacon rate is kept as high as possible. Second, the channel load should
1 http://adasis.org
2 http://ertico.com
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be as minimal as possible, to ensure reliability, i. e., a low beacon rate is desired.
But to enable our aim of an extended perception, we require information forward-
ing of dynamic vehicle position data, which requires sharing of available channel
capacity. Promising approaches incorporate fairness, with respect to actual commu-
nication needs, but typically argue with different application needs [85, 95]. From our
perspective of the extended perception, the individual needs are comparatively the
same for all participants. After all, several ADAS applications will use the respective
perception information. Zhang and Valaee argue with different requirements for the
individual vehicles [125]. We follow this argumentation, but see these requirements
in the necessity of position broadcasts. The most effective control parameter is the
message rate [126]. Thus, we see the major potential in the improvement of tracking
prediction, to reduce the overall need to broadcast position beacons. Moreover, if the
overall broadcast rate can be significantly reduced, an additional congestion control
might be no longer required. According to Shladover and Tan, a tracking accuracy of
0.3m lateral and 0.5m longitudinal would be required in case of a collision warning
application [127]. However, this is above a typical GPS accuracy and moreover, such
critical systems must be based on local sensors. Unreliable wireless communication
should not replace local sensors. Moreover, it can never be assumed to have a 100%
penetration rate. Since we are focusing on a long-range perception for less safety
relevant applications, a much larger tracking error might be tolerable.
With regard to sensor data collection approaches, the range of available approaches
is very wide. However, mechanisms related to the domain of sensor networks are
mostly not applicable, because of the high mobility in the vehicular domain. Ve-
hicular data collection approaches are mostly based on clustering, to realize an op-
timized data transmission, towards a backend or the cloud. Due to the monetary
costs for cellular network based data traffic, optimization is related to the amount of
data transmitted. However, such a clustering approach requires participating vehi-
cles to be equipped with ad-hoc communication capabilities. Moreover, a clustering
approach assumes a required data transmission from several participants within a
cluster, that can be aggregated, else it would just result in forwarding. In case of con-
tinuous sensing, e. g., temperature collection, approaches based on the predictability
of prospective sensed data are suitable. Other strategies of incomplete data transmis-
sion focus on static network topologies. The highly dynamic nature of the vehicular
domain requires an approach, that adapts to traffic density and ensures a maximum
detection latency. In addition, it should be an incomplete transmission model to re-
duce the total amount of data traffic to a possible minimum.
The virtual sensor eHorizon has shown to be able to improve or even enable com-
pletely new ADAS applications. Moreover, the eHorizon becomes increasingly im-
portant for future ADAS, in particular with respect to autonomous driving [5, 128].
Besides some optimization needs, with regard to in-vehicular data dissemination, a
major issue is potentially outdated map material.
As a result, we identify four major required steps towards our overall aim of an ex-
tended vehicular perception: First of all, relevant use cases have to be structured into
a single consistent classification scheme. Second, an efficient mechanism is needed to
gather relatively static vehicular sensed event data, independently of traffic density.
Third, a mechanism is required to provide a long-range view in driving direction,
based on previously gathered information. Fourth and finally, a mechanism with a
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strongly reduced position beacon rate has to be developed, to include highly dy-
namic vehicle data into the long-range vehicular perception.

4
C AT E G O R I Z AT I O N O F U S E C A S E D E P E N D E N T I N F O R M AT I O N
D E M A N D S
Interconnecting vehicles with each other or with infrastructure components causes
different technical demands, depending on the respective use case. In state of the art
literature many use cases and information demands are described. However, one can
find many different categorization schemes, most according to the level of dynamic
of the respective objects or attributes. To overcome this, we worked on a homoge-
nized scheme, because each category brings its own technical requirements.
We have derived three zones of information demands from the use case descrip-
tions of the ETSI specifications, standards of ITS vehicular communication and V2X
applications, as well as relevant research publications [5, 8, 15, 38, 65, 68, 69, 70, 61,
66, 129]. Out of these use cases, we categorize three zones of information demands,
namely safety zone, awareness zone and information zone. We present our categoriza-
tion scheme in [130] and present a revised and extended version in the following.
The distinction of the zones belongs to the tolerated latency between the occurrence
of an event and the point in time, the information has to be processed at the receiver
side. Categorizations regarding property or object dynamics are also mapped to this
latency related schema. However, there is no sharp boundary between these zones
and many events affect more than one single zone [131]. For example, if a vehicle
breaks down, a safety application can carry out an evasive brake, a lane change, or
evasion maneuver and this can be assigned to the safety zone. At the same time, a
route guidance application can suggest an alternative route and this can be assigned
to the information zone. In this chapter, we first discuss aspects regarding the com-
munication range in urban and highway scenarios. Afterwards, we describe these
three zones of information demands in more detail.
4.1 vehicular communication range
To discuss the technical demands of the three different zones of information de-
mands, it is a prerequisite to discuss the potential communication range of vehicu-
lar communication. Fundamentals about vehicular communication have been intro-
duced in Section 2.4. In the following, we will look into details about the communi-
cation range of vehicular ad-hoc communication.
The most influencing factors with regard to the communication range are the used
frequency and the maximum transmit power. As described in Section 2.4.2, vehicular
ad-hoc communication is allocated in the 5.9 GHz. The control channel is dedicated
to IEEE channel number 180, with a center frequency of 5.9 GHz, in the EU and in
the US to IEEE channel number 178 with a center frequency of 5.89 GHz [27, 29]. The
Free Space Path Loss (FSPL) in decibel is defined as FSPL(dB) = 20 log10
4pidf
c . To be
able to assess the influence of the distance, with regard to the received signal strength,
the free space loss for frequency f = 5.9GHz is given in Table 2. The transmit power
for the control channel is limited to 33 dBm EIRP (Equivalent Isotropically Radiated
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Table 2: Free space path loss for an isotropic radiator at f = 5.9GHz.
Distance [m] 1 10 100 200 300 400 500 700 1000
dB 47.86 67.86 87.86 93.88 97.40 99.90 101.84 104.76 107.86
Power) [27]. This results in a theoretic maximum signal strength at the receiver side
of −74.86 dBm in a distance of 1000 m, only considering free space path loss without
any other disturbances. The required Signal to Noise Ratio (SNR) at the receiver side
depends on the used data rate. According to the European ETSI ITS G5 specifications,
using a simple path loss model and a transmit data rate of 3 Mbit/s, a maximum
transmission range of 1000 m is possible [40]. But the default data rate for the control
channel is 6 Mbit/s, that requires a 3 dB higher SNR. This data rate has also shown
to be the best for the considered communication ranges and message sizes [132].
Moreover, the transmit power is down-regulated till 10 dBm by the Transmit Power
Control (TPC) of the used DCC mechanism, to reduce collisions on the wireless
channel, which reduces the transmission range [133].
However, wireless transmissions are influenced and attenuated not only by FSPL
but also by shadowing (i.e. obstructions in the line-of-sight), fading (i.e. multi-path
propagation causes interference), interference and diffraction (i.e. deflection of waves
at the edges of objects), reflections (i.e. at the surface of obstacles) and Doppler shift
(i.e. a frequency shift of the signal) [134]. Communication range can be drastically
reduced by obstacles in the environment, especially in urban environments as shown
by Sommer et al. [135]. They have modeled buildings and respective properties of
signal propagation, based on an empirical model. The model handles shadowing
effects in VANETs and abstracts from diffraction and reflection effects. They have
shown that the number of times an obstacle border is intersected and the length of
the obstacle intercession has a huge attenuation impact that can be modeled by a
certain factor. For the majority of observations, they parametrized the attenuation to
9 dB per wall and 0.4 dB per intersected meter. Real world measurements during the
evaluation have shown the high accuracy of the model. In general, outside of city
environments the major source of signal variation and attenuation are vehicles and
in urban scenarios the major source are buildings and vegetation, but vehicles are
here also an important source of obstruction [136].
A similar but more detailed model is used by Boban et al., that uses outlines of ve-
hicles, buildings and foliage [136]. For signal propagation basically three models are
conducted: line of sight, non line of sight, caused by vehicles and non line of sight,
caused by static obstacles. They have gathered a large set of real world measure-
ments in Porto and Pittsburgh for model evaluation. Their measurements show in
an open space scenario, with line of sight communication, an average receive power
of −90 dBm in a distance of about 420 m. On highways, they have measured an aver-
age receive power of about −85 dBm in a distance of 300 m. In urban scenarios this
decreased to about −80 dBm in a distance of 100 m. This is mainly because transmis-
sion through buildings has a very high attenuation and is much less important than
diffraction and reflections around buildings [136, 137].
All this infers that a simple path loss model, like used in ETSI technical specifi-
cations, is not sufficient [40]. Jiang et al. have investigated the packet reception rate
for different message sizes and different vehicle densities per km [132]. They have
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Table 3: Overview of velocity dependent communication range in an urban scenario with
an assumed V2V communication range of 100 m. To provide information 5s or re-
spectively 30s in advance, the transmission needs several hops between sender and
receiver, depending on the velocity.
Velocity [kmh ] [
m
s ] δs(5s) [m] hops δs(30s) [m] hops
30 8.33 42 1 250 3
50 13.89 70 1 417 5
70 19.44 98 1 584 6
shown that the packet reception probability decreases to about 70% in half distance
of the theoretic maximum communication distance, in a scenario with a vehicle den-
sity of 400 vehicles per km and a message size of 200 Bytes. An increase of vehicle
density or message size further decreases package reception probability.
Mahler et al. have simulated the packet reception rate based on channel sounder
measurements for two highway scenarios with different traffic density [138]. They
have investigated the packet reception rate for oncoming vehicles and also evaluated
different message sizes. The results show a clear drop in the packet reception rate in
a distance of about 400 m.
Meireles et al. conducted measurements about the impact of vehicular obstructions
in three different road scenarios: urban, suburban and highway [139]. Measurement
results show a high packet reception rate in line of sight scenarios, even for long
distances, but a clear drop at about 400 m distance for some scenarios. In case of
non line of sight, caused by other vehicles, in a distance of about 100 m, the packet
reception rate is decreasing and for some cases down to zero in a distance of about
500 m. In a suburban environment the Received Signal Strength Indication (RSSI)
decreases to 10 dB in about 100 m distance for non line of sight, caused by other
vehicles. In an urban canyon the RSSI decreases to 10 dB in about 200 m distance,
due to the tunneling effect with reflections of relatively low phase difference. In the
highway scenario a decrease of the RSSI to 10 dB is in about 300 m.
An extensive field test has been conducted within the german research project ini-
tiative Ko-FAS1. Paschalidis et al. have investigated urban street intersections by real
world measurements [140]. They have shown a high attenuation for crossing traffic
scenarios at intersections for non line of sight communication. Other measurement
results within KO-FAS show a reliable line of sight communication at roundabouts
of about 400 m. Mahler et al. show that at intersections a two dimensional distance
measure is necessary, i. e., setting the packet delivery rate in relation to each vehi-
cle’s distance to the crossing center of the intersection [141]. They show that non line
of sight communication strongly dependents on obstructing buildings and possible
reflection surfaces. If reflection surfaces are available, non line of sight packet recep-
tion rate is reliable in a distance for each vehicle of about 50 m, or a relative distance
of 100 m.
Based on the above-mentioned findings of inter vehicular communication in the 5.9
GHz band, we assume in the following a reliable V2V communication range of 300
m for highway scenarios and 100 m for urban scenarios. Based on this we investigate
1 http://ko-fas.de
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Table 4: Overview of velocity dependent communication range in a highway scenario with
an assumed V2V communication range of 300 m. To provide information 5s or re-
spectively 30s in advance, the transmission needs several hops between sender and
receiver, depending on the velocity.
Velocity [kmh ] [
m
s ] δs(5s) [m] hops δs(30s) [m] hops
80 22.22 111 1 667 3
100 27.78 139 1 833 3
120 33.33 167 1 1000 4
130 36.11 181 1 1083 4
200 55.56 278 1 1667 6
use case dependent communication needs in the following sections. From the use
case perspective, we consider the distance from the ego vehicle to the point of interest.
Table 3 gives an overview of typical vehicle velocities (30, 50 and 70 km/h) in an
urban environment in relation with the respective driven distance within 5 s and 30 s.
These two periods of time are related to the three zones of information demands that
are discussed in detail in the following sections. Moreover, the minimum necessary
communication hops, that are necessary to bridge the respective distance, are given.
Table 4 gives an overview of typical vehicle velocities (80, 100, 120, 130 and 200
km/h) in a highway scenario in relation with the respective driven distance within 5
s and 30 s. Also, the minimum necessary communication hops, that are necessary to
bridge the respective distance, are given. As mentioned before, the following sections
discuss the three different zones of information demand.
4.2 safety zone
The most popular use cases regarding interconnected vehicles are related to collision
prevention or collision risk warning. Here, we are dealing with highly dynamic in-
formation and high latency demands. These use cases are related to our first use
case zone, namely the safety zone. In the ETSI technical report of application collec-
Figure 4: Illustration of the safety zone.
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tion, these use cases are categorized as ’active road safety’ [68]. The document also
incorporates contributions from the EU research project PRE-DRIVE C2X and the
car-2-car communication consortium working group2. Basically we aggregate all de-
scribed safety relevant use cases into this one safety zone. This includes also use cases
that are defined to be executed automatically because of the low response time and
in some cases only to mitigate the damage caused by collision. At the end we stick
to the ETSI time definition of 2 − 5 s as boundary of this zone [69]. This defined
latency of 2− 5 s is the complete time from the occurrence or sensing of the event,
processing on the sender side, communication, processing on the receiver side till
the start of the respective action. Basically, this zone has two main subcategories,
namely collision prevention and collision risk warning. An example for collision pre-
vention is a merging traffic turn warning, where the presence, the exact position and
movement of incoming vehicles is propagated via the communication channel. The
receiving vehicle can react immediately to prevent a lateral collision. An example for
collision risk warning is the emergency electronic break light, where the emergency
break event is propagated via the communication channel to enable an automated
braking of succeeding vehicles with low response time. A detailed description of all
use cases is given in Section A.1.
From the communication perspective, direct ad-hoc communication with broad-
cast of messages and no connection establishment, as common in VANETs, is here
preferable. This is due to the high latency demands and the fact that the availability
of cellular networks can not be guaranteed within the short communication window.
It can be seen from Tables 3 and 4, that using IEEE 802.11p based vehicular ad-hoc
communication, within this safety zone the ego vehicle should be always within di-
rect one hop communication distance. It should be mentioned that in general higher
speeds are driven on more straight roads that will allow rather higher communica-
tion ranges than assumed in Tables 3 and 4.
Message content is mainly related to object position, velocity, acceleration, heading,
steering angel, yaw rate or even about an emergency event like an occurred collision
or emergency break. An illustration of safety zone related communication is depicted
in Figure 4. The vehicle is close to the point of a possible collision or emergency
situation. The remaining driving time to this point is less than 2− 5 s. Due to the
low latency demands of these use cases it is not enough time to give an alert signal
to the driver, because the driver’s reaction time will use up most of the remaining
time. Thus ADAS systems addressing these use cases have to react autonomously,
e.g., execute an emergency break or perform an evasive trajectory.
Basically, these use cases have been focus in research for several years. The respec-
tive communication solutions are content of the European ETSI C-ITS G5 and the US
WAVE standards. Thus these are not part of the work at hand, and we focus on the
following zones described in Sections 4.3 and 4.4.
4.3 awareness zone
The awareness zone describes use cases that require immediate attention or response
of the driver. Prominent use cases are cooperative driving maneuvers and use cases
that make use of information about moving objects in further proximity. Here we are
2 https://www.car-2-car.org
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Figure 5: Illustration of the awareness zone.
dealing with dynamic information in non safety critical situations. For definition of
the time boundaries we stick to the ETSI time definition according to the safety zone
[69]. This results in a lower boundary of 2− 5 s and an upper boundary of 30 s, each
with respect to the remaining driving time till the point of interest.
In particular, many of the use cases need dynamic information about moving ob-
jects, i.e. other road users, in a relatively long distance range. This is especially for
cooperative driving maneuvers. Here, potential cooperation partners have to be iden-
tified and a slack time is needed for the acknowledgement of the human driver. The
human driver can always oversteer any maneuver and take over control, which im-
plicitly refuses the started maneuver. Another example is cooperative adaptive cruise
control to reduce traffic jams and fuel consumption. Long-range cooperation is nec-
essary for creating a stable traffic. This can only be realized by cooperation based on
communication. The single use of local sensors is not sufficient to prevent concertina
effect caused traffic jams.
Unfortunately cooperative maneuver use cases did not get much attention in re-
search so far. But this has changed, since a lot of research and field tests in the area of
vehicular communication, as well as partly or highly automated driving, have shown
future needs of driving automation towards autonomous driving. This issue is also
a basic component of the current research and innovation framework New Vehicle
and System Technologies of the german Federal Ministry for Economic Affairs and En-
ergy3. The program explicitly highlights the need of communication technologies to
enable fast, save and reliable cooperation between vehicles. It requests technologies
to extend the vehicular perception range. Within the mentioned program, in Septem-
ber 2016 the project IMAGinE (Intelligente Manöver Automatisierung - kooperative
Gefahrenvermeidung in Echtzeit) has started with a consortium of all major national
automakers and first tier suppliers4. This shows the importance of technologies, en-
abling applications according to the awareness zone, for the realization of highly auto-
3 Research and innovation framework New Vehicle and System Technologies, Federal Ministry for Economic
Affairs and Energy (BMWi), http://www.tuvpt.de/fileadmin/downloads/bmwi_Neue_Fahrzeug-_und_
Systemtechnologien_2015_s06.pdf, last accessed and validated in February 2017
4 Press release, ’BMWi startet Förderung des Großforschungsprojekts IMAGinE für kooperatives Fahren
in der Zukunft’, http://www.bmwi.de/DE/Themen/technologie,did=779040.html, last accessed and
validated in February 2017
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mated driving and future autonomous driving. A definition about different vehicle
automation grades is given in Section 2.2.
From a communication perspective, multi-hop ad-hoc communication or cellular
communication are feasible technologies. Latency demands are not as high as for
safety applications. From the perspective of the remaining distance to drive, there
is a lot of time for information propagation. But information latency demands are
still relatively high since information content in these use cases is also dealing with
dynamic object information of moving objects. The exact time tolerance is use case
dependent and not generally settleable. But in general, position information of dy-
namic objects should not be older than two or three seconds, to ensure a certain
accuracy in position estimation. Moreover, the availability of cellular communication
can not always be guaranteed, which makes ad-hoc communication more preferable.
It can be seen from Tables 3 and 4, that using IEEE 802.11p based vehicular ad-hoc
communication within the awareness zone, vehicles will need multi-hop communica-
tion of up to six hops to propagate dynamic object information.
Message content is mainly related to dynamic object information, i. e.position, ve-
locity, acceleration, heading, etc., as a list of all objects within the perception range.
An illustration of awareness zone related communication is depicted in Figure 5. A
vehicle is interested in dynamic object information and moreover in sensed envi-
ronmental information, which is the rain drop rate in this example. One vehicle is
driving in the distance of interest. The remaining driving time to the area of cur-
rent interest is beyond 2 − 5 s, but less than 30 s. The ego vehicle is not in direct
ad-hoc communication range, but in two hop communication range with another
vehicle in between. Information is broadcasted by the foremost vehicle. The inter-
mediate vehicle aggregates the received information with own sensor data and then
also broadcasts the information. The ego vehicle, i. e., the rearmost vehicle, is now
able to receive this information and can aggregate the received information into the
own perception model. Thus, a communication mechanism, enabling long-range per-
ception, has to make use of multi-hop communication. Here, channel load has to be
minimized since congestion becomes rapidly a problem for higher traffic densities
[142, 143, 93]. However, if the communication mechanism is very efficient and net-
work coverage is good, then also hybrid communication could be possible.
As mentioned before, these use cases have not been much in focus within research
and standardization. Message types and information propagation mechanisms have
to be further developed. These use cases are focus within this thesis and appropriate
technologies will be developed within Chapter 7.
4.4 information zone
The information zone describes use cases that require no direct attention or response of
the driver. Information updates typically affect the route selection or route changes.
Prominent use cases are traffic condition information or regulatory information, e. g.,
traffic sign information. Here, we are dealing with static or semi static information in
further driving distance. These use cases are typically not safety relevant and focus
on driving comfort and economy. For definition of the time boundaries, we adopt
the ETSI time definition according to the information zone [69]. This results in a lower
boundary of 30 s, with respect to the remaining driving time till the point of interest.
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Figure 6: Illustration of the information zone.
In particular, the respective use cases deal with static or semi static information that
is flow influencing, about road segments or basis of Location Based Services (LBS).
Driving goal within these use cases is typically to reduce fuel or energy consumption
and to increase driving comfort. Information exchange has to fulfill only very low
latency demands, but information has to be at the respective vehicle a long distance
in advance. This is necessary to enable very predictive driving, or even rerouting,
within these use cases.
From communication perspective, multi-hop ad-hoc communication or cellular
communication are feasible technologies. There is a lot of time for information prop-
agation, in perspective of the remaining distance to drive. It can be seen from Tables
3 and 4, that using IEEE 802.11p based vehicular ad-hoc communication within the
information zone, vehicles will need multi-hop communication of many hops to prop-
agate information within such a long distance. Due to the relative long distance
between the area of interest and the ego vehicle position, the probability is high
that not enough other vehicles are in between for message forwarding. This applies
especially outside of bigger cities or at night. On the other hand the availability of
cellular communication can not always be guaranteed. But due to the relatively long
driving distance, it is very unlikely that cellular connection will not be available for a
longer duration. Moreover, data regarding the information zone is more static, rather
than dynamic. This means that information can in general be transmitted to the ve-
hicle a lot more in advance than 30 s prior approaching the point of interest. Due to
this, cellular communication is a lot more preferable for use cases according to the
information zone.
Message content is mainly related to static object information, e. g.about traffic
signs including the respective position and range of validity. An illustration of in-
formation zone related communication is depicted in Figure 6. A vehicle is interested
in information along the planned driving route and requests respective information
from a backend via cellular communication. The remaining driving time to the area
of current interest is beyond 30 s. The requested information is along the route in
a longer distance and other vehicles are not always in between. In such a situation,
mobile ad-hoc networks will not work, except a dense availability of infrastructure
side communication units, named RSU. But by the use of cellular communication, a
backend can keep the information available, transmitted by a vehicle that previously
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passed the area of interest. However, since cellular communication is costly, strate-
gies for data collection as well as information dissemination have to be chosen wisely.
The total amount of transmitted data has to be minimized.
As mentioned before, these use cases have not been focus in research of con-
nected vehicles. Message types, data collection strategies and information propa-
gation mechanisms have to be further developed. These use cases will be focused
within this thesis. Appropriate technologies for information collection will be devel-
oped in Chapter 5 and for information dissemination in Chapter 6.
4.5 conclusion and summary
Within this fourth Chapter, we have introduced our scheme of three zones of use
case groups, depending on the respective information demand, namely safety zone,
awareness zone and information zone. We have analyzed different use case descriptions
and categorization schemes from the use case descriptions of the ETSI specifications,
standards of ITS vehicular communication and V2X applications, as well as relevant
research publications. We have harmonized and restructured these use cases into the
previously named three zones of information demands. Moreover, we have analyzed
vehicular ad-hoc communication range in literature. Based on the gained knowledge
we have derived the feasible communication technology. A more detailed overview
and description of the single use cases belonging to each zone can be found in Section
A.1.

5
G AT H E R I N G V E H I C U L A R S E N S E D D ATA
Direct ad-hoc V2V communication is designed to share information between vehi-
cles in direct proximity. However, several ADAS use cases, especially in the domain
of predictive and economic driving, need information along the driving path, also in
long-range. Due to the nature of long-range communication, ad-hoc communication
would require forwarding of information over many hops. Especially in situations
of sparse traffic, this approach would fail. Thus, an infrastructure support would be
necessary, which could be either RSUs or cellular networks. Since an extensive ex-
pansion with V2X infrastructure units, i. e., RSUs, is very unlikely in the near future,
a cellular based approach will be considered in the following. A respective approach
can benefit from an already existing high cellular network coverage. Moreover, a
single central, at least logically central, up-to-date information base could provide
consistent information to all participants. But the number of potentially connected
vehicles to such a system is very large. This causes the need of an intelligent data
collection management, that is able to minimize data traffic and thus, minimize trans-
mission costs. In this chapter, we present a system to gather vehicular sensed data
with a predefined detection latency and reduced wireless communication costs. The
according use cases are related to the information zone as described in Chapter 4.4.
A possibility to provide such long-range information along the driving path is the
cloud based eHorizon, as presented in the next Chapter 6.
The remainder of this chapter is structured as follows: In the next Section 5.1,
we describe the need of an according system and our objectives, followed by the
description and overview of our system for probabilistic sensing in Section 5.2. In
the subsequent Section 5.3, we provide our evaluation. We begin with a description
of our evaluation setup, followed by the evaluation metrics. Finally, we discuss our
evaluation results and findings.
5.1 problem statement and objective
Collecting vehicular sensed information, with the objective to provide a long-range
information view to other vehicles, is the basis to enable ADASs with regard to
the information zone, as introduced in Chapter 4.4. Today, introduced systems focus
on single use cases to cope with scaleability. A typical application is traffic flow
measurement, where connected vehicles and devices send a movement status to a
backend. In general, cellular communication is costly, since the used frequencies
are commercial and usage has to be paid, as mentioned in Section 2.4.1. Moreover,
in the domain of vehicular sensing, a system has to deal with millions of clients.
Thus, a more generic approach would require an intelligent management, to reduce
communication costs and ensure scaleability.
Classic data collection approaches focus on optimizations in the field of oppor-
tunistic sensing, i. e., a complete data transmission. Used mechanisms are local pre-
processing on the mobile client or clustering with aggregation, to reduce data traffic.
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Figure 7: Use case example of traffic light status recognition with probabilistic transmission.
Another possibility is an incomplete transmission model. Due to the potentially high
number of mobile sensors, in terms of connected vehicles, a complete transmission
would cause a high redundancy. Typical use cases are the detection of changes within
the road network, including a change of traffic signs. An example is given in Figure
7. Several vehicles are waiting and form a queue at a red traffic light. A simple map,
with information about the position of traffic lights, would be sufficient to detect
this status by the proximity to the traffic light and the lack of movement. Assuming
all vehicles are equipped with a connectivity module, the receiver side would get
the same information several times. A specific redundancy, defined by the respective
use case, would be required to ensure reliability and trust. Every transmission above
this required level would be unnecessary redundancy. Thus, our aim is to design
a mechanism that is able to reduce the data traffic of this unnecessary redundancy.
Moreover, the system should still fulfill certain QoS metrics, e. g., the maximum de-
tection latency. This detection latency is the time since the event occurred, e. g., a new
traffic sign, until the minimum required number of event detections is transmitted.
In our case, we assume a transmission to a central backend, to serve as data source
for a long-range information provision. The design of such a backend is not in focus
of this work, but a logically central backend system does not necessarily need to be
a physically centralized structure.
Our basic concept is a probabilistic data collection strategy. By introducing an
event type-based transmission probability, the amount of transmissions can be re-
duced. Especially in dense traffic situations, an event might be sensed very often.
The resulting redundancy can be reduced by introducing transmission probabilities.
In our approach, we control the transmission probabilities separately for each event
type. Since vehicular traffic is subject to spatio-temporal changes, transmission proba-
bilities also have to be continuously adapted. We conduct the management, based on
geographic cells, since the area of adaption should have preferably a homogeneously
distributed traffic.
Another example to illustrate our approach is the detection of traffic signs, either
new ones or changes, e. g., in variable traffic signs. An according illustration is given
in Figure 8. If the penetration rate with communication and sensing capabilities is
high enough, then the event, i. e., a specific traffic sign detection, would probably
be sensed several times, within a relatively short period of time. Vehicles sense the
traffic sign on passing by and then roll the dice if the sensed information should
5.1 problem statement and objective 49
Figure 8: Use case example of traffic sign recognition with probabilistic transmission.
be transmitted, according to the given transmission probability. As a result, only a
subset of all vehicles will transmit the according data.
Regarding the type of detected information, we distinguish between two general
types, namely discrete und continuous events, whereas this naming is adapted from
[144]. Discrete events are location based, but we do not know where they occur. A
representative example is the detection of a traffic sign or route diversion. Moreover,
we assume to have no knowledge about the routes of the vehicles. Thus, we have
mobile sensors with unknown movement and no knowledge where the events to
sense occur. Continuous events are not stationary location based, but continuously
detectable. Representative examples are sensing the temperature or the rain drop
rate. Here, a certain sensing density, i. e., a number of sensing gatherings per area
and time, might be desired. Both types, discrete und continuous events, can vary
over time.
Our developed model uses the detection latency, i. e., the time it takes to gather the
required redundancy of a discrete event, and data density, i. e., the number of sens-
ing gatherings per square kilometer and hour, as QoS boundaries. Based on this, the
backend-based management component calculates the required transmission prob-
abilities, to adapt to the respective setpoint. By down-regulating the transmission
probabilities, we attempt to receive exactly the minimum required number of event
detections. As a result, we are able to considerably reduce the received redundancy
and accordingly the number of transmissions is reduced.
We have named our probabilistic data gathering approach ProbSense.KOM. We
have presented this approach in our previous work [96] and present a revised and
extended version in the following. The extension of ProbSense.KOM uses a hybrid
communication approach of direct ad-hoc communication and cellular networks. We
have named this extended approach Hybrid-ProbSense.KOM, that we introduced in
[145] and present a revised and extended version in the following. In the next Section
5.2, we give a detailed description of our system of probabilistic gathering vehicular
sensed data. We start with the probabilistic approach of ProbSense.KOM, followed by
the extension of Hybrid-ProbSense.KOM.
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Figure 9: System overview of ProbSense.KOM [96].
5.2 system concept and specification of dynamic probabilistic sens-
ing
The objective of our system is to provide the means to gather vehicular sensed infor-
mation via cellular communication technology. This information is the foundation
for a central up-to-date map database. Since cellular communication is potentially
costly, as mentioned in Section 2.4.1, communication should be minimized. In our
model, we assume that a certain detection latency can be tolerated at the backend. We
use an incomplete transmission model and gathered information is only transmitted
with a certain probability.
Our generic approach basically consists of two levels: In the first level, i. e., Prob-
Sense.KOM, we assume vehicles to serve as mobile sensors, with only cellular connec-
tivity available. All vehicles maintain a TCP connection to the backend. The commu-
nication between the mobile clients and the backend is realized via a MQTT1 based
publish subscribe system. This guarantees a scalable connection management and
brings an asynchronous communication, which decouples the bidirectional informa-
tion flow between the mobile clients and the backend. This is especially beneficial
in case of varying connectivity. Our system concept is visualized in Figure 9. The
map is subdivided into geographic cells, or just geo cells, that will be discussed in
more detail, later in this Section. At the backend, the number of vehicles currently
in each geo cell, is known and incoming data is measured. The backend calculates
the transmission probabilities individually for each geo cell and for each event type
individually. The calculation is based on knowledge about the number of vehicles
per geo cell and the amount of incoming messages. Transmission probabilities are
propagated to all vehicles, individually per geo cell, as an according probability ma-
trix. This controls if a detected event is transmitted to the backend, i. e., which sensor
data to be considered, and allows to adapt to different traffic densities, by adaption
of the corresponding transmission probability.
The system controls against a predefined setpoint, i. e., tries to achieve a prede-
fined incoming data rate, respectively detection latency. In case of continuous events,
the setpoint is a data rate per area and time. In case of discrete events, the setpoint
describes a predefined number of messages about an event, within a specific time.
1 http://mqtt.org
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The latter describes the detection latency, the system needs to identify the discrete
event. Before propagating new transmission probabilities towards the vehicles, the
system calculates possible transmission savings and the transmission costs to propa-
gate an update. The update is done only if the estimated savings are greater than the
accruing control costs. The complete calculation process is described in more detail
later in this section. If a vehicle detects an event, i. e., by sensing a discrete event
on driving by or a time trigger for continuous events, it is decided if the sensed
information should be transmitted, based on the respective transmission probability.
In the second level, i. e., Hybrid-ProbSense.KOM, we assume direct ad-hoc commu-
nication to be available, in addition to cellular communication. Thus, the second
level is a hybrid communication approach. This second level works basically the
same way, as the previously introduced cellular based first level. But in addition,
vehicles broadcast detected events via direct ad-hoc communication. This broadcast
is done always when an event is detected. Receiving vehicles keep this knowledge
in memory. The difference of the hybrid approach is in case of a vehicle senses an
event. In this case, it is also decided, based on the respective transmission probability,
if the sensed information should be transmitted. But in case of a positive decision,
i. e., the event information should be transmitted, the message also includes informa-
tion about neighboring detections. This means, that the sender ID and timestamp,
received as ad-hoc broadcast message from neighbors, is added to the event detec-
tion message. So the transmission decision process on the vehicle side remains the
same, as described for ProbSense.KOM.
Before we continue with the formal description of our approach, we give some
details about the concept of geo cells and the underlying probability distribution.
Geographic Cells: The concept of geo cells is a virtual segmentation of the map into
smaller parts. As the shape for the geo cells we have selected a rectangle, since this
shape is easy to describe. Simple forms to describe a rectangular are just two geo
coordinate points, one geo coordinate point and a value for length and width, or in
case of quadratic cells, just one geo coordinate point and a value for the width. More-
over, rectangular cells can be directly derived from the geo coordinates. An example
is to divide each geo coordinate, i. e., latitude and longitude, with a predefined value
and discard the modulo. The results are two integer numbers, that can be concate-
nated to an unique ID. Using this approach, every mobile node can directly calculate
from its own geo coordinates, the ID of the geo cell it is currently in. However, also
every other shape might be feasible. The geo cell is just the unit of the area to con-
trol the transmission probabilities. In general, not the shape, but the size of the geo
cells is important. As it will be shown later in Section 5.3, only vehicle homogeneity,
within a geo cell, is desired. Thus, the size of the geo cells has to be small enough,
to enable an optimized adaption of the transmission probabilities. But if the cell size
is getting to small, the overall transmission costs are increasing. This is due to the
control traffic for updating the transmission probabilities of the vehicles, as result of
an increasing number of cell changes.
Probability Distribution: The binomial distribution describes the probability of the
number of successes in a sequence of n (number of trials) independent true/false ex-
periments, each with a probability of success p. Hence, it describes the probability of
k successes, in case of exactly n trials. The true and false experiment in our case is to
send and not to send. However, we want to have a fixed number of successes k, i. e.,
our required redundancy, but do not know the number of trials n. Every received
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message at the backend contributes to the number of successes k. If the number of
successes k would increase, it would result in unnecessary redundancy. The total
number of trials n is not known at the backend, because only k successes will be
transmitted. The not transmitted trials, i. e., the fails, will not be transmitted and
are thus, not countable at the backend. Hence, in our case we search the probability,
to achieve exactly k successes. The binomial distribution describes the probability
to achieve k successes, within fixed n trials. The negative binomial distribution de-
scribes the probability to need n trials to achieve fixed k successes. By the use of
the set probability pt, the transmission probability in period t, we can estimate the
number of trials nest,t in period t, that caused kobs,t observed successes in period t.
Finally, nest,t and the desired k can be used to calculate the required pt+1, with the
negative binomial distribution.
5.2.1 Formal Specification
We divide the whole map equally into virtual geo cells. Each of these geo cells m ∈
M can be considered independent from the other cells. Thus, we also process the
optimization independently and all parameters in the following, belong always to
exactly one geo cell m. Processing is done in discrete time steps t, named adjustment
period. The sum of all t since system start, is denoted by T . The set of all event types
e is E. We define vat as the total amount of vehicles in a geo cell in period t. The
required detection redundancy, for the respective event type e, is defined as τe. The
size of a data packet, containing information about a detected event, is given with
xe. The size of a control message, regarding the respective event type, is given with
be. In each geo cell, a probability pe,t 6= 0 determines, if a detected event of type
e is sent. The total number of by vehicles sensed events of type e, within period t,
is defined as ne,t and is not influenced by the transmission probability. We define
Ftot(e,t) as the total amount of data traffic produced in one specific geo cell for event
type e in period t.
Discrete events are a subset ED ⊆ E. The maximum latency lmax,e is set for each
discrete event. It defines the threshold after which the event should be in ρ% of all
cases stored in the database. The latency of all events measured in the adjustment
period t is defined as Lt. The ρ% quantile of this set Lt is denoted by le,t,ρ. If le,t,ρ
or more events are received within a latency less or equal lmax,e, then a minimum
of ρ% events are received within the threshold.
Continuous events are also a subset EC ⊆ E. For continuous events, the desired
detection density is given as δe. The measured detection density in period t for an
event of type e is δe,t, i. e., the received events of type e, for the according geo cell m.
The weighting function, that quantifies the quality goals of the event data collec-
tion for the respective events of type e in period t, is given in Equation 7. In every
period t and for every event type e, individually for each geo cell m, we try to min-
imize the product of the data traffic Ftot(e,t) and a calculated weighting e. The
weighting e is calculated depending on, if e is element of ED or EC. The subtrac-
tion of the measured and the desired quality metric is normalized by division of
the desired quality metric. Deviation of the desired quality threshold is penalized by
a quadratic function. We have not considered an exponential function, in order to
prevent divergence, but a quadratic penalizing, which converges definitely. In case
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Table 5: Overview and description of the used parameters. Since every geo cell m is consid-
ered separately, the respective parameter always belongs to the one geo cell m.
Parameter Description
m A single geo cell. m ∈M
M The set of all geo cells.
t Adjustment period, i. e., the period of the processing.
trigger at the backend.
T The sum of t, since system start.
e Event type.
E The set of all event types e.
ED Discrete event types. ED ⊆ E.
EC Continuous event types. EC ⊆ E.
vat Amount of vehicles in period t.
ze Describes, if a probability adjustment is performed ze ∈ {0, 1}.
τe Required detection redundancy for the respective event type e.
xe Size of a data packet, with a detected event type e.
be Size of a control message, regarding event type e.
pe,t Probability to transmit an event of type e in period t.
ne,t Total number of sensed events of type e in period t.
Ftot(e,t) Total amount of data traffic for event type e in period t.
Fmeas(e,t) Amount of measured data traffic for event type e in period t.
Fadj(e,t) Amount of adjusted data traffic, i. e., control messages,
for event type e in period t.
lmax,e Tolerated detection latency for event type e.
Le,t Set of all latencies of all events of type e, measured in period t.
le,t,ρ The ρ% quantile of Le,t in period t.
δe Desired detection density for event type e.
δe,t Measured detection density for e in period t.
of e ∈ ED, we multiply the term by a weighting γ, to ensure a distinct adjustment
in case of the quality metric is not fulfilled. In case of e ∈ ED, the term penalizes, if
the ρ% quantile of all measured latencies, regarding event type e in period t exceeds
the tolerated detection latency lmax,e. In case of e ∈ EC the term penalizes, if the
measured detection density for e in period t undercuts the desired detection density.
The quadratic term converges to zero for a measured metric, approximating the de-
sired metric. Thus, we add 1 to the term to ensure a minimum value of weighting e
of 1, because an insufficient incoming data rate is penalized, but an exceeding data
rate is not rewarded.
Overall the weighting e is determined by the deviation of the measured quality
metric and the desired quality metric. The data traffic Ftot(e,t) consists of the data
traffic of transmitted events and the respective control traffic. Within this term, the
transmission probability pe,t and the decision ze, if a control message will be sent,
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can be influenced. To give an overview about the previously introduced parameters,
we summarize them in Table 5, with an according description.
∀t ∈ T , e ∈ E,m ∈M : min (Ftot(e,t) · e) with (7)
∀e ∈ ED : e =
 γ ·
(
le,t,ρ − lmax,e
lmax,e
)2
+ 1 if le,t,ρ > lmax,e
1 else
∀e ∈ EC : e =

(
δe − δe,t
δe
)2
+ 1 if δe > δe,t
1 else
∀e ∈ E : Ftot(e,t) = Fmeas(e,t) + Fadj(e,t) = (ne,t · pe,t · xe + ze · be · vat)
This formal specification is the basis for our system approach that we describe in
the following. We start with a description of the backend in Section 5.2.2, followed by
the cellular based client side of ProbSense.KOM, in Section 5.2.3 and the client side
of Hybrid-ProbSense.KOM, extended by hybrid communication, in Section 5.2.4.
5.2.2 Backend
The backend side is responsible for balancing data transmissions from the vehicles,
to ensure a low transmission rate and concurrently stick to certain quality metrics.
Moreover, received information is stored in a database at the backend side. This
balancing is done by controlling the vehicles’ transmission probabilities, individually
for each event type and separately for each geo cell. These transmission probabilities
are calculated at the backend side and propagated towards the vehicles, within the
respective geo cells. On the vehicle side, these probabilities are used as probabilistic
decision model, to determine if a detected event should be transmitted. As result, the
amount of transmitted data is controlled by the calculated transmission probabilities.
These calculated probabilities also affect the quality metrics of data collection, i. e.,
the recognition latency of the received events. First of all, we consider the balancing
in the following.
Balancing: Statistically, the received amount of data can be cut in half, by reducing
the transmission probabilities to half. Doubling the transmission probabilities, until a
maximum of pe,t = 1, will result in the opposite. Thus, if the received data rate for an
according event type is not high enough at the backend to fulfill the required quality
metrics, then the transmission probabilities are increased. In case the received data
rate is still not high enough for the maximum of pe,t = 1, then the vehicle density in
the respective geo cell is too low. The control task on the backend side is to balance
the transmission probabilities pe,t∀e ∈ E, with the result of all quality metrics being
fulfilled, i. e., the event recognition latency for discrete events and received density
for continuous events. The received density of continuous events δe,t can simply be
measured, in contrast to latency l(e, t) of discrete events. To approximate the latency,
we use the redundancy of the received event detections.
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Table 6: Overview and description of the introduced parameters to describe the balancing.
Since every geo cell m is considered separately, the respective parameter always
belongs to the one geo cell m.
Parameter Description
se,i,t A specific instance of an event of type e in period t.
ase,i,t The amount of received measurements of se,i,t in period t.
Is Set of transmit times of the respective events se,i,t.
Is(n) The n-th element in set Is.
ls Detection latency of se,i,t.
We define se,i,t as a specific instance of an event of type e and ase,i,t as the amount
of received measurements of se,i,t in period t. Is is the set of transmit times of the
respective events, which is the basis to approximate the latency ls. Hereby, Is(n)
denotes the n-th element in the set Is. As we define the latency ls as the time from
event occurrence till storage in the backend database, i. e., the required redundancy
τe is received, it can be calculated as the average between the first and the last event
transmission, multiplied by the required redundancy τe. The assumption hereby
is a relatively homogenous traffic within the respective geo cell, which in turn is a
requirement for the definition of geo cell size and length of adjustment period. Based
on this, we approximate the latency of a specific event ls with Equation 8.
ls =
Is(ase,i,t) − Is(1)
ase,i,t − 1
× τe (8)
Whereby a larger a(se,i,t) allows a more exact approximation of ls. However, the
calculated average latency can deviate from the theoretic average latency, for the spe-
cific transmission probability. In case of the calculated average latency is higher than
the theoretical average latency, this deviation is unproblematic. The result would be
a too high transmission probability, with the effect of an over-fulfilled quality metric
and slightly unnecessary high event data transmissions. Nevertheless, in case of the
calculated average latency is lower than the theoretical average latency, respective
latencies for an upcoming event cannot be assured to be lower than the maximum
tolerated detection latency lmax,e. To address this issue, we set a limit of how many
transmissions have to be measured for a specific event type e in period t per geo cell
m, before an adjustment of the respective transmission probability pe,t is allowed. In
addition, we divide each geo cell m into four sub cells. The latency ls is determined
separately for each of these four sub cells and only the highest value is used for
further computations. An issue of a probabilistic transmission model, that should be
minimized, is variation in the results. Several models, that are mostly based on past
values, are available to decrease this variation. Appropriate mechanisms are the use
of averaging, the moving average, or the method of least squares. In our implemen-
tation we use the latter one, as mechanism to predict the latency le,t+1 of the next
adjustment period, since a change in transmission probabilities only affects the next
adjustment period. The method of least squares is ascribed to Gauss and is, among
others, described by Stigler [146]. The concept is to find a graph, that fits the mea-
surement points in an overall optimum. This optimum is defined as the minimum
of the sum of the squared distance, between the measured values and the respective
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values of the graph. The formula of least squares is given in Equation 9, in which yi
are the measurement points, f(xi) the fitting function and S needs to be minimized.
S =
n∑
i=0
(yi − f(xi))
2 (9)
The selection of an appropriate fitting function f(xi) depends on the respective sce-
nario and measurement data. We choose a linear function, since we only want to
predict the next value and expect only slight changes of the vehicle density, due
to sufficient short adjustment periods t. An overview about the parameters used to
describe the balancing, is given in Table 6.
Continuous Events: Continuous events do not appear at certain dates and thus, re-
spective transmission probabilities cannot be calculated based on the latency. Instead,
the respective transmission probability pe,t is solely dependent on the amount of in-
coming events per geo cell m, i. e., the event reception density. This event reception
density equals the amount of received events of type e, divided by the region size
of geo cell m and the time of the adjustment period t. We use the amount of events
per square kilometer and hour as unit for the event reception density. The respective
transmission probability pe,t+1 is calculated by the ratio of δe, the desired detection
density for event type e, and δe,t, the measured detection density for e in period t.
The new transmission probability pe,t+1 is a linear transformation of pe,t, with the
calculated ratio, as given in Equation 10. Firstly, we approximate the number ne,t,
how often an event of type e has been sensed in period t, by division of ae,t, the
amount of received measurements of event of type e in period t, with the respec-
tive set transmission probability pe,t. Parameters, newly introduced to describe the
handling of continuous events, are summarized in Table 7.
pe,t+1 =Min
(
δe
δe,t
· pe,t; 1
)
(10)
Discrete Events: The adaption of the transmission probability pe,t is based on mea-
sured latencies. We use the average latency as basis for calculating adjustments of
transmission probabilities pe,t+1 for the next period. This is done, because directly
using the ρ% percentile has shown in simulations a high fluctuation in the received
latency values. This is because of the relative low amount of values for short adjust-
ment periods. Our goal is that 99%, or 95% respectively, of the detected events are
Table 7: Overview and description of newly introduced parameters for the description of
continuous events.
Parameter Description
ae,t The amount of received measurements of events of type e in period t.
pe,t The transmission probability pe,t.
φ The cumulative distribution function (cdf) of the negative
binomial distribution.
σ Standard deviation of the negative binomial distribution.
α Significance level, i. e., the tolerated error of precision.
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transmitted within the tolerated maximum latency lmax,e. Here, we set our tolerated
error to α = 0.01 and α = 0.05 in our experiments, i. e., we want to achieve a precision
of 99% and 95%, respectively. We calculate the average latency lavg,e and the latency,
which is undercut by ρ = 99%, or respectively ρ = 95%, of the received events. How-
ever, the adjustment period has to be chosen long enough, to ensure most events are
transmitted at least two times, because this is the minimum to calculate a respective
latency. If an event is received only once, it is shifted into the calculation of the next
period t+ 1. In the following, we name the average time between two vehicles pass-
ing a specific event type, the passing time tpass,e. Our process on the backend side, to
adapt the transmission probability for discrete events, works as follows: After each
measurement period t, the system calculates the average latency le,t of all incoming
events of type e, i. e., the measured average latency, as given in Equation 11.
le,t =
1
ae,t
·
ae,t∑
i=0
le,t,i (11)
Next, we want to calculate the (1−α)% percentile of the latency. Since this calculation
is not directly possible, we utilize the distribution function of the negative binomial
distribution. We approximate the (1− α)% percentile of the latency l(1−α)%, by the
ratio of the (1−α)% percentile and the average of the negative binomial distribution.
The (1− α)% percentile of the negative binomial distribution NB(1−α)%(pe,t, τe) is
based on our current transmission probability pe,t and the required detection re-
dundancy for the respective event type e. This calculation is given in Equation 12.
l(1−α)% =
NB(1−α)%(pe,t, τe)
µNB(pe,t,τe)
· le,t (12)
We use the ratio of the (1− α)% percentile NB(1−α)%(pe,t, τe) and the expectation
µNB(pe,t,τe) and multiply this ratio with our measured average latency le,t, to ap-
proximate the (1−α)% percentile of the measured latencies l(1−α)%. In other words,
we approximate the (1−α)% percentile of the current latency l(1−α)%, by multiplica-
tion of the measured average latency le,t, with the ratio of the (1−α)% percentile of
the negative binomial distribution NB(1−α)%(pe,t, τe) and the expectation µNB(pe,t).
The respective transmission probability pe,t+1 is calculated by the ratio of l(1−α)%,
the (1− α)% percentile of the measured latencies, and lmax,e, the maximum toler-
Table 8: Overview and description of newly introduced parameters for the description of
discrete events.
Parameter Description
NB(1−α)%(pe,t, τe) The (1−α)% percentile of the negative binomial distribution for
probability pe,t and required detection redundancy τe.
le,t Average latency of all incoming events of type e.
le,t,i Single measured instance i of latency le,t.
ae,t Amount of received measurements.
tpass,e Passing time: Average time between two vehicles passing
an event of type e.
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ated latency for event type e. The new transmission probability pe,t+1 is a linear
transformation of pe,t, with the calculated ratio of l(1−α)% and lmax,e, as given in
Equation 13.
pe,t+1 =Min
(
l(1−α)%
lmax,e
· pe,t; 1
)
(13)
Adjustment: In our approach, we assume a cellular connection between the vehi-
cles and the backend. Propagation of probability adjustments would require a uni-
cast transmission to each vehicle, if no special broadcast technology, like eMBMS,
would be used. Due to these transmission costs for the probability adjustment itself,
an according update should not always be propagated. Such an adjustment is only
performed, if the expected savings in the measured data traffic are larger than the
expected data traffic for a transmission probability update. Algorithm 1 shows our
decision algorithm of a probability adjustment. In case the newly calculated prob-
ability pe,t+1 is higher than the current probability pe,t, an according probability
adjustment is always performed, because in this case the quality metric is not ful-
filled, and not performing that update would harm the data quality. In case of the
Algorithm 1 Probability adjustment algorithm.
newProb←calcProb(actual, expected);
if newProb > oldProb then adjustProb();
else if newProb < oldProb then
savedTraffic←calcSavedTraffic(traffic, oldProb, newProb);
if savedTraffic > adjustmentTraffic ·(1+β) then adjustProb();
end if
end if
newly calculated probability pe,t+1 is less than the current probability pe,t, the sys-
tem checks, if the potential savings in data traffic are higher than the caused control
data traffic. To prevent high frequent probability adjustments, and as a consequence
thereof a high amount of control data traffic, we add a constant factor β onto the
control data traffic. This factor β creates a hysteresis, i. e., a variant delayed behav-
ior of the probability adjustments. In our experiments, we have set β = 10%. The
comparison, if a probability adjustment should be performed, is given in Equation
14. Whereby Fmeas(e,t) is the amount of measurement data traffic for event type e in
period t and Fadj(e,t) the amount of adjustment data traffic, i. e., control messages,
for event type e in period t, as given in Table 5.
Fadj(e,t+1) · (1+β) 6 Fmeas(e,t) ·
(
1−
pe,t+1
pe,t
)
(14)
This probability adjustment is performed periodically, with the adjustment period t.
Overall the duration of t affects the desired accuracy.
5.2.3 Client Side: ProbSense.KOM
Vehicles are subscribed to the respective geo cell m, they are currently driving in.
The assumption is a fixed grid of virtual geo cells, as mentioned before. Transmis-
sion probabilities pe,t are individual per event type e and separately calculated per
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geo cell m, i. e., the probabilities may be different and individual for each geo cell.
In case of changing the geo cell or on journey start, vehicles get information about
the currently used transmission probabilities within the respective geo cell m. While
being within a specific geo cellm, vehicles get constant updates of transmission prob-
abilities, if necessary. Using this approach, the backend does not necessarily need to
know the exact number of vehicles in the respective geo cells. In particular, tracking
of vehicle positions is not necessary and adequately large geo cells provide a certain
privacy. The backend adapts the transmission probabilities, considering the amount
of received event detections. On the client side, detected events are transmitted ac-
cording to the respective transmission probability pe,t.
The overall system is used to gather location based information, by the use of ve-
hicles that serve as mobile sensors. Gathered information consists of discrete events,
e. g., the detection of traffic signs, as well as continuous events, e. g., gathering tem-
perature values or the rain drop rate. At the backend, this information is used to pro-
vide a respective long-range information view towards participating vehicles. Thus,
participating vehicles should benefit from gathered information, they also contribute
to. Providing information, related to road segments in driving direction, typically
based on static map information, is known as electronic Horizon (eHorizon). Based
on this notion, we have introduced the concept of a remote eHorizon in our previous
work [147], that we present in the following Chapter 6. Such a remote eHorizon can
be described as connected service that provides information along the current driv-
ing path of a vehicle. This information can consist of relatively static components,
e. g., the road network and serves as local map update or complement, transient
static information, e. g., current status of traffic signs, or higher dynamic informa-
tion, like traffic light status, traffic status, accidents or local weather information.
A more detailed view on possible information types is given in Chapter 4, within
the presentation of use case dependent information demands. In general, such a re-
mote eHorizon provides the capabilities for long-range predictive ADASs. However,
such a system also enables an optimized event detection and data upload process
within systems like ProbSense.KOM. By a comparison of locally sensed information
and information provided within the eHorizon, the vehicle side can decide if sensed
information is relevant for transmission. Moreover, this enables the detection of ab-
sence of previously detected information, i. e., forgetting is supported. An according
decision process at the vehicle side is illustrated in Figure 10. The first step if new
sensed information is available, i. e., an event is detected, is to determine with prob-
ability p(e), if it should be transmitted or discarded. In case of continuous events,
i. e., a continuous measurement task, respective data is directly transmitted. In case
of discrete events, respective data is also directly transmitted, if no eHorizon infor-
mation is available. Else, respective data is only sent, if the information is new or has
changed. An extension could be an event trigger for eHorizon information, that was
not sensed, which would enable unlearning, i. e., that a location based information
does not exist anymore. For continuous events a send on delta strategy could be an
extension, i. e., transmit only if a certain delta is exceeded. But our assumption of
a predefined required redundancy at the backend, that allows to compensate false
sensed information, would not work with such an approach. However, availability of
eHorizon knowledge and an unlearning process is out of scope within our following
experimental evaluation.
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Figure 10: Overview of the client decision process, image from [96].
5.2.4 Clint Side: Hybrid-ProbSense.KOM
Hybrid-ProbSense.KOM is a hybrid information gathering approach, based on our
previously introduced, purely cellular based approach ProbSense.KOM. The assump-
tion is an increasing penetration of V2V wireless ad-hoc communication capabilities
within vehicles in the next future. The hybrid extension is completely realized on
the client side, i. e., it works with exactly the same backend as ProbSense.KOM. This
brings a further advantage, that the backend dos not need detailed knowledge about
the clients, which is a benefit in terms of privacy.
As the backend works unmodified, clients transmit sensed events, based on the
assigned transmission probability, according to the respective geo cell. This trans-
mission process, to the backend via cellular networks, basically works similar to our
previously introduced approach ProbSense.KOM. However, in case of a client has
also wireless ad-hoc communication available, a sensed event is always broadcasted
via the V2V ad-hoc channel. Vehicles in communication range, also equipped with
V2V communication capabilities, save this information, including a time stamp and
sender ID. If a vehicle now senses an event and decides for a transmission, accord-
ing to the assigned transmission probability, then a list of all n known detections is
transmitted. Thus, at the backend, this received information can be treated as n sep-
arate sensed events. In this way, a set of n sensed events can be transmitted within
one data packet. The according transmission probability can be reduced, based on
the higher rate of incoming sensed information. This allows to reduce the wireless
communication costs for the cellular link.
For the V2V ad-hoc communication range, we assume in the following 150m, ac-
cording to our findings in Section 4.1. In our following experimental evaluation, we
iterate the V2V penetration rate.
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5.3 evaluation
In this section we present our evaluation results of ProbSense.KOM and Hybrid-Prob-
Sense.KOM. To begin with, we start with a detailed description of our simulation
configuration and setup in Section 5.3.1. Afterwards, we compare our solutions Prob-
Sense.KOM and Hybrid-ProbSense.KOM against an opportunistic transmission model
in Section 5.3.2. We show a possible reduction in the data transmission volume of up
to 50% in comparison to opportunistic approaches for our cellular based approach
ProbSense.KOM. In case of our hybrid approach Hybrid-ProbSense.KOM, we show a
further reduction in data transmission volume of up to 15%.
5.3.1 Evaluation Setup
In the following, we describe the configuration and setup of our evaluation. First, we
describe the used toolset in Section 5.3.1.1, followed by a description of the used sim-
ulation scenario in Section 5.3.1.2. Afterwards, we present our simulation parameters
and assumptions, as well as evaluation metrics in Section 5.3.1.3.
5.3.1.1 Simulation Environment
We have implemented our prototypes of ProbSense.KOM and Hybrid-ProbSense.KOM
in Java. The implementation consists of an implementation of the backend side
and an implementation for the vehicles, each for ProbSense.KOM and Hybrid-Prob-
Sense.KOM respectively. Sensed information is serialized into a Google Protocol Buf-
fers2 structure, according to the Vehicle Sensor Data Cloud Ingestion Interface Specifi-
cation, published by HERE3 [148]. Using this data format, we have a resulting data
packet size of 123Bytes per transmitted event, and 15Bytes per probability adjust-
ment in the control data packet. Our considered scenario, described in detail in Sec-
tion 5.3.1.2, is a large conurbation, which typically has a very high cellular network
coverage and would consist of several LTE cells. Since we are considering a system
for low data rate information gathering, the used data transmissions are in the range
of much less than 1% of the LTE network capacity [149]. Thus, we only add up trans-
mitted data packets and do not simulate any network effects, i. e., we do not consider
any packet loss or network congestion.
We use the open source Simulation of Urban MObility (SUMO4) simulator, regard-
ing the simulation of the road network and vehicular traffic flow [150]. The tool
allows to simulate traffic flow within a scenario, that is based on a map. Movement
is based on a lane-changing model and a car-following model [151]. On simulation
start, a seed parameter can be set as input for the Mersenne Twister pseudorandom
algorithm. Generated numbers influence the traffic flow within the simulation, e. g.,
influence vehicle parameters, like maximum speed, speed variation or car following
behavior. We have executed each simulation run configuration 30 times, each with a
different initial seed parameter value. Presented results are the averaged results of
the respective repetitions.
2 https://developers.google.com/protocol-buffers/
3 https://lts.cms.here.com/static-cloud-content/Company_Site/2015_06/Vehicle_Sensor_Data_
Cloud_Ingestion_Interface_Specification.pdf
4 http://sumo.dlr.de/
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5.3.1.2 Simulation Scenario
A Simulation of Urban MObility (SUMO) scenario is based on a map, that consists
of nodes, that represent intersections and edges, that represent roads. Each edge is
an unidirectional segment between two intersections and can consist of several lanes.
All simulation description files are XML based.
Two large and freely available simulation scenarios exist for the cities of Cologne,
named TAPAS Cologne, and Luxembourg, named Luxembourg SUMO Traffic (LuST)
[152, 153]. We have used both within our simulations and describe them in more de-
tail in the following. Both consist of different road types, including residential roads,
arterial roads and highways.
TAPAS Cologne: The Cologne scenario is based on OSM map material and the Travel
and Activity Patterns Simulation (TAPAS) model [152]. TAPAS is a system to calcu-
late travel demands for a synthetic population, based on empirical data. To model
preferably realistic vehicular traffic, a set of 30700 activity reports from about 7000
households have been used for the TAPAS Cologne scenario. The scenario consists
of 0.6 million individual vehicle routes, a map size of about 32.3 km× 34.4 km, i. e.,
about 1111 km2, around the city of Cologne and 4500km road network. In total, the
TAPAS Cologne scenario consists of 24 hours simulation time, but only a subset of
two hours, beginning at simulation time 6:00 a.m., is freely available. We have used
this two hour subset within the following simulations. During these two hours the
traffic is constantly increasing to a maximum of about 13, 300 vehicles driving in par-
allel.
Luxembourg SUMO Traffic (LuST): The Luxembourg SUMO Traffic (LuST) scenario
has a map size of about 13.6 km× 11.5 km, i. e., about 156 km2, around the city of
Luxembourg [153]. It consists of about 2365 intersections and 5959 connecting roads.
The total length of the road network is about 931 km. In addition, the LuST scenario
contains public transport, i. e., bus routes and stops. The scenario is also based on
OSM map material. Vehicular travel demand is generated by the ACTIVITYGEN5
framework, that synthetically generates activities, based on parameters like open-
ing hours of shops, ratio of inhabitant to jobs, demographic information or time of
schools. Available data within OSM and open government data from Luxembourg
was used as input for the LuST scenario. In total, the LuST scenario consists of 24
hours simulation time, that we have completely used within the following simula-
tions. During these 24 hours, altogether 295, 979 vehicles are inserted into the sce-
nario. The traffic density is very low during the night and it is increasing as from
about 4:00 a.m., with three peaks at 8:00 a.m., 1:00 p.m and 7:00 p.m., and a maxi-
mum of about 6000 vehicles driving in parallel.
5.3.1.3 Simulation Parameters & Evaluation Metrics
In our simulations we evaluate ProbSense.KOM and Hybrid-ProbSense.KOM against
each other and against an opportunistic transmission model. In the opportunistic
transmission model each sensed event is directly transmitted to the backend, which
ensures the fastest possible event detection on the backend. We perform all simula-
5 http://sumo.dlr.de/wiki/ACTIVITYGEN
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Table 9: Simulation parameters
Parameter Value
Scenario Cologne, Luxembourg
Transmission mechanism opportunistic, ProbSense, HybridSense
Sensing density 5, 10, 20 [measurements
km2·h ]
Detection latency 5, 10, 20 [min]
Desired accuracy 99%, 95%
V2V penetration rate 25%, 50%, 75%, 100%
tions for the previously mentioned Cologne and Luxembourg scenarios. Regarding
the vehicular traffic density, we consider the standard traffic density, preconfigured
within the respective scenarios. Regarding continuous events, we consider a desired
sensing density of 5, 10 and 20 measurements per km2 and hour. Regarding dis-
crete events, we consider a desired detection latency of 2, 5 and 10 minutes. With
respect to the desired accuracy, we consider a tolerated error α of 1% and 5%, i. e., a
desired accuracy of 99% and 95% respectively. We have set the required redundancy
τ to a fixed value of three. For cellular communication, we assume a penetration rate
of 100% for all vehicles under consideration. With regard to our hybrid communica-
tion approach, we iterate the V2V penetration rate over 25%, 50%, 75% and 100%. For
both scenarios, we randomly place 100 event locations along the 95% mostly used
road segments, that trigger a discrete event on passing vehicles. In a second event
placement strategy, we placed 1000 event location completely random throughout
the entire scenario. For both event type classes, discrete and continuos, we consider
one abstract single type. We have used different geo cell patterns in our simulations,
to evaluate the influence of the geo cell size. For this, we divide the map into equally
sized rectangles, since the shape has no direct influence, but the vehicular density
and homogeneity. We consider the whole scenario as one single geo cell and in ad-
dition we divided the scenario into 2x2, 4x4, 8x8, 16x16 and in case of Cologne also
32x32 geo cells. This results in a geo cell size of down to about 1km edge length, in
particular 1042 m in case of the Cologne scenario and 781 m in case of the Luxem-
bourg scenario. Table 9 gives an overview about our simulation parameters.
5.3.2 Evaluation Results and Discussion
In this section, we evaluate the performance of our system of probabilistic gathering
vehicular sensed data. To begin with, we compare ProbSense.KOM with the oppor-
tunistic transmission model for discrete events. We used the scenario of Cologne
with a desired detection latency of 10 minutes and different geo cell sizes. The re-
sults are depicted in Figures 11, 12, 13 and 14. Confidence intervals were computed
using Student’s t-distribution [154]. We provide the respective evaluation result data
in Tables 16, 17, 18 and 19 in Section A.3.1. We have used two different event deploy-
ment strategies. In the first setup, we placed 100 event locations randomly, along the
road segments with the highest 95% traffic density. This means, we have neglected
the road segments with the lowest 5% traffic density for the event placement. As met-
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Figure 11: Comparison of ProbSense.KOM with the opportunistic transmission model for dis-
crete events. The figure shows the results for the scenario of Cologne, with a
tolerated error of α = 5% and a detection latency of 10 minutes.
ric, we compare the accumulated data traffic throughout the whole scenario. Figure
11 gives the results for a desired accuracy of 95%, i. e., α = 5%, Figure 12 the respec-
tive results for a desired accuracy of 99%, i. e., α = 1%. The different values of α
have only a minor effect. The degree of accuracy is very high in both cases, but it can
be seen that a decreased accuracy allows to reduce the amount of transmitted data.
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Figure 12: Comparison of ProbSense.KOM with the opportunistic transmission model for dis-
crete events. The figure shows the results for the scenario of Cologne, with a
tolerated error of α = 1% and a detection latency of 10 minutes.
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Figure 13: Comparison of ProbSense.KOM with the opportunistic transmission model for dis-
crete events. The figure shows the results for the scenario of Cologne, with a
tolerated error of α = 5% and a detection latency of 10 minutes. In this example
events are completely randomly placed throughout the scenario.
The respective accumulated data traffic in case of α = 1%, i. e., Figure 12, is less than
4% increased for all run configurations, compared to the case of α = 5%, i. e., Figure
11. The ProbSense.KOM approach can significantly reduce the amount of transmitted
data compared to the opportunistic transmission model. In case of considering the
scenario as only one geo cell, the approach shows a reduction of about 79%. How-
ever, the results show an unexpected increase in the amount of transmitted data for
an increased number of geo cells, i. e., a decreased geo cell size. The explanation for
this is the biased distribution of the events in combination with a relatively low num-
ber of events. This causes many geo cells to be not optimizable, because of a high
fluctuation of the measured latency. This is caused by the low number of events in
the respective geo cells. Since all events are placed along the highly trafficked road
segments, the optimization works best for considering the whole scenario, i. e., all
event locations are passed by a roughly equal amount of vehicles. This also causes
the large reduction in the total data traffic, because of the homogeneity of the traf-
fic along the event locations. To proof this, we also used another event deployment
strategy.
Influence of another event deployment strategy: In the second event deployment
strategy, we placed 1000 event locations completely randomly throughout the entire
scenario. This shows a completely different result. Figure 13 gives the results for a
desired accuracy of 95%, i. e., α = 5%, Figure 14 the respective results for a desired
accuracy of 99%, i. e., α = 1%. The different values of α have also only a minor effect.
The respective accumulated data traffic in case of α = 1%, i. e., Figure 14, is less than
5% increased for all run configurations, compared to the case of α = 5%, i. e., Figure
13. In both cases, degree of accuracy is very high, but it can be seen that a decreased
accuracy allows to reduce the amount of transmitted data. In case on a more signifi-
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Figure 14: Comparison of ProbSense.KOM with the opportunistic transmission model for dis-
crete events. The figure shows the results for the scenario of Cologne, with a
tolerated error of α = 1% and a detection latency of 10 minutes. In this example
events are completely randomly placed throughout the scenario.
cantly decreased accuracy, the resulting amount of transmitted data might also drop
more significantly. The ProbSense.KOM approach can still considerably reduce the
amount of transmitted data, compared to the opportunistic transmission model, but
only with a maximum reduction of about 26.3%, as given for 8x8 geo cells. No op-
timization is possible in case of considering the whole scenario as only one geo cell.
This is because of a high traffic inhomogeneity, with respect to the event locations.
Thus, many events are not passed by a sufficient amount of vehicles, which results in
high measured latencies. This increases the average measured latency, which reduces
the optimization potential. In case of a decreasing geo cell size, the optimization po-
tential increases. The setting of 8x8 geo cells, i. e., a geo cell size of about 4 km x 4
km, shows the largest reduction in the total data traffic. The results for 8 and 16 are
nearly comparable. For the further decreased geo cell size, i. e., 32x32 geo cells, we
can see an increase of the data traffic. In case of a too small geo cell size, the previ-
ously mentioned traffic inhomogeneity and fluctuation comes into effect. Due to the
required redundancy, too small geo cells allow no adjustment of the transmission
probability, because of an insufficient average amount of vehicles passing the single
event locations. Overall, we can see an increase of the necessary control traffic in
case of a stronger decreased total data traffic. This is due to the higher amount of an
adaptation of the transmission probabilities. However, the amount of control traffic
is very low, compared with the potential savings in the overall data traffic.
Influence of the desired detection latency: Next, we consider the influence of the
desired detection latency. Figure 15 shows a comparison of ProbSense.KOM with the
opportunistic transmission model for discrete events and for a detection latency of
5, 10 and 20 minutes. The figure shows the results for the scenario of Cologne, with
a tolerated error of α = 5% and α = 1%, for the configuration of 8x8 geo cells. The
event placement corresponds to the first setup, i. e., we placed 100 event locations
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Figure 15: Comparison of ProbSense.KOM with the opportunistic transmission model for dis-
crete events. The figure shows the results for the scenario of Cologne, with a
tolerated error of α = 5% and α = 1%, for a detection latency of 5, 10 and 20
minutes and 8x8 geo cells. In this example, we dropped the road segments with
the lowest 5% traffic density for event placement.
randomly along the road segments with the highest 95% traffic density. We provide
the respective evaluation result data in Table 20 in Section A.3.1. Also here, the dif-
ferent values of α have only a minor effect. The respective accumulated data traffic
in case of α = 1% is less than 6% increased for a detection latency of 5 minutes, com-
pared to the case of α = 5%. In case of a detection latency of 10 and 20 minutes, the
effect of the different values of α is less than 1%. The effect of an increased amount
of transmitted data in case of an increased detection latency is at first unexpected.
The explanation is a fast variation of the traffic density in relation to the observation
interval. In case of a desired detection latency of 20 minutes, the adjustment period
is also 20 minutes. The considered scenario has a total duration of two hours with
a constant increasing amount of vehicles. This results in a constant increasing traf-
fic density after each adjustment of the transmission probabilities. An improvement
could be a sliding window approach with a shorter adjustment period or just the use
of the short adjustment period of 5 minutes.
Influence of the hybrid communication approach: In the next step, we compare
our probabilistic data gathering approach in case of the availability of hybrid com-
munication, i. e., cellular communication and direct V2V communication. We iterate
the V2V penetration rate from 0%, which results in the classic approach of Prob-
Sense.KOM, in 25% steps towards a 100% equipment rate. We consider the scenario
of Cologne, with a tolerated error of α = 5%, for a detection latency 10 minutes
and 8x8 geo cells. The event placement corresponds to the first setup, i. e., we placed
100 event locations randomly along the road segments with the highest 95% traffic
density. The respective results are depicted in Figure Figure 16. We provide the re-
spective evaluation result data in Table 21 in Section A.3.1. In this example, we are
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Figure 16: Comparison of different V2V penetration rates in Hybrid-ProbSense.KOM with the
opportunistic transmission model for discrete events. The figure shows the results
for the scenario of Cologne, with a tolerated error of α = 5%, for a detection
latency 10 minutes and 8x8 geo cells. In this example, we dropped the road seg-
ments with the lowest 5% traffic density for event placement.
able to reduce the overall data traffic in case of ProbSense.KOM, i. e., a V2V penetra-
tion rate of 0%, by about 40%, compared to the opportunistic transmission approach.
In case of V2V being available, we can see a further drop in the accumulated data
traffic of about 3% in case of a penetration rate of 25%. Another 2.5% data traffic
can be reduced in case of of a penetration rate of 50%, which is already close to the
maximum savings. The lowest accumulated data rate, of about 55% compared to the
opportunistic transmission approach, can be achieved in case of a V2V penetration
rate of 100%. The results show, that the use of a hybrid communication approach is
able to reduce the overall data traffic. Moreover, a V2V penetration rate of 100% is
not necessary to achieve roughly the maximum savings in the data traffic.
Influence of the traffic density: It strongly depends on the traffic density, if our
ProbSense.KOM approach is able to adjust the transmission probabilities, in order
to reduce the overall data traffic. In case of a high traffic density, the opportunistic
transmission approach would result in a high redundancy within the transmitted
data. In case of a very low traffic density, the transmission probability can not be re-
duced, since the desired minimum redundancy is not satisfied. This effect is shown
in Figure 17, that depicts a comparison of the opportunistic transmission model, Prob-
Sense.KOM and Hybrid-ProbSense.KOM at three different traffic densities. The figure
shows results from exemplarily selected geo cells within the scenario of Cologne,
with a tolerated error of α = 5%, for a desired detection latency of 10 minutes and
8x8 geo cells. The event placement corresponds to the first setup, i. e., we placed 100
event locations randomly along the road segments with the highest 95% traffic den-
sity. We have selected the geo cell with the lowest, the median and the highest traffic
density. In addition to Figure 17, we provide the respective evaluation result data in
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Figure 17: Comparison of the opportunistic transmission model, ProbSense.KOM and Hybrid-
ProbSense.KOM at different traffic densities. The figure shows the results for ex-
emplarily selected geo cells in the scenario of Cologne, with a tolerated error of
α = 5%, for a desired detection latency of 10 minutes and 8x8 geo cells. In this
example, we dropped the road segments with the lowest 5% traffic density for
event placement.
Table 22 in Section A.3.1. In case of of a low traffic density, no optimization is possible.
The medium traffic density geo cell shows a reduction of about 39% in case of Prob-
Sense.KOM and a reduction of even 71% in case of Hybrid-ProbSense.KOM. In case of
a very high traffic density, the overall data traffic significantly increases, which brings
the potential for the most significant relative reduction. In this case, ProbSense.KOM
shows a reduction in data traffic of about 55% and Hybrid-ProbSense.KOM shows
even a reduction in data traffic of about 82%. Due to the continuously changing traf-
fic, a particular geo cell is also varying in traffic density over time, which causes the
need of a periodic adjustment of the transmission probabilities.
Compliance in accuracy: Our proposed approach, ProbSense.KOM, adjusts the trans-
mission probability within a region, based on measured latencies, to reduce the over-
all amount of transmitted data. Concurrently, a certain maximum desired detection
latency should be guaranteed, as long as a sufficiently high traffic density allows
enough event detections. Since typically not all events can be passed by a sufficiently
high amount of vehicles, we accept a tolerated error α, that indicates the amount of
events that are permitted to be detected with a higher latency. To show the compli-
ance of α, we consider an example in Figure 18. The depicted results are of an exem-
plarily selected geo cell in the scenario of Cologne, with a tolerated error of α = 5%,
a tolerated detection latency of 10 minutes and 8x8 geo cells. The event placement
corresponds to the first setup, i. e., we placed 100 event locations randomly along
the road segments with the highest 95% traffic density. The figure shows the number
of measured latencies per time, as relation of ProbSense.KOM to the non optimized
approach. In other words, the figure shows the cumulative distribution of the mea-
sured latencies of ProbSense.KOM, in relation to the measured latencies of the non
optimized approach. The dashed red lines mark the tolerated detection latency of 10
minutes and the amount of 95% of the measured latencies. It can be seen, that more
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Figure 18: Number of measured latencies per time, as relation of ProbSense.KOM to the non
optimized approach. The figure shows the result for an exemplarily selected geo
cell in the scenario of Cologne, with a tolerated error of α = 5%, a tolerated
detection latency of 10 minutes and 8x8 geo cells. In this example, we dropped the
road segments with the lowest 5% traffic density for event placement. The dashed
red lines mark the tolerated detection latency of 10 minutes and the amount of
95% of the measured latencies.
than 95% of the measured detection latencies are below the threshold of 600 s, i. e.,
10 minutes.
Continuous events: Next, we consider the performance of ProbSense.KOM with re-
spect to continuous events, for different geo cell sizes. Figure 19 gives a comparison
of ProbSense.KOM with the opportunistic transmission model for continuous events.
The figure shows the results for the scenario of Cologne for continuous events, with a
sensing density of 20 [meas.
km2·h ]. In addition to Figure 19, we provide the respective eval-
uation result data in Table 23 in Section A.3.1. In case of the opportunistic approach,
the accumulated amount of data traffic only depends on the preconfigured sensing
rate and the amount of vehicles. We have set this sensing rate to one minute for all
vehicles. Since the desired sensing density is only 20 [meas.
km2·h ], the ProbSense.KOM ap-
proach is able to significantly reduce the amount of data traffic. In case of a smaller
cell size, i. e., a higher total amount of cells, the amount of data traffic is increasing,
because the system adjusts the transmission probabilities of each geo cell individu-
ally to achieve the desired detection density. Moreover, we can see from Figure 19
an increasing amount of control data traffic in case of smaller cell size, i. e., a higher
total amount of cells, because of a cell change of vehicles causes control traffic for
propagating the respective transmission probabilities. Thus, a large cell size would
be beneficial to achieve a preferably low amount of transmitted data. However, in
case of continuous events, the geo cell size might be determined by the respective
application needs.
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Figure 19: Comparison of ProbSense.KOM with the opportunistic transmission model for con-
tinuous events. The figure shows the results for the scenario of Cologne for con-
tinuous events, with a sensing density of 20 [meas.
km2·h ]. In this example, we dropped
the road segments with the lowest 5% traffic density for event placement.
The following Figure 20, shows the respective results for the 8x8 geo cells setting
with a variation of the desired detection density. In addition to Figure 20, we provide
the respective evaluation result data in Table 24 in Section A.3.1. As expected, we can
see a linear dependency of the desired detection density and the resulting amount
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Figure 20: Comparison of ProbSense.KOM with the opportunistic transmission model for con-
tinuous events. The figure shows the results for the scenario of Cologne for contin-
uous events for different sensing densities of 5, 10 and 20 [meas.
km2·h ], in the setting
of 8x8 geo cells. In this example, we dropped the road segments with the lowest
5% traffic density for event placement.
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of data traffic. However, a halved desired detection density does not half the total
amount of data traffic.
Results in the Luxembourg scenario: Finally, we consider our probabilistic data
gathering approach in the Luxembourg scenario, to show that the previously pre-
sented results not depend on a specific scenario. In Figure 21, we give a comparison
of ProbSense.KOM and Hybrid-ProbSense.KOM with the opportunistic transmission
model for discrete events. The figure shows the results for the scenario of Luxem-
bourg with a tolerated error of α = 5% and a tolerated detection latency of 10 min-
utes, in the setting of 8x8 geo cells. Since the area of the scenario is significantly
smaller than in the Cologne scenario, a setting of 8x8 geo cells corresponds, with
respect to the cell size, to 16x16 geo cells in the Cologne scenario. The resulting
cell size is of about 2km edge length. The V2V penetration rate in case of Hybrid-
ProbSense.KOM is set to 100%. The event placement corresponds to the second setup,
i. e., we placed 1000 event locations completely randomly throughout the scenario.
This results in an about seven times higher event density, compared to the same
amount of events in the Cologne scenario. In addition to Figure 21, we provide
the respective evaluation result data in Table 25 in Section A.3.1. The results show
an overall reduction in the accumulated data traffic, compared to the opportunistic
transmission model, of about 28% in case of ProbSense.KOM and of about 77% in case
of Hybrid-ProbSense.KOM. This is directly comparable to our results in the Cologne
scenario for a high traffic density. A difference compared to the cologne scenario can
be seen in the control traffic, that increases in case of Hybrid-ProbSense.KOM. This is
due to higher fluctuations in the traffic density, that cause more adjustments of the
transmission probabilities.
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Figure 21: Comparison of ProbSense.KOM and Hybrid-ProbSense.KOM with the opportunistic
transmission model for discrete events. The figure shows the results for the sce-
nario of Luxembourg for discrete events with a tolerated error of α = 5% and a
tolerated detection latency of 10 minutes, in the setting of 8x8 geo cells. The V2V
penetration rate in case of Hybrid-ProbSense.KOM is set to 100%. In this example
events are completely randomly placed throughout the scenario.
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5.3.2.1 Discussion
The provision of long-range perception information for future ADASs, requires an
up-to-date data source. Since modern vehicles are equipped with a variety of sensors,
these can serve as mobile sensors to gather location based information. However,
with regard to the information zone, as introduced in Chapter 4.4, the required dis-
tance for information is above single hop inter-vehicle ad-hoc communication range
(c.f. Chapter 4.1). Since a required forwarding would fail in situations of sparse traffic
and at insufficient V2V penetration rates, an infrastructure support would be neces-
sary. We consider a cellular based approach, since an extensive expansion of RSUs is
very unlikely in the near future. A logically central and up-to-date information base
could provide consistent information to all participants. However, the number of po-
tentially connected vehicles to such a system requires the need of an intelligent data
collection management, that is able to minimize data traffic and thus, minimize trans-
mission costs. Concurrently, a certain maximum desired detection latency should be
guaranteed, since data quality depends on the latency it takes to transmit a certain
event to the backend with a defined redundancy.
Classic data collection approaches use mechanisms like local pre-processing or
clustering with aggregation, to reduce the data traffic. But due to the potentially high
number of connected vehicles, such a complete transmission model would cause a
high redundancy in the transmitted data. As possible solution, we have introduced
our probabilistic data collection approach ProbSense.KOM. If vehicles sense infor-
mation relevant for transmission, the amount of transmitted data is controlled by
transmission probabilities. A backend calculates, based on the received data rate, the
appropriate transmission probability to minimize the total amount of data traffic and
concurrently stick to a certain maximum desired detection latency. The adjustment of
the transmission probabilities is calculated individually for each event type and sep-
arately for each geo cell. A certain maximum desired detection latency is guaranteed,
as long as a sufficiently high vehicular traffic density allows enough event detections.
Due to the continuously varying traffic density over time, ProbSense.KOM periodi-
cally adjusts the transmission probabilities. In addition, the hybrid communication
extension of Hybrid-ProbSense.KOM allows to further decrease the total amount of
cellular based data traffic, in case of the availability of V2V communication. As re-
sult, the backend can serve as an always up-to-date information source as basis to
provide a long-range vehicular perception.
We have evaluated our approach with the TAPAS Cologne and Luxembourg SUMO
traffic scenarios. The results have shown a possible reduction in the total cellular data
traffic of about 55%, in case of the use of our probabilistic data gathering approach
ProbSense.KOM, compared to an opportunistic transmission model. The use of our
hybrid communication model Hybrid-ProbSense.KOM, even shows a possible reduc-
tion in the total cellular data traffic of about 82%. Moreover, our system does not re-
quire an 100% V2V penetration rate. Even a V2V equipment rate of about 25% shows
significant reductions in the amount of transmitted data and a rate of about 50% is
enough to achieve roughly the maximum possible reduction of cellularly transmit-
ted data. However, the possible reduction of transmitted data strongly depends on
the event density and in particular on the traffic density. In case of a sparse traffic
density, no optimization is possible. This is due to the assumed required detection
redundancy and maximum tolerated detection latency. Once the received data rate
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at the backend exceeds the minimum required quality metric, the system starts to
adjust the transmission probabilities. We have shown in our evaluation, that the sys-
tem is able to stick to the required quality metrics within a predefined tolerated error.
Overall, our proposed system is appropriate to efficiently collect vehicular sensed in-
formation, with respect to the total amount of cellular data traffic, and concurrently
guarantees a certain data quality.
6
T H E P R O V I S I O N O F T H E E H O R I Z O N A S A C L O U D S E RV I C E
Advanced Driver Assistance Systems (ADASs) intend to increase traffic efficiency
and driving comfort, economy and safety. For the realization of such systems, one
necessary requirement is detailed information about the ego vehicle status and its
surroundings. This vehicular perception is realized with a set of built-in sensors [5].
But due to the physically limited and relatively short sensing range, the capabili-
ties of ADASs are limited [6]. The concept of the electronic Horizon (eHorizon) has
shown to be able to improve or even enable completely new ADAS applications. The
general concept of the eHorizon has been introduced in Chapter 2.3 and is depicted
in Figure 22. The illustrated eHorizon refers to the dark grey vehicle at the bottom of
the picture. The green lines indicate the road geometry, that is element of the respec-
tive eHorizon. The depicted eHorizon also shows some additional information, that
is related to the road geometry, i. e., traffic signs, marked by a symbol and a green
position indicator. All attached information is described relative to the respective
road segment.
However, existing solutions are based on relatively static map data. A eHorizon
provider within the ego vehicle makes use of a local map database, to provide an
eHorizon towards map-based ADASs [71]. Local map data has to be updated fre-
quently, to provide a correct eHorizon and hence, reliable ADASs [123]. It is obvious,
that even daily map updates would not be sufficient to also integrate more dynamic
information, e. g., traffic light status. A solution is the use of a cloud service as the
information provider, at least partially. However, known eHorizon concepts strictly
rely on local map -based eHorizon providers. One single except is a cloud-based
eHorizon presented by Continental AG, but no details are known, except a press re-
lease on the company’s web page1. However, this clearly shows the significance of
an up-to-date eHorizon for future ADAS and autonomous driving systems [128]. A
cloud-based eHorizon could serve as logically central, always up-to-date information
source. Besides other cloud services, vehicles can be used as mobile sensors to keep
the cloud-based eHorizon up-to-date. A respective information gathering approach
has been introduced in Chapter 5.
Our overall aim is the extension of the vehicular perception range. With respect to
information zone related use cases (c.f. Chapter 4.4), we see the concept of an eHorizon
as an appropriate mechanism for data provision. To guarantee always up-to-date
eHorizon information, we propose a cloud-based eHorizon service. However, to re-
alize such a service, several components are required, including an architecture for
dynamic data management and data exchange.
An indispensable pre-requirement to create an eHorizon is a digital map database.
For this, we have used Open Street Map (OSM)2 in our implementations, since other
digital maps are commercial and not freely available.
1 http://www.continental-automotive.com/www/automotive_de_en/themes/passenger_cars/
interior/connectivity/pi_ehorizon_en.html
2 http://www.openstreetmap.org
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Figure 22: Illustration of the eHorizon, that contains information about road geometry and
other location-based information along the driving path.
In a first step, we develop a local eHorizon provider, named Horizon.KOM. It is
realized as local service for mobile devices and covers the basic data management
structure for the eHorizon management. We have presented Horizon.KOM in [155].
We present a revised and extended version of the architecture of our local eHorizon
provider Horizon.KOM in the next Section 6.1.
This basic concept has been transformed into a backend service, to serve as cloud-
based eHorizon provider. We name this approach RemoteHorizon.KOM, as presented
in [147]. In the following, we present in Section 6.2 a revised and extended ver-
sion of the description of RemoteHorizon.KOM. Moreover, we have developed a data
structure for the information exchange between the backend and the vehicles, e. g.,
transmitting the eHorizon. This data structure is presented in [147], [130] and in
Appendix A.2.
To provide only the relevant information, it is essential to predict the most prob-
able driving path (MPP). As mentioned in Chapter 3.4, this can be derived in most
cases out of navigation system data or determined based on historical driving infor-
mation. However, for the seldom case of driving an unusual route without the use
of a navigation system, a heuristic is required to estimate the MPP. We developed
an according heuristic based on road classes and the turn angle, that we present in
Section 6.3. We have evaluated the approach in a simulation, by the use of a large
scale traffic scenario with realistic traffic patterns.
The most significant proportion in the data size on an eHorizon is the description
of the road geometry. This is typically described as a list of waypoints, with linear
interpolation between these points, i. e., the use of a first degree polynomial. In our
RemoteHorizon.com approach, the transmission of the road geometry is optional. Only
attached attributes have to be transmitted, in case of the availability of a digital map
within the vehicle. But since a local map might be outdated, a practical solution is
the transmission of the complete eHorizon. Therefore, we investigate higher order
polynomials for road geometry description, in order to reduce the required data size.
We evaluate the compactness of the eHorizon path geometry description in Section
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6.4. Finally we conclude this chapter with a discussion and short description of the
architectural design and mechanisms in Section 6.5. We have released the source
code of Horizon.KOM, RemoteHorizon.KOM and the proposed data format under the
Apache 2.0 open source license.
6.1 horizon.kom - the local ehorizon provider
The model of Horizon.KOM is designed for static and dynamic data as input. Data
sources can be vehicle sensors, a local database, or external sources. The most impor-
tant dynamic data source is position information, which is typically Kalman filtered
GNSS data.
The general structure of Horizon.KOM consists of six major components. The tree-
Structure (I) is the central element and basic data storage of the current eHorizon.
Based on the vehicle velocity, the eHorizon Size Determination (II) component calcu-
lates the required eHorizon size. The Most Probable Path (MPP)(III) component esti-
mates the most likely driving path, i. e., the main path in the eHorizon. The Dynamic
Road Administration (IV) component manages the up-to-dateness of the tree-Structure.
The Map Matching (V) component determines the road segment, the ego vehicle is
currently driving on, i. e., match the current position onto a road segment. The Traffic
Data Manager (VI) integrates dynamic external data into the tree-Structure, e. g., traffic
data. In the following, we give a detailed description of these six components.
(I) Tree-Structure: This is the central dynamic data storage of the eHorizon. Road
segments in driving direction are stored into a tree-structure, to enable efficient stor-
ing with a low processing effort. This tree-structure is easy to adapt to changes in the
eHorizon, due to vehicle movement. Road segments are represented as nodes, that
are connected with edges. Each edge corresponds to an egress of an intersection. The
tree’s root node is always set to the road segment, the ego vehicle is currently driving
on. All road segments, connected to the respective road segment of the root node,
form a second-tier to the tree-structure. In this multi-tier representation, a node is
always accessible by a node of a tier above, connected with an edge, that represents
the intersection. We update the tree-structure each time the ego vehicle moves onto
the next road segment, which then becomes the new root node. Thus, passed nodes
are automatically dropped, since no pointer towards the element exists anymore. In
case of our Java implementation, the respective object deletion is then performed
eHorizon
1
2 9 5
3 4 6
7 8
Tree-Structure
Root
5
6
7 8
Tree-
StructureeHorizon
Root
14
14
Figure 23: Illustration of the eHorizon and the respective mapping into the tree-structure.
Road segments are represented as nodes. The road segment, the ego vehicle is
currently driving on, is always the root node. Passed nodes are dropped and new
nodes are added according to the vehicle movement. [155].
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automatically by the garbage collector. The size of the tree-structure and thus, of our
eHorizon, is limited by a predefined maximum number of tiers and a maximum
length along the MPP. If the ego vehicle passes an intersection, all passed nodes are
marked as ’not accessible’, but remain in the tree-structure until the next update. An
example of this update process is depicted in Figure 23. In the illustration on the
left side, the ego vehicle has passed node 2, thus, nodes 2, 3 and 4 are marked as
’not accessible’, indicated by a dashed line, but remain in the tree-structure. In the
illustration on the right side of Figure 23, the ego vehicle has moved onto node 5,
that becomes the new root node. Within the respective update process, the previous
root node and all connected nodes are dropped and new nodes are added, accord-
ing to the maximum eHorizon size. In the depicted example, nodes 1, 2, 3, 4 and 9 are
dropped and node 14 is added.
In Horizon.KOM, road segments are represented within a node as 1D line with a
defined length. All intermediate shape points are removed and thus, the amount of
data is reduced. A more detailed road geometry can be added as optional additional
attributes, related to the line, by a given offset. The basic approach is to add the road
shape, by adding curvature values as attributes. This simplification is according to
the ADASIS specification, which would enable an easy translation into the ADASIS
protocol. All positions on a road segment are stated as relative positions by a dis-
tance offset from the starting point of the respective road segment. The minimum
description of a road segment is its length, the road type and the curvature values.
Additional attributes, like information of traffic signs, are stored in the same way.
(II) eHorizon Size Determination: The length of the eHorizon is determined along
the MPP. In case the MPP was not correct, passed nodes are dropped and new nodes
have to be updated. Moreover, data storage and processing capabilities are always
limited to a certain amount. Thus, the size of the eHorizon should be limited to
prevent unnecessary updates of the tree structure. Another aspect is the different
information need of applications, according to the vehicle context, in particular for
the vehicle velocity. In case of driving with high velocity, e. g., on a motorway, the
eHorizon length has to be much larger than in case of driving in urban areas. There-
fore, we propose two mechanisms to determine the eHorizon length. The first ap-
proach makes use of information about the currently used road type, available from
the digital map database, and adapts the eHorizon length to a predefined value.
The second approach determines the eHorizon length as function of the ego vehi-
cle’s velocity. The aim of this approach is to ensure eHorizon availability at least for
a time span δt. But even on the same type of road, the required eHorizon length
might strongly differ, e. g., because of speed limits. Within an urban environment an
eHorizon length of a few hundred meters is sufficient, whereas driving with high ve-
locity requires an eHorizon length of several kilometers. The ADASIS specification
defines a maximum eHorizon length of 8190 m (c.f. Chapter 3.4), that we also set
as the maximum eHorizon length. We derived Equation 15 to adapt the eHorizon
length LMPP to the vehicle velocity, that is indeed the length of the MPP.
Max(LMPP(v), 1km) with LMPP(v) = 120s · v (15)
Thus, the length of the eHorizon corresponds to a remaining driving time of two min-
utes. This results in about 8.3 km at a maximum considered velocity of 250 km/h,
i. e., a similar value as defined in the ADASIS specification. However, we have set the
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Figure 24: Illustration of turn probabilities with the respective representation in the tree struc-
ture [155].
minimum length of LMPP to 1km, to ensure also a long-range view at a lower veloc-
ity. As an example, this results in 1km at a velocity of 50 km/h or stop and about
3.3 km at a velocity of 100 km/h. Nodes that are already within the tree structure are
retained in case of a reduced velocity, to prevent high fluctuations. Another aspect,
that strongly affects the eHorizon size is the depth, i. e., the number of tier-levels, that
we assume to be predefined to a fixed value. In summary, the eHorizon length is
adapted according to the vehicle velocity, along the MPP with a fixed depth of side
paths.
(III) Most Probable Path: The MPP is the most likely path, the ego vehicle will take.
It is the main path in the tree structure and determines the size of the eHorizon. All
child nodes of any node in the tree structure are possible turn paths in driving di-
rection. The turn probability at each intersection point determines the route of the
MPP, that goes along the highest turn probabilities, i. e., traversing the tree along
the highest probabilities. In our Horizon.KOM eHorizon prototype we assume these
turn probabilities to be predefined within the map database, externally given by a
navigation system or based on historical driving information (c.f. Chapter 3.4). A
mechanism to determine the MPP is not part of Horizon.KOM, but the respective
properties are considered to be stored within the tree structure. An example is illus-
trated in Figure 24, based on the previously introduced example. A probability to
select a specific path is further divided at each following intersection. The vehicle
in Figure 24 is driving on node 1. It will continue on node 1 at intersection S1, with
a probability of 70%. At S2, the turn probability is equal distributed and thus, the
probability of 70% to reach S2 is distributed to a respective turn probability of 35%,
to turn on node 9 or node 5. The following turn probabilities are derived accordingly.
(IV) Dynamic Road Administration: The dynamic management of the nodes, within
the tree structure, is performed by the dynamic road administration. The size of the
eHorizon is determined by a function of the vehicle velocity. At the minimum, the
tree structure always consists of a root node, i. e., the road segment, the ego vehicle
is currently driving on. Each time the ego vehicle turns onto a new road segment,
the tree structure is updated. The dynamic road administration selects new nodes from
the map database and adds them to the tree structure, according to the determined
eHorizon size. The component traverses the tree structure along the MPP and adds
nodes, according to the calculated length. At intersections nodes are added accord-
ing to the predefined depth. Nodes of already passed road segments are dropped.
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Figure 25: Screenshot of the Android prototype of Horizon.KOM.
Moreover, additional data from other sources is attached as attributes to the respec-
tive nodes.
(V) Map Matching: Typically, localization information derived from GNSS suffers
from a certain inaccuracy. In case of the availability of local sensor data, including
steering angle and velocity, a kalman filter can be used to reduce the potential posi-
tioning error. Once a certain position accuracy is achieved, the matching of the ego
vehicle position onto the respective road segment brings a further advantage in ac-
curacy. After the map matching, the current position can be described using the ID
of the current road segment and an offset, i. e., the distance to the start point of the
segment. The position history is used to reduce the chance of a wrong matching. Our
map matching component provides a simplified implementation of the approach, pro-
posed by Quddus et al. (c.f. Chapter 2.7) [47]. The map matching component triggers
the update process for the tree structure, in case of a turn onto a new road segment,
i. e., a new root node.
(VI) Traffic Data Manager: The traffic data manager enables the dynamic attachment of
external information. Such information is attached as attributes towards the respec-
tive nodes within the tree structure. It is also capable to link a respective information
towards several nodes, e. g., a traffic jam, that affects several road segments. Since
the prototype implementation of Horizon.KOM has not integrated any external data
sources, this component serves as an interface for future extension.
The prototype implementation of Horizon.KOM is realized as Android application.
With regard to a digital map data source, we make use of the Open Street Map (OSM)
project. The desired map extract is stored in a local SQLite database on the Android
device. Since we had no direct interface to the vehicle available, the turn signal input
is realized as control buttons. A screenshot of the Android prototype of Horizon.KOM
is depicted in Figure 25. Road segments, that are within the current eHorizon are
shaded in light blue. We have introduced our prototype in [155] and released the
source code under the Apache 2.0 open source license. The source files are online
6.2 remotehorizon.kom - the cloud-based ehorizon provider 81
available: http://www.kom.tu-darmstadt.de/research-results/software-downloads/
software/horizonkom/.
6.2 remotehorizon.kom - the cloud-based ehorizon provider
The local eHorizon provider still lacks of up-to-date data and would require frequent
database updates. To overcome this issue, we presented the cloud-based eHorizon
provider RemoteHorizon.KOM [147]. We have transformed the eHorizon provider con-
cept into a distributed client-server architecture, with asynchronous data transmis-
sion. The concept is realized in a publish-subscribe fashion and an overview is de-
picted in Figure 26. To store and manage the eHorizon, the tree structure, as intro-
duced in Section 6.1, is used. The general working principle of the eHorizon also
makes use of the MPP. Sensor information, that is required from the mobile clients,
i. e., the vehicles, is its current geographical location, velocity and the heading, i. e., the rel-
ative angle of driving direction towards true north. For the communication between
the backend and the mobile clients, we assume a packet-switched data connection
with a relatively constant connectivity, e. g., a LTE cellular link. We have named our
overall communication system CarConnect. The mobile client implements the CarCon-
nect, that consists of the components Communication Core and eHorizon Core. These
components enable the remote request of an eHorizon from the backend. The back-
end implements the respective complement, the CarConnect Server, that consists of
the components eHorizon Core, Communication Core and Data Transmitter. These com-
ponents enable the provisioning of a remote eHorizon towards the mobile clients.
The backend has access to a digital map database, that is centrally updated, e. g., by
a mechanism as proposed in Chapter 5. Optionally, additionel information sources
can be integrated.
The general information flow works as follows: If an eHorizon is requested from
the CarConnect Client on the vehicle side, the current vehicle position, velocity and
heading is passed to the eHorizon Core. In a next step, this component sends a re-
quest to the Communication Core, that is connected with an associated CarConnect
Server backend. On the backend side, the eHorizon request triggers the instantiation
of a remote eHorizon. The generated eHorizon is then passed to the data transmitter,
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Figure 26: System architecture of the RemoteHorizon.KOM.
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that disassembles the eHorizon into smaller data packets, depending on the total
data size. The data packets are transmitted towards the vehicle via the Communica-
tion Core. The disassembling into small data packets enables a robust communication,
even in case of a low data rate connection with interruptions. As soon as the first data
packets have been arrived on the vehicle side, the eHorizon Core starts to reassemble
the eHorizon. With each received additional data packet, the eHorizon is further
completed. Moreover, the communication between the vehicles and the backend is
realized via a publish-subscribe middleware. In case of an interruption, the client
simply connects again, as soon as the mobile network is available again. Afterwards,
the transmission of the data packets continues. While the vehicle is moving, it pro-
vides position updates towards the backend. Based on these position updates, the
eHorizon Core on the backend side is synchronized and updated. These updates are
then transmitted to the vehicle side as described before. The update interval depends
on the remaining eHorizon length on the vehicle side. In the following, we give a de-
tailed description of each component.
Communication Core: The Communication Core is one of the major components. It
unifies the communication for the data exchange between the vehicles and the back-
end. Therefore, it makes use of an Message Queuing Telemetry Transport (MQTT)
protocol based publish-subscribe middleware, also named MQTT message broker.
For our prototype implementation we used the lightweight and open source MQTT
message broker MOSQUITO3. However, in case of a large deployment, highly scale-
able message brokers, like the IBM WebSphere MQ, are available. To realize a direct
addressing of each single vehicle, the Vehicle Identification Number (VIN) is used,
as an individual publish topic. The VIN is part of the eHorizon request, which en-
ables the backend to respond to the correct vehicle, without maintaining a direct
connection.
The Communication Core itself is used on the backend side, as well as in the mobile
clients, i. e., vehicles. Sub components are the message buffer and the notification system.
A received message is directly added to the buffer, which enables to cope with input
data bursts. Moreover, a copy of the message buffer is maintained in the local file
system, to enable a fast recovery after system breakdown. The notification system
component is an internal publish-subscribe system, within the Communication Core,
to distribute incoming messages towards the corresponding applications, e. g., an
instance of the eHorizon Core. The message buffer is also used for outgoing messages,
that are at first buffered and then transmitted to the respective message broker.
Message Structure: For the description and serialization of respective messages, we
have defined a data collection and eHorizon serialization structure. For the implemen-
tation we have used Google Protocol Buffers (protobuf)4. According to Sumaray and
Makki, protobuf is the most efficient data serialization format for mobile platforms
[156]. Moreover, it is backwards compatible, i. e., a data structure can be extended
without the need of updating all clients. A major component of our proposed data
structure is the mapping of an eHorizon. But it is also capable for sensor or event
data requests and the respective response. Moreover, it is also used for the eHorizon
request. The complete communication between the CarConnect Client and the Car-
3 https://mosquitto.org
4 https://developers.google.com/protocol-buffers/
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Connect Server components is exclusively done with this data structure. We have
introduced our proposed data structure in [130] and give a detailed description in
Chapter A.2.1.
Message Buffer: The main intention of the message buffer is to prevent a loss of data
in case of bursty data traffic, e. g., in case of many parallel requests at the backend.
The message buffer stores all incoming messages in a queue, in the working principle
of first-in-first-out. To prevent a data loss at the vehicle side, a copy of the message
buffer is stored in the local file system. If the vehicle is powered off, collected data
that has not been transmitted can then be uploaded after the next start. The next
step, after shifting the incoming message into the message buffer, is to trigger the
notification system. For outgoing messages, the message buffer provides an as-soon-as-
possible approach and an additional delayed transmission mode. In case of the latter
one, a transmission time has to be specified. This can be useful to realize a delayed
upload of vehicular sensed data, e. g., via a local Wi-Fi at home.
Notification System: The notification system processes all messages within the message
buffer and distributes them to the respective applications. Applications can subscribe
to a specific type of message at the notification system and then get triggered, in case
of a respective new message. Supported message content types are: EHORIZON, RE-
QUESTINFO, INFO, SENSORREQUEST, EVENTREQUEST, EVENTTAG and SEN-
SORTAG, which corresponds to our proposed data transmission structure. Each time
a message is forwarded to one or more application instances, it is cleared out of the
buffer.
eHorizon Core: The eHorizon Core component implements all required functionalities
to provide an eHorizon. The component is used by both, the CarConnect Client and
the CarConnect Server. For each requesting vehicle, a separate eHorizon is instantiated
in a separate thread, that directly communicates with the Communication Core. On
the client side only one eHorizon is instantiated. In this case, the eHorizon Core also
generates update messages, which include the vehicle velocity, heading and position.
In case an eHorizon is already available at the vehicle side, the position is already
map matched, i. e., described by the road segment ID and an offset.
A map matching component determines the road segment, the vehicle is currently
driving on. In a first step, all road segments close to the vehicle are requested from
the map database. Then the map matching component compares the vehicle heading
with the orientation of each road segment and calculates the euclidean distance. The
eHorizon Core also contains an eHorizon size calculator. It determines the eHorizon
size, based on the current vehicle velocity, as explained in Section 6.1 and given in
Equation 15.
The Most Probable Path (MPP) is calculated based on a heuristic, that is described
in detail in Section 6.3. It is basically determined by the road class and the relative
angle of egressing road segments, according to Equation 18.
Similar as described in Section 6.1, a path manager component maintains and builds
up the eHorizon tree structure. It traverses the eHorizon along the MPP to determine
if new nodes have to be added or already passed nodes have to be dropped. In order
to transfer the generated eHorizon data to the client, a message worker generates
messages out of the eHorizon and transmits these messages to the sending queue of
the data transmitter. Only new information of an eHorizon is transmitted.
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If a client sends an eHorizon request, an eHorizon is instantiated in the eHorizon
Core and transmitted to the vehicle. The respective thread is maintained until a time-
out. In between, the vehicle can send position update messages, which triggers to
update the respective eHorizon instance. New nodes within the tree structure of the
eHorizon are transmitted to the vehicle via the data transmitter. On the client side,
the eHorizon works similar. It forwards eHorizon messages with content of the tree
structure, that has been generated at the server side. New nodes are added towards
the local eHorizon tree structure. A map matching is then performed locally on the
tree structure. If the local map matching is not possible, then the entire tree structure
is dropped. In any case, the latest vehicle velocity, heading and position is sent as
update to the backend to request an eHorizon update.
Data Transmitter: The data transmitter component adds influence to the transmission
behavior of transmitting an eHorizon towards a vehicle. It is located in the struc-
ture between the eHorizon Core and the Communication Core on the server side. A
generated eHorizon is passed to the data transmitter, that is capable to disassemble
the eHorizon into several messages. For the transmission, it provides a default mode,
that directly transmits the eHorizon as fast as possible, using the Communication Core.
An optional mode provides the transmission of an eHorizon as background service.
The aim is to avoid transmission bursts and thus, sending in a constant data stream,
that is not exceeding a maximum throughput. An eHorizon is disassembled into
small data packets, e. g., of about 1 KB each. Given a predefined packed delay, e. g.,
one second per packet, results in a low data rate of about 8 kbit/s. The data packet
size and the transmission delay can be freely configured. If an eHorizon update is
triggered, because of a position update, the output queue of the data transmitter is
checked for already passed nodes. These nodes are dropped to avoid redundant
transmission.
Adaptive Transmission: The general data packet transmission order of the data trans-
mitter relates to the turn probabilities of the MPP. An extension to the reduced trans-
mission of the data transmitter is the adaptive transmission, that adds transmission
priorities to the node attributes. The tree structure of the eHorizon is now disassem-
bled in a way, that each road segment results in a separate message. Moreover, also
each attribute information type, e. g., traffic signs, also generates a separate message.
Thus, each road segment with n different attribute types, results in n+ 1 messages.
In the following, we consider an example of three attribute types available, with ini-
tial type transmission priorities 0.7, 0.5 and 0.2. The transmission priority of the road
segment is 1.0. It is the most important information, because the attached attributes
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Figure 27: Example of the transmission priority calculation.
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Table 10: Comparison of the default transmission and the adaptive transmission, with respect
to the total amount of transmitted data.
Approach Transmitted data
Default transmission 18454.7 kbit
Adaptive transmission 3101.5 kbit
relate their positions relatively to the road segment. Such a decreasing transmission
priority could as example reflect the importance of traffic signs, parking space info and
POI information. In this case, the decreasing importance is obvious. The transmis-
sion priorities of all messages are multiplied with the turn probabilities, according
to the MPP determination. An example is depicted in Figure 27. The left side of Fig-
ure 27 depicts three nodes, each with three attaches attribute types. This results in a
total of twelve messages. The initial transmission priority of each message is always
denoted above. Node 1 is the root node. The turn probability is 30% to select node
2 and 70% to select node 3. The right side of Figure 27 depicts the resulting trans-
mission priorities. In the output buffer, all messages are reordered according to the
given transmission priority. A higher priority number reflects an earlier transmission.
This concept, in combination with the low data rate transmission mode of the data
transmitter, results in dropped information of not used road segments. Each time the
vehicle turns onto a new road segment, i. e., the root node changes, a position up-
date is provided to the backend. As a result, all messages that are related to already
passed road segments are dropped from the transmitter queue. Hence, the desired
transmission bandwidth controls the ratio of dropped messages. This is especially
beneficial, in case of an unknown route and no historic route information about the
driver. In such a case, the MPP has to be determined by a heuristic. Since this mecha-
nism can not always predict turns correctly, this approach enables to reduce the total
amount of transmitted data. However, the overall performance strongly depends on
the desired transmission rate and the actual map database.
To get an impression of the described mechanism behavior, we have conducted a
test drive with example data. Each road segment has three attribute types attached,
with the same transmission probabilities as mentioned before. The data size of each
attribute message has been set to a fixed value of 300 Bytes. The data size of the
node message, i. e., the road geometry, depends on the data from our OSM based
digital map database. The test drive started in Rüsselsheim, Germany and ended in
the inner city of Darmstadt, Germany. The total length of the route was about 30
km, including mostly motorway and urban roads. The desired transmission rate has
been configured to 5 kbit/s. We have measured the total amount of transmitted data.
The result is given in Table 10, in comparison to the default transmission mode. We
can see a reduction of about 80% in the total amount of data traffic. However, this
is mainly because the desired transmission rate has been set to a very low value,
which strengthens the effect to drop messages before sending. We have observed
some missing information of departures on the motorway in this example test drive.
Due to the high velocity, the transmission rate was not sufficient to deliver all mes-
sages related to possible turns, before passing by. A more detailed evaluation would
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require a large set of realistic data, i. e., a high detailed digital map. However, this
test still confirms the feasibility of our approach.
6.3 generic mpp determination
The MPP has significant influence to the eHorizon quality [6]. In case of using a
navigation system, the MPP can be directly derived from the calculated route. Else,
historic mobility data can be used to estimate the MPP [6, 122]. However, in some
cases both is not available. In such a case, the MPP has to be determined by a heuris-
tic. We assume the only available input for the algorithm is the initial vehicle position,
including the heading and a map database. The map database contains information
of the road class, i. e., the type, and the geometry of each road segment. Thus, we
derive a heuristic, based on the relation of the road class of an approaching road
segment to the egress road segments and the relative angles to each other. The as-
sumption is to prioritize faster road types, i. e., prioritize a motorway to a normal
road, and roads with a smaller turning angle. For each road segment Segi, we calcu-
late a weighting ΘRCi for the road class and a weighting Θγi for the turning angle.
Based on both, we calculate a probability p(Segi), to turn into the respective road
segment Segi. We use the road classes as given in the OSM map material, whereas a
lower number indicates a faster road type, i. e., a motorway has a lower number than
an urban road. The weight ΘRCi , of a branching road segment Segi, is the fraction
of the road class of Segi and the sum of the road classes of all N branching road
segments of the respective intersection. The calculation of ΘRCi is given in Equation
16. Since ΘRCi should increase for faster road types, we subtract the fraction from
one.
ΘRCi = 1−
RCi∑N
n=1 RCn
; ΘRCi ∈ [0..1] (16)
The angle γi of an egress road segment Segi is the relative angle between Segi
and the approaching road segment. The relative angle γi ∈ (0◦, 180◦) of two road
segments can be easily calculated by the magnitude of the difference of each road
segments angle, towards true north. The weight Θγi , of a branching road segment
Segi, is the fraction of the relative angle γi, to the sum of the angles of all N branch-
ing road segments of the respective intersection. The calculation of Θγi is given in
Equation 17. Since Θγi should increase for smaller relative angles, we subtract the
fraction from one.
Θγi = 1−
γi∑N
n=1 γn
; Θγi ∈ [0..1] (17)
The respective turn probability of a road segment Segi is a function of the calculated
parameters ΘRCi and Θγi . In addition, a factor α weights the importance of the road
class and a factor β weights the importance of the relative angle. The relation of α
and β determines the relation in the weighting of ΘRCi and Θγi . The calculation of
the probability pSegi , to turn into road segment Segi, is given in Equation 18.
pSegi =
α ·ΘRCi +β ·Θγi∑N
n=1(α ·ΘRCn +β ·Θγn)
α ∈ [0..1] ; β = 1−α ; pSegi ∈ [0..1]
(18)
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Figure 28: Correctness of our MPP heuristic in the scenario of TAPAS Cologne for different
values of α and β.
Parameter determination: Our heuristic to determine the MPP is solely based on dig-
ital map parameters. The assumption is, that the road angle and the road class of
egressing road segments at an intersection condition the turn behavior to a certain
extent. To determine the relation of the weighting of the road angle and the road
class, we analyzed the behavior of different parameter values of α in a simulation.
Therefore, we used the open traffic simulation suite SUMO5 for the simulation of
the road network and vehicular traffic, introduced in Chapter 5.3.1.1 [150]. The tool
allows to simulate the traffic flow within a map-based scenario. We have used the
freely available simulation scenario of Cologne [152]. The scenario is based on OSM
map material and the Travel and Activity Patterns Simulation (TAPAS) model [152].
Thus, the scenario provides realistic traffic patterns. The freely available part of this
scenario consists of two hours traffic, that is constantly increasing to a maximum of
about 13300 vehicles running in parallel. In total, the scenario contains about 75000
individual routes. We have used this set of vehicle routes to determine the correct-
ness of our MPP heuristic, for different values of α and β. We define this correctness
as the ratio of correct turn decisions, to the total number of turns. The respective re-
sults are depicted in Figure 28. Confidence intervals were computed using Student’s
t-distribution [154]. In addition to Figure 28, the results are given in Section A.3.2 in
Table 26. Most values of α and β show results above 50%. These are good results,
since the baseline is below 50%, because of most intersections have three egressing
roads. This shows, at least in this scenario, our proposed algorithm is able to deter-
mine the MPP with an accuracy larger than 50%. The best result, of about 62.8%, is
achieved in a combination of α = 0.9, i. e., β = 0.1. This shows, that the road class
has a much stronger effect, but completely discarding the influence of the road an-
gle, i. e., α = 1.0, i. e., β = 0.0, shows a significant drop in accuracy. However, this
might be due to the simulation scenario, that reflects a morning rush hour. In other
scenarios the influence of the road angle might be stronger.
We have used the parameter combination of α = 0.9, i. e., β = 0.1, to evaluate the
behavior of our MPP heuristic, in the use of our remote eHorizon. First, we have
executed the scenario and extracted all route courses for further analytics. We have
5 http://sumo.dlr.de/
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Figure 29: Average amount of messages, in comparison of a completely known MPP and the
usage of our MPP heuristic with α = 0.9, i. e., β = 0.1. Each, for an eHorizon
depth of 0, 1, 2, and 3 and the three selected groups of traces.
ordered the 75000 individual routes of the scenario, according to the total trip length.
Next, we have divided the total set of traces into three groups, according to the trip
length. We have selected 10 km and 40 km as partition limits and used the 200 longest
trips of each of these three groups, to evaluate the MPP heuristic in our remote
eHorizon. Since the 100% correct MPP is known from the route courses, we use
this known MPP as baseline. We compare our MPP heuristic against the completely
known MPP in the use of our remote eHorizon. Each for an eHorizon depth of
0, 1, 2, and 3 and the three selected groups of traces. As a metric, we compare the
necessary average amount of messages. The respective results are given in Figure 29.
Confidence intervals were computed using Student’s t-distribution [154]. In addition
to Figure 29, the results are given in Section A.3.2 in Table 27. The eHorizon length
is in all cases determined as described in Equation 15 in Section 6.1. As expected, the
amount of messages increases in all cases, with an increasing path length. Moreover,
an increased eHorizon depth reduces the total amount of messages, because the
resulting eHorizon contains more road segments, i. e., the probability is high, to
already include necessary road segments. This is also true in case of a known MPP,
because always only a subset of the complete eHorizon, according to the calculated
length, is transmitted. Thus, at the end of a transmitted eHorizon segment, the side
paths correspond to the following MPP. Overall we can see, that in case of the MPP
heuristic, the amount of necessary transmissions approximates the respective value,
in case of a known MPP for an increased eHorizon depth. But simultaneously, the
amount of transmitted data is tenfold increasing compared to a known MPP.
In general, we can assume the MPP to be known from historic data or from the
navigation system [6, 122]. In case of the MPP is not known, the use of our presented
heuristic still enables the robust use of the eHorizon, but with an increased amount
of data traffic.
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Figure 30: Comparison of the possible reduction in data size of the road geometry in the
eHorizon, by the use of B-Splines.
6.4 path description and compactness
In order to decrease the overall data size of the eHorizon, the description of the path
geometry can be optimized, since this is the most significant contributor to the data
size. As already introduced in the ADASIS specification, the road geometry can not
only be described as a linear interpolation of points, but also by a higher order inter-
polation profile [24]. Thus, we added to our data structure the option, to model the
road geometry within eHorizon nodes as B-Splines. The ADASIS specification uses
a fifth order B-Spline, i. e., a B-Spline degree of four (c.f. Chapter 2.6.2), to model
the road shape. This would result in a minimum of five control points, to model the
respective B-Spline. However, the OSM map material of the used TAPAS Cologne sce-
nario is not detailed and most road segments only consist of a few shape points. The
complete scenario consists of about 45000 road segments, but only about 6.5% of the
segments are composed of eight or more shape points. Thus, we selected a B-Spline
degree of only three, to model the road geometry. This requires a minimum of four
control points. We extended our remote eHorizon to model all segments, composed
of eight or more shape points as B-Spline. The number of control points was set to
50% of the number of shape points, to reduce the amount of data for road geometry
description. The available map material has not enough points to significantly reduce
the amount of data, but nevertheless we like to highlight the optimization potential.
Thus, we compare the relative possible reduction of the total eHorizon data size, of
the previously mentioned longest 200 trips of the TAPAS Cologne scenario. The result
is depicted in Figure 30. The baseline is the total eHorizon data size, in case of not
using B-Splines. The eHorizon depth was set to zero, i. e., the eHorizon only consists
of the MPP. In the middle of Figure 30, we can see a reduction in the total data size
of about 5.1%. This reduction is for substituting the path description as B-Spline of
road segments with eight or more shape points. On the right of Figure 30, we can
see a reduction in the total data size of about 59%. This reduction is for substituting
the whole MPP with a single B-Spline. In this extreme example, all segments of the
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MPP have been concatenated and substituted by a B-Spline. The amount of control
points is 50% of the amount of the original shape points. The resulting reduction is
more than 50%, since typically the end point of a road segment is the same as the
start point of the succeeding road segment. Thus, the concatenation of N segments
results in N− 1 less shape points. Due to the potentially high reduction in the data
size, we propose the use of B-Splines for road geometry description, in case of high
detailed map material.
6.5 discussion and sources
The use of an eHorizon is an appropriate mechanism to provide a long-range per-
ception to ADASs [5]. An eHorizon is suitable to represent static and semi dynamic
location based information. The data source is typically a local map database, that
has to be frequently updated, in order to provide a correct eHorizon [123]. To over-
come this and make frequent map updates unnecessary, we propose a cloud-based
approach. A logically central eHorizon provider is able to always provide up-to-
date information. Within this chapter, we have introduced our concept of a remote
eHorizon, that can serve as cloud-based eHorizon provider. Our concept also in-
cludes a heuristic MPP determination, which allows to provide an eHorizon without
any knowledge about the requesting vehicle. However, knowledge about the MPP
from historic data or from the navigation system allows to decrease the necessary
amount of data transmitted. Our proposed remote eHorizon is also already enabled
to provide high-resolution maps by the use of B-Splines.
Moreover, we have provided the source code of our prototype under the Apache
2.0 open source license online to the community: http://www.kom.tu-darmstadt.de/
research-results/software-downloads/software/horizonkom/. The provided com-
ponents consist of a stand alone local eHorizon provider, as well as the remote
eHorizon. In addition, we provide all sources of our proposed data structure, that
enables an efficient eHorizon transmission, but can also serve for remote data acqui-
sition in the vehicular domain. The aim is to provide a framework for an easy devel-
opment of future vehicular applications. The modular implementation makes use of
multithreading and the communication is based on the publish-subscribe paradigm.
This already ensures a high scaleability, even in the prototype status. Remote ADAS
and infotainment applications can be easily developed on top of our framework.
The asynchronous communication concept enables a robust communication, even in
case of a connection with interruptions. In addition, our framework enables the data
transmission as background service, to prevent data bursts. Finally, the developed
eHorizon realizes an efficient up-to-date information service, that facilitates novel
ADASs and can support autonomous driving features.
7
E X T E N D E D V E H I C U L A R P E R C E P T I O N
A key topic for connected ADAS is tracking neighboring vehicles, which is typically
realized by a broadcast of ego vehicle information via direct ad-hoc V2V communi-
cation. The respective message is defined in the US as BSM in the IEEE 1609 WAVE
standard and in Europe as CAM in the ETSI ITS-G5 standards [36, 18]. Both can
carry several optional information, but always contain position, speed, acceleration,
heading, steering wheel position and dimensions of the ego vehicle. Moreover, all
attributes are provided with certain confidence indicators. Following this, vehicles in
communication range are able to track the position and path of the sending vehicle.
If the amount of vehicles in proximity increases, the broadcast of position beacon
messages, i.e. CAMs, interfere with each other. In this case, respective DCC mech-
anisms reduce transmit power and sending frequency to reduce interference and
channel congestion. This causes a reduced tracking accuracy, caused by a reduced
CAM transmission rate and in particular limits the information broadcast to the
single hop communication range. In this chapter we present a system to reduce the
channel load for object tracking and to extend the vehicular perception range beyond
the direct communication range. The according use cases are related to the awareness
zone as described in Chapter 4.3.
The remainder of this Chapter is structured as follows: In the next Section 7.1
we describe the need of an according system and our objectives, followed by the
description and overview of our system in Section 7.2. In the subsequent Section
7.3 we provide our evaluation, beginning with a description of our evaluation setup,
followed by the evaluation metrics. Finally we discuss our evaluation results and
findings.
7.1 problem statement and objective
Tracking of moving objects in the vehicle surroundings, in particular in driving direc-
tion, is an essential foundation for ADAS systems with regard to the safety zone and
the awareness zone, as introduced in Chapter 4. While use cases related to the safety
zone are covered by local sensor information and mobile ad-hoc communication in
single hop range, awareness zone related use cases require information forwarding.
Such use cases are in particular cooperative driving maneuvers, as described in Sec-
tions 4.3 and A.1.2. It is important to have information about moving objects in a
distance beyond direct communication range. Long-range driving adaption is im-
portant for ADAS, supporting highly automated driving maneuvers or even fully
automated driving. This enables coordination between vehicles, to ensure smooth
traffic movement, without jumpy trajectories and concertina effect.
As mentioned before, respective message formats, designed for object tracking in
vehicular ad-hoc networks, are CAM and BSM [36, 18]. Based on the used conges-
tion control system, these messages are broadcasted with a frequency between 1 Hz
and 10 Hz. In general, channel congestion should be avoided. For congestion control
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are currently two general approaches are in discussion, a reactive and an adaptive
approach. In its specification, ETSI presents the reactive approach, named Decen-
tralized Congestion Control (DCC), which is based on the measured channel load
[39]. Moreover, the message header contains information about the ego vehicle’s per-
ceived channel load to inform neighbors. The message broadcast frequency is then
controlled according to the known channel load of the own measurement and the
received information. Channel load is quantized into five channel load classes, that
directly control the message output rate as given in Table 11.
Table 11: Mapping of channel busy rate values to defined broadcast state, including respec-
tively allowed transmission rate according to ETSI DCC specification [39]
State Channel load Packet rate Toff
Relaxed < 30% 10 Hz 100 ms
Active 1 30% to 39% 5 Hz 200 ms
Active 2 40% to 49% 2,5 Hz 400 ms
Active 3 50% to 60% 2 Hz 500 ms
Restrictive > 60% 1 Hz 1 000 ms
Beyond the reactive DCC approach, an adaptive approach exists, named A Linear
Message Rate Control Algorithm for Vehicular DSRC Systems (LIMERIC) [80]. It also col-
lects channel load information about the local neighborhood and tries to determine
the number of other vehicles in the area. In contrast to binary congestion control, this
approach relies on full precision of all available inputs about the wireless channel.
The sending rate is calculated linearly and it is shown that the system converges
towards a fair and efficient channel utilization [81]. However, even with sophisti-
cated congestion control mechanisms, the channel load is close to its limits in dense
traffic situations, due to the high number of messages. Hence, the minimal sending
rate for CAMs has been reduced from 2 Hz to 1 Hz in specification [157]. Moreover,
most simulations only consider CAM or BSM, but additional messages like Decen-
tralized Environment Notification Message (DENM) will cause additional load on
the channel. This leads to collisions and loss of messages and thus, to a higher posi-
tion tracking error. For vehicular ad-hoc communication, seven 10 Mhz channels in
the 5.9 Ghz band are reserved in the US and the EU [10]. Currently only one con-
trol channel is planned for emergency and object tracking relevant information. The
other channels are reserved for other services, e. g.,traffic light information or media
services. However, even if a complete channel will be dedicated for the use of ob-
ject tracking, the channel capacity will not be sufficient for multi-hop propagation of
object tracking relevant information [143, 158, 76]. Hence, existing DCC approaches
try to care the symptoms of the channel congestion problem, but do not target the
origin. To identify the problem’s origin, we focus on the purpose of the system: a
distributed knowledge about vehicle locations in the interfering traffic environment.
The standardized mechanisms solve this, sending periodic updates, which contain a
lot of redundancy. Transmitting redundant information is the origin of the channel
congestion problem. Hence, it is expedient to investigate the question: How can we
minimize redundancy in transmitted packets?
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In contrast to current approaches, that regulate the sending rate by measurements
of the channel load, we suggest to reduce existing redundancy. In our approach
we adapt the sending rate by detecting redundant information by predicting the
estimated vehicle position. With current approaches, the receiver has to use the out-
dated received position information in case of high channel load. Alternatively, the re-
ceiver is able to extrapolate the sender position out of a constant-velocity / constant-
heading coasting model, based on the received position information. We extend this
approach by the use of two longitudinal kinematic models, namely a constant-velocity
and a constant-acceleration model, and combine them with an adaptive heading model.
We switch between these kinematic models and derive the heading by the use of sim-
ple map material. As map material we use Open Street Map (OSM) and to indicate a
switch of the kinematic model we send a message. Using this information we use the
same prediction module on the sender side as on the receiver side. The sender is con-
stantly observing the deviation of the estimated position of the prediction module
and the measured position from the ego vehicle’s position sensors. A message is sent
out, only in case of an error in the estimated position above a predefined threshold ε,
or a necessary switch of the kinematic model. In other words, we check the entropy
of the messages. Instead of controlling the sending rate by observing the channel
load rate, we reduce the overall message sending rate to prevent a busy channel.
With our approach we are able to show a reduction of up to 93 % in sent messages,
compared to CAM sending according ETSI standard, including DCC. Moreover, we
use freed-up bandwidth to forward information. We have defined a message struc-
ture to broadcast information about moving objects in the ego vehicle’s surroundings.
Received CAM messages from vehicles in the surroundings are managed in a local
database and respective position information is continuously updated by prediction
or new incoming CAM messages. This information is periodically packed into a list
and broadcasted. As a result, we are able to more than double the range of vehic-
ular perception, with respect to moving objects. In the following section, we give a
detailed description of our system to reduce channel load for object tracking and to
extend the vehicular perception.
7.2 system concept and specification
Our approach basically consists of two steps to achieve an extended perception of
moving objects. First, we reduce the ad-hoc channel load by the use of tracking with
prediction. In the second step, we use freed-up bandwidth to propagate perception
knowledge, i. e., a list of known moving objects in the surroundings. For this, we
have defined a dedicated message structure, the so called Cooperative Perception
Message (CPM).
In contrast to known DCC mechanisms, that attempt to reduce the channel load if
it gets congested, we proactively reduce the channel utilization to a minimum. Our
basic concept is depicted in Figure 31. The sender observes an ego position estimator,
named Remote Estimator in Figure 31, to rate the prediction accuracy that neighbor
vehicles are able to achieve, based on the last sent position beacon. The used predic-
tion module on the sender side is the same as on the receiver side. For realization
of the position beacons, we send a modified version of the ETSI specified CAM. A
description of V2X message types is given in Chapter 2.4.2 and in Sections A.2.2 and
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Figure 31: Overview of the system concept to estimate the prediction accuracy of neighbors.
A new CAM is sent if the error ε exceeds the threshold, or a timer exceeds (not
depicted).
A.2.3 we give details about our modified CAM and our definition of the CPM. For
position prediction, we use two kinematic models, namely a constant-velocity and a
constant-acceleration model. In the constant-velocity model we define a constant veloc-
ity for the respective prediction step and in the constant-acceleration model, we define
a constant acceleration for the respective prediction step. Which model to use, is
decided on the sender side and encoded in the CAM. In addition, we combine the
kinematic model with an adaptive heading model. The heading is derived from sim-
ple map material, which is OSM data in our case. Vehicles that receive this modified
CAM use a position estimator, named Neighbor Estimator in Figure 31, to track the
sending vehicle. On the sender side, the magnitude of the difference in the current
position xˆj to the position xˆj¯, a neighbor would estimate based on the last sent CAM,
is compared against a tolerated error ε, according to Equation 19.
|xˆj − xˆj¯| > ε (19)
The subtraction of the current position and the estimated position, and comparison
against the tolerated error ε, are depicted in green in Figure 31. If the error is smaller
than the tolerated error ε, no CAM has to be send and the system continues in observ-
ing the prediction error. If the calculated error exceeds ε, a new CAM is broadcasted.
Basically our system can be divided into several sub components, that are explained
in the following.
7.2.1 Trigger Check If a New CAM Has to Be Sent
As previously mentioned, we only broadcast a new CAM, if the prediction error on
the receiver side exceeds a threshold ε. But in detail, we use four trigger conditions to
send out a new CAM. If one condition matches, a new CAM is broadcasted. The first
trigger condition is the time that has passed since the last broadcast of a CAM. Here,
we have defined a maximum tolerated time TCAM,max that defines the minimal
CAM sending rate. The maximum sending rate is defined by TCAM,min = 100ms,
according to ETSI and WAVE specifications [36, 35]. This also corresponds to the trig-
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Figure 32: Block diagram of kinematic model selection.
ger interval to check if a new CAM has to be sent. The second trigger condition is a
change in the used kinematic model K, i.e., constant velocity or constant acceleration
model. Our system observes changes in velocity over time, i.e. a change in the current
acceleration. We use a simple first order IIR low pass filter to prevent high frequent
changes in the used model, which would cause a high CAM message overhead. The
condition to switch the respective model is based on an acceleration threshold aTH
and is given in Equation 20 and depicted as block diagram in Figure 32. The used
velocity in the current trigger interval vj is a weighted product of the currently mea-
sured velocity and the used velocity in the previous trigger interval vj−1. To prevent
high fluctuations, we weight the currently measured value only with b0 = 0.1, but
value of the previous trigger interval with a1 = 0.9.
K ∈ {constvelocity; constacceleration}
b0 = 0.1;a1 = 0.9
vj = b0 · vin + a1 · vj−1
|vj−1 − vj|
TCAM,min
> aTH
(20)
We calculate the magnitude of the difference of the velocity in the current trigger
interval vj and the velocity in the previous trigger interval vj−1. We consider this ve-
locity difference per trigger interval Tpredict, which results in an acceleration. This
resulting acceleration is compared against an acceleration threshold aTH. If it ex-
ceeds the threshold aTH, we switch to the constant-acceleration model, otherwise we
use the constant-velocity model.
The third trigger condition is a lane change or a change of the road segment,
e. g., if a vehicle turns at an intersection. The lane ID, which also indicates the road
segment, is part of our CAM and is used for adaption of the heading in position
prediction. This reduces computation effort for map matching and ensures that a
receiving vehicle will predict the heading, based on map data of the same lane as
the sending vehicle. It is not the most important thing that the lane is determined
correctly on the sender side, but that both, sender and receiver predict the heading,
based on the same lane data. The fourth and final trigger condition is the previously
mentioned prediction error that is observed at the sender side. If the ego vehicle
position a neighbor would predict exceeds a threshold ε, a new CAM is broadcasted.
However, the maximum CAM sending frequency is bound to the rate of how of-
ten the trigger conditions are checked. Within our work, we have set this to 100ms,
which leads to a maximum CAM sending frequency of 10 Hz. This also corresponds
to ETSI specification [35]. In our system, we use a modified version of the ETSI spec-
ified CAM, that has two additional values in the high frequency container. The first
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additional value determines the kinematic model to be used for position prediction.
Here, we have used a constant velocity and a constant acceleration model in our sys-
tem. The second additional value indicates the lane identification number (ID), of the
lane the vehicle is currently driving on. This lane ID is derived from the previously
mentioned OSM map material, that is assumed to be the same for all vehicles. The
respective information is used to derive the curvature value for the calculation of the
vehicle heading.
7.2.2 Handle Incoming CAMs
Whenever a CAM message from a neighbor vehicle is received, it is saved to a local
database. Within the database we keep for each neighbor vehicle the CAM informa-
tion and an additional representation for position prediction. This allows to keep
the CAM information as received, for later comparison. Moreover, the data fields in
the original CAM format do not have enough precision for prediction, which would
lead to accumulated errors. The prediction loop is triggered every Tpredict = 10ms
(similar to ETSI specifications [35]), for a fine grained adaption of the heading, based
on lane changes according to the map material. This is in particular important on
curvy road segments. We predict the position and in case the constant acceleration
model is used, also the vehicle velocity. Moreover, we store an entry to a list to han-
dle knowledge about directly received CAM messages of neighbor vehicles. This al-
lows to distinguish between knowledge about neighboring vehicle information from
CAM or CPM messages and is used for distribution of our environment perception
model, i. e., Cooperative Perception Message (CPM). If the received CAM from a
vehicle is not yet known, we set a flag fnew that triggers an earlier broadcast of a
new CPM. If we do not receive any CAM update from neighbors for a time longer
than TCAM,expired = 5s, i. e., a neighbor vehicle is out of communication range, we
discard respective information from our database.
7.2.3 Trigger Check If a New CPM Should Be Sent
The initial condition to broadcast a new Cooperative Perception Message (CPM), is
to check if any neighbor vehicle is already known. We check the flag fnew if new
vehicles are known in our database, i. e., vehicles that have not been listed in a CPM
yet. In this case, a new CPM is broadcasted if the time difference since the last CPM
broadcast has a minimum of TCPM,min = 2s and the flag fnew is reset. We have set
TCPM,min to 2s because this corresponds to our minimum CAM sending rate. In case
the flag fnew is not set, CPMs are broadcasted with a sending rate of TCPM,max = 5s.
Since knowledge about neighbor vehicles is similar for closely driving vehicles, the
probability of broadly similar CPMs is high. This is the reason to set TCPM,max to
a much higher value, compared to the minimum CAM sending interval TCAM,max.
Our CPM contains a list of objects that represent information about neighbor vehicles.
Each object consists of the minimal CAM version, plus the time stamp of CAM
generation of the respective sending vehicle and a lane offset. This means that we
only use the high frequency container of the CAMs. The additional time stamp is
necessary, since the CAM information in the CPM is not as originally received, but
calculated via position prediction. As mentioned before, we use position prediction
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to estimate the position of the neighbor vehicle, based on the last received CAM.
This predicted position is also used within the CPM. The lane offset describes the
longitudinal position of a vehicle on the lane. This reduces computational load on
the receiver side, but slightly increases the message size by about three additional
Bytes. Per vehicle object we have a maximum data size of CAMsize,max = 51 Bytes.
The maximum payload size of a IEEE 802.11p message with Geo-Networking and
Basic Transport Protocol, according to ETSI specification, is 1394 Bytes. Our mini-
mum CPM message without neighbor vehicle information, requires 9 Bytes. Thus,
we can send 27 neighbor vehicle information objects with a maximum size of 51
Bytes, within one single CPM. The ASN.1 definition of our CPM is given in Section
A.2.2. In case of local knowledge about more than 27 neighbor vehicles, we require
a selection criteria. Firstly, we add only neighbor vehicle information into the CPM
if we have received a CAM directly of this vehicle. This means, we do not broadcast
vehicle information that we only know from received CPMs. The second condition
is to use the 27 objects with the largest relative Euclidean distance to the ego ve-
hicle. This is because direct neighbors most probably have information about each
other. Selecting the objects with the largest distance corresponds to information re-
laying of objects outside the direct communication range. However, if payload is still
available in our CPM, this correlates to a sparse traffic situation. In this situation,
relative velocities between vehicles tend to be higher, which makes a wider informa-
tion scope more valuable. In addition, the channel load correlates to traffic density
and is, therefore, supposed to be low. Hence, to close the situational information
gap, we fill up the CPM with vehicle information objects, based on knowledge from
received CPMs. Here, we select information about the closest objects, because this
reflects information about vehicles closely behind communication range. These are
not relayed multiple times and thus the most up to date information. With this ap-
proach we are able to extend the perception range by 2 to 3 times, as shown in the
following evaluation.
7.2.4 Handle Incoming CPMs
When a vehicle receives a CPM, several conditions have to be checked for all CAM
items within the CPM. If an object is already known in our database, we check the
generation time stamp of the original CAM. If the time stamp in the CPM is more
recent, we transfer the object update to our database and update the respective status
as received by CPM. Else, the object update information is discarded. If the object is
not known yet and CAM generation time is not older than TCAM,expired = 5s, we
insert it to our database.
7.2.5 Prediction Handling
To begin with, the prediction step interval Tpredict is set to 10ms, to achieve a fine
grained adaption. In the first step of our prediction mechanism, we check if CAM
generation time is older than TCAM,expired = 5s. In this case, the respective in-
formation is discarded from our database. For the remaining objects we execute a
prediction step. We start to update the heading, based on the underlaying map ma-
terial, by calculating the relative angle θj to true north of the current road segment.
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Thus, we first have to match the correct road segment. In the next step, we calculate
the relative distance dj, driven since the last update, based on the current kinematic
model.
dj = vj · Tpredict + 1
2
aj · T2predict
vj+1 = vj + aj · Tpredict
(21)
The distance dj is defined in Equation 21, where vj is the current velocity and aj
the current acceleration. The velocity in the next prediction step vj+1 depends on
the current acceleration aj. In case of the current kinematic model is the constant-
velocity model, the acceleration aj equals zero. In case of the constant-acceleration
model is used, the acceleration aj received in the last CAM influences dj and also
vj+1. Finally, the new position xˆj¯ can be estimated based on the previous position
xˆj¯−1, the calculated heading θ and the driven distance dj according to Equation 22.
xˆj¯−1, xˆj¯ ∈ R2 ; θ ∈ [0, 2pi) ; dj ∈ R+0
xˆj¯−1 = 〈xj¯−1,lat, xj¯−1,long〉 ; xˆj¯ = 〈xj¯,lat, xj¯,long〉
xj¯,lat = xj¯−1,lat + cos(θ) · dj
xj¯,long = xj¯−1,long + sin(θ) · dj
(22)
We can use this direct geometric relation, because we use cartesian coordinates
within our simulations. In case of using geodetic coordinate systems, coordinates
have to be converted previously.
7.2.6 Parameter Overview
Table 12 gives an overview about the previously introduced parameters with an ac-
cording description. A more detailed description has to be given to the minimum
and maximum intervals, since the annotation looks like inversion. A minimum time
interval indicates the minimum time after which a new sending is allowed, i. e., the
maximum sending frequency. A maximum time interval indicates the maximum
time after which a new sending is required, i. e., the minimum sending frequency. In
detail TCPM,min is the minimum passed time between two consecutive CPM broad-
casts. And TCPM,max is the maximum time between two consecutive CPM broad-
casts, which reflects the minimum CPM sending frequency.
7.3 evaluation
In this section we present our evaluation results. To begin with, we start with a
detailed description of our simulation configuration and setup in Section 7.3.1. We
compare our solution against the original Cooperative Awareness (CA) service, i. e.,
broadcast of CAMs, according to ETSI specification [35]. Finally, we discuss our nu-
merical results. We show the possible reduction of channel load for position beacon-
ing and the possible extension of vehicle perception by the use of CPMs in Section
7.3.2.
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Table 12: Overview and description of the used parameters.
Parameter Description
xˆj Position vector in prediction step j.
xˆj¯ Predicted position vector in prediction step j.
ε Tolerated prediction error.
TCAM,expired Time interval CAM data is valid without update.
dj Relative distance the vehicle has moved since
the last prediction step.
vj Vehicle velocity in prediction step j.
vj+1 Vehicle velocity in the next prediction step j+ 1.
vj−1 Vehicle velocity in the previous prediction step j− 1.
aTH Threshold to switch kinematic model.
θj Vehicle heading as relative angle to true north.
CAMsize,max Maximum size of our CAM.
fnew Flag, that indicates a formerly unknown vehicle.
TCAM,min Minimum CAM sending interval, 100ms.
TCAM,max Maximum CAM sending interval, 1s, 2s.
TCPM,min Minimum CPM sending interval, 2s.
TCPM,max Maximum CPM sending interval, 5s.
Tpredict Prediction step interval, 10ms.
7.3.1 Evaluation Setup
In the following we describe the configuration and setup of our evaluation. First, we
describe the used toolset in Section 7.3.1.1, followed by a description of the used sim-
ulation scenario in Section 7.3.1.2. Afterwards, we present our simulation parameters
and assumptions, as well as evaluation metrics in Section 7.3.1.3.
7.3.1.1 Simulation Environment
We have implemented our prototype as service into the Artery1 framework. The
Artery framework is an extension of the open source vehicular network simulation
framework Veins2. Veins provides the interfaces for the data link communication layer
and channel access, according to IEEE 802.11p standard, the de facto standard for
vehicular ad-hoc communication. The Vanetza3 Framework implements the ETSI ITS-
G5 communication architecture, according to the European standardization for V2X
communication. It is used by Artery as protocol stack for the higher layers, on top
of the data link layer provided by Veins. Veins is implemented in OMNeT++4, that
1 https://github.com/riebl/artery
2 http://veins.car2x.org
3 https://github.com/riebl/vanetza
4 https://omnetpp.org
100 extended vehicular perception
is the executing framework for the actual network simulation. Veins connects to the
open traffic simulation suite SUMO5 for the simulation of the road network, i. e.,
the vehicular traffic. A more detailed description of SUMO has been given in Chap-
ter 5.3.1.1. We have used SUMO in version 0.25, OMNeT++ in version 4.6, Veins in
version 4.4, Vanetza and Artery master branch from May 2016 to run our simulations.
An overview of the single components and its interaction is depicted in Figure 33.
Artery
Vanetza
Veins
OMNeT++
SUMO
ETSI ITS G5 Stack
IEEE 802.11p Data-Link-Layer
Network Channel Simulation
Implements Services
Vehicle Traffic Simulation
Figure 33: Overview about simulation framework architecture.
7.3.1.2 Simulation Scenario
As mentioned before, we have used SUMO traffic simulator for the simulation of
vehicle movement. Since the same tool has been used for all simulations, details
have already been introduced in Section 5.3.1. The configuration of the used road
network is exactly the same as in [81, 94]. This leads to plausible comparability of
our approach, with respect to channel congestion. The road network is described as
a 4325m long highway with three lanes per direction. In the middle, the road is a
curvy section with an S-bend of 40m radius and a length of 375m, as depicted in
Figure 34. At the lane ends, these are connected by curves with the respective lane
ends of the opposite lane. Thus, vehicles will not leave the simulation scenario on
reaching the lane end, but turn and drive back in the opposite direction. As explained
in [81], this configuration allows evaluation on straight parts as well as on a curvy
section with high vehicle dynamics. This is necessary, because CAM generation also
depends on vehicle dynamics. The maximum velocity of our simulated vehicles were
32m/s on the most left lane, 30m/s on the middle lane and 28m/s on the most right
lane. Moreover, three vehicle types have been defined with a maximum velocity of
32m/s, 30m/s and 28m/s, respectively. These three vehicle types are dropped into
the simulation randomly to the three lanes. Vehicles reduce velocity at the curves at
the end of the lanes for turning. This leads to a higher vehicle density at the end of
the lanes as well as in the curvy middle section. We have run our simulations with
four different vehicle densities, namely 250, 500, 1000 and 1500 vehicles in parallel
per scenario.
5 http://sumo.dlr.de/
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Figure 34: The used road topology within our simulations, which is the same as in [81, 94].
7.3.1.3 Simulation Parameters & Evaluation Metrics
The model for wireless channel propagation is Nakagami distributed, as in [81, 94]
and we have also used the same simulation parameters. The Nakagami distribution
is a probability distribution, related to the gamma distribution, with a shape and a
spread parameter. The shape parameter, and thus the signal attenuation, is in the
simulation controlled by the distance of the vehicles. Hence, the packet reception
probability depends on the distance of the sending and the receiving vehicle and
the according probability distribution. An overview of our simulation parameters is
given in Table 13. The packet reception signal to interference plus noise ratio (SINR)
describes the minimum necessary power of the signal, divided by the sum of noise
and interference power, to receive the packet.
As described in Section 4.1, the vehicular ad-hoc communication range depends
on many factors. To realize a maximum communication range of 500m with the
previously described transmission model, the transmission power was set to 10dBm,
according to [81, 94]. Whether a new CAM has to be sent or not is checked every
TCAM,min = 100ms. For the maximum CAM sending interval TCAM,max we have
used 1s and 2s. As values for the tolerated prediction error εwe have used 0.2m, 0.5m
and 1m. We have used 0.3m
s2
, 0.6m
s2
and 1m
s2
as threshold aTH to switch the kinematic
model. Moreover, simulations have been executed with and without transmission
of CPMs. For comparison, also CAM broadcast, according to ETSI specification, has
been simulated [35]. In our evaluations we have defined the time, information is
treated as valid, received by CAMs, to 5s.
7.3.2 Evaluation Results and Discussion
In this section, we evaluate the performance of our previously introduced mecha-
nism. We start with a comparison of our object tracking mechanism with modified
CAMs and compare it against the standardized ETSI ITS-G5 implementation in Sec-
tion 7.3.2.1. Here, we show the potential reduction of channel load in terms of the
amount of sent messages and CBR. In the following, we evaluate the perception ex-
tension by the use of CPM in Section 7.3.2.2. Here, we show the average as well as
minimal and maximal perception extension, with respect to completeness of knowl-
edge about moving objects in the vehicle surroundings. In general, we have used a
full factorial design for our evaluations, i. e., we have evaluated all combinations of
the previously introduced evaluation parameters. This results in 18 different param-
eter combinations plus the reference simulation with the CA service according to
the ETSI ITS-G5 standard. Each combination has been executed with four different
vehicle densities as defined in Table 13, that results in total of 76 different simulation
runs. The Simulation time is 360s for each. Due to the high computation time, we
have set the trigger check interval for our approach to 100ms. To analyze the impact
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Table 13: Simulation parameters. Wireless channel parameters according to [81, 94].
Parameter Value
Noise floor −99dBm
Carrier sense threshold −96dBm
Packet SINR 7dBm
Channel transmission rate 6Mbps
Transmission power 10dBm
GPS update rate 10ms
Maximum CAM sending rate 10Hz
Maximum CAM valid time 5s
Number of vehicles 250, 500, 1000, 1500
Minimum CAM sending rate 0.5Hz, 1Hz
Tolerated prediction error 0.2m, 0.5m, 1m
Threshold to switch kinematic model 0.3m
s2
, 0.6m
s2
, 1m
s2
of a shorter trigger check interval, we have executed the evaluation runs also with
a check interval of 10ms for the scenario of 500 vehicles. The influence of a higher
trigger check rate will be discussed in Section 7.3.2.3. In total, execution of these sim-
ulations has last more than 2000 hours on a server with two Intel Xeon E5-2643v3
6-Core CPUs, with up to 3, 4 GHz per core.
7.3.2.1 Reduction of Communication Costs
By the use of our previously introduced CAM sending mechanism, we are able to
reduce channel load for object tracking. We have simulated the scenario described
in Section 7.3.1.2 with 250, 500, 1000 and 1500 vehicles. These vehicles were placed
on the road during the whole simulation. Thus, the respective number of vehicles
describes the amount of vehicles within the simulation scenario at anytime for the
complete run. We analyze performance improvement of our object tracking mecha-
nism in comparison to the standardized ETSI ITS-G5 Cooperative Awareness (CA)
service in terms of channel load. For evaluation, we have used a full factorial design,
that results in 18 run configurations r.1 to r.18, for each vehicle density of 250, 500,
1000 and 1500 vehicles. In addition, we have simulated the reference run r.0 with the
CAM sending mechanism according to standardized ETSI ITS-G5 implementation
with DCC, also for the four different vehicle densities. An overview of the evalua-
tion run configurations r.0 to r.18 is given in Table 14.
Total number of messages: To give an impression of the overall performance of our
object tracking mechanism, we start with a comparison of the amount of generated
CA messages over time. Figure 35 shows the accumulated CAMs in the scenario
with 1000 vehicles. Each, for r.0 with the CAM sending mechanism, according to
standardized ETSI ITS-G5 implementation with DCC, and r.1 and r.10 for our ap-
proach as comparison. We have selected r.0 and r.10, with TCAM,min of 0.5 Hz and
1 Hz as an example configuration of our approach, since the minimum CAM sending
7.3 evaluation 103
Table 14: Run configurations of the used parameters.
Run con- Minimum CAM Tolerated Threshold to switch
figuration sending rate prediction error kinematic model
r.0 CAM according to standardized ETSI ITS-G5 implementation with DCC.
r.1 1Hz 0.2m 0.3m
s2
r.2 1Hz 0.2m 0.6m
s2
r.3 1Hz 0.2m 1.0m
s2
r.4 1Hz 0.5m 0.3m
s2
r.5 1Hz 0.5m 0.6m
s2
r.6 1Hz 0.5m 1.0m
s2
r.7 1Hz 1.0m 0.3m
s2
r.8 1Hz 1.0m 0.6m
s2
r.9 1Hz 1.0m 1.0m
s2
r.10 0.5Hz 0.2m 0.3m
s2
r.11 0.5Hz 0.2m 0.6m
s2
r.12 0.5Hz 0.2m 1.0m
s2
r.13 0.5Hz 0.5m 0.3m
s2
r.14 0.5Hz 0.5m 0.6m
s2
r.15 0.5Hz 0.5m 1.0m
s2
r.16 0.5Hz 1.0m 0.3m
s2
r.17 0.5Hz 1.0m 0.6m
s2
r.18 0.5Hz 1.0m 1.0m
s2
rate has the strongest impact, according to the amount of sent messages. If a CAM
is broadcasted depends on several conditions. The mechanism for our approach has
been explained in Section 7.2. The CA service mechanism, according to ETSI stan-
dard has been explained in Section 2.4.2. If a new CAM according to ETSI standard
will be broadcasted, also depends on the DCC mechanism that has been explained in
Section 2.4.2. Thus, the CAM sending rate according to ETSI standard also depends
on channel load. Both, ETSI standard and our approach, have thresholds according
to a change in position information. For the example in Figure 35, the CAM send-
ing rate, according to ETSI standard, results in approximately 5 Hz and accumulates
over the simulation time of 360s to a total of 1769 CAM messages. Thus, we can see
that a high channel load caused a reduction of CAM broadcasts. With our approach
in configuration r.1 we need in the same setting only a total of 351 CAM messages
and in configuration r.10 only a total of 211 messages. This shows a reduction of CA
messages of up to 90%, which results in a much lower channel busy rate. This is
the prerequisite to broadcast perception information, to allow neighbor vehicles to
extend their local perception, which is analyzed in detail in Section 7.3.2.2. After this
introducing example, we will deeper analyze the behavior of our object tracking ap-
proach in comparison to the standardized ETSI ITS-G5 CA service in the following.
Average number of messages: In the next step, we compare the accumulated aver-
age number of CA messages for the four vehicle densities of 250, 500, 1000 and 1500
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Figure 35: Example illustration of the number of generated CAM messages over time for one
example vehicle. Comparison of standardized ETSI ITS-G5 CAM implementation
to our approach in a scenario with 1000 vehicles. For our approach we have se-
lected run configuration r.1 and r.10 (cf. Table 14), which have a minimum CAM
sending rate of 0.5 Hz and 1 Hz, each with a tolerated prediction error of 0.2m
and a threshold, to switch kinematic model, of 0.3m
s2
.
vehicles for the whole simulation time of 360s. We compare the standardized ETSI
ITS-G5 CAM implementation to all different evaluation run configurations r.1 to r.18
of our approach, as listed in Table 14. The results, with respect to the mean of total
CAMs sent, are given in Figure 36. In addition, the figure denotes the respective confi-
dence intervals at a confidence level of 95% (i.e., α = 0.05). Confidence intervals were
computed using Student’s t-distribution [154]. Since the confidence intervals are very
small, these are poorly visible in Figure 36. Therefore, we provide the evaluation re-
sult data in Tables 28, 29, 30 and 31 in Section A.3.3. It can be clearly seen from Figure
36, that the average number of generated CA messages per vehicle in the reference
implementation, i. e., standardized ETSI ITS-G5 CAM implementation executed in
r.0, strongly decreases with an increasing number of vehicles, i. e., a higher vehicle
density. As a result, the object tracking accuracy decreases if no trajectory prediction
would be incorporated. In contrast to this, our approach shows a strongly constant
behavior, with respect to the amount of sent CA messages. Moreover, our approach
needs up to 90% less messages per vehicle on average. This results in a much lower
channel busy rate, that will be discussed in the following. One can see a drop in the
average amount of CA messages between run configurations r.1 to r.9 and r.10 to
r.18 of about 45%. This is due to the most influencing parameter TCAM,max of the
maximum CAM sending interval, which corresponds to the minimum CAM sending
rate. For r.1 to r.9, the minimum CAM sending rate is 1 Hz and for r.10 to r.18 it
is 0.5 Hz. The tolerated prediction error and the threshold to switch the kinematic
model for r.1 to r.9 have effectively no influence, since TCAM,max mostly causes the
CAM sending trigger. For r.10 to r.18 we can see some influence of the tolerated
prediction error and the threshold to switch the kinematic model of about 9%. The
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Figure 36: Average number of generated CAM messages per vehicle. Comparison of stan-
dardized ETSI ITS-G5 CAM implementation to our approach for all different eval-
uation run configurations r.1 to r.18, as described in Section 7.3.1.3 and listed in
Table 14. Each for the scenario with 250, 500, 1000 and 1500 vehicles.
lowest average amount of sent CA messages is for configuration r.16, caused by the
highest tolerated prediction error. A slightly decreasing number of sent messages,
according to the vehicle density, is caused by a reduced dynamic of the vehicles, due
to congestion. As examples we will have a closer look into the scenarios with 1000
and 1500 vehicles. In the reference implementation, run r.0, we have an average of
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Figure 37: Example illustration of Channel Busy Ratio (CBR) over time for one example ve-
hicle in a scenario with 250 vehicles. In the depicted example, the minimum CAM
sending rate is set to 0.5 Hz, the tolerated prediction error to 0.2m and the thresh-
old to switch the kinematic model to 0.3m
s2
.
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Figure 38: Example illustration of Channel Busy Ratio (CBR) over time for one example ve-
hicle in a scenario with 500 vehicles. In the depicted example, the minimum CAM
sending rate is set to 0.5 Hz, the tolerated prediction error to 0.2m and the thresh-
old to switch the kinematic model to 0.3m
s2
.
about 1746 messages per vehicle for the scenario with 1000 vehicles and about 1114
messages per vehicle for the scenario with 1500 vehicles. When comparing with r.1,
we achieve a reduction of the average amount of message of about 81% for the sce-
nario with 1000 vehicles and about 70% for the scenario with 1500 vehicles. If we use
for comparison r.10, we achieve a reduction of the average amount of message of
about 89% for the scenario with 1000 vehicles and about 84% for the scenario with
1500 vehicles. This results for the reference implementation, run r.0, for both scenar-
ios in a total of about 1.7 million messages, which results in about 1180 messages per
second and road kilometer. With our approach, we can reduce this for r.1 to about
234 for the scenario with 1000 vehicles and to about 343 for the scenario with 1500
vehicles. For run configuration r.10, we can reduce this to about 134 for the scenario
with 1000 vehicles and to about 183 for the scenario with 1500 vehicles. We achieved
the best result in run configuration r.17, with about 123 messages per second and
road kilometer, for the scenario with 1000 vehicles. In the scenario with 1500 vehicles
we can see almost similar results for all nine run configurations.
Channel busy rate analysis: As mentioned before, the amount of sent messages
strongly influences the channel busy rate. Thus, we will have a closer look into this
in the following. The CBR is defined as the fraction of the time the channel is busy
over the observation time. We have to mention, that our collected CBR values are
always average values over 100ms. Thus, there might be fluctuations within these
100ms and absolute values in between these 100ms must be higher. This can be seen
on the average CA message rate of r.0, which is controlled accordingly to Table 11.
We can derive from Figure 36 and Tables 30 and 31 an average CAM transmission
rate of about 5 Hz for the scenario with 1000 vehicles and of about 3 Hz for the
scenario with 1500 vehicles. In the following, an illustration of the CBR over time for
one example vehicle in the four scenarios with 250, 500, 1000 and 1500 vehicles, is
shown in Figures 37, 38, 39 and 40. The figures show a comparison of the reference
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Figure 39: Example illustration of Channel Busy Ratio (CBR) over time for one example vehi-
cle in a scenario with 1000 vehicles. In the depicted example, the minimum CAM
sending rate is set to 0.5 Hz, the tolerated prediction error to 0.2m and the thresh-
old to switch the kinematic model to 0.3m
s2
.
implementation, run r.0, and our approach in run configuration r.10. Here, we have
to mention that in the reference implementation the transmission trigger and CBR
is checked every 10ms, whereas in our implementation we have used an interval of
100ms, due to computation time. However, an increase of the trigger check rate in our
approach might further decrease CBR and PER. For comparison, we have executed
the evaluation runs also with a check interval of 10ms for the scenario of 500 vehicles.
The influence of a higher trigger check rate will be discussed in Section 7.3.2.3. We
can see in Figure 37, that our approach almost constantly stays below a CBR of 2%.
Whereas for r.0 the CBR considerably stronger fluctuates and goes up to values of
about 11%. If we increase the number of vehicles to 500, as depicted in Figure 38, we
can see our approach still in the range of 2− 3%. For r.0 the CBR goes up to values
of about 20%, fluctuates strongly and stays always above 5%. For a further increase
of the number of vehicles to 1000, as depicted in Figure 39, we can see our approach
around 5% with a maximum of about 6.8%. The first seconds are not representative,
due to congestion on vehicle placement within the scenario. For r.0 in comparison,
the CBR goes up to values of about 30%. Finally, in the scenario with the highest
vehicle density, i. e., 1500 vehicles in total, we can see a further increase in CBR as
depicted in Figure 40. While the CBR is relatively constant around 5− 8% for our
approach, the CBR for r.0 goes up to about 32% and is on average much higher than
for lower vehicle densities.
Figures 38 to 40 give an impression of the behavior of our approach in comparison
to the ETSI CA service reference implementation in r.0, with respect to CBR over
time. To analyze the overall behavior, we give the mean of the average CBR for r.0
to r.18 for the four used densities of 250, 500, 1000 and 1500 vehicles in Figure 41.
In addition, the figure denotes the respective confidence intervals at a confidence
level of 95% (i.e., α = 0.05). Confidence intervals were computed using Student’s
t-distribution [154]. Since the confidence intervals are very small, these are poorly
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Figure 40: Example illustration of Channel Busy Ratio (CBR) over time for one example vehi-
cle in a scenario with 1500 vehicles. In the depicted example, the minimum CAM
sending rate is set to 0.5 Hz, the tolerated prediction error to 0.2m and the thresh-
old to switch the kinematic model to 0.3m
s2
.
visible in Figure 41. Therefore, we provide the evaluation result data in Tables 32, 33,
34 and 35 in Section A.3.3. We can see for all run configurations a clear increase in
CBR. For our approach, i. e., r.1 to r.18, it shows a relatively linear increase. For r.0
we also see an increase, with an increasing vehicle density from 250 to 1000 vehicles,
but for 1500 vehicles the value remains roughly the same as for 1000 vehicles. This
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Figure 41: Average Channel Busy Ratio (CBR). Comparison of standardized ETSI ITS-G5
CAM implementation with our approach for all different evaluation run configu-
rations r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14. Each, for
the scenario with 250, 500, 1000 and 1500 vehicles.
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Table 15: CAM sending trigger conditions.
Condition Description
Trigger 1 A change in the used kinematic model K, i.e., constant velocity
or constant acceleration model.
Trigger 2 The time that has passed since the last broadcast of a CAM has
exceeded TCAM,max, the minimal CAM sending rate.
Trigger 3 A lane or road change is detected.
Trigger 4 The error in prediction exceeds the threshold ε.
shows, that for an average CBR of about 21.5% the system achieves a steady state.
This is caused by the fact, that with a higher vehicle density, also the average vehicle
velocity decreases, due to congestion, which also reduces the amount of CAM send
triggers. However, the main reason for a saturation of CBR is that 802.11p has a
decreasing throughput for an increasing amount of participants [159].
Analysis of the packet error rate: The next performance indicator we want to analyze
is the Packet Error Rate (PER). The PER is defined as the number of received packets
with at least one bit incorrect, divided by the total amount of received packets. The
average PER for all run configurations and all four vehicle densities is given in Figure
42. Here, the ETSI standard executed in r.0 outperforms our approach. However, the
bad PER results are mainly caused by the large trigger check interval of 100ms and
the fact, that all vehicles are dropped to the simulation roughly simultaneously. A
PER	250,	no	CPM
PER	500,	no	CPM
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Figure 42: Average Packet Error Rate (PER). Comparison of standardized ETSI ITS-G5 CAM
implementation with our approach for all different evaluation run configurations
r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14. Each, for the
scenario with 250, 500, 1000 and 1500 vehicles.
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Figure 43: Average trigger condition to send a new CAM in a scenario with 250 vehicles for
all different evaluation run configurations r.1 to r.18, as described in Section 7.3.1.3
and listed in Table 14.
higher trigger check rate will most probably decrease the PER and as mentioned
before, we will discuss this with some examples in more detail in Section 7.3.2.3.
Nevertheless, we can see a relatively linear increase in PER in relation to the amount
of messages, caused by the vehicle density. Due to this, the PER is not significantly
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Figure 44: Average trigger condition to send a new CAM in a scenario with 500 vehicles for
all different evaluation run configurations r.1 to r.18, as described in Section 7.3.1.3
and listed in Table 14.
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Figure 45: Average trigger condition to send a new CAM in a scenario with 1000 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
increasing for r.0 from the scenario with 1000 vehicles to the scenario with 1500
vehicles, since also the amount of messages remains similar.
Analysis of the send trigger: To understand how the different parameters influence
our approach, we will analyze the reason to send out a new CAM in the following.
If a new CAM will be sent, depends on four conditions, as described in Section 7.2.1.
We have summarized these trigger conditions in Table 15. If one of these conditions
is triggered, a new CAM will be broadcasted. We have evaluated how often each of
these conditions is triggered for all 18 different evaluation configurations r.1 to r.18,
as described in Section 7.3.1.3 and for the four different vehicle densities of 250, 500,
1000 and 1500 vehicles in our scenario. This gives an indication of the performance
of our approach and possible reductions of the CAM sending rate. The respective
results are depicted in Figures 43, 44, 45 and 46. Figure 43 gives the results for the
scenario of 250 vehicles. Here, trigger 2, the minimal CAM sending rate, strongly
dominates. This means, that the passed time since the last broadcast of a CAM, has
exceeded TCAM,max. However, for an increased TCAM,max of 2 seconds in r.10 to
r.18, we can also see the other triggers. For r.10, r.11 and r.12, we can see a value
of about 12% for trigger 4, that indicates an error in prediction. For these three
configurations, we have the smallest tolerated prediction error ε of 0.2m. For r.15
and r.18, we can see a value of about 8% for trigger 1, that indicates a change in
the use of the kinematic model. This is only slightly higher than for the other run
configurations. For the higher vehicle density of 500 vehicles, as depicted in Figure
44, we can see the result of much higher vehicle dynamics. The rate of trigger 4, that
indicates an error in prediction, goes up to about 29% for r.12 and is also relatively
high for r.3 and r.10 to r.15. This might be caused by the concertina effect, if the
vehicle density is relatively high, but low enough to allow high dynamics. If we
further increase the vehicle density to 1000, as depicted in Figure 45, we can see
an interesting effect: Now the vehicle dynamics seem to slow down a bit. Only for
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r10 to r.12, that have the smallest tolerated prediction error ε of 0.2m, trigger 4 has
large values of up to 31%. For all other run configurations, trigger 2, i. e., the time,
is very dominant. This effect is enhanced for the next higher vehicle density of 1500,
as depicted in Figure 46. Here, we can see quasi solely trigger 2. As expected, for
the run configuration with the largest freedom, namely r.16, condition 2 is mostly
triggered overall.
In summary we can see from our results, presented in Figures 35 to 46, that we are
able to significantly reduce the channel load for object tracking. This reduction can
be used for the extension of the vehicle perception by the use of CPMs, that we will
analyze in the following.
7.3.2.2 Extension of Vehicular Perception
The basic concept to reduce the channel load for moving object tracking, as analyzed
in Section 7.3.2.1, is to get enough channel capacity for forwarding information of
moving objects. As explained in Chapter 4.3, many use cases need information about
moving objects in a distance beyond single hop ad-hoc communication range. Our
CPM contains information of up to 27 known neighbor vehicles. As mentioned be-
fore, we select the 27 known vehicles in the largest distance to the ego vehicle. With-
out any information forwarding, the perception range is about 500m in our simu-
lation setup, since this is the configured single hop communication range. In the
first step, we analyze the average maximum perception range, which is defined as
the average distance of the farthest known vehicle. In Figure 47, the respective sim-
ulation results are depicted. Since the confidence intervals are very small, these are
poorly visible in Figure 47. Therefore, we provide the evaluation result data in Ta-
ble 41 in Section A.3.3. It can be clearly seen, that for all run configurations and
all simulated vehicle densities, the maximum perception range is much higher than
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Figure 46: Average trigger condition to send a new CAM in a scenario with 1500 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
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the one hop ad-hoc communication range. In case of a vehicle density of 250 vehi-
cles in the scenario, the average maximum perception range is in the range of about
1203− 1298m for all run configurations. In case of a minimum CAM sending rate
of 1 Hz, i. e., r.1− r.9, the average maximum perception range is about 1500m for a
vehicle density of 500 and 1000 vehicles. For a vehicle density of 1500 vehicles, the
average maximum perception range drops down to about 1300m. This is caused by
a high channel load, caused by the propagation of CAMs, due to the high number
of vehicles. For a lower CAM sending rate of 0.5 Hz, i. e., r.10 − r.18, the average
maximum perception range is a lot higher. The highest value is about 2154m and
can be seen for r.15 in the scenario of 1000 vehicles. Also for r.10− r.18, the average
maximum perception range drops down, due to a higher channel usage for CAM
propagation in the scenario of 1500 vehicles. However, values of the average maxi-
mum perception range remain in the range of 1750− 1855m. These results reflect the
fact that in case of a higher vehicle density not only the wireless channel gets more
crowded for CAM propagation, but also vehicles know much more neighbors and
only a subset of these can be forwarded as CPMs.
This effect is getting even clearer in our following results about the completeness
of knowledge. We define the average completeness of local vehicle knowledge as
the ratio of known vehicles to existing vehicles, in the respective distance. We have
analyzed this completeness for the distances of 250m, 500m, 750m and 1000m. The
respective results are depicted in Figures 48, 49, 50 and 51. Since the confidence in-
tervals are very small, these are poorly visible. Therefore, we provide the respective
evaluation result data in Tables 42, 43, 44 and 45 in Section A.3.3. Figure 48 gives
the results for the scenario of 250 vehicles. The relatively low vehicle density in this
scenario causes very homogenous behavior across all run configurations. In the dis-
tances of 250m, 500m and 750m, the completeness is for all run configurations very
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Figure 47: Average of the maximum perception range for all different evaluation run config-
urations r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14. Each, for
the scenario with 250, 500, 1000 and 1500 vehicles.
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high, with values in the range of 96− 99%. In a distance of 1000m, the complete-
ness drops down to about 85%, which can also be explained by the relatively low
vehicle density. This changes in case the scenario with 500 vehicles is used, as de-
picted in Figure 49. The vehicle density in this scenario is still relatively low, i. e., the
wireless channel is not crowded, because of CAM propagation. This causes a very
homogenous behavior across all run configurations. In the distances of 250m, 500m
and 750m, the completeness is for all run configurations very high, with values in
the range of 96− 98%.
In a distance of 1000m, the completeness drops down to about 88− 90%, which
can also be explained by the relatively low vehicle density. However, these are very
high values that reflect a nearly complete knowledge about moving neighbor vehi-
cles, even in 1000m distance. Figure 50 shows the result values for a scenario of 1000
vehicles. For run configurations r.1− r.9, the behavior is very similar with even bet-
ter results in 1000m distance. The average completeness of local vehicle knowledge
is for the 1000m distance in the range of 93%. For run configurations r.10 − r.18,
the average completeness decreases. This is caused by two factors: First, the CAM
sending rate is only 0.5 Hz for r.10− r.18 and thus, the completeness of knowledge
about vehicles in the direct communication range decreases. Second, we can see for
r.10− r.18 an increased perception range, which causes a lower level of completeness.
Similar results can be seen for the scenario of 1500 vehicles, as shown in Figure 51.
The higher vehicle density causes a higher channel load, due to CAM propagation,
which increases the previously mentioned effects. For r.1− r.9 the average complete-
ness of local vehicle knowledge decreases to about 90% in 1000m distance. In case of
r.10− r.18, the average completeness of local vehicle knowledge decreases to about
77%. Thus, the effects of a higher channel load are clearly visible.
completeness
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Figure 48: Average completeness of local vehicle knowledge, with respect to the ratio of
known vehicles to existing vehicles in the respective distance. The figure gives
results for a scenario with 250 vehicles for all different evaluation run configura-
tions r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14.
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Figure 49: Average completeness of local vehicle knowledge, with respect to the ratio of
known vehicles to existing vehicles in the respective distance. The figure gives
results for a scenario with 500 vehicles for all different evaluation run configura-
tions r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14.
Analysis of the channel busy rate: In the next step we analyze the effect of our
CAM forwarding mechanism, i. e., broadcasting CPMs, to the channel load. First, an
illustration of the CBR over time for one example vehicle in the four scenarios of
completeness
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Figure 50: Average completeness of local vehicle knowledge, with respect to the ratio of
known vehicles to existing vehicles in the respective distance. The figure gives
results for a scenario with 1000 vehicles for all different evaluation run configura-
tions r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14.
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Figure 51: Average completeness of local vehicle knowledge, with respect to the ratio of
known vehicles to existing vehicles in the respective distance. The figure gives
results for a scenario with 1500 vehicles for all different evaluation run configura-
tions r.1 to r.18, as described in Section 7.3.1.3 and listed in Table 14.
250, 500, 1000 and 1500 vehicles is shown in Figures 52, 53, 54 and 55. The figures
show a comparison of the ETSI ITS-G5 CAM reference implementation, i. e., run r.0,
and our approach in run configuration r.10, i. e., a minimum CAM sending rate of
0.5 Hz, a tolerated prediction error of 0.2m and a threshold to switch the kinematic
model of 0.3m
s2
. Similar, as mentioned before, in the ETSI ITS-G5 CAM reference im-
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Figure 52: Example illustration of Channel Busy Ratio (CBR) with the use of CPMs over time
for one example vehicle. The figure gives results for a scenario with 250 vehicles.
For our approach, the example shows run configuration r.10, i. e., a minimum
CAM sending rate of 0.5 Hz, a tolerated prediction error of 0.2m and a threshold
to switch the kinematic model of 0.3m
s2
.
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Figure 53: Example illustration of Channel Busy Ratio (CBR) with the use of CPMs over time
for one example vehicle. The figure gives results for a scenario with 500 vehicles.
For our approach, the example shows run configuration r.10, i. e., a minimum
CAM sending rate of 0.5 Hz, a tolerated prediction error of 0.2m and a threshold
to switch the kinematic model of 0.3m
s2
.
plementation, the transmission trigger and CBR is checked every 10ms, whereas in
our implementation we have used an interval of 100ms, due to computation time.
However, an increase of the trigger check rate in our approach, might further de-
crease CBR and PER. To show this effect, we have executed the evaluation for all run
configurations, also with a check interval of 10ms for the scenario of 500 vehicles.
The influence of a higher trigger check rate will be discussed in Section 7.3.2.3 and
the respective results for CBR are depicted in Figure 63. For the lowest vehicle den-
sity in the scenario of 250 vehicles, as depicted in Figure 52, the CBR is in general
relatively low at values below 10%. Our approach mostly remains below 5% CBR,
only some data points jump up to values of up to 30%. Overall the figure shows that
our approach has mostly lower CBR values for CAM and CPM together, compared
to the ETSI ITS-G5 CAM reference implementation, for low vehicle densities. Similar
results can be seen for the next higher vehicle density in the scenario of 500 vehi-
cles, as depicted in Figure 53. The CBR increases for the ETSI ITS-G5 CAM reference
implementation, mostly to values between 10% and 20%. The figure shows that our
approach overall remains below these values, mostly even below 10%. Only some
data points jump up to values of up to 40% and some few up to 50%. The follow-
ing Figure 54 gives the results for the next higher vehicle density in the scenario of
1000 vehicles. The CBR increases for the ETSI ITS-G5 CAM reference implementa-
tion, mostly to values between 20% and almost 30%. The two minima at about 60s
and 300s are caused by the straight elements of our simulation road network. The
result values of our approach have a wider distribution than for the scenarios of 250
and 500 vehicles and slightly follow the distribution of the values of the ETSI ITS-G5
CAM reference implementation. Overall, the figure shows that our approach has still
mostly lower CBR values for CAM and CPM together, compared to the ETSI ITS-G5
CAM reference implementation. But several result values are above these values in
the range up to 40%. Only some data points jump up to values of up to 50% and
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some few up to 60%. For the highest examined vehicle density in the scenario of
1500 vehicles, as depicted in Figure 55, the result value distribution of our approach
is significantly wider and has higher values. A large proportion follows the values
of the ETSI ITS-G5 CAM reference implementation and is in the same range. But
several result values are above these values in the range of up to 50%, and some
few up to 67%. The strong dispersion, compared to the ETSI ITS-G5 CAM reference
implementation reflects the missing of a DCC mechanism in our approach. Due to
our optimized object tracking mechanism, the wireless channel is still not completely
crowded, even with a very high vehicle density.
The average CBR is given in Figure 56 for all evaluation run configurations r.1 to
r.18 and for the four vehicle densities of 250, 500, 1000 and 1500 vehicles. Since the
confidence intervals are very small, these are poorly visible. Therefore we provide the
respective evaluation result data in Table 46, in Section A.3.3. The figure compares
the CBR values for our approach with CAM and CPM together, i. e., r.1 to r.18, with
the ETSI ITS-G5 CAM reference implementation. For vehicle densities of 250, 500 and
1000 vehicles in the scenario, our approach shows very homogenous CBR values over
all run configurations. For the two scenarios with the lower vehicle density, i. e., 250
and 500 vehicles, the CBR values of our approach are almost half compared to the
ETSI ITS-G5 CAM reference implementation. For the scenario of 1000 vehicles, the
CBR values are all comparable around 20%. In case of the highest vehicle density,
i. e., the scenario of 1500 vehicles, the CBR values of our approach exceed the result
values of the ETSI ITS-G5 CAM reference implementation. For r.1 to r.9, i. e., with a
minimum CAM sending rate of 1 Hz, the average CBR is in the range of 27%. In case
of r.10 to r.18, i. e., with a minimum CAM sending rate of 0.5 Hz, the average CBR is
in the range of 30%. This growth is due to the much larger size of CPMs compared
to CAMs. For r.10 to r.18, the amount of CAMs decreases and thus, the amount of
CPMs increases. The higher ratio of larger CPMs causes a higher CBR.
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Figure 54: Example illustration of Channel Busy Ratio (CBR) with the use of CPMs over time
for one example vehicle. The figure gives results for a scenario with 1000 vehicles.
For our approach, the example shows run configuration r.10, i. e., a minimum
CAM sending rate of 0.5 Hz, a tolerated prediction error of 0.2m and a threshold
to switch the kinematic model of 0.3m
s2
.
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Figure 55: Example illustration of Channel Busy Ratio (CBR) with the use of CPMs over time
for one example vehicle. The figure gives results for a scenario with 1500 vehicles.
For our approach, the example shows run configuration r.10, i. e., a minimum
CAM sending rate of 0.5 Hz, a tolerated prediction error of 0.2m and a threshold
to switch the kinematic model of 0.3m
s2
.
Analysis of the local knowledge: An indicator that describes the overall vehicular
perception, with regard to moving objects, is the average amount of known other
vehicles in the local vehicle database, that we compare for our approach with and
without the use of CPMs. Also here, the confidence intervals are very small and
poorly visible. Therefore, we provide the respective evaluation result data in Tables
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Figure 56: Average Channel Busy Ratio (CBR) with the use of CPMs. The figure gives results
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14. Each, for the scenario with 250, 500, 1000 and 1500
vehicles.
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Figure 57: Average amount of known other vehicles in the local vehicle database, with and
without the use of CPMs. The figure gives results for a scenario with 250 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
47, 48, 49 and 50 in Section A.3.3. The results for the lowest vehicle density, i. e., the
scenario of 250 vehicles, are given in Figure 57. First of all it can be seen, that the
amount of known neighbor vehicles is very homogenous over all different evaluation
run configurations r.1 to r.18. Without the use of CPMs, the average amount of
completeness
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Figure 58: Average amount of known other vehicles in the local vehicle database, with and
without the use of CPMs. The figure gives results for a scenario with 500 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
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Figure 59: Average amount of known other vehicles in the local vehicle database, with and
without the use of CPMs. The figure gives results for a scenario with 1000 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
known other vehicles in the local vehicle database is about 63. In case of using CPMs,
we are able to almost double this value to about 110 vehicles. A similar result can be
seen for the next higher vehicle density, i. e., the scenario of 500 vehicles, as depicted
in Figure 58. The amount of known neighbor vehicles is very homogenous, with
nearly same values over all evaluation run configurations r.1 to r.18. Without the use
of CPMs, the average amount of known other vehicles in the local vehicle database is
about 120. In case of using CPMs, we are able to almost double this value to about 220
vehicles. For the vehicle density of 1000 vehicles in the scenario, the result slightly
differs, as depicted in Figure 59. Without the use of CPMs, the average amount
of known other vehicles in the local vehicle database is still homogenous over all
evaluation run configurations, with values of about 230 vehicles. In case of using
CPMs, we are able to almost double this value to about 455 vehicles. But in case of
using CPMs, we see a drop between r.1 to r.9 and r.10 to r.18 to an average amount
of known other vehicles in the local vehicle database of about 425 vehicles. A reason
for this effect is the maximum valid time of CAM information. In case of the lower
CAM sending rate in r.10 to r.18, received vehicle information can be older and thus
gets deleted earlier. Similar results can be seen for the highest vehicle density of
1500 vehicles in the scenario, as depicted in Figure 60. In this high vehicle density,
the previously mentioned effect is almost bigger. This is due to a reduced average
CAM sending rate, caused by a higher CBR and slightly reduced mobility, because
of congested road segments. This effect is already visible in case of using only CAMs
without CPMs. In this case, the drop in the average amount of known other vehicles
in the local vehicle database is from about 330 vehicles for r.1 to r.9 to about 325
vehicles for r.10 to r.18. In case of using CPMs, we are able to almost double this
value to about 655 vehicles for r.1 to r.9. For r.10 to r.18 we see a drop to an average
amount of known other vehicles in the local vehicle database of about 570 vehicles.
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Figure 60: Average amount of known other vehicles in the local vehicle database, with and
without the use of CPMs. The figure gives results for a scenario with 1500 vehicles
for all different evaluation run configurations r.1 to r.18, as described in Section
7.3.1.3 and listed in Table 14.
Analysis of the packet error rate: Finally, we consider the PER in case of using CPMs.
The evaluation results of the average PER of our approach with the use of CPMs for
all four vehicle densities, are depicted in Figure 61. We provide the respective evalu-
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Figure 61: Average Packet Error Rate (PER) of our approach with the use of CPMs. The
figure gives the results for all different evaluation run configurations r.1 to r.18, as
described in Section 7.3.1.3 and listed in Table 14. Each, for the scenario with 250,
500, 1000 and 1500 vehicles.
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ation result data in Table 51 in Section A.3.3. The results of the average PER of our
approach without the use of CPMs for all four vehicle densities, are depicted in Fig-
ure 42 and have been previously discussed. For the scenario of 250 vehicles, the PER
is in the range of about 10%, with 1% to 2% lower values for r.10 to r.18. We can see
a linear increase of the PER with an increase of the vehicle density. For the scenario
of 1500 vehicles, we can see an average PER of about 34% for run configurations
r.1 to r.9, i. e., a minimum CAM sending rate of 1 Hz. Without the use of CPMs, as
given in Figure 42, we can see a higher average PER of about 39%. This drop is due
to the much larger size of CPMs compared to CAMs. The longer continuous channel
occupancy, caused by the larger CPMs, reduces collisions caused by simultaneous
transmission starts. For run configurations r.10 to r.18, we can see an average PER
of about 23% for the scenario of 1500 vehicles. Compared to only using CAMs, this
is an increase of about 3%, caused by the higher total number of messages in case
of r.10 to r.18. However, the PER is strongly affected by the trigger check frequency,
as we show in the following Section 7.3.2.3. The relatively simultaneous start of all
simulated vehicles and the congruence of the trigger check interval with minimum
CAM sending rate, leads to a not representative high PER.
7.3.2.3 Influence of Trigger Check Frequency
The used ETSI ITS-G5 CAM reference implementation uses a trigger check interval
of 10ms, despite the minimum CAM sending interval is 100ms. In our approach, as
presented in the previous Sections, we used a trigger check interval of 100ms, due to
the high computation time in the simulations. To analyze the effect of an increased
trigger check frequency from 10 Hz to 100 Hz, we consider the number of generated
CAMs, the CBR and the PER in the scenario of 500 vehicles in the following. There-
fore, we have executed our evaluations again for the scenario with 500 vehicles, this
time with a trigger check frequency of 100 Hz, i. e., a trigger check interval of 10ms.
First of all, we start with a comparison of the average number of generated CAM
messages, with a trigger check interval of 100ms and 10ms. As a reference, the stan-
dardized ETSI ITS-G5 CAM implementation, i. e., r.0, needs about 2373 CA messages
in this scenario, as given above in Figure 36 and in Table 29 in Section A.3.3. Figure
62 shows the evaluation results of the average number of generated CAM messages
for a scenario with 500 vehicles, with a trigger check interval of 100ms and 10ms. We
provide the respective evaluation result data in Table 52 in Section A.3.3. The figure
shows an increase of the average number of generated CAM messages of 7% to 20%,
for run configurations r.10 to r.12 even up to 39%. With the higher trigger check
frequency, the system is able to react more dynamically on changes in the vehicle
dynamics. As a consequence thereof, the points in time individual vehicles trying to
send new CAMs are more equally distributed, which reduces transmission collision
risk. These effects can be seen in the Channel Busy Ratio (CBR) and Packet Error
Rate (PER), as considered in the following.
Analysis of the channel busy rate: The next considered performance parameter is
the CBR for a trigger check interval of 10ms. As reference, the standardized ETSI
ITS-G5 CAM implementation, i. e., run configuration r.0, has in this scenario a CBR
of about 15%, as given above in Figure 41 and in Table 33 in Section A.3.3. This
configuration also uses a trigger check interval of 10ms. The other results in Figure
41, i. e., run configuration r.1 to r.18, show the respective results for a trigger check
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interval of 100ms. The respective results with an increased trigger check interval of
10ms, are given in Figure 63 for the scenario with 500 vehicles. For broadcasting
CAMs with our approach, we can see a slight increase of the CBR from about 2.2%
to 2.2 − 2.6% for run configurations r.1 to r.9, and from about 1.2% to 1.3 − 1.6%
for run configurations r.10 to r.18. This increase corresponds to the increase in the
number of sent CA messages, as previously shown. Figure 63 also shows the CBR
regarding our CAM forwarding mechanism, i. e., broadcasting CPMs, with a trigger
check interval of 10ms. The respective results for a trigger check interval of 100ms
have been previously shown in Figure 56. In case of the higher trigger check interval,
we can see almost similar CBR values around 8%. For run configurations r.1 to r.6,
we can even see lower values of about 7%, which is a decrease of about 1.25% to
1.45% compared to sending CPMs with a higher trigger check interval of 100ms. For
run configurations r.7 to r.9, we can even see about 0.45% higher values and for r10
to r.18, the results are almost the same compared to sending CPMs with a higher
trigger check interval of 100ms. Overall, we can see that the CBR is not significantly
affected by the trigger check frequency.
Analysis of the packet error rate: Slightly different results can be seen for the PER,
as considered in the following. Here, we can see a considerably strong decrease of
the PER, compared to the higher trigger check interval of 100ms. As a reference, the
standardized ETSI ITS-G5 CAM implementation, i. e., run configuration r.0, has a
CBR of about 9.4% in this scenario, as given above in Figure 42 and in Table 36 in
Section A.3.3. This configuration also uses a trigger check interval of 10ms. The other
results in Figure 42, i. e., run configuration r.1 to r.18, show the respective results for
a trigger check interval of 100ms. The respective results with an increased trigger
check interval of 10ms, are given in Figure 64 for the scenario with 500 vehicles. In
case of only broadcasting CAMs, we can see for r.1 to r.6 a strong decrease of the
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Figure 62: Comparison of the average number of generated CAM messages with a trigger
check interval of 100ms and 10ms. The figure gives the results for a scenario with
500 vehicles for all different evaluation run configurations r.1 to r.18, as described
in Section 7.3.1.3 and listed in Table 14.
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Figure 63: Comparison of the average CBR for broadcasting only CAMs and CAMs together
with CPMs, with a trigger check interval of 10ms. The figure gives the results for
a scenario with 500 vehicles for all different evaluation run configurations r.1 to
r.18, as described in Section 7.3.1.3 and listed in Table 14.
PER from about 15% to about 3% and for r.10 to r.18 a decrease from about 8− 10%
to about 3.5%, compared to a trigger check interval of 100ms. Exceptions are the
results of r.7 to r.9, which show a slight increase of the PER of about 1.5%, from
values of about 15% to about 16%. A similar decrease of the PER can be seen in
case of using additionally CPMs. For the 10ms trigger check interval, we can see for
r.1 to r.6 a strong decrease of the PER from about 17% to about 6%, compared to a
trigger check interval of 100ms. In case of r.10 to r.12, the results remain relatively
the same with values of about 13%. For r.7 to r.9 and for r.13 to r.18, we can see a
slight increase in PER of about 1%. Run configurations r.7 to r.9 have the highest
tolerated prediction error of 1m. The results show that a high tolerated prediction
error may cause simultaneous transmissions. This might be caused by a specific road
geometry or moving pattern, which causes a simultaneous prediction error trigger.
Overall, the results show the strong influence of the trigger check rate with regard
to the PER. However, this might be caused by the simulation tools and setup.
7.3.2.4 Data Accuracy and Granularity
In real world, sensor values are commonly not absolutely correct, but containing
some errors. These errors are caused by interference and sensor noise. As an ex-
ample, positioning via GNSS has a certain inaccuracy. This inaccuracy depends on
system related components, e. g., antenna quality, and dynamic atmospheric effects.
The same holds true for all measurements, also for heading, acceleration and veloc-
ity. Typically this inaccuracy can be modeled as a variance with a certain probability
distribution. For instance GPS noise is Gaussian distributed plus a certain shift in
consecutive measurements, caused by satellite, atmospheric and receiver effects [160,
161]. By the use of additional ground stations, a commercial correction signal, named
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Figure 64: Comparison of the average PER for broadcasting only CAMs and CAMs together
with CPMs, with a trigger check interval of 10ms. The figure gives the results for
a scenario with 500 vehicles for all different evaluation run configurations r.1 to
r.18, as described in Section 7.3.1.3 and listed in Table 14.
Differential Global Positioning System (DGPS), is generated. This can be used to in-
crease GPS accuracy in the range of some centimeters [162]. Additionally processing
delays would occur in a real world system and map material will be mostly not free
from errors.
Each error source causes the need of an own error model, which leads to high
complexity. On the other hand, the magnitude of error can be significantly reduced
by high quality sensors, sensor fusion and the use of commercial correction services
like DGPS. Thus, we have not considered theses measurement errors in our evalua-
tions. In our considerations the focus is on communication and not on measurement
errors. But in exchange we have set the parameter for the tolerated prediction error
ε to relatively low values of 0.2m, 0.5m and 1m.
Moreover, in our simulations the map material is also provider for position infor-
mation. This leads to a 100% accuracy in positioning with 100% congruency. In a real
world setup this is not realistic. To show the behavior of our system in comparison to
real world conditions, we have used a recorded real world vehicular DGPS trace. The
trace was provided by Daimler AG, Stuttgart. A test vehicle, equipped with DGPS
and recording hardware, performed a test drive of 23.3km in total, as depicted in Fig-
ure 65. The vehicle started at exit 21 Sindelfingen-Ost, continued on A81 in direction
Singen, used the exit 24 at Böblingen-Hulb and continued on A81 in direction Stuttgart,
used again exit 21 Sindelfingen-Ost continued again on A81 in direction Singen, used
again exit 24 at Böblingen-Hulb, continued on Böblinger Straße and then turned left
onto Gottlieb-Daimler Straße. The recorded trace is composed of 17.6km motorway,
4.7km feeder road and freeway interchange as well as 1km urban road. The total
recording time is 1120 seconds, i. e., about 18.7 minutes, with a position value every
0.1 seconds. Since it is a trace of a single vehicle, we can not analyze channel load
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effects caused by neighboring vehicles. But we compare the amount of sent CAMs
according to the ETSI ITS-G5 standard CA service and our approach. Therefore, we
use the described trace as input for the CAM sending mechanism. In Figure 66 we
give the results of sent CAM messages, as number of generated messages over time,
for r.0, the CAM sending mechanism according to standardized ETSI ITS-G5 imple-
mentation, and r.1 and r.10 for our approach as comparison. For position prediction
in our approach we still stick to the simple map source as previously described. We
have selected r.0 and r.10, with TCAM,min of 0.5 Hz and 1 Hz as an example con-
figuration of our approach, since the minimum CAM sending rate has the strongest
impact, according to the amount of sent messages. The figure shows for r.0 a total
amount of 5029 sent CA messages. This corresponds to an average sending rate of
approximately 5 Hz and correlates with our previously presented results of our sim-
ulations. For our approach in configuration r.1 we get 1760 sent CA messages and
in r.0 we get 1536 sent CA messages. This shows a reduction of sent CA messages
of up to 70%. These results show the transferability of our approach towards a real
world scenario.
7.3.2.5 Discussion
The primary intention of our communication based object tracking mechanism is to
free-up bandwidth, which is used in turn to extend the tracking range by information
forwarding. This enables a significant increase of the vehicular perception range,
with respect to moving objects. In our approach, we combine two kinematic models
with a map based heading adjustment to realize trajectory prediction. Based on the
this prediction, we control the transmission rate of position beacons, i. e., CAMs.
The sender observes the accuracy of an ego position estimator, that is based on the
prediction model, and the measured position. Input of the position estimator is the
last broadcasted CAM. The used prediction module on the sender side is the same as
on the receiver side. Thus, the sender estimates the difference between the measured
ego position and the position, a neighbor vehicle would estimate. Next, a new CAM
is only broadcasted if the calculated difference violates a given threshold or a timer
exceeds. Thus, our aim is not to prevent channel congestion with a high PER, but
to proactively reduce the overall channel load to a minimum. Related approaches
in literature are typically related to safety relevant use cases and tend to achieve a
Figure 65: Visualization of the route of the used DGPS trace.
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Figure 66: Illustration of the number of generated CAM messages over time for one example
vehicle, based on the used DGPS trace. Comparison of standardized ETSI ITS-G5
CAM implementation to our approach. For our approach we have selected run
configuration r.1 and r.10 (cf. Table 14), which have a minimum CAM sending
rate of 0.5 Hz and 1 Hz, each with a tolerated prediction error of 0.2m and a
threshold, to switch kinematic model, of 0.3m
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high CAM, or BSM, transmission rate [79, 94, 80]. The use of trajectory prediction,
to control the transmission rate, is also used in other approaches, but only based
on a single kinematic model and to increase a basic transmission rate, in case of
high vehicle dynamics [93, 94]. Other approaches additionally decrease the transmit
power, to avoid channel congestion [56]. However, this would be contrary in our
approach of increasing the perception range.
Our used simulation scenario is exactly the same as in [94, 80], which allows us to
compare some evaluation metrics. Our primary aim is to free-up bandwidth, that can
be typically measured as CBR, also named channel busy percentage in [94, 79]. In
case of the standardized ETSI ITS-G5 CAM implementation, we can see an average
CBR of about 21%, which also corresponds to the results shown in [94, 80]. With
our approach, we are able to reduce the CBR in all cases to values below 4%, which
results in about 80% less channel load.
Another metric that reflects the average channel load is the average CAM sending
rate, related to the Inter Transmit Time (ITT) in [94]. In case of the standardized ETSI
ITS-G5 CAM implementation, we can see values of up to about 7 Hz. It is decreasing
to about 3 Hz, in case of a higher channel load, which reflects the attempt to achieve
a high transmission rate. Other approaches, that also use trajectory prediction, like
InterVehicle Transmit Rate Control (IVTRC) [93] or InterVehicle Transmit Rate and Power
Control (IVTR-PC) [56], show in this scenario an average CAM sending rate of about
3.6 Hz for all vehicle densities [94]. Approaches, that focus more to the channel
load itself, like Linear Integrated Message Rate Control (LIMERIC) [80] or Error Model
Based Adaptive Rate Control (EMBARC)[94], show in our considered scenario an
average CAM sending rate between 10 Hz and 2 Hz, depending on the channel
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load, respectively vehicle density. In case of our approach, we are able to reduce the
average CAM sending rate down to about 0.5 Hz, independent of the vehicle density
without losing tracking accuracy. To get an impression of real world behavior of our
CAM mechanism, we used a real world DGPS trace. The respective results still show
a very promising low average CAM transmission rate of about 1.37 Hz.
To obtain our primary aim of an extended perception range, we introduced the
Cooperative Perception Message (CPM), that is broadcasted by each vehicle to for-
ward local perception knowledge. Thus, the freed-up bandwidth is used to forward
tracking information. The basic principle is to use a local position estimator for each
known vehicle, that is overridden each time recent information of the respective ve-
hicle is received. If no position update is received for a certain time, the respective
vehicle is removed from the local perception knowledge. With this approach, we
achieve an average completeness of the local perception knowledge of more than
90%, even in the high traffic density scenario of 1500 vehicles.
As a result, we can see an increased CBR and PER. But with respect to the PER,
we have identified an insufficient trigger check rate as major cause. This resulted in
relative synchronicity of the simulated vehicles and as a consequence, a high PER.
Hence, we have repeated our experiments with a higher trigger check interval of
10ms, according to the ETSI implementation. The results show a significant decrease
of the PER. Even in case of broadcasting CPMs in addition to CAMs, we achieve a
significantly lower PER, compared to the standardized ETSI ITS-G5 CAM broadcast
approach. Whereas the ETSI implementation has an average PER of about 10% (c.f.
Figure 42) in the scenario of 500 vehicles, our CAM approach shows an average
PER of only about 3%. In case of broadcasting CPMs in addition, we can see a
doubled PER of about 6% that is still significantly lower in comparison to the ETSI
approach. According to the better PER results, compared to the standardized ETSI
ITS-G5 implementation, we assume our approach also as robust enough for safety
relevant use cases.
To verify our results under real world conditions, an extensive field test would be
the next step. However, this would require extensive resources that are not available
within this work. An improvement to ensure global fairness, with respect to wireless
channel usage, could be to add CBR information to the CPMs and the use of a
respective local channel congestion management, similar as shown in [94]. But due
to the overall significantly reduced channel load, this should be not necessary.
As shown in our evaluation, with our approach we are able to significantly reduce
the amount of CA messages down to rates of about 0.5 Hz. Due to the significantly
reduced amount of messages, a respective object tracking might also be possible via
cellular networks. According to [163], such low CAM rates would allow a single LTE
base station to support about 1200 vehicles in an infrastructure based approach. A
possible scenario, applying to the novel paradigm of edge computing, would be an
edge server (also known as cloudlet), directly connected to the cell tower (eNB), that
provides long-range perception based services [65, 164, 165].

8
C O N C L U S I O N S A N D O U T L O O K
Today’s vehicular Advanced Driver Assistance Systems (ADASs) are limited by the
physical sensing range of built-in sensors. Within this thesis, we presented our con-
cept to extend this perception range, to provide the means to enhance existing
ADASs and even enable completely new ADAS concepts, including more predic-
tive systems. Within this final chapter, we first summarize the main contents and
contributions of this thesis in section 8.1, followed by a discussion of potential future
work in Section 8.2.
8.1 summary and conclusions
Advanced Driver Assistance Systems (ADAS) become increasingly important, due
to growing vehicular traffic, that is getting more dense and complex, with more
accidents and a higher environmental impact [2, 3, 4]. In this context, we have iden-
tified the bounded perception range of built-in sensors, as a limiting factor for the
capabilities of ADASs. An extension of this perception range is required, in order to
enhance existing or even enable completely new ADAS concepts. This will enable
more predictive systems, to increase traffic efficiency and driving comfort, economy
and safety. Thus, our overall aim within this thesis is the extension of the vehicular
perception range, to provide the information basis for future ADASs. The respective
research questions that we have addressed in this thesis are: How to collect perception
information efficiently?, Which information is relevant? and How to efficiently distribute
respective information?
In a first step, we started with a comprehensive analysis of connected vehicle appli-
cations and use cases from European Telecommunications Standards Institute (ETSI)
documents and relevant research publications. Based on this, we have restructured
the described use cases into a harmonized categorization scheme. This scheme con-
sists of three zones of information demands, namely safety zone, awareness zone and
information zone. In addition, we have discussed aspects of the communication range
of vehicular ad-hoc networks and derived the feasible communication technologies
for the three zones of information demands. Whereas the safety zone is out of scope of
this thesis, we have introduced appropriate communication solutions for the aware-
ness zone and the information zone.
With regard to the information zone, we propose a logically central approach, that
consists of a probabilistic information gathering approach, as introduced in Chap-
ter 5, and an information distribution approach as cloud-based eHorizon, as intro-
duced in Chapter 6. With regard to the awareness zone, we identified the need of
long-range information about moving objects, i. e., other vehicles. The proposed so-
lution uses information forwarding, based on vehicular ad-hoc communication, as
introduced in Chapter 7. As a prerequisite, we introduced an optimized communica-
tion scheme for tracking neighboring vehicles, since state-of-the-art communication
approaches use up the complete wireless channel in, case of dense traffic.
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Our probabilistic information gathering approach intents to minimize the cellular
data traffic and thus, minimize transmission costs. Concurrently, a certain maximum
desired detection latency is guaranteed, since the data quality depends on the latency
it takes to transmit a certain information to the backend, with a defined redundancy.
We have named our proposed approach ProbSense.KOM, and have also introduced
the extension Hybrid-ProbSense.KOM, that is based on hybrid communication, i. e.,
the use of cellular networks and vehicular ad-hoc communication. In contrast to
classic data collection approaches, that use local pre-processing or clustering with
aggregation to reduce the data traffic, our approach makes use of an incomplete
transmission model. The potentially high amount of redundancy in the transmitted
data is reduced by transmission probabilities, that are adjusted by a backend. The
appropriate transmission probability is calculated based on the received data rate, to
minimize the total amount of data traffic and concurrently stick to a certain maxi-
mum desired detection latency. This adjustment of the transmission probabilities is
calculated individually for each event type and separately for each geo cell. A cer-
tain maximum desired detection latency is guaranteed, as long as a sufficiently high
vehicular traffic density allows enough event detections. Periodically adjustments
enable to cope with a continuously varying traffic density over time. Thus, the back-
end serves as an always up-to-date information source, which is the basis to provide
a cloud-based eHorizon to extend the vehicular perception. We have evaluated our
approach with the open available TAPAS Cologne and Luxembourg LUST scenarios in
the SUMO traffic simulator. The results have shown a possible reduction in the total
cellular data traffic of about 55%, compared to an opportunistic transmission model.
In case of the availability of additional vehicular ad-hoc communication, our hybrid
communication model Hybrid-ProbSense.KOM even shows a possible reduction of
up to 82%. Even a penetration rate with vehicular ad-hoc communication of about
25% shows significant reductions and a penetration rate of about 50% is enough to
achieve roughly the maximum possible reduction of cellularly transmitted data.
To provide this logically central up-to-date information towards the ADASs in the
vehicles, we propose our cloud-based eHorizon provider, that we have also provided
under an open source license to the community. The system is able to segmentally
transmit an eHorizon and makes use of an asynchronous robust communication ap-
proach. The concept allows to transmit only data that is relevant for the current trip
and makes constant map updates unnecessary. Our concept also includes a heuris-
tic Most Probable Path (MPP) determination, which allows to provide an eHorizon
without any knowledge about the requesting vehicle. However, knowledge about
the MPP from historic data or from the navigation system allows to decrease the
necessary amount of transmitted data.
Regarding the awareness zone, more dynamic information is required, i. e., long-
range information about other vehicles. Due to the high amount of required data,
we propose direct inter-vehicle communication, with an according information for-
warding, based on vehicular ad-hoc communication. However, in case of dense traf-
fic, state-of-the-art communication approaches for tracking neighboring vehicles use
up the complete wireless channel, even in combination with channel load control
mechanisms. Thus, a prerequisite to enable the forwarding of dynamic vehicle in-
formation, is an overall optimized approach to communicate tracking related vehicle
information. In this context, we have introduced a communication based object track-
ing mechanism, that can significantly reduce the channel load. The sender vehicle
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estimates the entropy in a new position message. Our general concept makes use of
trajectory prediction, that we have realized with the combination of two kinematic
models, with a map based heading adjustment. The transmission of new position
beacons is controlled, based on an estimated error in the trajectory prediction. All
vehicles run a position estimator for each known neighbor vehicle, based on the last
received position beacon. Moreover, each vehicle makes use of an ego-position esti-
mator, that reflects the position, a neighbor would estimate. This position estimator is
exactly the same as used in the neighbor vehicles and uses only the last transmitted
position beacon as input. Hence, a vehicle runs locally the same position estimator
for its own position, as the neighbors. By a comparison of the measured own position
and the output of the ego-position estimator, a vehicle can estimate the error of the
own position in the neighboring vehicles’ position estimation. A new position bea-
con is only broadcasted, in case the calculated difference violates a given threshold
or a timer exceeds. State-of-the-art solutions prevent channel congestion with a high
Packet Error Rate (PER), but intend a constantly high channel load. In contrast to
this, we proactively reduce the overall channel load. We have done extensive simula-
tions in a network simulator. With our approach, we are able to reduce the Channel
Busy Ratio (CBR) in all settings to values below 4%, which results in about 80% less
channel load. A real-world comparison, based on a differential GPS trace, has shown
promising results with an average position beacon transmission rate of about 1.37 Hz.
Additionally, our approach makes use of the freed-up bandwidth to forward local
perception information about neighbor vehicles. Each vehicle uses a position estima-
tor for each known vehicle, also for those known from forwarded information, that
is overridden each time recent information of the respective vehicle is received. If
no position update is received for a certain time, the respective vehicle is removed
from the local perception knowledge. In the simulated scenario, our approach has
shown an average completeness of the local perception knowledge of more than 90%
in 1000 m distance, even in case of a very high vehicle density. Moreover, our simu-
lations have shown a lower Packet Error Rate (PER) compared to the standardized
ETSI ITS-G5 implementation. Hence, we assume our approach as robust enough for
safety relevant use cases.
In summary, we can conclude, that the combination of our introduced mechanisms
provide the means for a holistic extension of the vehicular perception range. Each use
case category has its own demands, that have been addressed with an appropriate
solution.
8.2 outlook
As the initial step, to consider the demands of ADASs, we analyzed connected ve-
hicle applications and use cases. Some of these use cases already deal with future
needs of cooperative driving maneuvers and completely autonomous vehicles. How-
ever, until now, fully autonomous driving is not yet applied in real traffic. This results
in a lack of experience, that will probably bring several new use cases and applica-
tion demands in the future. This may result in a need of additional communication
strategies.
With respect to our probabilistic information gathering approach, a further exten-
sion might be the consideration of fairness, in case of the hybrid communication
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approach. Some vehicles might have unfair low cellular communication costs. We
have not considered the fairness aspect, since our aim was to reduce the overall
cellular data traffic.
To provide the gathered up-to-date information back to the vehicles, we propose a
cloud-based eHorizon provider. We assume such a service to be logically central, but
physically distributed. Comparable to Content Delivery Networks (CDNs), used for
multimedia distribution, an appropriate mechanism distributes respective requests
towards the best suited server instance, typically located in proximity to the requester.
The design of such a highly scaleable backend concept was not scope of our work.
However, we have introduced a cloud based service framework, to support mobil-
ity data based services in [17]. A future extension might be the integration of our
eHorizon and probabilistic information gathering approaches. Moreover, also object
tracking based cloud services might be possible, by making use of edge comput-
ing and in-network intelligence [164, 165]. In addition, cellular communication is
bidirectional, in contrast to vehicular ad-hoc communication, with link layer error
correction, which results in a more reliable connection with a lower Packet Error
Rate (PER). Our introduced object tracking approach requires much less bandwidth,
than traditional approaches, which could make the approach an enabler for tracking
based services.
Finally, a required next step would be to verify our results under real-world condi-
tions in an extensive field test. However, this would require extensive resources, that
have not been available within this work.
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A P P E N D I X
a.1 use case itemization
As explained in Chapter 4, we have derived three zones of information demands
from the use cases described in the ETSI specifications and standards as well as
relevant research publications [68, 69, 70, 38, 61, 66, 129]. We have named these
three zones safety zone, awareness zone and information zone. As mentioned before, the
distinction of these zones belongs to the respective tolerated latency between the
occurrence of an event and the point in time, the information has to be processed
at the receiver side. Each of these zones contains of a set of related use cases. We
have extracted these use cases out of literature and categorized them into subgroups.
Each subgroup is assigned an ETSI application class, the ETSI message types, and
the common goal.
a.1.1 Safety Zone Use Cases
Use Cases of the safety zone are listed in Figure 67. These use cases have a high safety
impact and the maximum latency between the occurrence of an event and the point
in time the information has to be processed at the receiver side is below 2-5 seconds.
In general, for these use cases the respective application has to react automatically,
because of the low reaction time. For use case realizations, mobile ad-hoc communi-
cation is the appropriate technology. This is due to the high latency demands and
the fact that the availability of cellular networks cannot be guaranteed within the
short communication window. The safety zone has two main subcategories, namely
collision prevention and collision risk warning. The respective use case examples are
explained in the following.
Collision Prevention
The main purpose of this subcategory is to increase driving safety. Focus is here
the direct prevention of an imminent collision. In ETSI documents it is categorized
as active road safety. These use cases are mostly covered in the EU by the already
specified DENM and in the US by the BSM.
• Merging traffic turn warning: A vehicle merges the main road at a T-junction.
Vehicles on the main road have to be informed about the presence, position and
movement of the incoming vehicle to avoid lateral collision. If no line of sight
between the vehicles is possible, e. g., obstructed by buildings, a RSU should
be installed to relay messages [68].
• Across traffic turn warning: A vehicle drives along the main road and is intend-
ing to turn left, i. e., crossing the opposing traffic. In a country of driving left,
this turn is accordingly to the right. By the use of communication technology,
approaching vehicles are informed that the transmitting vehicle is intending to
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turn left, across opposing traffic. A lateral collision should be prevented. The
indication to turn does not authorize the respective vehicle. If the vehicle re-
gardless starts the turn maneuver, i. e., violates the right of way, an emergency
break or evasive trajectory can be started as early as possible to prevent an
accident, or at least to mitigate the collision.
• Cooperative forward collision warning: Several vehicles drive consecutively
on a road. One vehicle has an accident or has to execute an emergency break.
Information about event type and position is broadcasted by the first most ve-
hicle. Following vehicles relay the message to extend notification range. A lon-
gitudinal collision should be prevented. Vehicles that receive the message can
react accordingly and instantaneously execute an emergency break or evasive
trajectory.
• Cooperative glare reduction: Vehicles are driving towards each other at night,
e. g., on a country road. Both vehicles are able to automatically switch from
high-beams to low-beams, by detecting each other, enabled by the exchange of
information about presence, position, speed and driving direction. A frontal
collision should be prevented.
• Signal violation warning: A vehicle is violating a traffic signal, e. g., driving
over a red traffic light, and deductively increases an accident risk. The detection
can e. g., be realized by the traffic light itself, equipped with sensors and a RSU.
A collision of affected vehicles should be prevented. Respective information is
broadcasted to affected vehicles in the surroundings.
Use Case
Information (> 30 s)
Flow inﬂuencing
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Co-operative Navigation (CoNa)
Speed Management (CSM)
Traﬃc light optimal speed advisory
Increase comfort and economic
For non adaptive traﬃc lights
Weather information
Increase safety
Rerouting (e.g. black ice)
Optimal wiper control
Traﬃc condition information
Increase eﬃciency  - comfort and economic
Traﬃc jam info 
Route guidance and navigation
Flow dependent rerouting
Road segment information
Co-operative traﬃc eﬃciency
Uses: CAM, MAP, other
Speed Management (CSM)
Shape information
Increase safety and comfort
Adaptive cruise control (ACC)
Curve warning
Overtaking assistant
Lane departure warning
Electronic stability control (ESP)
Adaptive front lightning system
Condition information
Increase economic and comfort
Small road or low vertical clearance prevent damage or detour by return
Pot hole / bad road info prevent damage (attrition)
Regulatory information
Increase economic and safety
Traﬃc sign information (e.g. speed limit)
Regulatory / Contextual (e.g. speed limit)
Roadwork information
Adaptive learning
Increase economic and comfort
Route/segment details learning 
Location based services (LBS)
Co-operative local services
Uses: CAM, MAP, other
Opens P2P session
Point of Interest information
Increase eﬃciency, safety and comfort
Alternative delivery option
Increase comfort (customer)
Neighbor
Optimal delivery times
prevent loss of time
Increase customer satisfaction
Parking place information
prevent loss of time and congestion
parking place with charging if necessary
Accident / breakdown timely info + rerouting or speed reduction
Public transport information Bus & Train Schedule
Delivery point details
Exact position of door bell
Property access
Special information (e.g. dog, goose)
ITS local electronic commerce
Increase economic and comfort
Media Downloading
LBS advertisement
Automatic access control and parking management
Awareness (2 s - 30 s)
Moving objects
Co-operative Awareness (CA)
Uses: CAM, DENM, other
Active road safety
Increase safety
Overtaking vehicles
Lane Change Maoeuvre
speed info
distance be ween vehicles
Slow vehicle identiﬁcation
Intersection collision warning
Motorcycle approaching indication
Emergency vehicle warning
Cooperative maneuvers
Co-operative traﬃc eﬃciency and safety
Uses: other
Increase economic, safety and comfort
Co-operative overtaking
Co-operative merging
Co-operative distance control
Co-operative turn and fork
Location based
Road Hazard Warning (RHW) 
& Co-operative traﬃc eﬃciency
Uses: CAM, DENM, other
Increase economic, safety and comfort
Rain drop rate (precipitation)
Free parking lot announcement
Reduced visibility (fog)
End of a traﬃc jam (tail)
Green driving / Traﬃc Eﬃciency
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Increase economic and comfort
Traﬃc light information
Smooth urban traﬃc
Traﬃc light optimal speed advisory Speed Management (CSM)
Safety (< 2-5 s)
Collision Prevention
Co-operative collision prevention assistance
Uses: DENM
Active road safety
Increase safety
Merging traﬃc turn warning
Across traﬃc turn warning
Co-operative forward collision warning
Co-operative glare reduction
Signal violation warning
Collision Risk Warning
Co-operative collision risk warning
Uses: DENM
Active road safety
Increase safety
Emergency electronic break lights 
Overtaking assistant
Pedestrian detection
Obstacle warning
Stationary vehicle - vehicle problem
Stationary vehicle - accident
Roadwork warning
Adverse weather condition 
Wrong way driver warning
Figure 67: Itemization of the safety zone related use cases.
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Collision risk warning
The main purpose of this subcategory is to increase driving safety. Focus is here the
warning of a possible collision risk in direct proximity of the ego vehicle. In ETSI
documents it is categorized as active road safety. These use cases are mostly covered
in the EU by the already specified DENM and in the US by the BSM.
• Emergency electronic break lights: A vehicle has to execute hard breaking.
This triggers the broadcast of a respective message to the following vehicles,
to inform about a sudden traffic slowdown. A longitudinal collision should be
prevented.
• Overtaking assistant: A vehicle broadcasts maneuver status information, while
performing an overtaking action. Affected vehicles in the surroundings are
aware of the situation. This can secure the situation and reduce the risk of
an accident, especially in boundary conditions. A special and also safety rele-
vant situation could be a lane change on a autobahn. A vehicle wants to change
to the left lane for overtaking a vehicle driving ahead. On the left lane is an-
other vehicle approaching, driving at high velocity. This situation results in a
risk of longitudinal collision. In a country of driving left, the lane change is
accordingly to the right. Broadcast of position beacons allows to detect the sit-
uation. The approaching vehicle can slow down and the other vehicle neglect
the lane change to avoid a collision. Another critical situation could be two
vehicles approaching each other, which have both started an overtaking ma-
neuver. Broadcast of position beacons allows to detect the collision risk. This is
a typical motorcycle accident situation [70].
• Pedestrian detection: An ITS station, i. e., a vehicle or a sensor equipped RSU,
detects a vulnerable road user, e. g., a pedestrian, and informs other road users
in the surroundings by a respective broadcast message. The potential danger-
ous situation should be mitigated and a collision or accident be prevented.
• Obstacle warning: An ITS station, i. e., a vehicle or a sensor equipped RSU,
detects an obstacle on the road. An obstacle could be a stationary vehicle on the
road, caused by a breakdown or an accident. A longitudinal collision should be
prevented. Other road users in the surroundings are informed by a respective
broadcast message.
• Roadwork warning: The end of a roadwork is equipped with a RSU that broad-
casts information about the roadwork and related restrictions. Typically traffic
guidance is changed around roadworks and single lanes might be closed. An
accident or longitudinal collision should be prevented. If the roadwork itself
is not equipped with a RSU, the end of the roadwork might be detected by
a vehicle and respective information is broadcasted to road users in the sur-
roundings.
• Adverse weather condition: An ITS station, i. e., a vehicle or a sensor equipped
RSU, detects an adverse weather condition, e. g., strong wind gust on a bridge,
black ice, oil, low adhesion or snow on the road. A respective warning mes-
sage is broadcasted to inform other road users in the surroundings about the
hazardous situation. An accident should be prevented.
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• Wrong way driver warning: A vehicle is driving against permitted driving
direction. This might be detected by sensors or by analysis of received posi-
tion beacons, i. e., CAM. A warning message, i. e., DENM, is broadcasted for
a limited time and relayed towards the affected region, i. e., towards vehicles
approaching the wrong way driving vehicle. Frontal collisions should limited
as much as possible.
a.1.2 Awareness Zone Use Cases
Use Cases of the awareness zone are listed in Figure 68. These use cases do not have
a direct safety impact and the maximum latency between the occurrence of an event
and the point in time the information has to be processed at the receiver side has
a larger range of several seconds. This period can be described in most cases as the
time the ego vehicle needs until passing the respective location. However, due to the
nature of these use cases, the driver has to be informed up to 30 seconds in advance
before passing the respective location. In general, for these use cases the respective
application warns or informs the driver about the current situation. For use case re-
alizations multi-hop mobile ad-hoc communication or cellular communication can
be the appropriate technology to ensure the necessary communication range. The
awareness zone has four main subcategories, namely moving objects, cooperative ma-
Use Case
Information (> 30 s)
Flow inﬂuencing
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Co-operative Navigation (CoNa)
Speed Management (CSM)
Traﬃc light optimal speed advisory
Increase comfort and economic
For non adaptive traﬃc lights
Weather information
Increase safety
Rerouting (e.g. black ice)
Optimal wiper control
Traﬃc condition information
Increase eﬃciency  - comfort and economic
Traﬃc jam info 
Route guidance and navigation
Flow dependent rerouting
Road segment information
Co-operative traﬃc eﬃciency
Uses: CAM, MAP, other
Speed Management (CSM)
Shape information
Increase safety and comfort
Adaptive cruise control (ACC)
Curve warning
Overtaking assistant
Lane departure warning
Electronic stability control (ESP)
Adaptive front lightning system
Condition information
Increase economic and comfort
Small road or low vertical clearance prevent damage or detour by return
Pot hole / bad road info prevent damage (attrition)
Regulatory information
Increase economic and safety
Traﬃc sign information (e.g. speed limit)
Regulatory / Contextual (e.g. speed limit)
Roadwork information
Adaptive learning
Increase economic and comfort
Route/segment details learning 
Location based services (LBS)
Co-operative local services
Uses: CAM, MAP, other
Opens P2P session
Point of Interest information
Increase eﬃciency, safety and comfort
Alternative delivery option
Increase comfort (customer)
Neighbor
Optimal delivery times
prevent loss of time
Increase customer satisfaction
Parking place information
prevent loss of time and congestion
parking place with charging if necessary
Accident / breakdown timely info + rerouting or speed reduction
Public transport information Bus & Train Schedule
Delivery point details
Exact position of door bell
Property access
Special information (e.g. dog, goose)
ITS local electronic commerce
Increase economic and comfort
Media Downloading
LBS advertisement
Automatic access control and parking management
Awareness (2 s - 30 s)
Moving objects
Co-operative Awareness (CA)
Uses: CAM, DENM, other
Active road safety
Increase safety
Overtaking vehicles
Lane change maneuver
Speed info
Distance between vehicles
Slow vehicle identiﬁcation
Intersection collision warning
Motorcycle approaching indication
Emergency vehicle warning
Cooperative maneuvers
Cooperative traﬃc eﬃciency and safety
Uses: other
Increase economic, safety and comfort
Cooperative overtaking
Cooperative merging
Cooperative distance control
Cooperative turn and fork
Location based
Road Hazard Warning (RHW) 
& Co-operative traﬃc eﬃciency
Uses: CAM, DENM, other
Increase economic, safety and comfort
Rain drop rate (precipitation)
Free parking lot announcement
Reduced visibility (fog)
End of a traﬃc jam (tail)
Green driving / Traﬃc Eﬃciency
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Increase economic and comfort
Traﬃc light information
Smooth urban traﬃc
Traﬃc light optimal speed advisory Speed Management (CSM)
Safety (< 2-5 s)
Collision Prevention
Co-operative collision prevention assistance
Uses: DENM
Active road safety
Increase safety
Merging traﬃc turn warning
Across traﬃc turn warning
Co-operative forward collision warning
Co-operative glare reduction
Signal violation warning
Collision Risk Warning
Co-operative collision risk warning
Uses: DENM
Active road safety
Increase safety
Emergency electronic break lights 
Overtaking assistant
Pedestrian detection
Obstacle warning
Stationary vehicle - vehicle problem
Stationary vehicle - accident
Roadwork warning
Adverse weather condition 
Wrong way driver warning
Figure 68: Itemization of the awareness zone related use cases.
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neuvers, location based and green driving / traffic efficiency. The respective use case
examples are explained in the following.
Moving objects
The main purpose of this subcategory is to increase driving safety. Focus is here the
awareness of other moving objects, i.e. road users. In ETSI documents it is catego-
rized as active road safety. Some of these use cases are covered in the EU by the
already specified CAM or DENM.
• Overtaking vehicles: A vehicle gets informed about overtaking vehicles, which
are not in the direct proximity. Thus, the vehicle is approaching a potentially
dangerous situation. A slightly slow down of the vehicle can mitigate the sit-
uation. The risk of a frontal collision should be reduced. Already in a longer
distance the ego vehicle gets informed about speed information of other vehi-
cles, the distance between other vehicles and possible lane change maneuvers.
This enables anticipatory driving, e. g., speed reduction of a vehicle on the left
lane on an autobahn in case of low distance between vehicles ahead with po-
tential lane change intention, which results in a reduction of collision risk.
• Slow vehicle identification: A slow vehicle broadcasts its present position or is
detected by another ITS station, i. e., a vehicle or a sensor equipped RSU, that
broadcasts the presence. The potential safety risk is mitigated by the aware-
ness of other road users. Informed road users might also be stimulated to use
another route that can contribute to an overall increase of traffic flow.
• Intersection collision warning: A vehicle approaches an intersection. Infor-
mation about other vehicles approaching the same intersection from different
directions allows to assess the situation. A potential collision risk should be
reduced.
• Motorcycle approaching indication: A motorcycle broadcasts its presence and
status to increase the awareness of other road users. Thus, drivers of other
vehicles can be warned of an approaching motorcycle. This is in particular
important if visibility is reduced, e. g., by an obstacle. If no line of sight between
the vehicles is possible, e. g., obstructed by buildings, a RSU should be installed
to relay messages [68]. A potential collision should be avoided.
• Emergency vehicle warning: An emergency vehicle periodically broadcasts its
presence and status. Informed vehicles can early start to clear an emergency
corridor to give way to the approaching emergency vehicle. The intervention
time of emergency response should be minimized to protect people. Moreover,
the collision risk between emergency vehicles and other road users should be
reduced.
Cooperative maneuvers
The main purpose of this subcategory is to increase economic driving, safety and
comfort. Focus is here the agreement between road users and the cooperative execu-
tion of maneuvers. Until now, there are no message types specified for the realization
of these use cases.
156 appendix
• Cooperative overtaking: This use case has its main focus on highways and
incorporates cooperative overtaking warning and collision prevention. Failed
overtaking maneuvers or evasion maneuvers, e. g., because of suddenly appear-
ing deer, on highways often result in severe collisions with oncoming traffic. A
correct perception of the situation and estimation of other road users behavior
is often difficult. If an overtaking maneuver becomes a dangerous situation, it
is difficult to select the correct avoidance strategy. This is because of the depen-
dency of the mutual behavior of all affected road users. Thus, such a system
should prevent the emergence of a critical situation. If nevertheless a critical
situation happens, the system should prevent an accident.
Vehicles broadcast position beacons and also a list of objects they perceive with
their sensors. Thus, by the use of the received information, the ego vehicle has
a better perception and the system can generate a warning to the driver, e. g., if
the ego vehicle approaches an overtaking maneuver in the oncoming traffic. If
a warning is not possible, e. g., because an overtaking vehicle is not equipped
with communication capabilities and not sensed by another communication
equipped vehicle, the collision should be prevented by a cooperative maneuver.
Such maneuver is calculated cooperatively by the use of communication. All
involved vehicles contribute to the prevention of accidents by an intervention
in the lateral and longitudinal dynamics of the vehicle.
A special sub use case is cooperative overtaking of trucks on an autobahn.
An exchange of additional information, like power to weight ratio or special
speed limits, can help to decide about termination of an overtaking maneuver
if conditions change, e. g., a change in road grade.
• Cooperative merging: This use case is relevant on driving in and out at ramps
in case of lane subtraction or the merge of two lanes. Driving on, e. g., at ramps,
is demanding because they occur immediately with no flexibly on a local level.
A vehicle has to search for a gap in the flowing traffic. The driver has to simulta-
neously adapt to the velocity of flowing traffic, with taking preceding vehicles
and an approaching end of lane into account. Reachability and prediction of
dynamic behavior of an according gap can be challenging. By the use of com-
munication a cooperation partner can be negotiated that opens and guarantees
a gap for lane change. Moreover, the exchange of local perception knowledge,
i. e., position beacons and a list of objects perceived in the surroundings, allows
to estimate gaps.
• Cooperative distance control: A cooperative distance control or cooperative
adaptive cruise control helps to reduce traffic jams and fuel consumption. Here,
a long range cooperation is necessary to ensure a stable traffic. Cooperation
based on communication is absolutely necessary. The single use of local sensors
is not sufficient to prevent concertina effect caused traffic jams. The system con-
trols longitudinal acceleration and deceleration to ensure a defined distance to
the preceding vehicle. The controller not only needs local sensor information,
e. g., distance to the preceding vehicle, but also an overall long range informa-
tion about other road users to prevent concertina effects. The effect of accel-
erating or decelerating vehicles, as well as lane changes, has to be taken into
account as early as possible. An important requirement is the exchange of lo-
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cal perception knowledge, i. e., position beacons and a list of objects perceived
in the surroundings, to enhance the local perception range of vehicles. Such a
system allows to drive closer, with less distance between vehicles. Congestion
is reduced, which in turn reduces fuel consumption and emissions.
• Cooperative turn and fork: This use case has its main focus at intersections
on highways. In particular left turns and driving on a highway are dangerous
situations. Here, the driver has to observe several traffic flows with relative
high velocity in parallel. In case of low traffic density, the relative velocity is
very high. In case of high traffic density, the relative speed decreases, but the
amount of potential gaps also decreases. Bad visibility, e. g., obstructed by ob-
jects, plants or buildings, can increase difficulty. By the use of communication
technology, local perception knowledge, i. e., position beacons and a list of ob-
jects perceived in the surroundings, can be exchanged to enhance the local
perception range and completeness of vehicles. This allows to better rate the
overall situation and hence to reduce the risk of an accident. Moreover, a coop-
eration partner can be negotiated that opens and guarantees a gap for driving
on. In case of the intention to turn left, a broadcast message to succeeding vehi-
cles will allow them to proactively decrease velocity and thus increase distance.
This reduces the risk of an accident and also helps to reduce fuel consumption
and emissions.
Location based
The main purpose of this subcategory is to increase economic driving, safety and
comfort. Focus is here the provision of dynamic location based information. In ETSI
documents it is mostly categorized as active road safety. Some of these use cases are
covered in the EU by the already specified CAM or DENM.
• Rain drop rate (precipitation): This use case focuses on a fluctuating rain drop
rate, in particular locally narrow heavy rain. The exchange of information about
the local rain drop rate allows to adapt predictively. Vehicle sensor information
is provided to succeeding vehicles. In case of a very heavy rain drop rate, also
a velocity adaption is necessary. This increases comfort and even safety.
• Free parking lot announcement: Vehicles can sense the occupation status of
parking spots by driving by or if the ego vehicle leaves a parking place. In-
formation is provided to a cloud or driving by vehicles. This enables vehicles
to request information about available parking space. This allows to increase
comfort and economy, due to reduced search times for available parking space,
especially within bigger cities.
• Reduced visibility (fog): Locally reduced visibility, e. g., caused by fog, can
cause a hazardous situation, in particular of course if the road is not visible,
e. g., behind curves or peaks. The exchange of information about the local view
range allows to adapt velocity predictively. Vehicle sensor information is pro-
vided to succeeding vehicles, which decreases the risk of an accident.
• End of a traffic jam (tail): A typical and dangerous situation is a rear-end
collision at the tail of a traffic jam. Local perception knowledge, i. e., position
beacons and a list of objects perceived in the surroundings, can be exchanged
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by the use of communication technology, to enhance the local perception range
and completeness of vehicles. This allows the early identification of the tail of a
traffic jam. Velocity can be predictively adapted and thus, the risk of a collision
can be reduced.
Green driving / traffic efficiency
The main purpose of this subcategory is to increase economic driving and comfort.
Focus is here the realization of traffic efficiency, with respect to economy and en-
vironment. Some of these use cases are covered in the EU by the already specified
CAM or Signal Phase And Timing Message (SPAT).
• Traffic light information: Information about traffic light phases can help to
adapt velocity to achieve minimal stops at red lights or even achieve a green
wave. An information source can be other vehicles passing a traffic light or in
addition a RSU at a traffic light. This increases driving comfort and economy.
• Smooth urban traffic: The goal is to achieve evenly distributed utilization of
the road network and preferably no congestion. The exchange of local percep-
tion knowledge, i. e., position beacons and a list of objects perceived in the
surroundings, enhances the local perception range and view completeness of
vehicles. This allows to predictively react and adapt. Alternative roads can be
used, velocity can be early adapted or a lane can be changed early before it
will be blocked by a vehicle with the intention to turn. This increases driving
comfort and economy.
• Traffic light optimal speed advisory: Especially in urban traffic situations the
number of stops and respective acceleration can be reduced to save fuel and
reduce emissions. The optimal speed advice is typically given by the provider
of the traffic light system, i. e., local government. Such a system allows to in-
crease driving comfort and economy, by a reduction of fuel consumption and
emissions.
a.1.3 Information Zone Use Cases
Use Cases of the information zone are listed in Figure 69. These use cases have no
safety impact but focus on driving comfort and economy. However, due to the na-
ture of these use cases, the driver has to be informed up to 30 seconds in advance
before passing the respective location. In general, for these use cases the respective
application informs the driver about the forthcoming situation in a way that no di-
rect action is required. For use case realizations, cellular communication can be the
appropriate technology to ensure the necessary communication range, especially in
sparse traffic situations. The information zone has three main subcategories, namely
flow influencing, road segment information and location based services (LBS). The
respective use case examples are explained in the following.
Flow influencing
The main purpose of this subcategory is to increase economic driving, safety and
comfort. Focus is here the provision of semi-dynamic location based information.
Some of these use cases are covered in the EU by the already specified CAM or
SPAT.
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Use Case
Information (> 30 s)
Flow inﬂuencing
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Co-operative Navigation (CoNa)
Speed Management (CSM)
Traﬃc light optimal speed advisory
Increase comfort and economic
For non adaptive traﬃc lights
Weather information
Increase safety
Rerouting (e.g. black ice)
Optimal wiper control
Traﬃc condition information
Increase eﬃciency  - comfort and economic
Traﬃc jam info 
Route guidance and navigation
Flow dependent rerouting
Road segment information
Co-operative traﬃc eﬃciency
Uses: CAM, MAP, other
Speed Management (CSM)
Shape information
Increase safety and comfort
Adaptive cruise control (ACC)
Curve warning
Overtaking assistant
Lane departure warning
Electronic stability control (ESP)
Adaptive front lightning system
Condition information
Increase economic and comfort
Small road or low vertical clearance prevent damage or detour by return
Pot hole / bad road info prevent damage (attrition)
Regulatory information
Increase economic and safety
Traﬃc sign information (e.g. speed limit)
Regulatory / Contextual (e.g. speed limit)
Roadwork information
Adaptive learning
Increase economic and comfort
Route/segment details learning 
Location based services (LBS)
Co-operative local services
Uses: CAM, MAP, other
Opens P2P session
Point of Interest information
Increase eﬃciency, safety and comfort
Parking place information
prevent loss of time and congestion
parking place with charging if necessary
Accident / breakdown timely info + rerouting or speed reduction
Public transport information Bus & Train Schedule
Delivery point details
Exact position of door bell
Optimal delivery times
Alternative delivery option
Property access
Special information (e.g. dog, goose)
ITS local electronic commerce
Increase economic and comfort
Media Downloading
LBS advertisement
Automatic access control and parking management
Awareness (2 s - 30 s)
Moving objects
Co-operative Awareness (CA)
Uses: CAM, DENM, other
Active road safety
Increase safety
Overtaking vehicles
Lane change maneuver
Speed info
Distance between vehicles
Slow vehicle identiﬁcation
Intersection collision warning
Motorcycle approaching indication
Emergency vehicle warning
Cooperative maneuvers
Cooperative traﬃc eﬃciency and safety
Uses: other
Increase economic, safety and comfort
Cooperative overtaking
Cooperative merging
Cooperative distance control
Cooperative turn and fork
Location based
Road Hazard Warning (RHW) 
& Co-operative traﬃc eﬃciency
Uses: CAM, DENM, other
Increase economic, safety and comfort
Rain drop rate (precipitation)
Free parking lot announcement
Reduced visibility (fog)
End of a traﬃc jam (tail)
Green driving / Traﬃc Eﬃciency
Co-operative traﬃc eﬃciency
Uses: CAM, SPAT, other
Increase economic and comfort
Traﬃc light information
Smooth urban traﬃc
Traﬃc light optimal speed advisory Speed Management (CSM)
Safety (< 2-5 s)
Collision Prevention
Co-operative collision prevention assistance
Uses: DENM
Active road safety
Increase safety
Merging traﬃc turn warning
Across traﬃc turn warning
Co-operative forward collision warning
Co-operative glare reduction
Signal violation warning
Collision Risk Warning
Co-operative collision risk warning
Uses: DENM
Active road safety
Increase safety
Emergency electronic break lights 
Overtaking assistant
Pedestrian detection
Obstacle warning
Stationary vehicle - vehicle problem
Stationary vehicle - accident
Roadwork warning
Adverse weather condition 
Wrong way driver warning
Figure 69: Itemization of the information zone related use cases.
• Traffic light optimal speed advisory: This use case focuses on non adaptive
traffic lights in situations, where traffic light information is not provided by the
respective provider. Vehicles passing a traffic light provide information about
traffic light status to the cloud. By aggregation of a multitude of transmitted
status information, an algorithm can approximate future traffic light phases
and provide respective information as service. Especially in urban traffic situa-
tions, the number of stops and respective acceleration can be reduced to save
fuel and reduce emissions. Such a system allows to increase driving comfort
and economy by a reduction of fuel consumption and emissions.
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• Weather information: This use case focuses on local weather extremes. Vehicles
in local weather extremes, e. g., black ice, provide respective information to the
cloud. Based on this information a routing service can suggest a save route
around these local weather extremes or provide an according speed warning.
This increases comfort and safety.
• Traffic condition information: This use case increases efficiency, comfort and
economic driving by the provision of traffic condition information. Vehicles or
RSUs provide information about current traffic condition at the present posi-
tion to the cloud. An according service can aggregate received information to
provide traffic jam information, route guidance and navigation services and
moreover a respective traffic flow dependent rerouting service.
Road segment information
The main purpose of this subcategory is to increase driving safety and comfort. Focus
is here the provision of semi-static location based information about road segments.
Some of these use cases are partly covered in the EU, by the already specified CAM
or MAP.
• Shape information: Vehicles sense the shape of road segments they pass and
compare against a local map database. In case of deviations, the sensed infor-
mation is provided to the cloud. Other vehicles can request respective road
shape information to increase safety and comfort. Such information is used by
several ADASs. An Adaptive Cruise Control (ACC) can adapt velocity to the
road shape and a curve warning system can warn the driver if the current ve-
locity is to high for the next curve. An overtaking assistant will need respective
information, to suggest an appropriate position to start the overtaking maneu-
ver and a lane departure warning system can adapt to changed road geometries.
In extreme cases, an Electronic Stability Control (ESC) can use road shape in-
formation to proactively reduce vehicle velocity, if passing the respective road
segment would else not be possible. An adaptive front lightning system needs
up to date road shape information for optimal light beam control.
• Condition information: Vehicles sense the condition of road segments. Bad
conditions or low vertical clearance is provided to the cloud. Other vehicles can
request respective information, to prevent attrition or even damage. In case of
not passable segments, a detour by return can be prevented by early rerouting.
• Regulatory information: Vehicles sense regulatory information and provide
this to the cloud. This can include traffic signs, e. g., new traffic signs, vari-
able message signs or any other traffic sign. Also regulatory and contextual
speed limits or roadwork information. The provision of respective information
to other road users and the cloud helps to increase economic driving and safety.
• Adaptive learning: This use case allows to adaptively learn road segment in-
formation to maintain a map database up to date. Such information is the ba-
sis for several assistance systems and helps to increase economic and comfort.
Changes in road segments and details about the surroundings can be adap-
tively learned.
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Location based services (LBS)
The main purpose of this subcategory is to increase economic driving and comfort.
Focus is here the realization of traffic efficiency, with respect to economy and en-
vironment but also to increase driving comfort. Some of these use cases are partly
covered in the EU by the already specified CAM or SPAT.
• Point of Interest information: This use case provides information about a re-
quested Point of Interest (PoI). An information source can be any road user,
RSUs or any other sensor source, e. g., a connected parking garage. The inten-
tion is to increase efficiency, safety and comfort. Typically, such information is
provided early in a longer distance to enable efficient routing. The early provi-
sion of parking place information, including special needs like electric charging
facilities, allows to prevent loss of time by detours and helps to prevent conges-
tion caused by vehicles driving around and searching for a free parking place.
Information about an accident or a broken-down vehicle allows early rerouting.
Public transport information allows efficient multimodal journeys and delivery
point details are in particular beneficial for the increasing amount of parcel de-
livery. Here, the customer, the parcel service and also other road users benefit.
Detailed information allows fast and efficient parcel delivery, which in turn
relieves the road network.
• ITS local electronic commerce: This use case provides location based comfort
and entertainment. A RSU broadcasts an advertisement for respective services.
The same RSU can also provide media downloading for local electronic com-
merce or as payed service. In general, a bidirectional communication between
vehicles and RSUs brings the capability of local payments for respective ser-
vices. Such a service could also be the automatic access to charged parking
facilities.
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a.2 data structure
In this section, we briefly describe our data structures used within this work. We
begin with the serialization structure, designed for data collection, and the provision
of the eHorizon in Section A.2.1. Afterwards, we present the data structure of our
modified Cooperative Awareness Messages (CAM) in Section A.2.2, followed by the
description of our Cooperative Perception Message (CPM) in Section A.2.3.
a.2.1 Data Collection and eHorizon Serialization Structure
We have presented our data structure for data collection and the provision of the
eHorizon in [147] and [130]. In the following, we give a revised description of our
proposed data structure. The structure is implemented in Google Protocol Buffers,
because it is very efficient, neutral with respect of the programming language used
for other system components, and in particular extendable, i. e., extended structures
keep compatible with already implemented code components. The data structure is
depicted in Figure 70 as UML diagram. In the following, we give a description of
this structure, that consists of the five main components RequestTag, Tag, RequestInfor-
mation, Information and eHorizon. All components are optional, i. e., a message does
not necessarily consists of all components. The component RequestTag is used to
specify a request for a specific type of information, typically used to send a request
towards mobile nodes, i. e., vehicles. The complementary message component is the
Tag, typically the response to a request, containing sensed information. The compo-
nent Information is to provide information from the backend towards vehicles. To
request this Information, vehicles can use the RequestInformation component. The fifth
component is the eHorizon, used to provide an electronic horizon to a vehicle (c.f.
Chapter 6). Specific enumerations as types within the single fields are defined in a
database, that has to be synchronized between all participants.
Message Header: The message header is the message entry point that relates to the
previously mentioned five main components. As mentioned before, all entries are op-
tional. The same holds for some additional fields, the header allows to specify. This
way, the header allows to specify an unique message identification (ID), a timestamp,
a priority level and a sender identification. The latter one allows to use any unique
Id or the vehicle identification number (VIN). Moreover, a message can also contain
several objects of a specific type, i. e., an array list.
Request Tag: This component is used to request sensed information from a vehicle.
It can contain an unique identifier (ID), that allows to relate the respective response.
Moreover, a timestamp, a priority and the type of request, either event or sensor re-
quest, can be specified. The component can also contain a list of sensor requests.
Tag: This component is used to transmit sensed information from a vehicle towards
the backend. The header of the Tag can contain a timestamp, a priority and the re-
spective data values. The response ID field allows to relate to a respective request. If
the containing values are describing an event, then this is specified by the according
event type. The values can consist of either integer values, floating point values or
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even text based values. Again, all fields are optional and only the appropriate ones
are used, to ensure a maximum efficiency, because it would be inefficient to transmit
an integer value inside a float data field. Other optional fields are the sensor type
and the respective unit. Each value can also get an accuracy value assigned. If the
value is location dependent, is defined by an according flag. Respective position val-
ues, i. e., GPS coordinates, are attached as additional values. An example could be
a detected speed limit sign. Then, the event type is speed sign detected and attached
sensor values specify the speed limit and the position.
Request Information: This component is to request a more complex type of infor-
mation. It can contain an unique identifier (ID), that allows to relate the respective
response. Moreover, a timestamp, a priority and the type of request, as information
type, can be specified. If the request is related to a certain location or area, this can
be specified within an optional location object. It might be also useful to add some
describing values, e. g., sensor readings, to the information request. An example is
the request for an eHorizon, that gets attached the current velocity and position (c.f.
Chapter 6).
Location: The location parameter can be part of the Request Information as well as of
the response Information and can be used in different ways. To relate to a somewhere
specified location, the location ID field can be used. To set a reference to map mate-
rial, respective map ID fields can be used. In case the referenced map object is a road
segment, the offset field allows to specify the position on the respective segment. A
single position point can be specified by the fields latitude, longitude and a direction
by the field heading, as angle relative to true north. To precise the position, a specific
lane and an altitude can be specified. The radius field can be used to specify a simple
area of a circle. To specify a more complex shape of an area, polygonal chains can be
specified by a recursive concatenation of Location child objects. This allows to specify
an arbitrary angular shaped area as closed polygonal chain or an area, composed
of several areas of a circle. An accuracy value allows to specify the preciseness of a
given location.
Information: This component is used to transmit any already processed data be-
tween entities. The header of the Information can contain a timestamp, a priority and
the respective data value objects. The response ID field allows to relate to a respective
request and also the respective information type can be specified. An information
can also be associated with a location, defined by the previously described Location
object. Respective values can be integer, floating point or text based values with an
according accuracy. Other optional fields are the information type and the respective
unit. Moreover, Information objects can be concatenated, i. e., can contain sub objects
of type information. An example could be a traffic sign, with the sub type speed
limit and the sub type of ’valid time’.
Electronic Horizon: This component is used to specify an eHorizon. It is intended
to describe information about the road network, i. e., road geometry and related
information, in driving direction. It consists of a graph, constructed as hierarchical
tree, that describes the road network. Each tree node represents a road segment. At
each intersection a node splits according to the egresses. Only a subset of a complete
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eHorizon is transmitted towards a vehicle, ideally only the MPP. An according map
matching can be performed on the vehicle side on the known eHorizon, or in case
of a deviation from known road segments, on the backend. Therefore, the eHorizon
message component supports a server based eHorizon provider, as presented in [147]
and described in more detail in Chapter 6. The header consists of an identifier, a type
and whether the MPP was determined by local vehicle knowledge or on the backend.
General additional information, true for the whole eHorizon, can be attached by a
list of Information objects. The road network description itself is attached as list of
TreeNodes. Each TreeNode has an unique ID and can be related to a parent node. Thus,
the receiver can reconstruct the tree. Related information of a TreeNode is attached
as a list of Information objects. These also describe road geometry by nested location
objects. Another option to describe the road geometry is the use of B-Splines, that can
be specified by the B-Spline degree and the respective knot vector. Necessary control
points are attached via nested Location objects inside the respective Information object.
Details about the construction of B-Splines are given in Chapter 2.6.2. Since the MPP
is only a prediction, each possible path in the eHorizon, i. e., TreeNode, has given a
probability value and it is defined if it belongs to the MPP.
a.2.2 Extended CAM
Our CA message, used within Chapter 7, is a modification of the ETSI standardized
CAM [35]. The complete ASN.1 definition of this CAM can be found in [35]. In our
CAM version we have reused the ETSI standardized CAM ASN.1 definition and ex-
tended the high frequency container as depicted in the following listing.
...
BasicVehicleContainerHighFrequency ::= SEQUENCE {
65 heading Heading,
speed Speed,
driveDirection DriveDirection,
longitudinalAcceleration LongitudinalAcceleration,
curvature Curvature,
70 curvatureCalculationMode CurvatureCalculationMode,
yawRate YawRate,
vehicleLength VehicleLength,
vehicleWidth VehicleWidth,
performanceClass PerformanceClass OPTIONAL,
75 accelerationControl AccelerationControl OPTIONAL,
laneNumber LaneNumber OPTIONAL,
steeringWheelAngle SteeringWheelAngle OPTIONAL,
lateralAcceleration LateralAcceleration OPTIONAL,
verticalAcceleration VerticalAcceleration OPTIONAL,
80 motionModel MotionModel OPTIONAL,
laneID UTF8String OPTIONAL
}
... 
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a.2.3 Cooperative Perception Message (CPM)
Our Cooperative Perception Message (CPM), also given as ASN.1 definition, is de-
picted in the following listing. It imports our modified CAM definition, as introduced
in Section A.2.2. Our CPM basically consists of a list of CAM objects, each entry is
supplemented with a time stamp of the respective CAM generation time and a lane
offset on the underlying map material.
CPM-PDU-Descriptions
DEFINITIONS AUTOMATIC TAGS ::= BEGIN
4
IMPORTS
CAM, GenerationDeltaTime, ItsPduHeader FROM CAM-PDU-Descriptions {
itu-t (0) identified-organization (4) etsi (0) itsDomain (5) wg1 (1)
en (302637) cam (2) version (1)
};
9
-- The root data frame for cooperative perception messages
CPM ::= SEQUENCE {
header ItsPduHeader,
cpmList CPMList,
14 generationDeltaTime GenerationDeltaTime
}
CPMList ::= SEQUENCE OF CPMListObject
19 CPMListObject ::= SEQUENCE {
originalTimestamp GenerationDeltaTime,
cam CAM,
positionOnLane INTEGER(0..4194303) --22 bits ... in cm
accuracy
}
24
END 
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Figure 70: UML diagram of our proposed data structure for vehicular information collection
and eHorizon provision, as presented in [130].
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a.3 evaluation results
In this section we give the evaluation result data, used to plot the figures in Chapter
5 to 7. We start with the evaluation results according to gathering vehicular sensed
date in Section A.3.1. Afterwards we present the evaluation results of the provision
of the eHorizon as cloud service in Section A.3.2. Finally, we present the evaluation
results of our extended vehicular perception mechanism in Section A.3.3.
a.3.1 Gathering Vehicular Sensed Data
In the following, we give the evaluation result data of our probabilistic data acquisi-
tion approach, presented in Chapter 5.
We start with the result values of ProbSense.KOM, as depicted in Figure 11 in
Section 5.3.2. The respective events have been placed on a subset of the whole road
network of the used scenario. We dropped the road segments with the lowest 5%
traffic density. In Table 16, we give the evaluation result data of the comparison of
ProbSense.KOM with the opportunistic transmission model for discrete events. The
Table gives the results for the scenario of Cologne, with a tolerated error of α =
5% and a detection latency of 10 minutes. In the following Table 17, we give the
evaluation result data of the comparison of ProbSense.KOM with the opportunistic
transmission model for discrete events as depicted in Figure 12 in Section 5.3.2. In
this example, we also dropped for event placement the road segments with the lowest
5% traffic density. The Table gives the results for the scenario of Cologne, with a
tolerated error of α = 1% and a detection latency of 10 minutes.
Next, we consider ProbSense.KOM, but events are placed randomly throughout the
whole scenario, as depicted in Figure 13. In Table 18, we give the evaluation result
data of the comparison of ProbSense.KOM with the opportunistic transmission model
for discrete events. The Table gives the results for the scenario of Cologne, with
a tolerated error of α = 5% and a detection latency of 10 minutes. In the following
Table 19, we give the evaluation result data of the comparison of ProbSense.KOM with
the opportunistic transmission model for discrete events as depicted in Figure 14 in
Section 5.3.2. In this example events are completely randomly placed throughout the
scenario. The Table gives the results for the scenario of Cologne, with a tolerated
error of α = 1% and a detection latency of 10 minutes.
Afterwards, we consider different tolerated detection latencies, as depicted in Fig-
ure 15 in Section 5.3.2. In Table 20, we give the evaluation result data of the compari-
son of ProbSense.KOM with the opportunistic transmission model for discrete events.
The Table gives the results for the scenario of Cologne, with a tolerated error of
α = 5% and α = 1%, for a detection latency of 5, 10 and 20 minutes and 8x8 geo cells.
In this example, we dropped the road segments with the lowest 5% traffic density
for event placement.
hybrid-probsense .kom : Next, we give the evaluation results of our data gath-
ering approach based on hybrid communication, i. e., Hybrid-ProbSense.KOM, as de-
picted in Figure 16 in Section 5.3.2. In Table 21 we give a comparison of different
V2V penetration rates in Hybrid-ProbSense.KOM with the opportunistic transmission
model for discrete events. The Table gives the results for the scenario of Cologne,
168 appendix
with a tolerated error of α = 5%, for a detection latency 10 minutes and 8x8 geo cells.
In this example, we dropped the road segments with the lowest 5% traffic density
for event placement.
Afterwards, we give a comparison of the opportunistic transmission model, Prob-
Sense.KOM and Hybrid-ProbSense.KOM at different traffic densities, as depicted in
Figure 17. In Table 22 we give the results for the scenario of Cologne, with a toler-
ated error of α = 5%, for a desired detection latency of 10 minutes and 8x8 geo cells.
In this example, we dropped the road segments with the lowest 5% traffic density
for event placement.
continuous events : Next, we consider ProbSense.KOM for continuous events,
as depicted in Figure 19 in Section 5.3.2. In Table 23 we give a comparison of Prob-
Sense.KOM with the opportunistic transmission model for continuous events. The
Table gives the results for the scenario of Cologne for continuous events, with a sens-
ing density of 20 meas.
km2·h . In this example, we dropped the road segments with the
lowest 5% traffic density for event placement.
In the following, we give a comparison of ProbSense.KOM with the opportunistic
transmission model for continuous events for different sensing densities of 5, 10 and
20 [meas.
km2·h ], as depicted in Figure 20 in Section 5.3.2. In Table 24 we give a comparison
of ProbSense.KOM, in the setting of 8x8 geo cells, for the scenario of Cologne for
continuous events for different sensing densities of 5, 10 and 20 [meas.
km2·h ]. In this
example, we dropped the road segments with the lowest 5% traffic density for event
placement.
luxembourg scenario : Finally we give a comparison of ProbSense.KOM and
Hybrid-ProbSense.KOM with the opportunistic transmission model for discrete events,
as depicted in Figure 21 in Section 5.3.2. The Table Table 25 gives the results for
the scenario of Luxembourg for discrete events with a tolerated error of α = 5%
and a detection latency of 10 minutes. The V2V penetration rate in case of Hybrid-
ProbSense.KOM is set to 100%. In this example events are completely randomly
placed throughout the scenario.
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a.3.2 The Provision of an eHorizon as Cloud Service
In the following we give the evaluation result data of our eHorizon mechanism,
presented in Chapter 6. We start with the empirical determination of the weighting
parameters α and β of our MPP heuristic, as visualized in Figure 28 in Section 6.3.
In Table 26 we give the evaluation result data of the correctness of our MPP heuristic
in the scenario of TAPAS Cologne for different values of α and β. In the following, we
analyze the average amount of necessary messages for the eHorizon transmission of
the selected set of traces, as visualized in Figure 29. In Table 27 we give the evaluation
result data of the average amount of messages in comparison of a completely known
MPP and the usage of our MPP heuristic, with α = 0.9 and β = 0.1. Each for an
eHorizon depth of 0, 1, 2, and 3 and the three selected groups of traces.
Table 26: Correctness of our MPP heuristic in the scenario of TAPAS Cologne for different
values of α and β.
Run con- Mean Lower confi- Upper confi-
figuration dence value dence value
α = 0.0;β = 1.0 0.559 % 0.558 % 0.560 %
α = 0.1;β = 0.9 0.559 % 0.558 % 0.560 %
α = 0.2;β = 0.8 0.559 % 0.558 % 0.560 %
α = 0.3;β = 0.7 0.561 % 0.560 % 0.562 %
α = 0.4;β = 0.6 0.565 % 0.564 % 0.566 %
α = 0.5;β = 0.5 0.584 % 0.583 % 0.584 %
α = 0.6;β = 0.4 0.597 % 0.596 % 0.598 %
α = 0.7;β = 0.3 0.611 % 0.610 % 0.612 %
α = 0.8;β = 0.2 0.627 % 0.626 % 0.628 %
α = 0.9;β = 0.1 0.628 % 0.627 % 0.629 %
α = 1.0;β = 0.0 0.329 % 0.328 % 0.330 %
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Table 27: Average amount of messages in comparison of a completely known MPP and the
usage of our MPP heuristic with α = 0.9 and β = 0.1. Each for an eHorizon depth
of 0, 1, 2, and 3 and the three selected groups of traces.
Run con- Mean Lower confi- Upper confi- Mean Lower confi- Upper confi-
figuration MPP known dence value dence value MPP unknown dence value dence value
short D=0 187.592 167.745 207.439 201.840 181.088 222.592
short D=1 170.585 150.779 190.391 185.840 165.626 206.054
short D=2 152.940 137.212 168.668 155.810 140.188 171.432
short D=3 123.140 110.783 135.497 130.345 116.290 144.400
middle D=0 364.805 334.830 394.780 404.500 340.850 468.150
middle D=1 333.909 296.451 371.367 383.000 345.542 420.458
middle D=2 319.167 282.504 355.829 337.111 294.541 379.682
middle D=3 286.091 252.181 320.001 292.045 256.057 328.034
long D=0 428.565 394.030 463.100 442.540 409.241 475.839
long D=1 412.545 386.821 438.269 437.568 404.269 470.867
long D=2 397.263 376.210 418.316 411.951 381.801 442.101
long D=3 361.733 344.445 379.021 373.254 348.391 398.117
a.3.3 Extended Vehicular Perception
In the following, we give the evaluation result data of our extended vehicular percep-
tion mechanism, presented in Chapter 7. All tables show the comparison of standard-
ized ETSI ITS G5 CAM implementation to our approach for all different evaluation
configurations, as described in Section 7.3.1.3 in Table 14.
number of generated cams : We start with the result values of the average
number of generated CAM messages, visualized in Figure 36 in Section 7.3.2.1. In
Table 28 we give the evaluation result of the average number of generated CA mes-
sages in a scenario with 250 vehicles, followed by Table 29 with the respective results
in a scenario with 500 vehicles. In Table 30 we give the evaluation result of the aver-
age number of generated CAM messages in a scenario with 1000 vehicles, followed
by Table 31 with the respective results in a scenario with 1500 vehicles.
average cbr : In the following, we give the evaluation result values of the aver-
age Channel Busy Ratio (CBR), visualized in Figure 41 in Section 7.3.2.1. In Table 32
we give the evaluation result of the average Channel Busy Ratio in a scenario with
250 vehicles, followed by Table 33 with the respective results in a scenario with 500
vehicles. In Table 34 we give the evaluation result of the average Channel Busy Ratio
in a scenario with 1000 vehicles, followed by Table 35 with the respective results in a
scenario with 1500 vehicles.
average per : Afterwards, we give in Table 36 the evaluation result values of the
average Packet Error Rate (PER) as comparison of standardized ETSI ITS G5 CAM
implementation to our approach, visualized in Figure 42 in Section 7.3.2.1.
trigger conditions : Next, we give the evaluation result values of the average
trigger condition to send a new CAM, visualized in Figures 43, 44, 45 and 46 in
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Section 7.3.2.1. As described in Table 15 in Section 7.3.2.1, condition 1 is triggered by
a change in the used kinematic model, condition 2 is triggered if the time that has
passed since the last broadcast of a CAM has exceeded the minimal CAM sending
rate, condition 3 is triggered by a lane or road change and condition 4 is triggered
if the error in prediction exceeds the threshold ε. In Table 37 we give the evaluation
result of the average mean for trigger conditions to send a new CAM in a scenario
with 250 vehicles, followed by Table 38 with the respective results in a scenario with
500 vehicles. In Table 39 we give the evaluation result of the average mean for trigger
conditions to send a new CAM in a scenario with 1000 vehicles, followed by Table
40 with the respective results in a scenario with 1500 vehicles.
perception range : After giving the evaluation result values of our CAM mech-
anism, we continue with the evaluation results of a perception extension mechanism,
i. e., broadcasting CPMs. We start in Table 41 with the results of the average of the
maximum perception range, visualized in Figure 47.
completeness : Next, we give the evaluation result values of the average com-
pleteness of local vehicle knowledge, with respect to the ratio of known vehicles to
existing vehicles in the respective distance, visualized in Figures 48, 49, 50 and 51 in
Section 7.3.2.2. In Table 42, we give the evaluation result of the average completeness
of local vehicle knowledge in a scenario with 250 vehicles, followed by Table 43 with
the respective results in a scenario with 500 vehicles. In Table 44, we give the evalua-
tion result of the average completeness of local vehicle knowledge in a scenario with
1000 vehicles, followed by Table 45 with the respective results in a scenario with 1500
vehicles.
average cbr and local vehicle database : In the following, we give this
we give in Table 46 the evaluation result values of the average Channel Busy Ratio
(CBR) with the use of CPMs, as visualized in Figure 56. Afterwards, we give the
evaluation result values of the average amount of known other vehicles in the local
vehicle database, with and without the use of CPMs, visualized in Figures 57, 58, 59
and 60 in Section 7.3.2.2. In Table 47, we give the evaluation result of the average
amount of known other vehicles in the local vehicle database in a scenario with
250 vehicles, followed by Table 48 with the respective results in a scenario with 500
vehicles. In Table 49, we give the evaluation result of the average amount of known
other vehicles in the local vehicle database in a scenario with 1000 vehicles, followed
by Table 50 with the respective results in a scenario with 1500 vehicles.
average per : Afterwards, we give in Table 51 the evaluation results values of the
average Packet Error Rate (PER) of our approach, with the use of CPMs, as visualized
in Figure 61. The figure gives the results for a trigger check frequency of 100ms and
all four vehicles densities of 250, 500, 1000 and 1500 vehicles.
influence of trigger check frequency : Finally, we give the evaluation
result values of our analysis of the influence of a reduced trigger check interval,
reduced from 100ms to 10ms. In Table 52, we give evaluation result values of the
respective comparison of the average number of generated CAM messages for a sce-
nario with 500 vehicles, as visualized in Figure 62. Next, we give in Table 53 the
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evaluation result values of the average CBR with a trigger check interval of 100ms
and 10ms, as visualized in Figure 63. Following this, we give in Table 54 the evalu-
ation results values of the average PER with a trigger check interval of 100ms and
10ms, as visualized in Figure 64.
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Table 47: Evaluations results: Average amount of known other vehicles in the local vehicle
database in a scenario with 250 vehicles.
Run con- Mean, #, Lower confi- Upper confi- Mean, #, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 63.538 62.700 64.376 110.798 109.570 112.025
r.2 63.079 62.263 63.894 110.765 109.541 111.989
r.3 63.343 62.510 64.177 110.503 109.274 111.733
r.4 63.690 62.853 64.527 110.771 109.543 111.998
r.5 63.316 62.488 64.144 110.941 109.669 112.213
r.6 63.409 62.568 64.251 110.759 109.513 112.004
r.7 63.314 62.477 64.152 110.712 109.488 111.936
r.8 63.174 62.342 64.006 110.334 109.123 111.546
r.9 63.675 62.837 64.513 110.810 109.586 112.034
r.10 62.707 61.856 63.558 110.376 109.122 111.630
r.11 62.834 61.971 63.698 110.284 109.024 111.543
r.12 62.846 61.998 63.694 110.018 108.801 111.235
r.13 62.604 61.743 63.465 110.198 108.983 111.412
r.14 62.371 61.542 63.201 110.699 109.420 111.977
r.15 62.464 61.629 63.300 110.195 108.956 111.434
r.16 62.331 61.489 63.173 109.977 108.743 111.212
r.17 62.810 61.949 63.670 110.114 108.855 111.374
r.18 62.321 61.471 63.172 109.848 108.635 111.062
Table 48: Evaluations results: Average amount of known other vehicles in the local vehicle
database in a scenario with 500 vehicles.
Run con- Mean, #, Lower confi- Upper confi- Mean, #, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 120.390 119.611 121.168 219.818 218.577 221.060
r.2 120.857 120.076 121.639 220.897 219.636 222.158
r.3 120.631 119.868 121.394 220.700 219.453 221.946
r.4 120.407 119.628 121.186 219.622 218.421 220.824
r.5 120.477 119.706 121.247 220.256 219.075 221.438
r.6 120.343 119.585 121.101 220.555 219.373 221.738
r.7 120.157 119.371 120.942 220.236 219.019 221.454
r.8 120.313 119.559 121.067 220.241 219.051 221.431
r.9 119.889 119.125 120.654 219.966 218.752 221.180
r.10 119.779 118.993 120.566 219.646 218.404 220.887
r.11 120.157 119.357 120.958 219.084 217.865 220.302
r.12 120.020 119.224 120.817 219.011 217.768 220.254
r.13 118.891 118.115 119.667 219.681 218.467 220.895
r.14 119.515 118.724 120.306 218.776 217.544 220.008
r.15 119.191 118.407 119.974 219.169 217.910 220.427
r.16 119.077 118.272 119.881 220.319 219.089 221.550
r.17 118.915 118.124 119.706 218.708 217.470 219.945
r.18 118.695 117.938 119.452 219.341 218.153 220.528
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Table 49: Evaluations results: Average amount of known other vehicles in the local vehicle
database in a scenario with 1000 vehicles.
Run con- Mean, #, Lower confi- Upper confi- Mean, #, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 233.166 232.761 233.571 455.666 454.705 456.627
r.2 232.096 231.712 232.481 455.677 454.748 456.607
r.3 233.040 232.658 233.423 455.837 454.919 456.755
r.4 232.885 232.502 233.268 456.494 455.561 457.426
r.5 231.426 231.048 231.804 454.995 454.028 455.962
r.6 232.634 232.237 233.030 455.404 454.434 456.373
r.7 232.828 232.448 233.208 456.236 455.290 457.182
r.8 232.101 231.712 232.490 455.554 454.609 456.498
r.9 232.216 231.824 232.608 455.852 454.903 456.802
r.10 234.680 234.260 235.100 432.204 431.291 433.116
r.11 234.493 234.088 234.897 429.797 428.815 430.779
r.12 235.437 235.023 235.850 432.291 431.385 433.198
r.13 230.391 229.995 230.786 425.827 424.911 426.742
r.14 230.302 229.901 230.702 424.410 423.490 425.329
r.15 230.185 229.783 230.587 423.958 423.063 424.854
r.16 228.665 228.285 229.045 422.322 421.434 423.209
r.17 229.368 228.990 229.746 428.114 427.249 428.978
r.18 228.952 228.566 229.338 425.481 424.640 426.322
Table 50: Evaluations results: Average amount of known other vehicles in the local vehicle
database in a scenario with 1500 vehicles.
Run con- Mean, #, Lower confi- Upper confi- Mean, #, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 332.014 331.787 332.241 655.830 655.345 656.314
r.2 330.867 330.652 331.082 653.632 653.144 654.120
r.3 330.636 330.402 330.870 654.491 653.980 655.001
r.4 331.112 330.900 331.325 653.257 652.778 653.736
r.5 331.414 331.179 331.648 653.793 653.287 654.300
r.6 330.564 330.341 330.788 654.466 653.984 654.947
r.7 331.395 331.164 331.626 654.389 653.889 654.890
r.8 331.930 331.715 332.145 654.447 653.989 654.905
r.9 330.699 330.472 330.926 653.852 653.347 654.357
r.10 326.120 325.910 326.330 573.867 573.467 574.267
r.11 327.071 326.824 327.319 576.118 575.708 576.527
r.12 326.236 325.978 326.494 571.094 570.713 571.476
r.13 324.403 324.186 324.620 573.393 572.967 573.818
r.14 324.013 323.767 324.259 570.852 570.440 571.263
r.15 325.262 325.012 325.512 574.834 574.423 575.244
r.16 324.413 324.196 324.630 573.239 572.840 573.639
r.17 325.284 325.045 325.523 573.684 573.282 574.086
r.18 324.482 324.254 324.710 572.964 572.565 573.364
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Table 52: Evaluations results: Average number of generated CAM messages for a scenario
with 500 vehicles, with a trigger check interval of 100ms and 10ms.
Run con- Mean, #, Lower confi- Upper confi- Mean, #, Lower confi- Upper confi-
figuration 100ms dence value dence value 10ms dence value dence value
r.1 341.55 341.12 341.97 410.38 409.55 411.21
r.2 347.82 347.07 348.57 410.14 409.35 410.94
r.3 348.82 348.20 349.44 410.14 409.35 410.94
r.4 338.61 338.18 339.04 372.24 371.88 372.61
r.5 342.80 342.10 343.50 371.96 371.67 372.25
r.6 339.28 338.75 339.81 371.96 371.67 372.25
r.7 337.44 337.03 337.85 359.80 359.58 360.01
r.8 341.71 341.08 342.35 359.50 359.41 359.59
r.9 336.82 336.31 337.33 359.50 359.41 359.59
r.10 195.80 195.06 196.53 272.29 271.48 273.10
r.11 211.79 210.78 212.80 272.06 271.27 272.84
r.12 216.13 215.55 216.70 272.06 271.27 272.84
r.13 188.58 188.08 189.08 222.17 221.66 222.67
r.14 197.69 196.83 198.56 221.88 221.43 222.34
r.15 196.75 196.18 197.32 221.88 221.43 222.34
r.16 185.57 185.13 186.02 200.14 199.75 200.53
r.17 191.47 190.65 192.29 199.85 199.53 200.17
r.18 186.43 185.79 187.07 199.85 199.53 200.17
Table 53: Evaluations results: Average CBR for a scenario with 500 vehicles, with a trigger
check interval of 10ms.
Run con- Mean, Lower confi- Upper confi- Mean, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 2.56 % 2.54 % 2.58 % 7.11 % 7.05 % 7.17 %
r.2 2.56 % 2.54 % 2.58 % 7.09 % 7.02 % 7.15 %
r.3 2.56 % 2.54 % 2.58 % 7.12 % 7.06 % 7.18 %
r.4 2.43 % 2.41 % 2.45 % 6.99 % 6.93 % 7.04 %
r.5 2.43 % 2.41 % 2.45 % 7.06 % 7.01 % 7.12 %
r.6 2.43 % 2.41 % 2.45 % 7.01 % 6.96 % 7.07 %
r.7 2.24 % 2.23 % 2.26 % 8.03 % 7.94 % 8.11 %
r.8 2.24 % 2.23 % 2.26 % 8.06 % 7.97 % 8.14 %
r.9 2.24 % 2.23 % 2.26 % 8.06 % 7.97 % 8.15 %
r.10 1.57 % 1.56 % 1.58 % 7.99 % 7.92 % 8.06 %
r.11 1.57 % 1.56 % 1.58 % 8.02 % 7.95 % 8.10 %
r.12 1.57 % 1.56 % 1.58 % 7.97 % 7.89 % 8.04 %
r.13 1.35 % 1.34 % 1.37 % 8.00 % 7.92 % 8.08 %
r.14 1.35 % 1.34 % 1.37 % 8.13 % 8.06 % 8.21 %
r.15 1.35 % 1.34 % 1.37 % 8.14 % 8.07 % 8.22 %
r.16 1.27 % 1.26 % 1.28 % 8.31 % 8.21 % 8.40 %
r.17 1.27 % 1.26 % 1.28 % 8.26 % 8.16 % 8.36 %
r.18 1.27 % 1.26 % 1.28 % 8.18 % 8.09 % 8.27 %
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Table 54: Evaluations results: Average PER for a scenario with 500 vehicles, with a trigger
check interval of 10ms.
Run con- Mean, Lower confi- Upper confi- Mean, Lower confi- Upper confi-
figuration only CAM dence value dence value with CPM dence value dence value
r.1 3.12 % 3.06 % 3.18 % 6.39 % 6.31 % 6.46 %
r.2 2.97 % 2.91 % 3.04 % 6.22 % 6.13 % 6.31 %
r.3 3.04 % 2.97 % 3.11 % 6.24 % 6.15 % 6.32 %
r.4 2.83 % 2.76 % 2.89 % 6.24 % 6.16 % 6.32 %
r.5 2.83 % 2.77 % 2.88 % 6.70 % 6.61 % 6.78 %
r.6 2.88 % 2.82 % 2.94 % 6.53 % 6.44 % 6.63 %
r.7 16.65 % 16.28 % 17.01 % 17.63 % 17.35 % 17.92 %
r.8 16.47 % 16.11 % 16.83 % 17.40 % 17.12 % 17.69 %
r.9 16.49 % 16.14 % 16.84 % 17.53 % 17.26 % 17.80 %
r.10 3.71 % 3.61 % 3.80 % 13.65 % 13.55 % 13.75 %
r.11 3.65 % 3.56 % 3.73 % 12.83 % 12.73 % 12.94 %
r.12 3.64 % 3.56 % 3.73 % 12.78 % 12.67 % 12.89 %
r.13 3.65 % 3.56 % 3.74 % 14.95 % 14.83 % 15.06 %
r.14 3.64 % 3.55 % 3.73 % 14.60 % 14.49 % 14.71 %
r.15 3.70 % 3.61 % 3.79 % 14.45 % 14.32 % 14.57 %
r.16 3.33 % 3.25 % 3.41 % 15.79 % 15.68 % 15.91 %
r.17 3.28 % 3.20 % 3.35 % 15.37 % 15.24 % 15.50 %
r.18 3.34 % 3.26 % 3.42 % 16.35 % 16.21 % 16.49 %
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