Supervised machine learning and opinion lexicon are the most frequent approaches for opinion mining, but they require considerable effort to prepare the training data and to build the opinion lexicon, respectively. In this paper, a novel unsupervised clustering approach is proposed for opinion mining. Three swarm algorithms based on Particle Swarm Optimization are evaluated using three corpora with different levels of complexity with respect to size, number of opinions, domains, languages, and class balancing. K-means and Agglomerative clustering algorithms, as well as, the Artificial Bee Colony and Cuckoo Search swarm-based algorithms were selected for comparison. The proposed swarm-based algorithms achieved better accuracy using the word bigram feature model as the pre-processing technique, the Global Silhouette as optimization function, and on datasets with two classes: positive and negative. Although the swarm-based algorithms obtained lower result for datasets with three classes, they are still competitive considering that neither labeled data, nor opinion lexicons are required for the opinion clustering approach.
Introduction
The growth of user-generated text on micro-blogs, social media, and e-commerce websites provides a massive quantity of data that allows discovering the experiences, opinions, and feelings of electors, fans, customers, and others (Marine-Roig and Anton Clavé 2015) . These electronic Word of Mouth statements expressed on the web are prevalent in the business and service industries to enable customers to share their point of view (Ravi and Ravi 2015) . In order to enhance the acquisition of a product or service and to improve the user satisfaction, most websites provide the opportunity for users to write reviews. On the other hand, customers identify online reviews as having a significant influence on their purchase in various economic sectors: 87% of customers consider those reviews on their purchase in the hotel sector, 84% in the travel sector, 79% for restaurants, 79% in the legal sector, 78% in the automotive sector, 76% in the medical sector, and 73% for home purchasing (ComScore 2016) .
Since it is a rich source of real-time information, there has been an increasing interest in the scientific community to create systems capable of extracting information from this kind of data (Balazs and Velásquez 2016) . According to Liu and Zhang (2012) , opinion mining (OM), also known as sentiment analysis, is the field of study that analyzes peoples sentiments, evaluations, opinions, reviews, attitudes, and emotions about different entities expressed in textual data. This is accomplished through the opinion classification of a document, sentence, or aspect into categories, such as: positive, negative, or neutral, using techniques taken from Natural Language Processing (NLP) and Data Mining (DM).
The OM techniques can be divided into machine learning (ML), lexicon-based, and hybrid approaches. The last one makes use of both ML and lexicon approaches (Medhat et al. 2014; Pang and Lee 2008; Ravi and Ravi 2015) . The supervised ML applies classification algorithms to learn underlying patterns from example data to later attempt to classify new unlabeled data (Balazs and Velás-quez 2016) . The lexicon-based approach, also known as semantic-based or symbolic-based, makes use of positive opinion words, used to express some desired states, and negative opinion words, used to express some undesired states. There are also opinion phrases and idioms which together are called opinion lexicon (Medhat et al. 2014) .
The accuracy of sentiment classification can be influenced by the domain of the items to which it is applied. According to Pang and Lee (2008) , one reason is that the same phrase can indicate different sentiment in several domains. The authors also state that difference in vocabularies across several domains also adds to the difficulty when applying classifiers trained on labeled data in one domain to test data in another. The same happens with the creation of lexicons for specific domains. Although supervised ML approaches enjoy a high accuracy, its process requires human participation. Symbolic techniques, on the other hand, provide limited accuracy (Li and Liu 2014) . In order to address the drawbacks of these OM approaches, this paper investigates the use of clustering algorithms to analyze opinions by grouping a set of opinions (comments or reviews) into clusters of related opinions.
The presented algorithms aims to find group of opinions, thus, the opinions have to be similar to opinions in the same cluster and dissimilar to opinions from other clusters. As the topic of discussion may change influencing on people's opinions, phenomenon known as sentiment/opinion drift, the proposed unsupervised method can be fairly competitive in streams analysis since they do not require labeled training data as the opinion mining supervised methods.
Our previous paper (Souza et al. 2016b ) presented two unsupervised algorithms for the clustering of opinion based on Particle Swarm Optimization (PSO) and Natural Language Processing (NLP) techniques. The first algorithm is based on a discrete binary version of PSO proposed by Kennedy and Eberhart (1997) , called DPSOMUT, while the second one is based on an Improved Self-Adaptive PSO (IDPSO) algorithm with detection function (Zhang et al. 2013) . The DPSOMUT and the IDPSOMUT algorithms were evaluated in three corpora with several domains, two languages, four classes balancing, and different Part-ofSpeech (POS) taggers resulting in eighteen configurations.
In this current paper, instead of using language-dependent approaches such as POS taggers, we evaluate the use of n-gram language models for text pre-processing. We also extended the results by proposing an hybrid version of PSO and Cuckoo Search (CS), the IDPSOMUT/CS, and comparing the PSO-based approaches proposed in Souza et al. (2016b) with other swarm-based algorithms such as Artificial Bee Colony (ABC) and CS. For the PSO-based algorithms, besides the Global Silhouette (GS) coefficient, another internal measure, the Average Distance Documents to the Cluster Centroid (ADDC), was also used as fitness function. The effectiveness of the clustering algorithms was evaluated with external measures such as accuracy, precision, recall, and f-score. Those external measures were chosen because they incorporate the categorization criteria of the users and allow comparison with other similar studies. PSO has been successfully applied to clustering problems, including short texts (Cagnina et al. 2014) , as it performs a global search process. The main contributions of this paper can be stated as follows:
1. A clustering based approach is proposed for opinion mining based on an hybrid version of PSO and Cuckoo Search (CS); 2. Natural language and n-gram language models techniques are evaluated for pre-processing the clustering of opinions; 3. Different clustering and swarm-based algorithms such as K-means, Agglomerative, ABC, and CS are used for comparison; 4. For the PSO proposed algorithms, two different internal clustering validity measures (ICVM), such as the Global Silhouette (GS) coefficient and the Average Distance Documents to the Cluster Centroid (ADDC), are used for comparison as fitness function and 5. Three corpora with different languages, class balancing, text size, data source, and several domains are used for clustering purpose.
This paper is organized as follows: Sect. 2 briefly reviews the adopted techniques and presents the major related studies. Section 3 presents the adopted method and the PSO-based proposed algorithms for opinion clustering. Section 4 details the experimental setup and the obtained results. Section 5 brings the conclusion and highlights future works.
Opinion mining
According to Liu and Zhang (2012) , opinion mining (OM) or sentiment analysis is the computational study of peoples opinions, appraisals, attitudes, and emotions toward entities, individuals, issues, events, topics, and their attributes. OM is considered a text classification problem as it discriminates the orientation of a sentiment or opinion of given text in two or more classes. OM has been performed in various classes like binary, ternary, n-ary in the form of stars, and others (Ravi and Ravi 2015) . Researchers have also considered various affect types, such as the six 'universal' emotions: anger, disgust, fear, happiness, sadness, and surprise (Pang and Lee 2008) . In this paper we classify the opinions into categories known as positive, negative, or neutral. This kind of classification is also referred to as sentiment polarity or polarity classification (Pang and Lee 2008) .
According to an extensive survey performed by Pang and Lee (2008) , the term Opinion mining appeared for the first time in a paper by Kushal et al. (2003) . For Pang and Lee (2008) , the ideal OM tool would: process a set of search results for a given item, generating a list of product attributes (quality, features, etc.) and aggregating opinions about each of them (poor, mixed, good) . Much of the subsequent research self-identified as opinion mining fits this description, but the term has also been interpreted more broadly to include many different types of text analysis (Pang and Lee 2008) .
OM is observed to be carried out in three different levels, namely: document level, sentence, and aspect (Feldman 2013) , as shown in the Fig. 1 . Document level classifies whether the whole documents opinion is positive, negative or neutral. Sentence level determines whether the sentence expresses any negative, positive or neutral opinion. Aspect or Feature level focuses on all expressions of sentiments present within given document and the aspect to which it refers. In addition to these three levels of analysis, others have been proposed in a recent survey by Ravi and Ravi (2015) : word, concept, phrase, link, clause, and sense. In this paper, document level sentiment analysis has been taken into consideration. Literature reviews suggest that most opinion mining applications may be classified into four distinct categories: product reviews, movie reviews, political orientation extraction, and stock market predictions (Ravi and Ravi 2015) . Facebook and Twitter are important sources of opinions, however the former is less used in text mining as it often contains non-text data, e.g. graphics, and the analysis of the text by itself is not effective (Evangelista and Padilha 2013; Pak and Paroubek 2010) .
Other very common sources of opinions are the web pages of goods and services suppliers such as: booking.-com, amazon.com, and others. However, almost all online texts ignore the rules of spelling and grammar. This kind of texts have been classified as 'noisy' as they still pose considerable problems both at the lexical and the syntactic levels (Mostafa 2013) . Jargons, contractions of existing words, abbreviations, the use of emoticons and the creation of new words are the norm for online texts. So, to analyze such 'noisy' texts, OM has investigate the use of several techniques, including word sense disambiguation (WSD), accurate detection of negation, inferring semantic orientation (Mostafa 2013) .
The OM can be performed using machine learning (ML) and lexicon-based approaches as shown in Fig. 2 . There are also hybrid approaches which make use of both ML and lexicon-based approaches (Medhat et al. 2014; Pang and Lee 2008; Ravi and Ravi 2015) . ML yields maximum accuracy while semantic orientation provides better generality (Ravi and Ravi 2015) . ML can be further divided into supervised and unsupervised approaches.
The supervised ML methods apply classification algorithms to learn underlying patterns from example data to later attempt to classify new unlabeled data (Balazs and Velásquez 2016) . For supervised approaches, we need two sets of annotated data, one for training and other testing. These methods have yielded high accuracy but they need a considerable amount of labeled data, commonly built manually and dependent on language and domain. A number of ML algorithms have been adopted to classify the reviews. ML algorithms like Naïve Bayes (NB), Maximum Entropy (ME), and Support Vector Machine (SVM) have achieved great success in text categorization (Ravi and Ravi 2015) . The lexicon-based approach, also known as semanticbased or symbolic-based, makes use of positive opinion words, used to express some desired states, and negative opinion words, used to express some undesired states. There are also opinion phrases and idioms which together are called opinion lexicon (Medhat et al. 2014) . Three main approaches are used to build opinion lexicon: -Manual approach, which is very time consuming; -Dictionary-based, in which an initial set (built manually) is grown by searching for their synonyms and antonyms in corpora such as WordNet and thesaurus; and -Corpus-based, which starts with a seed list of opinion words to find other opinion words in a large corpus with context specific orientations.
Text clustering is an approach for automatically finding classes, concepts, or groups of patterns from unstructured data. It seeks to partition an unstructured set of objects into clusters or groups. Thus, the objects have to be similar to objects in the same cluster and dissimilar to objects from other clusters. Clustering has been applied in many areas including biology, medicine, anthropology, marketing, and economics (Sarkar et al. 2014b) .
Much of the useful unstructured data to be processed is taken from web repositories whose documents are, frequently, short texts with a few tens or hundreds words, such as scientific abstracts, news and short technical, opinions and legal documents (Cagnina et al. 2014 ). Due to the strong tendency of people using reduced language in text messages and, recently, with the popularity of weblogs and social networks, the short-text clustering task is becoming even more important because of the need to analyze comments and opinions from users in an unsupervised manner.
Studies indicate that the partitioning technique is well suited for clustering large data-sets on account of its computational requirements being relatively low as shown in Sarkar et al. (2014b) . The time complexity of this technique is almost linear making it widely usable. The best known partitioning clustering algorithm is the Kmeans algorithm and its variants. The K-means seeks to find a partition that minimizes the mean square error (MSE) measure. Although it is an extensively used clustering algorithm, it suffers from many shortcomings, such as: the possibility of getting stuck at local minima as well as at local maxima and being affected by 'noise' and outliers (Sarkar et al. 2014b) . This has motivated a recent interest on clustering algorithms based on global optimization techniques, such as genetic algorithms and swarm optimization techniques (Filho et al. 2015) .
The clustering-based opinion mining approach applies unsupervised learning algorithms which neither requires any human labeled training data, nor time for training (Li and Liu 2014) . However, it has some difficulties such as the one to catch subtle semantics that human beings use in speech and writing. This gets worse when short-texts are analyzed. Without any contextual information and only a small number of words available in the document, achieving semantic comparisons at an acceptable level with respect to analogy-making in human beings is an even more challenging issue (Cagnina et al. 2014) . Table 1 shows a summary of opinion clustering applications. Liu (2010, 2012) introduces the clustering-based sentiment analysis approach at document level analysis. This approach is based on K-means clustering algorithm. TF-IDF weighting method, Stemming, POS tagger, voting mechanism, and term scores extracted from WordNet were combined. 300 positive and 300 negative opinions were randomly chosen from Internet Movie Database (IMDb) (Pang et al. 2002) to construct an experiment with a balanced dataset of 600 reviews. Words which were not tagged as being either an adjective or adverb were eliminated from this data set. For each document vector, there were 20 clustering results which were positive or negative. Each of these results is regarded as a vote. One document will be determined as positive if it obtains more than 10 positive votes, otherwise it will be regarded as negative. Best result achieved accuracy ranged between 77.17% and 78.33%. Li and Liu (2014) enhanced their previous work (Li and Liu 2012) by processing opposite and non-opinion contents (Pang and Lee 2005) , modifying their voting mechanism, and adopting a cosine distance measure approach. They also evaluate their method on three balanced and unbalanced classes. Best result for the binary classes (positive and negative) was obtained by processing nonopinion contents, achieving accuracy of between 89.67% and 88.00%. For the three balanced classes, the best result was obtained using a cosine distance measure approach, achieving accuracy of between 60.17 and 64.13%. For the three unbalanced classes, the best result was obtained using a voting mechanism approach, achieving accuracy of between 49 and 53.76%. Coletta et al. (2014) presented a hybrid approach for opinion clustering using Twitter' data. In this study, the SVM classifier is combined with a cluster ensemble algorithm named Consensus between Classification and Clustering Ensembles (C3E) based on Squared Loss (SL). The C3E-SL, capable to combine classifier and cluster ensembles, can refine tweets classification from additional information provided by clusters, assuming that similar instances from the same clusters are more likely to share the same class label. Experimental results obtained on four tweets datasets showed that the combination of a SVM classifier with an ensemble cluster, as done by C3E-SL algorithm, can improve the tweet binary classification. In most cases, C3E-SL provided better results than the standalone SVM. For the HCR dataset, the obtained accuracy is the best one reported so far in the literature. Souza et al. (2016b) presented two unsupervised approaches for opinion clustering based on Particle Swarm Optimization (PSO). The PSO-based approaches were evaluated by eighteen experiments with different corpora types, domains, languages, class balancing, and pre-processing techniques. The proposed approaches had better accuracy on twelve experiments than the K-means and Agglomerative clustering algorithms. Best results were obtained on corpora with a reduced number of dimensions and for specific domains. Best accuracy (79%) was obtained by a discrete version of Improved Self-Adaptive PSO (IDPSOMUT) algorithm with detection function (Zhang et al. 2013) for the Brazilian Portuguese OBCC (Souza et al. 2016a ) tweet corpus. Figure 3 presents the adopted process for the opinion clustering. It contains four steps which are detailed in the following subsections. The boxes in yellow represent the changes from Souza et al. (2016b) which were included in this extended version. Three different corpora were selected to assess the results: the IMDb corpus (Pang et al. 2002) which contains movie reviews written in the English language; the Sentiment140 (Go et al. 2010 ) and the OBCC (Souza et al. 2016a ) corpora contain tweets written in English and Brazilian Portuguese languages, respectively.
Proposed method
Two text pre-processing approaches are evaluated in this paper. An approach based on natural language processing from Souza et al. (2016b) and a word n-gram feature model. In the sequence, opinions are represented using a Vector Space Model (VSM) associated with the Term Frequency -Inverse Document Frequency (TF-IDF) weighting scheme. After building the VSM model, the proposed approaches use the cosine measure to estimate the similarity between two opinions. The opinion similarity matrix is used as input for the processing step.
In the processing step, two PSO-based algorithms from Souza et al. (2016b) are assessed together with the proposed hybrid version of PSO and CS, the IDPSOMUT/ CS. Besides the Global Silhouette (GS) coefficient from - Souza et al. (2016b) , another internal measure, the Average Distance Documents to the Cluster Centroid (ADDC), was also used as fitness function. PSO has been successfully applied to clustering problems, including short texts (Cagnina et al. 2008 (Cagnina et al. , 2014 Ingaramo et al. 2009 Ingaramo et al. , 2011 , as it performs a global search process. Also, the ADDC optimization function is widely used for document clustering (Cui et al. 2005; Cui and Potok 2005; Natarajan 2009, 2010; Sarkar et al. 2014a, b; Karol and Mangat 2013; Kamel et al. 2016) .
In the evaluation step, results are compared with popular clustering and swarm-based algorithms. Finally, the quality of the resulting clusters is evaluated through accuracy, precision, recall and f-score measures.
Corpora
For the experimental work, three corpora with different levels of complexity with respect to size, number of opinions, domains, language, part-of-speech (POS) tagging, and class balancing were selected. Table 2 presents the details about each corpora. The first column contains the corpus name, the second column presents the number of classes to be clustered, while the third column informs the class balancing type: balanced classes have the same number of opinion, while unbalanced classes have different numbers of opinions. Column POS-Tagger contains the tagger's name used during the NLP pre-processing step (-Souza et al. 2016b ). In the sequence, the number of opinions for each class (positive, negative and neutral) and for all classes are presented. Then, the number of tokens from the whole corpus is presented, followed by the average number of tokens per opinion, the number of tokens after NLP pre-processing and, finally, the number of tokens after n-gram pre-processing. The main characteristics of each corpus are presented bellow: -IMDb movie review corpus from Pang et al. (2002) contains opinions written in English about films. The document set consists of 1000 positive and 1000 negative movie reviews. We randomly selected a subset of 300 positive and 300 negative for the balanced corpus and a subset of 100 positive and 300 negative for the unbalanced dataset. -Sentiment140 corpus, from Stanford University (Go et al. 2010) , contains opinions written in English about brands, products, politicians, celebrities, and other topics from Twitter. The Sentiment140 gold collection contains 498 tweets from several domains distributed in three unbalanced classes. We built three other corpora from this collection: a balanced dataset with two and three classes, and an unbalanced dataset with two classes. -Opinion of Brazilian Consumers (OBCC) corpus was proposed by Souza et al. (2016a) and contains a gold collection with 2940 tweets in Brazilian Portuguese with opinions of consumers about products and services from Telecommunication, Telephony, and Banking (10 companies). This collection was also partitioned into four subsets according to balancing and number of classes.
Pre-processing
Two text pre-processing approaches are evaluated in this paper: an NLP from Souza et al. (2016b) and a word n-gram feature model. All Pre-processing steps were performed using the Python NLTK and are detailed in the following subsections. For the n-gram model, meta-information, URLs and tags, words such as 'RT' or 'via', punctuation characters as @, full stops, commas, and others were removed from Twitter' corpus.
Natural language processing
A POS tagger determines the parts of speech, e.g. noun, verb, adjective, etc. for each term in a sentence. The Perceptron POS tagger was used for both English language corpora. For the Sentiment140 corpus, we also used the Carnegie Mellon POS Tagger (Owoputi et al. 2012 ) specific for tweets written in English language. For the Brazilian Portuguese OBCC corpus, two POS tagger were selected: Perceptron and Unigram taggers. The former was trained using Floresta Sinta(c)tica corpus while the second was trained using MacMorpho corpus, both available at Python NLTK. The chosen PSO taggers presented good outcomes for selected corpora. As adjectives, adverbs, nouns, and verbs are strong indicators of sentiment in an opinion (Marques-lucena and Sarraipa 2015; Pang and Lee 2008), they were selected to build a local dictionary. Words from other parts-of-speech were discarded in this step.
N-gram feature model
N-gram is a probabilistic language model widely used in text classification (Ravi and Ravi 2015) . In computational linguistic, an n-gram is a contiguous sequence of 'n' items from a given sequence of text. These items can be phonemes, character, words, and others. A language model attempts to reflect the frequency with which each item occurs as a sentence in a text. Unigram refers to n-gram of size 1, bigram refers to n-gram of size 2, and so on. Word n-gram have been widely used in polarity classification (Tripathy et al. 2016) . Researchers have reported that unigrams outperform bigrams when classifying opinions from one specific corpus while others reported that bigrams and trigrams yield better (Pang and Lee 2008; Ravi and Ravi 2015) . Tripathy et al. (2016) reported best results using a combination of unigrams, bigrams, and trigrams for three different corpora. In this paper, in order to handle negation, we used the word bigrams model.
VSM 1 TF-IDF Weighting
For both, NLP and n-gram language model, in the Feature Transformation step, opinions were represented using the VSM associated with the TF-IDF weighting scheme. The opinions (O) are represented as vectors O j ¼ ðw 1j ; w 2j ; w 3j ; . . .; w tj Þ and each dimension corresponds to a separate word (w) or term for the opinion j. The opinion versus word matrix generated can be seen in Fig. 4 .
The TF-IDF is the most popular term weighting scheme in text classification (Huang 2016) . According to Wu et al. (2004) , TF-IDF can be described as follows: given a set of documents D ¼ d 1 ; d 2 ; . . .; d n with d i 2 D, the frequency of the term TFðd; tÞ is the number of times a term t occurs in a document, IDFðtÞ is the number of documents in which the term occurs at least once. The inverse of the term frequency in the document collection (IDF) can be calculated by Eqs. (1) and (2), As a result, TF assign a higher weight to a frequent term while the IDF decreases the weight if the term occurs in many documents. 
Cosine similarity measure
After building the VSM model, the proposed approaches use the cosine measure to estimate the similarity between two opinions. The measure is widely used in text clustering literature (Cui and Potok 2005; Cagnina et al. 2008) and it computes the cosine of the angle between two documents as shown in Eq. (3), where m t p m j denotes the dot-product of two opinion vectors and |.| indicates the length of the vector. The result of this step is an opinion similarity matrix, as shown on Fig. 5 , which is used as input for the processing step.
Processing
The proposed algorithms consider clustering as an optimization problem, where a given arbitrary objective function must be optimized and can be formally defined as follows:
1. Given a set of opinions O ¼ o 1 ; o 2 ; . . .; o n , 2. a desired number of clusters k, and 3. an objective function f that evaluates the quality of a clustering, we want to compute an assignment c : O ! 1; . . .; K that minimizes (or, in some cases, maximizes) the objective function, which is often defined in term of similarity or distance measures.
Each particle contains a possible cluster solution (Fig. 6 ) and it is represented as an n-dimensional integer vector, where n is the number of opinions in the corpus. Each position in a particle corresponds to an opinion of the collection and the integer value stored in this position identifies the group (cluster) to which it belongs. The first particles are randomly created with the informed number of clusters (two or three). In the sequence, the particles are iteratively grouped by similarity according to the used optimization function until reaching a stop criterion. The best position currently found for the swarm (gbest) and the best position (pbest) reached by each particle are recorded at each iteration.
Proposed PSO-based algorithms
Three discrete PSO-based algorithms are proposed in this paper: the first one is based on a discrete binary version of PSO, first proposed by Kennedy and Eberhart (1997) . The second one is based on an Improved Self-Adaptive PSO (IDPSO) algorithm with detection function (Zhang et al. 2013) . The last one is an hybrid version of PSO and Cuckoo Search (CS), the IDPSOMUT/CS. Instead of operating in a continuous space, in the discrete version, trajectories change in the probability that a coordinate will take on a discrete value. The swarm formula remains unchanged, except that velocity and position must be constrained to an interval. A logistic transformation can be used to accomplish this modification. The reason for selecting evolutionary computing and swarm intelligence algorithms is that they outperformed many data clustering classical methods (Sarkar et al. 2013 ). The proposed algorithms are detailed in the following subsections.
-Discrete Particle Swarm Optimization with Mutation (DPSOMUT) The DPSOMUT is a Discrete version of the traditional PSO that also uses a mutation function to diversify the generation of possible solutions. Algorithm 1 presents a pseudo-code for DPSOMUT. In this study we evaluate the fitness functions presented in Sect. 3.3.2. Since the algorithm was modeled with a discrete approach, a new formula was developed for updating the positions. This modification was introduced to accelerate the convergence velocity of the algorithm as in Cagnina et al. (2008) . To avoid convergence to a local optimum, a mutation is applied by swapping particles randomly. The particle velocity and position are computed according to Eqs. (4) and (5), respectively. x id is the value of the particle i at the dimension d, v id is the velocity of particle i at the dimension d, x is the inertia factor, c 1 and c 2 are the personal and social learning factors, respectively. if fitness value better than the best fitness value (pbest) in history then 8:
Set current value as the new pbest 9:
end if 10: end for 11:
Choose particle with the best fitness value of all particles as the gbest 12:
for each particle do 13:
if particle velocity greater than random number then 14:
Calculate particle velocity according to Eq. 4 15:
Update particle position according to Eq. 5 16:
end if 17:
end for 18:
Apply mutation by swapping particles randomly 19: end while -Improved Self-Adaptive Discrete PSO with Mutation (IDPSOMUT) Researches on PSO showed that the values of the weights given to the inertia, and cognitive and social factors strongly influence the behavior of the particles of the algorithm and can be characterized as follows: inertia weight with high value promotes an exploratory search (global search); while an inertia with low weight promotes a refinement of the search space (local search). Likewise, cognitive and social factors that are correlated to the all swarm behavior is affected by the values of the weights of its parameters. A high value for the social factor favors the particle a search towards the best overall solution already found. In the same proportion, the cognitive factor reinforces a local search for each particle, favoring the best solution already found by itself.
The main characteristic of the IDPSO (Zhang et al. 2013 ) is to make an exchange between a global to a local search operation, during the iterations. This exchange is made from the dynamic change of inertia values, and cognitive and social factors. For these changes to take place, a detection function (Eq. 6) needs to be computed. ðgbest À x i ðt À 1ÞÞ is the Euclidean distance between the particle i and the best solution gbest found by the swarm up to the iteration ðt À 1Þ. ðpbest i À x i ðt À 1ÞÞ is the Euclidean distance between the particle i and the best solution found by itself, pbest i , up to the iteration ðt À 1Þ.
The uðtÞ parameter is used to update the values of inertia and cognitive and social factors according to Eqs. (7), (8) and (9). The values of c 1 and c 2 are fixed and predefined, and t is the value of the iteration. The x initial and x final values are fixed, predefined, and describe the range in which the value of inertia will vary. K max is the maximum number of iterations of the algorithm. uðtÞ is the detection function, and l is an adjustment factor to ensure that x, x initial ,and x final keep the reverse change.
In IDPSOMUT, the particle velocity and position are computed according to Eqs. (10) and (11). Algorithm 2 presents a pseudo-code for IPDPSO. A mutation operator based on Cagnina et al. (2014) was introduced. This operator aims to reinforce the possibility that the algorithm does not fall into local minimums. Such a mutation can occur in each particle with a probability p. This mutation consists of an exchange between two dimensions of a particle. According to Cagnina et al. (2014) , low mutation values have no effect on individuals and, on the other hand, high values make the algorithm slower, making the search process more difficult. Studies by Zhang et al. (2013) indicate that IDPSOMUT performs better than other PSO variations. Algorithm 2 IDPSOMUT pseudo-algorithm 1: Input: opinion similarity matrix 2: Output: vector for each cluster 3: Initialize particles, cluster vector 4: while maximum iterations is not attained do 5: for each particle do 6:
Calculate fitness value 7:
if fitness value better than the best fitness value (pbest) in history then 8:
if particle position is equal to pbest then 14:
Apply mutation by swapping particles randomly 15:
end if 16:
Calculate particle velocity according to Eq.10 17:
Update particle parameters according to Eq.9 18:
Update particle position according to Eq.11 19:
end for 20: end while Swarm optimization clustering methods for opinion mining -Discrete Improved Self-Adaptive PSO with Cuckoo Search (IDPSOMUT/CS) The IDPSOMUT/CS is a hybrid optimization technique proposed in this paper. This technique combines two algorithms: the IDPSO proposed by Zhang et al. (2013) and MCSA proposed by Fouladgar and Lotfi (2016) . The objective is to combine their distinct characteristics to improve the search process. This combination was motivated due to a weakness in the IDPSO, as, while switching from a global search to a local search, the algorithm can be stuck in a local minimum. Starting from this premise, we investigated the use of a mechanism found in MCSA algorithm, the method of Egg Generation, which changes some random positions of each particle in order to disturb them to leave their location and try to discover a better one.
Thereby, we believe that combining the search power of IDPSO with the MCSA Egg Generation mechanism, we avoid the algorithm being stuck in minimum locations. The IDPSOMUT procedure remains the same, only the Egg Generation method was inserted after the fitness function evaluation, according to the pseudo-code presented in Algorithm 3. Some modifications were made to the Egg Generation method in relation to its original implementation. The method used in this paper follows the procedure below:
1. Generate Eggs: generate an amount x of random positions for each particle. The amount of x given by the range [egg min, egg max]. 2. Lay Eggs: for each defined position, a random number is generated by means of a Gaussian distribution and sums it with a current position. 3. Lastly, if a new part generated has a better shape than an old one, then an old part is updated, if not, a new part is discarded and an old part remains.
Optimization functions
Clustering algorithms explore documents by searching consistent patterns among them and forming groups. The quality of the resulting groups is normally evaluated with respect to structural properties expressed in different internal clustering validity measures (ICVM), such as: GS, ADDC, Expected Density (ED) measures, and others. These unsupervised measures of cluster validity can also be used as objective functions by clustering algorithm during the grouping process. In this sense, the proposed approach considers clustering as an optimization problem and compares two ICVMs widely used in document clustering.
-Global Silhouette (GS) coefficient The GS measure combines two key aspects to determine the quality of a given clustering: cohesion and separation. Cohesion measures how closely related the objects in a same cluster are, whereas separation quantifies how distinct (well-separated) a cluster is from other clusters (Cagnina et al. 2014) . The GS coefficient of a clustering is the average cluster silhouette of all the obtained groups. GS has been successfully applied, as PSO-based optimization function, to short-text clustering (Cagnina et al. 2008 (Cagnina et al. , 2014 Ingaramo et al. 2009 Ingaramo et al. , 2011 . The Euclidean distance was used as similarity measure.
The GS is computed by Eq. (12), where a(i) is the average dissimilarity of i with all other data within the same cluster and b(i) is the average dissimilarity of i to any other cluster, of which i is not a member. The Algorithm 3 IDPSOMUT/CS pseudo-algorithm 1: Input: opinion similarity matrix 2: Output: vector for each cluster 3: Initialize particles, cluster vector 4: while maximum iterations is not attained do 5:
for each particle do 6:
for each particle do 8:
Generate end for 18:
Choose particle with the best fitness value of all particles as the gbest 19:
for each particle do 20:
Calculate particle velocity according to Eq. 10 21:
Update particle position according to Eq. 11 22:
end for 23: end while silhouette ranges from À1 to 1, where a high value indicates that the object is well matched to its own cluster and poorly matched to neighboring clusters.
sðiÞ ¼ ðbðiÞ À aðiÞÞ maxðaðiÞ; bðiÞÞ ð12Þ
-Average Distance Documents to the Cluster Centroid (ADDC) ADDC indicates the value of the average distance between documents and the cluster centroid to which they belong. The ADDC is used as the fitness value to evaluate the solution represented by each PSO particle. The fitness value is measured by Eq. (13), where m ij denotes the j th document vector, which belongs to cluster i, O i is the centroid vector of i th cluster, dðO i ; m i jÞ is the distance between document m i j and the cluster centroid O i , p i stands for the document number, which belongs to cluster C i , and N c is the cluster number (Cui et al. 2005) .
The smaller the ADDC value, the more compact the clustering solution is. ADDC has been successfully applied, as PSO-based optimization function, to several document clustering approaches (Cui et al. 2005 
Evaluation
The quality of the resulting clusters is commonly evaluated with respect to structural properties expressed in different internal clustering validity measures (ICVM), such as the global silhouette (GS) coefficient. These internal measures are very common in document and short-text clustering, but, as stated by Cagnina et al. (2008) , Karol and Mangat (2013) , the real effectiveness of the clustering algorithms can only be evaluated with external measures that incorporate the categorization criteria of the users. In this study, we used the following external measures: accuracy, precision, recall, and F-score.
External measures
These metrics are calculated using terms such 'True Positive' (TP), 'False Positive' (FP), 'True Negative' (TN), and 'False Negative' (FN) (Tripathy et al. 2016) . As shown on Table 3 , considering a grouping of two classes (positive and negative), TP corresponds to opinions that belong to positive class and were also labeled as positive by the classifier, while FP represents the opinions that were classified as positive but belong to the negative class. In the same way, TN indicates negative opinions that were correctly labeled as negative and FN corresponds to positive opinions that were classified as negative.
-Accuracy It is measured by the ratio between the number of all correctly classified opinions and the total number of opinions (Tripathy et al. 2016) .
-Precision Calculated by the ratio of the number of opinions correctly classified in the first class to the total number of opinions classified in the first class. It is a metric to measure the exactness of the classifier result (Tripathy et al. 2016) .
-Recall Measured by the ratio of the number of opinions correctly classified in the first class to the total number of opinions that actually belong to the first class. It indicates the completeness of the classifier result (Tripathy et al. 2016) .
-F-measure Also called F-score or F1, it is the harmonic mean of precision and recall measures (Tripathy et al. 2016) .
Comparison algorithms
Four algorithms were selected for comparison: the K-means and Agglomerative clustering algorithms and the Artificial Bee Colony and Cuckoo Search swarm-based algorithms. The PSO-based and K-means algorithms have the same computational complexity (Oðn 2 Þ), while the Agglomerative has a complexity of Oðn 2 Ã logðnÞÞ. -K-means clustering The K-means method (MacQueen 1967) is currently used to divide a dataset into k groups. It proceeds by selecting k initial cluster centers and, iteratively, refining them as follows: 1. Each instance d i is assigned to its closest cluster center; 2. Each cluster center C j is updated to be the mean of its constituent instances. The number of required iterations can vary in a wide range from a few to several thousand depending on the number of patterns, number of clusters, and the input data distribution. The algorithm runs several iterations until there is no further change in assignment of instances to clusters. In this study, we previously know the k number of cluster on each dataset and we used the Euclidean distance metric.
-Hierarchical Agglomerative clustering
Hierarchical Agglomerative algorithms find the clusters by initially assigning each object to its own cluster and then repeatedly merging pairs of clusters until a certain stopping criterion is met. The various clustering criterion functions that we are considering in this paper can be used to determine the pairs of clusters to be merged at each step in the following way:
1. Consider an n-document dataset and the clustering solution that has been computed after performing l merging steps, this solution will contain exactly nl clusters, as each merging step reduces the number of clusters by one. 2. Now, given this (nl)-way clustering solution, the pair of clusters that is selected to be merged next, is the one that leads to an (nl1)-way solution that optimizes the particular criterion function. That is, each one of the (nl)? (nl1) / 2 pairs of possible merges is evaluated, and the one that leads to a clustering solution that has the maximum (or minimum) value of the particular criterion function is selected. Thus, the criterion function is locally optimized within the particular algorithm stage. Depending on the desired solution, this process continues until either there are only k cluster left, or when the entire Agglomerative tree is obtained. In this study, the Single-linkage criterion Cornwell (2015) was used. At each step, this criterion combines two clusters which contains the closest pair of elements not yet belonging to the same cluster as each other.
-Cuckoo Search (CS)
The Cuckoo Search used in this article is a search algorithm proposed by Yang and Deb (2009) , based on population, similar to Genetic Algorithm (GA) and PSO. It explores both a mechanism of elitism and a targeted search. Three basic steps characterize this algorithm:
1. each cuckoo lays one egg at a time in a randomly chosen host nest; 2. the best nest with the best egg quality will be transferred to next generation and 3. finally, a number of host nodes is defined according to a probability p a 2 [0,1] to be discarded. The host bird can either lay a parasitic egg in another nest, or also lose its old nest by a new one. The new nests defined according to the probability p a are made up random solutions. For this paper, the algorithm was modeled with a discrete approach to update its positions, similar to DPSOMUT and IDPSOMUT. In this paper, each egg represents a document, or a position of the search space, whereas the nests represents the complete solution to the problem.
The goal is to explore new solutions to replace bad solutions. When using random walk, new solutions tend to be exploited instead of local search, so the algorithm should not remain trapped in a good location. For this same reason, a portion of the population is randomized so that the new solutions stay away from the best current solution.
-Artificial Bee Colony (ABC) ABC (Karaboga and Basturk 2007) contains three types of bees: employed bees, onlookers and scouts. A bee waiting on the dance area for making decision to choose a food source, is called an onlooker and a bee going to the food source visited by itself previously is named an employed bee. A bee carrying out random search is called a scout. For every food source, there is only one employed bee. In other words, the number of employed bees is equal to the number of food sources. The employed bee of an abandoned food source becomes a scout. The search carried out by the artificial bees can be summarized as follows:
-employed bees determine a food source based on neighboring food sources stored in memory; -employed bees share their information with onlookers within the hive and then the onlookers select one of the food sources; -onlookers select a food source between all food sources in a neighbor of sources chosen randomly; -an employed bee of which the source has been abandoned becomes a scout and starts to search a new food source randomly. After finding the food source, the bee utilizes its own capability to memorize the location and then immediately starts exploiting it. It is important to note that not all bees start foraging simultaneously. The experiments confirmed that new bees begin foraging at a rate proportional to the difference between the eventual total number of bees and the number of bees presently foraging.
Results
In this section, the results are presented according to the pre-processing techniques, algorithms, and optimization functions used. Sections 4.2 and 4.3 present the overall results for the two language models evaluated for preprocessing: natural language and n-gram, respectively, while Sect. 4.4 discusses these results and also presents a statistical analysis of those pre-processing approaches. Section 4.5 compares the swarm-based and clustering algorithms using n-gram, and Sect. 4.6 evaluates the GS and ADDC fitness function for the PSO-based algorithms. Finally, Sect. 4.7 discusses the overall results along with other similar studies.
Experimental setup
The PSO-based algorithms proposed in this study were developed using Java language, except the DPSOMUT that was implemented using Python. Similarly, the ABC was also developed using Python language. We selected the K-means and Agglomerative versions available on Python scikit-learn toolkit. For the K-means, CS, IDPSOMUT, and IDPSOMUT/CS, we performed 25 runs with 1000 iterations per run. For the Agglomerative, DPSOMUT, and ABC we performed 25 runs with 50 iterations each. The parameters were defined as follows: We performed a grid search to identify a better parameter setting for each compared algorithm (see Table 4 ). The best parameters for an algorithm were those that maximize its clustering accuracy with low computational cost. Table 5 presents the results using the natural language preprocessing. Eighteen experiments were performed with different corpora types, class balancing, POS taggers, and algorithms. In the Class Balancing column, 'B' refers to balanced classes, while 'U' refers to unbalanced classes. The number '2' refers to binary classification (positive or negative), while the number '3' refers to ternary classification (positive, negative, or neutral). Due to the number of experiments, to avoid confusion, and to enable comparison with similar studies, the results are discussed in terms of the accuracy measure.
Natural language pre-processing
The two proposed PSO-based algorithms uses the GS coefficient (Eq. 12) as fitness function. The PSO-based approaches achieved better accuracy on twelve experiments (tagged with asterisks). The best accuracy (0.79) was obtained by the IDPSOMUT algorithm on OBCC (Unigram POS Tagger ? Floresta Sinta(c)tica) corpus. The PSO-based approaches achieved better accuracy in corpora with a reduced number of terms (dimensions) and for specific domains, such as the OBCC corpus. The worst results were achieved in corpora with different domains, such as the Sentiment140 corpus. We could observe a significant improvement in the results of the Twitter' corpus which used a tweet specific POS tagger. For the Brazilian Portuguese language, we did not find a tweet specific POS tagger. As observed for the English language, this specific tagger added an improvement in the results. We could not observe a significant difference in the accuracy for the Brazilian Portuguese corpus tagged with Floresta Sinta(c)tica or Mac-Morpho corpora. Tables 6, 7 , and 8 present the results using a word bigram feature model pre-processing for OBCC, IMDb, and Sentiment140 corpora, respectively. In this experiment, we used the same algorithms presented in Table 5 , but we also (1) included a new PSO-based algorithm, the IDPSOMUT/ CS, (2) compared results with two swarm-based algorithms (ABC and CS), and (3) evaluated another fitness function (ADDC). For the OBCC corpus, the IDPSOMUT (GS) algorithm obtained the best result in all four experiments. The best accuracy (87%) was reached in balanced data-sets with two classes. For the IMDb movie review corpus, the IDPSO-MUT (ADDC) obtained the best accuracy (56%) for the balanced datasets, while the algorithm IDPSOMUT/CS obtained the best accuracy (63%) for the unbalanced datasets. For the Stanford Sentiment140 corpus, again, the IDPSOMUT (GS), algorithm obtained the best result in all four experiments. The best accuracy (61%) was reached in datasets with two classes.
N-gram pre-processing

Natural language and n-gram pre-processing techniques
In this study, two pre-processing types were evaluated: the natural language and the word bigram, in order to determine which technique produces the best results for the opinion clustering task. For this experiment, we selected Bold indicates the algorithm that obtained the best result for each corpora Swarm optimization clustering methods for opinion mining the same algorithms presented in Table 5 : K-means, Aglomerative, DPSOMUT (GS) and Discrete IDPSOMUT (GS). The algorithms were tested with the same parameters for the two types of pre-processing. Table 9 compares the accuracy obtained between the two pre-processing techniques. It is observed that the preprocessing n-gram improved the accuracy of fourteen experiments from a total of twenty-three for datasets with two classes and improved ten experiments from a total of fifteen for datasets with three classes. In summary, the n-gram pre-processing yields better in twenty-nine experiments out of thirty-eight experiments.
When analyzing only the PSO-based algorithms (DPSOMUT and IDPSOMUT), the n-gram pre-processing improved the accuracy of fourteen out of twenty experiments. In two experiments there was no change in accuracy. The best improvements were observed on Sentiment140 corpus.
To confirm this assumption the paired T test was performed. The null hypothesis states that the change between the natural language and n-gram pre-processing are equal, Bold indicates the algorithm that obtained the best result for each corpora E. Souza et al. that is, difference = 0, while the alternative hypothesis indicates that, difference [ 0, that is, the change between natural language and n-gram pre-processing brings significant improvements. Based on these hypotheses, the R software was used to calculate the statistical test with a 90% confidence level. The P value obtained was equal to 0.05912, indicating that this value is in the critical region, which confirms that the null hypothesis was rejected with a 0.1 significance level. Thus, it is statistically proven that, for these corpora, the n-gram pre-processing produces better results than the natural language technique.
Although the difference was not very large between natural language and n-gram pre-processing, we consider it a relevant result as the n-gram allows one to perform a simple text pre-processing which is fully language-independent. Unlike the natural language pre-processing, in which the components need to be selected according to the text language and also to the text type (e.g. POS tagger specific for tweets.
Clustering and swarm-based algorithms
In this section, the performance of the algorithms is evaluated for the n-gram pre-processing. Firstly, the algorithms are evaluated separately for each corpus. In the sequence, a general analysis is performed for all corpora in order to identify which algorithm is more efficient for the opinion clustering task.
In order to provide a more confident analysis, assuming that data do not follow a normal distribution, Friedman's non-parametric test was used together with the Nemenyi post-hoc to evaluate if the group of compared algorithms has equal performance. The test was performed using the Matlab tool with a 95% confidence level.
-IMDb Movie Review According to Fig. 7 (at the end of the paper), it can be observed that, for the balanced dataset with two classes, the algorithms performs similarly. The means are close to 0.5 value, excepting the IDPSOMUT (GS) and the IDPSOMUT (ADDC) algorithms. These two algorithms present the same type of search, differing only in the optimization function used. This shows that the objective function does not present a change in performance, but rather the search type used.
For the unbalanced dataset with two classes, most of the algorithms remained unstable, that is, they did not obtain good performance due to their variation. The best means were achieved by the DPSO (GS and ADDC), followed by the IDPSOMUT (GS and ADDC). The P value obtained from the Friedman test was equal to 0.961 (Fig. 12) , indicating that the algorithms are statistically equal for this corpus.
With this analysis, there is evidence that PSO-based algorithms, specifically those that use a mutation mechanism, are more suitable for this corpus. This also indicates that the main criteria to obtain good results for the IMDb corpus is the type of search, and the mechanism used to avoid local minimums. -Brazilian Portuguese OBCC Analyzing Figs. 8 and 9 (at the end of the paper), it is observed that, for the unbalanced datasets, the algorithms presented quite different means, which may indicate that the data distribution is complex, that is, the search space has many local minimums. Because of this, different strategies generate different results.
It can also be observed that the accuracy variance is fairly low, except for the K-means algorithm. One explanation for this is that different types of reboots can trap this algorithm in several local minimums. As the swarm-based algorithms did not have this difficulty, they presented low variance for all datasets and similar performance, excepting the IDPSOMUT (GS), which reported the best means in three of the four datasets, as well as the smallest variances. One possible explanation for its best result compared to other swarm-based techniques is that this algorithm has the ability to perform local searches, refining the best found solutions. The P value obtained from the Friedman test was equal to 0.021, indicating that the algorithms are statistically different for this corpus. Also, with the Nemenyi post-test, it demonstrates that two groups of algorithms are statistically equal. These are represented by the blue and green lines to the right presented in the Friedman's rank, as shown in Fig. 13 . It is highlighted that only one algorithm, the IDPSOMUT (GS), presented statistical difference from the others (represented by the green line). Bold indicates the algorithm that obtained the best result for each corpora Swarm optimization clustering methods for opinion mining -Stanford Sentiment140 According to Figs. 10 and 11 (at the end of the paper), two points are easily observable: the first is that the algorithms have similar performance. For the datasets with two classes, accuracy is closer to 0.5, and, for the ones with three classes, the accuracy are closer to 0.3. This leads us to believe that the search space for this corpus is very uniform, causing all the algorithms to land in the same region.
The second point is related to the IDPSOMUT (GS) accuracy. It presents the best means for all datasets, distancing itself enough from the accuracy of the other algorithms, despite the P value of 0.086 (Fig. 14) obtained from Friedman test. This value indicates that the algorithms are statistically equal for this corpus.
Similar to what was obtained for the OBCC corpus, it is believed that the significant performance of the IDPSOMUT (GS) is related to its various search engines, such as its ability to switch between exploration and exploitation, as well as with the mutation mechanism.
-General performance analysis Figure 15 shows the results obtained from the statistical tests. The central line presents the Friedman rank. And, according to the rank, the IDPSOMUT (GS) showed better performance than the other algorithms.
The P value obtained from Friedman test was equal to 0.013, indicating that this value is in the critical region, which confirms that the null hypothesis, that the algorithms are statistically equal, is rejected.
With the Nemenyi post-test, according to Fig. 15 , it is highlighted that only one algorithm, the IDPSOMUT, presented statistical difference from the others (represented by the green line), thus confirming its efficiency and competitiveness in opinion clustering.
From the box-plots, it was possible to observe that the swarm-based algorithms, especially the PSO ones, were able to find better solutions than conventional grouping techniques, such as K-means and Agglomerative. This statement can be confirmed in Table 10 , which shows the accuracy for all evaluated algorithms. The IDPSOMUT (CS) reported the best accuracy in seven out of ten experiments, followed by the IDPSOMUT/CS, the DPSOMUT (GS), and IDPSO-MUT (ADDC) algorithms.
GS and ADDC fitness functions analysis
For the PSO-based algorithms we also compared two ICVMs widely used in short-text and document clustering: Bold indicates the algorithm that obtained the best result for each corpora Swarm optimization clustering methods for opinion mining GS, which combines two key aspects to determine the quality of a given clustering: cohesion and separation, and ADDC that computes the value of the average distance between documents and the cluster centroid to which they belong.
According to the statistical tests, presented in Figs. 12, 13, 14 and 15, the GS fitness function is statistically equal to ADDC function, but, according to the Friedman rank, the GS achieved better placement. Besides that, according to the box-plots, presented in Sect. 4.5, the GS also showed better accuracy than ADDC in almost all datasets. The GS also presented smaller variances. This results confirm the finds of Cagnina et al. (2014) that the GS is more suitable for short-texts such as paper abstracts and opinions. One possible explanations for the ADDC' poor performance is the complex data distribution, which made it difficult also for the algorithms based on centroid metrics such as K-means. The document size used in our experiments may also have had a negative influence on the outcome of the ADDC function. Table 11 presents a performance analysis of the three opinion mining approaches presented in Fig. 2 for the corpora used in this study. This table does not present a comparative analysis. Instead, it shows the achieved results from other approaches which have used the same corpora as ours. Column one presents the average accuracy obtained by supervised ML and lexicon-based approaches, column two presents the results for an hybrid approach that uses supervised ML and clustering, while the third column shows the average accuracy from related work presented in Table 1 .
Similar studies
The studies of Li and Liu (2014) , Souza et al. (2016b) only make use of clustering techniques for opinion mining. The authors evaluated its results using the IMDb corpus. Our best accuracy for this corpora was 63.3%, reached by the IDPSOMUT/CS algorithm, using n-gram pre-processing. Our result was better than Souza et al. (2016b) , but worse than Li and Liu (2014) . However, the mentioned studies used language-dependent pre-processing, unlike the one proposed in this study.
Our previous study (Souza et al. 2016b ) is the first one dealing with opinion clustering for tweets. In this paper, we improved the results for the two Twitter' corpora (OBCC and Sentiment140) using language independent pre-processing based on word bigram. For the OBCC corpus, best precision of 66% and f-score of 40% using ML and opinion lexicon was obtained by (Souza et al. 2016a ). Our PSObased approaches outperformed these results, achieving best precision and f-score of 72% and 70%, respectively. Teles et al. (2016) also evaluated their result with the OBBC corpus using a ML smoothed technique and obtaining best accuracy of 94%, outperforming the proposed clustering approach (accuracy of 87%).
Conclusion
This study evaluated three swarm-based algorithms for opinion clustering: the DPSOMUT which is based on a discrete PSO binary version, the IDPSOMUT that is based on an Improved Self-Adaptive PSO algorithm with detection function, and the IDPSOMUT/CS that is a hybrid version of IDPSOMUT and Cuckoo Search (CS). The first two algorithms were used in Souza et al. (2016b) , while the third one was newly presented.
The PSO-based algorithms consider clustering as an optimization problem, where a given arbitrary objective function must be optimized. In this study, we compared the performance of two internal clustering validity measures widely used in document clustering as fitness function: Global Silhouette (GS) coefficient, and the Average Distance Documents to the Cluster Centroid (ADDC).
Three different corpora with different levels of complexity with respect to size, number of opinions, domains, languages, and class balancing were selected to assess the results: the IMDb (Pang et al. 2002) corpus which contains movie reviews written in the English language; the Sentiment140 (Go et al. 2010 ) and the OBCC (Souza et al. 2016a ) corpora contain tweets written in English and Brazilian Portuguese languages, respectively, with opinions about brands, products, politicians, celebrities, and other topics from Twitter.
Therefore, in this paper, two text pre-processing approaches were evaluated: a natural language pre-processing from Souza et al. (2016b) which applied a part-ofspeech (POS) tagger for feature selection, and a word bigram feature model. K-means and Agglomerative clustering algorithms, as well as, Artificial Bee Colony (ABC) and CS swarm-based algorithms were selected for comparison. Results were expressed in terms of accuracy, precision, recall, and F-score.
From the statistical analysis, it was possible to observe that the swarm-based algorithms, especially the PSO ones, were able to find better solutions than conventional grouping techniques, such as K-means and Agglomerative. The results presented in this study outperformed our previous results (Souza et al. 2016b) for the three corpora.
The PSO-based algorithms achieved better accuracy using a word bigram pre-processing and the GS as fitness function. Best results were obtained on datasets with two classes (positive and negative). Best accuracy (87%) was obtained by IDPSOMUT on the OBCC corpus. Although the PSO-based algorithms obtained lower result for datasets with three classes compared to the others related works, they are still competitive considering that in this case neither labeled data, nor opinion lexicons are required for the opinion clustering approach.
It is worth highlighting that this study presents limitations related to Twitter' corpora. Symbols and images from tweets which may help to identify its polarity (Tripathy et al. 2016) were not considered. Sarcasm and irony detection was not also handled.
As there is no consensus whether higher-order n-grams are useful features for sentiment polarity (Pang and Lee 2008) , we intend to evaluate other word n-gram feature models and their combinations. (Tripathy et al. 2016) reported accuracy of 88.94% for the IMDb corpus, using an approach which combines word unigram, bigram, and trigram feature models for binary (positive and negative) sentiment classification. In order to improve our results for datasets with three classes (positive, negative and neutral), we intend to apply a two-step clustering approach (Pang and Lee 2008; Li and Liu 2014) . In the first step, subjective and objective (neutral) opinions are identified, then, in the second step, a binary clustering is performed only with the subjective opinions.
As future work, we also intend to improve results of the proposed algorithms by using hybrid and semi-supervised techniques. The semi-supervised learning needs a small number of seeds for each group and this may improve the resulting clusters.
