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Abstract :-
Although the Wiener filtering is the optimal tradeoff of inverse filtering and 
noise smoothing, in the case when the blurring filter is singular, the Wiener filtering 
actually amplify the noise. This suggests that a denoising step is needed to remove the 
amplified noise .Wavelet-based denoising scheme provides a natural technique for 
this purpose .
In  this  paper    a  new  image  restoration  scheme is  proposed,  the scheme 
contains two separate steps : Fourier-domain inverse filtering  and wavelet-domain 
image denoising. The first stage is Wiener filtering of the input image , the filtered 
image is inputted to adaptive threshold wavelet denoising stage . The choice of the 
threshold  estimation  is  carried  out  by  analyzing  the  statistical  parameters  of  the 
wavelet  sub  band  coefficients  like  standard  deviation,  arithmetic  mean  and 
geometrical mean . The noisy image is first decomposed into many levels to obtain 
different frequency bands. Then soft thresholding method is used to remove the noisy 
coefficients, by fixing the optimum thresholding value by this method .
Experimental results on test image by using this method show that this method 
yields significantly  superior  image  quality  and  better  Peak  Signal  to  Noise Ratio 
(PSNR). Here, to prove the efficiency of this method in image restoration , we have 
compared this with various restoration  methods like Wiener filter alone and inverse 
filter.
Key words : Image Restoration ,  Generalized Inverse filter , Generalized Wiener
filter , Wavelet Transform , Denoising using Discrete Wavelet Transform , Adaptive 
Threshold Wavelet Transform, Gaussian Noise.
1. Introduction
Image  restoration  are  used  to 
improve the appearance of an image by 
application of a restoration process that 
uses a mathematical model to remove
image  degradation  .  Examples  of  the 
types  of  degradation  include  blurring 
caused  by  motion  of  atmospheric 
disturbance  ,  geometric  distortion 
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caused  by  imperfect  lenses  , 
superimposed  interference  patterns 
caused by mechanical  systems , noise 
from electronic sources , for example 
in the case of acquiring images with a 
CCD (  Charge  Coupling  Device)
camera,  light  levels  and  sensor
temperature are major factors affecting 
the  amount  of noise  in the  resulting 
image [1],[2].
The  degradation  process  model 
consists of two parts , the degradation 
function and the noise function . The 
general  model  in  the  spatial  domain 
follows :
where the  ** denotes two dimensional  
convolution process
d(x,y) = degraded image 
h(x,y) = degradation function
f(x,y)  = original image
n(x,y) =additive noise function
Because  convolution  in  the  spatial 
domain is equivalent to multiplication 
in  the  frequency  domain  ,  the 
frequency domain model is 
where  D(u,v)  =  Fourier  transform  of 
the degraded image 
            H(u,v)  =  Fourier  transform  of 
the degradation function
            F(u,v)  =  Fourier  transform  of 
the original image
            N(u,v)  =  Fourier  transform  of 
the additive noise function
In  this  model,  the  true  image
and  noise  are  coupled  linearly ,
therefore,  the  problem of  recovering 
image from degraded one is referred to 
as the linear image restoration problem
.
Number of  techniques  [l],  [2] 
have been proposed in the literature to 
restore  an  image  from  degradations
due to blurring and additive noise . 
Inverse  filtering  ,Wiener
filtering , parametric Wiener filtering , 
power  spectrum  filtering , and 
geometrical mean filtering are some of 
the examples .
The  inverse  filtering  is  a 
restoration  technique  for 
deconvolution, i.e., when the image is 
blurred by a known lowpass filter, it is 
possible  to  recover  the  image  by 
inverse filtering or generalized inverse 
filtering. However, inverse filtering is 
very  sensitive  to  additive  noise.  The 
Wiener  filtering  executes  an  optimal 
tradeoff  between inverse filtering and 
noise  smoothing.  It  removes  the 
additive noise and inverts the blurring 
simultaneously. So the Wiener filtering 
is optimal in terms of the mean square 
error because it minimizes the overall 
mean  square  error  in  the  process  of 
inverse filtering and noise smoothing.
Although the Wiener filtering is 
the optimal tradeoff of inverse filtering 
and noise smoothing , in the case when 
the  blurring  filter  is  singular,  the 
Wiener  filtering  actually  amplify  the 
noise.  This  suggests  that  a  denoising 
step is needed to remove the amplified 
noise . Image denoising techniques are 
necessary  to remove  the random 
additive noises while retaining as much
as  possible  the  important  signal 
features. Statistical filters like Average 
filter [1] [2], can be used for removing 
such  noises  but  the  wavelet  based 
denoising techniques  proved  better 
results than these filters[3] ,[6] and [7].
In general, image de-noising imposes a 
compromise  between noise  reduction 
and  preserving  significant  image 
details. To achieve a good performance 
in  this  respect,  a  denoising algorithm 
has  to adapt  to image discontinuities. 
) 2 ( ... ) , ( ) , ( ) , ( ) , ( v u N v u F v u H v u D  
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The  wavelet representation 
naturally facilitates the construction of 
such  spatially adaptive algorithms. It 
compresses  essential information  in  a 
signal  into  relatively  few,  large 
coefficients, which  represent  image 
details at different resolution scales. In
recent  years  there  has  been  a  fair 
amount  of  research  on wavelet 
thresholding  and  threshold  selection 
for signal and image denoising [3] [4] 
[6]  [7]  [8]  [10]  ,  because  wavelet
provides  an  appropriate  basis  for 
separating  noisy  signal  from image 
signal.  Many of  these wavelet  based 
thresholding  techniques have  proved 
better efficiency  in  image  denoising. 
We  consider here  an efficient
thresholding technique used in [4] for 
image  denoising  by  analyzing  the
statistical  parameters  of  the  wavelet 
coefficients.
This  paper  is  organized  as 
follows: A brief review of Generalized 
Inverse Filter for image restoration  is
provided in  section  2.  Generalized
Wiener  filter equations  for  image 
restoration are developed in section 3. 
Image  Restoration  Using  Regularized 
Inverse  Filtering  and    Wavelet 
Denoising is discussed in section 4. A 
brief  review  of Discrete  Wavelet 
Transform  (DWT)  and  wavelet  filter 
banks are  provided  in  section  5.  The 
wavelet  based  adaptive  thresholding
technique  is  explained  in  Section  6. 
The proposed algorithm steps involved 
in this work are explained in Section 7. 
In Section 8 the experimental results of 
this  proposed  work  and other 
restoration techniques are present and 
compared. Finally concluding remarks 
are given in Section 9.
2. Image restoration  using                 
generalized inverse filter
If  we  know  or  can  create  a 
good  model  of  the  blurring  function 
that  corrupted  an  image,  the  quickest 
and  easiest  way  to  restore  that  is  by 
inverse  filtering.  Unfortunately,  since 
the inverse filter is a form of high pass 
filer,  inverse  filtering  responds  very 
badly to any noise that is present in the 
image because noise tends to be high 
frequency. In this section , we explore 
a method of inverse filtering called a 
thresholding method .
We can model a blurred image by 
where f is the original image, h is some 
kind of a low pass filter and d is our 
blurred  image.  So  to get  back  the 
original image, we would just have to 
convolve  our  blurred  function  with 
some kind of a high pass filter  r
In the ideal case, we would just invert 
all the elements of h to get a high pass 
filter. However, notice that a lot of the 
elements in h have values either at zero 
or  very  close  to  it.  Inverting  these 
elements would give us either infinities 
or  some  extremely  high  values.  In 
order  to  avoid  these  values,  we  will 
need to set some sort of a threshold on 
the  inverted  element.  So  instead  of 
making a full inverse out of H, we can 
an "almost" full inverse by
So the higher we set γ , the closer Rinv
is  to  the  full  inverse  filter. This  is 
called  regularized  inverse  filter  that 
implemented in our work .
3. Image restoration  using        
generalized wiener filter  
    The inverse filtering is a restoration 
technique for deconvolution. However, 
inverse filtering is very sensitive to 
additive noise as explained in the 
previous section .
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1
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1
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Because  Wiener  can  removes 
the  additive  noise  and  inverts  the 
blurring  simultaneously,  it  is  usually 
used  instead  of inverse filter  in these 
cases.
The Wiener filtering is optimal 
in terms of the mean square error. In 
other  words,  it  minimizes  the  overall 
mean  square  error  in  the  process  of 
inverse filtering and noise smoothing. 
The approach is based on a stochastic 
framework.  The  Wiener  filter  in 
Fourier  domain  can  be  expressed  as 
follows:
) 6 ( ...
) , ( ) , ( ) , (
) , ( ) , (
) , (
2 v u S v u S v u H
v u S v u H
v u R
n im
im
w

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
where  Sim , Sn are respectively power 
spectra  of  the  original  image and  the 
additive  noise,  and  H(u,v)  is  the 
blurring filter. It is easy to see that the 
Wiener filter has two separate part, an 
inverse  filtering  part  and  a  noise 
smoothing  part.  It  not  only  performs 
the  deconvolution by inverse filtering 
(high pass filtering) but also removes 
the noise with a compression operation 
(low pass filtering). 
To  implement  the  Wiener  filter  in 
practice we have to estimate the power 
spectra  of  the  original  image and  the 
additive noise. For white additive noise 
the  power  spectrum  is equal  to  the 
variance of the noise. To estimate the 
power spectrum of the original image 
many  methods  can  be used.  A  direct 
estimate is the periodogram estimate of 
the power spectrum computed from the 
observation:
  ) 7 ( ... ) , ( ) , (
1
2
  v u D v u D
N
S
per
yy
where  D(u,v) is  the  DFT  of  the 
observation.  The  advantage  of  the 
estimate is that it can be implemented 
very easily without worrying about the 
singularity  of  the  inverse  filtering. 
Another  estimate  which  leads  to  a 
cascade implementation of the inverse 
filtering and the noise smoothing is 
) 8 ( ...
2
H
S S
S
n yy
im


which is a straightforward result of the 
fact  :
2 H S S S im n yy   The  power 
spectrum Syy can be estimated directly 
from  the  observation  using  the 
periodogram  estimate.  This  estimate 
results in a cascade implementation of 
inverse filtering and noise smoothing: 
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4. Image  restoration  using 
regularized  inverse  filtering  and  
wavelet denoising
Although the Wiener filtering is 
the optimal tradeoff of inverse filtering 
and noise smoothing, in the case when 
the  blurring  filter  is  singular,  the 
Wiener  filtering  actually  amplify  the 
noise.  This  suggests  that  a  denoising 
step is needed to remove the amplified 
noise.  Wavelet-based  denoising 
scheme,  a  successful  approach 
provides  a  natural  technique  for  this 
purpose.  Therefore,  the  image 
restoration contains two separate steps: 
Fourier-domain  inverse  filtering  and 
wavelet-domain image denoising. The 
diagram is shown as follows.
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The  approach  that  shown  in 
fig.(1)  for image restoration improves 
the performance, however, in the case 
when  the  blurring  function  is  not 
invertible,  the  method  is  not 
applicable. Furthermore, since the two 
steps are separate, there is no control 
over  the  overall  performance  of  the 
restoration.  So  a  wavelet-based 
deconvolution  technique  for  ill-
conditioned systems can be proposed. 
The  idea  is  simple:  employ  both 
Fourier-domain  Wiener-like  and 
wavelet-domain  regularization.  The 
regularized inverse filter is introduced 
by modifying the Wiener filter given in 
equation  (6)  with  a  new-introduced 
parameter α  : 
) 10 ( ...
2
n im
im
S S H
S H
G





The  parameter    α  can  be  optimally 
selected to minimize the overall mean-
square  error.  The  diagram  of  the 
algorithm is displayed as follows:. 
5. Discrete wavelet transform
The  DWT  is  identical  to  a 
hierarchical subband system where the 
subbands are logarithmically spaced in 
frequency and  represent  octave-band 
decomposition.  Due  to  the
decomposition  of  an  image  using  the 
DWT  [1]  the  original image  is 
transformed into four pieces which is 
normally labeled  as  LL,  LH, 
HL  and  HH  as  in  the  schematic 
depicted in Fig. (3 a.).
The LL subband can be further 
decomposed into four subbands labeled 
as LL2, LH2, HL2 and HH2 as shown 
in Fig.3 b.
Inverse
Filtering
Wavelet
Denoising   
) , ( y x d    ) , ( ˆ y x f ) , (
~
y x f
Fig.(1)  Block diagram of Image Restoration  Using Inverse Filtering 
              and  Wavelet Denoising
Regularized 
Inverse
Gα
  
Wavelet
Denoising
) , ( y x d    ) , ( ˆ y x f ) , (
~
y x f
Fig.(2)  Block diagram of Image Restoration  Using Regularized        
              Inverse Filtering  and  Wavelet Denoising
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The LL piece comes from low 
pass filtering in both directions and it 
is the most like original picture and so 
is called  the  approximation.  The 
remaining  pieces  are  called detailed 
components. The HL comes from low 
pass  filtering  in the  vertical  direction 
and high pass filtering in the horizontal
direction and so has the label HL. The 
visible detail in the sub-image, such as 
edges,  have  an  overall  vertical 
orientation since  their  alignment  is 
perpendicular  to  the  direction,  of  the
high pass filtering and they are called 
vertical  details.  The remaining 
components  have  analogous 
explanations.  The filters  LD  and  HD 
shown  in  Fig.  4 are  one-dimensional 
Low Pass Filter (LPF) and High Pass 
Filter  (HPF)  respectively  for image 
decomposition.  To  obtain  the  next 
level of decomposition, sub band LL1 
alone  is  further  decomposed. This 
process  continues  until  some  final 
LL1    HL1
   LH1 HH1
HL1
   LH1 HH1
LL2    HL2   
LH2    HH2   
(a) One-Level
(b) Two -Level
Fig. 3 Image decomposition by using DWT
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scale  is  reached.  The decomposed 
image  can  be  reconstructed  using  a
reconstruction filter as shown in Fig. 5. 
Here, the filters LR and HR represent 
low pass and high pass reconstruction 
filters respectively.  Here,  since  the 
image  size  is  not  changed  after
decomposition  this  DWT  is  called 
critically  sampled transform  without 
having any redundancy.
6. Wavelet thresholding
Let f={fij,i,j=1,2,....M} denotes 
a M x M matrix of original image to be 
recovered  and  M  is  some integer 
power  of  2.  During  the  transmission, 
the signal f is corrupted by independent 
and  identically  distributed  (i.i.d) zero 
mean,  white  Gaussian  noise  nij  with 
standard  deviation σ  ,and  at  the 
receiver  end,  the  noisy observation 
dij=fij+nij is obtained. The goal is to 
estimate the  signal  f  from  the  noisy 
observations  dij  such  that  the Mean 
Square  Error (MSE) is  minimum.  To 
achieve this the dij is transformed into 
wavelet  domain,  which  decomposes
the  dij  into  many  subbands  as 
explained in section 5, which separates 
the  signal  into  so  many  frequency 
bands. The small coefficients in the           
LD
HD 2 
٢
   
HD
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LD   
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٢
   
٢
   
٢
   
٢
   
Row
s
LL   
LH
HL
HH
f(x,y)   
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٢
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٢
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Fig.4 Wavelet Filter bank for one-level image decomposition
Fig.5 Wavelet Filter bank for one-level image reconstruction
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subbands  are  dominated  by  noise, 
while coefficients  with large  absolute 
value  carry  more  signal information 
than  noise.  Replacing  noisy 
coefficients  (small coefficients  below 
certain value) by zero and an inverse  
wavelet  transform  may  lead  to 
reconstruction  that  has  lesser noise. 
Normally Hard Thresholding and Soft 
Thresholding techniques  are  used  for 
such denoising process. Hard and Soft 
thresholding  [4]  with  threshold  λ  are 
defined as follows:
The  hard  thresholding  operator  is 
defined as
) 11 ( ...
0
) , (


 

otherwise
U all for U
U D


The soft thresholding operator on the 
other hand is defined as
Hard  thresholding  is  “keep  or 
kill” procedure and is more intuitively 
appealing  and  also  it  introduces 
artifacts in the recovered images. Soft 
thresholding , on the other hand , have 
proved  to  be more  efficient  and it  is 
used  for  the  entire  algorithm  for  the 
following reasons :  Soft thresholding 
has  been  shown  to  achieve  near 
minmax rate [3],[4] and [8]. Moreover, 
it is also found to yield visually more 
pleasing  images.  The  above factors 
motivate  us  to  use  this  Soft 
thresholding in our denoising method.
6.1.  Estimation  of Parameters for
Threshold Value
   Finding an optimum threshold value 
(λ) for soft thresholding is not an easy 
task. A small threshold value will pass 
all the noisy coefficients and hence the 
resultant  denoised signal  may still  be 
noisy. A large threshold value on the 
other hand,  makes  more  number  of 
coefficients  as  zero  which  leads to 
smooth signal and destroys details and 
may  cause blur  and  artifacts.  So, 
optimum threshold value
should be found out, which is adaptive 
to  different  subband characteristics. 
Here, we describe an efficient method 
for fixing  the  threshold  value  for 
denoising  by  analyzing  the statistical 
parameters of the wavelet coefficients. 
The threshold  value  (λ) that  used for 
soft  thresholding    technique  is given 
by:
λ = C σ −( AM − GM )               …(13)                                                                                            
Where σ  is the  noise variance  of  the 
corrupted image , AM and GM are the 
abbreviates  for  Arithmetic  Mean  and 
Geometric  Mean  of  the subband 
coefficients respectively  and the  term 
C  is included to  make  the  threshold 
value depend on decomposition level. 
In some  applications  of  image 
denoising, the value of the input noise 
variance is known, or can be measured 
based on the information other than the 
corrupted data. If this is not the case, 
one  has  to estimate  it from the  input 
data.  For  this,  wavelet  based  method
commonly used the highest frequency 
subband  of  the decomposition. In  the 
DWT of the image, the HH1 subband
contains  mainly noise. For estimating 
the  noise  level  we  use    the  relation 
used  in [3],[4] and  [8]  ,  which  is 
denoted as
) 14 ( ...
,
6745 . 0
] [
1 HH subband Y
Y median
ij
ij   
Normally in wavelet subbands, as the 
level  increases  the coefficients of  the 
subband  becomes  smoother.  For 
example the subband HL2 is smoother 
than the corresponding subband  in the 
first level (HL1) and so the threshold 
value  of  HL2 should be smaller  than 
that  for  HL1.  So  ,  the  term  C  is
included for this purpose to make the 
threshold value as decomposition level 
dependent and is given by,
) 12 ( ...
) , 0 max( * ) sgn( ) , (     U U U D
) 15 ( ... 2
) ( k L C
 
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Where,  L  is  the  no. of  wavelet 
decomposition  level k  is  the  level  at
which  the  subband  is  available (for 
HL2, k=2). The term |AM - GM| is the 
absolute  value  of  difference between 
Arithmetic Mean and Geometric Mean 
of the subband coefficients. This term 
is the measure of the smoothness of the 
image  to be  denoised. If an image is 
having more  edges,  then  the  noisy 
wavelet  coefficients  of  the  image
should  be  removed  by  fixing  slightly 
lower threshold value so as to keep the 
image edges undisturbed. This can be 
achieved by  this  term,  since  small 
value  of  this  term  indicates  that  the
subband  is  having  smooth  edges  and 
vice  versa.  This  term makes  the 
threshold  value  as  image  dependent 
and helps to preserve the image edges 
to some extent, which results in better 
image  quality.  The  Arithmetic  Mean 
and  Geometric Mean  of  the  subband 
matrix X(i,j) are denoted as,
Thus  each  term  in  equation  (13) has 
its’  own  importance  as explained 
above  to  make  the  threshold  value 
more adaptive to subband coefficients 
as well as level of decomposition.
7. Image restoration algorithm
The  Complete  algorithm  of  proposed 
Wiener  - wavelet  based restoration
technique is explained in the following 
steps : 
1. Restore the degraded image without 
denoising using the regularized inverse 
filter  with  α = 1. 
2.  Perform  the  DWT  of  the  restored 
noisy image coming from step 1  up to 
2 levels (L=2)to obtain seven subbands 
which  are  named  as  HH1,  LH1,HL1, 
HH2, LH2, HL2 and LL2.
3.  Compute  the  threshold  value  for 
each  subband,  except  theLL2  band 
using equation (13) , after finding out 
its following terms.
(i) Obtain the noise variance using the
equation (14).
(ii) Find the term C for each subband 
using the  relation  given  in  equation 
(15).
(iii) Calculate the term |AM-GM| using 
the equations (16) and (17).
5.  Threshold  the  all  subband 
coefficients  (except  LL2)  using Soft 
Thresholding  technique  given  in 
equation  (12),  by substituting  the 
threshold value obtained in the step 3.
6.  Perform  the  inverse  DWT  to 
reconstruct the degraded image.
8.  Experimental    results    and  
discussion
A test image Zoza of size 256x 256  is  
blurred  by 4x4 average low pass filter
have  a  coefficients  values  of  1/16  , 
then the proposed algorithm has been 
applied  on  different  added  Gaussian 
noise of levels: (Standard Deviation) σ 
=  1  to  100  .  We  used  ‘Daubechies’
(Db4)[13]  at  two  levels  of 
decomposition.  To  evaluate  the 
performance  of the proposed method, 
it is compared with inverse filter , and 
Wiener  filter alone  without  denoising 
step  using Peak Signal to Noise Ratio 
(PSNR) [4], which is defined as :
Where, MSE denotes the Mean Square 
Error between the original and the
restored images, and is given as:
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1 1
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1
) ( 
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
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Where,
  M        - Width of image
  N        - Height of Image
f
~
(i,j) - Restored Image or processed 
Image
f (i,j) - Original Image
Figure(6)  shows  the  PSNR  against 
white Gaussian noise standard 
deviation for three filters , inverse filter 
, Wiener filter alone and our proposed 
method  the  involve  additional 
denoising method after Wiener filter. It 
is  obvious  from  fig.(6)  that  our
proposed  method outperforms  the 
inverse and  the  Wiener  filters  .  It
removes noise significantly and hence 
restore the image better than traditional 
Wiener filter.
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Fig. (7) shows the original Zoza image 
, the degraded image for sigma = 25 , 
50  and  75    and  resulting  images  of 
inverse  filter  ,  wiener  filter, and 
proposed method of Zoza image. It is 
clear  that the  proposed  method 
outperforms the  other  methods  in
visual  perception especially  in  high 
noise level.
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
(a) Zoza Image 
Fig.( 6 ) Comparison Chart of PSNR for Different Methods
0
5
10
15
20
25
30
35
40
1 11 21 31 41 51 61 71 81 91
Standard Deviation of Gaussian Noise
P
S
N
R
 
i
n
 
d
B
Adaptive Thershold
Wavelet
Generlized Wiener
Generlized Inverse
This page was created using Nitro PDF trial software.
To purchase, go to http://www.nitropdf.com/Mr. Firas Ali/ Al-Khwarizmi Engineering Journal, Vol.3, No. 1, PP 48-62 (2007)
٥٧
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
(b) Degraded  image    
  with  sigma = 25 
(c)  Resorted image  
using  inverse  filtering
(d) Resorted image  
using  wiener  filtering
(e) Resorted image  using 
our proposed method
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(f) Degraded  image     
with  sigma = 50 
(g)  Resorted image  
using  inverse  filtering
(h) Resorted image  
using  wiener  filtering
(i) Resorted image  using  
our proposed method
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(j) Degraded  image      
with  sigma = 75 
(k)  Resorted image  
using  inverse  filtering
(l) Resorted image  
using  wiener  filtering
(m) Resorted image  
using  our proposed 
method
Fig.(7) Restoration  of ‘Zoza’ image blurred by 4x4 average filter and  corrupted 
by  Gaussian  Noise  of  Standard  Deviation  of  25  ,  50  and  75  using  different 
methods
This page was created using Nitro PDF trial software.
To purchase, go to http://www.nitropdf.com/Mr. Firas Ali/ Al-Khwarizmi Engineering Journal, Vol.3, No. 1, PP 48-62 (2007)
٦٠
9. Conclusion 
A method for image restoration 
have  been  proposed  here.  The 
proposed  method  added  to  Wiener 
filter  a  denoising  step  to  remove  the 
amplified  noise.  Wavelet-based 
denoising  scheme  with  adaptive 
threshold  is  the  denoising  step  that 
used in our work. 
Experiments  are conducted  on 
image  corrupted  by  various noise 
levels  to  access  the  performance  of 
thresholding  method  in  comparison 
with  filters  like  Wiener and  inverse
filters. The  obtained  experimental
results  proved  that our proposed 
method better than inverse and Wiener 
filters  because  it  is  removed  noise 
significantly and  restored  the  image 
better than the other methods , and this 
is  very  clear  in  visual  perception of 
results especially in high noise level . 
From  the  results  ,  its  clear  that  our
proposed  restoration  technique  has 
possessed  better  PSNR than  inverse 
and than traditional Wiener  filter and 
this is because of the additional noise 
removal  step, and  because  this 
denoising  step  is  more  subband 
adaptive and is based on the analysis of 
statistical  parameters  like  arithmetic 
mean, geometrical mean and standard 
deviation  of  the subband coefficients,
so  at higher  values  of  sigma  our 
proposed  method  overcame  the  other 
two  methods. The  method  also 
overcame  the  Wiener  filtering  in  the 
case when the blurring filter is singular 
where  Wiener  filtering  actually 
amplified the noise.On the other hand, 
and  at  high  values  of  sigma,  some 
artifacts  have  been  added  to  the 
restored  image  due  to  wavelet 
denoising,  and  this  can  be  left  for 
future  work  to  suggest  a  suitable 
additional  filter  or  method to  remove 
these artifacts.
Finally,  and  from  applications 
point  of  view,  since  the  proposed 
method  proved  to  have  better  PSNR 
than other methods , it  can be used in 
restoration applications  where  the 
images  are degraded during
transmission , which  adds  random
noise normally in nature.
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ﺘﻟا ماﺪﺨﺘﺳﺎﺑ رﻮﺼﻟا ةدﺎﻌﺘﺳا  ﺔﻘﯾﺮﻄﺑ ءﺎﺿﻮﻀﻟا ﺔﻟازإ و سﻮﻜﻌﻤﻟا ﻢﻈﻨﻤﻟا ﺢﯿﺷﺮ
ﺔﻔﯿﻜﺘﻤﻟا ﺔﺒﺘﻌﻟا ﺔﺒﺘﻌﻟا وذ ﻲﺠﯾﻮﻤﻟا ﻞﯾﻮﺤﺘﻟا   
  
  
داﻮﺟ ﻲﻠﻋ ساﺮﻓ   
 ﺲﻜﯿﻧوﺮﺗﺎﻜﯿﻤﻟا ﺔﺳﺪﻨھ ﻢﺴﻗ  / ﺲﻜﯿﻧوﺮﺗﺎﻜﯿﻤﻟا ﺔﺳﺪﻨھ ﺔﯿﻠﻛ   
داﺪﻐﺑ ﺔﻌﻣﺎﺟ   
  
  
 ﺔﺻﻼﺨﻟا :   
  
ﺮﻣ نﻮﻛ ﺔﻟﺎﺣ ﻲﻓ ﻦﻜﻟ ءﺎﺿﻮﻀﻟا ﮫﻟازأو سﻮﻜﻌﻤﻟا ﺢﯿﺷﺮﺘﻟا ﻦﯿﺑ ﻲﻟﺎﺜﻣ ﻞﺤﻛ ﺮﻨﯾو ﺢﺷﺮﻣ ﺮﺒﺘﻌﯾ  ﺢﺷ
 ءﺎﺿﻮﻀﻟا ﺔﻟازﻹ ﺮﻨﯾﻮﻟا ﺪﻌﺑ ةﻮﻄﺧ ﺔﻓﺎﺿإ ﺐﺠﯾ ﻚﻟﺬﻟ ءﺎﺿﻮﻀﻟا ﻢﯿﺨﻀﺗ ﻰﻟا ﺮﻨﯾﻮﻟا ﺢﺷﺮﻣ يدﺆﯿﺳ دﺮﻔﻨﻣ ﮫﯾﻮﺸﺘﻟا
 . ﻼﻀﻔﻣ ﺔﺠﯾﻮﻤﻟا تﻼﯾﻮﺤﺗ ﻰﻠﻋ ﻲﻨﺒﻤﻟا ءﺎﺿﻮﻀﻟا ﺔﻟازا مﺎﻈﻧ نﻮﻜﯿﺳ  " ضﺮﻐﻟا اﺬﮭﻟ .   
 ﻦﯿﺘﻠﺼﻔﻨﻣ ﻦﯿﺗﻮﻄﺧ ﻦﻤﻀﺘﯾ ةرﻮﺼﻟا ةدﺎﻌﺘﺳا مﺎﻈﻧ حاﺮﺘﻗا ﻢﺗ ﺚﺤﺒﻟا اﺬھ ﻲﻓ  :  ﻲﻓ ﺢﯿﺷﺮﺘﻟا سﻮﻜﻌﻣ  لﺎﺠﻣ
 ﻲﺠﯾﻮﻤﻟا ﻞﯾﻮﺤﺘﻟا ماﺪﺨﺘﺳﺎﺑ ءﺎﺿﻮﻀﻟا ﺔﻟازاو ﺮﯾرﻮﻓ  .  ﺔﻠﺧاﺪﻟا ةرﻮﺼﻠﻟ ﺮﻨﯾو ﺢﯿﺷﺮﺗ ﻲھ ﻰﻟوﻻا ﺔﻠﺣﺮﻤﻟا  ,
 ﺔﻔﯿﻜﺘﻤﻟا ﺔﺒﺘﻌﻟا تاذ ﻲﺠﯾﻮﻤﻟا ﻞﯾﻮﺤﺘﻟا ﺔﻘﯾﺮﻄﺑ ءﺎﺿﻮﻀﻟا ﺔﻟازا ﺔﻠﺣﺮﻣ ﻰﻟا ﺎﮭﻟﺎﺧدا ﻢﺘﯾ ﺔﺤﺷﺮﻤﻟا ةرﻮﺼﻟا  .  رﺎﯿﺘﺧا
 فاﺮﺤﻧﻻا ﻲھ ﻲﺘﻟاو ﺔﯿﺠﯾﻮﻤﻟا ﺔﻣﺰﺤﻟا ﻒﺼﻧ تﻼﻣﺎﻌﻤﻟ ﺔﯿﺋﺎﺼﺣﻻا ﻞﻣاﻮﻌﻟا ﻞﯿﻠﺤﺗ ﻖﯾﺮﻃ ﻦﻋ ﻢﺘﯾ ﺔﺒﺘﻌﻟا ﻦﯿﻤﺨﺗ
 يرﺎﯿﻌﻤﻟا  ,  ﻲﺳﺪﻨﮭﻟا لﺪﻌﻤﻟاو ﻲﺑﺎﺴﺤﻟا لﺪﻌﻤﻟا  .  ةﺪﻋ ﻰﻠﻋ لﻮﺼﺤﻠﻟ ةﺪﻋ تﺎﯾﻮﺘﺴﻣ ﻰﻟا أﺰﺠﺗ ﺔﺷﻮﺸﻤﻟا ةرﻮﺼﻟا
ﺔﯾددﺮﺗ مﺰﺣ  . ﻀﻟا ﺔﻟازﻻ ﺔﻤﻋﺎﻨﻟا ﺔﺒﺘﻌﻟا ﺔﻘﯾﺮﻃ ماﺪﺨﺘﺳا ﻢﺘﯾ ﻢﺛ  هﺬﮭﺑ ﻰﻠﺜﻤﻟا ﺔﺒﺘﻌﻟا ﺔﻤﯿﻗ ﺖﯿﺒﺜﺗ ﻖﯾﺮﻃ ﻦﻋ ءﺎﺿﻮ
 ﺔﻘﯾﺮﻄﻟا  .   
 ﺔﯿﻋﻮﻧ ﻰﻠﻋ لﻮﺼﺤﻟا ﻰﻟا يدﺆﺗ ﺔﻘﯾﺮﻄﻟا هﺬھ ﮫﻧا ﻦﯿﺒﺗ ﺔﻘﯾﺮﻄﻟا هﺬھ ماﺪﺨﺘﺳﺄﺑ رﺎﺒﺘﺧا ةرﻮﺻ ﻰﻠﻋ ﺔﯿﺒﯾﺮﺠﺘﻟا ﺞﺋﺎﺘﻨﻟا
ﺎﻀﯾاو سﻮﻜﻌﻤﻟا ﺢﺷﺮﻣو ﺮﻨﯾو تﺎﺤﺷﺮﻣ ﻊﻣ ﺔﻧرﺎﻘﻣ ﻞﻀﻓا رﻮﺻ  "  ﻰﻟا ةرﺎﺷا  ﺔﺒﺴﻧ ﺔﻤﻗ ﻰﻠﻋ لﻮﺼﺤﻟا ﻰﻟا يدﺆﺗ
ﻓا ءﺎﺿﻮﺿ  قﺮﻄﻟا ﻲﻗﺎﺑ ﻦﻣ ﻞﻀ .   
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