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Abstract
This work concerns the construction of Calabi–Yau threefolds in codimension 4.
Based on a study of Hilbert series, we give a list of families of Calabi–Yau three-
folds which may exist in codimension 3 and codimension 4. Using birational
methods, we construct Calabi–Yau threefolds that realize several of the listed
families. The main result is that the cases we consider in codimension 4 lie in
two different deformation components.
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Chapter 1
Introduction
1.1 Background
In the mid 1980’s, theoretical physicists drew a lot of attention to Calabi–Yau
varieties, and in particular to Calabi–Yau manifolds. It turned out that these
are a good class of objects on which string theory can be modelled; see, for
example, [25]. In the subsequent years, a lot of effort has been made to study
their remarkable behaviour from different points of view, and so Calabi–Yau
varieties found their way into many branches of mathematics. Their construction
and classification is an important and difficult problem of birational geometry.
Although there is powerful machinery developed around this field resulting in
the construction of many new families of Calabi–Yaus, their classification is still
poorly understood.
The first step in the classification process concerns compact Calabi–Yau va-
rieties in low dimensions. One dimensional Calabi–Yau varieties are compact
Riemann surfaces of genus one and they are classified by their j-function. Two
dimensional Calabi–Yaus are K3 surfaces and again well understood from sev-
eral points of view. There is no classification of higher dimensional Calabi–Yau
varieties, although many families—in particular in dimension 3—are known.
A slightly different point of view in the classification process involves the
codimension of the variety in an ambient space. Calabi–Yau threefolds in codi-
mension 1 have been completely classified by Kreuzer and Skarke in [18]. They
are realized as Calabi–Yau hypersurfaces in toric varieties. Their classification is
equivalent to the classification of reflexive polyhedra. A classification of Calabi–
Yau threefolds in codimension 2 is still missing. The same holds for Calabi–Yaus
7
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in higher codimension. In an unpublished work, Brown and Kasprzyk [3] list
a few dozen examples of Calabi–Yau threefolds in codimensions two and three.
Although their list is not complete, it contains many new threefolds.
This work concerns the classification of Calabi–Yau threefolds in codimension
four in weighted projective space. At present, this is one of the frontiers in the
classification of low dimensional Calabi–Yau varieties. There are also works in
which Calabi–Yau threefolds are constructed in higher codimensions. See, for
example, [20, 21] for Calabi–Yau threefolds in codimensions six and eight. Very
roughly, Qureshi and Szendro˝i have fixed varieties, called “key varieties”, and
define Calabi–Yau threefolds by taking appropriate hyperplane sections. We do
not have such key varieties in codimension 4, so we need a different method.
1.2 Hirzebruch’s construction
One of the guiding works in the construction of Calabi–Yau threefolds is Hirze-
bruch’s paper [16]. In there, he starts with a general member Ygen of a family
of Calabi–Yau threefolds which is smooth and degenerates it into a threefold Y
which has a finite number of nodes (see section 2.4). Resolving the nodes by
taking a small resolution of Y gives another Calabi–Yau manifold Y˜ .
Y˜

Ygen ///o/o/o Y
The major issue is the projectivity of Y˜ ; see [27]. The passage from Ygen to Y˜ is
called a conifold transition. Conjecturally, Reid [24] uses this as a mechanism to
glue all Calabi–Yau manifolds (subject to some conditions) into one big irreducible
family. By Clemens’ calculation [8], the Euler characteristic of Ygen is related to
the Euler characteristic of Y˜ via
χ(Ygen) = χ(Y˜ ) + 2N
where N is the number of nodes on Y . In [13], Gross introduced the notion
of primitive Calabi–Yau manifolds: a Calabi–Yau manifold is called primitive
if it does not arise as Y˜ in this way from a conifold transition. He therefore
suggested classifying primitive Calabi–Yau manifolds as a first step to a complete
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classification.
The above approach differs to ours in several points: we consider orbifolds
with isolated canonical quotient singularities. Furthermore, we degenerate Ygen
to a nodal threefold Y which contains a divisor D such that all nodes of Y are
contained in D; in contrast to Hirzebruch’s and Werner’s approach, the D-ample
small resolution Y˜ of Y is automatically projective.
We use unprojection which does a bit more. Not only does it perform the
small resolution as above, it then contracts D.
Y˜

// X
Ygen ///o/o/o Y
ϕ
?? 
 
 
 
The map Y˜ //X is a crepant morphism of theX we construct: all varieties here
are Calabi–Yau threefolds, and the unprojection map ϕ is birational. The unpro-
jection typically increases the codimension. We will start with Y in codimension
2 or 3 to get X in codimension 3 or 4, respectively.
1.3 The general strategy
Our approach is as follows: We fix certain numerical data of a polarized Calabi–
Yau threefold (X,A), namely h0(X,A), h0(X, 2A) and the basket B of singular-
ities. These data are enough to calculate the Hilbert series of the graded ring of
(X,A). This Hilbert series is the starting point of our construction. Together
with some heuristic arguments it suggests an embedding of X into some weighted
projective space wPN . We are mainly interested in the case N = 7 in the hope of
constructing Calabi–Yaus in codimension four. If such X exists in codimension
four it would under some weak conditions project down to a variety Y ⊆ wP6
which contains a divisor D ⊆ Y . The heart of our approach is to construct
D ⊆ Y ⊆ wP6. The method that we use is from [4].
Proving quasismoothness of Y and X is difficult. The works of Bertin [2] and
Tonoli [26], in which smooth Calabi–Yau threefolds in P7 and P6 are constructed,
avoid this difficulty by the use of computer algebra; [4] also uses computer alge-
bra to verify quasismoothness. We solve this problem—without using computer
algebra—by projecting Y down to a complete intersection Z in codimension 2
CHAPTER 1. INTRODUCTION 10
and using Bertini’s theorem there to show that Z is quasismooth. This helps a
lot in the proof of the nonsingularity of Y and X.
Constructing weighted complete intersections is relatively easy; we can use
Bertini’s theorem as in Lemma 3.1.1. The case of codimension 3 varieties is more
difficult. There is a method in chapter 5 which uses projection and unprojection
and works in every case we consider, although there are examples in codimension
3 which do not work. If we project from a singular point P onX down to a variety
Y then the singularities on Y may not be isolated anymore. See, for example, [3]
where such a case is illustrated.
The thesis is structured as follows. In chapter 2 we provide some background
material on singularity theory and Hilbert series of polarized varieties. We also
explain theorems such as Kustin–Miller unprojection and the Goto–Watanabe
theorem which will be crucial later on in the construction of our threefolds.
In chapter 3 we work out a model example in detail. It does not involve
orbifold behaviour in its setup, so is a little easier than in typical cases. It has
beautiful geometric arguments depending on curves in P2. Constructions that are
carried out in the upcoming chapters follow the general pattern of this model.
Chapter 4 deals with heuristics of Hilbert series of polarized Calabi–Yau
threefolds. As mentioned above we compute Hilbert series for different values
of h0(X,A), h0(X, 2A) and B. Interpreting the Hilbert denominator as weights
of the ambient weighted projective space we list all varieties together with their
embeddings. Our main interest concerns those varieties which exist in codimen-
sion four. The existence of these varieties will be proved in the next two chapters.
Chapter 5 shows how to construct quasismooth codimension 3 varieties of Pfaf-
fian type, which will be an intermediate step in our main result. This chapter is
crucial for two reasons: firstly, codimension 3 varieties appear in the classification
process. Secondly, if we construct in chapter 6 varieties in codimension 4 in two
ways we need to compare them in codimension 3.
In chapter 6 we construct explicitly two different families of codimension 4
Calabi–Yau threefolds which is the main goal of this thesis. This construction
is more representative for the kind of codimension 4 Calabi–Yaus which arise
from the heuristic considerations in chapter 4. While chapter 3 uses geometric
arguments, in chapter 6 we replace these by algebraic calculations.
To the best of the author’s knowledge this is the first example of two families
of Calabi–Yau threefolds in codimension 4 which have the same Hilbert series but
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are proved not to be birational.
1.4 Notation
All varieties in this thesis will be assumed to be normal projective varieties over
the complex numbers.
We indicate the degrees of the defining equations of varieties as subscripts,
for example, a threefold Z3,3 ⊆ P5 is defined by a complete intersection of two
cubics.
Chapter 2
Preliminaries
We recall basic notions on threefolds and varieties which will be frequently used
in this work.
2.1 Singularities and resolutions
This section relies heavily on [22]. We recall the definitions of canonical and
terminal singularities:
Definition. A normal variety X has canonical singularities if the following two
conditions are satisfied:
(i) the Weil divisor rKX is Cartier for some integer r ≥ 1
(ii) if f : Y //X is a resolution of singularities of X and {Ei} is the set of all
exceptional prime divisors of f , then
rKY = f
∗(rKX) +
∑
αiEi, with αi ≥ 0.
If αi > 0 for every exceptional divisor Ei then X has terminal singularities.
In this thesis we will be mainly interested in cyclic quotient singularities as
defined below.
Definition. A singularity Q on a variety X is a cyclic quotient singularity of
type
1
r
(a1, . . . , an) if it is locally analytically isomorphic to a germ of the origin
12
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of Cn/Zr where Zr acts on C
n as
xi 7→ εaixi
for i = 1, . . . , n.
The Shepherd-Barron–Tai criterion tells us when a cyclic quotient singularity
is terminal or canonical.
Theorem 2.1.1 ([22], 4.11) A cyclic quotient singularity of type
1
r
(a1, . . . , an) is
terminal (resp. canonical) iff
n∑
i=1
kai > r for k = 1, . . . , r − 1
(resp. ≥) where denotes the smallest residue mod r.
In fact, we work with isolated quotient singularities, so r is coprime to all of
the ai. The above criterion is very useful and we use it throughout. For ex-
ample,
1
3
(1, 1, 1) is canonical, as well as
1
5
(1, 2, 2) but
1
5
(1, 1, 2) is not canoni-
cal. In this thesis we only consider isolated threefold singularities
1
r
(a, b, c) with
hcf(r, abc) = 1 (for a reason we discuss later). There is a classification of the
terminal case:
Lemma 2.1.2 ([22], 5.2) A cyclic quotient singularity on a threefold X is termi-
nal if and only if it is of type
1
r
(a,−a, b) with hcf(r, ab) = 1.
However, there is no general closed formula in higher dimensions. For canonical
singularities we use low index examples as above.
Definition. Let X be a variety with canonical singularities. A resolution
f : X˜ //X,
where X˜ is nonsingular, is called crepant if it satisfies f ∗KX = KX˜ .
In this work we are mainly interested in the construction of Calabi–Yau vari-
eties which in this thesis we define as follows.
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Definition. A Calabi–Yau variety is a normal projective variety X with canon-
ical singularities which satisfies the following conditions:
(i) all singularities of X admit a crepant resolution
(ii) ωX ∼= OX
(iii) h1(OX) = 0.
Remark. Condition (i) is convenient here and it is necessary for Theorem 2.1.1
below, but it is a stronger condition than just restricting to canonical singularities.
Below we list some low dimensional examples of Calabi–Yau varieties, in par-
ticular we will have a closer look at the Fermat quintic.
Example. The following examples are taken from [28] but originally appeared
in [12] and [16], respectively.
(i) A family of quintic threefolds. Consider the family of degree five hyper-
surfaces
Xψ = {(x0 : · · · : x4) ∈ P4|x50 + x51 + x52 + x53 + x54 − 5ψx0x1x2x3x4 = 0}
parametrized by ψ. It is known that Xψ is a nonsingular Calabi–Yau threefold if
ψ5 6= 1. Furthermore, if ψ5 = 1 then Xψ is singular at the points (ξa0 : · · · : ξa4)
where ai ∈ Z/5Z with
∑
i
ai = 0 and ξ is a fifth root of unity. These are 125
points and all of them are nodes (see section 2.2 for a definition), therefore they
do have a crepant resolution.
(ii) The Hirzebruch quintic. Consider a regular pentagon in R2 with vertices(
−1
2
,±u
√
2− u
2
)
,
(
1− u
2
,
√
2− u
2
)
, (u, 0)
where u =
1 +
√
5
2
. The product of the lines in the pentagon is
F (x, y) = (x+
1
2
)
(
y4 − y2(2x2 − 2x+ 1) + 1
5
(x2 + x− 1)
)
.
The equation
F (x, y)− F (u, v) = 0
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defines a Calabi–Yau variety in C4. It has 126 nodes. This example is affine.
Taking the projective closure it is smooth at infinity and so gives an example of
a nodal Calabi–Yau threefold.
Theorem 2.1.3 Let X be a Calabi–Yau variety. If X admits a projective crepant
resolution f : X˜ //X then X˜ is a Calabi–Yau manifold.
Proof. Since f is crepant we have KX˜ = f
∗KX = 0, so X˜ has trivial canonical
class. By a theorem of Shepherd–Barron and Elkik [9], canonical singularities are
rational, therefore we have
Rif∗(OX˜) = 0 ∀i > 0.
Furthermore, the resolution has connected fibers, so it follows f∗OX˜ = OX . By
[15, Exercise 8.1, Chap. III] there are the following natural isomorphisms
H i(X˜,OX˜) ∼= H i(X, f∗OX˜)
Therefore, h1(OX˜) = h1(OX) = 0. 
2.2 Nodes and their resolutions
We will need to understand the geometry of nodes in threefolds and their small
resolutions.
Definition. A singularity P on a threefold X is a node if it is locally analytically
isomorphic to the germ of the variety (xy − zt = 0) at the origin of C4.
In C4 with coordinates x, y, z, t consider the variety V : xy = zt. The node
(0, 0, 0, 0) ∈ V has 2 small resolutions — resolutions that do not contract divisors
— as we calculate below.
Consider the ideals I = (x, z) and J = (x, t). We compute the blowups BlIV
and BlJV in C
4 × P1.
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Consider the divisors
D = (x = z = 0),
E = (y = t = 0),
F = (x = t = 0),
G = (y = z = 0).
We compute the birational preimages D˜, E˜, F˜ and G˜ in BlIV , respectively. We
denote the preimage of the origin by Γ ⊆ BlIV . Let
pi : BlIV //V ⊆ C4
be the projection on the first component. With
BlIV = {((a, b, c, d), (p : q)) | ab− cd = 0, bp− dq = 0, pc− aq = 0}
it follows that
Γ = {((0, 0, 0, 0), (p : q)) | (p : q) ∈ P1}
and
pi−1(D) = {(0, b, 0, d), (p : q) | bp− dq = 0}
pi−1(E) = {(a, 0, c, 0), (p : q) | pc− aq = 0}
pi−1(F) = {(0, b, c, 0), (p : q) | bp = 0, pc = 0} = (p = 0) ∪ (b = c = 0)
pi−1(G) = {(a, 0, 0, d), (p : q) | aq = 0, dq = 0} = (q = 0) ∪ (a = d = 0).
Therefore,
D˜ = pi−1(D)
E˜ = pi−1(E)
F˜ = (p = 0) ∼= C2
G˜ = (q = 0) ∼= C2.
Note that F˜ ∩ G˜ = ∅, D˜ ∩ E˜ = Γ.
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We proceed now to the blowup BlJV . The birational preimages of D,E,F,G
in BlJV are denoted D
′,E′,F′,G′ respectively. Let Γ′ denote the preimage of the
origin. Let
pi : BlJV //V ⊆ C4
be the projection on the first component. With
BlJV = {(a, b, c, d), (p : q) | ab− cd = 0, bp− cq = 0, aq − pd = 0}
it follows that
Γ′ = {((0, 0, 0, 0), (p : q)) | (p : q) ∈ P1}
and
pi−1(D) = {(0, b, 0, d), (p : q) | bp = 0, pd = 0} = (p = 0) ∪ (b = d = 0)
pi−1(E) = {(a, 0, c, 0), (p : q) | aq = 0, cq = 0} = (q = 0) ∪ (a = c = 0)
pi−1(F) = {(0, b, c, 0), (p : q) | bp− cq = 0}
pi−1(G) = {(a, 0, 0, d), (p : q) | aq − pd = 0}.
Therefore,
D′ = (p = 0) ∼= C2
E′ = (q = 0) ∼= C2
F′ = pi−1(F)
G′ = pi−1(G).
Note that F′ ∩G′ = Γ′, D′ ∩ E′ = ∅.
In conclusion, if we consider the divisors D and E, then two things can happen:
either the birational transforms D˜ and E˜ of their blowups get separated or they
meet in a curve. We will meet this phenomenon in chapters 5 and 6.
Definition. Let f : Y //X be a birational morphism and D ⊆ Y a divisor in
Y . D is called f -ample or relatively ample (for f) if it intersects all exceptional
curves Γ positively, i.e DΓ > 0, whenever f(Γ) is 0-dimensional.
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Remark. In the example above, consider only D and E. Then there is a choice
of small resolutions. Either D˜ contains Γ or it meets Γ in a point. Informally,
we call the choice of small resolution D-ample if the proper transform of D is
relatively ample.
If f : Y //X is a D-ample resolution then Y must be projective: If A is
sufficiently ample on X then then f ∗(A)+D is ample on Y and so Y is projective.
This follows from the Nakai criterion. For that reason all small resolutions that
we use in chapter 3 are projective.
The Jacobian algebra
Let F ∈ CJx, y, z, tK. Consider the germ of (F = 0) at the origin of C4. We define
the Jacobian algebra to be
J =
CJx, y, z, tK
(F, ∂xF, ∂yF, ∂zF, ∂tF )
.
For example, consider the variety V = (xy− zt = 0) ⊆ C4. The Jacobian algebra
of V at the origin is
J =
CJx, y, z, tK
(xy − zt, y, x,−t,−z)
∼= C,
so dimC J = 1. The variety defined by x
2+ y2+ z2+ t3 = 0 has Jacobian algebra
J =
CJx, y, z, tK
(x2 + y2 + z2 + t2, 2x, 2y, 2z, 2t2)
∼= CJtK
(t2)
∼= C⊕ Ct.
Then dimC J = 2.
We aim to prove the following lemma:
Lemma 2.2.1 Let F ∈ CJx, y, z, tK with F (0, 0, 0, 0) = 0 and ∇F |(0,0,0,0) = 0.
If dimC J = 1 then the quadratic part of F has rank 4 and so the singularity on
(F = 0) at the origin is a node.
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Proof. We write the quadratic part of F as
(
x y z t
)
·M ·

x
y
z
t

whereM is a complex symmetric 4×4 matrix. Up to a linear invertible change of
coordinates which does not affect the conditions F (0, 0, 0, 0) = 0 and∇F |(0,0,0,0) =
0 we can diagonalize M in a way that on its main diagonal it has 1’s and 0’s. If
it had 0’s then we can assume without loss of generality that m4,4 = 0, so t is
not contained in the Jacobian ideal. Therefore, the Jacobian algebra would be at
least 2-dimensional which contradicts our assumption. 
2.3 Hilbert series and graded rings
A divisor D on a normal projective variety X is called Q-Cartier if some multiple
of D is Cartier, i.e. there exists an integer m ≥ 1 such that mD is Cartier.
A Q-Cartier divisor A on X is called ample if some multiple of A is very
ample, i.e. if there is an integer m ≥ 1 such that a basis of the global sections of
mA gives an embedding of X into projective space.
Remark. An ample divisor A on a threefold X satisfies A3 > 0.
A polarized variety is a pair (X,A) where X is a normal projective variety and
A an ample divisor of X.
Given a polarized variety (X,A) define the graded ring
R(X,A) =
⊕
n≥0
H0(X,OX(nA)).
This ring contains essentially all information of X.
Definition. Let (X,A) be a polarized variety. The Hilbert series of (X,A) is
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the formal power series
PX(t) =
∑
n≥0
h0(X,nA)tn
where h0(X,nA) = dimCH
0(X,OX(nA)).
It is well known (see [22] for example) that since A is ample the graded ring
of a polarized variety (X,A) is a finitely generated C-algebra.
Corollary 2.3.1 For any polarized variety R(X,A) the following isomorphism
holds: X ∼= Proj R(X,A).
The orbifold Riemann–Roch theorem as formulated in [5] enables us to com-
pute Hilbert series of orbifolds with a certain basket of singularities. A basket is
a collection of singularities; this can include repeats, so singularities can appear
multiple times in a basket. We denote a basket by using set notation, but respect-
ing the number of repeats. For example B = {3 × 1
3
(1, 1, 1), 2 × 1
5
(1, 1, 3)} is a
basket. Since all Calabi–Yau threefolds we are interested in satisfy the conditions
of the orbifold Riemann–Roch theorem it will be frequently used to compute their
Hilbert series. In particular, for Calabi–Yau threefolds with a singular locus of
isolated orbifold singularities, it takes the following form:
Theorem 2.3.2 (Orbifold Riemann–Roch, [5, Theorem 1.3]) Let (X,A) be a
polarized Calabi-Yau threefold with basket B of isolated quotient singularities.
Then the Hilbert series of X is given by
PX(t) = PI(t) +
∑
Q∈B
Porb(Q)(t)
where PI is of the form
PI(t) =
1 + αt+ βt2 + αt3 + t4
(1− t)4 , α, β ∈ Z
and if Q is of type
1
r
(a1, a2, a3) then
Porb(Q)(t) =
B(t)
(1− t)3(1− tr)
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such that B is a palindromic polynomial of palindromic degree 3+ r with integral
exponents supported in the interval [3, r] and satisfies
B(t) ·
3∏
i=1
1− tai
1− t ≡ 1 mod
1− tr
1− t .
We point out that PI equals PX up to and including degree 2. Since
PI(t) = 1 + (4 + α)t+ (10 + 4α+ β)t
2 + . . . ,
α and β are completely determined by h0(A) and h0(2A).
A polynomial p is called palindromic if it satisfies tkp
(
1
t
)
= p(t) for some
fixed integer k. We call k the palindromic degree of p.
Below we list the polynomials B for some cyclic quotient singularities on a
threefold:
1
3
(1, 1, 1) : B(t) = t3
1
5
(1, 1, 3) : B(t) = t5 + t3
1
5
(1, 2, 2) : B(t) = −t5 + t4 − t3
1
7
(1, 1, 5) : B(t) = t7 + t5 + t3
1
7
(1, 3, 3) : B(t) = −t7 − t6 + t5 − t4 − t3
1
9
(1, 1, 7) : B(t) = t9 + t7 + t5 + t3
We will illustrate the computation of these polynomials by an explicit example.
For the singularity
1
5
(1, 1, 3) the polynomial B satisfies
B(t) · 1− t
1− t ·
1− t
1− t ·
1− t3
1− t ≡ 1 mod
1− t5
1− t
so
B(t)(1 + t+ t2) ≡ 1 mod 1 + t+ t2 + t3 + t4
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and so
(1 + t+ t2 + t3 + t4)|{B(t)(1 + t+ t2)− 1}
We make the ansatz
B(t) = at5 + bt4 + at3
coming from Theorem 2.3.2 and do polynomial division
{(at5 + bt4 + at3) · (1 + t+ t2)− 1} : (1 + t+ t2 + t3 + t4).
This gives the remainder −bt3− bt2− 1+ a. Setting each coefficient equal to zero
gives a linear system of equations:
b = 0
a− 1 = 0
Therefore, B(t) = t5 + t3.
We will briefly explain the connection between the usual Riemann–Roch for-
mula and the orbifold Riemann–Roch formula. Both compute Hilbert series of
polarized orbifolds (X,D) but they rearrange the formula differently. The usual
Riemann–Roch formula computes for a divisor D in a nonsingular variety X the
Euler characteristic of the sheaf OX(D):
χ(OX(D)) = h0(OX(D))− h1(OX(D)) + h2(OX(D))± . . .
Since we work with Calabi–Yau threefolds X polarized by an ample divisor A, we
have H i(X,mA) = 0 for i > 0 and m > 0 by Kodaira vanishing. So when we cal-
culate χ(OX(mA)) for m > 0, we actually calculate h0(mA). Summing up these,
we get a formula for the Hilbert series of X. Since our varieties have canonical
singularities one uses the plurigenus formula which includes contributions from
the basket of singularities. The orbifold Riemann–Roch formula computes PX as
well but it rearranges the terms in the sum in a way that all coefficients are inte-
gers. It develops the Hilbert series by starting with a leading term with integer
coefficients and then uses correction terms which come the singularities.
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Theorem 2.3.3 (Goto-Watanabe,[11]) Let (X,A) be a polarized variety. If the
ring R(X,A) is Gorenstein and KX = mA for some m ≥ 0 then Hk(X,OX) = 0
for 0 < k < dimX.
2.4 Kustin–Miller unprojection
We briefly outline unprojection methods in the projective case. We state the
unprojection theorem of [19] in the projective case as we use it later.
Lemma 2.4.1 ([5, Lemma 1.1]) Let Y ⊆ Pn(a0, . . . , an) be a Gorenstein variety
and D ⊆ Y a Gorenstein divisor in Y with ideal ID = (f1, . . . , fr). Then there
exists an embedding S ∈ Hom(ID,C[Y ]) which is not a multiple of the inclusion.
Therefore, we make the following definition:
Definition. Let s be an indeterminate. Let Y be a projectively Gorenstein
variety and D ⊆ Y a projectively Gorenstein divisor. The unprojection ring of D
in Y is the ring
R = C[Y ][s]/(sfi − gi)
where gi = S(fi).
By projectively Gorenstein we mean that the coordinate ring of the variety is
a Gorenstein ring.
Remark. The above definition needs some explanations. Let S be an embedding
of ID into OY as in the lemma above. This is not necessarily a graded map. We
can write S as S = S0 + S1 + . . . Sk where Si maps a graded element of ID
in degree j to a graded element of OY in degree i + j. This does not give a
graded unprojection ring. If we choose S := Sk then this is not a multiple of
the inclusion and we can use it to construct a graded unprojection ring. The
polynomials fi ∈ ID are choosen to be homogeneous, therefore the polynomials
gi := S(fi) are necessarily homogeneous of degree deg fi + k. If we set deg s = k,
then the expression sfi − gi is homogeneous and so R is a graded ring.
Papadakis–Reid [19] show that s is a non-zero divisor in R and furthermore:
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Theorem 2.4.2 (Unprojection Theorem) R is a Gorenstein ring.
The element s ∈ R is referred to as the unprojection variable. Its degree in the
graded ring R is deg s = kY − kD where kY and kD are defined by ωY = OY (kY )
and ωD = OD(kD), respectively. In the case deg s > 0 we can take X = Proj R
which lies in P(a0, . . . , an, k) and call it the unprojection of D ⊆ Y . Note, that
since C[Y ] ⊆ R there exists a birational map f : X //___ Y . In coordinates this
map is easy as we see in examples.
The next example is taken from [23].
Example. In P3 with coordinates x, y, z, t consider a cubic surface S3 ⊆ P3
defined by
zA2 − tB2 = 0.
where A2 = A2(x, y, z, t) and B2 = B2(x, y, z, t) are general quadrics. Inside S3
consider the divisor D = P1 given by ID = (z, t). We unproject D ⊆ S3 by
adjoining the variable s, giving a new variety X in the bigger space P4 with
coordinates x, y, z, t, s
X ⊆ P(1, 1, 1, 1, 1)
D ⊆ S3
OO


⊆ P3
and equations derived from s =
A2
t
=
B2
z
. Therefore, X ⊆ P4 is defined by the
equation of S3 and the two unprojection equations
st = A
sz = B
Note that the unprojection map, in this case, is in fact a morphism that contracts
the (−1)-curve D ⊆ S3 to a smooth point of X.
Example. In P4 with coordinates x, y, z, t, u consider the quintic hypersurface
Y defined by
tA4 − uB4 = 0.
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where A4 = A4(x, y, z, t, u) and B4 = B4(x, y, z, t, u) are general quartics. Let
D = P2 ⊆ Y be the plane divisor with ID = (t, u). All singularities on Y are
nodes given by the equation
A = B = t = u = 0.
In total, these are 16 and they are contained in D. Unprojecting D gives a new
variety X:
X ⊆ P(1, 1, 1, 1, 1, 3)
D ⊆ Y
OO


⊆ P4
The unprojection variable is s =
A
u
=
B
t
and has degree 3. The equations of X
are given by the equation of Y together with two unprojection equations, namely
su = A
st = B.
Note that X contains a singularity of type
1
3
(1, 1, 1).
Proposition 2.4.3 ([19], Exercise 2.7) Let Y ⊆ Pn(a0, . . . , an) be a variety in-
side a weighted projective space and D ⊆ Y a divisor in Y . The Hilbert series of
the unprojection
X ⊆ Pn+1(a0, . . . , an, k)
D ⊆ Y
OO


⊆ Pn(a0, . . . , an)
is given by
PX(t) = PY (t) +
tk
1− tkPD(t)
where k = deg s = kX − kD and s is the unprojection variable.
CHAPTER 2. PRELIMINARIES 26
2.5 Pfaffians, and Tom & Jerry
Definition. For a skew symmetric 5× 5 matrix M
M =

0 m12 m13 m14 m15
0 m23 m24 m25
0 m34 m35
0 m45
0

its five maximal Pfaffians are defined as:
Pf1 = m23m45 −m24m35 +m25m34
Pf2 = m13m45 −m14m35 +m15m34
Pf3 = m12m45 −m14m25 +m15m24
Pf4 = m12m35 −m13m25 +m15m23
Pf5 = m12m34 −m13m24 +m14m23.
Lemma 2.5.1 For any skew symmetric 5 × 5 matrix M the following identity
holds:
M

−Pf1
Pf2
−Pf3
Pf4
−Pf5
 = 0.
The proof follows at once by multiplying out the left hand side.
Later on, we will be concerned with varieties defined by Pfaffians of a skew
symmetric polynomial matrix. These Pfaffians will have to be contained in a
certain ideal ID. By [4, Theorem 3.2], there are two ways to enforce this. They
are called Tom & Jerry and we define them next.
We start with
• a weighted polynomial ring R = C[x0, . . . , x6], degxi = ai ≥ 1
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• a weighted homogeneous ideal ID ⊆ C[x0, . . . , x6]
• a symmetric 5× 5 matrix (dij), with integral entries dij ≥ 0.
Definition. For k = 1, . . . , 5, a skew-symmetric 5 × 5 matrix is said to be in
Tomk format if it satisfies the following conditions:
(i) Entries mij are homogeneous polynomials from R of degree dij.
(ii) Polynomials not on the kth row and kth column are in ID.
For example, the matrix
0 y1 y2 y3 y4
0 m23 m24 m25
0 m34 m35
0 m45
0

with y1, . . . , y4 arbitrary elements and the six entries mij ∈ ID is in Tom1 format.
Definition. For 1 ≤ k, l ≤ 5, k 6= l, a skew-symmetric 5× 5 matrix is said to be
in Jerk,l format if it satisfies the following conditions:
(i) Entries mij are homogeneous polynomials from R of degree dij.
(ii) Polynomials on the kth row and lth row and on the kth column and lth
column are in ID
For example, the matrix
0 m12 m13 m14 m15
0 m23 m24 m25
0 y34 y35
0 y45
0

with y34, y35, y45 arbitrary and the seven entries mij ∈ ID is in Jer1,2 format.
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In typical cases a threefold Y is given by Y = (Pf1 = Pf2 = Pf3 = Pf4 = Pf5 =
0) ⊆ wP6 = ProjR and Tom and Jerry imply that the divisor D = ProjR/ID is
contained in Y . Both D and Y are projectively Gorenstein, so the unprojection
theorem applies. The result is a threefold X ⊆ wP7 in codimension 4.
Chapter 3
Two families of Calabi–Yau
threefolds
In this section, we will construct two different families of polarised Calabi–Yau
threefolds whose members lie in the same weighted projective space and have the
same Hilbert series. The two families are distinguished by the Euler character-
istics of their general members. We construct the two families by unprojection.
The first one is a Jer4,5 unprojection and the second one a Tom3 unprojection.
3.1 Construction of Jer4,5
We start with two disjoint divisors D = P2〈x,y,z〉 and E = P
2
〈u,v,w〉 inside the same
ambient space P5〈x,y,z,u,v,w〉. Let Z = Z3,3 ⊆ P5 be a general Calabi–Yau complete
intersection of two cubics containing these two divisors:
D ∪˙ E ⊆ Z3,3 ⊆ P5.
Bertini’s theorem implies that the threefold Z is smooth away from D and E. We
explain the details.
Lemma 3.1.1 In the notation above, the singular locus Sing(Z) of Z consists
of exactly 12 points on D and 12 points on E, and all the singular points are
ordinary nodes.
29
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3.1.1 Proof of Lemma 3.1.1
We first prove that Z is nonsingular away from D and E. Note that D and E are
defined by
D = (u = v = w = 0)
E = (x = y = z = 0)
and the ideal of D ∪ E is
ID∪E = 〈xu, xv, xw, yu, yv, yw, zu, zv, zw〉.
Smoothness by Bertini’s theorem. We will prove that Z3,3 is nonsingular
outside D∪E using Bertini’s theorem. We proceed in two steps. Before starting
the proof, recall how a typical use of Bertini’s theorem works with just one divisor.
Let g ∈ ID be a general cubic form. Then Q3 = (g = 0) is irreducible and
nonsingular away from D.
We consider the linear system L on P5 corresponding to the cubic forms
{ux2, vy2, . . . , u3, w3} ⊂ ID.
a) We show that Bs(L) = D. Since u3, v3, w3 ∈ L it follows Bs(L) ⊆ D since
Z(u3) ∩ Z(v3) ∩ Z(w3) ⊆ D. Obviously D ⊆ Bs(L), so Bs(L) = D.
b) By Bertini’s theorem [15, Theorem II 8.18], a general element Q3 ∈ L is
nonsingular away from D.
c) It follows that a general Q3 is irreducible: if it were not, it would have
singular locus in codimension 2, but that could not be contained in D which
is in codimension 3.
Step 1. The nonsingularity part of Lemma 3.1.1 is just a slightly more involved
reason of this. We repeat the same method for the ideal ID∪E with a similar
conclusion. We will prove:
Claim: There exists an R3 = (g = 0) that contains D and E and is nonsingular
away from D and E.
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Proof of the Claim. Consider the linear system L′ defined by L′ = ID∪E(3) =
{cubics in ID∪E}.
a) We show that Bs(L′) = D ∪ E:
Obviously, D ∪E ⊆ Bs(L′). On the other hand, let P = (a0 : · · · : a5) ∈ P5
be a point in Bs(L).
(i) Assume that (a0, a1, a2) 6= (0, 0, 0). If, for example, a0 6= 0, then the
vanishing of x2u, x2v, x2w in L′ shows that (a3, a4, a5) = (0, 0, 0), so
P ∈ D.
(ii) If (a3, a4, a5) 6= (0, 0, 0) then, similarly, (a0, a1, a2) = (0, 0, 0), so P ∈
E.
So, Bs(L′) = D ∪ E.
b) By Bertini’s theorem a general R3 ∈ |L′| is nonsingular away from D ∪ E.
c) In particular, a general R3 is irreducible.
Step 2. Let L′′ be the linear system on R3 corresponding to any linear comple-
ment of the span of g in ID∪E(3). We will determine now its base locus.
We can assume without loss of generality that g contains the monomial z2w:
g is general, after all. Therefore, we can assume that the complement of the span
of g is given by the monomial basis of the ideal ID∪E(3) without the monomial
z2w. Note that the monomial zw2 is in ID∪E.
Obviously, D ∪ E ⊆ Bs(L′′). Let (a0 : · · · : a5) ∈ P5 be a point in Bs(L′′).
(i) Assume that (a0, a1, a2) 6= (0, 0, 0). Then it follows (a3, a4, a5) = (0, 0, 0).
(ii) Assume that (a0, a1, a2) 6= (0, 0, 0). Then it follows immediately (a3, a4, a5) =
(0, 0, 0).
Therefore, Bs(L′′) = D ∪ E ⊆ P5.
By Bertini’s theorem a general T ∈ |L′′| is nonsingular away from D ∪ E. So
a general T ∈ |L′′| gives a suitable Z3,3.
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Singularities on D and E. We prove now that a general Z3,3 has 12 nodes on
each plane divisor. This will rely on the following two well known facts:
Fact 1. The space of degree 2 homogeneous polynomials vanishing at any four
distinct points in P2 is of dimension at least 2, and in particular it is nonempty.
Fact 2. The set of degree 2 homogeneous polynomials not vanishing at any given
finite set of points in P2 is a nonempty Zariski open subset in C[x, y, z]2.
We can assume that f and g are given as follows:
f = Au+Bv + Cw +Xx+ Y y + Zz (3.1)
g = Du+ Ev + Fw + Ux+ V y +Wz (3.2)
where A,B,C,D,E, F are general forms in I2E and X, Y, Z, U, V,W are general
forms in I2D. Then the Jacobian of f and g restricted to D is (ignoring zero
columns): (
A B C
D E F
)
(3.3)
Singularities of Z3,3 occur where the 2 × 2 minors of the above Jacobian vanish.
Choosing A = E = 0, a very special choice, but one that proves sufficiently
general for the result, the minors reduce to
BD = 0
CD = 0
BF = 0.
We proceed as follows:
1. Choose a nonsingular quadric B ∈ C[x, y, z]2.
2. Choose four distinct points P1, . . . , P4 on the zero locus Z(B). Then there
exists a quadric C which meets Z(B) in exactly P1, . . . , P4.
3. Choose four distinct points Q1, . . . , Q4 on Z(B) which are distinct from
those chosen in 2. Then there exists a quadric D such that Z(D) meets
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Z(B) in exactly Q1, . . . , Q4.
4. Choose four distinct nonsingular points R1, . . . , R4 on Z(D) which are dis-
tinct from those chosen in 3. Then there exists a quadric F such that Z(F )
meets Z(D) in exactly R1, . . . , R4.
Therefore, the locus of the system of minors defined by the B,C,D, F chosen
above is
Sing(Z)|D = (B = D = 0) ∪˙ (F = D = 0) ∪˙ (B = C = 0)
and consists of 12 distinct points, by construction. We refer to this choice of
A, . . . , F as the standard choice.
Restricting the Jacobian of f and g to E gives (ignoring zero columns):(
X Y Z
U V W
)
An identical argument as above shows that there are 12 singular points on E.
We prove now that all singularities on D and E are analytically hypersurface
singularites.
The rank of (3.3) at singular points is 1—not 0 (e.g. by our standard choice
of A, . . . , F )—so locally at P we can eliminate one variable, so it follows that P
is analytically a hypersurface singularity. Therefore, in a neighbourhood of P , Z
is analytically isomorphic to a neighbourhood of the origin of (F = 0) ⊆ C4 for
some power series F ∈ C{x, y, z, t}:
(P ∈ Z) ∼= (0 ∈ (F = 0)) ⊆ C4.
Similarly, one proves that all singularities on E are analytically hypersurface
singularities.
Type of Singularities. The Jacobian ideal is generated by the 2 × 2-minors
of the Jacobian (3.3). Since there are 3 minors each of degree 4 and 2 syzygies
each of degree 6 between them the Hilbert series of the Jacobian algebra J of Z
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restricted to D is
PJ(t) =
1− 3t4 + 2t6
(1− t)3 .
Dividing the numerator by (1− t)2 gives:
PJ(t) =
1 + 2t+ 3t2 + 4t3 + 2t4
1− t .
Since the coefficients in the numerator are dimensions of the graded pieces of a
0-dimensional module adding them up gives its length, so here the length of J |Z
which is 12. Since we can calculate the global length as a contribution of local
sums (see for example Fulton [10])
12 = Len(J |Z |D) =
∑
P∈Sing(Z)|D
dim J |Z,P
each summand must contribute 1 to the above sum. By Lemma 2.2.1 each point
P ∈ Sing(Z)|D is a node.
3.1.2 Unprojection of D
The plane D ⊂ P5 is the complete intersection defined by the ideal ID = (u, v, w).
Since D ⊂ Z are both Gorenstein, we may apply the unprojection theorem to
construct a new variety Y as the unprojection of D ⊂ Z:
E ⊆ Y ⊆ P(1, 1, 1, 1, 1, 1, 3)
D ∪˙ E ⊆ Z3,3
OO


⊆ P5
The unprojection variable s has weight 3, and the equations of Y are those of Z
together with three new equations of the form:
su = P
sv = Q
sw = R
where P, Q, R are homogenous forms of degree 4 that we can calculate.
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Determination of the above equations. We will use the method described
in [4] to determine the equations. Z is defined by f and g which we write now as
A˜u+ B˜v + C˜w = 0
D˜u+ E˜v + F˜w = 0
where A˜, . . . , F˜ are forms of degree 2 in IE. Equivalently,
(
A˜ B˜ C˜
D˜ E˜ F˜
)uv
w
 = (0
0
)
.
Define a rational form s with a pole on D as
s =
B˜F˜ − C˜E˜
u
=
D˜C˜ − A˜F˜
v
=
A˜E˜ − B˜D˜
w
. (3.4)
Treating s as a new variable, the unprojection variable, it follows that
su = B˜F˜ − C˜E˜
sv = D˜C˜ − A˜F˜
sw = A˜E˜ − B˜D˜.
These three equations together with the above two ones can be derived as the
five maximal Pfaffians of a skew symmetric 5× 5 matrix, namely
0 −u v C˜ F˜
0 −w B˜ E˜
0 A˜ D˜
0 s
0
 .
These five equations define Y . This matrix is in Jer4,5 format for the ideal IE =
(x, y, z, s). That is, as in section 2.5, all of the fourth and fifth rows and columns
of the matrix lie in IE. Therefore, the Pfaffians lie in IE, so E ⊆ Y .
In fact, since the Hilbert series of Z is
PZ(t) =
1− 2t3 + t6
(1− t)6 ,
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so Proposition 2.4.3 shows that the Hilbert series of Y is
PY (t) = PZ(t) +
t3
(1− t)3(1− t3) =
1− 2t3 − 3t4 + 3t5 + 2t6 + t9
(1− t)6(1− t3) .
Interpreting the Hilbert numerator as degrees of equations and syzygies, as we
explain later in chapter 4, we see that the degree matrix of Y is
MY =

∗ 1 1 2 2
∗ 1 2 2
∗ 2 2
∗ 3
∗

and these are the weights of the Jer4,5 matrix above.
Proposition 3.1.2 The point Ps = (0 : 0 : 0 : 0 : 0 : 0 : 1) ∈ Y is quasismooth
of type
1
3
(1, 1, 1). Furthermore, Y has the following properties:
(i) Y is quasismooth outside E.
(ii) Y has in total 12 isolated singularities on E.
(iii) All singularities on E are nodes.
By quasismooth we mean that the only singular point in the affine cone of Y is
the origin.
Proof. The situation is this:
E ⊆ Y
ψ



(
⊆ P(1, 1, 1, 1, 1, 1, 3)
D ∪˙ E ⊆ Z3,3
ϕ
OO


⊆ P5
As mentioned above, unprojecting D gives a new threefold Y which is defined by
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the three unprojection equations above and the equations of Z:
su = B˜F˜ − C˜E˜ (3.5)
sv = D˜C˜ − A˜F˜ (3.6)
sw = A˜E˜ − B˜D˜ (3.7)
f = 0 (3.8)
g = 0. (3.9)
These equations eliminate u, v, w near Ps, so the point Ps ∈ Y is quasismooth of
type
1
3
(1, 1, 1). The map ϕ is defined by
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
B˜F˜ − C˜E˜
u
)
which by (3.4) is the same on Z as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
D˜C˜ − A˜F˜
v
)
and this is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
A˜E˜ − B˜D˜
w
)
.
Since ϕ is a polynomial mapping we can multiply through u, v and w, respectively
to get:(
x, y, z, u, v, w,
B˜F˜ − C˜E˜
u
)
= (xu, yu, zu, u2, vu, uw, B˜F˜ − C˜E˜)(
x, y, z, u, v, w,
D˜C˜ − A˜F˜
v
)
= (xv, yv, zv, uv, v2, vw, D˜C˜ − A˜F˜ )(
x, y, z, u, v, w,
A˜E˜ − B˜D˜
w
)
= (xw, yw, zw, uw, vw,w2, A˜E˜ − B˜D˜).
Now it is obvious that ϕ is defined everywhere on Z3,3 except at the locus
Z(u, v, w, A˜E˜ − B˜D˜, D˜C˜ − A˜F˜ , B˜F˜ − C˜E˜). This locus is precisely the set of
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nodes on D. The map ψ : Y //___ Z3,3 is defined by
(x, y, z, u, v, w, s)  // (x, y, z, u, v, w) .
It is defined everywhere on Y except at the point Ps. It is clear that ψ◦ϕ = idZ3,3
and ϕ ◦ ψ = idY . The (closure of the) preimage of a node Qi on D under ψ is
denoted by Γi. Obviously, Γi ∼= P1. The restriction of ϕ on Z \ D gives an
isomorphism
Z \D // Y \ Γ . (3.10)
where Γ =
12⋃
i=1
Γi. Note that E ⊆ Z \D. Since Z3,3 is quasismooth away from D
and E the above isomorphism proves that Y is quasismooth away from E and Γ.
Furthermore, the equations defining ϕ show that it induces a contraction
D \ Sing(Z) // {Ps} .
We prove that Y is quasismooth on Γ.
From here on, we use A˜, . . . , F˜ chosen so that their I2E summands are the
standard choice A, . . . , F on page 32 (A = E = 0, etc.) We consider the case
(F˜ = D˜ = 0); the other cases are similar. Taking the Jacobian of the equations
of Y and restricting it on the Γi defined on Y by (F˜ = D˜ = 0) we get:
−B˜F˜x −B˜F˜y −B˜F˜z s− B˜F˜u −B˜F˜v −B˜F˜w 0
−D˜xC˜ D˜yC˜ −D˜zC˜ −D˜uC˜ s− D˜vC˜ −D˜wC˜ 0
B˜D˜x B˜D˜y B˜D˜z B˜D˜u B˜D˜v s− B˜D˜w 0
0 0 0 0 0 C 0
0 0 0 0 0 0 0

Consider the minor −B˜F˜x −B˜F˜y −B˜F˜z −B˜F˜wB˜D˜x B˜D˜y B˜D˜z s− B˜D˜w
0 0 0 C
 .
Since (F˜ = D˜ = 0) ∩ (B˜ = D˜ = 0) = ∅ it follows that B˜ 6= 0. Furthermore, since
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(F˜ = D˜ = 0) consists of 4 distinct points and C˜ 6= 0 on (F˜ = D˜ = 0) we have
rk
(
F˜x F˜y F˜z
D˜x D˜y D˜z
)
= 2.
It follows that the rank of the above minor is 3. This proves that Y is quasismooth
away from E. As mentioned before, E ⊆ Z3,3 has 12 nodes. Since E remains
completely untouched by ϕ we conclude that E ⊆ Y contains 12 nodes. 
3.1.3 Unprojection of E
Continuing with the notation of 3.1.2 the ideal of E in Y is IE = (x, y, z, s).
By the unprojection theorem, unprojecting E ⊆ Y gives a new threefold X ⊆
P(1, 1, 1, 1, 1, 1, 3, 3) in codimension 4.
X ⊆ P(1, 1, 1, 1, 1, 1, 3, 3)
E ⊆ Y
OO


⊆ P(1, 1, 1, 1, 1, 1, 3)
D ∪˙ E ⊆ Z3,3
OO


⊆ P5
Theorem 3.1.3 X is a quasismooth threefold with two quasismooth singularities
each of type
1
3
(1, 1, 1).
Proof. The crucial point is that X is quasismooth. There two possible ways
of choosing the sequence of unprojections to construct X: at first unprojecting
D ⊆ Z3,3 and then unprojecting E ⊆ Y , or at first unprojecting E ⊆ Z to
give Y¯ in codimension 3 that contains an isomorphic copy of D ⊆ Y¯ , and then
unprojecting D ⊆ Y¯ .
X
D ⊆ Y¯ Y ⊇ E
χ
``@
@
@
@
D,E ⊆Z3,3
ϕ
??



ϕ¯
]];
;
;
;
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We denote the unprojection of E ⊆ Y by X.
Consider the case where D is unprojected at first. Since D and E are disjoint,
ϕ is an isomorphism in a neighborhood of E. Similarly, ϕ¯ is an isomorphism
in a neighborhood of D, so the divisor D remains completely untouched by ϕ¯.
By symmetry and Theorem 3.1.2, Y¯ \ D is quasismooth. By equation (3.10) we
have an isomorphism Z \ D ∼= Y \ Γ where Γ =
12⋃
i=1
Γi. Therefore, unprojecting
E ⊆ Z \D is the same as unprojecting E ⊆ Y \Γ. Unprojecting E ⊆ Z \D gives
Y¯ \D and unprojecting E ⊆ Y \ Γ gives X \ Γ,
X \ Γ
Y¯ \D Y \ Γ ⊇ E
aaB
B
B
B
E ⊆Z \D
==|
|
|
|
^^<
<
<
<
where we have identified Γ with its isomorphic image in X. Consequently, X\Γ ∼=
Y¯ \ D, which proves that X \ Γ is quasismooth. Since χ is an isomorphism in a
neighborhood of Γ it follows that X is quasismooth.
The first unprojection contracts D down to Ps ∈ Y which is quasismooth of
type
1
3
(1, 1, 1). The second unprojection contracts E down to Ps˜ ∈ X which is
also quasismooth of type
1
3
(1, 1, 1). Since Ps lies in the part of Y which is mapped
isomorphically to X, it follows that the image of Ps in X is also of type
1
3
(1, 1, 1).
Therefore X contains two quasismooth singularities each of type
1
3
(1, 1, 1). 
3.2 Construction of Tom3
Now we go on to the construction of the second family. We consider now two
plane divisors D = P2〈x,y,z〉 and E = P
2
〈x,v,w〉 inside P
5 which meet in one point,
namely Px. Their ideals are ID = (u, v, w) and IE = (y, z, u). Let Z3,3 be a
general threefold containing D and E:
D ∪ E ⊆ Z3,3 ⊆ P5
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As above, Bertini’s theorem implies that Z is quasismooth away from D and E.
Lemma 3.2.1 In the notation above, the singular locus Sing(Z) of Z consists of
exactly 12 points on D and 12 points on E, and all singular points are ordinary
nodes.
3.2.1 Proof of Lemma 3.2.1
The proof is partly identical to the one above. Smoothness of a general Z3,3 away
from D ∪E is proved by Bertini’s theorem in the same way as above but we will
use different arguments from above to show that all singularities on Z are nodes.
We could use the same methods as before but it would be significantly harder to
apply them in chapter 6.
Fix D,E ⊆ P5 with coordinates x, y, z, u, v, w. Let Z3,3 be a threefold and
D,E ⊆ Z3,3. We write the equations of Z3,3 as
(
A B C
D E F
)uv
w
 = 0
where A and D are general quadrics in C[x, y, z, u, v, w]2 and B,C,E, F ∈ IE(2).
Since dimCC[x, y, z, u, v, w]2 = 21 and dimC IE(2) = 15 we can identify the set of
all threefolds Z3,3 which contain D and ED,E ⊆ Z3,3 :
(
A B C
D E F
)uv
w
 = 0

with a non-empty Zariski open subset of C102. Enforcing quasismoothness away
from D and E is an open condition. Requiring the singularities of Z that lie on D
to be at least 12 separate points is a nonempty open condition as well. The reason
why it is nonempty requires a brief explanation. We can choose the polynomials
A, . . . , F so that the 2× 2 minors of the matrix(
A B C
D E F
)
restricted to D define 12 seperate points on (e.g. our standard choice on page 33
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is such an example). So the set D,E ⊆ Z3,3 q.s. off D and Eand {12 sing.} ⊆ D |
(
A B C
D E F
)uv
w
 = 0

is Zariski open in C102. We can also enforce at least 12 singularities on E and
require quasismoothness away from D and E and for the same reason as above
the set  E,D ⊆ Z3,3 q.s. off D and Eand {12 sing.} ⊆ E |
(
A B C
D E F
)uv
w
 = 0

is Zariski open in C102. Intersecting the above two sets gives a non-empty Zariski
open subset of C102. Thus, there exists a threefold Z3,3 which contains the divisors
D and E and is quasismooth away from D and E and has 12 singularities on
each divisor. As before, the singularities are necessarily nodes. Note that the
intersection point of D and E is singular.
3.2.2 Unprojection of D
We copy the procedure of section 3.1.2. The plane D ⊂ P5 is the complete
intersection defined by the ideal ID = (u, v, w). As above, we write the equations
of Z as
(
A˜ B˜ C˜
D˜ E˜ F˜
)uv
w
 = (0
0
)
where A˜, D˜ are general quadrics and B˜, C˜, E˜, F˜ ∈ IE.
Applying the unprojection theorem we get a new variety Y ′ as the unprojec-
tion of D ⊂ Z:
E ⊆ Y ′ ⊆ P(1, 1, 1, 1, 1, 1, 3)
D ∪ E ⊆ Z3,3
OO


⊆ P5
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The unprojection variable s has weight 3, and the equations of Y ′ are those of Z
together with three unprojection equations:
su = B˜F˜ − C˜E˜
sv = D˜C˜ − A˜F˜
sw = A˜E˜ − B˜D˜.
The equations of Y ′ can be derived as Pfaffians of a skew symmetric 5×5 matrix,
namely 
0 s A˜ B˜ C˜
0 D˜ E˜ F˜
0 w −v
0 u
0
 .
Note that this matrix is in Tom3-format for the ideal IE = (y, z, u, s) and with
the same degree matrix as in section 3.1.2.
Proposition 3.2.2 The point Ps ∈ Y ′ is quasismooth of type 1
3
(1, 1, 1). Further-
more, Y ′ has the following properties:
(i) Y ′ is quasismooth outside E.
(ii) Y ′ has in total 11 isolated singularities on E.
(iii) All singularities on E are nodes.
Proof. The situation is this:
E ⊆ Y ′
ψ



(
⊆ P(1, 1, 1, 3, 3, 3, 5)
D ∪ E ⊆ Z3,3
ϕ
OO


⊆ P(1, 1, 1, 3, 3, 3)
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Unprojecting D gives a new threefold Y ′ which is defined by the three unprojec-
tion equations and the equations of Z:
st = B˜F˜ − C˜E˜ (3.11)
su = D˜C˜ − A˜F˜ (3.12)
sv = A˜E˜ − B˜D˜ (3.13)
f = 0 (3.14)
g = 0. (3.15)
These equations eliminate u, v, w near Ps, so the point Ps ∈ Y is quasismooth of
type
1
3
(1, 1, 1). The map ϕ is defined by
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
B˜F˜ − C˜E˜
u
)
which is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
D˜C˜ − A˜F˜
v
)
and this is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
A˜E˜ − B˜D˜
w
)
Since ϕ is a polynomial mapping we can multiply through u, v and w, respectively
to get:(
x, y, z, u, v, w,
B˜F˜ − C˜E˜
u
)
= (xu, yu, zu, u2, vu, uw, B˜F˜ − C˜E˜)(
x, y, z, u, v, w,
D˜C˜ − A˜F˜
v
)
= (xv, yv, zv, uv, v2, vw, D˜C˜ − A˜F˜ )(
x, y, z, u, v, w,
A˜E˜ − B˜D˜
w
)
= (xw, yw, zw, uw, vw,w2, A˜E˜ − B˜D˜)
Now it is obvious that ϕ is defined everywhere on Z3,3 except at the locus
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Z(u, v, w,AE − BD,AF − CD,BF − CE). This locus is precisely the set of
nodes on D. The map ψ : Y ′ //Z3,3 is defined by
(x, y, z, u, v, w, s)  // (x, y, z, u, v, w)
It is defined everywhere on Y ′ except at the point Ps. It follows immediately,
that ψ ◦ ϕ = idZ3,3 and ϕ ◦ ψ = idY ′ . The (closure of the) preimage of a node
Qi on D under ψ is denoted by Γi. Obviously, Γi ∼= P1. The restriction of ϕ on
Z \D gives an isomorphism
Z \D // Y ′ \ Γ , (3.16)
where Γ =
12⋃
i=1
Γi. Note that (E \ {Px}) ⊆ Z \D. Since Z3,3 is quasismooth away
from D and E the above isomorphism proves that Y ′ is quasismooth away from
E and Γ. Furthermore, ϕ induces a contraction
D \ Sing(Z) // {Ps} .
Let
Γx = ψ
−1(Px) = {(1 : 0 : 0 : 0 : 0 : 0 : s)|s ∈ C} ∪ {Ps}.
This is slightly different to the Jer case, so we check it seperately. Restricting the
Jacobian of (3.6)-(3.10) to Γx gives
0 0 0 s 0 0 0
0 AFy AFz AFu s 0 0
0 −AEy −AEz −AEu 0 s 0
0 0 0 A 0 0 0
0 0 0 D 0 0 0
 .
If s 6= 0 then its rank is 3. Consider the case when s = 0. Since A is a gen-
eral quadric we can assume that A does not vanish at Px. Choosing E and F
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sufficiently general it follows that the rank of the subminor AFy AFz AFu−AEy −AEz −AEu
0 0 A

is 3. Therefore, Y ′ is quasismooth along Γx. Quasismoothness of Y ′ along the
other Γi is proved as in the Jer4,5 case. Consequently, Y
′ is quasismooth away
from E. As mentioned before, E ⊆ Z3,3 has 12 nodes. Since one node on E has
been blown up, by the unprojection of D, it follows that E ⊆ Y ′ contains 11
nodes. 
3.2.2.1 The geometry of the unprojection
We take a closer look at the unprojection ϕ : Z //___ Y ′ . We will prove that it is
a composition of a small resolution of all nodes on D and a contraction of D. Let
θ : Z //___ Y¯ be the D-ample small resolution of all nodes on D and denote by D¯
the isomorphic copy of D inside Y¯ . We define a birational map σ : Y¯ //___ Y ′ as
the composition ϕ ◦ θ−1.
Y ′ Y¯
σoo_ _ _ _ _ _ _
Z
θ
??



ϕ
``@
@
@
@
We show that σ is a morphism whose exceptional locus isD. Recall that Γ =
12⋃
i=1
Γi
is the fundamental locus in Y ′ of the nodes on Z. Firstly,
Y ′ \ Γ ∼= Z \D ∼= Y¯ \ (D¯ ∪ Γ¯)
where Γ¯ =
12⋃
i=1
Γ¯i denotes the union of the (closure of) the preimages of all nodes
on D. Let P ∈ D¯ \ (D¯ ∩ Γ¯). Then σ is defined at P and σ(P ) = Ps. We must
determine the behaviour of σ on the Γ¯i.
There are two cases for each Γ¯i: either σ contracts Γ¯i down to Ps, in which
case σ is defined everywhere on Y¯ , or σ maps the generic point of Γ¯i to the
corresponding generic point of Γi. In the latter case, σ is defined at all but
CHAPTER 3. TWO FAMILIES OF CALABI–YAU THREEFOLDS 47
finitely many points of Γ¯i. But now Zariski’s main theorem applies: since there
is no higher dimensional locus left in Y ′ to be the fundamental locus of these
points, σ is defined everywhere on Γ¯i. So, even here, σ is a morphism. Because
Ps ∈ Y ′ is a Q-factorial point, it cannot happen that σ contracts Γ¯i down to Ps.
We briefly explain this: If σ is an isomorphism away from the curves Γ¯i and
contracts these to a point Ps ∈ Y ′, then Y ′ is not Q-factorial in Ps. If it were, then
every divisor H in Y ′ that contains Ps would be Q-Cartier and so σ∗(mH)Γ¯i = 0,
where mH is a multiple of H which is Cartier. But since there is a divisor A in
Y¯ (take any ample divisor) with AΓ¯i > 0, the divisor σ(A) cannot be Q-Cartier
at Ps.
Therefore, only the second case can occur. Consequently, σ : Y¯ //Y ′ is a
contraction of D¯ to Ps.
3.2.2.2 Y ′ is a Calabi–Yau threefold
As proved above, the unprojection ϕ : Z //___ Y ′ factorizes as a small resolution of
nodes Z //___ Y¯ followed by a contraction σ : Y¯ //Y ′ of D¯. Since Z is a Calabi–
Yau threefold it follows that Y¯ is a Calabi–Yau threefold as well. Furthermore,
0 = KY¯ = σ
∗KY ′ + aD¯
for some a ∈ Q. Because (multiples of) σ∗KY ′ and D¯ are linearly independent in
the Picard group, the above equation implies that a = 0 and σ∗KY ′ = 0; so σ is
crepant and KY ′ = 0, as required.
3.2.3 Unprojection of E
The ideal of E in Y ′ is IE = (y, z, u, s). Unprojecting E ⊆ Y ′ gives a new threefold
X ′ ⊆ P(1, 1, 1, 1, 1, 1, 3, 3) in codimension 4.
X ′ ⊆ P(1, 1, 1, 1, 1, 1, 3, 3)
E ⊆ Y ′
OO


⊆ P(1, 1, 1, 1, 1, 1, 3)
D ∪ E ⊆ Z3,3
OO


⊆ P5
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We denote the unprojection variable by s′. It has degree 3. Note that 2 ×
1
3
(1, 1, 1) ∈ X ′.
Theorem 3.2.3 X ′ is a quasismooth threefold with two quasismooth singularities
each of type
1
3
(1, 1, 1).
Proof. Quasismoothness of X ′ is proved in the same way as in section 3.2.2.1.
As in the proof of Theorem 3.1.3 one shows the existence of two quasismooth
singularities each of type
1
3
(1, 1, 1). 
3.3 Conclusion
By 3.2.2.2, KY ′ = 0, so Y
′ is a Calabi–Yau threefold. The unprojection to X ′
factorizes in the same way, so it follows KX′ = 0. Let R
′ be the unprojection ring
of X ′ we construct; so X ′ = ProjR′. The unprojection theorem implies that R′
is a Gorenstein ring. Because of that, it follows from the Goto–Watanabe theo-
rem that all intermediate cohomology of X ′ vanishes, in particular, h1(OX′) = 0.
Identical arguments apply to Y and X. Therefore X and X ′ are both Calabi–Yau
varieties.
Now we are ready to state the main theorem of this chapter:
Theorem 3.3.1 X and X ′ are both quasismooth Calabi–Yau threefolds with the
same Hilbert series. Moreover, they have different topological Euler characteristic.
Proof. We already saw above that X and X ′ have the same Hilbert series.
Following the setup above we start with a nodal variety Y containing a divisor
E in Jer4,5 format and another nodal variety Y
′ with a divisor, also denoted E, in
Tom3 format. In both cases, the unprojection ϕ factorizes as the E-ample small
resolution of nodes Y˜ //Y , Y˜ ′ //Y ′ followed by a contraction Y˜ //X ,
Y˜ ′ //X ′ of E, respectively.
First, notice that Y and Y ′ have the same degree matrix (see sections 3.1.2
and 3.2.2). Moreover, a general variety with that degree matrix is a quasismooth
Calabi–Yau threefold (see section 5.2). Therefore, there is a small deformation of
Y which is quasismooth and a small deformation of Y ′ which is quasismooth as
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well. These deformations can be connected by a family of quasismooth varieties.
Let Ygen be a general member of that family. All this fits in a picture:
X ′ Y˜ ′oo

Y˜

// X
Y ′
ϕ
``@
@
@
@
Ygenoo o/ o/ o/ ///o/o/o Y
ϕ
?? 
 
 
 
where “ ///o/o/o ”denotes degeneration. By Clemens’ calculation, taken from [24],
the Euler characteristic of Y˜ is related to the Euler characteristic of Ygen by
χ(Ygen) = χ(Y˜ ) + 2 · 12
where 12 is the number of nodes on E. An analogous formula relates the Euler
characteristic of Y˜ ′ to that of Ygen:
χ(Ygen) = χ(Y˜
′) + 2 · 11
where 11 is the number of nodes on E in the Tom3 case. So,
χ(Y˜ ′) = χ(Y˜ ) + 2.
The maps Y˜ //Y and Y˜ ′ //Y ′ are crepant blowups of
1
3
(1, 1, 1). Since X
and X ′ have the same singularity types, the change in the Euler characteristic
from Y˜ to X and from Y˜ ′ to X ′ is the same in either case. Therefore,
χ(X ′) = χ(X) + 2,
so X and X ′ have different Euler characteristics. 
The above theorem implies a strong statement:
Corollary 3.3.2 X and X ′ are not even in the same deformation component.
Recall the following theorem of Batyrev:
Theorem 3.3.3 (Batyrev, [1]) Let X and Y be smooth n-dimensional irreducible
projective algebraic varieties over C. Assume that KX and KY are zero and that
X and Y are birational. Then X and Y have the same Betti numbers, that is,
H i(X,C) ∼= H i(Y,C) for all i ≥ 0.
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Batyrev’s theorem implies more:
Corollary 3.3.4 X and X ′ are not birational.
Proof. Let X˜ //X and X˜ ′ //X ′ be resolutions of X and X ′, respectively.
Since X and X ′ have different topological Euler characteristic and the same
singularities, it follows that X˜ and X˜ ′ have different Euler characteristic as well.
Therefore, X˜ and X˜ ′ cannot be birational. This implies that X and X ′ are not
birational. 
Chapter 4
Hilbert series heuristics
The heuristic strategy underlying our approach is as follows: Using some initial
data of a variety X we aim to write a presentation of its Hilbert series without
knowing the free resolution of its coordinate ring OX . For example, consider
X4,5 ⊆ P(1, 1, 1, 1, 2, 3). Then 1
3
(1, 1, 1) ∈ X4,5 and its Hilbert series is given by
PX(t) =
1− t4 − t5 + t9
(1− t)4(1− t2)(1− t3) .
Conversely, suppose we want to find an X with Hilbert series, say
P (t) =
1 + 2t+ 3t2 + 4t3 + 4t4 + 3t5 + 2t6 + t7
(1− t)2(1− t2)(1− t3) .
If by some means we can realize that in fact
P (t) =
1− t4 − t5 + t9
(1− t)4(1− t2)(1− t3)
then we may guess to try X4,5 ⊆ P(1, 1, 1, 1, 2, 3) since we recognise it when
written in this way.
The purpose of this chapter is to give a source of Hilbert series, which we may
recognise as we did above, and furthermore to give some techniques for rewriting
Hilbert series in recognisable forms.
51
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4.1 Free resolutions and presentation of their
Hilbert series
We are more concerned with codimensions three and four. Let X ⊆ P(a0, . . . , an)
be a variety in codimension three with coordinate ring OX = OwPn/IX , where
OwPn denotes the polynomial ring. The Buchsbaum–Eisenbud theorem asserts
that there is a minimal free resolution
0 OwPnoo
⊕
i
OwPn(−di)αoo
⊕
i
OwPn(−ei)Moo OwPn(−k)oo 0oo
of OX , i. e. a complex which is exact except at the codomain of α where Imα =
IX . HereM is an odd sized skew symmetric matrix defining a homogeneous map
of degree zero. The degrees of the entries ofM can be realised via a weight vector
w = (w1 w2 w3 w4 w5) as mij = wi + wj [7]. The main case we study is when
M is a 5× 5-matrix. The Hilbert series of X is then
PX(t) =
1− td1 − · · · − td5 + te1 + · · ·+ te5 − tk
n∏
i=0
(1− tai)
where the di = degPfi(M) and k is the adjunction number. It can be computed
via the formula 2 ·∑wi = k [7]. The exponents ei are the degrees of the syzygies.
Example. Let X = Gr(2, 5). Consider the embedding f : X 
 //P9 whose
image is given by the maximal Pfaffians of the skew symmetric matrix
0 x0 x1 x2 x3
0 x4 x5 x6
0 x7 x8
0 x9
0

A minimal free resolution of OX is given by
OwP9 OwP9(−2)⊕5oo OwP9(−3)⊕5oo OwP9(−5)oo
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The Hilbert series of X is then
PX(t) =
1− 5t2 + 5t3 − t5
(1− t)10 .
If X ⊆ P(a0, . . . , an) is a weighted complete intersection in codimension four
then its Hilbert series is
PX(t) =
1− td1 − · · · − td4 + te1 + · · ·+ te6 − tc1 − · · · − tc4 + tk
n∏
i=0
(1− tai)
.
where k =
∑
i
di and ci = k − di. In our study, we see 9 × 16 resolutions which
have Hilbert series
PX(t) =
1− td1 − · · · − td9 + te1 + · · ·+ te16 − tc1 − · · · − tc9 + tk
n∏
i=0
(1− tai)
Because ei are degrees of syzygies, ei tend to be bigger than dj; similarly ci
tend to be bigger than ej, and so as a rough guide we interpret the number of
sign changes in the numerator of PX as the codimension of X in P(a0, . . . , an).
Since we are interested in codimension four polarized varieties (X,A) we seek for
Hilbert series of the above shape. But see the following example where we have
to be careful:
Example. Let X ⊆ P(1, 1, 1, 1, 1, 3, 3) be defined by the Pfaffians of a skew
symmetric 5×5 polynomial matrix with general homogeneous entries determined
by the weight matrix 
∗ 1 1 1 1
∗ 3 3 3
∗ 3 3
∗ 3
∗
 .
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For general entries, one can check that X is quasismooth with quotient singular-
ities B =
{
2× 1
3
(1, 1, 1)
}
in X. The Hilbert series of X is
PX(t) =
1− 4t4 + t5 − t6 + 4t7 − t11
(1− t)5(1− t3)2 .
Although X is in codimension three the number of sign changes in the numerator
of PX is five. This is not surprising, since by Lemma 2.5.1, the top row of degree
1 forms gives a syzygy in low degree.
Our starting point is to fix h0(A), h0(2A) and the basket B of singularities.
Using the orbifold Riemann–Roch formula we get a Hilbert series which suggests
an embedding of X into some wP. For simplicity, we assume no relation of de-
gree 2 among the defining polynomials of X, although this does not interfere
much with the calculations. If the number of sign changes is not four, with a
little allowance of overlapping syzygies, as in the example above, we drop the
example. We illustrate our approach with one example:
Example. Let h0(A) = 3, h0(2A) = 6, and B =
{
4× 1
3
(1, 1, 1), 1× 1
5
(1, 1, 3)
}
.
Using the orbifold Riemann–Roch theorem we compute PX as
PX(t) =
1− t− t3 + t4
(1− t)4 + 4 ·
t3
(1− t)3(1− t) +
t5 + t3
(1− t)3(1− t)
Writing out PX as an infinite power series we get:
PX(t) = 1 + 3t+ 6t
2 + 14t3 + 27t4 + 46t5 + · · ·
We aim to write PX as a rational function in recognisable ’free resolution form’ as
in the introduction to this chapter; therefore we multiply both sides of the above
equation with (1− t)3 to get
(1− t)3PX(t) = 1 + 4t3 + t5 + 4t6 + t8 + 4t9 + · · ·
Multiplying both sides with (1− t3)4 in order to eliminate the 4t3-term we get
(1− t)3(1− t3)4PX(t) = 1 + t5 − 6t6 − 3t8 + · · ·
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As above we multiply both sides with (1− t5) to eliminate the t5-term:
(1− t)3(1− t3)4(1− t5)PX(t) = 1− 6t6 − 3t8 + 8t9 + 8t11 − 3t12 − 6t14 + t20,
so
PX(t) =
1− 6t6 − 3t8 + 8t9 + 8t11 − 3t12 − 6t14 + t20
(1− t)3(1− t3)4(1− t5) .
The number of sign changes on the right hand side is four. This indicates that
there may exist a codimension four threefold X ⊆ P(1, 1, 1, 3, 3, 3, 3, 5).
We prove the existence of such Calabi–Yau X in chapter 6; in fact, we prove
there are two deformation families of such a quasismooth X.
In the following subsections we do exactly the same computations as above
for different baskets of singularities. We give only the results without any details
of this calculation–it is always carried out as above, except in a few places where
there are additional steps or complications.
This case will be treated in detail in chapter 6.
4.2 Analysis of
{
m× 1
3
(1, 1, 1)
}
We list families of varieties (some of which are only numerical proposals at this
stage) that we find according to m and h0(2A) = dimH0(X, 2A).
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The case h0(A) = 3
h0(2A)
m 6 7 8
1 X18 ⊆ P(1, 1, 1, 6, 9) X8 ⊆ P(1, 1, 1, 2, 3) X4,52,62 ⊆ P(1, 1, 1, 2, 2, 3, 3)
2 X12 ⊆ P(1, 1, 1, 3, 6) X5,6 ⊆ P(1, 1, 1, 2, 3, 3) X4,54,64 ⊆ P(1, 1, 1, 2, 2, 3, 3, 3)
3 X9 ⊆ P(1, 1, 1, 3, 3) X52,63 ⊆ P(1, 1, 1, 2, 3, 3, 3) cod > 4
4 X62 ⊆ P(1, 1, 1, 3, 3, 3) X53,66 ⊆ P(1, 1, 1, 2, 3, 3, 3, 3)
5 X65 ⊆ P(1, 1, 1, 3, 3, 3, 3) cod > 4
6 X69 ⊆ P(1, 1, 1, 3, 3, 3, 3, 3)
7 cod > 4
Explanation of the table
The table is divided into four regions: a white region in the top left where we
list several complete intersections, an adjacent light gray region, then a dark gray
region, and finally the rest of m / h0(2A) coordinate space marked by “cod > 4”.
Varieties in the white region. In this region, all varieties are complete inter-
sections in codimension ≤ 2. It is an easy exercise to prove that each of them can
be realised with the properties stated above, namely h0(A) = 3 and the given m
and h0(2A). We illustrate this in two representative cases.
The caseX12 ⊆ P(1, 1, 1, 3, 6) is of the most straightforward kind. Setting P =
P(1, 1, 1, 3, 6), it is clear that Bs |OP(12)| = ∅, and so Bertini’s theorem applies
at once to show that the general hypersurface is quasismooth (and in particular
irreducible). Since the general X12 intersects P(3, 6) in two points, following [17]
chapter 10, it is clear that this hypersurface has the stated invariants.
The codimension 2 case X5,6 ⊆ P(1, 1, 1, 2, 3, 3) follows from the two-step
method we used in section 3.1.1. First consider V = V6 ⊆ P = P(1, 1, 1, 2, 3, 3).
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Since Bs |OP(6)| = ∅, the general such V is quasismooth. Now X is a general
element of |OV (5)|, which has base locus the two intersection points V ∩P(3, 3).
So Bertini’s theorem applies to show that such X is quasismooth away from
P(3, 3). The example
X = (x5 + y5 + z5 + u(v + w) = x6 + y6 + z6 + u3 + vw = 0)
(in coordinates x, y, z, u, v, w of P) shows that it is quasismooth at these two
points, Pv and Pw ∈ X. Moreover, at each of these points the equations eliminate
the degree 2 and 3 variables so that they are
1
3
(1, 1, 1) quotient singularities on
X.
Notice, in fact, that the stated equations already define a quasismooth variety,
as one can check using the Jacobian criterion. However, the argument at this point
is only concerned with the points Pv and Pw, and the equations u(v+w) = uw = 0
would already be enough to show that the general member is quasismooth at those
points. This is an important point. In higher codimensions, we could not simply
write down examples where we can feasibly calculate the Jacobian criterion, but
we can write down examples that work at particular points that Bertini’s theorem
does not guarantee.
Varieties in the light gray region. The varieties in this region are no longer
weighted complete intersections. For each of these varieties we project away from
a singularity to get a new variety together with a weight matrix. At this heuristic
stage we just give a brief idea of the arguments for the existence of these varieties
suggested by the weight matrix.
Consider X65 ⊆ P(1, 1, 1, 3, 3, 3, 3).
If such an X existed with the above properties and if we could project away
from
1
3
(1, 1, 1) then we would get a new variety Y in codimension two which by
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Proposition 2.4.3 has Hilbert series
PY (t) = PX(t)− t
3
1− t3 ·
1
(1− t)3
=
1− 5t6 + 5t9 − t15
(1− t)3(1− t3)4 −
t3
1− t3 ·
1
(1− t)3
=
1− t3 − 2t6 + 2t9 + t12 − t15
(1− t)3(1− t3)4
=
1− 2t6 + t12
(1− t)3(1− t3)3 .
The Hilbert series indicates that Y is a weighted complete intersection of
two polynomials each of degree six. The above heuristics suggest proving first
the existence of such a Y containing a coordinate plane P2 as divisor and then
unproject it to get X as given above.
Varieties in the cod > 4 region. In general, for B =
{
m× 1
3
(1, 1, 1)
}
, we
have
P (t) = 1 + h0(A)t+ h0(2A)t2 + (m− 5h0(A) + 4h0(2A))t3
= +(3m− 16h0(A) + 10h0(2A))t4 + · · ·
If for example, h0(A) = 3, h0(2A) = 6 and m ≥ 7 we have
P (t) = 1 + 3t+ 6t2 + Ct3 + · · ·
where C ≥ 16. Since the three linear terms can generate a subspace of the cubic
forms on X of dimension at most 10, we must have at least six generators, in
degree three. So the graded ring has at least nine generators. Therefore the
ambient weighted projective space wPn of X must have at least nine weights and
so the codimension of X is at least five.
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Explanation of the table
Varieties in the light grey region. The variety with m = 2, h0(2A) = 11
has Hilbert series
PX(t) =
1− 2t4 − 2t5 + 2t7 + 2t8 − t12
(1− t)3(1− t2)(1− t3)2 .
Obviously, there is “masking”in the numerator: the term −t6 appears as −t6+t6,
so the variety is of type X42,52,6. By Gorenstein-symmetry, “masking”necessarily
must be in the middle degree.
Varieties in the dark grey region. The variety withm = 2, h0(2A) = 12 has
a more subtle masking in its Hilbert series presentation. We use an unprojection
ansatz: if we project away from one of its
1
3
-singularities down to a variety Y
and then unproject from Y back to X, then we have an unprojection variable of
degree 3 and four unprojection equations of degree 4, 5, 5, and 6. So X is defined
by nine equations, where one of them is of degree 6.
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4.3 Analysis of
{
m× 1
5
(1, 1, 3)
}
The calculations are analogous to those of section 4.2, so we just present the
results, with comments only on new phenomena.
The case h0(A) = 2
h0(2A)
m 3 4 5
1 × X12 ⊆ P(1, 1, 2, 3, 5) cod > 4
2 × X6,72,83,92,10 ⊆ P(1, 1, 2, 3, 3, 4, 5, 5)
3 X15 ⊆ P(1, 1, 3, 5, 5) cod > 4
4 cod > 4
Explanation of the table
Varieties in the white region. The symbol × indicates that the Hilbert series
has negative coefficients. Since coefficients of Hilbert series are dimensions of
vector spaces which are necessarily nonnegative, a series with negative coefficients
cannot be the Hilbert series of a variety. Therefore there exists no threefold with
the numerical data stated above.
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Explanation of the table
Varieties in the dark grey region. The Hilbert series of the variety with
m = 2, h0(2A) = 7, suggests an embedding into P(1, 1, 1, 2, 3, 3, 5). Since m = 2,
the ambient space of the variety must have more than one singularity of type
1
5
(1, 1, 3) whereas the above space has only one. Therefore, we have to add
another weight of degree 5, so the correct space is P(1, 1, 1, 2, 3, 3, 5, 5). As above,
here we have again some masking, which we overcome using an unprojection
ansatz.
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The case h0(A) = 5
h0(2A)
m 15 16 17
1 X42,63 ⊆ P(1, 1, 1, 1, 1, 3, 5) X3,43,5,63,7 ⊆ P(1, 1, 1, 1, 1, 2, 3, 5) cod > 4
2 cod > 4 cod > 4
Explanation of the table
Varieties in the dark grey region. The variety with m = 1, h0(2A) = 16
has Hilbert series
PX(t) =
1− 3t4 + 3t8 − t12
(1− t)5(1− t2)(1− t5) .
This Hilbert series suggests that we should try the complete intersection X4,4,4 ⊆
P(1, 1, 1, 1, 1, 2, 5). But this has a bad
1
5
-singularity.
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4.4 Analysis of
{
m× 1
3
(1, 1, 1), n× 1
5
(1, 1, 3)
}
The case h0(A) = 3, h0(2A) = 6
mn 1 2 3
1 X11 ⊆ P(1, 1, 1, 3, 5) X62,82,10 ⊆ P(1, 1, 1, 3, 3, 5, 5) cod > 4
2 X6,8 ⊆ P(1, 1, 1, 3, 3, 5) X64,84,10 ⊆ P(1, 1, 1, 3, 3, 3, 5, 5)
3 X63,82 ⊆ P(1, 1, 1, 3, 3, 3, 5) cod > 4
4 X66,83 ⊆ P(1, 1, 1, 3, 3, 3, 3, 5)
5 cod > 4
Explanation of the table
We point out that projection from
1
3
(1, 1, 1) moves up the columns whereas un-
projection from the same singularity moves them down. For example, a general
variety in the family with m = 4, n = 1 maps to a variety with m = 3, n = 1
when projecting from a
1
3
(1, 1, 1)-singularity. Projection from
1
5
(1, 1, 3) moves an
entry one step down and one step to the left. A general variety in the family
with m = 2, n = 2 maps to a special member of the family with m = 3, n = 1
by projecting away from the
1
5
(1, 1, 3)-singularity.
The above table relates well with Gross’ web of Calabi–Yau threefolds [6].
Roughly speaking, he treats this as a graph where vertices represent deformation
classes of Calabi–Yau threefolds. If there exists a birational contraction from
the general element of one deformation class to an element (or, in fact, a mild
degeneration) of another class then this is represented by an edge joining the
representing vertices. In this manner, projection and unprojection connect the
above families of threefolds among each other.
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The case h0(A) = 3, h0(2A) = 7
mn 1 2 3
1 X5,62,7,8 ⊆ P(1, 1, 1, 2, 3, 3, 5) cod > 4
2 X52,64,7,82 ⊆ P(1, 1, 1, 2, 3, 3, 3, 5) cod > 4
3 cod > 4
The case h0(A) = 4, h0(2A) = 10
mn 1 2 3
1 X4,63,8,9 ⊆ P(1, 1, 1, 1, 3, 3, 5) cod > 4
2 X42,65,82 ⊆ P(1, 1, 1, 1, 3, 3, 3, 5) cod > 4
3 cod > 4
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The case h0(A) = 4, h0(2A) = 11
mn 1 2 3
1 X42,52,62,7,8 ⊆ P(1, 1, 1, 1, 2, 3, 3, 5) cod > 4
2 cod > 4
Explanation of the table
Projecting from
1
3
(1, 1, 1) leads to a member of the family with m = 1 and
h0(2A) = 11 on page 60. Projecting from
1
5
(1, 1, 3) gives a variety in the family
with m = 2 and h0(2A) = 11 on page 54.
The case h0(A) = 5, h0(2A) = 15
mn 1 2 3
1 X44,64,8 ⊆ P(1, 1, 1, 1, 1, 3, 3, 5) cod > 4
2 cod > 4
Explanation of the table
Projecting from
1
3
(1, 1, 1) leads a variety in the family with m = 1 and h0(2A) =
15 on page 61. Projecting from
1
5
(1, 1, 3) gives a variety in the family with m = 2
and h0(2A) = 15 on page 56.
Chapter 5
Construction of Calabi–Yau
threefolds in codimension 3
In this section we give a more applicable method of how to show that a codimen-
sion three variety can be constructed. We illustrate this by a concrete example.
The crucial point, as always, is to prove that the general member of the fam-
ily is quasismooth. In [4] computer algebra is used at this point (supported by
mathematical arguments), but we do not use computer algebra.
5.1 Construction of X5,62,7,8 ⊆ P(1, 1, 1, 2, 3, 3, 5)
Let h0(A) = 3, h0(2A) = 7 and B =
{
1× 1
3
(1, 1, 1), 1× 1
5
(1, 1, 3)
}
. We com-
puted the Hilbert series for this numerical data in chapter 4 as
PX(t) =
1− t5 − 2t6 − t7 + t9 + 2t10 + t11 − t16
(1− t)3(1− t2)(1− t3)2(1− t5) .
To set up the usual ansatz, we assume that we can project X away from
1
5
(1, 1, 3)
to get a new threefold Y ⊆ P(1, 1, 1, 2, 3, 3) in coordinates x, y, z, u, v, w. This
fits into a diagram
X



 ⊆ P(1, 1, 1, 2, 3, 3,
s
5)
D ⊆ Y ⊆ P(1, 1, 1, 2, 3, 3)
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with Hilbert series
PY (t) =
1− t5 − t6 + t11
(1− t)3(1− t2)(1− t3) ,
by Proposition 2.4.2, and a divisorD = P(1, 1, 3) ⊆ Y with ID = (z, u, v), without
loss of generality. We set up such D ⊆ Y to exhibit that X by unprojection.
Theorem 5.1.1 There exists a quasismooth projectively normal Calabi–Yau three-
fold X ⊆ P(1, 1, 1, 2, 3, 3, 5) with singular locus
Sing(X) =
{
1× 1
3
(1, 1, 1), 1× 1
5
(1, 1, 3)
}
and Hilbert series
PX(t) =
1− t5 − 2t6 − t7 + t9 + 2t10 + t11 − t16
(1− t)3(1− t2)(1− t3)2(1− t5) .
We first work on Y .
Lemma 5.1.2 A general Y as above has the following properties:
(i) Y is quasismooth away from D.
(ii) Y is quasismooth on D except on 12 nodes.
Proof. Smoothness of a general Y away from D follows from Bertini’s theorem.
The proof is identical to the one given in chapter 3 and we omit it. Let Y be
defined by f and g. Since D ⊆ Y , we can assume that
f5 = A4z +B3u+ C2v (5.1)
g6 = D5z + E4u+ F3v (5.2)
Let J be the Jacobian of f and g and J |D the restriction of J on D. Ignoring
zero columns this is (
A B C
D E F
)
restricted to the divisor D. Then, rk J |D ≤ 1 if and only if
2∧
J |D = 0. Let
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Z = Z(
2∧
J |D) denote the singular locus of Y . Then the Hilbert series of Z is
PZ(t) =
1− t6 − t7 − t8 + t10 + t11
(1− t)2(1− t3) .
We claim that Z is a scheme of length 12. The numerator of PZ is divisible by
(1− t3)(1− t) . Cancelling out all of these, we get
PZ(t) =
1 + t+ t2 + 2t3 + 2t4 + 2t5 + 2t6 + t7
1− t .
Adding up the coefficients of the numerator gives the length of Z which is 12.
We prove now that in general Z consists of 12 distinct points.
We choose A = E = 0 and B = w in the defining equations (5.1),(5.2) above.
Furthermore we choose C,D and F to be general forms, in particular we choose
F = w + h3(x, y) in such a way that (h = 0) does not meet the zero locus of B
and D. With these choices, and ignoring zero columns the Jacobian matrix is
J =
(
0 w C2
D5 0 F3
)
.
Then the locus of the minors of J is the disjoint union
(wD = wF = CD = 0) = (w = D5 = 0) ∪ (w = C2 = 0) ∪ (D5 = F3 = 0).
By the choices above, this consists of 5 + 2 + 5 = 12 distinct points.
All that is left is showing that the above singular points are nodes. We proceed
as in chapter 3. Since the length of J |D is
12 = Len(J |D) =
∑
P∈Sing(Y )|D
dim J |D,P
each summand must contribute 1 to the above sum. By Lemma 2.2.1 each point
P ∈ Sing(Y )|D is therefore a node. 
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We move now to the proof of Theorem 5.1.1. Unprojecting D gives a new
threefold X:
X
ψ



(
⊆ P(1, 1, 1, 2, 3, 3, 5)
D ⊆ Y
ϕ
OO


⊆ P5
with unprojection variable s of degree 5. X is defined by the equations of Y and
three unprojection equations:
sz = BF − CE (5.3)
su = DC − AF (5.4)
sv = AE −BD (5.5)
Az +Bu+ Cv = 0 (5.6)
Dz + Eu+ Fv = 0. (5.7)
This notation uses equations (5.1)-(5.2) from the proof of the lemma, but without
specializing A = 0, etc. As in chapter 3 we have two maps: ϕ is defined by
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
BF − CE
z
)
which is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
DC − AF
u
)
and this is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
AE −BD
v
)
.
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Since ϕ is a polynomial mapping we can multiply through u, v and w, respectively
to get:(
x, y, z, u, v, w,
BF − CE
z
)
= (xz, yz, z2, uz, vz, wz,BF − CE) (5.8)(
x, y, z, u, v, w,
DC − AF
u
)
= (xu, yu, zu, u2, vu, wu,DC − AF ) (5.9)(
x, y, z, u, v, w,
AE −BD
v
)
= (xv, yv, zv, uv, v2, wv,AE −BD). (5.10)
These three expressions define ϕ everywhere on Y except at the locus
Z(z, u, v, AE−BD,AF −CD,BF −CE). This locus is precisely the set of nodes
on D. The map ψ : X //___ Y is defined by
(x, y, z, u, v, w, s)  // (x, y, z, u, v, w) .
It is defined everywhere on X except at the point Ps. It is clear that ψ ◦ ϕ =
idY and ϕ ◦ ψ = idX . The preimage of a node Qi on D under ψ is denoted
by Γi. Obviously, Γi ∼= P1; if Qi = (x, y, 0, 0, 0, w) then Γi is the line joining
(x, y, 0, 0, 0, w, 0) and Ps. Let Γ =
12⋃
i=1
Γi. The restriction of ϕ on Y \D gives an
isomorphism
Y \D // X \ Γ .
Therefore, X is quasismooth outside Γ. Furthermore, by (5.8)-(5.10), ϕ induces
a contraction
D \ Sing(Y ) // {Ps} .
It remains to show that X is quasismooth on Γ. We proceed as follows: We
choose A = E = 0 as in the proof of Lemma 5.1.2, so
Γ = (B = D = 0) ∪˙ (B = C = 0) ∪˙ (F = D = 0).
For this particular choice, we take the Jacobian of (5.3)-(5.7) and restrict it to D
and the Γi passing through the loci (z = u = v = 0), (B = C = 0), (C = D = 0)
and (B = D = 0). In each of these cases we show that the rank of the Jacobian
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is 3.
First, consider the case (B = C = 0). Then the Jacobian restricted to the Γi
which lie in this locus is
−BxF −ByF s−BzF −BuF −BvF −BwF 0
−DCx −DCy −DCz s−DCu −DCv −DCw 0
BxD ByD BzD BuD s+BvD BwD 0
0 0 0 0 0 0 0
0 0 0 0 F 0 0
 .
Consider the submatrix−DCx −DCy −DCv −DCwBxD ByD s+BvD BwD
0 0 F 0
 .
Its entries are polynomials which depend only on x, y, w, the coordinates of D =
P(1, 1, 3). In general (B = C = 0) defines two distinct points in P(1, 1, 3), a
nonsingular zero-dimensional subscheme, and the polynomial D is not zero there.
So the top two rows have rank 2. Also, the general F is not zero there either, so
the matrix has rank 3 on Γ. Therefore, the rank of the Jacobian is 3.
The arguments for the other two parts of Γ are similar. This completes the
proof of the theorem.
5.2 Construction of quasismooth examples
In this section we want to prove that a general variety Y ⊆ P(1, 1, 1, 1, 1, 1, 3)
with degree matrix
MY =

∗ 1 1 2 2
∗ 1 2 2
∗ 2 2
∗ 3
∗
 .
is quasismooth.
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In P5 with coordinates x, y, z, u, v, w consider a complete intersection Z = Z3,3
which contains a plane divisor D = P2〈x,y,z〉. Quasismoothness of Z away from D
is proved by a double application of Bertini’s theorem as in section 3.1.1. The
ideal of D is ID = (u, v, w). We write the equations of Z as
(
A B C
D E F
)uv
w
 = 0
where A, . . . , F are homogeneous polynomials of degree 2. The singular locus of
Z is given by
Sing(Z) =
(
2∧(A B C
D E F
)
= 0
)
.
It is easy to choose the polynomials A, . . . , F in a way that Sing(Z) consists of 12
seperate points. Identical arguments as in section 3.1.1 show that each singular
point is a node.
Unprojecting D gives a threefold Y ⊆ P(1, 1, 1, 1, 1, 1, 3) in codimension 3.
Y ⊆ P(1, 1, 1, 1, 1, 1, 3)
D ⊆ Z3,3
OO


⊆ P5
As in chapter 3, the equations of Y are given by the equations of Z3,3 together
with three unprojection equations. These equations can be realized as Pfaffians
of a skew symmetric 5 × 5 polynomial matrix whose degrees are determined by
the degree matrix MY . One shows, as in the proof of Proposition 3.1.2, that Y
is quasismooth.
Chapter 6
Construction of Calabi–Yau
threefolds in codimension 4
In this chapter we construct two families of polarized Calabi–Yau threefolds in
codimension 4 which is the main goal of this work. We follow the same strategy
as in chapter 3. As in there, they will be constructed by unprojection: one is
a Tom1 unprojection and the other one a Jer3,4 unprojection and they will be
distinguished by their Euler characteristic.
6.1 Construction of X66,83 ⊆ P(1, 1, 1, 3, 3, 3, 3, 5)
Consider the following data: h0(A) = 3, h0(2A) = 6, and basket
B =
{
4× 1
3
(1, 1, 1), 1× 1
5
(1, 1, 3)
}
.
We aim to construct a polarized Calabi–Yau variety (X,A) with the above
data. If such an X exists then by Theorem 2.3.2 its Hilbert series is
PX(t) =
1− 6t6 − 3t8 + 8t9 + 8t11 − 3t12 − 6t14 + t20
(1− t)3(1− t3)4(1− t5) .
Interpreting the denominator of PX as weights of the ambient weighted projec-
tive space of X suggests that we look for embeddings X ⊆ P(1, 1, 1, 3, 3, 3, 3, 5)
defined by nine equations (six of weight six, three of weight eight) and 16 syzygies .
Before we start on a proof, assume for a moment that such X exists as qua-
sismooth variety.
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In that case we project X away from one of its four quotient singularities
1
3
(1, 1, 1). This is necessarily a type I centre since by a change of coordinates we
may assume this point is the coordinate point Ps = (0 : 0 : 0 : 0 : 0 : 0 : 1 : 0)
and no other weight mod 3 is equal to 1 except the first three ones. Here, we call
a coordinate point a type I center of type
1
r
(a, b, c) if its weight is r and if a, b, c
appear among the other weights of wP7. Because of this we expect the resulting
image is a variety Y ⊆ P(1, 1, 1, 3, 3, 3, 5) in coordinates x, y, z, t, u, v, w. Our
strategy of constructing X, as in chapter 3, is to build suitable Y containing a
divisor D ⊆ Y that unprojects to X. By Proposition 2.4.3 the Hilbert series of
such Y is
PY (t) = PX(t) +
t3
1− t3 ·
1
(1− t)3
=
1− 3t6 − 2t8 + 2t9 + 3t11 − t17
(1− t)3(1− t3)3(1− t5)
and we may choose the divisor D = P2 ⊆ Y to be the coordinate plane with
ID = (t, u, v, w). Interpreting the Hilbert numerator of PY as degrees of equations
and syzygies we see that the degree matrix of Y is
M =

∗ 1 3 3 3
∗ 3 3 3
∗ 5 5
∗ 5
∗
 .
Remark. Note that the matrix M is defined by the weight vector
w =
(
1
2
,
1
2
,
5
2
,
5
2
,
5
2
)
, and we use this later in a Tom & Jerry analysis.
To summarise, our ultimate goal is the construction of X. As in chapter 5 for
codimension 3, this relies on the existence of a variety Y as above. Having found
an appropriate Y we will unproject it to get a variety X with the desired prop-
erties we are looking for. So our work moves to the construction of Y containing
D, and this is what Tom & Jerry is for.
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Ansatz. Our aim is to construct D ⊆ Y ⊆ P6(1, 1, 1, 3, 3, 3, 5). We follow the
strategy of chapter 3, but now keeping track of a divisor D. To understand this
strategy, assume, again for a moment that Y ⊆ P(1, 1, 1, 3, 3, 3, 5) exists. Then
we can project it away from the point Pw, a quotient singularity of type
1
5
(1, 1, 3)
and get a weighted complete intersection Z6,6 together with an additional divisor
E ⊆ Z6,6:
D

⊆ Y


 ⊆ P6(1, 1, 1, 3, 3, 3, 5)
E, D ⊆ Z6,6 ⊆ P5(1, 1, 1, 3, 3, 3)
The divisor D ⊆ Z6,6 is the coordinate plane P(1, 1, 1) (just like D ⊆ Y so we
give it the same name). Its ideal is ID = (t, u, v). The divisors D and E are not
disjoint. Note that E is isomorphic to P(1, 1, 3) but it is not a coordinate plane.
In order to construct Y we reverse the above process. We construct a general
threefold Z6,6 ⊆ P5(1, 1, 1, 3, 3, 3) and make a skillful choice of two divisors D and
E inside it. In particular the choice of E requires a great deal of care since after
unprojecting it we would like to end up with a variety Y ′ containing D in Tom1
format. Y ′ is then our candidate for Y .
Theorem 6.1.1 There exists a quasismooth projectively normal Calabi–Yau three-
fold X ⊆ P7(1, 1, 1, 3, 3, 3, 3, 5) with singular locus
Sing(X) =
{
4× 1
3
(1, 1, 1),
1
5
(1, 1, 3)
}
and Hilbert series
PX,A(t) =
1− 6t6 − 3t8 + 8t9 + 8t11 − 3t12 − 6t14 + t20
(1− t)3(1− t3)4(1− t5)
when polarized by A ∈ |OX(1)|. Furthermore, there are at least two different
deformation families of such threefolds.
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6.2 Proof of Theorem 6.1.1
We use ideas from the previous page but the proof remains self-contained. As in
chapter 3, the proof will be carried out in several steps.
6.2.1 Construction of Tom1
The first step is to define E. We point out that E will be contracted to a singu-
larity of type
1
5
(1, 1, 3) by the unprojection. Let E be defined (see section 6.3 for
a comment) by setting
α = x
β = yz(y − z) + u
ε = t
and taking IE = (α, β, ε). It follows that
ID∪E = (t, ux, uβ, vx, vβ).
Note that
D ∩ E = {(0 : 1 : 0 : 0 : 0 : 0), (0 : 0 : 1 : 0 : 0 : 0), (0 : 1 : 1 : 0 : 0 : 0)}.
Lemma 6.2.1 In the notation above, the singular locus Sing(Z) of Z consists of
exactly 27 points on D and 13 points on E, and all singular points are ordinary
nodes.
Proof. We write the equations of Z6,6 as
(
A5 B3 C3
D5 E3 F3
)αβ
ε
 = 0
where C and F are general cubics in C[x, y, z, t, u, v]3 and A,B,D,E are gen-
eral forms of the indicated degree in ID. Since dimCC[x, y, z, t, u, v]3 = 13 and
dimC ID(3) = 3 and dimC ID(5) = 18 we can identify the set of all threefolds Z6,6
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which contain D and ED,E ⊆ Z6,6 :
(
A5 B3 C3
D5 E3 F3
)αβ

 = 0

with a non-empty Zariski open subset of C68. Now arguments analogous to those
in chapter 3 finish the first part of the proof. All that is left is to show that all
singularities on D and E are nodes.
Type of Singularities. The equations of Z6,6 from the “the point of view”of
D are
(
A3 B3 C3
D3 E3 F3
)tu
v
 = 0
where A and D are general cubics in C[x, y, z, t, u, v]3 and B,C,E, F are general
forms of the indicated degree in IE. The Hilbert series of the Jacobian algebra of
Z restricted to D is
P (t) =
1− 3t6 + 2t9
(1− t)3 .
Cancelling out (1− t)2 in the numerator as well as in the denominator gives:
P (t) =
1 + 2t+ 3t2 + 4t3 + 5t4 + 6t5 + 4t6 + 2t7
(1− t) .
Adding up the coefficients in the numerator gives the length of the singular
locus on D which is 27.
We prove now that the singular locus on D consists of 27 distinct points.
We choose A = E = 0. Our next steps follow virtually those in the proof of
Lemma 3.1.1, resulting
Sing(Z)|D = (B = D = 0) ∪˙ (F = D = 0) ∪˙ (B = C = 0).
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The above locus consists of 9 + 9 + 9 = 27 points. Since
27 = Len(J |Z |D) =
∑
P∈Sing(Z)D
dim J |Z,P
each summand must contribute 1 to the above sum. By Lemma 2.5.1 each point
P ∈ Sing(Z)|D is a node.
We proceed in the same way as above to prove that all singularities on E are
nodes. After an invertible change of coordinates we can assume that E = P2〈y,z,v〉
with ideal IE = (x, u, t). We now write the equations of Z6,6 again from the “the
point of view”of E as
(
A5 B3 C3
D5 E3 F3
)xu
t
 = 0.
In the defining equations of Z6,6, we choose A = E = 0, B = v and F = v + g3,
where g3 is a cubic. With these choices and ignoring zero columns the Jacobian
matrix restricted to D is (
0 v C
D 0 v + g3
)
.
The locus of the minors is
(v = C = 0) ∪˙ (v = D = 0) ∪˙ (D = F = 0).
This set consists of 3 + 5 + 5 = 13 points. Furthermore, the Hilbert series of the
Jacobian is
PJ(t) =
1− t6 − 2t8 + 2t11
(1− t)2(1− t3) .
Canceling out (1− t)(1− t3) gives
PJ(t) =
1 + t+ t2 + 2t3 + 2t4 + 2t5 + 2t6 + 2t7
(1− t) .
Adding up the coefficients in the numerator gives the length of the singular locus
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which is 13. Since
13 = Len(J |Z |E) =
∑
P∈Sing(Z)|D
dim J |Z,P
each summand must contribute 1 to the above sum. By Lemma 2.5.1 each point
P ∈ Sing(Z)|D is a node. 
6.2.1.1 Unprojection of E
So far, we have constructed a general Z6,6 ∈ P(1, 1, 1, 3, 3, 3) which contains two
divisors D and E and which is quasismooth outside D∪E. Unprojecting E gives
us a threefold Y ⊆ P(1, 1, 1, 3, 3, 3, 5) in codimension three:
D ⊆ Y ⊆ P(1, 1, 1, 3, 3, 3, 5)
E, D ⊆ Z6,6
OO


⊆ P(1, 1, 1, 3, 3, 3)
The unprojection variable has weight 5 and is denoted by w. The equations of Y
in P6(1, 1, 1, 3, 3, 3, 5) are those of Z6,6 together with three new equations:
wα = BF − CE
wβ = −AF + CD
wε = AE −BD.
As in chapter 2, these five equations can be realised as the five maximal
Pfaffians of a matrix, namely

0 α β C F
0  −B −E
0 A D
0 w
0

Note that these are in Tom1 format for ID = (t, u, v, w). The polynomials
A, . . . , F do not contain w. Note that Pw =
1
5
(1, 1, 3) ∈ Y is a quasismooth
point, since the coefficients of w on the left hand side of all three unprojection
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equations contain independent linear terms. The following proposition summa-
rizes all important properties of Y .
Proposition 6.2.2 Y has the following properties:
(i) Y is quasismooth outside D.
(ii) Y has in total 24 isolated singularities on D.
(iii) All singularities on Y are nodes.
Proof. We briefly sketch the situation:
D ⊆ Y
ψ



(
⊆ P(1, 1, 1, 3, 3, 3, 5)
E, D ⊆ Z6,6
ϕ
OO


⊆ P5
Unprojecting E gives a new threefold Y ′ which is defined by the three unprojection
equations and the equations of Z:
wα = BF − CE (6.1)
wβ = DC − AF (6.2)
wε = AE −BD (6.3)
f = 0 (6.4)
g = 0. (6.5)
The map ϕ is defined by
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
BF − CE
α
)
which is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
DC − AF
β
)
and this is the same as
(x, y, z, u, v, w)  //
(
x, y, z, u, v, w,
AE −BD
ε
)
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Since ϕ is a polynomial mapping we can multiply through α, β and ε, respectively
to get:(
x, y, z, u, v, w,
BF − CE
α
)
= (xα, yα, zα, uα, vα, wα,BF − CE)(
x, y, z, u, v, w,
DC − AF
β
)
= (xβ, yβ, zβ, uβ, vβ, wβ,DC − AF )(
x, y, z, u, v, w,
AE −BD
ε
)
= (xε, yε, zε, uε, vε, wε,AE −BD)
Now it is obvious that ϕ is defined everywhere on Z6,6 except at the locus
Z(u, v, w,AE − BD,AF − CD,BF − CE). This locus is precisely the set of
nodes on D. The map ψ : Y //Z6,6 is defined by
(x, y, z, t, u, v, w)  // (x, y, z, t, u, v)
It is defined everywhere on Y ′ except at the point Pw. It follows immediately
that ψ ◦ ϕ = idZ6,6 and ϕ ◦ ψ = idY . The (closure of the) preimage of a node
Qi on D under ψ is denoted by Γi. Obviously, Γi ∼= P1. The restriction of ϕ on
Z \ E gives an isomorphism
Z \ E // Y ′ \
13⋃
i=1
Γi . (6.6)
Note that (D \ {Py, Pz, R}) ⊆ Z \E. Since Z6,6 is quasismooth away from D and
E the above isomorphism proves that Y is quasismooth away from D and
13⋃
i=1
Γi
and moreover, D contains 24 nodes. Furthermore, ϕ induces a contraction
E \ Sing(Z) // {Pw} .
As in section 3.2.2.1. the unprojection factorizes as the E-ample resolution fol-
lowed by the contraction of E. In particular, Y is quasismooth along the Γi away
from Pw, by section 2.5. 
We know the Γi are quasismooth but it is still interesting to look at the three
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particular ones:
Γy = ψ
−1(Py) = {(0 : 1 : 0 : 0 : 0 : 0 : w) | w ∈ C} ∪ {Pw}
Γz = ψ
−1(Pz) = {(0 : 0 : 1 : 0 : 0 : 0 : w) | w ∈ C} ∪ {Pw}
ΓR = ψ
−1(R) = {(0 : 1 : 1 : 0 : 0 : 0 : w) | w ∈ C} ∪ {Pw}
where R = (0 : 1 : 1 : 0 : 0 : 0). Restricting the Jacobian of (7.1)-(7.5) to Γy,Γz
and ΓR gives in each case the same matrix, namely
0 0 0 C 0 0 0
0 0 0 F 0 0 0
0 0 0 −BtF + CEt −BuF + CEu −BvF + CEv 0
0 0 0 AtF − CDt AuF − CDu AvF − CDv 0
0 0 0 0 0 0 0
 .
Choosing A,B and F sufficiently general the rank of the above matrix is 3. This
proves that Y ′ is quasismooth along Γy,Γz and ΓR.
6.2.1.2 Unprojection of D
Unprojecting the divisorD in Y gives us a new threefoldX ⊆ P(1, 1, 1, 3, 3, 3, 3, 5).
X ⊆ P(1, 1, 1, 3, 3, 3, 3, 5)
D ⊆ Y
OO


⊆ P(1, 1, 1, 3, 3, 3, 5)
E, D ⊆ Z6,6
OO


⊆ P(1, 1, 1, 3, 3, 3)
The unprojection variable has weight 3 and is denoted by s. Note that Ps =
1
3
(1, 1, 1) ∈ X ′.
Theorem 6.2.3 X is a quasismooth Calabi-Yau threefold with two quasismooth
singularities each of type
1
3
(1, 1, 1).
Proof. The proof is identical to the proof of Theorem 3.2.3 and to Theorem
3.1.3. 
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6.2.2 Construction of Jer4,5
In the Jer4,5 case we proceed as above.
Project from
1
3
(1, 1, 1). As above, we get a new variety Y ⊆ P(1, 1, 1, 3, 3, 3, 5) in
coordinates x, y, z, t, u, v, w together with a divisor D with ideal ID = (t, u, v, w)
and a weight matrix
M =

∗ 1 3 3 3
∗ 3 3 3
∗ 5 5
∗ 5
∗
 .
Since we are interested in a Jer4,5 we aim at a matrix format shaped as follows

0 x u+ p3(y, z) C3 F3
0 t+ q3(y, z) −B3 −E3
0 A5 D5
0 w
0

where p3, q3 are general cubics in y, z and A5, B3, C3, D5, E3, F3 are general poly-
nomials of the indicated degree in ID which do not include w. Projecting to Z6,6
eliminating t gives the equations of Z6,6 in P(1, 1, 1, 3, 3, 3)
(
A B C
D E F
) xu+ p3
t+ q3
 = (0
0
)
together with an additional divisor E ⊆ Z6,6 defined by the ideal IE = (x =
u + p3 = t + q3). Note that D ⊆ Z6,6 is defined by D = (u = v = w = 0).
Therefore, for general p3 and q3 we have
E ∩D = (x = t = u = v = w = p3 = q3 = 0) = ∅
since two general cubics p3 and q3 have no common zero locus.
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Lemma 6.2.4 In the notation above, the singular locus Sing(Z) of Z consists of
exactly 27 points on D and 13 points on E, and all singular points are ordinary
nodes.
Proof. The proof follows very closely the proof of Lemma 7.2.1. 
6.2.2.1 Unprojection of E
So far, we have constructed a general Z6,6 ∈ P(1, 1, 1, 3, 3, 3) which contains two
disjoint divisors D and E and which is quasismooth outside D∪˙E. Unprojecting
E gives us a threefold Y ′ ⊆ P(1, 1, 1, 3, 3, 3, 5) in codimension three:
D ⊆ Y ′ ⊆ P(1, 1, 1, 3, 3, 3, w5)
D ∪˙ E ⊆ Z6,6
OO


⊆ P(1, 1, 1, 3, 3, 3)
The unprojection variable has weight 5 and is denoted by w. The equations of
Y ′ in P6(1, 1, 1, 3, 3, 3, 5) are those of Z6,6 together with three new equations:
wα = BF − CE
wβ = −AF + CD
wε = AE −BD.
As before, these five equations can be realised as the five maximal Pfaffians
of a matrix, namely

0 x u+ p3 C F
0 t+ q3 −B −E
0 A D
0 w
0

This is in Jer4,5 format for ID = (t, u, v, w). Note that Pw =
1
5
(1, 1, 3) ∈ Y ′
is a quasismooth point, since the coefficients of w on the left hand side of all
three unprojection equations contain independent linear terms. The following
proposition summarizes all important properties of Y ′.
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Proposition 6.2.5 Y ′ has the following properties:
(i) Y ′ is quasismooth outside D.
(ii) Y ′ has in total 27 isolated singularities on D.
(iii) All singularities on Y ′ are nodes.
A possible candidate for Y would be the above threefold Y ′.
Proof. The proof follows closely the proof of Proposition 3.1.2. 
6.2.2.2 Unprojection of D
Unprojecting D in Y ′ gives us a new threefold X ′ ⊆ P(1, 1, 1, 3, 3, 3, 3, 5) in codi-
mension 4.
X ′ ⊆ P(1, 1, 1, 3, 3, 3, 3, 5)
D ⊆ Y ′
OO


⊆ P(1, 1, 1, 3, 3, 3, 5)
E, D ⊆ Z6,6
OO


⊆ P(1, 1, 1, 3, 3, 3)
The unprojection variable has weight 3 and is denoted by s. Note that Ps =
1
3
(1, 1, 1) ∈ X ′.
Theorem 6.2.6 X ′ is a quasismooth Calabi-Yau threefold with two quasismooth
singularities each of type
1
3
(1, 1, 1).
Proof. Quasismoothness ofX ′ is proved in the same way as in section 3.2.2.1. An
identical argument as in section 3.2.2.2 proves shows that X ′ has trivial canonical
class and h1(OX) = 0. 
6.3 Remarks on the Proof
The proof of Theorem 6.1.1 requires some explanations. As mentioned before,
in the first construction we aim to end up in a Tom1 setting with D ⊆ Y . Note
CHAPTER 6. CALABI–YAU THREEFOLDS IN CODIMENSION 4 90
that ID = (t, u, v, w) in this setting. The corresponding Tom1-matrix is of the
following shape: 
0 α β ∗ ∗
0 ε ∗ ∗
0 ∗ ∗
0 w
0
 .
The ideal of E is then generated by the entries α, β,  which do not move w so
they can be regarded as forms on P(1, 1, 1, 3, 3, 3) . We can assume that up to an
invertible change of coordinates α = x and  = t. Since the generic E intersects D
in three points we chose β sufficiently general, so that D∩E consists of precisely
three points. The choice of β includes the condition β /∈ ID since the Tom1 format
does not require β ∈ ID. Our choice of β = yz(y − z) + u gives an E with the
desired properties.
6.4 Conclusion
We can state now the main theorem:
Theorem 6.4.1 X and X ′ are both quasismooth Calabi–Yau threefolds with the
same Hilbert series. Moreover, they have different topological Euler characteristic.
Proof. The proof follows virtually the proof of Theorem 3.3.1. But in this case,
Clemens’ formula shows that
χ(X ′) = χ(X) + 6,
which proves that X and X ′ have different topological Euler charactersitic. 
As before this implies
Corollary 6.4.2 X and X ′ are not even in the same deformation component.
Also as before, Batyrev’s theorem implies:
Corollary 6.4.3 X and X ′ are not birational.
Proof. The proof is identical to the proof of Corollary 3.3.4. 
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