Abstract. Radio frequency identification systems based on low-cost computing devices is the new plaything that every company would like to adopt. Its goal can be either to improve the productivity or to strengthen the security. Specific identification protocols based on symmetric challengeresponse have been developed in order to assure the privacy of the device bearers. Although these protocols fit the devices' constraints, they always suffer from a large time complexity. Existing protocols require O(n) cryptographic operations to identify one device among n. Molnar and Wagner suggested a method to reduce this complexity to O(log n). We show that their technique could degrade the privacy if the attacker has the possibility to tamper with at least one device. Because low-cost devices are not tamper-resistant, such an attack could be feasible. We give a detailed analysis of their protocol and evaluate the threat. Next, we extend an approach based on time-memory trade-offs whose goal is to improve Ohkubo, Suzuki, and Kinoshita's protocol. We show that in practice this approach reaches the same performances as Molnar and Wagner's method, without degrading privacy.
Introduction
Sometimes presented by the media as the next technological revolution after the Internet, Radio Frequency Identification (RFID) aims to identify objects remotely, with neither physical nor visual contact. They consist of transponders inserted into objects, readers which communicate with the transponders using a radio channel and a database which contains information on the objects.
This technology is not fundamentally new and concerns a whole range of applications. The first RFID application may have been the Royal British Air Force's "Identify Friend or Foe" system, which was used during the Second World War to identify friendly aircrafts. RFID systems have also been used for a few years in commercial applications, for example in contactless smart cards used on public transport. However, the boom that RFID technology enjoys today is chiefly due to the standardization [6, 12] and development of low-cost devices, so-called tags. This new generation of RFID tags has opened the door to hitherto unexplored applications. For example in supply chains as suggested by the EPC Global Inc. [6] , to locate people in amusement parks [20] , to combat symmetric cryptographic function, either a hash function or a secret-key cipher, as the suited implementation of AES suggested by Feldhofer, Dominikus, and Wolkerstorfer [7] .
The problem remains that both prover and verifier need to share a common key if a secret-key cipher is used instead of a public-key one. In RFID systems, provers (tags) are not tamper-resistant. Therefore an attacker who tampers with a tag can track its past events if she had access to its previous interactions with readers, e.g., from readers' log files. One could point out that the ease of tampering with a tag is counter-balanced by the difficulty of getting access to it. That is the case with sub-dermal tags for example, or bracelet tags in amusements parks which could be re-initialized when the customer gives back his bracelet [20] . Nevertheless, using a common key for all the tags would be a pity: an attacker who tampers with one tag, e.g., her own tag, would also be able to track all the other tags in the system.
Consequently, another approach consists of using a unique key for each tag such that only the verifier (system) knows all these keys. However, this approach, which is the one taken by several reference papers [16, 19, 23] , suffers from an expensive time complexity on the system's side. Indeed, because only symmetric cryptographic functions can be used, the system needs to explore its entire database in order to retrieve the identity of the tag it queries. If n is the number of tags managed by the system, O(n) cryptographic operations are required in order to identify one tag. The advantage of the system over an attacker is that the system knows in which subset of identifiers it needs to search while the attacker has to explore the full range of identifiers.
We will address this problem in the rest of the paper. First of all, we will introduce a real life example in a library. We will use this example to compare the protocols which will be considered in this work. Section 3 will be devoted to the basic secret-key challenge-response protocol, denoted CR and the technique suggested by Molnar and Wagner [16] , denoted CR/MW, whose goal is to reduce the complexity of CR. We will prove that this technique degrades the privacy when an attacker is able to tamper with at least one tag. In Section 5, we will deal with the protocol of Ohkubo, Suzuki, and Kinoshita [18] , denoted OSK. Relying on a previous abstract [3] , we will show in Section 6 how a time-memory trade-off can significantly reduce the identification time of OSK. This variant, called OSK/AO, is as efficient as CR/MW but does not degrade privacy. We will finally summarize our results in Section 7.
A Practical Example in a Library
In order to illustrate our comparison between CR, CR/MW, OSK, and OSK/AO, we consider a real life scenario in a library, where tags are used to identify books. Several libraries already use this technology, for example the libraries of Santa Clara (USA), Heiloo (Netherlands), Richmond Hill (Canada), and K.U. Leuven (Belgium). In a library scenario, it is realistic to assume that the tags can contain a secret-key cipher or a hash function because they are not disposable. Thus, a slightly higher cost is conceivable.
In the next sections, we assume that the system relies on a single computer which takes θ = 2 −23 seconds to carry out a cryptographic operation, either hashing or encrypting a 128-bit blocks. The library manages 2 20 tags. As described by Avoine and Oechslin in [2] and also by Molnar and Wagner in [16] , we assume that tag singulation and collision avoidance are private and performed at a lower layer. Identification of several tags is therefore sequential. Current implementations allow a single reader to read several hundreds of tags per second, meaning that the system should spend at the most a few milliseconds to identify one tag. In the following sections, t P will denote the average time to identify one tag using a protocol P. Because certain applications (in libraries, in amusement parks, etc.) may use numerous readers, the system should not become a bottleneck in terms of computation. Thus, the system should be capable of identifying the whole set of tags it manages in a few seconds only (e.g., for real-time inventories).
Description of Molnar and Wagner's Protocol
Several challenge-response protocols suited to RFID have been suggested during the last years, e.g., [7, 16, 19, 23] . We describe below those suggested by Molnar and Wagner, based on a pseudo-random function.
Challenge-Response Building Block
The Molnar and Wagner's challenge-response building block (CR), depicted on Figure 1 , provides mutual authentication of the reader and the tag in a private way. It shall prevent an attacker from impersonating, tracing or identifying tags.
System
Tag pick a random a Let ID be the tag's identifier which is stored in both the database of the system and the tag. They also share a secret key s. To initiate the authentication, the reader sends a nonce a to the tag. Next, the tag picks a random b and answers σ := ID ⊕ f s (0, a, b), where f s is a pseudo-random function. The system retrieves the identity of the tag by finding the pair (ID, s) in its database such that ID = σ ⊕ f s (0, a, b) . This completes the authentication of the tag. Now, in order to achieve mutual authentication, the system sends back τ := ID ⊕ f s (1, a, b) to the tag. The tag can thus verify the identity of the reader by checking that ID = τ ⊕ f s (1, a, b ).
Efficiency
In order to identify a tag, the system must carry out an exhaustive search on the n secrets stored in its database. Therefore the system's workload is linear in the number of tags. More precisely, the average number of cryptographic operations required to identify one tag is n/2 and therefore we have t CR = nθ 2 . With the parameters given in Section 2, we have t CR ≈ 62 ms which is too high in practice. Since CR does not scale well in a system with many tags, we next examine the three-based technique of Molnar and Wagner [16] , whose main strength is the reduction of the system's workload from O(n) to O(log n).
Tree-Based Technique
The technique suggested by Molnar and Wagner [16] , namely CR/MW, relies on a tree structure in order to reduce the identification complexity. Instead of searching a flat space of secrets, let's arrange them in a balanced tree with branching factor δ. The tags are the leaves of this tree and each edge is associated with a value. Each tag has to store the values along the path from the root of the tree to itself. This sequence makes up its secret, and each value is called a block of secret. On the other side, the reader knows all secrets. We describe the protocol below.
Setup. Let n be the number of tags managed by the system and := log δ n be the depth of the tree with a branching factor δ. Each edge in the tree is valuated with a randomly chosen secret r i,j where i is the level in the tree and j is the number of the branch. Figure 2 represents such a tree with parameters n = 9 and δ = 3. The secret of a given tag is the list of the values r i,j from the root to the leaf. For example, the secret of T 5 on Figure 2 Interrogation. The tag is queried level by level from the root to the leaves. At each level i, CR/MW runs CR for each secret of the explored subtree. That is the reader tries every edge in turn in order to know on which one the tag is. If CR fails for all current level's secrets, the tag rejects the reader and the protocol stops. If the reader has been successfully authenticated at each level the protocol succeeds. Note that CR inevitably does not need to be performed δ times per level in practice. One run is enough if the reader checks the tag's answer with all current level's secrets, as described below.
Identification. At each level i, the system has to search in a set of δ secrets for the one matching the tag's secret. Given that [s 1 , . . . , s ] denotes a secret, the system has thus to compute δ/2 times f s i (0, a, b) on average at level i, meaning that δ 2 operations are required in order to identify one tag. Thus we have
The identification of one tag is far below the threshold of a few milliseconds. Identifying the whole system takes more than 2 minutes when δ = 2 10 and decreases to 2 seconds when δ = 2. However, we will see in Section 4 that having a small branching factor enables to trace the tags.
Privacy-Weakening Attacks

Tampering with only one tag
We examine in this section how the tree technique suggested by Molnar and Wagner allows tracing a tag when the attacker is able to tamper with some tag. The attack consists of three phases:
1. The attacker has one tag T 0 (e.g., her own) she can tamper with and thus obtain its complete secret. For the sake of calculation simplicity, we assume that T 0 is put back into circulation. When the number of tags in the system is large, this does not significantly affect the results. 2. She then chooses a target tag T . She can query it as much as she wants but she cannot tamper with it. 3. Given two tags T 1 and T 2 such that T ∈ {T 1 , T 2 }, we say that the attacker succeeds if she definitely knows which of T 1 and T 2 is T . We define the probability to trace T as being the probability that the attacker succeeds. To do that, the attacker can query T 1 and T 2 as many times as she wants but, obviously, cannot tamper with them.
We assume that the underlying challenge-response protocol assures privacy when all the blocks of secrets are chosen according to a uniform distribution. We consequently assume that the attacker cannot carry out an exhaustive search over the secret space. Hence, the only way for an attacker to guess a block of secret of a given tag is to query it with the blocks of secret she obtained by tampering with some tag. When she tampers with only one tag, she obtains only one block of secret per level in the tree. Thus, she queries T , and then T 1 , and T 2 with this block. If either T 1 or T 2 (but not both) has the same block as T 0 , she is able to determine which of them is T . If neither T 1 nor T 2 has the same block as T 0 , she cannot answer. Finally, if both T 1 and T 2 have the same block as T 0 , she cannot answer, but she can move on the next level of the tree because the authentication of the reader succeeded. We formalize the analysis below. We denote the secrets of T , T 0 , T 1 , and and s 2 i are in the same subtree. Four cases must be considered: When the number of tags in the system is large, we can assume that
The same assumption also applies to C 
The overall probability P that the whole attack succeeds is therefore
Remembering that δ = n yields P = 2 δ + 1 1 − 1 n 2 . The curve of P when n = 2 20 is the curve plotted on Figure 3 with k 0 = 1.
Tampering with several tags
We now consider the case where the attacker can tamper with more tags, e.g., she borrows several books in the library in order to tamper with their tags. We examine the influence of the number of opened tags on the probability of tracing the target tag. As before each opened tag is put back into circulation to simplify calculations. When n is large, this does not affect the results. As in the previous section, we denote the secrets of and s 2 i are in the same (one-level) subtree. Let K i denote the set of blocks of this (one-level) subtree which are known by the attacker and let U i denote the set of those which are unknown by the attacker. k i denotes the number of blocks in K i . Five cases must be considered: Thus, we have for all i such that 1 ≤ i ≤ :
and Pr(C
The overall probability P that the attack succeeds is therefore
We now compute k 1 , i.e., the number of different blocks known by the attacker at level 1, given that k 0 is the number of tags tampered with by the attacker. We have
and then
Results are plotted on Figure 3 . We would like to highlight the surprising behavior of P when the branching factor is small. This is due to the fact that neither Pr(C 
Notes on the Original Tree-Based Technique
In the original tree-based scheme proposed by Molnar and Wagner in [16] , the blocks of secret of the tags were not chosen according to a uniform distribution. Instead, subtrees of a given level have the same set of blocks of secrets. This seems to be due to a typo in the setup algorithm of [16] . The attack is obviously more efficient on this original scheme because, the k i s are larger (for a same value of k 0 ).
5 Ohkubo, Suzuki, and Kinoshita's Protocol
Description
The protocol proposed by Ohkubo, Suzuki, and Kinoshita [18] relies on hash chains. When a tag is requested by a reader, it sends a hash of its current identifier and then renews it using a second hash function. Obviously, only the system is able to link all the values sent by the tag while an attacker cannot. More precisely, the scheme works as follows.
Setup. The personalization of a tag T i consists of storing in its memory a random identifier s Identification. From r k i , the system has to identify the corresponding tag. In order to do this, it constructs the hash chains from each n initial value s 1 i until it finds the expected r k i or until it reaches a given maximum limit m on the chain length. The lifetime of the tag is a priori limited to m identifications. However, when a tag is scanned by a reader (in the library), its field in the database can be refreshed. The threshold m is therefore the number of read operations on a single tag between two updates of the database. A suited size for m could be 128, meaning that a tag can be queried 128 times before updating its entry in the database.
Replay Attack Avoidance and Reader Authentication
Like CR, OSK assures privacy because the information sent by the tag is indistinguishable from a random value, in the random oracle model. The main advantage of OSK compared with CR is that it also assures forward privacy, meaning that if an attacker can tamper with a tag, she is not able to track its past events. However, OSK does not prevent replay attacks. Common techniques to avoid replay attacks are usually incremental sequence number, clock synchronization, or a fresh challenge sent by the verifier. This latter option is the most suited to RFID tags. We propose therefore to modify OSK as depicted on Figure 5 . Note that OSK does not provide authentication of the reader. However, this feature can be obtained if the system sends a third message containing G(s
where w is a fixed and public non-zero binary string. 
Efficiency of OSK
Outside the library, tags can be queried by foreign readers. This avoids maintaining synchronization between the tag and the system. Therefore the complexity in terms of hash operations in order to identify one tag is t OSK = mnθ on average (2 hash operations are carried out mn/2 times). With the parameters given in Section 2 and chains of length 128, we have t OSK ≈ 16 seconds. Note that if we had considered that readers of the library may read foreign tags (hold by people in the library), then the complexity would tend towards to 2mn because the system would have to explore the whole database to determine whether or not a tag is owned by the system. Note that even if tags and readers were able to stay synchronized, the complexity of OSK cannot be better than CR if no additional memory is used.
6 Using a Time-Memory Trade-Off to Improve OSK
We recall and detail in this section our previous work [3] on OSK. Thus we will be able to compare CR/MW and OSK/AO.
Time-Memory Trade-Off
To reduce the complexity of OSK, we propose to improve how the data is managed by the system, without modifying the exchanges between tags and readers; so, the privacy of OSK remains. For that, we suggest to use a specific timememory trade-off based on Hellman's original work [10] and Oechslin's optimizations [17] . This type of trade-off reduces the amount of work T needed to invert any given value in a set of N outputs of a one-way function F with help of M units of memory. The efficiency follows the rule T = N 2 γ/M 2 where γ is a small factor depending on the probability of success and the particular type of trade-off being used. Compared to a brute-force attack, the trade-off can typically reduce the amount of work from N to N 2/3 using N 2/3 units of memory. The basic idea of time-memory trade-off techniques consists in chaining (almost) all the possible outputs of F using a reduction function R which generates an arbitrary input of F from one of its outputs. By alternating F and R on a chosen initial value, a chain of inputs and outputs of F can be built. If enough chains of a given length are generated, most outputs of F will appear at least once in any chain. The trade-off comes from the fact that only the first and the last element of each chain is stored. Thus, a substantial memory space is saved, but computations will be required on-the-fly to invert a given element. Given one output r of F that should be inverted, a chain starting at r is generated. If r was part of any stored chain, a last element of a chain in the table will eventually be reached. Looking up the corresponding start of the chain, we can regenerate the complete chain and find the input of F that yields the given output r. To assure a high success rate, several tables have to be generated with different reduction functions. The exact way of doing this is what differentiates existing trade-off schemes.
In what follows, we will use the perfect rainbow tables [17] which have been shown to have better performances than other types of tables. The characteristic of the rainbow tables is that each column of a table has a different reduction function. So, when two chains collide, they do not merge (except if they collide at the same position in the chain). When the residual merged chains are removed during the precomputation step, the tables are said to be perfect. With such tables and a probability of success of 99.9%, we have γ = 8.
Adapting the Trade-Off to our Case
The time-memory trade-off technique described above cannot be directly applied to our case. Indeed, the input of F must cover all the identifiers but no more. Otherwise, the system would have no advantage over the attacker. Consequently, it is important to choose F such that its input space is as small as possible. We define the function F as follows:
where 1 ≤ i ≤ n and 1 ≤ k ≤ m. Thus, given the number of the tag and the number of the identification, F outputs the value which will be sent by the tag. We also need to define an arbitrary reduction function R such that
There are still two important points that distinguish classical time-memory trade-offs from ours. Firstly, the brute force method of OSK needs n|s| units of memory to store the n values s 1 i while usual brute-force methods do not require any memory. Thus, it makes sense to measure the amount of memory needed by the tradeoff in multiples of n|s|. We call c the ratio between the memory used by the trade-off and the memory used by the brute-force. The memory used to store the tables is a multiple of the size of a chain while it is a multiple of s in the case of the brute-force. A stored chain is represented by its start and end points which can be either the output of F or its input. In our case the input is smaller, we therefore choose to store two pairs of (i, k), thus requiring 2(|n| + |m|) bits of memory. The conversion factor from units of brute-force to units of trade-off is µ = |s|/(2|n| + 2|m|). In the scenarios we are interested in, µ is typically between 2 and 4.
Secondly, when used in the trade-off, F is more complex than when used in the brute-force. Indeed, in the brute-force, the hash chains are calculated sequentially, thus needing just one H and one G calculation at each step. In the trade-off, i and k are arbitrary results from R and have no incremental relation with previous calculations. Thus, on average, each step computes (m − 1)/2 + 1 times the function F and G once. We can now rewrite the trade-off relation:
Note that the time-memory trade-off cannot be applied directly to the modified OSK suggested in Section 5.2. This is due to the randomization of the tag's answer. In order to apply our time-memory technique on the modified version of OSK, the tag must answer with both G(s k i ) and G(s k i ⊕ r). The former value enables the reader to identify the tag and the latter one allows detecting replay attacks.
Final Comparison and Conclusion
First of all, we consider the storage aspect. On the tag side, the storage of the identifiers becomes a real problem with CR/MW when δ is small. Having a large δ is therefore preferable. Storage is the main drawback of OSK/AO because precomputation and storage of tables is required. In the example given in Section 6, 1 GB of RAM is used. Today, such a memory is available on Joe Blow's computer.
Next, we address the complexity question. Both CR/MW and OSK/AO are parameterizable. CR/MW depends on δ which can be chosen between 2 and n. Obviously, the case δ = n leads to CR. Having δ > √ n is possible but in this case the tree is no longer complete. Actually, a typical value could be δ = √ n.
On the other hand, OSK/AO depends on the available memory. Table 2 gives a numerical comparison of CR, CR/MW, OSK, and OSK/AO. We now consider the privacy issue. While CR is secure, CR/MW degrades the privacy because, when an attacker is able to tamper with at least one tag (e.g., her own tag), she is also able to trace other tags in a probabilistic way. We have shown that the probability to trace tags decreases when the computation complexity grows. Thus, CR/MW can be seen as a trade-off between privacy and complexity. We proved that the probability to trace tags is far from being negligible. For example, when the branching factor is δ = 2 10 , the probability to trace a tag is about 0.1% when only one tag has been opened, but it is about 32.9% when 200 tags have been tampered with (see Table 1 ). OSK/AO inherits from the security proofs of OSK, in particular the fact that OSK is forward private, because it modifies neither the information exchanged, nor the content of the tag. It only improves the way the system manages and stores the data.
Thus, we can say that the main advantage of CR/MW rests on the fact that it does not require precomputation. Moreover the number of tag readings with OSK/AO is limited by the chain length while it is not with CR/MW (however over-passing this threshold does not threaten the privacy). Hence, when CR/MW is used, we recommend using a large branching factor in order to limit the privacy threat.
Finally, one may think that trade-off techniques could be used to improve CR/MW. Unfortunately, this seems difficult and cannot be done using the same approach because the answers of the tags in CR/MW are randomized. This implies carrying out a time-memory trade-off on a larger space.
