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Abstract. This is the second in a serious of two articles, in which we prove a sharp
Lp-L2 Fourier restriction theorem for a large class of smooth, finite type hypersurfaces
in R3, which includes in particular all real-analytic hypersurfaces.
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1. Introduction
This is the second part of a pair of articles whose main goal is to prove our main result,
Theorem 1.7, in [21] on Lp-L2 Fourier restriction estimates for smooth hypersurfaces of
finite type in R3. For the relevant statements, definitions and bibliographical references
we therefore refer the reader to the introduction to that article. Under the assumption
that our hypersurface S is given as the graph of a smooth function φ defined near
the origin and satisfying the conditions φ(0, 0) = 0 and ∇φ(0, 0) = 0, we had covered
in [21] all situations with the exception of the cases where the so-called linear height
h lin(φ) satisfies 2 ≤ h lin(φ) < 5. For this case, substantially more refined methods
than the ones used in [21] are needed, since the use of Drury’s restriction estimate for
non-degenerate curves turns out to be insufficient. In fact, the method that we shall
develop in this second part will work whenever h lin(φ) ≥ 2.
Throughout this article, we shall make the following general
Assumption 1.1. There is no linear coordinate system which is adapted to φ.
Moreover, we may and shall assume that we are in linearly adapted coordinates,
so that d = h lin(φ) ≥ 2. Recall also from [21] that this assumption implies that the
principal face π(φ) of the Newton polyhedron of φ is a compact edge which is intersected
by the bi-sectrix
∆ := {(t1, t2) ∈ R2 : t1 = t2},
in an interior point, given by (d, d), and that π(φ) is contained in the principal line
L := {(t1, t2) ∈ R2 : κ1t1 + κ2t2 = 1},
and thus determines a weight κ := (κ1, κ2), so that also m = κ2/κ1 ≥ 2.
Conventions: As in [21], we shall use the “variable constant” notation in this
article, i.e., many constants appearing in the paper, often denoted by C, will typically
have different values at different lines. Moreover, we shall use symbols such as ∼,.
or ≪ in order to avoid writing down constants. By A ∼ B we mean that there are
constants 0 < C1 ≤ C2 such that C1A ≤ B ≤ C2A, and these constants will not
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depend on the relevant parameters arising in the context in which the quantities A
and B appear. Similarly, by A . B we mean that there is a (possibly large) constant
C1 > 0 such that A ≤ C1B, and by A≪ B we mean that there is a sufficiently small
constant c1 > 0 such that A ≤ c1B, and again these constants do not depend on the
relevant parameters.
By χ0 and χ1 we shall always denote smooth cut-off functions with compact support
on Rn, where χ0 will be supported in a neighborhood of the origin, whereas χ1 = χ1(x)
will be support away from the origin in each of its coordinates xj , i.e., |xj| ∼ 1 for
every j = 1, . . . , n. These cut-off functions may also vary from line to line, and may in
some instances, where several of such functions of different variables appear within the
same formula, even designate different functions.
Also, if we speak of the slope of a line such as a supporting line to a Newton poly-
hedron, then we shall actually mean the modulus of the slope.
2. The case when h lin(φ) ≥ 2: Reminder of the open cases
Recall from [21], Section 9, the following two Cases:
(a) The principal face π(φa) of the Newton polyhedron N (φa) of φa is a compact
edge, which lies on a line La, which we call the principal line of N (φa)
(b) π(φa) is the vertex (h, h).
What had remained open in [21] was the study of the piece of the surface S corre-
sponding to the domain Dpr containing the principal root jet ψ, in the cases (a) and
(b), i.e.,
(2.1) Dpr :=
{
{(x1, x2) : 0 < x1 < ε, |x2 − ψ(x1)| ≤ Nxa1} in Case (a),
{(x1, x2) : 0 < x1 < ε, |x2 − ψ(x1)| ≤ εxa1}, in Case (b),
when 2 ≤ h lin(φ) < 5. Indeed, we shall here develop an approach which will work when-
ever h lin(φ) ≥ 2. Our goal will thus be to prove the following extension of Proposition
12.1 in [21] to the case where h lin(φ) ≥ 2 :
Proposition 2.1. Assume that h lin(φ) ≥ 2, and that we are in Case (a) or (b). When
ε > 0 is sufficiently small, and N is sufficiently large in Case (a), then( ∫
Dpr
|f̂ |2 dµ
)1/2
≤ Cp‖f‖Lp(R3), f ∈ S(R3),
whenever p′ ≥ p′c.
In order to prove this proposition, we follow the domain decomposition algorithm for
the domain Dpr developed in Section 12 of [21]. In Case (a), that algorithm led to a
finite family of subdomains E(l) (so-called transition domains) and domains D
′
(l), l ≥ 1,
of the form
D′(l) := {(x1, x2) : 0 < x1 < δ, |x2 − ψ(l+1)(x1)| ≤ εxa(l)1 },
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where the functions ψ(l) are of the form
ψ(l)(x1) = ψ(x1) +
l−1∑
j=1
cj−1x
a(j)
1 ,
with real coefficients cj, and where the exponents a(j) form a strictly increasing sequence
a = a(1) < a(2) < · · · a(l) < a(l+1) < · · ·
of rational numbers. Moreover, in the modified adapted coordinates given by
y1 := x1, y2 := x2 − ψ(l+1)(x1),
the function φ is given by
φ(l+1)(y1, y2) := φ(y1, y2 + ψ
(l+1)(y1)).
Notice that we can define these notions also for l = 0, and then have ψ(0) = ψ and
φ(0) = φa.
Moreover, the domainD′(l) is associated to an “edge” γ
′
(l) = [(A
′
(l−1), B
′
(l−1)), (A
′
(l), B
′
(l))]
(which is indeed an edge, or can degenerate to a single point) of the Newton polyhedron
of φ(l+1) in the following way:
The edge with index l will lie on a line
L(l) := {(t1, t2) ∈ R2 : κ(l)1 t1 + κ(l)2 t2 = 1},
of slope 1/a(l) (here, we shall always mean the modulus of the slope), where a(l) =
κ
(l)
2 /κ
(l)
1 . Introduce corresponding “κ
(l)-dilations” δr = δ
κ(l)
r by putting δr(y1, y2) =
(rκ
(l)
1 y1, r
κ
(l)
2 y2), r > 0. Then the domain
D′a(l) := {(y1, y2) : 0 < y1 < ε, |y2| ≤ εya(l)1 },
which represents the domain D′(l) in the coordinates (y1, y2), is invariant under these
dilations, and the Newton diagram of the κ(l)-principal part φ
(l+1)
κ(l)
of φ(l+1) agrees with
the edge γ′(l).
Recall also that the first edge γ′(1) agrees with the principal face π(φ
(2)) of φ(2) and
lies on the principal line La of the Newton polyhedron of φa, and it intersects the
bi-sectrix ∆, whereas for l ≥ 2 the edge γ′(l) will lie in the closed half-space below the
bi-sectrix.
Moreover, the Newton polyhedra of φa and of φ(l) do agree in the closed half-space
above the bi-sectrix.
Now, in Section 8 of [21], setting v = (1, 0), we had distinguished between the cases
where ∂2φ
(l+1)
κ(l)
(v) 6= 0 (Case 1), ∂2φ(l+1)κ(l) (v) = 0 and ∂1φ
(l+1)
κ(l)
(v) 6= 0 (Case 2), and the
case where ∇φ(l+1)
κ(l)
(v) = 0 (Case 3), and studied restriction estimates for the pieces of
the surface S corresponding to the domain D′(l).
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Only in Case 2 we had made use of the assumption h lin(φ) ≥ 5, so we can concentrate
in the sequel on Case 2.
Notice also that our decomposition algorithm worked as well in Case (b), only that
we had to skip the first step of the algorithm. We shall therefore first study the domain
D′(1) in Case (a), and in the last section describe the minor modifications needed to
treat also the domains D′(l) for l ≥ 2, which will then also cover Case (b) at the same
time.
We can localize to the domain D′(l) by means of a cut-off function
ρ(l)(x1, x2) := χ0
(x2 − ψ(l+1)(x1)
εx
a(l)
1
)
,
where χ0 ∈ D(R). Let us again fix a suitable smooth cut-off function χ ≥ 0 on R2
supported in an annulus A := {x ∈ R2 : 1/2 ≤ |y| ≤ R} such that the functions
χak := χ ◦ δ2k form a partition of unity. Here, δr = δκ(l)r denote the dilations associated
to the weight κ(l). In the original coordinates x, these correspond to the functions
χk(x) := χ
a
k(x1, x2 − ψ(l+1)(x1)). We then decompose the measure µρ(c0) dyadically as
µρ(l) =
∑
k≥k0
µk,(2.2)
where
µk := µ
(l)
k := µ
χkρ(l) .
Notice that by choosing the support of η sufficiently small, we can choose k0 ∈ N as
large as we need. It is also important to observe that this decomposition can essentially
we achieved by means of a dyadic decomposition with respect to the variable x1, which
again allows to apply Littlewood-Paley theory (see [21]).
Moreover, changing to modified adapted coordinates in the integral defining µk and
scaling by δ2−k we find that
〈µk, f〉 = 2−k|κ(l)|
∫
f(2−κ
(l)
1 kx1, 2
−κ
(l)
2 kx2 + 2
−mκ
(l)
1 kxm1 ω(2
−κ
(l)
1 kx1), 2
−kφk(x))
η(x) dx,(2.3)
where ω = ω(l) is given by
ψ(l+1)(x1) = x
m
1 ω(x1),
so that ω(0) 6= 0, η = η((l)k is a smooth function supported where x1 ∼ 1, |x2| < ε (for
some small ε > 0), whose derivatives are uniformly bounded k, and where
(2.4) φk(x) = φ
(l+1)
k (x) := 2
kφ(l+1)(δ2−kx) = φ
(l+1)
κ(l)
(x) + error terms of order O(2−δk)
with respect to the C∞ topology (and δ > 0).
In order to prove Proposition 2.1, we then still need to prove
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Proposition 2.2. Assume that h lin ≥ 2, that we are in Case 2, i.e., ∂2φ(l+1)κ(l) (1, 0) = 0
and ∂1φ
(l+1)
κ(l)
(1, 0) 6= 0, and recall that p′c = 2hr + 2. When ε > 0 is sufficiently small
and k0 ∈ N is sufficiently large, then for every l ≥ 1,
(2.5)
(∫
|f̂ |2 dµk
)1/2
≤ Cpc‖f‖Lp(R3), f ∈ S(R3), k ≥ k0,
where the constant Cp is independent of k.
3. Restriction estimates for the domain D′(1)
Let us assume that we are in Case (a), where the principal face π(φa) is a compact
edge. In the enumeration of edges γl of the Newton polyhedron associated to φ
a in
Section 7 of [21], this edge corresponds to the index l = lpr , i.e.,
(3.1) π(φa) = γlpr .
The weight κ(1) is here the principal weight κlpr from [21], and the line L(1) is the
principal line La = Llpr of the Newton polyhedron of φ
a. We then put
κ˜ := κ(1), so that a =
κ˜2
κ˜1
, φaκ˜ = φ
a
pr .
In particular, hlpr + 1 is the second coordinate of the point of intersection of the line
∆(m) := {(t, t+m+ 1) : t ∈ R}
with the line La, and according to [21], display (1.11), is given by
(3.2) hlpr + 1 =
1 + (m+ 1)κ˜1
|κ˜| .
The domain D′(1) that we have to study is then of the form
D′(1) = {(x1, x2) : 0 < x1 < ε, |x2 − ψ(x1)− c0xa1| ≤ εxa1},
where ψ(x1) + c0x
a
1 = ψ
(2)(x1). Moreover,
(3.3) φ(2)(x1, x2) = φ
a(x1, x2 − c0xa1) =: φ˜a(x1, x2),
so that φ˜a represents φ in the modified adapted coordinates
(3.4) y1 := x1, y2 := x1 − ψ(x1)− c0xa1,
compared to the adapted coordinates y1 := x1, y2 := x1 − ψ(x1), in which φ is
represented by φa.
Notice that the exponent a may be non-integer (but rational), so that ψ(2) is in
general only fractionally smooth, i.e., a smooth function of x2 and some fractional
power of x1 only. The same applies to every ψ
(l) with l ≥ 2, whereas φa is still smooth,
i.e., when we express φ in our adapted coordinates, we still get a smooth function,
whereas when we pass to modified adapted coordinates, we may only get fractionally
smooth functions.
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We shall write Da for the domain D′a(1), i.e.,
Da := {(y1, y2) : 0 < y1 < ε, |y2| < εya1},
so that Da represents our domain D′(1) in our modified adapted coordinates, in which
φ is represented by φ˜a.
We assume that we are in Case 2, so that ∂2φ˜aκ˜(1, 0) = 0 and ∂1φ˜
a
κ˜(1, 0) 6= 0.
We choose B ≥ 2 minimal so that ∂B2 φ˜aκ˜(1, 0) 6= 0. Since φ˜aκ˜ is κ˜-homogeneous, the
principal part of φ˜a is then of the form (cf. (9.6) in [21])
(3.5) φ˜aκ˜(y1, y2) = y
B
2 Q(y1, y2) + c1y
n
1 , c1 6= 0, Q(1, 0) 6= 0,
where Q is a κ˜-homogeneous smooth function. Note that n is rational, but not neces-
sarily integer, since we are in modified adapted coordinates.
Observe also that this implies that we may write
(3.6) φ˜a(y1, y2) = y
B
2 bB(y1, y2) + y
n
1α(y1) +
B−1∑
j=1
yj2 bj(y1),
with smooth functions bB, α such that α(0) 6= 0 and
bB(y1, y2) = Q(y1, y2) + terms of κ˜-degree strictly bigger than that of Q,
and smooth functions b1, . . . , bB−1 of y1, which are either flat, or of finite type bj(y1) =
y
nj
1 αj(y1), with smooth functions αj such that αj(0) 6= 0.
For convenience, we shall also write bj(y1) = y
nj
1 αj(y1) when bj is flat, keeping in
mind that in this case we may choose nj ∈ N as large as we please (but αj(0) = 0).
Notice that then, for j = 1, . . . , B − 1, yj2bj(y1) consists of terms of κ˜-degree strictly
bigger than 1.
Recall that the Newton diagram of the κ˜-principal part φ˜aκ˜ is the line segment γ
′
(1) =
[(A′(0), B
′
(0)), (A
′
(1), B
′
(1))], which must then contain a point with second coordinate given
by B. It then follows easily that the following relations hold true:
κ˜2 < 1, 2 ≤ m < 1
κ˜1
= n, B ≤ B′(0).
Actually, since κ˜2B
′
(0) ≤ 1, we even have
(3.7) κ˜2B ≤ 1, m < a = κ˜2
κ˜1
≤ n
B
.
As in [21], we define normalized measures νk corresponding to the µk by
〈νk, f〉 :=
∫
f
(
x1, 2
(mκ˜1−κ˜2)kx2 + x
m
1 ω(2
−kκ˜1x1), φk(x)
)
η(x) dx,
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where again η is a smooth function with supp η ⊂ {x1 ∼ 1, |x2| < ε} (for some small
ε > 0) and φk(x1, x2) := 2
kφ˜a(2−κ˜1kx1, 2
−κ˜2kx2) is given by
φk(x1, x2) := x
B
2 (Q(x) +O(2
−ε′k)) + xn1α(2
−κ˜1kx1) +
B−1∑
j=1
xj2 2
(1−jκ˜2)k bj(2
−κ˜1kx1)
for some ε′ > 0. Observe that
2(1−jκ˜2)k bj(2
−κ˜1kx1) = x
nj
1 2
−(jκ˜2+nj κ˜1−1)kαj(2
−κ˜1kx1),
where (jκ˜2 + njκ˜1 − 1) > 0.
We write νk as νδ, by putting
(3.8) 〈νδ, f〉 :=
∫
f
(
x1, δ0x2 + x
m
1 ω(δ1x1), φδ(x)
)
η(x) dx,
where φδ is of the form
(3.9) φδ(x) := x
B
2 b(x1, x2, δ) + x
n
1α(δ1x1) + r(x1, x2, δ),
with
(3.10) r(x1, x2, δ) :=
B−1∑
j=1
δj+2 x
j
2x
nj
1 αj(δ1x1),
and δ = (δ0, δ1, δ2, δ3, . . . , δB+1) is given by
(3.11) δ := (2−k(κ˜2−mκ˜1), 2−kκ˜1, 2−kκ˜2, 2−(n1κ˜1+κ˜2−1)k, . . . , 2−(nB−1κ˜1+(B−1)κ˜2−1)k)).
Recall that α(0) 6= 0, and that either αj(0) 6= 0, and then nj is fixed (the type of
the finite type function bj), or αj(0) = 0, and then we may assume that nj is as large
as we please.
Observe that δ → 0 as k →∞, that every δj is a power of δ0,
δj = δ
qj
0 , j = 1, . . . , B + 1,
with positive exponents qj > 0 which are fixed rational numbers, except for those j ≥ 2
for which αj−2(0) = 0, for which we may choose the exponents qj as large as we please.
Moreover, b(x1, x2, δ) is a smooth function of all three arguments, and
(3.12) b(x1, x2, 0) = Q(x1, x2).
For δ sufficiently small, this implies in particular that b(x1, 0, δ) 6= 0 when x1 ∼ 1 and
|x2| < ε.
Assume we can prove that
(3.13)
(∫
|fˆ |2dνδ
) 1
2
≤ C‖f‖Lpc ,
A SHARP RESTRICTION THEOREM 9
with C independent of δ. Then straight-forward re-scaling by means of the κ˜− dilations
leads to the estimate
(3.14)
(∫
|fˆ |2dµk
) 1
2
≤ C2−k
|κ˜|
2
(
1−
2(hlpr
+1)
p′c
)
‖f‖Lpc ,
where p′c ≥ 2(hlpr + 1) (cf. 11.5) in [21]). So, our goal is to verify (3.13).
Observe also that the κ˜-principal parts of φ˜a and φδ do agree.
Recall that B ≥ 2, and d ≥ 2. We shall often use the interpolation parameter
θc := 2/p
′
c = 1/(h
r + 1). Since, by definition, hr ≥ d, the second assumption implies
(3.15) θc ≤ 1
3
.
We first derive some useful estimates from below for p′c = 2(h
r + 1). We put H :=
1/κ˜2, so that
(3.16) n = 1/κ˜1, H = 1/κ˜2.
Note that H is rational, but not necessarily entire. We next define
h˜r :=
mH
m+ 1
, p˜′c := 2(h˜
r + 1), θ˜c :=
2
p˜′c
=
m+ 1
mH +m+ 1
≤ θ˜B := m+ 1
mB +m+ 1
.
Let us also put p˜′B := 2/θ˜B ≤ p˜′c, and
p′H :=
12H
3 +H
, θH :=
2
p′H
=
1
2H
+
1
6
,
and define p′B, θB accordingly, with H replaced by B.
Lemma 3.1. (a) We have p′c > p˜
′
c, unless h
r = h˜r = d and hr + 1 ≥ H. In the
latter case, p′c = p˜
′
c = 2(d+ 1).
(b) If m ≥ 3 and H ≥ 2, or m = 2 and H ≥ 3, then
p˜′c ≥ p′H ≥ p′B,
where the inequality p˜′c ≥ p′H is even strict unless m = 2 and H = 3.
Proof. (a) The Newton polyhedron N (φ˜a) of φ˜a is contained in the closed half-space
bounded from below by the principal line of φ˜a, which passes through the points (0, H)
and (n, 0). Moreover, it known that the principal line L of φ is a supporting line to
N (φ˜a) (this follows from Varchenko’s algorithm), and it has slope 1/m. It is therefore
parallel to the line L˜ passing through the points (0, H) and (mH, 0) and lies “above”
L˜ (see Figure 1). Thus the second coordinate d + 1 of the point of intersection of L
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n
H
B
LL˜
mH
m+ 1 N (φa)
∆(m)
d+ 1
N (φa)
t2
Figure 1
with ∆(m) is greater or equal to the second coordinate t2 of the point of intersection
(t1, t2) of L˜ with ∆
(m), so that hr ≥ d ≥ t2 − 1.
But, the point (t1, t2) is determined by the equations t2 = m + 1 + t1 and t2 =
H− t1/m, so that t2 = (mH+m+1)/(m+1). This shows that hr ≥ h˜r, hence p′c ≥ p˜′c.
Notice also that d+ 1 > t2, hence p
′
c > p˜
′
c, unless L = L˜.
So, assume that L = L˜. Then d = 1/(1/H + 1/mH) = h˜r, and the principal face
π(φ˜a) of φ˜a must be the edge [(0, H), (n, 0)] (see Figure 1). Thus, if hr + 1 ≥ H, then
clearly hr = d = h˜r, and p′c = p˜
′
c. And, if h
r + 1 < H, then we see that hr + 1 is the
second coordinate of the point of intersection of ∆(m) with π(φ˜a), and thus
h˜r + 1 < hr + 1 = hlpr + 1 =
1 + (m+ 1)κ˜1
|κ˜|
(cf. (3.2)).
(b) The inequality p˜′c ≥ p′H is equivalent to
mH2 − (2m+ 5)H + 3m+ 3 ≥ 0,
so that the remaining statements are elementary to check. Q.E.D.
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The following corollary is a straight-forward consequence of the definition of θH and
Lemma 3.1.
Corollary 3.2. (a) If m ≥ 3 and H ≥ 2, or m = 2 and H ≥ 3, then θc < θB ,
unless m = 2 and H = B = 3 (where θc = θB = 1/3).
(b) If hr + 1 ≤ B, then θc < θ˜c, unless B = H = hr + 1 = d+ 1, where θc = θ˜c.
(c) If H ≥ 3, then θc < 1/3, unless H = 3 and m = 2.
Recall next that the complete phase corresponding to φδ has the form
Φ(x, δ, ξ) := ξ1x1 + ξ2(δ0x2 + x
m
1 ω(δ1x1)) + ξ3φδ(x1, x2),
where
φδ(x) = x
B
2 b(x1, x2, δ) + x
n
1α(δ1x1) + r(x1, x2, δ)
so that
Φ(x, δ, ξ) = ξ1x1 + ξ2x
m
1 ω(δ1x1) + ξ3x
n
1α(δ1x1)
+ ξ2δ0x2 + ξ3
(
xB2 b(x1, x2, δ) + r(x1, x2, δ)
)
.
4. Spectral localization to frequency boxes where |ξi| ∼ λi :
The case where not all λi’s are comparable
Denote by Tδ the operator of convolution with ν̂δ, where we recall that
ν̂δ(ξ) =
∫
e−iΦ(x,δ,ξ) η(x) dx.
In a next step, as in Section 5 of [21] (where 2−j plays the same role is δ0 here), we
decompose
νδ = νk =
∑
λ
νλδ ,
where the sum is taken over all triples λ = (λ1, λ2, λ3) of dyadic numbers λi ≥ 1, and
where νλk is localized to frequencies ξ such that |ξi| ∼ λi, if λi > 1, and |ξi| . 1, if
λi = 1. The cases where λi = 1 for at least one λi can be dealt with in the same way
as the corresponding cases where λi = 2, and therefore we shall always assume in the
sequel that
λi > 1. i = 1, 2.3.
The spectrally localized measure νλδ (x) is then given by
ν̂λδ (ξ) := χ1
( ξ1
λ1
)
χ1
( ξ2
λ2
)
χ1
( ξ3
λ3
)
ν̂δ(ξ),
i.e.,
νλδ (x) = λ1λ2λ3
∫
χˇ1
(
λ1(x1 − y1)
)
χˇ1
(
λ2(x2 − δ0y2 − ym1 ω(δ1y1)
)
χˇ1
(
λ3(x3 − φδ(y)
)
η(y) dy,(4.1)
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where χˇ is the inverse Fourier transform. Recall also that
(4.2) supp η ⊂ {y1 ∼ 1, |y2| < ε}, (ε≪ 1).
Arguing as in [21], by making use of the localizations given by the first and the third
factor of the integrand, the integration in y1 and y2 (here we can apply van der Corput
type estimates) yield
‖νλδ ‖∞ . λ1λ2λ3λ−11 λ−
1
B
3 .
Similarly, the localizations given by the first and second factor imply
‖νλδ ‖∞ . λ1λ2λ3λ−11 (λ2δ0)−1,
and consequently
(4.3) ‖νλδ ‖∞ . min{λ2λ
B−1
B
3 , λ3δ
−1
0 }.
We have to distinguish various cases. Notice first that it is easy to see that the phase
function Φ has no critical point with respect to x1 if one of the components λi of λ is
much bigger than the two others, so that integrations by parts yield that
‖ν̂λδ ‖∞ . |λ|−N for every N ∈ N,
which easily implies estimates for the operator T λδ : ϕ 7→ ϕ ∗ ν̂λδ which are better than
needed. We may therefore concentrate on the following, remaining cases.
Recall the interpolation parameter θc = 2/p
′
c ≤ 13 .
1. Case: λ1 ∼ λ3, λ2 ≪ λ1. Applying first the method of stationary phase in x1,
and then van der Corput’s lemma in x2, we find that
(4.4) ‖ν̂λδ ‖∞ . λ
− 1
2
− 1
B
1 .
By interpolation, using this estimate and the first one in (4.3), we obtain
‖T λδ ‖p→p′ . λ−
1
B
− 1
2
+ 3
2
θ
1 λ
θ
2,
where θ = 2/p′. Summation over all dyadic λ2 with λ2 ≪ λ1 yields∑
λ2≪λ1
‖T λδ ‖p→p′ . λ−
1
B
− 1
2
+ 5
2
θ
1 .
Notice that for θ := θB we have
− 1
B
− 1
2
+
5
2
θ =
1
4
(
1
B
− 1
3
) ≤ 0, if B ≥ 3,
and that strict inequality holds when θ < θB. But, Corollary 3.2 (a) shows that if
H ≥ 3, then indeed θc < θB, unless m = 2 and H = B = 3. Consequently, for θ := θc
we can sum over all dyadic λ1 (unless H = B = 3 and m = 2) and obtain
(4.5) ‖T Iδ ‖pc→p′c .
∑
λ1∼λ3, λ2≪λ1
‖T λδ ‖pc→p′c . 1,
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where T Iδ :=
∑
λ1∼λ3, λ2≪λ1
T λδ denotes the contribution by the operators T
λ
δ which arise
in this case. The constant in this estimate does not depend on δ.
If H = B = 3 and m = 2, then we only get a uniform estimate∑
λ2≪λ1
‖T λδ ‖pc→p′c . 1.
Finally, assume that B = 2. Since we assume that θc ≤ 1/3, we than again find that
− 1
B
− 1
2
+
5
2
θc ≤ −1 + 5
2
1
3
< 0,
so that (4.5) remains valid.
Let us return to the case where H = B = 3 and m = 2, hence θc = 1/3, which will
require more refined methods.
In a first step, we shall take the sum of the νλδ over all dyadic λ2 ≪ λ1. Moreover,
since λ1 ∼ λ3, we may reduce to the case where λ3 = 2Mλ1, where M ∈ N is fixed and
not too large. For the sake of simplicity of notation, we then assume that M = 0. All
this then amounts to considering the functions σλ1δ given by
σ̂λ1δ (ξ) = χ1
( ξ1
λ1
)
χ0
( ξ2
λ1
)
χ1
( ξ3
λ1
)
ν̂δ(ξ),
where now χ0 is smooth, compactly supported in an interval [−ε, ε], where ε > 0 is
sufficiently small, and χ0 ≡ 1 in the interval [−ε/2, ε/2]. In particular, σλ1δ (x) is given
again by the expression (4.1), only with the second factor χˇ1
(
λ2(x2−δ0y2−ym1 ω(δ1y1)
)
in the integrand replaced by χˇ0
(
λ1(x2−δ0y2−ym1 ω(δ1y1)
)
and λ2 replaced by λ1. Thus
we obtain the same type of estimates as in (4.3), i.e.,
(4.6) ‖σ̂λ1δ ‖∞ . λ
− 5
6
1 , ‖σλ1δ ‖∞ . λ
2
3
1 min{λ1, δ−10 λ
1
3
1 } = λ1min{λ
2
3
1 , δ
−1
0 }.
By T λ1δ we shall denote the operator of convolution with σ̂
λ1
δ .
In view of (4.6), we shall distinguish between two subcases:
1.1. The subcase where λ1 ≤ δ−3/20 . In this case, by (4.6) we have
(4.7) ‖σ̂λ1δ ‖∞ . λ
− 5
6
1 , ‖σλ1δ ‖∞ . λ
5
3
1 ,
so that
‖T λ1δ ‖pc→p′c . λ
− 1
3
1 λ
1
3
1 = 1,
and summing these estimates does not lead to the desired uniform estimate. Let us
denote by
T I1δ :=
∑
λ1≤δ
−3/2
0
T λ1δ
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the contribution by the operators T λδ which arise in this subcase. In order to prove the
desired estimate
(4.8) ‖T I1δ ‖pc→p′c . 1,
we shall therefore have to apply an interpolation argument (see Subsection 5.1).
1.2. The subcase where λ1 > δ
−3/2
0 . In this case we have ‖σλ1δ ‖∞ . δ−10 λ1, and
interpolation yields
‖T λ1δ ‖pc→p′c . δ
− 1
3
0 λ
− 2
9
1 .
If we denote by T I2δ :=
∑
λ1>δ
−3/2
0
T λ1δ the contribution by the operators T
λ
δ which arise
in this subcase, we thus obtain
(4.9) ‖T I2δ ‖pc→p′c .
∑
λ1>δ
−3/2
0
δ
− 1
3
0 λ
− 2
9
1 . 1.
2. Case: λ2 ∼ λ3 and λ1 ≪ λ2. Here, we can estimate ν̂λδ in the same way as
in the previous case and obtain ‖ν̂λδ ‖∞ . λ−1/22 λ−1/B3 ∼ λ−1/2−1/B2 . Moreover, by (4.3),
we have ‖νλδ ‖∞ . λ2min{λ(B−1)/B2 , δ−10 }. Both these estimates are independent of λ1.
Assuming here without loss of generality that λ2 = λ3, we therefore consider the sum
over all νλδ such that λ1 ≪ 1, by putting σλ2δ :=
∑
λ1≪λ2
ν
(λ1,λ2,λ2)
δ . This means that
σ̂λ2δ (ξ) = χ0
( ξ1
λ2
)
χ1
( ξ2
λ2
)
χ1
( ξ3
λ2
)
ν̂δ(ξ),
where now χ0 is smooth and compactly supported in an interval [−ε, ε], where ε > 0
is sufficiently small. In particular, σλ2δ (x) is given again by the expression (4.1), only
with the first factor χˇ1
(
λ1(x1− y1)
)
in the integrand replaced by χˇ0
(
λ2(x1− y1)
)
and
λ1 replaced by λ2. Thus we obtain the same type of estimates
(4.10) ‖σ̂λ2δ ‖∞ . λ
− 1
2
− 1
B
2 , ‖σλ2δ ‖∞ . λ2min{λ
B−1
B
2 , δ
−1
0 }.
Denote by T λ2δ the operator of convolution with σ̂
λ2
δ .
Interpolating between the first estimate in (4.10) and the the estimate ‖σλ2δ ‖∞ .
λ2λ
(B−1)/B
2 , we get
‖T λ2δ ‖p→p′ . λ
− 1
B
− 1
2
+ 5
2
θ
2 .
Arguing as in the previous case, we see that this still suffices to sum over all dyadic
λ2 for θ = θc = 2/p
′
c, to obtain the desired estimate
(4.11) ‖T IIδ ‖pc→p′c .
∑
λ2
‖T λ2δ ‖pc→p′c . 1,
unless H = B = 3 and m = 2. Here T IIδ denotes the contribution by the operators T
λ
δ
which arise in this case.
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So, assume that H = B = 3 and m = 2, so that θc = 1/3. Then we distinguish two
subcases:
2.1. The subcase where λ2 ≤ δ−B/(B−1)0 = δ−3/20 . In this case, (4.10) reads
(4.12) ‖σ̂λ2δ ‖∞ . λ
− 5
6
2 , ‖σλ2δ ‖∞ . λ
5
3
2 ,
which implies our previous estimate
‖T λ2δ ‖pc→p′c . 1.
Let us denote by
T II1δ :=
∑
λ2≤δ
−3/2
0
T λ2δ
the contribution by the operators T λδ which arise in this subcase. In order to prove the
desired estimate
(4.13) ‖T II1δ ‖pc→p′c . 1,
we shall thus have to apply an interpolation argument once more (see Subsection 5.1).
2.2. The subcase where λ2 > δ
−B/(B−1)
0 = δ
−3/2
0 . Then (4.10) implies that
‖σλ2δ ‖∞ . λ2δ−10 , hence
‖T λ2δ ‖pc→p′c . δ−θc0 λ
( 3
2
+ 1
B
)θc−
1
2
− 1
B
2 = δ
− 1
3
0 λ
− 2
9
2 .
As in Subcase 1.2, this implies the desired estimate
(4.14) ‖T II2δ ‖pc→p′c . 1
for the contributions T II2δ of the operators T
λ
δ with λ satisfying the assumptions of this
subcase to Tδ.
3. Case: λ1 ∼ λ2 and λ3 ≪ λ1. If λ3 ≪ λ2δ0, then the phase function has no
critical point in x2, and so an integrations by part in x2 and the stationary phase
method in x1 yield
‖ν̂λδ ‖∞ . λ
− 1
2
1 (λ2δ0)
−N . λ
− 1
2
2 λ
−N
3
for every N ∈ N, and the second estimate in (4.3) implies that
‖νλδ ‖∞ . λ3δ−10 .
Interpolating these estimates we obtain
‖T λδ ‖p→p′ . λ−N
′
3 λ
− 1
2
(1−θ)
2 δ
−θ
0 ,
where N ′ can be chosen arbitrarily large if θ < 1. But, if θ = θc, then θ ≤ 1/3, and
since λ2δ0 ≥ 1 if λ3 ≪ λ2δ0, we see that∑
λ1∼λ2, λ3≪λ2δ0
‖T λδ ‖pc→p′c . δ
1−3θ
2
0 . 1.
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Let us therefore assume from now on that in addition λ3 & λ2δ0. Then we can first
apply the method of stationary phase to the integration in x1 and subsequently van
der Corput’s estimate to the x2-integration and obtain the estimate
(4.15) ‖ν̂λδ ‖∞ . λ
− 1
2
2 λ
− 1
B
3 .
In view of (4.3), we distinguish two subcases.
3.1 The subcase where λ
1/B
3 > λ2δ0. Then interpolation of the first estimate in
(4.3) with (4.15) yields
‖T λδ ‖p→p′ . λ
3θ−1
2
2 λ
θ− 1
B
3 .
Since θc ≤ 1/3, we have 3θc − 1 ≤ 0 (even with strict inequality, unless B = 2, or
H = B = 3 and m = 2, because of Corollary 3.2 (c)). If 3θc − 1 < 0, we can sum over
all dyadic λ2 ≫ λ3 and obtain∑
{λ2:λ3≪λ2<δ
−1
0 λ
1
B
3 }
‖T λδ ‖pc→p′c . λ
− 1
B
− 1
2
+ 5
2
θ
3 .
If
T III1δ :=
∑
λ1∼λ2, λ3≪δ
− B
B−1
0 , λ3≪λ2<δ
−1
0 λ
1
B
3
T λδ
denotes the contribution by the operators T λδ which arise in this subcase, this implies
in a similar way as before that
(4.16) ‖T III1δ ‖pc→p′c . 1.
If H = B = 3 and m = 2, then we only get a uniform estimate
‖T λδ ‖pc→p′c . 1,
and in order to establish (4.16), we shall apply an interpolation argument in Subsection
5.2.
If B = 2 and θc = 1/3 (hence m = 2), then we can first sum over the dyadic λ3
with λ3 > (λ2δ0)
2, provided λ2δ0 & 1, because θc − 1/B = −1/6, and then we sum
over the λ2 for which λ2δ0 & 1. So, in order to (4.16) in this case, we are left with the
estimation of the operator
T III0δ :=
∑
λ1∼λ2, λ3≪δ
−1
0 , λ3≪λ2≪δ
−1
0
T λδ .
This will also be done by means of complex interpolation in Subsection 5.2.
3.2 The subcase where λ
1/B
3 ≤ λ2δ0. Assuming without loss of generality (in a
similar way as before) that λ1 = λ2, then the second estimate in (4.3) implies that
‖νλδ ‖∞ . λ3δ−10 , and in combination with (4.15) we obtain
(4.17) ‖T λδ ‖pc→p′c . λ
− 1−θ
2
2 λ
(B+1)θ−1
B
3 δ
−θ
0 ,
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where θ := θc. Notice that in this subcase
λ3 ≤ min{(λ2δ0)B, λ2}, and λ2δ0 . λ3.
In view of this , we shall distinguish two cases:
(a) λ2 ≥ δ−
B
B−1
0 . Assume first that B ≥ 3. Then
(B + 1)θB − 1 = B
2 − 2B + 3
6B
> 0
for B ≥ 2, and since θ = θc ≤ θB = 1/(2B) + 1/6 by Corollary 3.2, we see that we can
sum the estimates in (4.17) over all dyadic λ3 ≪ λ2 and get∑
λ3≪λ2
‖T λδ ‖pc→p′c . λ
(3B+2)θ−B−2
2B
2 δ
−θ
0 ,
Using again that θ ≤ θB, we find that for B ≥ 2,
(3B + 2)θ −B − 2 ≤ (3B + 2)(1
6
+
1
2B
)− B − 2 = −3B
2 −B + 6
6B
< 0,
so we can sum also in λ2 ≥ δ−
B
B−1
0 and find that ‖T III2aδ ‖pc→p′c . δ
− 5Bθ−B−2
2(B−1)
0 , where
T III2aδ :=
∑
λ1∼λ2≥δ
− B
B−1
0 , λ3≪λ2
T λδ . But,
(4.18) 5Bθ −B − 2 ≤ 5BθB − B − 2 = 5B( 1
2B
+
1
6
)− B − 2 = 3− B
6
≤ 0,
if B ≥ 3, and thus for B ≥ 3 we get
(4.19) ‖T III2aδ ‖pc→p′c . 1.
The remains the case B = 2. Here, for θ = θc, we have (B + 1)θ− 1 = 3θ− 1 ≤ 0, and
‖T λδ ‖pc→p′c . λ
− 1−θ
2
2 λ
3θ−1
2
3 δ
−θ
0
Assume first that θc < 1/3. Then we can first sum in λ3 ≥ λ2δ0 (notice that λ2δ0 > 1)
and obtain ∑
λ3≥λ2δ0
‖T λδ ‖pc→p′c . λ2θ−12 δ
θ−1
2
0 .
Then we sum over λ2 ≥ δ−10 and get an estimate by Cδ
1−3θ
2
0 . 1, so that (4.19) remains
true also in this case.
Assume finally that θc = 1/3. Then ‖T λδ ‖pc→p′c . λ
− 1
3
2 δ
− 1
3
0 . Summing first in λ3 ≪ λ2,
we get an estimate by C(log λ2) λ
− 1
3
2 δ
− 1
3
0 , and summation over all λ2 ≥ δ−B/(B−1)0 = δ−20
leads to an estimate of order log(1/δ0)δ
1/3
0 . 1. Thus, again (4.19) holds true.
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(b) λ2 < δ
− B
B−1
0 . Then we use λ3 ≤ (λ2δ0)B, i.e., λ2 ≥ λ1/B3 δ−10 , and summation of
the estimate (4.17) over these λ2 yields∑
{λ2:λ2≥λ
1/B
3 δ
−1
0 }
‖T λδ ‖pc→p′c . λ
(3+2B)θ−3
2B
3 δ
1−3θ
2
0 .
If the exponent of λ3 on the right-hand side of this estimate is strictly negative, then
we see that
(4.20) ‖T III2bδ ‖pc→p′c . 1,
where
T III2bδ :=
∑
λ1∼λ2<δ
− B
B−1
0 , λ3≪(λ2δ0)
B
T λδ .
So, assume that the exponent is non-negative, and notice that our assumptions in this
case imply that λ3 ≤ δ−B/(B−1)0 . Summation over all these dyadic λ3 then leads to∑
λ2≥λ
1/B
3 δ
−1
0 ,λ3≤δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . (log
1
δ0
)(δ
−B/(B−1)
0 )
(3+2B)θ−3
2B δ
1−3θ
2
0
= (log
1
δ0
)δ
− 5Bθ−B−2
2(B−1)
0 .
However, if we assume without loss of generality that θ = θB, then we have seen in
(4.18) that 5Bθ − B − 2 ≤ 0, if B ≥ 3. Moreover, by Corollary 3.2 (a) we know that
θc < θB, unless B = H = 3 and m = 2. Thus, using θ = θc in place of θB, when B ≥ 3
we have 5Bθc −B − 2 ≤ 0, and we again obtain (4.20), unless B = H = 3 and m = 2.
Note that in the latter case θc = 1/3, so that∑
{λ2:λ2≥λ
1/3
3 δ
−1
0 }
‖T λδ ‖pc→p′c . 1.
The proof of (4.20) in this particular case, where
T III2bδ =
∑
δ−10 λ
1/3
3 ≪λ1∼λ2<δ
−3/2
0
T λδ ,
will therefore again require the use of some interpolation argument, in order to control
the summation in λ3.We remark that in this case, estimate (4.17) reads as ‖T λδ ‖pc→p′c .
λ
−1/3
1 λ
1/9
3 δ
−1/3
0 , and ∑
1≤λ3.λ1δ0
∑
λ1<δ
−2/3
0
λ
−1/3
1 λ
1/9
3 δ
−1/3
0 . 1,
since λ1δ0 ≥ 1 in this double sum.
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This shows that if B = H = 3 and m = 2 (hence θc = 1/3, ), what remains to be
estimated is the operator
T III2δ :=
∑
δ−10 ≪λ1<δ
−3/2
0
∑
λ1δ0≪λ3≪(λ1δ0)3
T λδ ,
This will be done in Subsection 5.4.
Assume finally that B = 2. The case where θc < 1/3 can be treated as in the previous
case (a), so assume that θc = 1/3. Then ‖T λδ ‖pc→p′c . (λ2δ0)−
1
3 . Summing first over all
λ2 such that λ2δ0 ≥ λ1/23 leads to an estimate of order λ−1/63 , which then allows to sum
also in λ3. Thus, again (4.20) holds true.
5. Interpolation arguments for the open cases where m = 2 and B = 3
or B = 2
Let us assume in this section that m = 2 and B = 3 of B = 2. Our goal will be to
establish the estimates (4.8), (4.13), (4.16) and (4.20) for the operators T I1δ , T
II1
δ , T
III1
δ
and T III0δ , as well as T
III2b
δ , also at the endpoint pc corresponding to θc = 1/3 (hence
p′c = 2/θc = 6). These cases had been left open in the previous section.
The estimates for the operators T III1δ , T
III0
δ and T
III2b
δ will be established by means
of complex interpolation, roughly in analogy with the proof of Proposition 5.1 (a) and
(b) in [21].
Also the operators T I1δ and T
II1
δ could be handled by means of complex interpolation.
However, a shorter proof is possible by means of the real interpolation approach devel-
oped by Bak and Seeger in [4] (which, however, requires the validity of the expected
estimates of the operators T I1δ , T
II1
δ , as well as of several further operators).
5.1. Estimation of T I1δ and T
II1
δ : Real interpolation. The estimation of the op-
erators T I1δ and T
II1
δ will follow the same scheme, so let us consider T
I1
δ only, which is
the operator of convolution with σ̂I1δ , where σ
I1
δ denotes the measure
σI1δ :=
∑
0≤j≤δ
−3/2
0
σ2
j
δ .
In the following discussion, if µ is any bounded, complex Borel measure on Rd, we shall
often denote by Tµ the convolution operator
Tµ : ϕ 7→ ϕ ∗ µˆ.
Regretfully, we cannot apply Theorem 1.1 in [4] directly to the measure µ = σI1δ ,
because an essential assumption in [4] is that µ is a bounded positive measure, and
σI1δ will not be positive. However, the method of proof in [4] easily yields the following
variant of Theorem 1.1, which can be applied in our situation:
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Proposition 5.1. Let µ be a positive Borel measure on Rd of total mass ‖µ‖1 ≤ 1,
and let p0 ∈ [1, 2[. Assume that µ can be decomposed into a finite sum
µ = µb +
∑
i∈I
µi
of bounded complex Borel measures µb and µi, i ∈ I, such that the following hold true:
There is a constant A ≥ 0 such that:
(a) The operator Tµb is bounded from L
p0(Rd) to Lp
′
0(Rd), with
(5.1) ‖Tµb‖p0→p′0 ≤ A.
(b) Each of the measures µi decomposes as
µi =
Ki∑
j=1
µij =
Ki∑
j=1
µ ∗ φij ,
where Ki ∈ N ∪ {∞}, and where the φij are integrable functions such that
(5.2) ‖φij‖1 ≤ 1.
Moreover, there are constants ai > 0, bi > 0 such that for all i and j,
‖µij‖∞ ≤ A2jai;(5.3)
‖µ̂ij‖∞ ≤ A2−jbi;(5.4)
p0 = 2
ai + bi
2ai + bi
( i.e., if θai − (1− θ)bi = 0, then 1
p0
=
θ
2
+ (1− θ)).(5.5)
Then there is a constant C which depends only on d and any compact interval in ]0,∞[
containing the ai and bi such that for every i,
(5.6) ‖Tµif‖Lp′0 ≤ CA‖f‖Lp0 ,
and consequently
(5.7)
∫
|fˆ |2 dµ ≤ CA‖f‖2Lp0(Rd),
Proof. By essentially following the proof of Proposition 2.1 in [4], we define the inter-
polation parameter θ := 2/p′0. Observe that by (5.5) we have θ = bi/(ai + bi), hence
(1 − θ)(−bi) + θai = 0 for every i. Thus, the two inequalities (5.3) and (5.4) allow
to apply an interpolation trick due to Bourgain [5] and to conclude that each of the
operators Tµij is of restricted weak-type (p0, p
′
0), with operator norm ≤ CA, and if J
is any compact subinterval of ]0,∞[, then for ai, bi ∈ J we may chose the constant C
so that it depends only on J. In combination with (5.1), this implies that also Tµ is
of restricted weak-type (p0, p
′
0), with operator norm ≤ CA, where C may be different
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from the previous constant, but with similar properties. By applying Tomas’ R∗R-
argument for the restriction operator R, we get∫
|fˆ |2 dµ ≤ CA‖f‖2Lp0,1 .
In combination with Plancherel’s theorem and (5.3) and (5.2) we can next use this
estimate as in [4] to control
‖Tµijf‖2 = ‖f ∗ µ̂ij‖2 ≤ A
1
22j
ai
2 ‖φij‖
1
2
1A
1
2‖f‖2Lp0,1 ≤ A2j
ai
2 ‖f‖2Lp0,1 .
It is here where the positivity of the measure µ is used in an essential way. The
remaining part of the argument in [4] does not require positivity of the underlying
measure, so that it applies to each of the complex measures µi as well, and we may
conclude that for any s ∈]0,∞],
‖Tµif‖Lp′0,s ≤ CA‖f‖Lp0,s
(compare Proposition 2.1, (2.2), in [4]), where Lp,s denotes the Lorentz space of type
p, s. Choosing s = 2, so that p0 ≤ 2 ≤ p′0, by the nesting properties of the scale of
Lorentz spaces this implies in particular that
‖Tµif‖Lp′0,p′0 ≤ CA‖f‖Lp0,p0 ,
hence (5.6). The same type of estimate then holds for the operator Tµ, and Tomas’
argument then leads to (5.7).
Q.E.D.
Let us return to our measure νδ. This is a positive measure, so we can choose µ := νδ
in Proposition 5.1. The spectral decompositions of the measure νδ in Section 4 as well
as Section 6 amounts to a decomposition of the measure νδ into a finite sum of complex
measures
(5.8) νδ =
∑
j∈J
νj +
∑
i∈I
µi,
in such a way, that the convolution operators Tνj corresponding to the measure ν
j (j ∈
J) from the first class will be bounded from Lpc to Lp
′
c , whereas the measure µi, (i ∈
I) from the second class will satisfy the conditions required on the measures µi of
Proposition 5.1. For instance, the operators T I2δ , T
II2
δ and T
III2a
δ from Section 4 belong
to the first class (compare the estimates (4.9), (4.14), (4.19)), but also T III1δ and T
III2
δ
(the corresponding estimates (4.16) and (4.20) will be established by means of complex
interpolation in the next subsection), whereas the operators T I1δ and T
II1
δ will belong
to the second class.
We may then put µb :=
∑
j∈J ν
j in Proposition 5.1. Let us show for instance that
the measure µi := σI1δ corresponding to the operator T
I1
δ satisfies the assumptions of
this proposition:
22 I. A. IKROMOV AND D. MU¨LLER
Recall to this end that µij := σ
2j
δ = νδ ∗φj, where the Fourier transform of φj is given
by φ̂j(ξ) = χ1
(
ξ1
λ1
)
χ0
(
ξ2
λ1
)
χ1
(
ξ3
λ1
)
. This implies a uniform estimate of the L1-norms of
the φj of the form (5.2) (possibly not with constant 1, but a fixed constant, which does
not matter). Moreover, the estimates (5.3) and (5.4) are satisfied because of (4.7),
with exponents ai := 5/3 and bi := 5/6, so that p0 = 6/5 = pc,
Similar arguments apply also to the measure µi := σII1δ corresponding to the operator
T II1δ , where the exponents ai and bi will be the same (compare (4.12)), as well as to
the other measures of the first class which will appear later.
5.2. Estimation of T III1δ : Complex interpolation. The discussion of this operator
will somewhat resemble the one of the operator T Vδ,j in Subsection 8.1 of [21], which
arose from the same Subcase 3.1 of Subsection 5.3 in [21], with 2−j playing the role of
δ0 here, and where we have had B = 2, in place of B = 3 here. We shall make use of a
more refined structural result for the phase function φδ which will be derived in a more
general context in Section 8 (compare (8.2)). In view of this result, in combination
with Corollary 8.1, we may and shall assume that
(5.9) φδ(x) := x
3
2 b(x1, x2, δ) + x
n
1α(δ1x1) + δ3x2x
n1
1 α1(δ1x1), (x1 ∼ 1, |x2| < ε),
where we may now assume (compare (8.3)) that
(5.10) b(x1, x2, δ) = b3(δ1x1, δ2x2), b3(0, 0) = 1.
Moreover, α(0) 6= 0, and either α1(0) 6= 0, and then n1 is fixed, or α1(0) = 0,
and then we may assume that n1 is as large as we please (notice also that by (8.5),
δ3 = 2
−k(n1κ˜1+κ˜2−1) is coupled with n1), so that in particular in this case δ3 ≪ δ0.
Observe also that δ2 ≪ δ0.
Useful tools will also be the Lemmas 7.2 and 8.1 from [21] on oscillatory sums and
double sums. For the convenience of the reader, let us at least recall the first lemma
(in the sharper version of Remark 7.3 of [21]):
Lemma 5.2. Let Q =
∏n
j=1 [−Rk, Rk] ⊂ Rn be a compact cuboid, with Rk > 0, k =
1, . . . , n, and let H be a C1-function on an open neighborhood of Q. Moreover, let
α, β1, . . . , βn ∈ R× be given. For any given real numbers a1, . . . , an ∈ R× and M ∈ N
we then put
(5.11) F (t) :=
M∑
l=0
2iαlt(HχQ)
(
2β
1la1, . . . , 2
βnlan
)
.
Assume that there are constants ǫ ∈]0, 1] and Ck, k = 1, . . . , n, such that
(5.12)
∫ 1
0
∣∣∣∂H
∂uk
(su)
∣∣∣ ds ≤ Ck|uk|ǫ−1, for all u ∈ Q.
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Then there is a constant C depending on Q, the numbers α and βk and ǫ, but not on
H, the ak, M and t, such that
(5.13) |F (t)| ≤ C |H(0)|+
∑
k Ck
|2iαt − 1| , for all t ∈ R, a1, . . . a2 ∈ R
×and M ∈ N.
In particular, we have
|F (t)| ≤ C ‖H‖C1(Q)|2iαt − 1| , for all t ∈ R, a1, . . . a2 ∈ R
×and M ∈ N.
Coming back to the operator T III1δ , observe that λ1 ∼ λ2 in the definition of T III1δ ,
so that we may and shall assume without loss of generality that λ1 = λ2. In order to
verify estimate (4.16), we then have to prove
Proposition 5.3. Let m = 2 and B = 3, and consider the measure
νIII1δ :=
∑
2M≤λ3≤2−M δ
−3/2
0
∑
2Mλ3≤λ1≤δ
−1
0 λ
1/3
3
ν
(λ1,λ1,λ3)
δ ,
where summation is taken over all sufficiently large dyadic λi ≥ 2M in the given range.
If we denote by T III1δ the operator of convolution with ν̂
III1
δ , then, if M ∈ N is suffi-
ciently large (and ε sufficiently small),
(5.14) ‖T III1δ ‖6/5→6 ≤ C,
with a constant C not depending on δ, for δ sufficiently small.
Proof. Recall that, by (4.15), ‖ν̂λδ ‖∞ . λ−1/21 λ−1/33 . We therefore define here for ζ in
the strip Σ = {ζ ∈ C : 0 ≤ Re ζ ≤ 1} an analytic family of measures by
µζ(x) := γ(ζ)
∑
2M≤2k3≤2−Mδ
− 32
0
∑
2M+k3≤2k1≤δ−10 2
k3
3
2
(1−3ζ)k1
2 2
(1−3ζ)k3
3 ν
(2k1 ,2k1 ,2k3 )
δ ,
where γ(ζ) is an entire function which will serve a similar role as the function γ(z) in
the proof of Proposition 5.2(a) in [21]. We shall choose γ(ζ) = γ1(ζ)γ2(ζ)γ3(ζ) as the
product of three factors γj(ζ), whose precise definition will be given in the course of
the proof. It will be uniformly bounded on Σ, and such that γ(θc) = γ(1/3) = 1.
By Tζ we denote the operator of convolution with µ̂ζ . Observe that for ζ = θc =
1/3, we have µθc = ν
III1
δ , hence Tθc = T
III1
δ , so that, again by Stein’s interpolation
theorem for analytic families of operators, (5.14) will follow if we can prove the following
estimates on the boundaries of the strip Σ :
‖µ̂it‖∞ ≤ C ∀t ∈ R,
‖µ1+it‖∞ ≤ C ∀t ∈ R.
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The first estimate is an immediate consequence of our estimate for ν̂λδ , since these
functions have essentially disjoint supports, so let us concentrate on the second esti-
mate, i.e., assume that ζ = 1 + it, with t ∈ R. We then have to prove that there is
constant C such that
(5.15) |µ1+it(x)| ≤ C,
where C is independent of t, x and δ.
Let us introduce the measures µλ1,λ3 given by
µλ1,λ3(x) := λ
−1
1 λ
− 2
3
3 ν
(λ1,λ1,λ3)
δ (x),
which allow to re-write
(5.16) µ1+it(x) = γ(1 + it)
∑
2M≤λ3≤2−M δ
− 32
0
∑
2Mλ3≤λ1≤δ
−1
0 λ
1
3
3
λ
− 3
2
it
1 λ
−it
3 µλ1,λ3(x).
Recall also from (4.1) (in combination with (5.9)) that
µλ1,λ3(x) = λ1λ
1
3
3
∫
χˇ1
(
λ1(x1 − y1)
)
χˇ1
(
λ1(x2 − δ0y2 − y21ω(δ1y1))
)
χˇ1
(
λ3
(
x3 − y32 b(y1, y2, δ)− yn1α(δ1y1)− δ3y2yn11 α1(δ1y1)
))
η(y) dy,(5.17)
where η is supported where y1 ∼ 1 and |y2| < ε. Assume first that |x1| ≫ 1, or |x1| ≪ 1.
Since χˇ1 is rapidly decreasing, and λ3 ≪ λ1, we easily see that |µλ1,λ3(x)| ≤ CNλ−N1 λ−N3
for every N ∈ N, which immediately implies (5.15). A similar argument applies if
|x2| ≫ 1. However, if |x1|+ |x2| . 1 and |x3| ≫ 1, we can only conclude (after scaling
by 1/λ1 in y1) that |µλ1,λ3(x)| ≤ CNλ−N3 , which allows to sum in λ3, but the summation
in λ1 remains a problem.
Let us thus assume from now on that |x1| ∼ 1 and |x2| . 1.
By means of the change of variables y1 7→ x1 − y1/λ1, y2 7→ y2/λ1/33 and Taylor
expansion around x1 we may re-write
(5.18) µλ1,λ3(x) =
∫∫
χˇ1(y1)Fδ(λ1, λ3, x, y1, y2) dy1dy2,
where
Fδ(λ1, λ3, x, y1, y2) := η(x1 − λ−11 y1, λ−
1
3
3 y2) χˇ1(D − Ey2 + r1(y1))
× χˇ1
(
A− By2 − y32b(x1 − λ−13 (λ3λ−11 y1), λ−
1
3
3 y2, δ) + λ3λ
−1
1
(
r2(y1) + (λ
− 1
3
3 y2)δ3r3(y1)
))
.
Here, the quantities A to E are given by
A = A(x, λ3, δ) := λ3QA(x), B := B(x, λ3, δ) := λ
2
3
3QB(x),
D = D(x, λ1, δ) := λ1QD(x), E = E(λ1, λ3, δ) := λ1λ
− 1
3
3 δ0 ≤ 1,(5.19)
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with
QA(x) := x3 − xn1α(δ1x1), QB(x) := δ3xn11 α1(δ1x1), QD(x) := x2 − x21ω(δ1x1),
and do not depend on y1, y2. Moreover, the functions ri(y1) = ri(y1;λ
−1
1 , x1, δ), i =
1, 2, 3, are smooth functions of y1 (and λ
−1
1 and x1) satisfying estimates of the form
(5.20)
|ri(y1)| ≤ C|y1|,
∣∣∣∣∣
(
∂
∂(λ−11 )
)l
ri(y1;λ
−1
1 , x1, δ)
∣∣∣∣∣ ≤ Cl|y1|l+1 for every l ≥ 1.
Notice that we may here assume that |y1| . λ1, because of our assumption |x1| .
1 and the support properties of η. It will also be important to observe that E =
δ0λ1λ
− 1
3
3 ≤ 1 for the index set of λ1, λ3 over which we sum in (5.16). Notice also that
|λ−1/33 y2| ≤ ε.
Let us choose c > 0 so that |ri(y1)| ≤ c(1 + |y1|), i = 1, 2, 3.
In order to verify (5.15), given x, we shall split the sum in (5.16) into four parts,
which will be treated subsequently in different ways (compare the analogous discussion
in Subsection 8.1 of [21]).
1. The part where max{|A|, |B|} ≥ 1 and |D| ≥ 4c. Denote by µ11+it(x) the
contribution to µ1+it(x) by the terms for which max{|A(x, λ3, δ)|, |B(x, λ3, δ)|} ≥ 1
and |D(x, λ1, δ)| ≥ 4c.
We claim that here
(5.21) |µλ1,λ3(x)| . |D|−
1
4 max{|A| 13 , |B| 12}− 14 .
In view of (5.19), this estimate will allow us to sum over all dyadic λ1, λ3 for which
the corresponding quantities A,B and D satisfy the conditions of this subcase, and we
obtain the right kind of estimate |µ11+it(x)| ≤ C, in agreement with (5.15).
In order to prove (5.21), let us first consider the contribution µ1λ1,λ3(x) to the integral
defining µλ1,λ3(x) by the region where |y1| > |D|/4c. Here we may estimate |χˇ1(y1)| .
|D|−N for every N ∈ N. Moreover, if |x3| ≫ 1, then |A| ≫ λ3 ≫ |B|3/2, and A becomes
the dominant term in the argument of the last factor of Fδ. Therefore we may estimate
|µλ1,λ2(x)| ≤ CN |D|−Nλ
1
3
3 |A|−N
for every N ∈ N, which is stronger than (5.21).
And, if |x3| . 1, then we may apply Lemma 14.1 (with T := λ1/33 , ǫ := 0) and obtain
the estimate
|µ1λ1,λ3(x)| . |D|−N |max{|A|
1
3 , |B| 12}− 12 ,
which is still stronger than required in (5.21).
Denote next by µ2λ1,λ3(x) the contribution by the region where |y1| ≤ |D|/4c. Then
|ri(y1)| ≤ |D|/2, and thus if in addition |Ey2| ≤ |D|/4, or |Ey2| > 2|D|, then
∣∣∣D −
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Ey2 + r1(y1)
∣∣∣ ≥ |D|/4. We may then estimate the second factor of Fδ by CN |D|−N ,
which allows to argue as before. So, let us assume that |r1(y1)| ≤ |D|/2 and |D|/4 ≤
|Ey2| ≤ 2|D|. Then |y2| ∼ |D|/|E| ≥ |D| & 1. In case that |D| . max{|A| 13 , |B| 12}, we
may apply Lemma 14.1 (assuming again that |x3| . 1; the other case is again easier)
and find that
|µ2λ1,λ3(x))| . max{|A|
1
3 , |B| 12}− 12 ≤ |D|− 14 max{|A| 13 , |B| 12}− 14 ,
as desired. So assume that |D| ≫ max{|A| 13 , |B| 12}. Then one easily sees that∣∣∣A− By2 − y32b(x1 − λ−11 y1, λ− 133 y2, δ) + λ3λ−11 (r2(y1) + (λ− 133 y2)δ3r3(y1))∣∣∣ & |y2|D2,
so that
|µ2λ1,λ3(x))| .
∫∫
(1+ |y1|)−N(1+ |y2|D2)−N dy1dy2 . D−2 . |D|−1max{|A| 13 , |B| 12}−1,
which is again stronger then required in (5.21).
2. The part where max{|A|, |B|} ≥ 1 and |D| < 4c. Denote by µ21+it(x) the
contribution to µ1+it(x) by the terms for which max{|A(x, λ3, δ)|, |B(x, λ3, δ)|} ≥ 1
and |D(x, λ1, δ)| < 4c.
Let us fix λ3 satisfying 2
M ≤ λ3 ≤ 2−Mδ−
3
2
0 and max{|A(x, λ3, δ)|, |B(x, λ3, δ)|} ≥ 1
in the first sum in (5.16). In order to compute µ21+it(x), we then have to study the
following sum in λ1 = 2
k1 :
σ2(λ3, t, x) :=
∑
{λ1:2Mλ3≤λ1≤δ
−1
0 λ
1
3
3 ,λ1|QD(x)|<4c}
λ
− 3
2
it
1 µλ1,λ3(x).
Indeed, we have µ21+it(x) =
∑
λ3
λ−it3 σ
2(λ3, t, x), where summation is over all dyadic λ3
in the range described before.
The oscillatory sum defining σ2(λ3, t, x) can essentially be written in the form (5.11),
with α := −3/2, l = k1 and
u1 = 2
β1la1 := λ
−1
1 λ3, u2 = 2
β2la2 := λ1QD(x), u3 = 2
β3la3 := λ1(λ
− 1
3
3 δ0)
and where the function H = Hλ3,x,δ of u := (u1, u2, u3) is given by
H(u) :=
∫∫
χˇ1(y1)η(x1 − u1λ−13 y1, λ−
1
3
3 y2) χˇ1(u2 − u3y2 + r1(y1;λ−13 u1, x1, δ))
×χˇ1
(
A−By2 − y32b(x1 − λ−13 u1y1, λ−
1
3
3 y2, δ) + u1r2(y1;λ
−1
3 u1, x1, δ)
+(λ
− 1
3
3 y2)δ3r3(y1;λ
−1
3 u1, x1, δ)
)
dy1dy2.
Moreover, the cuboid Q in Lemma 5.2 is defined by the conditions
|u1| ≤ 2−M , |u2| < 4c, |u3| ≤ 1.
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Let us estimate the C1- norm of H on Q. If |x3| ≫ 1, then |QA(x)| ≫ 1, whereas
|QB(x)| . 1, so that |A| ≫ |B|, hence max{|A|, |B|} = |A|.We even have that |By2| ≪
λ3|QB(x)| ≪ |A|, as well as |y32b(x1−λ−13 u1y1, λ−
1
3
3 y2, δ)| ≪ |A|. Making use also of the
rapid decay of χˇ1(y1), this easily implies that
|H(u)| . |A|−N
for every N ∈ N, uniformly on Q.
On the other hand, if |x3| . 1, then |A| . λ3, so that the assumptions of Lemma
14.1 are satisfied (if we essentially put T := λ
1/3
3 ), and we may conclude that
(5.22) |H(u)| . max{|A| 13 , |B| 12}− 12 , for all u ∈ Q.
We have seen that this estimate holds true no matter which size |x3| may have.
We next consider partial derivatives of H. From our integral formula for H(u), it is
obvious that the partial derivative of H with respect to u1 will essentially only produce
additional factors of the form λ−13 y1, λ
−1
3 y1y
3
2, λ
−1/3
3 y2λ
−1
3 y1 under the double integral.
However, powers of y1 can be absorbed by the rapidly decaying factor χˇ1(y1), and
|λ−13 y32| ≤ ε ≪ 1, so that |∂u1H(u)| will satisfy an estimate of the form (5.22) as well.
It is also easy to see that |∂u2H(u)| satisfies such an estimate too.
More of a problem is the partial derivative of H with respect to u3. This will essen-
tially produce an additional factor y2 under the double integral. More precisely, let us
put
g(y1, y2; u) := −χˇ1(y1) y2 χˇ′1(u2 − u3y2 + r1(y1;λ−13 u1, x1, δ)),
so that
∂u3H(u) :=
∫∫
η(x1 − u1λ−13 y1, λ−
1
3
3 y2) g(y1, y2; u)
×χˇ1
(
A−By2 − y32b(x1 − λ−13 u1y1, λ−
1
3
3 y2, δ) + u1r2(y1;λ
−1
3 u1, x1, δ)
+(λ
− 1
3
3 y2)δ3r3(y1;λ
−1
3 u1, x1, δ)
)
dy1dy2.
We claim that for every ǫ ∈]0, 1] and s ∈ [0, 1] we have
(5.23) |g(y1, y2; su)| ≤ CN |u3|ǫ−1|y2|ǫ sǫ−1(1 + |y1|)−N for every N ∈ N
in the integrand. Indeed, if |su3y2| ≫ (1+ |y1|), then the third factor in g(y1, y2; u) can
be estimated by C|su3y2|ǫ−1, because of the rapid decay of χˇ′1, and (5.23) follows, and
if |su3y2| . (1 + |y1|), then |y2| . |y2|ǫ(|su3|−1(1 + |y1|))1−ǫ, and (5.23) follows again.
By means of (5.23), we may now estimate
|∂u3H(su)| . |u3|ǫ−1 sǫ−1
∫∫
(1 + |y1|)−N
(
1 + |A− By2 − y32b(x1 − λ−13 su1y1, λ−
1
3
3 y2, δ)
+su1r2(y1;λ
−1
3 su1, x1, δ) + (λ
− 1
3
3 y2)δ3r3(y1;λ
−1
3 su1, x1, δ)|
)−N
|y2|ǫ dy1dy2,
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and arguing from here on as before (distinguishing between the cases where |x3| ≫ 1
and where |x3| . 1), we obtain by means of Lemma 14.1 that
|∂u3H(su)| . |u3|ǫ−1 sǫ−1max{|A|
1
3 , |B| 12}ǫ− 12 , for all u ∈ Q.
This implies for every sufficiently small ǫ > 0 that for all u ∈ Q,∫ 1
0
∣∣∣∂H
∂uk
(su)
∣∣∣ ds ≤ C|uk|ǫ−1max{|A| 13 , |B| 12}ǫ− 12 .
By means of Lemma 5.2, we may thus conclude that
|σ2(λ3, t, x)| . 1|2− 32 it − 1| max
{
(λ3|QA(x)|) 13 , (λ
2
3
3 |QB(x)|)
1
2
}ǫ− 1
2
.
Finally, this estimate allows to sum also in λ3, and we conclude that |µ21+it(x)| ≤ C,
provided we choose the second factor in the definition of γ(ζ) as γ2(ζ) := 2
3
2
(1−ζ) − 1.
3. The part where max{|A|, |B|} < 1 and |D| ≥ 4c. Denote by µ31+it(x) the
contribution to µ1+it(x) by the terms for which max{|A(x, λ3, δ)|, |B(x, λ3, δ)|} < 1
and |D(x, λ1, δ)| ≥ 4c.
This case can be treated again by means of Lemma 5.2, only with the roles of λ1
and λ3 interchanged. So, let us here fix λ1 satisfying 2
2M ≤ λ1 ≤ 2−M/3δ−
3
2
0 and
λ1|QD(x)| ≥ 4c, and consider the remaining sum in λ3 in (5.16), i.e.,
σ3(λ1, t, x) :=
∑
{λ3:δ30λ
3
1≤λ3≤2
−Mλ1, λ3|QA(x)|<1,λ
2
3
3 |QB(x)|<1}
λ−it3 µλ1,λ3(x).
Notice that then µ31+it(x) =
∑
λ1
λ
−3it/2
1 σ
3(λ1, t, x), where summation is over all dyadic
λ1 in the range described before.
Also σ3(λ1, t, x) can essentially be written in the form (5.11), with α := −1 and
l = k3 (if λ3 = 2
k3), and
u1 = 2
β1la1 := λ3 λ
−1
1 , u2 = 2
β2la2 := λ
− 1
3
3 , u3 = 2
β3la3 := λ
− 1
3
3 (λ1δ0)
u4 = 2
β4la4 := λ3QA(x), u5 = 2
β5la5 := λ
2
3
3QB(x),
and where the function H = Hλ1,x,δ of u := (u1, . . . , u5) is given by
H(u) :=
∫∫
χˇ1(y1)η(x1 − λ−11 y1, u2y2) χˇ1(D − u3y2 + r1(y1;λ−11 , x1, δ))
×χˇ1
(
u4 − u5y2 − y32b(x1 − λ−11 y1, u2y2, δ) + u1r2(y1;λ−11 , x1, δ)
+(u2y2)δ3r3(y1;λ
−1
1 , x1, δ)
)
dy1dy2.
Moreover, the cuboid Q in Lemma 5.2 is defined by the conditions
|u1| ≤ 2−M , |u2| ≤ 2−M3 , |u3| ≤ 1, |u4| ≤ 1, |u5| ≤ 1.
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In order to estimate the C1-norm of H on Q, observe first that here we may estimate∣∣∣χˇ1(y1) χˇ1(u4 − u5y2 − y32b(x1 − λ−11 y1, u2y2, δ) + u1r2(y1;λ−11 , x1, δ)
+(u2y2)δ3r3(y1;λ
−1
1 , x1, δ)
)∣∣∣(5.24)
≤ CN(1 + |y1|)−N(1 + |y2|)−N ,
for every N ∈ N (just distinguish the cases where |y1| ≪ |y2|3, and |y1| & |y2|3). Notice
that this estimate allows in particular to absorb any powers of y1 of y2 in the upcoming
estimations. Moreover, we find that
(5.25)
|H(u)| ≤ CN
∫∫
(1 + |y1|)−N(1 + |y2|)−N |χˇ1(D − u3y2 + r1(y1;λ−11 , x1, δ))| dy1dy2.
It is easy to see that this allows to estimate
|H(u)| ≤ CN |D|−N/2, u ∈ Q.
Indeed, when 1 + |y1| & |D|, then we can gain a factor |D|−N/2 from the first factor
in the integral in (5.25), and when 1 + |y1| ≪ |D| and |u3y2| ≤ |D|/2, then the last
factor in the integral can be estimated by C ′N |D|−N . Finally, when 1 + |y1| ≪ |D| and
|u3y2| ≥ |D|/2, then |y2| ≥ |D|/2, because |u3| ≤ 1, and we can gain a factor |D|−N/2
from the second factor in the integral in (5.25).
Similar estimates hold true also for partial derivatives of H, since these essentially
produce only further factors of the order |y2|, |r2(y1)| . (1 + |y1|) and |y2r3(y1)| .
|y2|(1 + |y1|) under the integral defining H(u), and as we have observed before, such
factors can easily be absorbed.
We thus find that ‖H‖C1(Q) . |D|−1, so that, by Lemma 5.2,
|σ3(λ1, t, x)| . 1|2−it − 1|
(
λ1|QD(x)|
)−1
.
This estimate allows to sum in λ1, since we are assuming that λ1|QD(x)| ≥ 4c in the
definition of µ31+it(x), and we conclude that also |µ21+it(x)| ≤ C, provided we choose the
second factor in the definition of γ(ζ) as γ2(ζ) := (2
1−ζ − 1)/(22/3 − 1).
4. The part where max{|A|, |B|} < 1 and |D| < 4c. Denote by µ41+it(x) the
contribution to µ1+it(x) by the terms for which max{|A(x, λ3, δ)|, |B(x, λ3, δ)|} < 1
and |D(x, λ1, δ)| < 4c.
Under the assumptions of this case, it is easily seen from formula (5.18), in combi-
nation with an estimate analogous to (5.25), that
µλ1,λ3(x) = J(A,B,D,E, λ
−1
1 , λ
− 1
3
3 , λ3λ
−1
1 ),
where J is a smooth function of all its (bounded) variables. We may thus invoke Lemma
8.1 from [21] on oscillatory double sums in order to conclude that also |µ41+it(x)| ≤ C,
provided we choose the third factor γ3(ζ) of γ(ζ) according to Remark 8.2 in [21].
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Since the details are very similar to the discussion the corresponding case in the last
part of the proof of Proposition 5.2 in [21], we shall skip the details.
Estimate (5.15) is a consequence of our estimates on the µj1+it(x), j = 1, . . . , 4, which
completes the proof of Proposition 5.3.
Q.E.D.
5.3. Estimation of T III0δ : Complex interpolation. The discussion of this operator
is easier than the one in the preceding subsection. Observe that in place of (5.9), we
here have
(5.26) φδ(x) := x
2
2 b(x1, x2, δ) + x
n
1α(δ1x1) + δ3x2x
n1
1 α1(δ1x1), (x1 ∼ 1, |x2| < ε),
since B = 2.
Assuming again without loss of generality that λ1 = λ2, we see that we have to prove
Proposition 5.4. Let m = 2 and B = 2, and consider the measure
νIII0δ :=
∑
2M≤λ3≤2−Mδ
−1
0
∑
2Mλ3≤λ1≤2−M δ
−1
0
ν
(λ1,λ1,λ3)
δ ,
where summation is taken over all sufficiently large dyadic λi in the given range. If we
denote by T III0δ the operator of convolution with ν̂
III0
δ , then, if M ∈ N is sufficiently
large (and ε sufficiently small),
(5.27) ‖T III0δ ‖6/5→6 ≤ C,
with a constant C not depending on δ, for δ sufficiently small.
Proof. For fixed λ3 satisfying 2
M ≤ λ3 ≤ 2−Mδ−10 we put
σλ3 :=
∑
{λ1:2Mλ3≤λ1≤2−M δ
−1
0 }
ν
(λ1,λ1,λ3)
δ ,
so that
νIII0δ =
∑
2M≤λ3≤2−Mδ
−1
0
σλ3 .
We embed σλ3 into an analytic family of measures
σλ3ζ (x) := γ(ζ)
∑
{λ1:2Mλ3≤λ1≤2−Mδ
−1
0 }
λ
1−3ζ
2
1 ν
(λ1,λ1,λ3)
δ , ζ ∈ Σ,
where γ(ζ) := 23(1−ζ)/2 − 1, so that σλ31/3 = σλ3 . From (4.15) we obtain that
‖σ̂λ3it ‖∞ ≤ Cλ−
1
2
3 ∀t ∈ R.
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We shall also prove that for every sufficiently small ǫ > 0 there is a constant Cǫ such
that
‖σλ31+it‖∞ ≤ Cǫλ
1+ǫ
2
3 ∀t ∈ R.
By Stein’s interpolation theorem for analytic families of operators, these estimates
easily imply that
‖T λ3‖pc→p′c . (λ
− 1
2
3 )
2
3 (λ
1+ǫ
2
3 )
1
3 = λ
ǫ−1
6
3 ,
where T λ3 denotes the operator of convolution with σ̂λ3 . Thus, if we choose ǫ sufficiently
small, we can also sum in λ3 and obtain (5.27).
Our goal will thus be to show that for ǫ sufficiently small, we have
(5.28) |σλ31+it(x)| ≤ Cǫλ
1+ǫ
2
3 ,
where Cǫ is independent of t, x, δ and λ3.
To this end, observe that
σλ31+it(x) := γ(1 + it)
∑
{λ1:2Mλ3≤λ1≤2−M δ
−1
0 }
λ
− 3
2
it
1 λ
−1
1 ν
(λ1,λ1,λ3)
δ (x),
and, by (4.1), (4.2),
λ−11 ν
(λ1,λ1,λ3)
δ (x) = λ1λ3
∫
χˇ1
(
λ1(x1 − y1)
)
χˇ1
(
λ1(x2 − δ0y2 − y21ω(δ1y1))
)
χˇ1
(
λ3
(
x3 − y22 b(y1, y2, δ)− yn1α(δ1y1)− δ3y2yn11 α1(δ1y1)
))
η(y) dy,(5.29)
where η is supported where y1 ∼ 1 and |y2| < ε. Now, if |x1| ≫ 1, or |x2| ≫ 1,
then similar arguments as in the preceding subsection show that |λ−11 ν(λ1,λ1,λ3)δ (x)| .
λ−N1 λ3 ≤ λ−13 λ2−N1 for every N ≥ 2, which implies (5.28).
We shall therefore assume from now on that |x1|+ |x2| . 1. The change of variables
y1 7→ x1−y1/λ1, y2 7→ y2/λ1/23 then leads in a similar way as in the previous subsection
to λ−11 ν
(λ1,λ1,λ3)
δ (x) = λ
1/2
3 µλ1,λ3(x), where
µλ1,λ3(x) :=
∫∫
χˇ1(y1)Fδ(λ1, λ3, x, y1, y2) dy1dy2,
with
Fδ(λ1, λ3, x, y1, y2) := η(x1 − λ−11 y1, λ−
1
2
3 y2) χˇ1(D − Ey2 + r1(y1))
× χˇ1
(
A− By2 − y22b(x1 − λ−13 (λ3λ−11 y1), λ−
1
2
3 y2, δ) + λ3λ
−1
1
(
r2(y1) + (λ
− 1
2
3 y2)δ3r3(y1)
))
.
Here, the quantities A to E are given by
A := λ3QA(x), B := λ
1
2
3QB(x),
D := λ1QD(x), E := (δ0λ1)λ
− 1
2
3 ,
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with QA(x), QB(x) and QD(x) as in (5.19). The functions ri(y1) have properties as
before, and we choose again c > 0 so that |ri(y1)| ≤ c(1+ |y1|), i = 1, 2, 3. Observe also
that in this integral, |y1| . λ1 and |y2| ≪ λ1/23 , and that only D and E depend on the
summation variable λ1.
It will be useful to observe that a simple van der Corput estimate allows to show
that
(5.30)
∫ ∣∣∣χ1(A−By2 − y22b(x1 . . . , δ) + λ3λ−11 (r2(y1) + (λ− 123 y2)δ3r3(y1)))∣∣∣ dy2 ≤ C,
with a constant C which does not depend on A,B, x, y1, the λj and δ.
1. The part where |D| ≥ 4c. Denote by σλ31+it,1(x) the contribution to σλ31+it(x) by
the terms for which |D(x, λ1, δ)| ≥ 4c. We claim that, for every N ∈ N,
(5.31) |µλ1,λ3(x)| . |D|−N .
Clearly, this estimate will allow us to sum in λ1 and obtain the right kind of estimate
|σλ31+it,1(x)| ≤ Cλ1/23 , in agreement with (5.28).
In order to prove (5.31), let us first consider the contribution µ1λ1,λ3(x) to the integral
defining µλ1,λ3(x) by the region where |y1| > |D|/4c. Here we may estimate |χˇ1(y1)| .
|D|−N(1+|y1|)−N for every N ∈ N, and combining this with (5.30) clearly yields (5.31).
Denote next by µ2λ1,λ3(x) the contribution by the region where |y1| ≤ |D|/4c. Then
|ri(y1)| ≤ |D|/2. But notice also that
|Ey2| ≪ |E|λ
1
2
3 ≤ λ1δ0 ≪ 1,
which shows that |D − Ey2 + r1(y1)| ≥ |D|/4. Thus, the second factor in Fδ can be
estimated by CN |D|−N , and again we arrive at (5.31).
2. The part where |D| < 4c. Denote by σλ31+it,2(x) the contribution to σλ31+it(x) by
the terms for which |D(x, λ1, δ)| < 4c.
As in the discussion in the previous subsection (part 2) we see that the oscillatory
sum defining λ
−1/2
3 σ
λ3
1+it,2(x) can essentially be written in the form (5.11), with α :=
−3/2, l = k1 and
u1 = 2
β1la1 := λ
−1
1 λ3, u2 = 2
β2la2 := λ1QD(x), u3 = 2
β3la3 := λ1(λ
− 1
2
3 δ0)
and where the function H = Hλ3,x,δ of u := (u1, u2, u3) is now given by
H(u) :=
∫∫
χˇ1(y1)η(x1 − u1λ−13 y1, λ−
1
2
3 y2) χˇ1(u2 − u3y2 + r1(y1;λ−13 u1, x1, δ))
×χˇ1
(
A−By2 − y22b(x1 − λ−13 u1y1, λ−
1
2
3 y2, δ) + u1r2(y1;λ
−1
3 u1, x1, δ)
+(λ
− 1
2
3 y2)δ3r3(y1;λ
−1
3 u1, x1, δ)
)
dy1dy2.
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Moreover, the cuboid Q in Lemma 5.2 is defined by the conditions
|u1| ≤ 2−M , |u2| < 4c, |u3| ≤ 2− 32M .
Let us estimate the C1- norm ofH onQ. Because of (5.30), we clearly have ‖H‖C(Q) .
1. We next consider partial derivatives of H. From our integral formula for H(u), it
is obvious that the partial derivative of H with respect to u1 will essentially only
produce additional factors of the form λ−13 y1, λ
−1
3 y1y
2
2, λ
−1/2
3 y2λ
−1
3 y1 under the double
integral. However, powers of y1 can be absorbed by the rapidly decaying factor χˇ1(y1),
and |λ−13 y22| ≤ ε ≪ 1, so that |∂u1H(u)| . 1 too, and the same applies to |∂u2H(u)|.
The main problem is again caused by the partial derivative with respect to u3, which
produces an additional factor y2.
However, arguing as in the preceding subsection (compare (5.15)), we find that for
ǫ ∈]0, 1] and s ∈ [0, 1]
|∂u3H(su)| . |u3|ǫ−1 sǫ−1
∫∫
|y2|≤λ
1
2
3
(1 + |y1|)−N
∣∣∣χˇ1(A− By2 − y22b(x1 − λ−13 su1y1, λ− 123 y2, δ)
+su1r2(y1;λ
−1
3 su1, x1, δ) + (λ
− 1
2
3 y2)δ3r3(y1;λ
−1
3 su1, x1, δ)|
∣∣∣ |y2|ǫ dy1dy2.
Estimating |y2|ǫ in a trivial way by |y2|ǫ ≤ λǫ/23 , we see by means of (5.30) that
(5.32) |∂u3H(su)| . |u3|ǫ−1 sǫ−1λ
ǫ
2
3 , for all u ∈ Q.
By means of Lemma 5.2 (and our choice of γ(ζ)), this implies that
|λ−1/23 σλ31+it,2(x)| . λ
ǫ
2
3 ,
which completes the proof of (5.28), and hence also of Proposition 5.4.
Q.E.D.
5.4. Estimation of T III2δ : Complex interpolation. The discussion of this operator
will somewhat resemble the one of the operator T V Iδ,j in Subsection 8.2 of [21], which
arose from the same Subcase 3.2 (b) of Subsection 5.3 in [21], with 2−j playing again
the role of δ0 here, and where we have had B = 2, in place of B = 3 here.
Assuming again without loss of generality that λ1 = λ2, we see that here we have to
prove
Proposition 5.5. Let m = 2 and B = 3, and consider the measure
νIII2δ :=
∑
2M δ−10 ≤λ1<δ
−3/2
0
∑
2Mλ1δ0≤λ3≤2−M (λ1δ0)3
ν
(λ1,λ1,λ3)
δ ,
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where summation is taken over all sufficiently large dyadic λi in the given range. If we
denote by T III2δ the operator of convolution with ν̂
III2
δ , then, if M ∈ N is sufficiently
large (and ε sufficiently small),
(5.33) ‖T III2δ ‖6/5→6 ≤ C,
with a constant C not depending on δ, for δ sufficiently small.
Proof. Recall that, by (4.15), ‖ν̂λδ ‖∞ . λ−1/21 λ−1/33 . In analogy to the proof of Propo-
sition 5.3, we therefore define here for ζ in the strip Σ = {ζ ∈ C : 0 ≤ Re ζ ≤ 1} an
analytic family of measures by
µζ(x) := γ(ζ)
∑
2Mδ−10 ≤2
k1<δ
−3/2
0
∑
2M+k1δ0≤2k3≤2−M23k1δ30
2
(1−3ζ)k1
2 2
(1−3ζ)k3
3 ν
(2k1 ,2k1 ,2k3)
δ ,
where we may here put
γ(ζ) :=
1− 2 92 (1−z)
1− 23 .
By Tζ we denote again the operator of convolution with µ̂ζ. Observe that for ζ = θc =
1/3, we have µθc = ν
III2
δ , hence Tθc = T
III2
δ , so that, arguing exactly as in the preceding
subsection, by means of Stein’s interpolation theorem (5.33) will follow if we can prove
that there is a constant C such that
(5.34) |µ1+it(x)| ≤ C,
where C is independent of t, x and δ.
Setting
µλ1,λ3(x) := λ
−1
1 λ
− 2
3
3 ν
(λ1,λ1,λ3)
δ (x),
we may re-write
(5.35) µ1+it(x) = γ(1 + it)
∑
2M δ−10 ≤λ1<δ
−3/2
0
∑
2Mλ1δ0≤λ3≤2−M (λ1δ0)3
λ
− 3
2
it
1 λ
−it
3 µλ1,λ3(x).
Arguing as in the preceding subsection, by means the identity (5.17) we see again
that we may assume in the sequel that |x1| ∼ 1 and |x2| . 1 (notice that also here we
have λ3 ≪ λ1).
By means of the change of variables y1 7→ x1 − y1/λ1, y2 7→ y2/(λ1δ0) and Taylor
expansion around x1 we may re-write µλ1,λ3(x) = λ
1/3
3 /(λ1δ0) µ˜λ1,λ3(x), where
(5.36) µ˜λ1,λ3(x) =
∫∫
χˇ1(y1)F˜δ(λ1, λ3, x, y1, y2) dy1dy2,
with
F˜δ(λ1, λ3, x, y1, y2) := η(x1 − λ−11 y1, δ−10 λ−11 y2) χˇ1(D − y2 + r1(y1))
× χˇ1
(
A− By2 − E y32b(x1 − λ−11 y1), δ−10 λ−11 y2, δ) + λ3λ−11
(
r2(y1) + (δ
−1
0 λ
−1
1 y2)δ3r3(y1)
))
.
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Here, the quantities A to E are given by
A = A(x, λ3, δ) := λ3QA(x), B := B(x, λ1, λ3, δ) :=
λ3
λ1
QB(x),
D = D(x, λ1, δ) := λ1QD(x), E :=
λ3
(δ0λ1)3
≤ 2−M ,(5.37)
with
QA(x) := x3 − xn1α(δ1x1), QB(x) :=
δ3
δ0
xn11 α1(δ1x1), QD(x) := x2 − x21ω(δ1x1).
Again, the functions ri(y1) = ri(y1;λ
−1
1 , x1, δ), i = 1, 2, 3, are smooth functions of y1
(and λ−11 and x1) satisfying estimates of the form (5.20). Moreover, we may assume
that |y1| . λ1 and |δ−10 λ−11 y2| ≤ ε, because of our assumption |x1| ∼ 1 and the support
properties of η.
The factor λ
1/3
3 /(λ1δ0) by which µλ1,λ3(x) and µ˜λ1,λ3(x) differ suggests to decompose
the summation over k3 into three arithmetic progressions k3 = i + 3k4, i = 0, 1, 2 (cf.
a similar discussion in [21]). Restricting ourselves to anyone of them, let us assume for
simplicity that i = 0, so that k3 = 3k4, with k4 ∈ N. Let us also assume that δ0 is a
dyadic number (otherwise, replace δ0 by the biggest dyadic number smaller or equal
to δ0). It is then convenient to introduce new summation variables (k0, k4) in place of
(k1, k3) by requiring that k1 = k0 + k3/3 − log2(δ0) = k0 + k4 − log2(δ0). In terms of
their exponentials λ0 := 2
k0 and λ4 := 2
k4, this means that
λ1 =
λ0λ4
δ0
, λ3 = λ
3
4,
and we can re-write the conditions on the index sets for λ1 and λ3 over which we sum
in (5.35) as
(5.38) λ0 ≥ 2M3 , 2M2 λ
1
2
0 ≤ λ4 ≤ δ−
1
2
0 λ
−1
0 ,
and correspondingly we shall re-write (5.35) as
µ1+it(x) = γ(1 + it) δ
3
2
it
0
∑
λ0≥2
M
3
∑
2
M
2 λ
1
2
0 ≤λ4≤δ
− 12
0 λ
−1
0
λ
−(1+ 3
2
it)
0 λ
− 9
2
it
4 µ˜λ0λ4
δ0
,λ34
(x).
For λ0 and x fixed, let us put
fλ0,x(λ4) := µ˜λ0λ4
δ0
,λ34
(x),
ρt,λ0(x) := γ(1 + it)
∑
{λ4: 2
M
2 λ
1
2
0 ≤λ4≤δ
− 12
0 λ
−1
0 }
λ
− 9
2
it
4 fλ0,x(λ4).
The previous formula for µ1+it(x) shows that in order to verify (5.34), it will suffice
to prove the following uniform estimate: there exist constants C > 0 and ǫ ≥ 0 with
ǫ < 1, so that for all x such that |x1|+ |x2| . 1 and δ sufficiently small we have
(5.39) |ρt,λ0(x)| ≤ Cλǫ0 for λ0 ≥ 2
M
3 .
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In order to prove this, observe that by (5.36)
(5.40) fλ0,x(λ4) =
∫∫
χˇ1(y1)Fδ(λ0, λ4, x, y1, y2) dy1dy2,
where
Fδ(λ0, λ4, x, y1, y2) := η(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1y2, δ) χˇ1(D − y2 + r1(y1))
×χˇ1
(
A− By2 − E y32b(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1y2, δ) + δ3δ0λ4λ−20 y2 r3(y1)
+δ0λ
2
4λ
−1
0 r2(y1)
)
and
A = A(x, λ4, δ) := λ
3
4QA(x), B := B(x, λ0, λ4, δ) :=
λ24
λ0
QB(x),
D = D(x, λ0, λ4, δ) :=
λ0λ4
δ0
QD(x), E := λ
−3
0 ≤ 2−M ,(5.41)
where
QA(x) := x3 − xn1α(δ1x1), QB(x) := δ3xn11 α1(δ1x1), QD(x) := x2 − x21ω(δ1x1).
The functions ri(y1) = ri(y1;λ
−1
0 , λ
−1
4 , x1, δ), i = 1, 2, 3, are smooth functions of y1
(and λ−11 , λ
−1
4 and x1), satisfying estimates of the form
(5.42) |ri(y1)| ≤ C|y1|,
∣∣∣∣( ∂∂(λ−14 )
)
ri(y1;λ
−1
0 , λ
−1
4 , x1, δ)
∣∣∣∣ ≤ Cl|y1|2
(compare (5.20)).
Given x and λ0, we shall split the summation in λ4 into sub-intervals, according to
the (relative ) sizes of the quantities A,B and D, which are considered as functions of
λ4.
1. The part where |D| ≫ 1. Denote by ρ1t,λ0(x) the contribution to ρt,λ0(x) by the
terms for which |D| ≫ 1.
We first consider the contribution to fλ0,x(λ4) given by integrating in (5.40) over the
region where |y1| & |D|ε (where ε > 0 is assumed to be sufficiently small). Here, the
rapidly decaying first factor χˇ1(y1) leads to an improved estimate of this contribution
of the order |D|−N for every N ∈ N, which allows to sum over the dyadic λ4 for which
|D| ≫ 1, and the contribution to ρ1t,λ0(x) is of order O(1), which is stronger than what
is needed in (5.39).
We may therefore restrict ourselves in the sequel to the region where |y1| ≪ |D|ε.
Observe that, because of (5.42), this implies in particular that |ri(y1)| ≪ |D|ε, i =
1, 2, 3. By looking at the second factor in Fδ, we again see that the contribution by the
regions where in addition |y2| < |D|/2, or |y2| > 3|D|/2, is again of the order |D|−N
for every N ∈ N, and their contributions to ρ1t,λ0(x) are again admissible.
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What remains is the region where |y1| ≪ |D|ε and |D|/2 ≤ |y2| ≤ 3|D|/2. In addition,
we may assume that y2 and D have the same sign, since otherwise we can estimate as
before. Let us therefore assume, e.g., that D > 0, and that D/2 ≤ y2 ≤ 3D/2.
The change of variables y2 7→ Dy2 then allows to re-write the corresponding contri-
bution to fλ0,x(λ4) as
(5.43) f˜λ0,x(λ4) := D
∫
|y1|≪|D|ε
∫
1/2≤y2≤3/2
χˇ1(y1)F˜δ(λ0, λ4, x, y1, y2) dy2dy1,
where here
F˜δ(λ0, λ4, x, y1, y2) := η(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1Dy2, δ) χˇ1(D −Dy2 + r1(y1))χ1(y2)
χˇ1
(
A−BDy2 − ED3 y32b(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1Dy2, δ) + δ3δ0λ4λ−20 D r3(y1) y2
+δ0λ
2
4λ
−1
0 r2(y1)
)
,
and where χ1 is supported where y2 ∼ 1. In the subsequent discussion, we may and
shall assume that fλ0,x(λ4) is replaced by f˜λ0,x(λ4).
Recall also from (5.10) that b(x1, x2, δ) = b3(δ1x1, δ2x2), and that δ2 ≪ δ0. The last
estimate implies that
|δ2(λ0λ4)−1D| = δ2
δ0
|QD(x)| ≪ 1,
which shows that the second derivative of the argument of the last factor of our function
F˜δ(λ0, λ4, x, y1, y2) with respect to y2 is comparable to |ED3|. We may therefore apply
a classical van der Corput estimate for the integration in y2 (see [32]; also case (i) in
Lemma 2.2 (b) in [21]) and obtain that
|f˜λ0,x(λ4)| . |D||ED3|−
1
2 = λ
3
2
0 |D|−
1
2 .
Interpolation with the trivial estimate |f˜λ0,x(λ4)| . 1 then leads to |f˜λ0,x(λ4)| .
λ
1
2
0 |D|−
1
6 . The second factor allows to sum in λ4, since we are assuming that |D| ≫ 1,
and we obtain |ρ1t,λ0(x)| ≤ Cλ1/20 , in agreement with (5.39).
We may thus in the sequel assume that |D| . 1. Here we go back to (5.40) and
observe that χˇ1(y1)χˇ1(D−y2+r1(y1)) can be estimated by CN (1+ |y1|)−N(1+ |y2|)−N .
This shows in particular that any power of y1 or y2 can be “absorbed” by these two
factors.
We shall still have to distinguish between the cases where |B| ≥ 1, and where |B| < 1.
2. The part where |D| . 1 and |B| ≥ 1. Denote by ρ2t,λ0(x) the contribution to
ρt,λ0(x) by the terms for which |D| . 1 and |B| ≥ 1.
If |y2| & (|B|/|E|)1/2, then we see that we can estimate the contribution to fλ0,x(λ4)
by a constant times (|B|/|E|)−1/2 = λ−3/20 |B|−1/2. Summing over all λ4 such that
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|B| ≥ 1 then leads to a uniform estimate for the contributions of these regions to
ρ2t,λ0(x).
So, assume that |y2| ≪ (|B|/|E|)1/2 =: H. Applying the change of variables y2 7→
Hy2, we then see that we may replace fλ0,x(λ4) by
(5.44) f˜λ0,x(λ4) = H
∫∫
χˇ1(y1)F˜δ(λ0, λ4, x, y1, y2) dy1dy2,
where
F˜δ(λ0, λ4, x, y1, y2) := η(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1Hy2, δ) χˇ1(D −Hy2 + r1(y1))
×χ0(y2) χˇ1
(
A−HB
(
y2 + y
3
2 sgn (B) b(x1 − δ0(λ0λ4)−1y1, (λ0λ4)−1Hy2, δ
)
+δ3δ0λ4λ
−2
0 H y2 r3(y1) + δ0λ
2
4λ
−1
0 r2(y1)
)
We claim that
(5.45) |f˜λ0,x(λ4)| ≤ CH|HB|−
1
2 = λ
3
4
0 |B|−
1
4 .
Since we are here assuming that |B| ≥ 1, this estimate would imply the estimate
|ρ2t,λ0(x)| ≤ Cλ3/40 , again in agreement with (5.39).
In order to prove (5.45), observe first that the contribution to f˜λ0,x(λ4) by the region
where |y1| > |HB| clearly can be estimated by the right-hand side of (5.45), because
of the rapidly decaying factor χˇ1(y1) in the integrand. And, on the remaining region
where |y1| ≤ |HB|, we have
|δ3δ0λ4λ−20 H r3(y1)| ≤ δ3δ0λ4λ−20 |H| |HB| = δ3
δ0λ
2
4
λ0
|QB(x)| 12 | |HB|
. λ−30 δ
3
2
3 |HB| ≪ |HB|.
Observe also that (λ0λ4)
−1H = |QB(x)| 12 . δ
1
2
3 ≪ 1. This shows that if γ denotes the
argument of the last factor of F˜δ(λ0, λ4, x, y1, y2), then there are constants 0 < C1 < C2,
such that
C1|HB| ≤
∣∣∣ ∂
∂y2
γ(y2)
∣∣∣ + ∣∣∣( ∂
∂y2
)2
γ(y2)
∣∣∣ ≤ C2|HB|, |y2| . 1,
uniformly in x, y1 and δ. We may thus apply a van der Corput type estimate (see case
(ii) in Lemma 2.2 (b) of [21]) to the integration in y2 and again arrive at an estimate by
the right-hand side of (5.45), also for the contribution by the region where |y1| ≤ |HB|.
3. The part where |D| . 1, |B| < 1 and |A| ≫ 1. Denote by ρ3t,λ0(x) the contribution
to ρt,λ0(x) by the terms for which these conditions are satisfied. We claim that here we
get
(5.46) |fλ0,x(λ4)| ≤ C|A|−N ,
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for every N ∈ N. This estimate will imply the estimate |ρ3t,λ0(x)| ≤ Cλ3/40 , again in
agreement with (5.39).
In order to prove (5.46), observe that the contributions to fλ0,x(λ4) by the regions
where |y1| & |A|1/3, or |y2| & |A|1/3, can be estimated by a constant times (|A|1/3)−N ,
because of the rapid decay in y1 and y2 of Fδ. So, assume that |y1| + |y2| ≪ |A|1/3.
Then we see that
|By2| ≪ |B||A|1/3 ≪ |A| and |Ey32| ≪ |EA| ≪ |A|,
as well as
|δ3δ0λ4λ−20 y2 r3(y1) + δ0λ24λ−10 r2(y1)| ≪ |A|
2
3 ≪ |A|,
and thus the last factor of Fδ is of order |A|−N . Consequently, also the contribution to
fλ0,x(λ4) by the region where |y1|+ |y2| ≪ |A|1/3 can be estimated as in (5.46).
4. The part where max{|A|, |B|, |D|} . 1. Denote by ρ4t,λ0(x) the contribution to
ρt,λ0(x) by the terms for which max{|A|, |B|, |D|} . 1. Then we can easily estimate
ρ4t,λ0(x) by means of Lemma 5.2 in a very similar way as we did in the last part of
Section 8 in [21], and obtain that |ρ4t,λ0(x)| ≤ C.
This completes the proof of estimate (5.39) (with ǫ := 3/4), and hence also of the
proof of Proposition 5.5.
Q.E.D.
6. The case where λ1 ∼ λ2 ∼ λ3
We shall assume for the sake of simplicity that
λ1 = λ2 = λ3 ≫ 1.
The more general case where λ1 ∼ λ2 ∼ λ3 ≫ 1 can be treated in a very similar way.
By changing notation slightly, we shall denote in this section by λ the common value
of the λj .
We change coordinates from ξ = (ξ1, ξ2, ξ3) to s1, s2 and s3 := ξ3/λ, i.e.,
ξ1 = s1ξ3 = λs1s3, ξ2 = λs2ξ3 = λs2s3, ξ3 = λs3,
and write in the sequel
s := (s1, s2, s3) s
′ := (s1, s2).
Then we may re-write
Φ(x, δ, ξ) = λs3Φ˜(x, s
′),
where
Φ˜(x, s′) := s1x1 + s2x
m
1 ω(δ1x1) + x
n
1α(δ1x1)
+ s2δ0x2 +
(
xB2 b(x1, x2, δ) + r(x1, x2, δ)
)
,(6.1)
where ω(0) 6= 0, α(0) 6= 0, and b(x1, 0, δ) 6= 0, if x1 ∼ 1, and where δ and r(x1, x2, δ)
are given by (3.11) and (3.10), respectively.
40 I. A. IKROMOV AND D. MU¨LLER
Now, the first part of Φ˜ has at worst an Airy type singularity with respect to x1,
and the derivate of order B with respect to x2 does not vanish, so that we obtain
(6.2) ‖ν̂λδ ‖∞ . λ−
1
3
− 1
B
(indeed, by localizing near a given point x0 and looking at the corresponding Newton
polyhedron of Φ˜ at this point, this follows more precisely from the main result in [20]).
On the other hand, standard van der Corput type arguments (compare Lemma 2.2 in
[21]) show that here
(6.3) ‖νλδ ‖∞ . min{λ3λ−1λ−
1
B , λ3λ−1(λδ0)
−1} = λ min{λB−1B , δ−10 }.
We therefore distinguish the following cases:
Case A: λ ≤ δ−B/(B−1)0 . Then ‖νλδ ‖∞ . λ2−1/B, and by interpolation we get
(6.4) ‖T λδ ‖pc→p′c . λ−
1
3
− 1
B
+ 7
3
θc ,
again with θc = 2/p
′
c.
Case B: λ > δ
−B/(B−1)
0 . Then ‖νλδ ‖∞ . λδ−10 , and by interpolation we get
(6.5) ‖T λδ ‖pc→p′c . λ−
1
3
− 1
B
+( 4
3
+ 1
B
)θc δ−θc0 .
Observe that in both cases, the exponents of λ in these estimates become strictly
smaller if we replace θ by a strictly smaller numbers, and the one of δ increases.
6.1. The case where hr + 1 > B. We observe that then p′c > 2B, and thus
θc < 1/B.
This shows that
−1
3
− 1
B
+
7
3
θc < −1
3
− 1
B
+
7
3
1
B
= −B − 4
3B
.
Thus, if B ≥ 4, then for θ = θc, the exponent of λ in (6.4) is strictly negative, so that
in Case A we can sum the estimates for p = pc over all λ ≤ δ−B/(B−1)0 and obtain, for
B ≥ 4,
(6.6)
∑
λ≤δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . 1.
Similarly, since
−1
3
− 1
B
+ (
4
3
+
1
B
)θc < −1
3
− 1
B
+ (
4
3
+
1
B
)
1
B
= −B
2 −B − 3
3B2
,
where B2 −B − 3 > 0 if B ≥ 3, we see that (6.5) implies in Case B that∑
λ>δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . δ
B+3−7Bθc
3(B−1)
0 < δ
B−4
3(B−1)
0 ,
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hence, for B ≥ 4,
(6.7)
∑
λ>δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . 1, (B ≥ 4).
The case where B = 3 requires more refined estimates, whereas the case B = 2 is
rather easy to handle, given our assumption (3.15).
Assume first that B = 2. Then, by (6.4), if λ ≤ δ−20 ,
‖T λδ ‖pc→p′c . λ−
1
3
− 1
2
+ 7
3
θc = λ
14θc−5
6 ,
and since by our assumption (3.15) θc ≤ 1/3, the exponent of λ in this estimate is
strictly negative, so that we can sum over λ and again obtain (6.6).
Similarly, by (6.5), if λ > δ−20 ,
‖T λδ ‖pc→p′c . λ−
1
3
− 1
2
+( 4
3
+ 1
2
)θc δ−θc0 = λ
11θc−5
6 δ−θc0 .
But, 11θc − 5 ≤ 11/3− 5 < 0, and so we get∑
λ>δ−20
‖T λδ ‖pc→p′c . δ
5−14θc
3
0 ≤ 1,
so that (6.7) holds true also in this case.
Assume next that B = 3. Then in Case A, where λ ≤ δ−3/20 , we have by (6.4)
‖T λδ ‖pc→p′c . λ
7θc−2
3 ,
and thus, if 7θc − 2 < 0, then we can sum these estimates in λ ≤ δ−3/20 and obtain
(6.7).
Let us therefore assume henceforth that θc ≥ 2/7. Observe that by Lemma 3.1 we
have θc < θ˜c, unless h˜
r = d and hr +1 ≥ H, in which case we have θc = θ˜c and p˜′c = p′c.
Thus
‖T λδ ‖pc→p′c . λ
7θ˜c−2
3 ,
with θ˜c > 2/7, unless θc = θ˜c = 2/7, h˜
r = d and hr + 1 ≥ H. Note that in the latter
case, H = B = 3, and since θ˜c = 2/7, we find that m = 5 and d = 5.2.
In this particular case, we only get a uniform estimates for ‖T λδ ‖pc→p′c . 1. However,
here we have ‖νλδ ‖∞ . λ5/3, since we are in Case A, and ‖ν̂λδ ‖∞ . λ2/3, whereas
θc = 2/7, and thus −(1−θc)2/3+ θc5/3 = 0. Moreover, νλδ = νδ ∗φλ, where the Fourier
transform of φλ is given by φ̂λ(ξ) = χ1
(
ξ1
λ
)
χ1
(
ξ2
λ
)
χ1
(
ξ3
λ
)
. This implies a uniform
estimate of the L1-norms of the φλ for all dyadic λ. We may thus estimate the operator
T IV1 of convolution with the Fourier transform of the complex measure
νIV1δ :=
∑
λ≤δ
−3/2
0
νλδ
42 I. A. IKROMOV AND D. MU¨LLER
by means of the real-interpolation Proposition 5.1 in the same way as we estimated the
operators T I1 and T II1 in Subsection 5.1, by adding the measure νIV1δ to the family of
measures µi, i ∈ I, from the second class in (5.8).
So, assume that θ˜c > 2/7. Then we find that∑
λ≤δ
−3/2
0
‖T λδ ‖pc→p′c . δ
2−7θ˜c
2
0 .
Let us next turn to Case B, where λ > δ
−3/2
0 . Then, by (6.5),
‖T λδ ‖pc→p′c . λ
5θc−2
3 δ−θc0 .
Since θc ≤ 1/3, we can sum in λ and obtain∑
λ>δ
−3/2
0
‖T λδ ‖pc→p′c . δ
2−7θc
2
0 ≤ δ
2−7θ˜c
2
0 .
Combining these estimates, we obtain
(6.8)
∑
λ≫1
‖T λδ ‖pc→p′c . δ
2−7θ˜c
2
0 .
Observe next that
2− 7θ˜c
2
= 1− 7
p˜′c
=
2h˜r − 5
p˜′c
,
and recall that δ0 = 2
−(κ˜2−mκ˜1). In combination with the re-scaling estimate (3.14) this
leads to (∫
|fˆ |2dµ1,k
) 1
2
. 2
−k
(
|κ˜|
2
−
κ˜1(1+m)+1
p′c
+(κ˜2−mκ˜1)
2h˜r−5
2p˜′c
)
‖f‖Lpc
≤ C2−k
(
|κ˜|
2
−
κ˜1(1+m)+1
p˜′c
+(κ˜2−mκ˜1)
2h˜r−5
2p˜′c
)
‖f‖Lpc .(6.9)
where µ1,k denotes the measure corresponding to the frequency domains that we are
here considering, i.e., µ1,k corresponds to the re-scaled measure
ν1,δ :=
∑
λ≫1
ν
(λ,λ,λ)
δ .
But,
E := 2p˜′c
( |κ˜|
2
− κ˜1(1 +m) + 1
p˜′c
+ (κ˜2 −mκ˜1)2h˜
r − 5
2p˜′c
)
= |κ˜|(2h˜r + 2)− 2(κ˜1(1 +m) + 1) + (κ˜2 −mκ˜1)(2h˜r − 5)
= κ˜2(4h˜
r − 3) + κ˜1(3m− 2h˜r(m− 1))− 2,
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where
κ˜2(4h˜
r − 3) = 4m
m+ 1
− 3κ˜2,
κ˜1(3m− 2h˜r(m− 1)) = mκ˜1
κ˜2
( 3
H
− 2m− 1
m+ 1
)
.
Since H ≥ B = 3, we see that 3/H − 2(m − 1)/(m + 1) ≤ (3 − m)/(m + 1) ≤ 0 if
m ≥ 3. Thus, if m ≥ 3, then since κ˜1/κ˜2 = 1/a < 1/m we see that
κ˜1(3m− 2h˜r(m− 1)) ≥ 3κ˜2 − 2m− 1
m+ 1
and altogether we find that E ≥ 0 (even with strict inequality, if H > 3). We thus
have proved
(6.10)
(∫
|fˆ |2dµ1,k
) 1
2
≤ C‖f‖Lpc ,
with a constant C not depending on k, provided that m ≥ 3.
Assume finally that B = 3 and m = 2. Recall also that we are still assuming
that hr + 1 > B = 3 and θc ≥ 2/7, so that 3 < hr + 1 ≤ 7/2.
We shall prove that the Newton-polyhedron of φ˜a respectively φ will have a particular
structure. Indeed, if φ is analytic, then one can show that φ is of type Z,E, J,Q etc.,
in the sense of Arnol’d’s classification of singularities (compare [3]).
We shall, however, content ourselves with a little less information, which will never-
theless be sufficient for our purposes.
Recall from [21] the notion of augmented Newton polyhedron N r(φ˜a) of φ˜a. If L
denotes the principal line of N (φ), then it is a supporting line to N (φ˜a) too, and if
(A+, B+) denotes the right endpoint of the line segment L∩N (φ˜a), then let L+ be the
half-line L+ ⊂ L contained in the principal line of N (φ) with right endpoint (A+, B+).
Then N r(φ˜a) is the convex hull of the union of N (φ˜a) with the half-line L+. Recall
also that N r(φ˜a) and N r(φa) do agree in the closed half-space above the bi-sectrix ∆,
so that hr + 1 is the second coordinate of the point at which the line ∆(m) intersects
the boundary of N r(φ˜a).
Proposition 6.1. If B = 3, m = 2 and 3 < hr + 1 ≤ 3.5, then (A+, B+) = (1, 3),
and N r(φ˜a) has exactly two edges, L+ and the line segment [(1, 3), (0, n)], which is
contained in the principal line La of N (φ˜a).
In particular,
(6.11) κ =
(1
7
,
2
7
)
, hr = d =
7
3
, and κ˜ =
( 1
n
,
n− 1
3n
)
,
where n > 7.
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Proof. Denote by (A′, B′) := (A′(0), B
′
(0)) ∈ La the left endpoint of the principal face
π(φ˜a) of the Newton polyhedron of φ˜a. Then B′ ≥ B = 3. In a first step, we prove that
B′ = 3.
Assume, to the contrary, that we had B′ ≥ 4 (observe that B′ is an integer). Since
the line La has slope strictly less 1/m = 1/2, then it easily seen that the line La would
intersect the line ∆(2) at some point with second coordinate z2 strictly bigger than 3.5,
so that hr + 1 ≥ z2 > 3.5, which would contradict our assumption (Figure 2).
Thus, B′ = B = 3. In a second step, we show that A′ = 1. To this end, let us
here work with φa in place of φ˜a. Note the point (A′, B′) is also the left endpoint of
the principal face of N (φa), and that the principal faces of the Newton polyhedra of
φa and φ˜a both lie on the same line La, since the last step in the change to modified
adapted coordinates (3.4) preserves the homogeneity κ˜. This shows that also A′ ∈ N.
Moreover, A′ ≥ 1, for otherwise we had A′ = 0 and thus hr + 1 = 3.
Assume that A′ ≥ 2. We have to distinguish two cases.
a) If the line L, which has slope 1/2, contains the point (A′, B′), then the assumption
A′ ≥ 2 would imply that hr + 1 > 3.5 (see Figure 3).
b) If not, then π(φa) will have an edge γ = [(A′′, B′′), (A′, B′)] with right endpoint
(A′, B′), and L must touch N (φa) in a point contained in an edge strictly left to γ.
But then the line L′′ containing γ must have slope strictly less than the slope 1/2 of L,
and necessarily B′′ > B′ = 3, hence B′′ ≥ 4. It is the again easily seen that the line L′′
would intersect the line ∆(2) at some point with second coordinate z2 strictly bigger
than 3.5, so that again hr + 1 ≥ z2 > 3.5, which would contradict our assumption
(Figure 3).
We have thus found that (A′, B′) = (1, 3). Assume finally that N (φ) had a vertex
(A′′, B′′) to the left of (1, 3). Then necessarily A′′ = 0 and B′′ ≥ 4, so that the line
passing through (A′′, B′′) and (1, 3) had slope at least 1, a contradiction. We have seen
that N (φ) is contained in the half-plane where t1 ≥ 1, and thus the line L must pass
through the point (1, 3), and the claim on the structure of N r(φ˜a) is now obvious.
But then clearly ∆(2) will intersect the boundary of N r(φ˜a) in a point of L+, so that
hr = d. The remaining statements in (6.11) are now easily verified. Q.E.D.
With this structural result, we can now conclude the discussion of this case. Indeed,
by Proposition 6.1 we have θc = 3/10 > 2/7, and, arguing as before, only with θc in
place of θ˜c, we obtain
(6.12)
∑
λ≫1
‖T λδ ‖pc→p′c . δ
2−7θc
2
0 .
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B = 3
3, 5
4
hr + 1
L
La
1 n
(A′, B′)
La
N r(φ˜a)
∆(2)
Figure 2
Following the previous discussion, we find that the exponent E in the estimate (6.9) is
here given by
E := 2p′c
( |κ˜|
2
− κ˜1(1 + 2) + 1
p′c
+ (κ˜2 − 2κ˜1)2h
r − 5
2p′c
)
= κ˜2(4h
r − 3) + κ˜1(6− 2hr)− 2.
By means of (6.11) one then computes that
E =
19
9
n− 1
n
+
4
3
1
n
− 2 = n− 7
9n
> 0,
so that the uniform estimate (6.10) remains valid also in this case.
6.2. The case where hr + 1 ≤ B. In this case, since d < h ≤ hr + 1, we have d < B,
and since we are assuming that d > 5/2, we see that we may assume that B ≥ 3.
Moreover, it is obvious from the structure of the Newton polyhedron of φa that
necessarily m+ 1 ≤ B, and
(6.13) hr + 1 = hlpr + 1 =
1 + (m+ 1)κ˜1
|κ˜| .
Indeed, this follows from the geometric interpretation of the notion of r-height given
directly after Remarks 1.3 in [21], since the line ∆(m) intersects the principal face π(φa)
(see Figure 3).
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3
4
3, 5
∆(2)
1 n
L
L′′
L
(A′′, B′′)
A′ ≥ 2
γ
L′′
Figure 3
Therefore, in passing from the measure νδ to µk, no further gain is possible in this
situation in (3.14).
Consider first Case A. Corollary 3.2 (b) implies that θc ≤ θ˜B. Thus, by (6.4) we
have
‖T λδ ‖pc→p′c . λ−
1
3
− 1
B
+ 7
3
m+1
mB+m+1 = λ−
M(m,B)
3B(mB+m+1) ,
where
M(m,B) := mB2 − (3m+ 6)B + 3(m+ 1)
is increasing in B if B ≥ 3 and m ≥ 2. Since B ≥ m+ 1, we thus have
M(m,B) ≥ m3 −m2 − 5m− 3,
and the right-hand side of this inequality is increasing in m if m ≥ 2 and assumes
the value 0 if m = 3. Therefore, M(m,B) ≥ 0 if m ≥ 3, even with strict inequality if
B > m+ 1.
We thus see that the estimates of ‖T λδ ‖pc→p′c sum for m ≥ 3 in λ ≤ δ−B/(B−1)0 when
B > m+ 1, and are at least uniform, if B = m+ 1.
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Finally, when m = 2, then M(2, B) = 2B2 − 12B + 9 = 2[(B − 3)2 − 9/2] > 0, iff
B ≥ 6. We thus find that
(6.14)∑
λ≤δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . 1, except possibly whenm = 2, B = 3, 4, 5, orm = 3, B = 4.
Moreover, we have
‖T λδ ‖pc→p′c . 1 if m = 3, B = 4.
But, recall that θc < θ˜c ≤ θ˜B, unless 4 = B = H = hr + 1 = d + 1 here, so that
θc = 1/4, so that in the case where we can only obtain the previous uniform estimate
for the T λδ , we will have θc = 1/4. Moreover, by (6.2) and (6.3) we have ‖νλδ ‖∞ . λ7/4,
since we are in Case A, and ‖ν̂λδ ‖∞ . λ−7/12, where −(1 − θc)7/12 + θc7/4 = 0. We
may thus again estimate the operator of convolution with the Fourier transform of the
complex measure
∑
λ≤δ
−4/3
0
νλδ by means of the real-interpolation Proposition 5.1, in
the same way as we did in the corresponding case where m = 2 and B = 3.
We are thus left with the cases where m = 2, hr + 1 ≤ B and B = 3, 4, 5. So assume
in the sequel that that m = 2 and hr + 1 ≤ B
If m = 2 and B = 3, then B = m+1, and since we are assuming hr +1 ≤ B, a look
at the Newton polyhedron shows that necessarily H = B = 3 = hr + 1.
Lemma 6.2. Assume that m = 2 and B = 4, 5. Then we have
−1
3
− 1
B
+
7
3
θ˜c < 0,
provided
(6.15) H > H(B) :=
{
9
2
, if B = 4,
81
16
, if B = 5.
Proof. For m = 2 we have
−1
3
− 1
B
+
7
3
θ˜c = −1
3
− 1
B
+
7
2H + 3
< 0
if and only if
(6.16) H >
21
2
B
B + 3
− 3
2
,
and it is easily checked that this holds true if and only if when H ≥ H(B) when
B = 4, 5. Q.E.D.
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Since by Corollary 3.2 (b) θc ≤ θ˜c, the previous lemma shows that for m = 2, (6.14)
can be sharpened as follows:
(6.17)
∑
λ≤δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . 1,
with the possible exceptions when B = H = 3 = hr + 1, or B = 4, 5, hr + 1 ≤ B and
H ≤ H(B).
Consider finally Case B. Then, since θc ≤ θ˜B,
‖T λδ ‖pc→p′c . λ−
1
3
− 1
B
+( 4
3
+ 1
B
) m+1
mB+m+1 δ−θ˜B0 = λ
−
B(mB−3)
3B(mB+m+1) δ−θ˜B0 .
The exponent of λ is negative, so we can sum these estimates in λ and obtain∑
λ>δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . δ
[ 1
3
+ 1
B
−( 4
3
+ 1
B
)θ˜B ]
B
B−1
−θ˜B
0 = δ
B+3−7Bθ˜B
3(B−1)
0 = δ
M(m,B)
3(B−1)(mB+m+1)
0 .
But, our previous discussion of M(m,B) shows that M(m,B) ≥ 0, unless m = 2 and
B = 3, 4, 5 (notice that the case m = 3, B = 4 still works here ).
In the latter cases, we can improve our estimates again by using θ˜c in place of θ˜B .
Indeed, notice that the condition B + 3 − 7Bθ˜c > 0 is equivalent to (6.16), which by
Lemma 6.2 does hold true if H ≤ H(B).
We thus find that
(6.18)
∑
λ>δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . 1,
unless m = 2 and B = H = 3 = hr + 1, or B = 4, 5 hr + 1 ≤ B and H ≤ H(B).
Finally, we observe that the following consequence of Lemma 6.2:
Corollary 6.3. Assume that m = 2, and that B = H = 3, or B = 4, 5, hr + 1 ≤ B
and H ≤ H(B). Then the left endpoint of the principal face of the Newton polyhedron
of φ˜a is of the form (A,B), where A ∈ {0, 1, . . . , B − 3}, and we have
κ˜ =
(1
n
,
n−A
Bn
)
and hr + 1 =
n + 3
n+B −AB,
where n must satisfy n > 2B and (Bn)/(n−A) = H ≤ H(B). Moreover, φ˜a is smooth
here, so that in particular a and n are integers.
Proof. Adopting the notation for the proof of Proposition 6.1, let (A′, B′) denote the left
endpoint of π(φ˜a), which, as we recall, is also the left endpoint of π(φa). If B = 4, 5,
then B ≤ B′ ≤ H ≤ H(B) < B + 1, so that B′ = B. For B = 3 = H, the same
conclusion applies. Next, since we assume that hr + 1 ≤ B, and since the line ∆(2)
intersects the line where t2 = B in the point (B− 3, B), we must have 0 ≤ A′ ≤ B− 3.
This implies the first statement of the corollary, because A′ is integer.
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The remaining statements, except for the last one, follow easily (for the identity for
hr + 1, recall (6.13)).
Finally, in order to see that in these cases we must have a, n ∈ N, observe that φ˜aκ˜
must be of the form
φ˜aκ˜(x) = x
A
1 x
B
2 + c1x
n
1 , c1 6= 0.
But then φaκ˜ will be given by
φaκ˜(x) = x
A
1 (x2 + c0x
a
1)
B + c1x
n
1
(compare (3.3)). This must be a polynomial in (x1, x2), since φ
a is smooth. Expanding
(x2 + c0x
a
1)
B, it is clear that a must be an integer. But then, necessarily also φ˜a is
smooth, which implies that n must be an integer too.
Q.E.D.
6.3. The case where B = 5. The case where B = 5 can now be treated quite easily.
Indeed, going back to the estimations in Subsection 6.2, recall from (6.4) that we have
the estimate
‖T λδ ‖pc→p′c . λ−
1
3
− 1
5
+ 7θc
3 .
This estimate is valid in Case A as well as in Case B (in the latter case, an even stronger
estimate is valid, but we won’t need it). And, according to Corollary 6.3, if B = 5 then
we have the precise formula
θc =
n+ 5− A
5(n+ 3)
for θc, where A ∈ {0, 1, 2} and n > 2B = 10. Since n is here an integer, we find that
n ≥ 11, and thus θc ≤ (11 + 5)/70 = 8/35, with strict inequality, unless A = 0 and
n = 11. This show that the exponent of λ in the estimate for ‖T λδ ‖pc→p′c is strictly
negative, so that we can sum these estimates over all dyadic λ ≥ 1, unless A = 0 and
n = 11, where we get a uniform estimate
(6.19) ‖T λδ ‖pc→p′c . 1.
However, if A = 0, B = 5 and n = 11, then θc = 8/35, and moreover, by (6.2) and
(6.3), we have ‖νλδ ‖∞ . λ9/5 and ‖ν̂λδ ‖∞ . λ−8/15, where −(1 − θc)8/15 + θc9/5 = 0.
We may thus again estimate the operator of convolution with the Fourier transform of
the complex measure
∑
λ≫1 ν
λ
δ by means of the real-interpolation Proposition 5.1, by
adding this measure to the list of measures µi, i ∈ I, of the second class in (5.8).
6.4. The remaining cases. The case where m = 2 and B = 3 has essentially already
been addressed in the previous subsection. Its treatment will require a refined Airy
type analysis, following ideas from Section 6 of [21], but the discussion will be even
more involved than in [21], where we have had m = 2 and B = 2. Also in the case
m = 2 and B = 4, we shall need some Airy type analysis, but of simpler form.
Combining all the previous estimates and applying (3.14), we see that we have proved
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Corollary 6.4. Assume that m and H,B are not such that m = 2 and B = H = 3 =
hr +1, or m = 2, B = 4, hr +1 ≤ 4 and H ≤ H(4). Then the estimates in Proposition
2.2 hold true for l = 1.
More precisely, in view of Corollary 6.3, open are the following situations:
(6.20) m = 2, B = 3, 4, hr + 1 ≤ B, and λ1 ∼ λ2 ∼ λ3,
and the left endpoint of the principal face of the Newton polyhedron of φ˜a is of the
form (A,B), where A ∈ {0, . . . , B − 3}.
In these situations, we have
(6.21) κ˜ =
( 1
n
,
n− A
Bn
)
and hr + 1 =
n+ 3
n +B − AB,
where n must be an integer satisfying n > 2B, and (Bn)/(n − A) = H ≤ H(B), if
B = 4.
The discussion of these cases will occupy the major part of remainder of this article.
Before we come to this, let us first study also the contributions by the remaining
domains D′(l), l ≥ 2, which will turn out to be simpler.
7. Restriction estimates for the domains D′(l), l ≥ 2
For the domans D′(l), l ≥ 2, we can essentially argue as in the preceding section, by
putting here
(7.1) φ˜a := φ(l+1), κ˜ := κ(l), Da := Da(l), L
a := L(l), etc..
H and n are defined correspondingly.
We then have the following analogue of Lemma 3.1.
Lemma 7.1. (a) If l ≥ 2, then p′c > p˜′c.
(b) If m ≥ 3 and H ≥ 2, or m = 2 and H ≥ 3, then
p˜′c ≥ p′H ≥ p′B.
Proof. (a) We can follow the proof of Lemma 3.1 (a) and see again that p′c > p˜
′
c, unless
the principal face π(φ˜a) of φ˜a is the edge [(0, H), (n, 0)]. However, for l ≥ 2, we know
from Section 2 that π(φ˜a) is the edge γ′(l), which lies below the bi-sectrix ∆, so that we
cannot have p′c = p˜
′
c.
(b) follows as before. Q.E.D.
This implies the following, stronger analogue of Corollary 3.2.
Corollary 7.2. Assume that l ≥ 2.
(a) If m ≥ 3 and H ≥ 2, or m = 2 and H ≥ 3, then θc < θB.
(b) If hr + 1 ≤ B, then θc < θ˜c, unless B = H = hr + 1 = d+ 1, where θc = θ˜c.
(c) If H ≥ 3, then θc < 1/3, unless H = 3 and m = 2.
A SHARP RESTRICTION THEOREM 51
Finally, in place of Proposition 6.1, we have
Proposition 7.3. Assume that l ≥ 2, and that B = 3, m ≥ 2. Then hr + 1 > 3.5.
Proof. Assume we had hr+1 ≤ 3.5, and denote by (A′, B′) := (A′(l−1), B′(l−1)) ∈ La the
left endpoint of the principal face π(φ˜a) = γ′(l) of the Newton polyhedron of φ˜
a. Then
B′ ≥ B = 3. Arguing in the same way is in the first step of the proof of Proposition
3.2, we see that B′ = B = 3.
Then the preceding edge γ′(l−1) will have a left endpoint (A
′′, B′′) with B′′ ≥ 4.
Moreover, since the line L(1) has slope 1/a < 1/m ≤ 1/2, the line L(l−1) containing
γ′(l−1) has slope strictly less than 1/2. But then it will intersect the line ∆
(2) at some
point with second coordinate z2 strictly bigger than 3.5, so that we would again arrive
at hr + 1 ≥ z2 > 3.5, which contradicts our assumption. Q.E.D.
These results allow us to proceed exactly as in Sections 4, 6, even with some simpli-
fications. Indeed, a careful inspection of our arguments in these sections reveals that
here all the series which appear do sum, and no further interpolation arguments are
required.
This is because of the stronger estimate p′c > p˜
′
c of Lemma 7.1 and the stronger
statement of Proposition 7.3, which implies in particular that θc < 1/3 when B = 3.
Moreover, in Subsection 6.1, the more delicate case where B = 3 and θc ≥ 2/7 does
not appear anymore, because by Proposition 7.2 we have θc < 2/7.
Observe finally that if m = 2, B = 3, 4, 5, hr + 1 ≤ B and H ≤ H(B), then
Corollary 6.3, whose proof applies equally well when l ≥ 2, shows that left endpoint
of the principal face of the Newton polyhedron of φ˜a is of the form (A,B), where
A ≤ B − 3. However, if l ≥ 2, this endpoint must lie on or below the bi-sectrix, which
leads to a contraction. These cases therefore cannot arise when l ≥ 2.
We therefore obtain
Corollary 7.4. The estimates in Proposition 2.2 hold true for every l ≥ 2.
8. The remaining cases where m = 2 and B = 3 or B = 4 : Preliminaries
We finally turn to the discussion of the remaining cases which are described by
(6.20) and (6.21). In view of our definition of B (cf. (3.5)), we see that in these cases
Q(y1, y2) = c0y
A
1 , where c0 6= 0 and A ∈ {0, . . . , B − 3}. Indeed, this is obvious if
A = 0, hence in particular if B = 3, and if B = 4 and A = 1, then our assumption
that H ≤ H(4) < 5 implies that the Taylor support of φ˜aκ˜ cannot contain a point on
the second coordinate axis. Let us assume without loss of generality that c0 = 1, so
that by (3.5)
(8.1) φ˜aκ˜(x) = x
A
1 x
B
2 + c1x
n
1 , c1 6= 0.
Then, by (3.9), (3.10) and (3.12), we may write
(8.2) φδ(x) := x
B
2 b(x1, x2, δ) + x
n
1α(δ1x1) + r(x1, x2, δ), (x1 ∼ 1, |x2| < ε),
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where b(x1, x2, 0) = x
A
1 ∼ 1, α(0) 6= 0 and
r(x1, x2, δ) =
B−1∑
j=1
xj2x
nj
1 δj+2αj(δ1x1).
Moreover, either αj(0) 6= 0, and then nj is fixed (the type of the finite type function
bj), or αj(0) = 0, and then we may assume that nj is as large as we please.
Observe also that if A = 0 (this is necessarily so if B = 3 ), then we have Q(x) ≡ 1
in (3.5), so that κ˜2 = 1/B, and consequently
(8.3) b(x1, x2, δ) = bB(δ1x1, δ2x2)
in (3.9).
Recall also from Corollary 6.3 that here φ˜a is even smooth, not only fractionally
smooth, and that a and n are integers.
8.1. The fine structure of the phase φδ. We shall need to derive more specific
information on the phase φδ, and begin with the “error term” r(x1, x2, δ).
Corollary 8.1. By some slight change of coordinates, we may even assume that the
term with index j = B − 1 vanishes, i.e., that
(8.4) r(x1, x2, δ) =
B−2∑
j=1
xj2x
nj
1 δj+2αj(δ1x1).
In particular, in view of (3.11), we may assume that δ = (δ0, δ1, δ2, δ3, . . . , δB) is given
by
(8.5) δ := (2−k(κ˜2−2κ˜1), 2−kκ˜1, 2−kκ˜2, 2−k(n1κ˜1+κ˜2−1), . . . , 2−k(nB−2κ˜1+(B−2)κ˜2−1)).
Moreover, the complete phase corresponding to φδ is given by
Φ(x, δ, ξ) := ξ1x1 + ξ2(δ0x2 + x
m
1 ω(δ1x1)) + ξ3φδ(x1, x2).
Proof. Indeed, going back to the domain Da = {(y1, y2) : 0 < y1 < ε, |y2| < εya1},
observe that (8.1) implies that ∂A1 ∂
B−1
2 φ˜
a
κ˜(y1, 0) ≡ 0, whereas ∂A1 ∂B2 φ˜aκ˜(y1, 0) ≡ A!B! 6= 0
for |y1| < ε. Moreover, since (A,B) is a vertex of N (φ˜a), we also have ∂A1 ∂B2 φ˜a(0, 0) =
A!B! 6= 0, whereas ∂A1 ∂B−12 φ˜a(0, 0) = 0.
Then the implicit function theorem implies that, that for ε sufficiently small, there
is a smooth function ρ(y1), −ε < y1 < ε, such
∂A1 ∂
B−1
2 φ˜
a(y1, ρ(y1)) ≡ 0.
and comparing κ˜-principal parts, it is easy to see that the κ˜-principal part of ρ has
κ˜-degree strictly bigger than the degree of ya1 . Thus, if we perform the further change
of coordinates (z1, z2) := (y1, y2 − ρ(y1), in which φ is represented, say, by φ˜, it is
easily seen that the Newton polyhedra of φ˜a and φ˜ as well as their κ˜-principal parts
are the same (cf. similar arguments in [18]). Replacing ψ(2)(y1) by ψ
(2)(y1)+ ρ(y1) and
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modifying ω(y1) accordingly, we then find that in the corresponding modified adapted
coordinates z1 = x1, z2 = x2 − (ψ(2)(x1) + ρ(x1)), the function φ˜ satisfies
(8.6) ∂A1 ∂
B−1
2 φ˜(z1, 0) ≡ 0.
On the other hand, like φ˜a, it must be of the form
φ˜(z1, z2) = z
B
2 bB(z1, z2) + z
n
1α(z1) +
B−1∑
j=1
zj2 bj(z1),
where bB(z1, z2) = z
A
1 , except for terms of κ˜-degree strictly bigger than κ˜1A, and thus
(8.6) implies that b
(A)
B−1(z1) ≡ 0, i.e., bB−1(z1) =
∑A−1
k=0 akz
k
1 .
The corresponding terms zB−12 akz
k
1 in z
B−1
2 bB−1(z1) have κ˜-degree kκ˜1+(B−1)κ˜2 ≤
(A− 1)κ˜1 + (B − 1)κ˜2 < Aκ˜1 + Bκ˜2 = 1, and thus must all vanish, since they should
also have κ˜-degree strictly bigger than 1, as required in (3.6). We thus find that
φ˜(z1, z2) = z
B
2 bB(z1, z2) + z
n
1α(z1) +
B−2∑
j=1
zj2 bj(z1),
which, after re-scaling, implies (8.4).
Q.E.D.
Recall also that we are interested in the frequency domains where |ξj| ∼ λj, j =
1, 2, 3, assuming that λ1 ∼ λ2 ∼ λ3.
We shall assume for the sake of simplicity that
λ1 = λ2 = λ3 ≫ 1.
With some slight change of notation, compared to Section 4, we shall here put λ :=
λ1 = λ2 = λ3, and write accordingly
ν̂λδ (ξ) := χ1
(ξ1
λ
)
χ1
(ξ2
λ
)
χ1
(ξ3
λ
) ∫
e−iΦ(y,δ,ξ) η(y) dy,
i.e.,
νλδ (x) = λ
3
∫
χˇ1
(
λ(x1 − y1)
)
χˇ1
(
λ(x2 − δ0y2 − y21ω(δ1y1)
)
χˇ1
(
λ3(x3 − φδ(y)
)
η(y) dy.
Recall also that supp η ⊂ {x1 ∼ 1, |x2| < ε}, (ε≪ 1).
As before, we change coordinates from ξ = (ξ1, ξ2, ξ3) to s1, s2 and s3 := ξ3/λ, by
writing ξ = ξ(s, λ), with
ξ1 = s1ξ3 = λs1s3, ξ2 = s2ξ3 = λs2s3, ξ3 = λs3.
Accordingly, we write
(8.7) Φ(y, δ, ξ) = λs3
(
Φ1(y1, δ1, s) + s2δ0y2 + y
B
2 b(y1, y2, δ) + r(y1, y2, δ)
)
,
where
Φ1(y1, δ1, s) := s1y1 + s2y
2
1ω(δ1y1) + y
n
1α(δ1y1).
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Notice that here |sj| ∼ 1, j = 1, 2, 3, and we have put s := (s1, s2). By passing from sj
to −sj , if necessary, we may and shall in the sequel always assumes that
sj ∼ 1, j = 1, 2, 3
(notice that these changes of signs may cause a change of sign of the xj and ω, respec-
tively of Φ).
Let us fix s0 in this domain, and consider the phase function Φ1(x1, 0, s
0) for δ1 = 0.
In case that this phase has at worst non-degenerate critical points xc1 ∼ 1, then the same
is true for sufficiently small δ1, and the estimate for ν̂λδ in Section 6 can be improved
to
‖ν̂λδ ‖∞ . λ−
1
2
− 1
B ,
and thus in Case A we obtain the better estimate
‖T λδ ‖pc→p′c . λ−
1
2
− 1
B
+ 5
2
θc ,
compared to (6.4) (of course, T λδ stands here for T
(λ,λ,λ)
δ ). Moreover, by means of (6.20),
(6.21), one checks easily that the exponent of λ in this estimate is strictly negative, if
B = 4, and zero, if B = 3. Thus we can sum these estimate over all dyadic λ ≫ 1 if
B = 4, and obtain at least a uniform estimate when B = 3. It is easy to see that this
case can then still be treated by means of the real interpolation Proposition 5.1, since
the relevant frequencies will here be restricted essentially to cuboids in the ξ-space.
In Case B, where λ > δ
−B/(B−1)
0 , we obtain the better estimate
‖T λδ ‖pc→p′c . λ−
1
2
− 1
B
+( 3
2
+ 1
B
)θc δ−θc0 ,
compared to (6.5). The exponent of λ is strictly negative (compare the discussion
leading to (6.18)), so summing over all λ > δ
−B/(B−1)
0 , we find that∑
λ>δ
−B/(B−1)
0
‖T λδ ‖pc→p′c . δ
B+2−5Bθc
2B−2
0 .
And, since θc ≤ θ˜B, on easily checks that the exponent of δ0 in this estimate is non-
negative if B ≥ 3.
We are thus left with the more subtle situation where the phase function Φ1(x1, 0, s
0)
has a degenerate critical point xc1 of Airy type. Denoting by Φ
′
1,Φ
′′
1 etc. derivatives
with respect to x1, and arguing as in Section 6 of [21], we see by the implicit function
theorem that for s sufficiently close to s0 and δ sufficiently small, there is a unique,
non-degenerate critical point xc1 = x
c
1(δ1, s2) ∼ 1 of Φ′1, i.e.,
Φ
′′
1(x
c
1(δ1, s2), δ1, s) = 0, |s− s0| < ε, |δ| < ε,
if ε is sufficiently small. We then shift this critical point to the origin, by putting
(8.8) Φ♯(x, δ, ξ) :=
1
s3λ
Φ(xc1(δ1, s2) + x1, x2, δ, ξ), |(x1, x2)| ≪ 1
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(notice that we may indeed assume that |(x1, x2)| ≪ 1, since away from xc1, we have at
worst non-degenerate critical points, and the previous argument applies).
From Lemma 6.2 in [21] (with β := α, σ = 1, δ3 = 0 and b0 = 0), we then immediately
get, after scaling in x1 so that we may assume that
(8.9) − 2ω(0)
n(n− 1)α(0) = 1,
the following result:
Lemma 8.2. Φ♯ is of the form
(8.10) Φ♯(x, δ, ξ) = x31B3(s2, δ1, x1)− x1B1(s, δ1) +B0(s, δ1) + φ♯(x, δ, s2),
with
φ♯(x, δ, s2) := x
B
2 b(x, δ, s2) +
B−2∑
j=2
δj+2x
j
2 α˜j(x1, δ, s2)
+ x2
(
s2δ0 + δ3(x
c
1(δ1, s2) + x1)
n1α1(δ1(x
c
1(δ1, s2) + x1))
)
,(8.11)
and where the following hold true:
The functions b and α˜j are smooth, b(x, δ, s2) ∼ 1, and also |α˜j| ∼ 1, unless αj is a
flat function. Moreover, B0, B1 and B3 are smooth functions, and
B3(s2, δ1, 0) = s
n−3
n−2
2 G4(δ1s
1
n−2
2 ),
where
G4(0) =
n(n−1)(n−2)
6
α(0).
Furthermore, we may write
(8.12)

xc1(δ1, s2) = s
1
n−2
2 G1(δ1s
1
n−2
2 ),
B0(s, δ1) = s1s
1
n−2
2 G1(δ1s
1
n−2
2 )− s
n
n−2
2 G2(δ1s
1
n−2
2 ),
B1(s, δ1) = −s1 + s
n−1
n−2
2 G3(δ1s
1
n−2
2 ),
where
(8.13)

G1(0) = 1,
G2(0) =
n2−n−2
2
α(0),
G3(0) = n(n− 2)α(0).
Notice that all the numbers in (8.13) are non-zero, since we assume n > 2B > 5.
Finally, if we also write G5 := G1G3 −G2, then we have
(8.14) G3(0) 6= 0, G5(0) 6= 0.
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Observe that we obtain here a more specific dependency of xc1, B0, B1 and B3 on δ1
and s2 than in [21], due to the fact that the equation for the critical point depends
only on the parameter δn−21 s2 in the coordinate y1 := δ1x1.
Nevertheless, with a slight abuse of notation, we shall frequently also use the short-
hand notation Gj(s2, δ) in place of Gj(δ1s
1
n−2
2 ), j = 1, . . . , 4
We also remark that the part of the measure νδ corresponding to the region described
in (8.8), which we shall simply again denote by νδ, is given by an expression for its
Fourier transform of the form
(8.15) ν̂δ(ξ) =
∫
e−is3λΦ
♯(x,δ,ξ)a(x, δ, s) dx (with ξ = ξ(s, λ)),
where a is a smooth function with compact support in x such that |x| ≤ ε on supp a.
Remark 8.3. It will be important in the sequel to observe that every single δj is a
fractional power of 2−k, hence also of δ0, i.e., there is some positive rational number
r > 0 such that δj = δ
qjr
0 , with positive integers qj (cf. (8.5)).
In the sequel, we shall need more precise information on the structure of the last
term of φ♯ in (8.11):
Lemma 8.4. Let
a1(x1, δ, s2) := s2δ0 + δ3(x
c
1(δ1, s2) + x1)
n1α1(δ1(x
c
1(δ1, s2) + x1))
be the coefficient of x2 in the last term of φ
♯ in (8.11). Then a1 can be re-written in
the form
(8.16) a1(x1, δ, s2) = δ3,0 α˜1(x1, δ
r
0, s2) + δ0 x1α1,1(x1, δ
r
0, s2),
with smooth functions α˜1 and α1,1, and where δ3,0 is of the form δ3,0 = δ
q3,0r
0 , with some
positive integer q3,0. Moreover, two possible cases may arrive:
Case ND: The non-degenerate case: α1,1 ≡ 0, |α˜1| ∼ 1 and δ3,0 = max{δ0, δ3} ≥
δ0,
or
Case D: The degenerate case: |α1,1| ∼ 1, α˜1 = α˜1(δr0, s2) is independent of x1,
δ0 = δ3 and δ3,0 ≪ δ0. Moreover, either |α˜1| ∼ 1, or we can choose q3,0 ∈ N as large as
we wish.
In particular, we may write
φ♯(x, δ, s) = xB2 b(x, δ
r
0, s2) +
B−2∑
j=2
δj+2x
j
2 α˜j(x1, δ
r
0, s2)
+ δ3,0 x2 α˜1(x1, δ
r
0, s2) + δ0 x1x2 α1,1(x1, δ
r
0, s2),(8.17)
with smooth functions a˜j and b, where |b| ∼ 1 and α˜1 and α1,1 are as in the Cases D,
respectively ND. Moreover, in both cases we have
max{δ0, δ3} = max{δ0, δ3,0}
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Proof. Recall that δ0 = 2
−k(κ˜2−2κ˜1) and δ3 = 2
−k(n1κ˜1+κ˜2−1). We therefore distinguish
two cases:
1. Case: n1 6= n − 2. Then κ˜2 − 2κ˜1 6= n1κ˜1 + κ˜2 − 1, since κ˜1 = 1/n, and thus
either δ0 ≫ δ3, or δ0 ≪ δ3, for k sufficiently large. Notice that we may assume this to
be true in particular if the function α1 is flat, since we may then choose n1 as large as
we want. By putting
δ3,0 := max{δ0, δ3},
we then clearly may write a1 as in Case ND.
2. Case: n1 = n − 2. Then δ0 = δ3, and we may assume that |α1| ∼ 1. Thus,
expanding around x1 = 0 and applying (8.12), we see that we may write
a1(x1, δ, s2) = δ0
(
s2 + x
c
1(δ1, s2)
n1α1(δ1(x
c
1(δ1, s2)) + x1α1,1(x1, δ
r
0, s2)
)
= δ0s2
(
1 +G1(δ1s
1
n−2
2 )α1(δ1s
1
n−2
2 G1(δ1s
1
n−2
2 ))
)
+ δ0x1α1,1(x1, δ
r
0, s2)
= δ0s2
(
1 + g(δ1s
1
n−2
2 )
)
+ δ0x1α1,1(x1, δ
r
0, s2),
with smooth functions 1+g and α1,1, where |α1,1| ∼ 1. By means of a Taylor expansion
of g around the origin we thus find that
a1(x1, δ, s2) = δ0s2(δ1s
1
n−2
2 )
NgN(δ1s
1
n−2
2 ) + δ0x1α1,1(x1, δ
r
0, s2)
= (δ0δ
N
1 )α˜1(δ
r
0, s2) + δ0x1α1,1(x1, δ
r
0, s2),
with N ∈ N and gN smooth. Moreover, we may either assume that |α˜1| ∼ 1 (if 1 + g
is a finite type N at the origin), or that we may choose N as large as we wish (if 1 + g
is flat). Notice that if N = 0, then we can include the second term into the first term
and arrive again at Case ND. In all other cases we arrive at the situation described
by Case D, where the second term cannot be included into the first term. Notice that
then δ3,0 := δ0δ
N
1 ≪ δ0. Q.E.D.
Let us next introduce the quantity
(8.18) ρ :=
δ
B
B−1
3,0 +
∑B−2
j=2 δ
B
B−j
j+2 in Case ND,
δ
3B
2B−3
0 + δ
B
B−1
3,0 +
∑B−2
j=2 δ
B
B−j
j+2 in Case D,
which we shall view as a function ρ(δ˜) of the coefficients
δ˜ :=
{
(δ3,0, δ4, . . . , δB) in Case ND,
(δ0, δ3,0, δ4, . . . , δB) in Case D.
Remark 8.5. Observe that if we scale the complete phase Φ♯ from (8.10) in x1 by the
factor r−1/3 and in x2 by r
−1/B, r > 0, and multiply by r, i.e., if we look at
Φ♯r(u1, u2, δ, s) := rΦ
♯(r−1/3u1, r
−1/Bu2, δ, s),
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then the effect is essentially that δ˜ is replaced by
(8.19) δ˜r :=
{
(r(B−1)/Bδ3,0, . . . , r
(B−j)/Bδj+2, . . . , r
2/BδB) in Case ND,
(r
2B−3
3B δ0, r
(B−1)/Bδ3,0, . . . , r
(B−j)/Bδj+2, . . . , r
2/BδB) in Case D,
whereas B1(s, δ1) is replaced by r
2/3B1(s2, δ1) and B0(s, δ1) by rB0(s, δ1). More pre-
cisely, if denote by σr the dilations σr(x1, x2) := (r
− 1
3x1, r
− 1
B x2), then we have
(8.20)
Φ♯r(u1, u2, δ, s) = u
3
1B3(s2, δ1, r
− 1
3u1)− u1 r 23B1(s, δ1) + rB0(s, δ1) + φ♯r(u1, u2, δ˜r, s2),
where
φ♯r(u, δ˜
r, s) := uB2 b(σr−1u, δ
r
0, s2) +
B−2∑
j=2
δ˜rj+2u
j
2 α˜j(r
− 1
3u1, δ
r
0, s2)
+ δ˜r3,0 u2 α˜1(r
− 1
3u1, δ
r
0, s2) + δ˜
r
0 u1u2 α1,1(r
− 1
3u1, δ
r
0, s2),(8.21)
And, under these dilations, ρ is homogeneous of degree 1, i.e.,
(8.22) ρ(δ˜r) = rρ(δ˜), r > 0.
In particular, after scaling Φ♯ in this way by r := 1/ρ(δ˜), we see that we have normalized
the coefficients of φ♯ in such a way that ρ(δ˜) = 1.
This observation, which is based on ideas by Duistermaat [11], will become important
in the sequel.
8.2. The case where λρ(δ˜) . 1. Assume now that B ∈ {3, 4}. Following the proof
of Proposition 5.2 (c) in [21], we define the functions νλδ, Ai and ν
λ
δ, l by
(8.23) ν̂λδ,Ai(ξ) := χ0(λ
2
3B1(s, δ1))ν̂
λ
δ (ξ),
(8.24) ν̂λδ, l(ξ) := χ1((2
−lλ)
2
3B1(s, δ1))ν̂λδ (ξ), M0 ≤ 2l ≤
λ
M1
,
so that
νλδ = ν
λ
δ, Ai +
∑
M0≤2l≤
λ
M1
νλδ, l.
Here, χ0, χ1 ∈ C∞0 (R), and χ1(t) is supported where 2−4/3 ≤ |t| ≤ 24/3, whereas
χ0(t) ≡ 1 for |t| ≤M2/30 . Thus, by choosing M0 sufficiently large, we may assume that
2−l ≤ 1/M0 ≪ 1. Denote by T λδ,Ai and T λδ, l the corresponding operators of convolution
with the Fourier transforms of these functions.
Our goal will be to adjust the proofs of the estimates in Lemma 6.5 and Lemma 6.6
of [21] to our present situation in order to derive the following estimates, which are
analogous to the corresponding ones in [21] (formally, we only have to replace a factor
λ−1/2 in the estimates in [21] by the factor λ−1/B):
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(8.25) ‖ν̂λδ,Ai‖∞ ≤ C1λ−
1
B
− 1
3
(8.26) ‖νλδ,Ai‖∞ ≤ C2λ
5
3
− 1
B ,
as well as
(8.27) ‖ν̂λδ, l‖∞ ≤ C12−
l
6λ−
1
B
− 1
3
(8.28) ‖νλδ, l‖∞ ≤ C22
l
3λ
5
3
− 1
B
8.2.1. Estimates for νλδ, Ai. Changing coordinates from x to u by putting x = σ1/λu =
(λ−1/3u1, λ
−1/Bu2) in the integral (8.15), and making use of Remark 8.5 (with r := λ),
we find that
ν̂λδ,Ai(ξ) = λ
− 1
B
− 1
3χ1(s, s3)χ0(λ
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e
−is3
(
u31B3(s2,δ1,λ
− 13 u1)−u1λ
2
3B1(s,δ1)+φ
♯
λ(u1,u2, δ˜
λ,s2)
)
a(σλ−1u, δ, s) du1du2,(8.29)
where χ1(s, s3) := χ1(s1s3)χ1(s2s3)χ1(s3) localizes to the region where sj ∼ 1, j =
1, 2, 3. Observe that here we are integrating over the large domain where |u1| ≤ ελ1/3
and |u2| ≤ ελ1/B. Recall also that φ♯λ is given by (8.21), and that ρ(δ˜λ) = λρ(δ˜) . 1,
and so we have
|δ˜λ| . 1 and λ 23 |B1(s, δ1)| . 1.
By means of this integral formula for ν̂λδ,Ai(ξ), we easily obtain
Lemma 8.6. If λρ(δ˜) . 1, then we may write
ν̂λδ,Ai(ξ) = λ
− 1
B
− 1
3χ1(s, s3)χ0(λ
2
3B1(s, δ1)) e
−is3λB0(s,δ1)(8.30)
×a(λ 23B1(s, δ1), δ˜λ, s, s3, δr0, λ−
1
3B ),
where a is again a smooth function of all its (bounded) variables.
Proof. We decompose the integral in (8.29) by means of suitable smooth cut-off func-
tions into the integral I1 over the region where |(u1, u2)| ≤ L, the integral I2 over the
region where |(u1, u2)| > L and |u2|B−1 ≫ |u1|, and the integral I3 over the region
where |(u1, u2)| > L and |u2|B−1 . |u1|. For each of these contributions Ij, we then
show that it is of the form aj(λ
2
3B1(s, δ1), δ˜
λ, s, s3, δ
r
0, λ
− 1
3B ), with a suitable smooth
function aj , provided L is sufficiently large. For I1, this claim is obvious.
On the remaining region where |(u1, u2)| ≥ L, we may use iterated integrations by
parts with respect to u1, or u2, in order to convert the integral into an absolutely
convergent integral, to which we may apply the standard rules for differentiation with
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respect to parameters (such as sj, etc.). Denote to this end by Φc the complete phase
function appearing in this integral. It is then easily seen that we may estimate
|∂u2Φc| & |u2|B−1 − c|u1|,(8.31)
|∂u1Φc| & u21 − cλ−
1
3 |u2|B − c|u2|,(8.32)
with a fixed constant c > 0. The last terms appear only in the degenerate case D, due
to the presence of the term δ˜λ0 u1u2 α1,1(λ
− 1
3u1, δ
r
0, s2) in φ
♯
λ.
Denote by I2 the contribution by the sub-region on which |u2|B−1 ≫ |u1|. On this
region, we may gain factors of order |u2|−2N(B−1) (for any N ∈ N) in the ampli-
tude, by means of iterated integrations by parts in u2. And, since |u2|−2N(B−1) .
|u2|−N |u2|−N(B−1), wee that we arrive at an absolutely convergent integral.
Similarly, denote by I3 the contribution by the sub-region on which |u2|B−1 . |u1|.
Observe that |u2|B . |u1|B/(B−1) ≪ u21, since B ≥ 3, and since we may assume that
|u1| ≫ 1. This shows that in this region, we have |∂u1Φc| & u21, and thus we may
gain factors of order |u1|−2N (for any N ∈ N) in the amplitude, by means of iterated
integrations by parts in u1. And, since |u1|−2N . |u1|−N |u2|−N(B−1), we see that we
arrive again at an absolutely convergent integral.
Q.E.D.
Lemma 8.5 implies in particular estimate (8.25). As for the more involved estimate
(8.26), with Lemma 8.6 at hand, we can basically follow the arguments from Subsection
6.1 in [21], only with the factor λ−1/2 appearing there replaced by the factor λ−1/B here,
and with the amplitude g(λ2/3B1(s
′, δ, σ), λ, δ, σ, s) in [21] replaced by our amplitude
a(λ
2
3B1(s, δ1), δ˜
λ, s, s3, δ
r
0, λ
− 1
3B ) here (compare with (6.18) in [21]).
8.2.2. Estimates for νλδ,l. Changing coordinates from x to u by putting here x = σ2l/λu
in the integral (8.15), and making use of Remark 8.5 (with r := λ/2l), we find that
ν̂λδ,l(ξ) = (2
−lλ)−
1
B
− 1
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e−is32
lΦ(u1,u2,s,δ,λ,l)a(σ2lλ−1u, δ, s) du1du2,(8.33)
with phase function
Φ(u1, u2, s, δ, λ, l) :=
u31B3(s2, δ1, (2
−lλ)−
1
3u1)− u1(2−lλ) 23B1(s, δ1) + φ♯2−lλ(u1, u2, δ˜2
−lλ, s2).(8.34)
Observe that we are here integrating over the large domain where |u1| ≤ (ε2−lλ)1/3
and |u2| ≤ ε(2−lλ)1/B. Recall also that φ♯2−lλ is given by (8.21), and that ρ(δ˜2
−lλ) =
2−lλρ(δ˜) . 2−l, so that we have
|δ˜2−lλ| ≪ 1 and (2−lλ) 23 |B1(s, δ1)| ∼ 1.
A SHARP RESTRICTION THEOREM 61
Notice that this implies that
φ♯
2−lλ
(u1, u2, δ˜
2−lλ, s2) = u
B
2 b(σ(2−lλ)−1u, δ
r
0, s2) + δ˜0 u1u2 α1,1((2
−lλ)−
1
3u1, δ
r
0, s2)
+ small error.(8.35)
where we have abbreviated δ˜0 := δ˜
2−lλ
0 . Recall also that the second term appears only
in the case D and that we are here assuming that 2−lλ≫ 1.
Arguing somewhat like in Section 7 of [21], we first decompose
νλδ,l = ν
λ
l,0 + ν
λ
l,∞,
where
ν̂λl,0(ξ) := (2
−lλ)−
1
B
− 1
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e−is32
lΦ(u1,u2,s,δ,λ,l)a(σ2lλ−1u, δ, s)χ0(u) du1du2,
ν̂λl,∞(ξ) := (2
−lλ)−
1
B
− 1
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e−is32
lΦ(u1,u2,s,δ,λ,l)a(σ2lλ−1u, δ, s) (1− χ0(u)) du1du2.
Here, we choose χ0 ∈ C∞0 (R2) such that χ0(u) ≡ 1 for |u| ≤ L, where L is supposed to
be a sufficiently large positive constant.
Let us first consider the contribution given by the νλl,∞ : Arguing as in the proof of
Lemma 8.6, we can easily see by means of integrations by parts that, given k ∈ N, then
for every N ∈ N, we may write
ν̂λl,∞(ξ) = 2
−lN (2−lλ)−
1
B
− 1
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)(8.36)
× aN,l
(
(2−lλ)
2
3B1(s, δ1), s, s3, δ˜
2−lλ, δr0, (2
−lλ)−
1
3 , λ−
1
3B
)
,
where aN,l is a smooth function of all its (bounded) variables such that ‖aN,l‖Ck is
uniformly bounded in l. In particular, we see that
(8.37) ‖ν̂λl,∞‖∞ . 2−lNλ−
1
B
− 1
3 ∀N ∈ N.
Next, applying the Fourier inversion formula and changing coordinates from s1 to
(8.38) z := (2−lλ)
2
3B1(s, δ1), i.e., s1 = s
n−1
n−2
2 G3(s2, δ1)− (2−lλ)−
2
3 z,
as in [21], we find that
νλl,∞(x) = λ
32−lN (2−lλ)−
1
B
−1
∫
e−is3λΨ(z,s2,δ)χ1
(
s
n−1
n−2
2 G3(s2, δ1)− (2−lλ)−
2
3 z, s2, s3
)
×χ1(z) aN,l
(
z, s2, s3, δ
r
0, δ˜
2−lλ, (2−lλ)−
1
3 , λ−
1
3B
)
dzds2ds3,(8.39)
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where the phase function Ψ is given by
Ψ(z, s2, δ) := s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
+(2lλ−1)
2
3 z
(
x1 − s
1
n−2
2 G1(s2, δ)
)
(8.40)
(compare (7.4) in [21]). Applying our van der Corput type lemma (of order 3) to the
integration in s2, which allows for the gain of a factor λ
−1/3, this easily implies that
(8.41) ‖νλl,∞‖∞ . 2−lNλ
5
3
− 1
B ∀N ∈ N.
Let us next look at the contribution given by the νλl,0 : Observe first that on a region
where |u1| is sufficiently small, iterated integrations by parts with respect to u1 allow
to gain factors 2−lN in the integral defining νλl,0, for every N ∈ N. Freezing afterwords
u1, we can reduce to the integration in u2 alone. A similar argument applies whenever
we are allowed to integrate by parts in u1 (this is also the case when B1 and B3 have
opposite signs). We shall therefore assume from now on that B1 and B3 have the
same sign. Moreover, let us assume without loss of generality that u1 > 0. Then
there is a unique non-degenerate critical point uc1 = u
c
1(2
−lλ)−1/Bu2, δ˜
2−lλ, ...) of the
phase Φ in (8.34), of size |uc1| ∼ 1, and we may restrict the integration in u1 to a
small neighborhood of uc1. I.e., we may replace the cut-off function χ0(u1) by a cut-off
function χ1(u1) supported in a sufficiently small neighborhood of a point u
0
1 containing
uc1. Then the method of stationary phase shows that the corresponding integral in u1
will be of order 2−l/2, so that this term will give the main contribution.
For the sake of simplicity, we shall therefore restrict ourselves in the sequel to the
discussion of this main term νλl,1, given by
ν̂λl,1(ξ) := (2
−lλ)−
1
B
− 1
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e−is32
lΦ(u1,u2,s,δ,λ,l)a(σ2lλ−1u, δ, s)χ0(u)χ1(u1) du1du2,(8.42)
where |u1| ∼ 1 on the support of χ1(u1).
Applying first the method of stationary phase to the integration in u1, and subse-
quently van der Corput’s estimate of order B to the integration in u2, we easily arrive
at the estimate
(8.43) ‖ν̂λl,1‖∞ . (2−lλ)−
1
B
− 1
32−
l
2
− l
B ,
which is exactly what we need to verify (8.27) (recall here also estimate (8.37)).
As for the more involved estimation of νλl,1(x), Fourier inversion allows to write
νλl,1(x) = λ
3 (2−lλ)−
1
B
− 1
3
∫
e−is3Ψ(u,s,x,δ,λ,l)χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1))
×a(σ2lλ−1u, δ, s)χ0(u)χ1(u1) du1du2ds(8.44)
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where the complete phase Ψ is given by
(8.45) Ψ(u, s, x, δ, λ, l) := 2lΦ(u1, u2, s, δ, λ, l) + λ
(
B0(s, δ1)− s1x1 − s2x2 − x3
)
,
with Φ given by (8.34). Changing again from the coordinate s1 to z as in (8.38), we
may also write
νλl,1(x) = λ
3 (2−lλ)−
1
B
−1
∫
e−is3Ψ˜(u,z,s2,x,δ,λ,l)χ1(s, s3)χ1(z)
×a˜(σ2lλ−1u, (2lλ−1)
2
3z, s2, δ)χ0(u)χ1(u1) du1du2dzds2ds3,(8.46)
with phase
Ψ˜(u, z, s2, x, δ, λ, l) := λ(2
lλ−1)
2
3 z
(
x1 − s
1
n−2
2 G1(s2, δ)
)
+λ
(
s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
)
(8.47)
+2l
(
u31B3(s2, δ1, (2
−lλ)−
1
3u1)− zu1 + φ♯2−lλ(u1, u2, δ˜2
−lλ, s2)
)
.
We shall prove the following estimate:
(8.48) |νλl,1(x)| ≤ C2
l
3λ
5
3
− 1
B ,
with a constant C which is independent of λ, l, x and δ.
As in [21], this estimate is easily verified if |x| ≫ 1, simply by means of integrations
by parts in the variables s2, s3 and z, in combination with the method of stationary
phase in u1 and van der Corput’s estimate of order B in u2. Similarly, if |x| . 1 and
|x1| ≪ 1, we can arrive at the same conclusion, by first integrating by parts in z.
Indeed, in these situations we may gain factors 2−2Nl/3λ−N/3 through integrations by
parts, so that the corresponding estimates can be summed in a trivial way.
Let us thus assume that |x| . 1 and |x1| ∼ 1. Following Section 7 in [21], we then
decompose
νλl,1 = ν
λ
l,I + ν
λ
l,II + ν
λ
l,III .
where νλl,I , ν
λ
l,II and ν
λ
l,III correspond to the contribution to the integral in (8.46) given by
the regions where λ(2lλ−1)
2
3 |x1−s
1
n−2
2 G1(s2, δ)| ≫ 2l, λ(2lλ−1)
2
3 |x1−s
1
n−2
2 G1(s2, δ)| ∼ 2l
and λ(2lλ−1)
2
3 |x1 − s
1
n−2
2 G1(s2, δ)| ≪ 2l, respectively. The first and the last term can
easily be handled as in [21] by means of integrations by parts in z, with subsequent
exploitation of the oscillations with respect to u1 and u2, which leads to the following
estimate:
(8.49) |νλl,I(x)|+ |νλl,III(x)| ≤ C2−
l
3λ
5
3
− 1
B ,
which better than (8.48) by a factor 2−2l/3, so that summation in l is no problem for
these terms. Nevertheless, summation in λ still will require an interpolation argument
if B = 3.
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Let us next concentrate on νλl,II(x), which is of the form
νλl,II(x) = λ
3 (2−lλ)−
1
B
−1
∫
e−is3Ψ˜(u,z,s2,x,δ,λ,l)a˜(σ2lλ−1u, (2
lλ−1)
2
3 z, s2, δ)χ1(s2, s3)
×χ1
(
(2lλ−1)−
1
3 (x1 − s
1
n−2
2 G1(s2, δ))
)
χ0(u)χ1(u1)χ1(z) du1du2 dz ds2ds3.(8.50)
Writing
Ψ˜(u, z, s2, x, δ, λ, l) = λ
(
s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
)
+2l
[
z (2−lλ)
1
3 )(x1 − s
1
n−2
2 G1(s2, δ))− zu1 + u31B3(s2, δ1, (2−lλ)−
1
3u1)
+φ♯
2−lλ
(u1, u2, δ˜
2−lλ, s2)
]
,
and observing that here |(2−lλ) 13 (x1 − s
1
n−2
2 G1(s2, δ))| ∼ 1 and |u1| ∼ 1, we see that
the phase Ψ˜ may have a critical point (uc1, z
c) within the support of the amplitude, as
a function of u1 and z. Moreover, in a similar way as in [21], we see that this critical
point will be non-degenerate. Of course, if there is no critical point, we may obtain
even better estimates by means of integrations by parts. Let us thus in the sequel
assume that there is such a critical point.
Applying then the method of stationary phase to the integration in (u1, z), we see
that we essentially may write
νλl,II(x) = λ
2 (2−lλ)−
1
B
∫
e−is3Ψ2(u2,s2,x,δ,λ,l)a2((2
lλ−1)
1
3u2, s2, x, (2
lλ−1)
1
3 , δ)χ1(s2, s3)
×χ1
(
(2lλ−1)−
1
3 (x1 − s
1
n−2
2 G1(s2, δ))
)
χ0(u2) du2ds2ds3,
where the phase Ψ2 arises from Ψ˜ by replacing (u1, z) by the critical point (u
c
1, z
c)
(which of course also depends on the other variables).
In order to compute Ψ2 more explicitly, we go back to our original coordinates, in
which our complete phase is given by (compare (8.7))
(8.51)
λ
(
s1y1+s2y
2
1ω(δ1y1)+y
n
1α(δ1y1)+s2δ0y2+y
B
2 b(y1, y2, δ)+r(y1, y2, δ)−s1x1−s2x2−x3
)
.
Recall also that we passed from the coordinates (y1, s1) to the coordinates (u1, z)
by means of a smooth change of coordinates (depending on the remaining variables
(y2, s2)). Since the value of a function at a critical point does not depend on the chosen
coordinates, arguing by means of Lemma 7.1 in [21], we find that in the coordinates
(y2, s2) the phase Ψ2 is given by
(8.52) λ
(
s2x
2
1ω(δ1x1) + x
n
1α(δ1x1) + s2δ0y2+ y
B
2 b(x1, y2, δ) + r(x1, y2, δ)− s2x2−x3
)
.
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And, since y2 = (2
−lλ)−1/Bu2, this means that
Ψ2(u2, s2, x, δ, λ, l) = λ
(
s2x
2
1ω(δ1x1) + x
n
1α(δ1x1)− s2x2 − x3
)
+2l
(
uB2 b(x1, (2
−lλ)−
1
B u2, δ) +
B−3∑
j=2
uj2 δ˜
2−lλ
j+2 x
nj
1 αj(δ1x1)
+(2−lλ)
B−1
B u2[δ0s2 + δ3x
n1
1 α1(δ1x1)]
)
(compare (8.4)). Note that ∂s2(s
1
n−2
2 G1(s2, δ)) ∼ 1 because s2 ∼ 1 and G1(s2, 0) = 1.
Therefore, the relation |x1 − s
1
n−2
2 G1(s2, δ)| ∼ (2lλ−1)
1
3 can be re-written as |s2 −
G˜1(x1, δ)| ∼ (2lλ−1) 13 , where G˜1 is again a smooth function such that |G˜1| ∼ 1. If we
write
s2 = (2
lλ−1)
1
3 v + G˜1(x1, δ),
then this means that |v| ∼ 1. We shall therefore change variables from s2 to v, which
leads to
νλl,II(x) = λ
2 (2−lλ)−
1
B
− 1
3
∫
e−is3Ψ3(u2,v,x,δ,λ,l)a3((2
lλ−1)
1
3u2, v, x, (2
lλ−1)
1
3 , δ)
×χ1(s3)χ1(v)χ0(u2) du2dvds3,(8.53)
with a smooth amplitude a3 and the new phase function
Ψ3(u2, v, x, δ, λ, l) = λ
(
v (2−lλ)−
1
3 (x21ω(δ1x1)− x2) + (2−lλ)−
1
B
− 1
3 δ0 vu2 +QA(x, δ)
)
+2l
(
uB2 b(x1, (2
−lλ)−
1
B u2, δ) +
B−3∑
j=2
uj2 δ˜
2−lλ
j+2 x
nj
1 αj(δ1x1)(8.54)
+u2 (2
−lλ)
B−1
B [δ0G˜1(x1, δ) + δ3x
n1
1 α1(δ1x1)]
)
,
where
QA(x, δ) := G˜1(x1, δ)(x
2
1ω(δ1x1)− x2) + xn1α(δ1x1)− x3.
Applying van der Corput’s estimate of order B to the integration in u2 in (8.53), we
find that
|νλl,II(x)| ≤ Cλ2 (2−lλ)−
1
B
− 1
32−
l
B = 2
l
3λ
5
3
− 1
B .
This proves (8.48), which completes the proof of estimate (8.28).
8.2.3. Consequences of the estimates (8.25) - (8.28). By interpolation, these estimates
imply
‖T λδ,Ai‖pc→p′c . λ−
1
3
− 1
B
+2θc ,(8.55)
‖T λδ, l‖pc→p′c . 2−
l(1−3θc)
6 λ−
1
3
− 1
B
+2θc .(8.56)
66 I. A. IKROMOV AND D. MU¨LLER
But, by Lemma 3.1, we have θc ≤ θ˜B = 3/(2B + 3), and this easily implies that the
exponents of λ and 2l in the preceding estimates is strictly negative, if B = 4, and
zero, if B = 3 (where θc = 1/3). We can therefore sum these estimates over all l, as
well as λ≫ 1, if B = 4, and the desired estimate, whereas if B = 3, then we only get
a uniform estimates
‖T λδ,Ai‖pc→p′c ≤ C, ‖T λδ, l‖pc→p′c ≤ C, (λρ(δ˜) . 1),
with a constant C not depending on δ. The case where B = 3 will therefore again
require a complex interpolation argument in order to capture the endpoint, as in the
proof of Proposition 5.2 (c) in [21].
In particular, we have proven
Proposition 8.7. If B = 4, then under the assumptions in this section∑
{λ≥1: λρ(δ˜).1}
‖T λδ ‖pc→p′c . 1,
where the constant in this estimate will not depend on δ.
In combination with the following proposition, which will be proved in the next two
sections, this will complete the discussion of the remaining case where B = 4 in (6.20),
hence also the proof of Proposition 2.1 for this case.
Proposition 8.8. If B = 4, then under the assumptions in this section∑
{λ≥1: λρ(δ˜)≫1}
‖T λδ ‖pc→p′c . 1,
where the constant in this estimate will not depend on δ.
9. The case where m = 2, B = 4 and A = 1
According to Proposition 8.7, we are left with controlling the operators T λδ with
λρ ≫ 1, where we have used the abbreviation ρ = ρ(δ˜). If A = 1, then according to
(6.21), we have hr + 1 = 4, hence θc = 1/4 and p
′
c = 8. We shall then use the first
estimate in (6.3), i.e.,
(9.1) ‖νλδ ‖∞ . λ
7
4 .
The crucial observation is that under the assumption λρ≫ 1, we can here improve on
the estimate (6.2) for ν̂λδ . Indeed, we shall prove that
(9.2) ‖ν̂λδ ‖∞ . ρ−
1
12λ−
2
3 .
Under the assumption that this estimate is valid, we obtain from (9.1) and (9.2) by
interpolation that
‖T λδ ‖pc→p′c . (λρ)−
1
16 ,
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hence the desired remaining estimate∑
λρ≫1
‖T λδ ‖pc→p′c . 1.
In order to prove (9.2), recall that from (8.15) that
ν̂δ(ξ) =
∫∫
e−iλs3Φ
♯(x,δ,s) a(x, δ, s) dx2dx1,
where the complete phase Φ♯ is given by
Φ♯(x, δ, s) = x31B3(s2, δ1, x1)− x1B1(s, δ1) +B0(s, δ1) + φ♯(x, δ, s2),
with
φ♯(x, δ, s2) = x
4
2 b(x, δ
r
0, s2) + δ4x
2
2 α˜2(x1, δ
r
0, s2) + δ3,0x2 α˜1(x1, δ
r
0, s2)
δ0x1x2 α1,1(x1, δ
r
0, s2),(9.3)
and where a is a smooth amplitude supported in a small neighborhood of the origin
in x. Recall also from Lemma 8.4 that |α1,1| ≡ 0 and |α˜1| ∼ 1 in Case ND, whereas
|α1,1| ∼ 1 and α˜1 is independent of x1 in Case D. Recall also that sj ∼ 1 for j = 1, 2, 3.
Moreover, in Case ND we have
ρ = δ
4
3
3,0 + δ
2
4,
whereas in Case D
ρ = δ
12
5
0 + δ
4
3
3,0 + δ
2
4,
where δ3,0 ≪ δ0. We shall treat both cases ND and D at the same time, assuming
implicitly that δ0 = 0 in Case ND.
Estimate (9.2) will thus be a direct consequence of the following lemma, which can
be derived from more general results by Duistermaat (cf. Proposition 4.3.1 in [11]).
For the convenience of the reader, we shall give a more elementary, direct proof for our
situation, which requires only C2- smoothness of the amplitude. Our approach will be
based on arguments similar to the ones used on pp.196- 205 in [19].
Lemma 9.1. Denote by J(λ, δ, s) the oscillatory
J(λ, δ, s) = χ1(s1, s2)
∫∫
e−iλΦ(x,δ,s) a(x, δ, s) dx1dx2,
with phase
Φ(x, δ, s) = x31B3(s2, δ1, x1)− x1B1(s, δ1) + φ♯(x1, x2, δ, s2),
where φ♯ is given by (9.3), and where χ1(s1, s2) localizes to the region where sj ∼ 1, j =
1, 2. Let us also put
ρ˜ := ρ+ |B1(s, δ1)| 32 .
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Then the following estimate
(9.4) |J(λ, δ, s)| ≤ C
ρ˜
1
12λ
2
3
holds true, provided the amplitude a is supported in a sufficiently small neighborhood
of the origin. The constant C in this estimate is independent of δ and s.
Proof. Note that ρ˜ . 1. We may indeed even assume that ρ˜≪ 1.
For, if |B1(s, δ1)| ∼ 1, and if we choose the support of a sufficiently small in x, then it
is easily seen that the phase Φ has no critical point with respect to x1 on the support of
the amplitude, and thus an integration by parts in x1 allows to estimate |J(λ, δ, s)| ≤
Cλ−1, which is better than what is needed for (9.4). And, if |B1(s, δ1)| ≪ 1, then we
also have ρ˜≪ 1.
We begin with the case where ρ˜λ . 1. Here we can argue as in the proof of Lemma
8.6: Changing coordinates from x to u by putting x = σ1/λu = (λ
−1/3u1, λ
−1/4u2) and
making use of Remark 8.5 (with r := λ), we find that
J(λ, δ, s) = λ−
1
4
− 1
3 χ1(s1, s2)
×
∫∫
e
−is3
(
u31B3(s2,δ1,λ
− 13 u1)−u1λ
2
3B1(s,δ1)+φ
♯
λ(u1,u2, δ˜
λ,s2)
)
a(σλ−1u, δ, s) du1du2 .
Observe that here we are integrating over the large domain where |u1| ≤ ελ1/3 and
|u2| ≤ ελ1/4. Recall also that φ♯λ is given by (8.21), and that ρ(δ˜λ) = λρ(δ˜) . 1, and so
we have
|δ˜λ| . 1 and λ 23 |B1(s, δ1)| . 1.
It is then easily seen by means of integrations by parts in u1 respectively u2 (when-
ever these quantities are large) that the double-integral in this expression is uniformly
bounded in δ and s, and thus we arrive at the uniform estimate
|J(λ, δ, s)| ≤ C
λ
7
12
.
This estimate is stronger than estimate (9.4) when ρ˜λ . 1.
From now on, we may thus assume that Λ := ρ˜λ & 1. We then apply the change of
coordinates x = σρ˜u = (ρ˜
1/3u1, ρ˜
1/4u2) and find that
J(λ, δ, s) = ρ˜
7
12 I(λρ˜, δ, s),
where we have put
I(Λ, δ, s) = χ1(s1, s2)
∫∫
e−iΛΦ1(u,δ,s)a(σρ˜u, δ, s) du1du2, (Λ & 1),(9.5)
with
Φ1(u, δ, s) := u
3
1B3(s2, δ1, ρ˜
1
3u1)− u1B′1(s, δ1) + φ(u, ρ˜, δ, s2)
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and
φ(u, ρ˜, δ, s2) := u
4
2 b(σρ˜u, δ
r
0, s2) + δ
′
4u
2
2 α˜2(ρ˜
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(ρ˜
1
3u1, δ
r
0, s2)
δ′0u1u2 α1,1(ρ˜
1
3u1, δ
r
0, s2).(9.6)
Here,
B′1(s, δ1) :=
B1(s, δ1)
ρ˜
2
3
, δ′0 :=
δ0
ρ˜
5
12
, δ′3,0 :=
δ3,0
ρ˜
3
4
, δ′4 :=
δ4
ρ˜
1
2
,
so that, in analogy with Remark 8.5, we have
(9.7) (δ′0)
12
5 + (δ′3,0)
4
3 + (δ′4)
2 + |B′1(s, δ1)|
3
2 = 1.
Note that in particular
δ′0 + δ
′
3,0 + δ
′
4 + |B′1(s, δ1)| ∼ 1.
In order to prove (9.4), we have thus to verify the following estimate:
(9.8) |I(Λ, δ, s)| ≤ CΛ− 23 .
Take again a smooth cut-off function χ0 ∈ C∞0 (R2) such that χ0(u) = 1 for |u| ≤ L
where L is a sufficiently big fixed positive number, and decompose
I(Λ, δ, s) = I0(Λ, δ, s) + I∞(Λ, δ, s),
with
I0(Λ, δ, s) := χ1(s1, s2)
∫∫
e−iΛΦ1(u,δ,s)a(σρ˜u, δ, s)χ0(u) du1du2,
and
I∞(Λ, δ, s) := χ1(s1, s2)
∫∫
e−iΛΦ1(u,δ,s)a(σρ˜u, δ, s) (1− χ0(u)) du1du2.
Note that on the support of 1− χ0 we have |u1| & L or |u2| & L. Thus, by choosing L
sufficiently large, we see by (9.7) that the phase Φ1 has no critical point on the support
of 1 − χ0, and in fact we may use integrations by parts in u1 respectively u2 in order
to prove that the double-integral in the expression for I∞(Λ, δ, s) is of order O(Λ
−1),
uniformly in δ and s. This is stronger than what is required for (9.8).
There remains the integral I0(Λ, δ, s). Here we use arguments from [19] (compare
pp. 203-205). Recall from (9.7) that (B′1(s, δ1), δ
′
0, δ
′
3,0, δ
′
4) lies on the“unite sphere”
Σ := {(B′1, δ′0, δ′3,0, δ′4) ∈ R4 : |B′1|
3
2 + (δ′0)
12
5 + (δ′3,0)
4
3 + (δ′4)
2 = 1}.
Following [19] let us fix a point ((B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0) ∈ Σ, a point s0 on the
support of χ1 and a point u
0 = (u01, u
0
2) ∈ suppχ0, and denote by η a smooth cut-off
function supported near u0. By Iη0 we denote the corresponding oscillatory integral
containing η as a factor in the amplitude:
Iη0 (Λ, δ, s) := χ1(s1, s2)
∫∫
e−iΛΦ2(u,B
′
1,δ
′
0,δ
′
3,0,δ
′
4,ρ˜,s)a(σρ˜u, δ, s)χ0(u)η(u) du1du2,
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where
(9.9) Φ2(u,B
′
1, δ
′
0, δ
′
3,0, δ
′
4, ρ˜, s) := u
3
1B3(s2, δ1, ρ˜
1
3u1)− u1B′1 + φ(u, ρ˜, δ, s2),
with φ as before.
We shall prove that Iη0 satisfies the estimate
(9.10) |Iη0 (Λ, δ, s)| ≤ C‖a(·, δ, s)‖C2 Λ−
2
3 .
provided η is supported in a sufficiently small neighborhood of U of u0, s lies in a suffi-
ciently small neighborhood S of s0 and (B′1, δ
′
0, δ
′
3,0, δ
′
4) in a sufficiently small neighbor-
hood V of the point ((B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0) in Σ. The constant C in these estimates
may depend on the “base points” u0, s0 and ((B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0), as well as on
the chosen neighborhoods, but not on Λ, δ and s.
By means of a partition of the identity argument this will imply the same type
estimate for I0, hence for I, which will conclude the proof of Lemma 9.1.
Now, if ∇uΦ2(u0, (B′1)0, (δ′0)0, (δ′3,0)0, (δ′4)0, ρ˜, s0) 6= 0, then by using an integration
by parts argument in a similar way as for I∞ we arrive at the same estimate for I
η
0 as
for I∞, which is better than what is required.
We may therefore assume from now on that∇uΦ2(u0, (B′1)0, (δ′0)0, (δ′3,0)0, (δ′4)0, ρ˜, s0) =
0, and shall distinguish two cases.
Case 1: u01 6= 0. In this case, it is easy to see from (9.9) and (9.6) that
∂2u1Φ2(u
0, (B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0, ρ˜, s0) 6= 0,
provided ρ˜ is sufficiently small. Then, by the implicit function theorem, the phase
Φ2 has a unique critical point u
c
1(u2, B
′
1, δ
′
0, δ
′
3,0, δ
′
4, ρ˜, s) with respect to x1, which is a
smooth function of its variables, provided we choose the neighborhoods U etc. suffi-
ciently small. Indeed, and when ρ˜ = 0, then by (9.9) and (9.6),
(9.11) uc1(u2, B
′
1, δ
′
0, δ
′
3,0, δ
′
4, 0, s) =
(
B′1 − δ′0u2α11(0, δr0, s2)
3B3(s2, δ1, 0)
) 1
2
.
We may thus apply the method of stationary phase to the integration with respect to
the variable u1 in the integral defining I
η
0 . Let us denote by Ψ the phase function
Ψ(u2, B
′
1, δ
′
0, δ
′
3,0, δ
′
4, ρ˜, s) := Φ2
(
uc1(u2, B
′
1, δ
′
0, δ
′
3,0, δ
′
4, ρ˜, s), B
′
1, δ
′
0, δ
′
3,0, δ
′
4, ρ˜, s
)
which arises through this application of the method of stationary phase. We claim that
we then have
(9.12) max
j=4,5
|∂ju2Ψ(u02, B′1, δ′0, δ′3,0, δ′4, ρ˜, s)| 6= 0.
Notice that it suffices to prove this for ρ˜ = 0, since then the results follows also for ρ˜
sufficiently small.
In order to prove (9.12) when ρ˜ = 0, we make use of (9.11). Since |B3| ∼ 1, (9.11)
shows that we may assume that
(9.13) |B′1 − δ′0u2α11(0, δr0, s2)| ∼ |uc1| ∼ |u01|.
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Note also that by (9.11) we have
Ψ(u2, B
′
1, δ
′
0, δ
′
3,0, δ
′
4, 0, s) = Γ(u2)+u
4
2 b(0, δ
r
0, s2)+δ
′
4u
2
2 α˜2(0, δ
r
0, s2)+δ
′
3,0u2 α˜1(0, δ
r
0, s2),
where we have put
Γ(u2) := −2 · 3− 32B3(s2, δ1, 0)− 12
(
B′1 − δ′0u2α11(0, δr0, s2)
) 3
2 .
In the case ND we have α11 ≡ 0, and thus |∂4u2Ψ(u02, B′1, δ′0, δ′3,0, δ′4, ρ˜, s)| 6= 0.
Next, if we are in Case D, then |α11| ∼ 1, and (9.13) implies that |Γ(j)(u2)| ∼
|u01|3/2|δ′0/u01|j. Therefore, if δ′0 ≪ |u01|, then we find that |∂4u2Ψ(u02, B′1, δ′0, δ′3,0, δ′4, ρ˜, s)| 6=
0, and if δ′0 & |u01|, then
|∂5u2Ψ(u02, B′1, δ′0, δ′3,0, δ′4, ρ˜, s)| & |u01|
3
2 6= 0.
This verifies (9.12) also in this case. But, (9.12) allows to apply van der Corput’s
lemma to the integration in u2 (after the application of the method of stationary phase
in u1) and thus altogether obtain the estimate
|Iη0 (Λ, δ, s)| ≤ CΛ−
1
2
− 1
5 ,
which is again even stronger than what is required by (9.10).
Case 2: u01 = 0. Assume first, (δ
′
0)
0 6= 0 and |α11| ∼ 1 (this situation can occur only
in the case D). Then
∂u1∂u2Φ2(u
0, (B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0, 0, s0) = δ′0α11(0, 0, s
0
2) 6= 0,
∂2u1Φ2(u
0, (B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0, 0, s0) = 0.
Therefore we can apply the method of stationary phase to the integration in both
variables (u1, u2) and again obtain an estimate of order O(Λ
−1), which is again stronger
than what we need.
From now on, we may thus assume that (δ′0)
0 = 0 (recall that in Case ND, we have
α11 ≡ 0 and are assuming that δ0 = 0, hence also δ′0 = 0, so that this assumption is
automatically satisfied).
Then necessarily also (B′1)
0 = 0, for otherwise, in view of (9.11) we would have
|uc1| ∼ |(B′1)0| 6= 0 when ρ˜ = 0, which would contradict our assumption that u01 = 0.
Since ((B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0) ∈ Σ, we thus see that ((δ′3,0)0)
4
3 + ((δ′4)
0)2 = 1.
Therefore at the “base point” ((B′1)
0, (δ′0)
0, (δ′3,0)
0, (δ′4)
0) the function φ satisfies for
ρ˜ = 0 the inequality
3∑
j=2
|∂ju2φ(0, u02, 0, δ, s02)| 6= 0,
and this inequality will persist for parameters sufficiently close to this base point.
Assume first that we even have ∂2u2φ(0, u
0
2, 0, δ, s
0
2) 6= 0. Then we can first apply the
method of stationary phase to the u2 integration, and subsequently van der Corput’s
estimate in u1 (with N = 3), which results in the estimate |Iη0 (Λ, δ, s)| ≤ CΛ−
1
2
− 1
3 .
This is again stronger than what we need.
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There remains the case where ∂2u2φ(0, u
0
2, 0, δ, s
0
2) = 0 and ∂
3
u2φ(0, u
0
2, 0, δ, s
0
2) 6= 0. In
this case the phase function Φ2 is a small smooth perturbation of a function Φ
0
2 of the
form
Φ02(u1, u2) = c3u
3
1 + (u2 − u02)3b3(u2) + c0,
where c3 := B3(s
0
2, δ1, 0) 6= 0 and where b3(u2) is a smooth function such that b3(u02) 6=
0. This means that Φ2 has a so-called D
+
4 -type singularity in the sense of [3] and
the distance between the associated Newton polyhedron and the origin is 3/2. The
estimate (9.10) therefore follows in this situation from the particular case of D+4 -type
singularities in Proposition 4.3.1 of [11].
Alternatively, one could also first treat the integration with respect to u1 by means
of Lemma 6.3 in [21], with B = 3, and subsequently estimate the integration in u2 by
means of van der Corput’s lemma (we leave the details to the interested reader).
This concludes the proof of Lemma 9.1. Q.E.D.
Remark 9.2. Notice that our phase Φ in Lemma 9.1 is a small perturbation of a phase
of the form c1x
3
1 + c2x
4
2, with c1 6= 0 6= c2, at least if we assume that |B1(s, δ1)| ≪ 1
(this has been the interesting case the preceding proof). It is, however, not true that for
arbitrary perturbations of such a phase function with a small perturbation parameter
δ > 0 an estimate analogous to (9.4) of order O
(
c(δ)λ−2/3
)
as λ → ∞ holds true. A
counter example is given by the following function
Φ(x, δ) := x31 + (x2 − δ)4 + 4δ(x2 − δ)3 − 3 3
√
4δ2x1(x2 − δ)2 + C(δ),
where C(δ) is chosen such that Φ(0, δ) ≡ 0. Note that Φ(x, 0) = x31 + x42.
To see this, consider an oscillatory integral J(λ, δ) :=
∫
eiλΦ(x,δ)a(x) dx with phase
function Φ, whose amplitude is supported in a sufficiently small neighborhood of the
origin and such that a(0) = 1.
When δ > 0 is sufficiently small, then Φ has exactly two critical points, namely
the degenerate critical point xd := (0, δ) and the non-degenerate critical point xnd :=
(6 3
√
2δ4/3,−6δ).
Let us consider the contribution of the degenerate critical point xd to the oscillatory
integral. The linear change of variables
z1 = x1 − 3
√
2δ(x2 − δ), z2 = x1 + 2 3
√
2δ(x2 − δ)
transforms xd into zd = (0, 0) and the phase function into Φ˜(z) + C(δ), where
Φ˜(z) := z21z2 +
(
z2 − z1
3 3
√
2δ
)4
.
A look at the Newton polyhedron of Φ˜ reveals that the principal face of N (Φ˜) is given
by the compact edge [(0, 4), (2, 1)] which lies on the line given by κ1t1+ κ2t2 = 1, with
associated weight κ = (κ1, κ2) := (3/8, 1/4), and the principal part of Φ˜ is given by
Φ˜pr (z) = z
2
1z2 +
z42
81
3
√
16δ4
.
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Moreover, the Newton distance is given by d = 8/5, whereas the non-trivial roots of
Φ˜pr have multiplicity 1. Therefore, by Theorem 3.3 in [18] the coordinates (z1, z2) are
adapted to Φ˜ in a sufficiently small neighborhood of the origin, so that the height h of
Φ˜ in the sense of Varchenko is also given by h = d = 8/5. This implies that for every
sufficiently small, fixed δ > 0 we have that
J(λ, δ) = C(δ)λ−
5
8 +O
(
λ−
7
8
)
as λ→∞,
with a non-trivial constant C(δ), because the contribution of the non-degenerate critical
point xnd is of order O(λ
−1) (compare for instance [20]). This shows that an estimate
of the type |J(λ, δ)| ≤ C(δ)λ−2/3 can not hold in this example.
10. The case where m = 2, B = 4 and A = 0
Again, we are assuming that λρ ≫ 1, where ρ = ρ(δ˜) is given by (8.18). Observe
that if A = 0, then according to (6.21) we have hr+1 = 4(n+3)/(n+4), where n ≥ 9,
so that
(10.1) θc ≤ 13
48
Here we shall again perform a frequency decomposition near the Airy cone, by defin-
ing functions νλδ, Ai and ν
λ
δ, l as follows:
ν̂λδ,Ai(ξ) := χ0(ρ
− 2
3B1(s, δ1))ν̂
λ
δ (ξ),
ν̂λδ, l(ξ) := χ1((2
lρ)−
2
3B1(s, δ1))ν̂λδ (ξ), M0 ≤ 2l ≤
ρ−1
M1
,
so that
(10.2) νλδ = ν
λ
δ, Ai +
∑
{l:M0≤2l≤
ρ−1
M1
}
νλδ, l.
Denote by T λδ,Ai and T
λ
δ, l the corresponding operators of convolution with the Fourier
transforms of these functions.
10.1. Estimation of T λδ,Ai. Here we have |ρ−2/3B1(s, δ1)| . 1. In this case, we use the
change of variables x =: σρu := (ρ
1/3u1, ρ
1/4u2) in the integral (8.15) defining ν̂δ, and
obtain
(10.3) ν̂δ(ξ) = ρ
7
12 e−iλs3B0(s,δ1)
∫
|σρu|<ε
e−iλρ s3Φ1(u,s,δ))a(σρu, δ, s) du,
where the phase Φ1 has the form
Φ1(u, s, δ) = u
3
1B3(s2, δ1, ρ
1
3u1)− u1(ρ− 23B1(s, δ1))(10.4)
+u42 b(σρu, δ
r
0, s2) + δ
′
4u
2
2 α˜2(ρ
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1(ρ
1
3u1, δ
r
0, s2),
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and where according to Remark 8.5 (in which we choose r := 1/ρ) ρ(δ˜′) = 1, so that
δ′0 + δ
′
3,0 + δ
′
4 ∼ 1
(recall that the coefficient δ′3,0 does not appear in Case ND, where α1,1 = 0). We have
also indicated that the amplitude a(σρu, δ, s) is supported where |σρu| < ε, where we
may assume that ε > 0 is sufficiently small, since this will become important soon.
We shall proceed in a somewhat similar way as in Section 7 of [21], by choosing a
cut-off function χ0 ∈ C∞0 (R2) such that χ0(u) = 1 for |u| ≤ R, where R will be chosen
sufficiently large, and further decomposing
ν̂δ(ξ) = ν̂δ,0(ξ) + ν̂δ,∞(ξ),
where
ν̂δ,0(ξ) := ρ
7
12 e−iλs3B0(s,δ1)
∫
e−iλρ s3Φ1(u,s,δ)a(σρu, δ, s)χ0(u) du,
and
ν̂δ,∞(ξ) := ρ
7
12 e−iλs3B0(s,δ1)
∫
e−iλρ s3Φ1(u,s,δ,s)a(σρu, δ, s)(1− χ0(u)) du.
Accordingly, we decompose
νλδ,Ai = ν
λ
δ,0 + ν
λ
δ,∞,
where we have put
ν̂λδ,0(ξ) := χ0(ρ
− 2
3B1(s, δ1))χ1(s, s3) ν̂δ,0(ξ),
ν̂λδ,∞(ξ) := χ0(ρ
− 2
3B1(s, δ1))χ1(s, s3) ν̂δ,∞(ξ).
Recall from (8.30) that χ1(s, s3) = χ1(s1, s2, s3) localizes to the region where sj ∼
1, j = 1, 2, 3. The corresponding operators of convolution with ν̂λδ,0 and ν̂
λ
δ,∞ will be
denoted by T λδ,0 and T
λ
δ,∞, respectively.
Let us first consider the operators T λδ,∞ : By means of integrations by parts, we easily
see that if R is chosen sufficiently large, then the phase will have no critical point, and
thus for every N ∈ N we have
(10.5) ‖ν̂λδ,∞‖∞ . ρ
7
12 (λρ)−N .
Moreover, by Fourier inversion we find that
(10.6) νλδ,∞(x) = λ
3
∫
R3
eiλs3(s1x1+s2x2+x3)ν̂λδ,∞(ξ) ds
(with ξ = λs3(s1, s2, 1)). We then use the change of variables from s = (s1, s2) to
(z, s2), where
z := ρ−
2
3B1(s, δ1),
and find that (compare (8.12))
(10.7) s1 = s
n−1
n−2
2 G3(s2, δ)− ρ
2
3 z,
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and in particular
(10.8) B0(s, δ, σ) = −ρ 23 z s
1
n−2
2 G1(s2, δ) + s
n
n−2
2 G5(s2, δ).
And, if we plug the previous formula for ν̂λδ,∞ into (10.6), we see that we may write
νλδ,∞(x) as an oscillatory
(10.9)
νλδ,∞(x) = ρ
7
12
+ 2
3λ3
∫
e−iλs3Φ2(u,z,s2,δ)χ0(z)(1−χ0(u))a(σρu, ρ 23z, s, δ)χ˜1(s2, s3) dudzds2ds3
with respect to the variables u1, u2, z, s2, s3, where the complete phase is given by
Φ2(u, z, s2, δ) := s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)
−s2x2 − x3 + ρ 23z
(
x1 − s
1
n−2
2 G1(s2, δ)
)
+ ρΦ1(u, z, s2, δ),(10.10)
where according to (10.4), the phase Φ1 is given in the new coordinates by
Φ1(u, z, s2, δ) = u
3
1B3(s2, δ1, ρ
1
3u1)− u1z(10.11)
+u42 b(σρu, δ
r
0, s2) + δ
′
4u
2
2 α˜2(ρ
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1(ρ
1
3u1, δ
r
0, s2).
Recall also from (8.14) that |G5| ∼ 1 ∼ |G3| (where G5 = G1G3 − G2). The new
amplitude a is again a smooth function of its arguments, and χ˜1(s2, s3) localizes to the
region where |s2| ∼ 1 ∼ |s3|. Observe also that here |z| . 1 and |ρ1/3u1| ≤ ε, |ρ1/4u2| ≤
ε, so that the sum of the last two terms in Φ2 can be viewed as a small error term of
order O(ρ2/3 + ε), provided |x| . 1.
Applying first again N integrations by parts with respect to the variables u1, u2, and
then van der Corput’s lemma to the integration in s2, we thus find that
|νλδ,∞(x)| . ρ
7
12
+ 2
3λ3(λρ)−Nλ−
1
3 ,
if |x| . 1.
However, if |x| ≫ 1, then we may argue as in Section 7.2 of [21]: If |x1| ≪ |(x2, x3)|,
then we easily see by means a further integration by parts with respect to the variables
s2 or s3 that |νλδ,∞(x)| . ρ
7
12
+ 2
3λ3(λρ)−Nλ−1, and if |x1| & |(x2, x3)|, then an integration
by parts in z leads to |νλδ,∞(x)| . ρ
7
12
+ 2
3λ3(λρ)−N(λρ2/3)−1. Both these estimates are
stronger than the previous one, and so altogether we have shown that
(10.12) ‖νλδ,∞‖∞ . ρ
7
12
+ 2
3λ
8
3 (λρ)−N .
Interpolating between this estimate and (10.5), we obtain
‖T λδ,∞‖pc→p′c . ρ
7
12 (λρ)−Nρ
2θc
3 λ
8θc
3 ,
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which implies the desired estimate∑
λρ≫1
‖T λδ,∞‖pc→p′c . ρ
7
12
−2θc ≤ 1,
since θc ≤ 13/48.
We next turn to the main terms νλδ,0 and the corresponding operators T
λ
δ,0. First we
claim that
(10.13) ‖ν̂λδ,0‖∞ . ρ
7
12 (λρ)−
2
3 .
This is an immediate consequence of Lemma 9.1. Indeed our phase Φ1 in (10.4) is of
the form required in this lemma, with ρ in the lemma of size 1, but λ in the lemma
replaced by λρ here, so that the oscillatory integral in the definition of ν̂λδ,0 can be
estimated by C/(11/12(λρ)2/3).
We finally want to estimate ‖νλδ,0‖∞. In analogy with (10.9), we may write νλδ,0(x) as
an oscillatory integral of the form
νλδ,0(x) = ρ
7
12
+ 2
3λ3
∫
e−iλs3Φ2(u,z,s2,δ)χ0(z)χ0(u)a˜(σρu, ρ
2
3z, s, δ)χ˜1(s2, s3) dudzds2ds3,
with Φ2 given by (10.10). We can reduce this to the following situation in which the
amplitude is independent of z, i.e., where
νλδ,0(x) = ρ
7
12
+ 2
3λ3
∫
e−iλs3Φ2(u,z,s2,δ)
×χ0(z)χ0(u)a(σρu, s, ρ 13 , δ)χ˜1(s2, s3) dudzds2ds3.(10.14)
In fact, we may develop the amplitude a˜ into a convergent series of smooth functions,
each of which is a tensor product of a smooth function of the variable z with a smooth
function depending on the remaining variables only. Thus, by considering each of the
corresponding terms separately, we can reduce to the situation (10.14) (the function
χ0(z) will of course have to be different from the previous one).
We claim that
(10.15) ‖νλδ,0‖∞ . ρ
7
12λ2(λρ)−
1
4 .
Indeed, if |x| ≫ 1, arguing in a similar way as for νλδ,∞(x), we see that |νλδ,0(x)| .
ρ
7
12
+ 2
3λ3(λρ2/3)−N for every N ∈ N, which is stronger than what is needed for (10.15).
From now on we shall therefore assume that |x| . 1. For such x fixed, we can argue
in a similar way as in in Section 7.2 of [21] (compare also with Subsection 12.2): We
decompose
(10.16) νλδ,0 = ν
λ
0,I + ν
λ
0,II ,
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where νλ0,I and ν
λ
0,II denote the contributions to the integral (10.14) by the region LI
given by
|x1 − s
1
n−2
2 G1(s2, δ)| ≫ ρ
1
3 ,
and the region LII where
|x1 − s
1
n−2
2 G1(s2, δ)| . ρ
1
3 ,
respectively. Recall from (10.10) and (10.11) that
Φ2(u, z, s2, δ) = s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
+zρ
(
ρ−
1
3
(
x1 − s
1
n−2
2 G1(s2, δ)
)− u1)+ ρu31B3(s2, δ1, ρ 13u1)(10.17)
+ρ
(
u42 b(σρu, δ
r
0, s2) + δ
′
4u
2
2 α˜2(ρ
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1(ρ
1
3u1, δ
r
0, s2)
)
.
Let us change variables from s2 first to v := x1 − s
1
n−2
2 G1(s2, δ), and then to w :=
ρ−
1
3 v = ρ−
1
3
(
x1 − s
1
n−2
2 G1(s2, δ)
)
. In these new coordinates, Φ2 can be written as
Φ2 = zρ(w − u1) + Φ3,
with Φ3 of the form
Φ3(u, w, x, δ) = Ψ3(ρ
1
3w, x, δ) + ρu31B3(ρ
1
3w, ρ
1
3u1, x, δ)
+ρ
(
u42 b(σρu, ρ
1
3w, x, δr0) + δ
′
4u
2
2 α˜2(ρ
1
3u1, ρ
1
3w, x, δr0)(10.18)
+δ′3,0u2 α˜1(ρ
1
3w, x, δr0) + δ
′
0u1u2 α1,1(ρ
1
3u1, ρ
1
3w, x, δr0)
)
,
where Ψ3 is a smooth, real-valued function. With a slight abuse of notation, we have
here used the same symbols B3, b, . . . , α1,1 as before, since these functions will have the
same basic properties here as the corresponding ones in (10.17). A similar remark will
apply to the amplitudes, which we shall always denote by the letter a, even though
they may change form line to line. Moreover, we may write
νλ0,I(x) = (ρ
7
12
+ 2
3λ3) ρ
1
3
∫
e−iλs3Φ3(u,w,x,δ)χ̂0
(
λρs3(w − u1)) (1− χ0(w)
)
χ0(u)
×a(σρu, ρ 13w, s1, ρ 13 , x, δ)χ˜1(s3) dwduds3.(10.19)
νλ0,II(x) = (ρ
7
12
+ 2
3λ3) ρ
1
3
∫
e−iλs3Φ3(u,w,x,δ)χ̂0
(
λρs3(w − u1))χ0(w)χ0(u)
×a(σρu, ρ 13w, s1, ρ 13 , x, δ)χ˜1(s3) dwduds3.(10.20)
Here, χ0(w) will again denote a smooth function with compact support which is iden-
tically 1 on a sufficiently large neighborhood of the origin.
Observe that in (10.19) we have |w| ≫ 1 & |u1|, so that |χ̂0
(
λρs3(w − u1))| ≤
CN(λρ|w|)−(N+1) for every N ∈ N, and we immediately obtain the estimate
(10.21) ‖νλ0,I(x)‖∞ ≤ CN(ρ
7
12
+ 2
3λ3) ρ
1
3 (λρ)−(N+1) = ρ
7
12λ2 (λρ)−N ,
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which is even stronger than (10.15).
In order to estimate the second term, we perform yet another change of variables
from u1 to y1 so that u1 = w − (λρ)−1y1, i.e., y1 = λρ(w − u1). This leads to the
following expression for νλ0,II(x) :
νλ0,II(x) = (ρ
7
12
+ 2
3λ3) ρ
1
3 (λρ)−1
∫
e−iλs3Φ4(y1,u2,w,x,δ)χ̂0(s3y1)χ0(w)χ0(w − (λρ)−1y1)
×χ0(u2) a4
(
(λρ
2
3 )−1y1, ρ
1
4u2, w, s1, ρ
1
3 , x, δ
)
χ˜1(s3) dy1du2dwds3 ,(10.22)
with phase Φ4 of the form
Φ4(y1, u2, w, x, δ) = Ψ3
(
ρ
1
3w, x, δ
)
+ ρ
(
w − (λρ)−1y1
)3
B˜3
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
)
+ρ
(
u42 b
(
ρ
1
3w, (λρ
2
3 )−1y1, ρ
1
4u2, x, δ
r
0
)
+ δ′4u
2
2 α˜2
(
ρ
1
3w, (λρ
2
3 )−1y1, ρ
1
4u2, x, δ
r
0
)
(10.23)
+δ′3,0u2 α˜1
(
ρ
1
3w, x, δr0
)
+ δ′0u2
(
w − (λρ)−1y1
)
α1,1
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
r
0
))
.
Observe that in this integral, |u2|+|w| . 1 and |y1| . λρ.Moreover, the factor χ̂0(s3y1)
guarantees the absolute convergence of this integral with respect to the variable y1.We
can thus first apply van der Corput’s estimate of order M = 4 for the integration in u2,
which leads to an additional factor of order (λρ)−1/4, and then perform the remaining
integrations in w, y1 and s3. Altogether, this leads to the estimate
(10.24) ‖νλ0,I(x)‖∞ ≤ C(ρ
7
12
+ 2
3λ3) ρ
1
3 (λρ)−1)(λρ)−
1
4 = ρ
7
12λ2 (λρ)−
1
4 .
In combination with (10.21), this proves (10.26).
Finally, interpolating between the estimates (10.13) and (10.15), we obtain
‖T λδ,0‖pc→p′c . ρ
7
12
−2θc(λρ)
29
12
θc−
2
3 .
But, since θc ≤ 13/48, we have 2912θc − 23 < 0 and 7/12 − 2θc > 0,which implies the
desired estimate ∑
λρ≫1
‖T λδ,0‖pc→p′c . ρ
7
12
−2θc ≤ 1.
Altogether, we have thus proved that
(10.25)
∑
λρ≫1
‖T λδ,Ai‖pc→p′c . 1.
A SHARP RESTRICTION THEOREM 79
10.2. Estimation of T λδ, l. Here we have |(2lρ)−2/3B1(s, δ1)| ∼ 1. Recall also that 2lρ ≤
1/M1 ≪ 1. In this case, we use the change of variables x =: σ2lρu := ((2lρ)1/3u1, (2lρ)1/4u2)
in the integral (8.15) defining ν̂δ, and obtain
(10.26) ν̂δ(ξ) = (2
lρ)
7
12 e−iλs3B0(s,δ1)
∫
|σ
2lρ
u|<ε
e−iλ2
lρ s3Φ1(u,s,δ)a(σ2lρu, δ, s) du,
where now the phase Φ1 = Φ1,l has the form
Φ1(u, s, δ) = u
3
1B3(s2, δ1, (2
lρ)
1
3u1)− u1((2lρ)− 23B1(s, δ1)) + u42 b(σ2lρu, δr0, s2)(10.27)
+δ′4u
2
2 α˜2((2
lρ)
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1((2
lρ)
1
3u1, δ
r
0, s2),
and where according to Remark 8.5 (in which we choose r := 1/(2lρ)) ρ(δ˜′) = 2−l, so
that
(δ′4)
2 + (δ′3,0)
4
3 + (δ′0)
12
5 = 2−l ≤ 1
M0
≪ 1.
(recall that the coefficient δ′3,0 does not appear in Case ND, where α1,1 = 0). We have
also indicated that the amplitude a(σ2lρu, δ, s) is supported where |σ2lρu| < ε, and that
we may assume that ε > 0 is sufficiently small.
Observe that the second row in (10.27) is a small perturbation of the leading term,
given by the first row.
Again, we choose a cut-off function χ0 ∈ C∞0 (R2) such that χ0(u) = 1 for |u| ≤ R,
where R will be chosen sufficiently large, and further decompose
ν̂δ(ξ) = ν̂δ,0(ξ) + ν̂δ,∞(ξ),
where now
ν̂δ,0(ξ) := (2
lρ)
7
12 e−iλs3B0(s,δ1)
∫
|σ
2lρ
u|<ε
e−iλ2
lρ s3Φ1(u,s,δ))a(σ2lρu, δ, s)χ0(u) du,
and
ν̂δ,∞(ξ) := (2
lρ)
7
12 e−iλs3B0(s,δ1)
∫
|σ
2lρ
u|<ε
e−iλ2
lρ s3Φ1(u,s,δ))a(σ2lρu, δ, s)(1− χ0(u)) du,
Accordingly, we decompose
νλδ,l = ν
λ
l,0 + ν
λ
l,∞,
where we have put
ν̂λl,0(ξ) := χ1((2
lρ)−
2
3B1(s, δ1))χ1(s, s3) ν̂δ,0(ξ),
ν̂λl,∞(ξ) := χ1((2
lρ)−
2
3B1(s, δ1))χ1(s, s3) ν̂δ,∞(ξ).
The corresponding operators of convolution with ν̂λl,0 and ν̂
λ
l,∞ will be denoted by T
λ
l,0
and T λl,∞, respectively.
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Let us again first consider the operators T λl,∞ : By means of integrations by parts,
we easily see that if R is chosen sufficiently large, then the phase will have no critical
point, and thus for every N ∈ N we have
(10.28) ‖ν̂λl,∞‖∞ . (2lρ)
7
12 (λ2lρ)−N .
Moreover, Fourier inversion again leads to (10.6), and performing the change of vari-
ables from s = (s1, s2) to (z, s2), where here
z := (2lρ)−
2
3B1(s, δ1),
we find that
(10.29) s1 = s
n−1
n−2
2 G3(s2, δ)− (2lρ)
2
3 z,
and in particular
(10.30) B0(s, δ, σ) = −(2lρ) 23 z s
1
n−2
2 G1(s2, δ) + s
n
n−2
2 G5(s2, δ).
In a similar way as before, this leads to
νλl,∞(x) = (2
lρ)
7
12
+ 2
3λ3(10.31)
×
∫
e−iλs3Φ2(u,z,s2,δ)χ1(z)(1 − χ0(u))a(σ2lρu, (2lρ)
2
3z, s, δ)χ˜1(s2, s3) dudzds2ds3
with respect to the variables u1, u2, z, s2, s3, where the complete phase is now given by
Φ2(u, z, s2, δ) := s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)
−s2x2 − x3 + (2lρ)2/3z(x1 − s
1
n−2
2 G1(s2, δ) + 2
lρΦ1(u, z, s2, δ).(10.32)
According to (10.27), the phase Φ1 is given in the new coordinates by
Φ1(u, z, s2, δ) = u
3
1B3(s2, δ1, (2
lρ)
1
3u1)− u1z + u42 b(σ2lρu, δr0, s2)(10.33)
+δ′4u
2
2 α˜2((2
lρ)
1
3u1, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1((2
lρ)
1
3u1, δ
r
0, s2).
Arguing as in the preceding subsection, by applying first N integrations by parts with
respect to the variables u1, u2, and then van der Corput’s lemma (of order M = 3) to
the integration in s2, we thus find that
|νλl,∞(x)| . (2lρ)
7
12
+ 2
3λ3(λ2lρ)−Nλ−
1
3 ,
first if |x| . 1, and then also for |x| ≫ 1, by the same kind of arguments. We thus
obtain
(10.34) ‖νλl,∞‖∞ . (2lρ)
7
12
+ 2
3λ
8
3 (λ2lρ)−N .
Interpolating between this estimate and (10.28), we find here that
‖T λl,∞‖pc→p′c . (2lρ)
7
12 (λ2lρ)−N(2lρ)
2θc
3 λ
8θc
3 ,
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which implies that ∑
λρ≫1
‖T λl,∞‖pc→p′c . 2(
7
12
+ 2θc
3
−N)lρ
7
12
−2θc ≤ 1,
hence the desired estimate∑
{l:M0≤2l≤
ρ−1
M1
}
∑
λρ≫1
‖T λl,∞‖pc→p′c . ρ
7
12
−2θc ≤ 1,
since θc ≤ 13/48.
We next turn to the main terms νλl,0 and the corresponding operators T
λ
l,0. First we
show that
(10.35) ‖ν̂λl,0‖∞ . (2lρ)
7
12 (λ2lρ)−
3
4 .
Indeed, (10.27) in combination with (8.3) shows that the phase Φ1 is a small pertur-
bation of the phase
Φ1,0(u, s) := u
3
1B3(s2, 0, 0)− c1u1 + u42 b4(0),
where c1 corresponds to a fixed value of (2
lρ)−2/3B1(s, δ1), so that |c1| ∼ 1. Now, this
phase will either have a critical point with respect to the variable u1 (recall that u ∈
suppχ0), and then we can apply the method of stationary phase to the u1-integration,
or, otherwise we may use integrations by parts in u1 (for instance, if c1 and B3 have
opposite signs). Applying subsequently van der Corput’s estimate (of order M = 4) to
the u1-integration, we immediately get (10.35).
We finally want to estimate ‖νλl,0‖∞. In analogy with (10.31), we may write νλl,0(x)
as an oscillatory integral of the form
νλl,0(x) = (2
lρ)
7
12
+ 2
3λ3
×
∫
e−iλs3Φ2(u,z,s2,δ)χ1(z)χ0(u)a(σ2lρu, (2
lρ)
2
3z, s, δ)χ˜1(s2, s3) dudzds2ds3
with Φ2 given by (10.32). We can then basically argue as we did for ν
λ
δ,Ai in the
previous subsection, only with ρ replaced by 2lρ, and arrive correspondingly at the
following analogue of estimate (10.15):
(10.36) ‖νλl,0‖∞ . (2lρ)
7
12λ2(λ2lρ)−
1
4 .
Finally, interpolating between the estimates (10.35) and (10.36), we obtain
(10.37) ‖T λl,0‖pc→p′c . (2lρ)
7
12λ2θc(λ2lρ)
θc
2
− 3
4 = 2
l
6
(3θc−1)(λρ)
10θc−3
4 ρ
7
12
−2θc .
But, since θc ≤ 13/48, we have 10θc− 3 < 0 and 3θc− 1 < 0, which implies the desired
estimate ∑
{l:M0≤2l≤
ρ−1
M1
}
∑
λρ≫1
‖T λl,0‖pc→p′c . 1.
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Altogether, we have thus proved that
(10.38)
∑
{l:M0≤2l≤
ρ−1
M1
}
∑
λρ≫1
‖T λδ,l‖pc→p′c . 1.
This completes the proof of Proposition 8.8 also for the case where A = 0.
11. The case where m = 2, B = 3 and A = 0 : What still needs to be done
What remains open in (6.20), hence also in the proof of Proposition 2.1, is the case
where B = 3 and A = 0, in which θc = 1/3 and pc = 6/5. Notice also that in this case
(8.18) means that
ρ :=
{
δ
3
2
3,0 in Case ND,
δ30 + δ
3
2
3,0 in Case D,
where in Case ND δ3,0 ≥ δ0. This shows that ρ ≥ δ30 in both cases.
Let us first observe that estimate (6.5) shows that we “trivially” have∑
λ&δ−30
‖T λδ ‖pc→p′c . 1,
since B = 3 and θc = 1/3. In the sequel, we may and shall therefore always assume
that λ≪ δ−30 .
According to our discussion in Subsection 8.2, if λρ . 1 (where ρ = ρ(δ˜)), the
endpoint p = pc is still left open.
On the other hand, if λρ≫ 1, we can basically follow our approach from the previous
section, with only minor modifications. Let us describe some more details.
Again, we perform the “Airy-cone decomposition” (10.2). In order to estimate T λδ, Ai
we may here use the scaling x =: σρu := (ρ
1/3u1, ρ
1/3u2), which leads to
(11.1) ν̂δ(ξ) = ρ
2
3 e−iλs3B0(s,δ1)
∫
|σρu|<ε
e−iλρ s3Φ1(u,s,δ)a(σρu, δ, s) du,
where the phase Φ1 now has the form
Φ1(u, s, δ) = u
3
1B3(s2, δ1, ρ
1
3u1)− u1(ρ− 23B1(s, δ1))(11.2)
+u32 b(σρu, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1(ρ
1
3u1, δ
r
0, s2),
in place of (10.3) and (10.4), and where
δ′0 + δ
′
3,0 ∼ 1.
Recall that the coefficient δ′0 does not appear in Case ND, in which α1,1 = 0. If we
again decompose
νλδ,Ai = ν
λ
δ,0 + ν
λ
δ,∞
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then one finds here that, in place of (10.5) and (10.12), we obtain ‖ν̂λδ,∞‖∞ . ρ2/3(λρ)−N
and ‖νλδ,∞‖∞ . ρ4/3λ8/3(λρ)−N , for every N ∈ N. By interpolation, this leads to
‖T λδ,∞‖pc→p′c . (λρ)
8
9
−N ,
which implies the desired estimate
(11.3)
∑
λρ≫1
‖T λδ,∞‖pc→p′c . 1.
As for the main term νλδ,0, a similar type of discussion that led to (10.13) here yields
the following estimate:
(11.4) ‖ν̂λδ,0‖∞ . ρ
2
3 (λρ)−
1
2
− 1
3 = ρ
2
3 (λρ)−
5
6 .
Indeed, recall that we are assuming that λρ ≫ 1 and λ ≪ δ−30 , so that ρ ≫ δ30. The
estimate (11.4) therefore follows from the following analog of Lemma 9.1 for the case
where B = 3 :
Lemma 11.1. Denote by J(λ, δ, s) the oscillatory
J(λ, δ, s) = χ1(s1, s2)
∫∫
e−iλΦ(x,δ,s) a(x, δ, s) dx1dx2,
with phase
Φ(x, δ, s) = x31B3(s2, δ1, x1)− x1B1(s, δ1) + φ♯(x1, x2, δ, s2),
where
φ♯(x, δ, s2) := x
3
2 b(x, δ
r
0, s2) + δ3,0x2 α˜1(x1, δ
r
0, s2) + δ0x1x2 α1,1(x1, δ
r
0, s2),
and where χ1(s1, s2) localizes to the region where sj ∼ 1, j = 1, 2. Let us also put
ρ˜ := ρ+ |B1(s, δ1)| 32 ,
and assume that ρ˜ ≥Mδ30 . Then the following estimate
(11.5) |J(λ, δ, s)| ≤ C
ρ˜
1
6λ
5
6
holds true, provided the amplitude a is supported in a sufficiently small neighborhood
of the origin and M ≥ 1 is sufficiently large. The constant C in this estimate is
independent of δ and s.
Remark 11.2. Without the assumption ρ˜ ≫ δ30, estimate (11.5) may fail. Indeed, in
the worst case, it may happen that, after re-scaling, all of the quantities B′1(s, δ1), δ
′
0
and δ′3,0 are of size 1, and a degenerate critical point of order 4 arises for the integration
in u2, after we have applied the method of stationary phase in u1. In this case, we will
only obtain an estimate |I(Λ, δ, s)| ≤ CΛ−1/2−1/4, and this estimate will be sharp.
84 I. A. IKROMOV AND D. MU¨LLER
Proof. The proof is analogous to the proof of Lemma 9.1. In the more difficult case
where Λ := ρ˜λ & 1, after applying the change of coordinates x = ρ˜1/3u, we see that
it suffices to prove an estimate of the form |I(Λ, δ, s)| ≤ CΛ−5/6, where the oscillatory
integral I(Λ, δ, s) is as in (9.5), only with φ in the phase Φ1 replaced by
φ(u, ρ˜, δ, s2) := u
3
2 b(ρ˜
1
3u, δr0, s2) + δ
′
3,0u2 α˜1(ρ˜
1
3u1, δ
r
0, s2) + δ
′
0u1u2 α1,1(ρ˜
1
3u1, δ
r
0, s2)
(compare (9.6)) Here,
B′1(s, δ1) :=
B1(s, δ1)
ρ˜
2
3
, δ′0 :=
δ0
ρ˜
1
3
, δ′3,0 :=
δ3,0
ρ˜
2
3
.
Notice that our assumption implies that δ′0 ≪ 1, and then
(δ′3,0)
3
2 + |B′1(s, δ1)|
3
2 ∼ 1.
This shows that the phase Φ1 will have at worst an Airy type singularity in one of the
variables u1 or u2. Applying thus first the method of stationary phase to the integration
in one of these variables, and subsequently van der Corput’s estimates of order 3 to
the integration in the second variable, we arrive at the desired estimate for I(Λ, δ, s).
Q.E.D.
Next, in order to estimate νλδ,0(x), recall that
(11.6)
νλδ,0(x) = ρ
2
3
+ 2
3λ3
∫
e−iλs3Φ2(u,z,s2,δ)χ0(z)χ0(u)a(σρu, ρ
2
3 z, s, δ)χ˜1(s2, s3) dudzds2ds3,
with Φ2 given by (10.10), and in place of (10.15) we now get
(11.7) ‖νλδ,0‖∞ . ρ
2
3λ2(λρ)−
1
3 = ρ−
4
3 (λρ)
5
3 .
By means of interpolation, we arrive from (11.4) and (11.4) at a uniform estimate
(11.8) ‖T λδ,0‖pc→p′c . 1.
The corresponding estimate for p < pc allows for summation over all dyadic λ ≫ 1,
but in order to reach also the endpoint p = pc, similar to our discussion in [21] for the
case B = 2, we shall have to apply a complex interpolation argument.
For the estimation of the operators T λδ,l, very similar statements hold true (compare
the analogous discussion in Subsection 10.2).
Scaling here x = σ2lρu := ((2
lρ)1/3u1, (2
lρ)1/3u2) leads to
(11.9) ν̂δ(ξ) = (2
lρ)
2
3 e−iλs3B0(s,δ1)
∫
|σ
2lρ
u|<ε
e−iλ2
lρ s3Φ1(u,s,δ)a(σ2lρu, δ, s) du,
where now the phase Φ1 = Φ1,l has the form
Φ1(u, s, δ) = u
3
1B3(s2, δ1, (2
lρ)
1
3u1)− u1((2lρ)− 23B1(s, δ1)) + u32 b(σ2lρu, δr0, s2)(11.10)
+δ′3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1((2
lρ)
1
3u1, δ
r
0, s2),
A SHARP RESTRICTION THEOREM 85
and where
(δ′3,0)
3
2 + (δ′0)
3 = 2−l ≤ 1
M0
≪ 1.
Moreover, in analogy with (11.3), one easily verifies that also
(11.11)
∑
{l:M0≤2l≤
ρ−1
M1
}
∑
λρ≫1
‖T λl,∞‖pc→p′c . 1.
As for the main terms νλl,0 of
νλδ,l = ν
λ
l,0 + ν
λ
l,∞,
which is here given by
ν̂l,0(ξ) := (2
lρ)
2
3 e−iλs3B0(s,δ1)
∫
|σ
2lρ
u|<ε
e−iλ2
lρ s3Φ1(u,s,δ)a(σ2lρu, δ, s)χ0(u) du,
we find that in place of (10.35) we now have
(11.12) ‖ν̂λl,0‖∞ . (2lρ)
2
3 (λ2lρ)−
5
6 .
Moreover, after changing coordinates , we may write
νλl,0(x) = (2
lρ)
2
3
+ 2
3λ3(11.13)
×
∫
e−iλs3Φ2(u,z,s2,δ)χ1(z)χ0(u)a(σ2lρu, (2
lρ)
2
3z, s, δ)χ˜1(s2, s3) dudzds2ds3
with Φ2 given by
Φ2(u, z, s2, δ) := s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)
−s2x2 − x3 + (2lρ)2/3z(x1 − s
1
n−2
2 G1(s2, δ) + 2
lρΦ1(u, z, s2, δ).(11.14)
and
Φ1(u, z, s2, δ) = u
3
1B3(s2, δ1, (2
lρ)
1
3u1)− u1z + u32 b(σ2lρu, δr0, s2)(11.15)
+δ′3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1((2
lρ)
1
3u1, δ
r
0, s2).
This leads to the estimate
(11.16) ‖νλl,0‖∞ . (2lρ)
2
3λ2(λ2lρ)−
1
3 .
Interpolating between this estimate and (11.12), we obtain again only a uniform esti-
mate
(11.17) ‖T λl,0‖pc→p′c . 1
(whereas the corresponding estimate for p < pc allows for summation over all dyadic
λ ≫ 1 and all l.) So again, we shall have to apply a complex interpolation argument
in order to include the endpoint p = pc.
For the operators T λl,∞, we get a better estimate of the form ‖T λl,∞‖pc→p′c ≤ CN(λ2lρ)−N ,
which allows to sum absolutely in l and λ.
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Recall also that we have seen that we may restrict ourselves to those λ for which
λ≪ δ−30 . This assumption has the additional advantage that we shall have to deal only
with finite sums in Proposition 11.3. Notice also that ρ−1 ≤ δ−30 , since we have seen
that ρ ≥ δ30.
Taking into account these observations, the following Proposition puts together those
estimates which still need to be established in order to complete the proof of Proposition
2.1, and hence also that of our main result in [21], Theorem 1.7:
Proposition 11.3. Assume that m = 2, B = 3 and A = 0 in (6.20), so that θc =
1/3, pc = 6/5 and n ≥ 7. Then the following hold true, provided M ∈ N is sufficiently
large and δ sufficiently small:
(a) If λρ . 1, and if νλδ,Ai and ν
λ
δ,l are given by (8.23), respectively (8.24), then let
νIδ,Ai :=
∑
2M≤λ≤2Mρ−1
νλδ,Ai and ν
II
δ :=
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
νλδ,l,
and denote by T Iδ,Ai and T
II
δ the convolution operators ϕ 7→ ϕ̂ ∗ νIδ,Ai and ϕ 7→
ϕ̂ ∗ νIIδ , respectively. Then
(11.18) ‖T Iδ,Ai‖pc→p′c ≤ C and ‖T IIδ ‖pc→p′c ≤ C.
(b) If λρ≫ 1, and if νλδ,0 and νλl,0 denote the main terms of of νλδ,Ai, respectively νλδ,l
(cf. (11.6), (11.13)), then let
νIIIδ,Ai :=
∑
2Mρ−1<λ≤2−Mδ−30
νλδ,0 and ν
IV
δ :=
∑
{l:M0≤2l≤
ρ−1
M1
}
∑
2Mρ−1<λ≤2−M δ−30
νλl,0,
and denote by T IIIδ,Ai and T
IV
δ the convolution operators ϕ 7→ ϕ̂ ∗ νIIIδ,Ai and ϕ 7→
ϕ̂ ∗ νIVδ , respectively. Then
(11.19) ‖T IIIδ,Ai‖pc→p′c ≤ C and ‖T IVδ ‖pc→p′c ≤ C.
Here, the constant C is independent of δ.
12. Proof of Proposition 11.3 (a) : Complex interpolation
In this section, we assume that B = 3 and A = 0 in (6.20), and that λρ . 1.
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12.1. Estimation of T Iδ,Ai. Recall formula (8.30) for ν̂
λ
δ,Ai. Applying the Fourier inver-
sion formula to this expression and performing the change of variables z := λ
2
3B1(s, δ),
we find that we may write
(12.1) νλδ,Ai(x) = λ
5
3
∫
e−is3λΦ(z, s2, x, δ) a(z, s2, δ˜
λ, δr0, λ
− 1
9 )χ0(z)χ˜1(s2)χ1(s3) dzds2ds3,
where a is again a smooth function of all its (bounded) variables, and where
Φ(z, s2, x, δ) := φ(s2, x, δ) + λ
− 2
3 z(x1 − s
1
n−2
2 G1(s2, δ)),
with
φ(s2, x, δ) := s
n
n−2
2 G5(s2, δ)− s
n−1
n−2
2 G3(s2, δ)x1 − s2x2 − x3
(compare with a similar discussion in Section 6 of [21], in particular with (6.22)). Recall
also that G3(0) 6= 0 and G5(0) = (G1G3 −G2)(0) 6= 0.
In fact, a priori we have to assume that the density a depends also on the variable s3.
However, arguing as in Subsection 10.1, we may develop this function into a convergent
series of smooth functions, each of which is a tensor product of a smooth function of
the variable s3 with a smooth function depending on the remaining variables only.
Thus, by considering each of the corresponding terms separately, we can reduce to the
situation (12.1), provided we choose the functions χ˜1 and χ1, which localize to the
regions where |s2| ∼ 1 and |s3| ∼ 1, properly.
We next embed νIδ,Ai into an analytic family of measures
νIδ, ζ := γ(ζ)
∑
2M≤λ≤2Mρ−1
λ
2
3
(1−3ζ)νλδ,Ai
where ζ lies again in the complex strip Σ given by 0 ≤ Re ζ ≤ 1, and where γ(ζ) :=
(1− 22(1−ζ))/(1− 24/3).
Here, summation is again over dyadic λ = 2j, j ∈ N.Observe that indeed νIδ,Ai = νIδ, θc ,
since θc = 1/3.
Since the supports of the ν̂λδ,Ai are almost disjoint, (8.25) implies that
‖ν̂Iδ, it‖∞ . 1 ∀t ∈ R.
We shall also prove that
(12.2) |νIδ, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
Again, Stein’s interpolation theorem will then imply that the operator T Iδ,Ai is bounded
from Lpc to Lp
′
c , which will complete the first part of Proposition 11.3 (a).
In order to prove (12.2), we first consider the case where |x| ≫ 1. In this case, we
can use a formula similar to (6.18) in [21] in order to argue as in Subsection 6.1 of [21]
and find that
|νλδ,Ai(x)| ≤ CNλ−N , N ∈ N, if |x| ≫ 1.
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This estimate allows in a trivial way to sum in λ and thus to obtain (12.2).
We may therefore assume from now on that |x| . 1. We then write
(12.3) νIδ,1+it(x) = γ(1 + it)
∑
2M≤λ≤2Mρ−1
λ−2itµλ(x),
where
µλ(x) := λ
1
3
∫
e−is3λΦ(z, s2, x, δ) a(z, s2, δ˜
λ, δr0, λ
− 1
9 )χ0(z)χ˜1(s2)χ1(s3) dzds2ds3.
Let us look at the contribution to this integral given by a small neighborhood of a
given point s02 ∼ 1. If |∂2s2φ(s02, x, δ)| ∼ 1, then van der Corput’s estimate applied to the
integration in s2 shows that |µλ(x)| . λ1/3λ−1/2 = λ−1/6, which clearly implies (12.2).
This situation arises in particular when |x1| ≪ 1, or when |x1| ∼ 1 and G5 and G3x1
have opposite signs.
So, let us assume from now on that |x1| ∼ 1, and that G5 and x1G3 have the same
sign. Notice that if δ = 0, then
φ(s2, x, 0) = s
n
n−2
2 G5(0)− s
n−1
n−2
2 G3(0)x1 − s2x2 − x3.
Since the exponents n/(n− 1) and (n− 1)/(n− 2) are different, this shows that there
is a unique sc2(0) ∼ 1 so that ∂2s2φ(sc2(0), x, 0) = 0, whereas |∂3s2φ(sc2(0), x, 0)| ∼ 1. By
the implicit function, we then find a smooth function sc2(x1, δ) such that
∂2s2φ(s
c
2(x1, δ), x, δ) ≡ 0.
Let us put here
φ♯(v, x, δ) := φ(sc2(x1, δ) + v, x, δ), Φ
♯(z, v, x, δ) := φ(z, sc2(x1, δ) + v, x, δ).
By means of Taylor expansion around v = 0, we may write
φ♯(v, x, δ) = v3Q3(v, x, δ)− vQ1(x, δ) +Q0(x, δ),
where the Qj are smooth functions of all their variables, and where we may assume
that |Q3(v, x, δ)| ∼ 1, since we had |∂3s2φ(sc2(0), x, 0)| ∼ 1. Moreover, developing
x1 − (sc2(x1, δ) + v)
1
n2−2G1(s
c
2(x1, δ) + v, δ1) = Q5(x, δ) + vQ6(v, x, δ),
after scaling v 7→ λ−1/3v, we find that
λΦ♯(z, λ−
1
3v, x, δ) = v3Q3(λ
− 1
3 v, x, δ)− vλ 23Q1(x, δ) + λQ0(x, δ)
+zv Q6(λ
− 1
3 v, x, δ) + λ
1
3 z Q5(x, δ).
This allows to re-write
(12.4) µλ(x) =
∫ ∫ λ1/3
−λ1/3
χ0(z)Fδ(λ, x, z, v) dvdz,
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where Fδ is of the form
Fδ(λ, x, z, v) = χ0(λ
− 1
3v) χ̂1
(
A +Dz − Bv − v3Q3(λ− 13 v, x, δ) + zv Q6(λ− 13v, x, δ)
)
a˜(z, λ−
1
3v, δ˜λ, x1, δ
r
0, λ
− 1
9 ).
Here, a˜ is again a smooth function of all its variables with compact support, and
A = A(x, λ, δ) := λQ0(x, δ), B := B(x, λ, δ) := λ
2
3Q1(x, δ),
D = D(x, λ, δ) := λ
1
3Q5(x, δ).
Now we can argue in a very similar way is in previous proofs, and will therefore an
briefly sketch the proof.
We first consider the contribution to the sum in (12.3) given by the λ’s satisfying
|A| = λ|Q0(x, δ)| ≫ 1.Observe that for z fixed, we may estimate
∫ λ1/3
−λ1/3
|Fδ(λ, x, z, v)| dv
by means of Lemma 14.1, where we choose y2 = v, T := λ
1/3, ǫ = 0, ri ≡ 0 (so that the
integral in y1 just yields a positive constant) and Q(y2) = zQ6(y2, x, δ). The condition
(14.1) is here also satisfied, since (φ♯)′′(0, x, δ) = 0 and |(φ♯)′′′(0, x, δ)| ∼ 1. Thus,
Lemma 14.1 implies that for L sufficiently large, we may estimate
|µλ(x)| ≤ C
(∫
I
|A+Dz|− 16 |χ0(z)| dz + |J |
)
,
where I and J denote the sets of all z ∈ suppχ0 for which |A+Dz| ≥ L, respectively
|A+Dz| < L. The integral can easily be estimated by
|D|− 16
∫
I
|z + A
D
|− 16 |χ0(z)| dz . |D|− 16 (1 + |A
D
|)− 16 . |A|− 16 .
Moreover, if |D| ≪ L, then the set J is empty, if we assume that |A| ≥ 2L. So, let
us assume that |D| & L. Then, on the set J we have |z + A/D| < L/|D|, and since
|z| . 1, this implies that |A/D| . 1, and we see that |J | ≤ L/|D| . L/|A|. Putting all
this together, we find that
|µλ(x)| ≤ C|A|− 16 ,
which allows to sum over those λ for which λ|Q0(x, δ)| ≫ 1 so that the estimate is
independent of x.
Next, we consider the λ’s for which |A| . 1. If in addition |D| ≫ 1, then we can
argue as before and obtain an estimate of the form |µλ(x)| ≤ C|D|−1/6, which again
allows to sum. Similarly, if |A| . 1 and |D| . 1, but |B| ≫ 1, we may apply Lemma
14.1 once more and obtain that |µλ(x)| ≤ C|B|−1/4. This allows again to sum.
We are thus left with the oscillatory sum (12.3) over only those λ’s for which, say,
max{|A|, |B|, |D|} ≤ L. However, this can again easily be handled by means of Lemma
5.2, and we arrive at (12.2). Recall here that by (8.19) the components of δ˜λ are of
the form λβiδi, where we may assume that |λβiδi| ≤ C, since we are assuming that
ρ(δ˜λ) = λρ(δ˜) . 1.
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12.2. Estimation of T IIδ . We next come to the proof the second estimate in Propo-
sition 11.3 (a), where we still assume that λρ . 1. Recall from Subsection 8.2 that we
have decomposed
(12.5) νλδ,l = ν
λ
l,∞ + ν
λ
l,0,0 + ν
λ
l,I + ν
λ
l,II + ν
λ
l,III .
Here, we denote by νλl,0,0 the contribution to ν
λ
l,0 by the domain where |u1| ≪ 1.
Again, we embed the measure νIIδ into an analytic family of measures
νIIδ, ζ := γ(ζ)
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
2
l
6
(1−3ζ)λ
2
3
(1−3ζ) νλδ,l
where ζ lies again in the complex strip Σ. The analytic function γ(ζ) will be a finite
product of factors γi(ζ) which will be specified in the course of the proof.
In view of (8.27), by following our standard approach it will suffice to prove the
following estimate in order to establish the second inequality in (11.18):
(12.6) |νIIδ, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
By putting µl,λ := 2
− 1
3
lλ−
4
3νλδ,l, we may re-write
(12.7) νIIδ, 1+it(x) = γ(1 + it)
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
2−
1
2
itlλ−2it µl,λ(x).
12.2.1. Contribution by the νλl,II. Let us begin with the contribution of the main terms
νλl,II in (12.5), i.e., let us look at
(12.8) νII,1+it := γ(1 + it)
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
2−
1
2
itlλ−2it µl,λ,II(x),
where we have set µl,λ,II := 2
− 1
3
lλ−
4
3 νλl,II . We want to prove that
(12.9) |νII, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
Recall from Subsection 8.2 that we may restrict ourselves to those x for which |x| . 1
and |x1| ∼ 1.Making use of (8.53) and (8.54), after scaling the variable u2 by the factor
2−l/3, we find that
µl,λ,II(x) =
∫
e−is3Ψ˜3(y2,v,x,δ,λ,l)a3(λ
− 1
3y2, v, x, 2
− l
3 , (2lλ−1)
1
3 , δ)
×χ1(s3)χ1(v)χ0(2− l3y2) dy2dvds3(12.10)
=
∫
χ̂1
(
Ψ˜3(y2, v, x, δ, λ, l)
)
a3(λ
− 1
3 y2, v, x, 2
− l
3 , (2lλ−1)
1
3 , δ)χ1(v)χ0(2
− l
3 y2) dy2dv,
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with
Ψ˜3(y2, v, x, δ, λ, l) = v λ(2
−lλ)−
1
3 (x21ω(δ1x1)− x2) + λQA(x, δ)
+y32 b(x1, λ
− 1
3 y2, δ) + y2
(
λ
2
3 [δ0G˜1(x1, δ) + δ3x
n1
1 α1(δ1x1)] + (2
lλ)
1
3 δ0 v
)
.
We shall write this as
(12.11) Ψ˜3(y2, v, x, δ, λ, l) = A +Bv + y
3
2 b(x1, λ
− 1
3y2, δ) + y2(D + Ev),
with
A = A(x, λ, δ) := λQA(x, δ), B = B(x, λ, l, δ) := 2
l
3λ
2
3QB(x, δ),
D = D(x, λ, δ) := λ
2
3QD(x, δ), E = E(λ, l, δ) = 2
l
3λ
1
3 δ0,(12.12)
and
QA(x, δ) := G˜1(x1, δ)(x
2
1ω(δ1x1)− x2) + xn1α(δ1x1)− x3,
QB(x, δ) := x
2
1ω(δ1x1)− x2, QD(x, δ) := δ0G˜1(x1, δ) + δ3xn11 α1(δ1x1).
Now, applying Lemma 14.2 from the appendix to the integration in y2, with T := 2
l/3
and δ := λ−1/3 (so that δT = (2lλ−1)1/3 ≪ 1), we see that we may estimate∣∣∣ ∫ χ̂1(Ψ˜3(y2, v, x, δ, λ, l))a3(λ− 13y2, v, x, 2− l3 , (2lλ−1) 13 , δ)χ0(2− l3 y2) dy2∣∣∣
.
(
1 + max{|A+Bv|, |D + Ev|})− 16 ,(12.13)
with a constant which does not depend on A,B,D,E and v. The following simple
lemma will thus be useful:
Lemma 12.1. Let ε > 0, and consider for A,B,D,E ∈ R the integral
J(A,B,D,E) :=
∫ (
1 + max{|A+Bv|, |D + Ev|})−εχ0(v) dv,
where as usually χ0 is a smooth, non-negative bump function with compact support.
Then
|J(A,B,D,E)| ≤ C(max{|A|, |B|, |D|, |E|})−ε,
where the constant C is independent of A,B,D and E.
Proof. If |A| ≫ |B|, then |A + Bv| & |A|, and we see that |J(A,B,D,E)| ≤ C|A|−ε.
Next, if |A| . |B| then we apply the change of variables v 7→ w := Bv and find that
we can estimate
|J(A,B,D,E)| . 1|B|
∫
|w|.|B|
(1 + |A+ w|)−ε dw . 1|B|
∫
|y|.|B|
(1 + |y|)−ε dw . |B|−ε,
provided |B| ≥ 1. Of course, if |B| < 1, then we can always use the trivial estimate
|J(A,B,D,E)| . 1.
We may now conclude the proof by interchanging the roles of A,B and D,E.
Q.E.D.
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In combination with (12.13) and (12.10) this lemma implies that
(12.14) |µl,λ,II(x)| .
(
max{|A|, |B|, |D|, |E|})− 16 ,
with A,B,D and E given by (12.12).
In order to estimate νII,1+it(x), we shall again distinguish various cases, in a similar
way as in preceding arguments of this type, and shall thus only briefly sketch the ideas.
Let us first consider the contribution by those terms in (12.8) for which |D| & 1
and |E| & 1. Since by (12.14) we may estimate |µl,λ,II(x)| . |D|−1/12|E|−1/12, we can
first sum these contributions absolutely over all l for which |E| = 2l/3λ1/3δ0 & 1, and
subsequently over all dyadic λ = 2j for which |D| = λ 23 |QD(x, δ)| & 1, and arrive at a
bound which is uniform in x and δ.
In essentially the same way we can sum (absolutely) the contributions by those terms
in (12.8) for which |A| & 1 and |B| & 1.
Consider next the terms for which |E| ≪ 1 and |D| ≪ 1. For these terms, we re-write
(12.15) µl,λ,II(x) =
∫
e−is3(A+Bv)J(v, s3)χ1(s3)χ1(v) dvds3
with
J(v, s3) :=
∫
e
−is3
(
y32b(x1,λ
− 13 y2,δ)+y2(D+Ev)
)
a3(λ
− 1
3 y2, v, x, 2
− l
3 , (2lλ−1)
1
3 , δ)
×χ0(2− l3y2) dy2,(12.16)
But, since |D + Ev| . 1, the proof of Lemma 6.3 (a) in [21] shows that J(v, s3) =
g(D + Ev, s3, x, 2
− l
3 , (2lλ−1)
1
3 , δ), with a smooth function g, and thus
µl,λ,II(x) =
∫
e−is3(A+Bv)g(D + Ev, s3, x, 2
− l
3 , (2lλ−1)
1
3 , δ)χ1(s3)χ1(v) dvds3.
Arguing in a similar way as in Subsection 12.1, without loss of generality we may and
shall assume that g(D + Ev, s3, x, 2
− l
3 , (2lλ−1)
1
3 , δ) = g(D + Ev, x, 2−
l
3 , (2lλ−1)
1
3 , δ) is
independent of s3. Then we may write
(12.17) µl,λ,II(x) =
∫
g(D + Ev, x, 2−
l
3 , (2lλ−1)
1
3 , δ) χ̂1(A+Bv)χ1(v) dv
(alternatively, one could also use integrations by parts in s3 in the previous formula,
but the other approach appears a bit clearer).
Recall that we assume that either |A| & 1 and |B| ≪ 1, or |A| ≪ 1 and |B| & 1, or
|A| ≪ 1 and |B| ≪ 1.
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If |A| & 1 and |B| ≪ 1, then we can treat the summation in l by means of Lemma
5.2, where we choose, for λ fixed,
Hλ,x(u1, u2, u3, u4) :=
∫
g(D + u1v, x, u3, u4, δ) χ̂1(A+ u2v)χ1(v) dv.
Then clearly ‖Hλ,x‖C1(Q) . |A|−1, and so after summation in those l for which |E| ≪ 1
and |B| ≪ 1, we can also sum (absolutely) in the λ’s for which |A| & 1. Observe that
this requires that γ(ζ) contains a factor
γ1(ζ) :=
2
1−ζ
2 − 1
2
1
3 − 1 .
Consider next the case where |B| & 1 and |A| ≪ 1. If we write λ = 2j, then
2l/3λ2/3 = 2k/3, where we put k := l + 2j. We therefore pass from the summation
variables j and l to the variables j and k, which allows to write B = 2k/3QB(x). For
k fixed, we then sum first in j by means of Lemma 5.2, which gives an estimate of
order O(|B|−1), which then in return allows to sum (absolutely) in those k for which
|B| = 2k/3|QB(x)| & 1. Since −l/2 − 2j = −k/2 − j, the application of Lemma 5.2
requires in this case that γ(ζ) contains a factor
γ2(ζ) :=
21−ζ − 1
2
2
3 − 1 .
There remains the case where |A|+ |B| ≪ 1 and |D|+ |E| . 1. The summation over
all l’s and λ’s for which these conditions are satisfied can easily be treated by means
of the double summation Lemma 8.1 in [21], in a very similar way as this was done
in the last part of the proof of Proposition 5.2 (a) of that article. The corresponding
vector (α1, α2) to be used in Lemma 8.1 will here be given by (α1, α2) = (2, 1/2), and
the vectors (βk1 , β
k
2 ) by (1, 0), (2/3, 1/3), (2/3, 0), (1/3, 1/3), (−1, 1) and (0,−1/3); they
obviously satisfy the assumptions of Lemma 8.1. For the application of this lemma, we
need to assume that γ(ζ) contains also a factor γ3(ζ) given by Remark 8.2 in [21].
What remains are the contributions by those l and λ for which either |D| & 1 and
|E| ≪ 1, or |D| ≪ 1 and |E| & 1.
We begin with the case where |E| & 1 and |D| ≪ 1. Then we may assume in addition
that |B| ≪ 1, for otherwise by (12.14) we have |µl,λ,II(x)| . |E|−1/12|B|−1/12, which
allows to sum absolutely in j and l, as can easily seen by means of a change of the
summation variables from j and l to k := 2j + l and m := j + l (compare (12.12)). In
a very similar way, we may also assume that |A| ≪ 1.
Recall from (12.10) and (12.11) that
µl,λ,II(x) =
∫
e−is3
(
A+y32 b
(
x1,λ
−13 y2,δ
)
+Dy2+v(B+Ey2)
)
a3(λ
− 1
3y2, v, x, 2
− l
3 , (2lλ−1)
1
3 , δ)
×χ1(s3)χ1(v)χ0(2− l3y2) dy2dvds3 .
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Again, by our usual argument, we may assume without loss of generality that a3 is
independent of v. Then find that
µl,λ,II(x) =
∫
e−is3
(
A+y32 b
(
x1,λ
− 13 y2,δ
)
)
)
χ̂1
(
s3(B + Ey2)
)
×a3(λ− 13y2, x, 2− l3 , (2lλ−1) 13 , δ)χ1(s3)χ1(v)χ0(2− l3 y2) dy2ds3 .(12.18)
We then change the summation variables from j, l to j, k, where k := j + l, so that
E = 2k/3δ0. Then, for k fixed, we can treat the summation in j by means of Lemma
5.2, where we choose
Hk,x(u1, u2, u3, u4, u5) :=
∫
e−is3
(
u1+y32 b
(
x1,u2y2,δ
)
)
)
χ̂1
(
s3(u3 + Ey2)
)
×a3(u2y2, x, u4, u5, δ)χ1(s3)χ1(v)χ0(u3y2) dy2ds3 .
By means of the change of variables y2 7→ y2/E we thus see that |Hk,x(u1, . . . , u5)| .
|E|−1 on the natural cuboid Q arising in this context, since χ̂1 is a Schwartz function.
Next, observe that by the product rule, ∂uiHk,x(u1, . . . , u5) can be written as finite
sum of integrals of a similar form, where the amplitude may carry additional factors
of the form yn2 , with n = 0, . . . , 4. Again, the change of variables y2 7→ y2/E shows
that these can be estimated by C|E|−1 (or even higher powers of |E|−1). We thus find
that ‖Hk,x‖C1(Q) . |E|−1, and thus after the summation over the λ = 2j this allows to
subsequently also sum over the k for which |E| = 2k/3δ0 & 1.
There remains the contribution by those l and λ for which |D| & 1 and |E| ≪ 1.
Observe that here we have |D + Ev| & 1 in (12.16).
Applying the change of variables y2 = λ
1/3t in the integral defining J(v, s3), we
obtain
J(v, s3) = λ
1
3
∫
e−is3λ
(
t3b(x1,t,δ)+t(λ
− 23 (D+Ev))
)
×a3
(
t, v, x, 2−
l
3 , (2lλ−1)
1
3 , δ
)
χ0((λ2
−l)
1
3 t) dt.(12.19)
It is important to observe that here the phase function is independent of l. Notice also
that by (12.12)
(12.20) λ−
2
3D = QD(x, δ), λ
− 2
3E = (2lλ−1)
1
3 δ0 ≪ 1,
so that in particular λ−
2
3 |D + vE| . 1.
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We may then argue in a similar way as in the proof of Lemma 6.3 (b) in [21] to see
that for every N ∈ N,
J(v, s3) = |D + Ev|− 14a+
(
λ−
1
3 |D + Ev| 12 , v, x, 2− l3 , (2lλ−1) 13 , δ)
×χ0
(
2−
l
3 |D + Ev| 12
)
e−is3|D+Ev|
3
2 q+
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)
(12.21)
+ |D + Ev|− 14a−
(
λ−
1
3 |D + Ev| 12 , v, x, 2− l3 , (2lλ−1) 13 , δ)
×χ0
(
2−
l
3 |D + Ev| 12
)
e−is3|D+Ev|
3
2 q−
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)
+ (D + Ev)−N FN
(
|D + vE| 32 , λ− 13 |D + Ev| 12 , v, x, 2− l3 , (2lλ−1) 13 , δ
)
,
where a±, q± and FN are smooth functions of their (bounded) variables. Moreover,
|q±(
(
0, x, (2lλ−1)
1
3 , δ
)| ∼ 1.
Indeed, notice that the phase in (12.19) has a critical point in the support of the
amplitude only if 2−
l
3 |D+vE|1/2 . 1, and so we obtain the first two terms in (12.21) by
applying the method of stationary phase, whereas the last term arises from integrations
by parts on intervals in t on which there is no stationary point.
We shall concentrate on the first term only. The second term can be treated in the
same way as the first one, and the last term can be handled in an even easier way by
a similar method, since it is of order = O(|D|−N) and, unlike the first term, carries no
oscillatory factor.
We denote by
µ1l,λ(x) :=
∫
e−is3
[
(A+Bv)+|D+Ev|
3
2 q+
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)]
|D + Ev|− 14χ1(s3)χ1(v)
×a+
(
λ−
1
3 |D + Ev| 12 , v, x, 2− l3 , (2lλ−1) 13 , δ)χ0(2− l3 |D + Ev| 12) dvds3
the contribution by the first term in (12.21) to µl,λ,II(x), and by ν
1
II,1+it(x) the contri-
bution of the µ1l,λ(x) to the sum defining νII,1+it(x).
Assuming for instance that D > 0, and keeping in mind that, according to (12.12),
λ−1/3D1/2 = QD(x, δ)
1/2 depends only on x and δ, a Taylor expansion then shows that
|D + Ev| 32 = D 32 + 3
2
D
1
2Ev +D−
1
2E2r1(D
−1E, v),
q+
(
λ−
1
3 |D + Ev| 12 , x, δ) = q+(λ− 13D 12 , x, δ)+ 1
2
q′+
(
λ−
1
3D
1
2 , x, δ
)
λ−
1
3D−
1
2Ev
+ λ−
1
3D
1
2 (D−1E)2r2(λ
− 1
3D
1
2 , D−1E, v, x, δ),
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where q′+ denotes the partial derivative of q+ with respect to the first variable, and
where r1 and r2 are smooth, real-valued functions. This implies that
|D + Ev| 32 q+
(
λ−
1
3 |D + Ev| 12 , x, δ) = D 32 q+(λ− 13D 12 , x, δ)(12.22)
+v
[
1
2
q′+
(
λ−
1
3D
1
2 , x, δ
)
λ−
1
3DE + 3
2
q′+
(
λ−
1
3D
1
2 , x, δ
)
D
1
2E
]
+ r(λ−
1
3D
1
2 , D−1E, v, x, δ),
again with a smooth, real-valued function r. In combination with (12.12) we then find
that the complete phase in the oscillatory integral defining µ1l,λ(x) is of the form
s3[A
′ +B′v + r],
with A′ = λQA′(x, δ), B
′ = 2
l
3λ
2
3QB′(x, δ), where
QA′(x, δ) := QA(x, δ) +QD(x, δ)
3
2 q+
(
QD(x, δ)
1
2 , x, δ
)
,
QB′(x, δ) := QB(x, δ) +
1
2
q′+
(
QD(x, δ)
1
2 , x, δ
)
QD(x, δ)δ0
+32q′+
(
QD(x, δ)
1
2 , x, δ
)
QD(x, δ)
1
2 δ0.
Thus, if |B′| ≫ 1, then an integration by parts in v shows that
|µ1l,λ(x)| . |D|−
1
4 |B′|−1.
This estimate allows to control the sum over all l such that |B′| ≫ 1, and subsequently
the sum over all dyadic λ such that |D| & 1, and we arrive at the desired uniform
estimate in x and δ.
Next, if |B′| . 1, then we can argue in a similar way as before and apply Lemma
5.2 to the summation in l by putting here
Hλ,x(u1, . . . , u7) :=
∫
e−is3[A
′+u1v+r(QD(x)
1
2 ,D−1u3,v,x,δ)]|D + u2v|− 14χ1(s3)χ1(v)
×a+
(|QD(x, δ) + u3v| 12 , v, u4, u5, δ)χ0(|u6 + u7v| 12) dvds3
and choosing the cuboid Q in the obvious way. Then we easily see that ‖Hλ,x‖C1(Q) .
|D|−1/4, and so after summation in those l for which |B′| ≪ 1, we can also sum
(absolutely) in the λ’s for which |D| & 1. Observe that this requires again that γ(ζ)
contains the factor γ1(ζ).
This concludes the proof of the uniform estimate of ν1II,1+it(x) in x and δ, and thus
also of estimate (12.9).
12.2.2. Contribution by the νλl,I . Let us next consider the contribution of the terms ν
λ
l,I
in (12.5), i.e., let us look at
(12.23) νI,1+it := γ(1 + it)
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
2−
1
2
itlλ−2it µl,λ,I(x),
where we have set µl,λ,I := 2
− 1
3
lλ−
4
3 νλl,I . We want to prove that
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(12.24) |νI, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
Our discussion in Section 8 shows that
µl,λ,I(x) = λ
1
3 2l
∫
e−is3Ψ˜(u,z,s2,x,δ,λ,l)a˜
(
σ2lλ−1u, (2
lλ−1)
2
3 z, s2, δ
)
χ1(s2, s3)
× (1− χ0)
(
ε(2lλ−1)−
1
3 (x1 − s
1
n−2
2 G1(s2, δ))
)
χ0(u)χ1(u1)χ1(z) du1du2 dz ds2ds3,
where ε > 0 is small. Moreover,
Ψ˜(u, z, s2, x, δ, λ, l) = λ
1
32
2l
3
(
x1 − s
1
n−2
2 G1(s2, δ)− (2lλ−1)
1
3u1
)
z
+ λ
(
s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
)
+ 2l
(
u31B3(s2, δ1, (2
−lλ)−
1
3u1) + φ
♯
2−lλ
(u1, u2, δ˜
2−lλ, s2)
)
,
with φ♯ given by (8.17). Observe that the first term is here much bigger than 2l, so
that it dominates the third term.
We change variables from s2 to v := x1−s
1
n−2
2 G1(s2, δ). Then s2 is a smooth function
s2
(
v, x1, δ
)
, and we may re-write
µl,λ,I(x) = λ
1
3 2l
∫
e−is3Ψ˜1(u,z,v,x,δ,λ,l) a1
(
σ2lλ−1u, (2
lλ−1)
1
3 , z, v, x, δ
)
χ0(v)χ1(s3)
× (1− χ0)
(
ε(2lλ−1)−
1
3 v
)
χ0(u)χ1(u1)χ1(z) du1du2 dz v ds3,
where Ψ˜1 if of the form
Ψ˜1(u, z, v, x, δ, λ, l) =
(
λ
1
32
2l
3 v − 2lu1
)
z + 2lg1
(
u, v, x, (2lλ−1)1/3, δ˜2
−lλ, δ
)
+ λg2
(
u, v, x, δ
)
,
with smooth, real-valued functions g1 and g2. Integrating N times by parts in z, and
subsequently changing coordinates from v to w := (2lλ−1)−
1
3v, we arrive at the following
expression for µl,λ,I(x) :
µl,λ,I(x) = 2
( 4
3
−N)l
∫
e−is3Ψ(y,z,w,x,δ,λ,l) a
(
σ2lλ−1y, (2
lλ−1)
1
3 , z, (2lλ−1)
1
3w, δ
)
χ1(s3)
×χ0((2lλ−1) 13w) (1− χ0)(εw)χ0(y)χ1(y1)χ1(z) 1
(w − y1)N dy1dy2 dz ds3 dw,(12.25)
with phase Ψ of the form
Ψ(y, z, w, x, δ, λ, l) = 2l(w − y1)z + 2lg1
(
y, (2lλ−1)
1
3w, x, (2lλ−1)1/3, δ˜2
−lλ, δ
)
+ λg2
(
y, (2lλ−1)
1
3w, x, δ
)
.(12.26)
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Notice that we have also changed the names of variables u to y, in order to avoid
possible confusion in the later application of Lemma 5.2. Recall also that in this
integral, |w| ≫ 1 ∼ u1.
A Taylor expansion of g2 in the “variable” (2
lλ−1)
1
3w then shows that we may re-write
the phase in the form
Ψ(y, z, w, x, δ, λ, l) = 2l
[
(w − y1)z + g1
(
y, (2lλ−1)
1
3w, x, (2lλ−1)1/3, δ˜2
−lλ, δ
)
.
h0
(
y, (2lλ−1)
1
3w, x, δ
)
w3
]
(12.27)
+ λh3
(
y, x, δ
)
+ λ
2
32
l
3 h2
(
y, x, δ
)
w + λ
1
3 2
2l
3 h1
(
y, x, δ
)
w2,
where h0, . . . , h3 are again smooth, real-valued functions of their (bounded) variables.
The following lemma will be useful.
Lemma 12.2. Let β1, . . . , βn ∈]0,∞[ be given, pairwise distinct positive numbers. For
any complex numbers α1, . . . , αn ∈ C, denote by Λ the set of all dyadic numbers λ = 2j
such that maxk=1,...,n λ
βk |αk| ≥ 1. Then there exists an exceptional set Λe ⊂ Λ depending
on the αk and βk whose cardinality is bounded by a constant C1(β1, . . . , βn) depending
only on the β1, . . . , βn such that for all λ ∈ Λ \ Λe we have that |
∑n
k=1 λ
βkαk| ≥ 2/3,
and moreover
(12.28)
∑
λ∈Λ\Λe
∣∣ n∑
k=1
λβkαk
∣∣−1 ≤ C2(β1, . . . , βn),
where the constant C2(β1, . . . , βn) depends only on the numbers βk.
Proof. We may assume without loss of generality that αk 6= 0 for every k. Observe that
if k 6= l and, say, βk > βl, then we have that 1/4 ≤ (2βkj |αk|)/(2βlj |αl|) ≤ 4 if and only
if ∣∣∣j + log2 |αkαl |
βk − βl
∣∣∣ ≤ 2
βk − βl .
We therefore define the set Λe to be the set of all dyadic numbers λ = 2
j ∈ Λ satisfying
this conditions for at least on pair k 6= l. The cardinality of Λe is then clearly bounded
by
(
n
2
)
4maxk 6=l |βk − βl|−1. Moreover, if λ ∈ Λ \ Λe, and if we choose a permutation
(k(1), . . . , k(n)) of (1, . . . , n) so that
λβk(1)|αk(1)| > λβk(2)|αk(2)| > · · · > λβk(n)|αk(n)|,
then we have indeed even
λβk(1)|αk(1)| > 4λβk(2)|αk(2)| > · · · > 4n−1λβk(n)|αk(n)|.
This implies that∣∣ n∑
k=1
λβkαk
∣∣ ≥ λβk(1) |αk(1)|(1− n−1∑
l=1
4−l
) ≥ 2
3
λβk(1) |αk(1)| ≥ 2
3
.
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And, since
∑
j∈Z:2βlj |αl|≥1
(2βlj |αl|)−1 ≤ (1− 2−βl)−1, we obtain (12.17), with
C2(β1, . . . , βn) :=
3
2
n! max
k
1
1− 2−βk .
Q.E.D.
In order to prove (12.24), let us consider
F (t, y, z, w, x, δ, l) :=
∑
2M≤λ≤2Mρ−1
λ−2it
∫
e−is3Ψ(y,z,w,x,δ,λ,l)χ1(s3) ds3
We shall prove that
(12.29) |F (t, y, z, w, x, δ, λ, l)| ≤ C 2
l(1 + |w|3)
|2−i2t − 1| ,
with a constant C not depending on t, y, z, , x, δ and l. By choosing N in (12.25)
sufficiently big, we see that this estimate will imply (12.24), provided γ(ζ) contains a
factor
γ4(ζ) :=
22(1−ζ) − 1
3
.
Let us put β3 := 1, β2 := 2/3, β1 := 1/3 and, given y, w, x, δ and l, also α3 :=
h3
(
y, x, δ
)
, α2 := 2
l
3 h2
(
y, x, δ
)
w, α1 := 2
2l
3 h1
(
y, x, δ
)
w2. Accordingly, we set
Λ1 = Λ1(y, w, x, δ, l) :=
{
λ = 2j : 2M ≤ λ ≤ 2Mρ−1 and
max{λ|h3
(
y, x, δ
)|, λ 23 |2 l3 h2(y, x, δ)w|, λ 13 2 2l3 |h1(y, x, δ)w2|} ≥ 1.}
=
{
λ = 2j : 2M ≤ λ ≤ 2Mρ−1 and max
k=1,...,3
λβk |αk| ≥ 1
}
,
and
Λ2 = Λ2(y, w, x, δ, l) :=
{
λ = 2j : 2M ≤ λ ≤ 2Mρ−1 and
max{λ|h3
(
y, x, δ
)|, λ 23 |2 l3 h2(y, x, δ)w|, λ 13 2 2l3 |h1(y, x, δ)w2|} < 1} .
We also denote by Λe ⊂ Λ the set of exceptional λ’s given by Lemma 12.2 for this
choice of βk and αk. Correspondingly, we decompose F = Fe + F1 + F2, where Fe, F1
and F2 are defined as F, only with summation over the dyadic λ’s restricted to the
subsets Λe, Λ1 \ Λe and Λ2, respectively.
For Fe, we then trivially get the estimate |F (t, y, z, w, x, δ, λ, l)| ≤ C, since the car-
dinality of Λe is bounded by a constant not depending on the arguments of Fe.
Next, in order to estimate F1, let us re-write∫
e−is3Ψ(y,z,w,x,δ,λ,l)χ1(s3) ds3 =
∫
e−is3(λ
β1α1+λβ2α2+λβ3α3)
(
e−is3Ψ0(y,z,w,x,δ,λ,l)χ1(s3)
)
ds3 ,
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where Ψ0 denotes the phase
Ψ0(y, z, w, x, δ, λ, l) := 2
l
[
(w − y1)z + g1
(
y, (2lλ−1)
1
3w, x, (2lλ−1)1/3, δ˜2
−lλ, δ
)
h0
(
y, (2lλ−1)
1
3w, x, δ
)
w3
]
.
Observe that |Ψ0(y, z, w, x, δ, λ, l)| ≤ C2l(1+ |w|). An integrating by parts in s3 there-
fore shows that∣∣ ∫ e−is3Ψ(y,z,w,x,δ,λ,l)χ1(s3) ds3∣∣ ≤ C 2l(1 + |w|)|λβ1α1 + λβ2α2 + λβ3α3| .
We may thus control the sum over all λ ∈ Λ1 by means of Lemma 12.2 and obtain the
estimate
|F1(t, y, z, w, x, δ, λ, l)| ≤ C2l(1 + |w|).
Finally, F2 can again be estimated by means of Lemma 5.2. Indeed, observe that in
the sum defining F2(t, y, z, w, x, δ, λ, l), the expressions
(2lλ−1)
1
3w, (2lλ−1)1/3, δ˜2
−lλ, λh3
(
y, x, δ
)
, λ
2
32
l
3 h2
(
y, x, δ
)
w, λ
1
3 2
2l
3 h1
(
y, x, δ
)
w2
are all uniformly bounded. Therefore, we may here put
H(u1, . . . , u6) :=
∫
e−is3
(
2l[(w−y1)z+g1(y,u1,x,u2,u3,δ)+h0(y,u1,x,δ)w3]+u4+u5+u6
)
χ1(s3) ds3,
with the ak in Lemma 5.2 given by
a1 := 2
l/32w, a2 := 2
l/3, . . . , a4 := h3(y, x, δ), a5 := 2
l
3 h2(y, x, δ)w, a6 := 2
2l
3 h1(y, x, δ)w
2,
and the obvious corresponding cuboid Q. Then clearly ‖H‖C1(Q) ≤ C2l(1 + |w|3), and
thus Lemma 5.2 yields the estimate
|F2(t, y, z, w, x, δ, λ, l)| ≤ C 2
l(1 + |w|3)
|2−i2t − 1| .
This concludes the proof of estimate (12.29), and thus also of (12.24).
12.2.3. Contribution by the νλl,III. The contribution of the terms ν
λ
l,III in (12.5) can be
treated in a very similar way as the one by the terms νλl,I . Indeed, arguing as before,
we here arrive at the following expression for µl,λ,III := 2
− 1
3
lλ−
4
3 νλl,III :
µl,λ,III(x) = 2
( 4
3
−N)l
∫
e−is3Ψ(y,z,w,x,δ,λ,l) a
(
σ2lλ−1y, (2
lλ−1)
1
3 , z, (2lλ−1)
1
3w, δ
)
χ1(s3)
×χ0
(
(2lλ−1)
1
3w
)
χ0
(w
ε
)
χ0(y)χ1(y1)χ1(z)
1
(w − y1)N dy1dy2 dz ds3 dw.(12.30)
The phase Ψ is still given by (12.26). Notice that now |w| ≪ 1 ∼ u1. The argu-
ments used in the preceding subsection therefore carry over to this case, with minor
modifications (even simplifications).
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12.2.4. Contribution by the νλl,∞. Let us next look at
(12.31) ν∞,1+it := γ(1 + it)
∑
2M≤λ≤2Mρ−1
∑
{l:M0≤2l≤
λ
M1
}
2−
1
2
itlλ−2it µl,λ,∞(x),
where we have set µl,λ,∞ := 2
− 1
3
lλ−
4
3 νλl,∞. We want to prove that
(12.32) |ν∞, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
To this end, recall formulas (8.39) and (8.40) for νλl,∞(x). From these formulas, it
is easy to see that |νλl,∞(x)| . 2−lNλ−N if |x| ≫ 1, and thus summation in l and λ
is no problem in this case. So, assume that |x| . 1. Then the second term in the
phase Ψ(z, s2, δ) in (8.40) can be absorbed into the amplitude aN,l, and we arrive at
an expression of the following form for µl,λ,∞(x) :
µl,λ,∞(x) = 2
−lN λ
1
3
∫
e−is3λ
(
s
n
n−2
2 G5(s2,δ)−x1s
n−1
n−2
2 G3(s2,δ)−s2x2−x3
)
×aN,l
(
z, s2, s3, δ
r
0, δ˜
2−lλ, (2−lλ)−
1
3 , λ−
1
9
)
χ1(z)χ1(s2)χ1(s3) dzds2ds3,
where aN,l is a smooth function of all its (bounded) variables such that ‖aN,l‖Ck is uni-
formly bounded in l. Denote by Ψ(s2) = Ψ(s2, x, δ) = s
n
n−2
2 G5(s2, δ)−x1s
n−1
n−2
2 G3(s2, δ)−
s2x2 − x3 the phase appearing in this integral. We can now argue in a similar way as
in Subsection 12.1:
Since s2 ∼ 1 in the integral, we see that if |x1| ≪ 1, then |∂2s2Ψ(s2)| ∼ 1, and van
der Corputs’ estimate implies that |µl,λ,∞(x)| . 2−lNλ1/3−1/2. We can then sum the
series (12.31) absolutely to arrive at (12.32). Let us therefore assume from now on that
|x1| ∼ 1, and that the sign of x1 is such that there is a point sc2(x, δ) ∼ 1 such that
∂2s2Ψ(s
c
2(x, δ), x, δ) = 0. This point is then unique, by the implicit function theorem,
since |∂3s2Ψ(sc2(x, δ), x, δ)| ∼ 1. Changing coordinates from s2 to v := s2 − sc2(x, δ), and
applying a Taylor expansion in v, we see that the phase can be written in the form
Q3(v, x, δ) v
3 −Q1(x, δ) v +Q0(x, δ),
with smooth functions Qj . Scaling in v by a factor λ
−1/3 then leads to an expression
of the following form for µl,λ,∞(x) :
µl,λ,∞(x) = 2
−lN
∫
e−is3
(
Q3(λ
− 13w,x,δ)w3+λ
2
3Q1(x,δ)w+λQ0(x,δ)
)
×aN,l
(
z, λ−
1
3w, s3, δ
r
0, δ˜
2−lλ, (2−lλ)−
1
3 , λ−
1
9
)
χ1(z)χ0(λ
1
3w)χ1(s3) ds3dwdz.(12.33)
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Performing first the integration in s3, this easily implies the following estimate:
|µl,λ,∞(x)| . 2−lN
∫ ∫ λ 13
−λ
1
3
(
1 +
∣∣Q3(λ− 13w, x, δ)w3 + λ 23Q1(x, δ)w + λQ0(x, δ)∣∣)−N
×χ1(z)χ0(λ 13w)dwdz.
Putting A := λQ0(x, δ), B := λ
2/3Q1(x, δ) and T := λ
1/3 in Lemma 14.1, we then find
that
|µl,λ,∞(x)| . 2−lN max{|A| 13 , |B| 12}ǫ− 12 .
This estimate allows to sum over all λ such that max{λ|Q0(x, δ)|, λ2/3|Q1(x, δ)|} > 1,
even absolutely.
There remains the summation over all λ such that λ|Q0(x, δ)| ≤ 1 and λ2/3|Q1(x, δ)| ≤
1. However, in view of (12.33), this sum can easily be controlled by means of Lemma
5.2, as we have done in many similar cases before, and and we shall therefore skip the
details. Altogether, we arrive at (12.32).
12.2.5. Contribution by the νλl,00. We finally come to the contribution of the terms ν
λ
l,00
in (12.5). Recall from Subsection 8.2.2 that
ν̂λl,00(ξ) := (2
−lλ)−
2
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
×
∫∫
e−is32
lΦ(u1,u2,s,δ,λ,l)a(σ2lλ−1u, δ, s)χ0(u)χ0
(u1
ε
)
du1du2,
where we assume ε > 0 to be sufficiently small. Moreover, the phase Φ is given by
(8.34) and (8.35), with B = 3. Since
|δ˜2−lλ| ≪ 1 and (2−lλ) 23 |B1(s, δ1)| ∼ 1,
we see that we can again integrate by parts in u1, in order to gain factors 2
−lN , and
then the same type of argument that led to the expression (8.36) for ν̂λl,∞(ξ) can be
applied in order to see that an analogous expression
ν̂λl,00(ξ) = 2
−lN λ−
2
3χ1(s, s3)χ1((2
−lλ)
2
3B1(s, δ1)) e
−is3λB0(s,δ1)
× a˜N,l
(
(2−lλ)
2
3B1(s, δ1), s, s3, δ˜
2−lλ, δr0, (2
−lλ)−
1
3 , λ−
1
3B
)
,
can be obtained for ν̂λl,00(ξ) too, where a˜N,l is again a smooth function of all its
(bounded) variables such that ‖aN,l‖Ck is uniformly bounded in l. From here on, we
can argue exactly as for the νλl,∞.
This concludes the proof of the second estimate in (11.18), and thus also the proof
of part (a) of Proposition 11.3.
13. Proof of Proposition 11.3 (b) : Complex interpolation
In this section, we assume that B = 3 and A = 0 in (6.20), and that λρ≫ 1.
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13.1. Estimation of T IIIδ,Ai. As usually, we embed ν
III
δ,Ai into an analytic family of mea-
sures
νIIIδ, ζ := γ(ζ)
∑
2Mρ−1<λ≤2−M δ−30
(
ρ−
4
5 (λρ)
) 5
6
(1−3ζ)
νλδ,0 ,
where ζ lies in the complex strip Σ given by 0 ≤ Re ζ ≤ 1. Since the supports of the
ν̂λδ,0 are almost disjoint, and since, according to (11.4), ‖νλδ,0‖∞ . ρ−4/3(λρ)5/3, we see
that
‖ν̂IIIδ, it‖∞ . 1 ∀t ∈ R.
Again, by Stein’s interpolation theorem, it will therefore suffice to prove the following
estimate:
(13.1) |νIIIδ, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3.
Now, if |x| ≫ 1, arguing in a similar way as for the case B = 4 in Subsection 10.1, we
see that |νλδ,0(x)| . ρ
2
3
+ 2
3λ3(λρ2/3)−N for every N ∈ N, which allows to sum absolutely
in λ and obtain (13.1).
From now on, we shall therefore assume that |x| . 1. We then re-write
(13.2) νIIIδ, 1+it(x) = γ(1 + it)
∑
2Mρ−1<λ≤2−M δ−30
(
ρ−
4
5 (λρ)
)− 5
2
it
µλ(x) ,
where µλ := ρ
4/3(λρ)−5/3νλδ,0. Recall also from (11.7) that ‖νλδ,0‖∞ . ρ−
4
3 (λρ)
5
3 , which
barely fails to be sufficient to obtain (13.1).
We therefore need again a more refined reasoning. Following our discussion for the
case B = 4 in Subsection 10.1, we decompose νλδ,0 = ν
λ
0,I + ν
λ
0,II as in (10.16). In the
same way in which we had derived (10.32), we find here that
(13.3) ‖νλ0,I(x)‖∞ ≤ CNρ
2
3λ2 (λρ)−N .
If we denote by µλ,I := ρ
4/3(λρ)−5/3νλ0,I , then this estimate shows that we can sum
the corresponding series in (13.2), with µλ replaced by µλ,I , absolutely, and obtain the
desired uniform estimate in x and δ.
What remains are the contributions by the νλ0,II . In order to keep the notation simple,
we therefore shall assume from now on that µλ = ρ
4/3(λρ)−5/3νλ0,II .
In analogy with our formulas (10.22) and (10.23), we then find the following expres-
sions for µλ :
µλ(x) = (λρ)
1
3
∫
e−iλs3Φ4(y1,u2,w,x,δ)χ̂0(s3y1)χ0(w)χ0(w − (λρ)−1y1)
×χ0(u2) a4
(
(λρ
2
3 )−1y1, ρ
1
3u2, w, s1, ρ
1
3 , x, δ
)
χ˜1(s3) dy1du2dwds3
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with phase Φ4 of the form
Φ4(y1, u2, w, x, δ) = Ψ3
(
ρ
1
3w, x, δ
)
+ ρ
(
w − (λρ)−1y1
)3
B˜3
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
)
+ρ
(
u32 b
(
ρ
1
3w, (λρ
2
3 )−1y1, ρ
1
3u2, x, δ
r
0
)
+ δ′3,0u2 α˜1
(
ρ
1
3w, x, δr0
)
+δ′0u2
(
w − (λρ)−1y1
)
α1,1
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
r
0
))
.
Recall that in this integral, |u2|+ |w| . 1 and |y1| . λρ. Moreover, the factor χ̂0(s3y1)
guarantees the absolute convergence of this integral with respect to the variable y1.We
also recall that δ′0 + δ
′
3,0 ∼ 1, and that the coefficient δ′3,0 does not appear in Case ND,
where α1,1 = 0. Finally, we perform the change of variables u2 = (λρ)
−1/3y2 and obtain
µλ(x) =
∫
e−is3Φ5(y,w,x,δ;λ)χ̂0(s3y1)χ0(w)χ0(w − (λρ)−1y1)
×χ0((λρ)−1/3y2) a5
(
(λρ
2
3 )−1y1, λ
− 1
3y2, w, s1, ρ
1
3 , x, δ
)
χ˜1(s3) ds3dy1dy2dw ,(13.4)
with phase Φ5 of the form
Φ5(y, w, x, δ;λ) = λΨ3
(
ρ
1
3w, x, δ
)
+ λρ
(
w − (λρ)−1y1
)3
B˜3
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
)
+y32 b˜
(
ρ
1
3w, (λρ
2
3 )−1y1, λ
− 1
3y2, x, δ
r
0
)
(13.5)
+y2 (λρ)
2
3
(
δ′3,0 α˜1
(
ρ
1
3w, x, δr0
)
+ δ′0
(
w − (λρ)−1y1
)
α˜1,1
(
ρ
1
3w, (λρ
2
3 )−1y1, x, δ
r
0
))
.
Performing a Taylor expansion with respect to the bounded quantities (λρ
2
3 )−1y1 and
(λρ)−1y1, we see that we may re-write the phase as
Φ5(y, w, x, δ;λ) = A +By2 + b˜
(
ρ
1
3w, (λρ
2
3 )−1y1, λ
− 1
3 y2, x, δ
r
0
)
y32
+r1(y1) + (λρ)
− 1
3 y2r2(y1) ,(13.6)
where
A := λ
[
Ψ3
(
ρ
1
3w, x, δ
)
+ ρw3B˜3
(
ρ
1
3w, 0, x, δ
)]
=: λQA(ρ
1
3w, x, δ);
B := (λρ)
2
3
(
δ′3,0 α˜1
(
ρ
1
3w, x, δr0
)
+ δ′0wα˜1,1
(
ρ
1
3w, 0, x, δr0
))
=: λ
2
3 QB(ρ
1
3w, x, δ) ,
and where r1 and r2 are of the form
r1(y1) = R1
(
w, (λρ)−1y1, ρ
1
3 , x, δ
)
y1 ,
r2(y1) = R2
(
w, (λρ)−1y1, ρ
1
3 , x, δ
)
y1 ,
with smooth functions R1, R2 of their bounded entries w, (λρ)
−1y1, ρ
1
3 , x and δ.
Let us put, for w fixed such that |w| . 1,
µλ(w, x) :=
∫
e−is3Φ5(y,w,x,δ;λ)χ̂0(s3y1)χ0(w − (λρ)−1y1)
×χ0((λρ)−1/3y2) a5
(
(λρ
2
3 )−1y1, λ
− 1
3 y2, w, s1, ρ
1
3 , x, δ
)
χ˜1(s3) ds3dy1dy2 .
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By means of integrations by parts in s3 and exploiting the rapid decay of χ̂0(s3y1) in
y1, we may estimate
|µλ(w, x)| ≤ CN
∫ ∫
|y2|.(λρ)
1
3
∫ (
1 +
∣∣A+By2 + b˜(ρ 13w, (λρ 23 )−1y1, λ− 13y2, x, δr0) y32
+r1(y1) + (λρ)
− 1
3 y2r2(y1)
∣∣)−N(1 + |y1|)−N dy1dy2 .
Observe first that |B| . (λρ) 23 . Thus, if |A| ≫ λρ, then the term A becomes dom-
inant, and we can clearly estimate |µλ(x)| ≤ C|A|−N for every N ∈ N. Otherwise, if
|A| . λρ, then by choosing T := c(λρ)1/3 in Lemma 14.1, with a suitable constant
c > 0, we see that all assumptions of this lemma are satisfied, and we obtain the
estimate
(13.7) |µλ(w, x)| ≤ Cmax{|A| 13 , |B| 12}− 12 .
This estimate thus holds no matter how large |A| is.
Consider the function
F (t, w, x, δ) :=
∑
2Mρ−1<λ≤2−M δ−30
(
ρ−
4
5 (λρ)
)− 5
2
it
µλ(w, x) ,
for |w| . 1. We shall prove that
(13.8) |F (t, w, x, δ)| ≤ C 1|2−i 52 t − 1| ,
with a constant C not depending on t, w, x and δ. This estimate will immediately yield
the desired estimate for the contributions of the νλ0,II and thus complete the proof of
(13.1), provided we choose
γ(ζ) :=
2
5
2
(1−ζ) − 1
2
5
3 − 1 .
Given w, x, δ, denote by Λ(w, x, δ) the set of all dyadic λ from our summation range
Λ := {λ = 2j : 2Mρ−1 < λ ≤ 2−Mδ−30 }, for which either |A| = λ |QA(ρ
1
3w, x, δ)| > 1
or |B| = λ 23 |QB(ρ 13w, x, δ)| > 1. We the decompose F (t, w, x, δ) = F1(t, w, x, δ) +
F2(t, w, x, δ), where F1(t, w, x, δ) and F2(t, w, x, δ) are defined as F, only with sum-
mation restricted to the subsets Λ(w, x, δ) and Λ \ Λ(w, x, δ), respectively. Then, by
(13.7), we clearly have that
|F1(t, w, x, δ)| ≤
∑
λ∈Λ(w,x,δ)
|µλ(w, x)| ≤ C,
and we are thus left with F2(t, w, x, δ).
In the corresponding sum, we have λ |QA(ρ 13w, x, δ)| ≤ 1 and λ 23 |QB(ρ 13w, x, δ)| ≤ 1,
and therefore F2 can again be estimated by means of Lemma 5.2. Indeed, we may here
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put
H(u1, . . . , u6)
:=
∫
e−is3
(
u1+u2y2+b˜(ρ
1
3w,u3y1,u4y2,x,δr0) y
3
2+R1(w,u5y1,ρ
1
3 ,x,δ) y1+u6y2R2(w,u5y1,ρ
1
3 ,x,δ)
)
χ̂0(s3y1)χ0(w − u5y1)χ0(u6y2) a5
(
u3y1, u4y2, w, s1, ρ
1
3 , x, δ
)
χ˜1(s3) ds3dy1dy2 ,
where the variables u1, . . . , u6 correspond to the bounded expressions λQA(ρ
1
3w, x, δ),
λ
2
3QB(ρ
1
3w, x, δ), (λρ2/3)−1, λ−1/3, (λρ)−1 and (λρ)−1/3, respectively. By means of inte-
grations by parts in the variable y2 for |y2| ≫ 1 (or, alternatively, in s3), it is then
easily verified that ‖H‖C1(Q) ≤ C, where Q denotes the obvious cuboid Q appearing in
this situation. Thus, estimate (13.8) follows from Lemma 5.2.
13.2. Estimation of T IVδ . The estimation of the operator T
IV
δ will follow similar ideas
as the one for T IIδ . Nevertheless, for the convenience of the reader, we will give some
details.
As usually, we embed νIVδ into an analytic family of measures
νIVδ,ζ := γ(ζ)
∑
{l:M0≤2l≤
ρ−1
M1
}
∑
2Mρ−1<λ≤2−Mδ−30
(
(2lρ)−
4
5 (λ2lρ)
) 5
6
(1−3ζ)
νλl,0,
where ζ lies in the complex strip Σ given by 0 ≤ Re ζ ≤ 1. Since the supports of the
ν̂λδ,0 are almost disjoint, estimate (11.12) shows that
‖ν̂IVδ, it‖∞ . 1 ∀t ∈ R.
Again, by Stein’s interpolation theorem, it will therefore suffice to prove the following
estimate:
(13.9) |νIVδ, 1+it(x)| ≤ C ∀t ∈ R, x ∈ R3,
where we write
(13.10) νIVδ, 1+it(x) = γ(1 + it)
∑
{l:M0≤2l≤
ρ−1
M1
}
∑
2Mρ−1<λ≤2−M δ−30
(λ(2lρ)
1
5 )−
5
2
itµl,λ(x),
with µl,λ := λ
−5/3(2lρ)−1/3νλl,0.
Regretfully, it seems that the approach in the previous subsection cannot be applied
in the present situation, and a more refined analysis is needed, similar to our discussion
in Subsection 12.2. From (11.13) to (11.15) we get that
µl,λ = (2
lρ)λ
4
3
∫
e−iλs3Φ2(u,z,s2,x,δ)χ1(z)χ0(u)a(σ2lρu, (2
lρ)
2
3 z, s, δ)χ˜1(s2, s3) dudzds2ds3,
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where
Φ2(u, z, s2, x, δ) = s
n
n−2
2 G5(s2, δ)− x1s
n−1
n−2
2 G3(s2, δ)− s2x2 − x3
+z(2lρ)
(
(2lρ)−
1
3
(
x1 − s
1
n−2
2 G1(s2, δ)
)− u1)+ (2lρ)u31B3(s2, δ1, (2lρ) 13u1)(13.11)
+(2lρ)
(
u32 b(σ2lρu, δ
r
0, s2) + δ
′
3,0u2 α˜1(δ
r
0, s2) + δ
′
0u1u2 α1,1
(
(2lρ)
1
3u1, δ
r
0, s2
))
.
Now, if |x| ≫ 1, we see that |µl,λ(x)| . 2lρλ4/3(λ(2lρ)2/3)−N for every N ∈ N, which is
stronger than what is needed for (13.9).
From now on we shall therefore assume that |x| . 1. For such x fixed, we again
decompose
(13.12) νλl,0 = ν
λ
l,I + ν
λ
l,II ,
where νλl,I and ν
λ
l,II denote the contributions to the integral above by the region LI where
|x1 − s
1
n−2
2 G1(s2, δ)| ≫ (2lρ)
1
3 , and the region LII where |x1 − s
1
n−2
2 G1(s2, δ)| . (2lρ)
1
3 ,
respectively. Then, in analogy with (13.3), by means of integrations by parts in z we
obtain
(13.13) ‖νλl,I(x)‖∞ ≤ CN = (2lρ)
2
3λ2 (λ2lρ)−N .
If we denote by µl,λ,I := λ
−5/3(2lρ)−1/3νλl,I , then this estimate shows that we can sum
the corresponding series in (13.10), with µl,λ replaced by µl,λ,I , absolutely, and obtain
the desired uniform estimate in x and δ.
What remains are the contributions by the νλl,II . In order to keep the notation simple,
we therefore shall assume from now on that µl,λ = λ
−5/3(2lρ)−1/3νλl,I , i.e., that
µl,λ(x) = (2
lρ)λ
4
3
∫
e−iλs3Φ2(u,z,s2,x,δ)a
(
(2lρ)
1
3u, (2lρ)
2
3z, s, δ
)
χ1(z)χ0(u)
χ0
(
(2lρ)−
1
3 (x1 − s
1
n−2
2 G1(s2, δ)
)
χ˜1(s2, s3) dudzds2ds3,(13.14)
Given a point u0, s02, z
0 such that the amplitude in this integral does not vanish, we want
to understand the contribution of a small neighborhood of this point to the integral.
Assume first that ∂u1Φ2(u
0, z0, s02, x, δ) 6= 0. Then, integrations by parts in u1 allow
to gain factors (λ2lρ)−N , and so we can again sum the corresponding contributions to
νIVδ, 1+it(x) absolutely.
Let us next assume that ∂u1Φ2(u
0, z0, s02, x, δ) = 0. For a short while, it will then
be helpful to change coordinates from s2 first to v := x1 − s
1
n−2
2 G1(s2, δ), and then to
w := (2lρ)−
1
3v = (2lρ)−
1
3
(
x1 − s
1
n−2
2 G1(s2, δ)
)
in a similar way is in Subsection 10.1,
and re-write
µl,λ(x) = (λ2
lρ)
4
3
∫
e−iλs3Φ˜2(u,z,w,s2,x,δ)a
(
(2lρ)
1
3u, (2lρ)
2
3 z, (2lρ)
1
3w, x, δ
)
χ1(z)χ0(u)
χ0(w))χ1(s3) dudzds2ds3,
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where
Φ˜2 = z(2
lρ)(w − u1) + Ψ3(ρ 13w, x, δ) + (2lρ)u31B3
(
(2lρ)
1
3w, (2lρ)
1
3u1, x, δ
)
+(2lρ)
(
u32 b
(
(2lρ)
1
3u, (2lρ)
1
3w, x, δr0
)
+ δ′3,0u2 α˜1
(
2lρ)
1
3w, x, δr0
)
+δ′0u1u2 α1,1
(
2lρ)
1
3u1, 2
lρ)
1
3w, x, δr0
))
,
By w0 we denote the value of w corresponding to s02. We now can see that there is
also a unique critical point of the phase with respect to the variable z, at z0, provided
w = u01. Thus, if w
0 = u01, then the phase has a critical point with respect to the
variable (u1, s2) respectively (u1, w); otherwise, we can again integrate by parts in z,
which allows to gain factors (λ2lρ)−N as before, and we are done. So, assume that
w0 = u01. Since the phase is linear in z, and since |∂z∂u1Φ˜2| ∼ 2lρ at the critical point,
we see that we may apply the method of stationary phase to the double integration
with respect to the variables (u1, z) and gain in particular a factor (λ2
lρ)−1. Having
realized this, we may come back to our previous formula (13.14), and knowing that
we may apply the method of stationary phase to the integration with respect to the
variables (u1, z) as well, we see that we may essentially write
µl,λ(x) = λ
1
3
∫
e−iλs3Ψ2(u2,s2,x,δ,l)a2
(
(2lρ)
1
3u2, (2
lρ)
1
3 , s, δ
)
χ0(u2)
χ0
(
(2lρ)−
1
3 (x1 − s
1
n−2
2 G1(s2, δ)
)
χ˜1(s2, s3) du2ds2ds3,(13.15)
where the phase Ψ2 arises from Φ2 by replacing (u1, z) by the critical point (u
0
1, z
0).
Now, arguing exactly as in Subsection 10.1, by means of Lemma 7.1 in [21] we find
that the phase Ψ2 is given by the expression in (8.52), with B = 3, i.e.,
Ψ2 = s2x
2
1ω(δ1x1) + x
n
1α(δ1x1) + s2δ0y2 + y
3
2 b(x1, y2, δ) + r(x1, y2, δ)− s2x2 − x3.
Moreover, since we here have changed coordinates from y2 to u2 so that y2 = (2
lρ)1/3u2,
this means that
Ψ2(u2, s2, x, δ, l) = s2x
2
1ω(δ1x1) + x
n
1α(δ1x1)− s2x2 − x3
+(2lρ) u32 b
(
x1, (2
lρ)1/3u2, δ
)
+ (2lρ)1/3u2[δ0s2 + δ3x
n1
1 α1(δ1x1)](13.16)
(compare (8.4)). Note that ∂s2(s
1
n−2
2 G1(s2, δ)) ∼ 1 because s2 ∼ 1 and G1(s2, 0) =
1. Therefore, the relation |x1 − s
1
n−2
2 G1(s2, δ)| . (2lρ)1/3 can be re-written as |s2 −
G˜1(x1, δ)| . (2lρ)1/3, where G˜1 is again a smooth function such that |G˜1| ∼ 1. If we
write
s2 = (2
lρ)
1
3v + G˜1(x1, δ),
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then this means that |v| . 1. We shall therefore change variables from s2 to v, which
leads to the following expression for µl,λ(x) :
µl,λ(x) = (λ2
lρ)
1
3
∫
e−iλs3Ψ3(u2,v,x,δ,l)a3
(
(2lρ)
1
3u2, (2
lρ)
1
3 v, x, δ
)
×χ0(u2)χ0(v)χ1(s3) du2dvds3,
with a smooth amplitude a3 and the new phase function
Ψ3(u2, v, x, δ, l) = v (2
lρ)
1
3
(
x21ω(δ1x1)− x2
)
+ (2lρ)
2
3 δ0 vu2 +QA(x, δ)
+(2lρ) u32 b
(
x1, (2
lρ)
1
3u2, δ
)
+ (2lρ)
1
3u2QD(x, δ)
(compare with the corresponding expressions in (12.10) to (12.12)). Finally, putting
y2 := (λ2
lρ)1/3u2, we find that
µl,λ(x) =
∫
e−is3Ψ4(y2,v,x,δ,λ,l)a4
(
λ−
1
3y2, (2
lρ)
1
3 v, x, δ
)
×χ0
(
(λ2lρ)−
1
3y2
)
χ1(s3)χ0(v) dvds3dy2(13.17)
=
∫
χ̂1
(
Ψ4(y2, v, x, δ, λ, l)
)
a4
(
λ−
1
3y2, (2
lρ)
1
3 v, x, δ
)
χ0(v)χ0
(
(λ2lρ)−
1
3 y2
)
dy2dv
with a smooth amplitude a4 and phase function
Ψ4(y2, v, x, δ, λ, l) = v λ(2
lρ)
1
3
(
x21ω(δ1x1)− x2
)
+ λ
2
3 (2lρ)
1
3 δ0 vy2 + λQA(x, δ)
+ y32 b
(
x1, λ
− 1
3 y2, δ
)
+ λ
2
3 y2QD(x, δ)
We shall write this as
(13.18) Ψ4(y2, v, x, δ, λ, l) = A+Bv + y
3
2 b
(
x1, λ
− 1
3y2, δ
)
+ y2(D + Ev),
with
A := λQA(x, δ), B := λ2
l
3 ρ
1
3QB(x, δ),
D := λ
2
3QD(x, δ), E := λ
2
32
l
3 (ρ
1
3 δ0) .(13.19)
Here, QA(x, δ), QB(x, δ) and QD(x, δ) are as in (12.12).
Applying Lemma 14.2 in the appendix with T := (λ2lρ)1/3 = (λρ)1/32l/3 ≫ 1 and
δ := λ−1/3 so that δT = (2lρ)1/3 ≪ 1, and subsequently Lemma 12.1 in a similar way
as in Subsection 12.2, we find that in analogy with (12.14) we have that
(13.20) |µl,λ(x)| .
(
max{|A|, |B|, |D|, |E|})− 16 ,
now with A,B,D and E given by (13.19).
In order to estimate νIVδ,1+it(x), we shall again distinguish various cases.
As in the discussion of νIIδ,1+it(x) in Subsection 12.2, the contributions by those terms
in (13.10) for which either |D| & 1 and |E| & 1, or |A| & 1 and |B| & 1, can easily
handled by means of estimate (13.20) (compare with (13.19)).
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Consider next the terms for which |D| ≪ 1 and |E| ≪ 1. For these terms, it will be
useful to re-write µl,λ(x) in analogy with (12.15) as
(13.21) µl,λ(x) =
∫
e−is3(A+Bv)J(v, s3)χ1(s3)χ0(v)χ0(D + Ev) dvds3,
with
J(v, s3) :=
∫
e
−is3
(
y32b
(
x1,λ
− 13 y2,δ
)
+y2(D+Ev)
)
a4
(
λ−
1
3 y2, (2
lρ)
1
3v, x, δ
)
×χ0
(
(λ2lρ)−
1
3 y2
)
dy2 .(13.22)
From here we arrive without loss of generality at the following analogue of (12.17):
(13.23) µl,λ(x) =
∫
g(D + Ev, x, λ−
1
3 , (2lρ)
1
3 , δ) χ̂1(A +Bv)χ0(v) dv,
where g is a smooth function of its bounded arguments.
Recall that we assume that either |A| & 1 and |B| ≪ 1, or |A| ≪ 1 and |B| & 1, or
|A| ≪ 1 and |B| ≪ 1.
If |A| & 1 and |B| ≪ 1, then we can treat the summation in l by means of Lemma
5.2, where we choose, for λ fixed,
Hλ,x(u1, u2, u3, u4) :=
∫
g(D + u1v, x, u3, u4, δ) χ̂1(A+ u2v)χ0(v) dv.
Then clearly ‖Hλ,x‖C1(Q) . |A|−1, and so after summation in those l for which |E| ≪ 1
and |B| ≪ 1, we can also sum (absolutely) in the λ’s for which |A| & 1. Observe that
this requires that γ(ζ) contains a factor
γ1(ζ) :=
2
1−ζ
2 − 1
2
1
3 − 1 .
Consider next the case where |B| & 1 and |A| ≪ 1. If we write λ = 2j, then
λ2l/3 = 2k/3, if we put k := l + 3j. We therefore pass from the summation variables j
and l to the variables j and k, which allows to write B = 2k/3ρ1/3QB(x). For k fixed, we
then sum first in j by means of Lemma 5.2, which gives an estimate of order O(|B|−1),
which then in return allows to sum (absolutely) in those k for which |B| & 1. The
application of Lemma 5.2 requires in this case that γ(ζ) contains a factor
γ2(ζ) :=
21−ζ − 1
2
2
3 − 1 .
There remains the sub-case where |A|+ |B| ≪ 1 and |D|+ |E| . 1. The summation
over all l’s and λ’s for which these conditions are satisfied can easily be treated by means
of the double summation Lemma 8.1 in [21], in a very similar way as in Subsection
12.2.
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What remains are the contributions by those l and λ for which either |D| & 1 and
|E| ≪ 1, or |D| ≪ 1 and |E| & 1.
We begin with the case where |E| & 1 and |D| ≪ 1. Then we may assume in
addition that |B| ≪ 1, for otherwise by (13.20) we have |µl,λ(x)| . |E|−1/12|B|−1/12,
which allows to sum absolutely in j and l. In a very similar way, we may also assume
that |A| ≪ 1.
Recall next from (13.17) and (13.18) that
µl,λ(x) =
∫
e−is3
(
A+y32 b
(
x1,λ
−13 y2,δ
)
+Dy2+v(B+Ey2)
)
a4
(
λ−
1
3 y2, (2
lρ)
1
3v, x, δ
)
×χ1(s3)χ0(v)χ0
(
(λ2lρ)−
1
3 y2
)
dy2dvds3 .
Again, by our usual argument, we may assume without loss of generality that a4 is
independent of v. Then we find that, in analogy with (12.18),
µl,λ(x) =
∫
e−is3
(
A+y32 b
(
x1,λ
− 13 y2,δ
)
)
)
χ̂0
(
s3(B + Ey2)
)
×a4
(
λ−
1
3y2, (2
lρ)
1
3 , x, δ
)
χ1(s3)χ0
(
(λ2lρ)−
1
3 y2
)
dy2ds3 .
We then change the summation variables from j, l to j, k, where k := 2j + l, so that
E = 2k/3ρ1/3δ0. Then, for k fixed, we can treat the summation in j by means of Lemma
5.2, where we choose
Hk,x(u1, u2, u3, u4, u5) :=
∫
e−is3
(
u1+y32 b
(
x1,u2y2,δ
)
)
)
χ̂0
(
s3(u3 + Ey2)
)
×a4(u2y2, u4, x, δ)χ1(s3)χ1(v)χ0(u5y2) dy2ds3 .
Arguing in the same way as in the corresponding case of Subsection 12.2, we find by
means of the change of variables y2 7→ y2/E that ‖Hλ,x‖C1(Q) . |E|−1, and thus after
the summation over the λ = 2j this allows to subsequently also sum over the k for
which |E| & 1.
There remains the contribution by those l and λ for which |D| & 1 and |E| ≪ 1.
Observe that here we have |D + Ev| & 1 in (13.22).
Applying the change of variables y2 = λ
1/3t in the integral defining J(v, s3), we
obtain
J(v, s3) = λ
1
3
∫
e−is3λ
(
t3b(x1,t,δ)+t(λ
− 23 (D+Ev))
)
a4
(
t, (2lρ)
1
3 v, x, δ
)
χ0
(
(2lρ)−
1
3 t
)
χ0(v)χ1(s3) dt.
Observe also that by (13.19)
(13.24) λ−
2
3D = QD(x, δ), λ
− 2
3E = δ0 ≪ 1,
so that in particular λ−
2
3 |D + vE| . 1.
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Arguing in a similar way as in Subsection 12.2, we find that for every N ∈ N,
J(v, s3) = |D + Ev|− 14a+
(
λ−
1
3 |D + Ev| 12 , v, x, (2lρ) 13 , δ)
×χ0
(
(λ2lρ)−
1
3 |D + Ev| 12
)
e−is3|D+Ev|
3
2 q+
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)
(13.25)
+ |D + Ev|− 14a−
(
λ−
1
3 |D + Ev| 12 , v, x, (2lρ) 13 , δ)
×χ0
(
(λ2lρ)−
1
3 |D + Ev| 12
)
e−is3|D+Ev|
3
2 q−
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)
+ (D + Ev)−N FN
(
|D + vE| 32 , λ− 13 |D + Ev| 12 , v, x, 2− l3 , (2lλ−1) 13 , δ
)
,
where a±, q± and FN are smooth functions of their (bounded) variables. Moreover,
|q±(
(
0, x, (2lλ−1)
1
3 , δ
)| ∼ 1.
We shall concentrate on the first term only. The second term can be treated in the
same way as the first one, and the last term can be handled in an even easier way by
a similar method, since it is of order = O(|D|−N) and, unlike the first term, carries no
oscillatory factor.
We denote by
µ1l,λ(x) :=
∫
e−is3
[
(A+Bv)+|D+Ev|
3
2 q+
(
λ−
1
3 |D+Ev|
1
2 ,x,δ
)]
|D + Ev|− 14χ1(s3)χ0(v)
×a+
(
λ−
1
3 |D + Ev| 12 , v, x, (2lρ) 13 , δ)χ0((λ2lρ)− 13 |D + Ev| 12) dvds3
the contribution by the first term in (13.25) to µl,λ(x), and by ν
1
δ,1+it(x) the contribution
of the µ1l,λ(x) to the sum defining ν
IV
δ,1+it(x).
Assuming for instance that D > 0, and making use of (12.22), we here find that the
complete phase in the oscillatory integral defining µ1l,λ(x) is of the form
s3[A
′ +B′v + r],
with A′ = λQA′(x, δ), B
′ = λ2
l
3QB′(x, δ), where
QA′(x, δ) := QA(x, δ) +QD(x, δ)
3
2 q+
(
QD(x, δ)
1
2 , x, δ
)
,
QB′(x, δ) := ρ
1
3QB(x, δ) +
1
2
q′+
(
QD(x, δ)
1
2 , x, δ
)
ρ
1
3QD(x, δ)δ0
+
3
2
q′+
(
QD(x, δ)
1
2 , x, δ
)
ρ
1
3QD(x, δ)
1
2 δ0,
and where r is again a bounded error term.
Thus, if |B′| ≫ 1, then an integration by parts in v shows that
|µ1l,λ(x)| . |D|−
1
4 |B′|−1.
This estimate allows to control the sum over all l such that |B′| ≫ 1, and subsequently
the sum over all dyadic λ such that |D| & 1, and we arrive at the desired uniform
estimate in x and δ.
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Next, if |B′| . 1, then we can argue in a similar way as before and apply Lemma
5.2 to the summation in l by putting here
Hλ,x(u1, . . . , u7) :=
∫
e−is3[A
′+u1v+r(QD(x)
1
2 ,D−1u3,v,x,δ)]|D + u2v|− 14χ1(s3)χ0(v)
×a+
(|QD(x, δ) + u3v| 12 , v, x, u4, δ)χ0(|u6 + u7v| 12) dvds3
and choosing the cuboid Q in the obvious way. Then we easily see that ‖Hλ,x‖C1(Q) .
|D|−1/4, and so after summation in those l for which |B′| ≪ 1, we can also sum
(absolutely) in the λ’s for which |D| & 1. Observe that this requires again that γ(ζ)
contains the factor γ1(ζ).
This concludes the proof of the uniform estimate of ν1δ,1+it(x) in x and δ, and thus
also of estimate (13.9).
The proof of Proposition 11.3 is now complete.
14. Appendix: Integral estimates of van der Corput type
Lemma 14.1. Let b = b(y1, y2) be a C
2- function on R× [−1, 1] such that b(0, 0) 6= 0,
‖b(y1, ·)‖C2([−1,1]) ≤ c1 for every y1 ∈ R and
(14.1) |b(y1, y2)− b(0, 0)| ≤ ε, and c2|y2|3−j ≤
∣∣∣∂jy2(b(y1, y2)y32)∣∣∣, j = 1, 2
for every (y1, y2) ∈ R × [−1, 1], where 0 < c1 ≤ c2. Furthermore, let Q = Q(y2) be a
smooth function on [−1, 1] such that ‖Q‖C2([−1,1]) ≤ c1,and let A,B, T be real numbers
so that max{|A|, |B|} ≥ L, T ≥ L and
(14.2) |A| ≤ T 3, |B| ≤ T 2,
and let ri = ri(y1), i = 1, 2, be a measurable functions on R such that |ri(y1)| ≤
c(1 + |y1|). For ǫ ≥ 0 and N ≥ 2, we put
Iǫ(A,B, T ) :=
T∫
−T
∞∫
∞
(
1 +
∣∣∣A− (B +Q(y2
T
)
)
y2 − b(y1, y2
T
) y32 + r1(y1) +
y2
T
r2(y1)
∣∣∣)−N
×
(
1 + |y1|
)−N
|y2|ǫ dy1dy2.
Then, for N sufficiently large, there are constants C > 0 and ε0 > 0, which only depend
on the constants c, c1 and c2, such that for all functions b and q and all A,B, T with
the assumed properties, and all ε ≤ ε0 and L ≥ C, we have
|Iǫ(A,B, T )| ≤ Cmax{|A| 13 , |B| 12}ǫ− 12 .
Proof. It will be convenient for the proof to call a constant C admissible, if it depends
only on the constants ε, ǫ, b(0, 0) and c, c1, c2 from the statement of the lemma. All
constants C appearing within the proof will be admissible, but may change from line
to line.
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We begin by the observation that the second assumption in (14.1) implies that also
(14.3) c2|y2|3−j ≤
∣∣∣∂jy2(b(y1, τy2)y32)∣∣∣, j = 1, 2, |y2| < τ−1,
for every τ > 0. Indeed, if we fix y1 and put ψτ (y2) := b(y1, τy2)y
3
2, then ψτ (y2) =
ψ1(τy2)/τ
3, so that ψ′′τ (y2) = ψ
′′
1 (τy2)/τ. This immediately leads to (14.3).
Let us first assume that |A| ≥ L ≥ 1. Without loss of generality, we may assume
that A,B ≥ 0 (if necessary, we may change the signs of r or b, q as well as of y2). We
may then choose α, β ≥ 0 so that A = α3, B = β2.
Next, by convolving (1 + | · |)−N with a suitable smooth bump function, we may
choose a smooth, non-negative function ρ on R which is integrable and such that also
its Fourier transform is integrable and so that (1 + |x|)−N ≤ ρ(x) ≤ 2(1 + |x|)−N , and
put
Jǫ(α, β, T ) :=
T∫
−T
∞∫
∞
ρ
(
α3 − (β2 +Q(y2
T
)) y2 − b(y1, y2
T
) y32 + r1(y1) +
y2
T
r2(y1)
)
×
(
1 + |y1|
)−N
|y2|ǫ dy1dy2.
It then suffices to prove that
(14.4) |Jǫ(α, β, T )| ≤ Cmax{α, β}ǫ− 12
whenever L1/3 ≤ α ≤ T, 0 ≤ β ≤ T.
To this end, performing the change of variables y2 = αs, we re-write
Jǫ(α, β, T ) = α
1+ǫ
∞∫
∞
T
α∫
−T
α
ρ
(
α3[1− (γ + 1
α2
Q(
α
T
s)) s− b(y1, α
T
s) s3]
+r1(y1) + s
α
T
r2(y1)
)(
1 + |y1|
)−N
|s|ǫ dsdy1,(14.5)
where
γ :=
(β
α
)2
.
1. Case: γ ≥ 1, i.e., β ≥ α. Changing variables s = γ1/2t, we re-write
Jǫ(α, β, T ) = β
1+ǫ
∞∫
∞
T
β∫
−T
β
ρ
(
α3 − β3
(
(1 +
1
β2
Q(
β
T
t)) t− b(y1, β
T
t) t3
)
+r1(y1) + t
β
T
r2(y1)
)(
1 + |y1|
)−N
|t|ǫ dtdy1.
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Now, there are admissible constants C1, C2 ≥ 1, so that if |t| ≥ C1, then
|α3 − β3(
(
(1 +
1
β2
Q(
β
T
t)) t− b(y1, β
T
t) t3
)
| ≥ C2β3|t|3.
Notice also that |r1(y1) + t βT r2(y1)| ≤ 2c(1+ |y1|). Integrating separately in y1 over the
sets where 1 + |y1| ≤ C2β3|t|3/(4c) and where 1 + |y1| > C2β3|t|3/(4c), one then easily
finds that the contribution JI(α, β, T ) by the region where |t| ≥ C1 to the integral
Jǫ(α, β, T ) can be estimated by
|JI(α, β, T )| ≤ Cβ1+ǫ
(
(β3)−N + (β3)1−N
)
≤ 2Cβ4+ǫ−3N .
Assume next that |t| < C1. We then choose χ ∈ C∞0 (R) such that χ(t) = 1 when
|t| ≤ C1 and χ(t) = 0 when |t| ≥ 2C1, and with corresponding control of the derivatives
of χ. The contribution by the region where |t| < C1 to the integral Jǫ(α, β, T ) can then
be estimated by
JII(α, β, T ) := β
1+ǫ
∫∫
ρ
(
α3 − β3φy1(t) + r1(y1)
)(
1 + |y1|
)−N
χ(t)|t|ǫ dtdy1,
where we have set
φy1(t) :=
(
1 +
1
β2
Q(
β
T
t)− r2(y1)
β2T
)
t− b(y1, β
T
t) t3, |t| ≤ C1.
Recall here that T/β ≥ 1 (for 1 ≤ |t| ≤ 2C1, we may extend the function b in a suitable
way, if necessary).
By Fourier inversion, this can be estimated by
|JII(α, β, T )| ≤ Cβ1+ǫ
∣∣∣ ∫∫ ∫ e−iξβ3φy1 (t)χ(t)|t|ǫ dt eiξ(α3+ir(y1))(1 + |y1|)−N ρˆ(ξ)dξdy1∣∣∣
≤ Cβ1+ǫ
∫∫ ∣∣∣ ∫ e−iξβ3φy1(t)χ(t)|t|ǫ dt∣∣∣(1 + |y1|)−N |ρˆ(ξ)|dξdy1.
Now, if |r2(y1)/(β2T )| ≥ 12 , then c(1+ |y1|) ≥ β2T/2 ≥ 1, so trivially the integration
in y1 yields that
|JII(α, β, T ) ≤ Cβ1+ǫ(β2T )1−N ≤ Cβ3+ǫ−2N
for every N ∈ N.
So, assume that |r2(y1)/(β2T )| < 12 . Then the phase φy1(t) has no degenerate critical
point on the support of χ(t), if we assume ε to be sufficiently small, then b is a small
perturbation of the constant function b(0, 0), in the sense of (14.1). It is then easily
verified that our assumptions (and in particular (14.3)) imply that φy1(t) satisfies the
hypotheses of the van der Corput type Lemma 2.2 in [21], with M = 2 and constants
c1, c2 > 0 which are admissible, provided we choose L sufficiently large. Therefore, the
lemma shows that the inner integral with respect to t is bounded by C(1 + |ξ|β3)−1/2,
which implies that
|JII(α, β, T ) ≤ Cβ1+ǫ(β3)− 12 = Cβǫ− 12 .
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2. Case: γ < 1, i.e., β < α. Then there are admissible constants C3, C4 ≥ 1 so that
if |s| ≥ C3, then α3|1 − (γ + 1α2Q(αT s)) s− b(y1, αT s) s3| ≥ C4α3|s|3 in (14.5). Arguing
in a similar way as in the first case, this implies that the contribution JIII(α, β, T ) by
the region where |s| ≥ C3 to the integral Jǫ(α, β, T ) in (14.5) can be estimated by
|JIII(α, β, T )| ≤ Cα4+ǫ−3N .
Similarly, there are admissible constants C5, C6 > 0 so that if |s| ≤ C5, then |1 −
(γ + 1
α2
Q(α
T
s)) s − b(y1, αT s) s3| ≥ C6 in (14.5), and this implies that the contribution
JIV (α, β, T ) by the region where |s| ≤ C5 to the integral Jǫ(α, β, T ) can be estimated
by
|JIV (α, β, T )| ≤ Cα4+ǫ−3N .
Finally, on the set where C5 < |s| < C3, the phase φy1(s) := ( r2(y1)α2T −(γ+ 1α2Q(αT s)))s−
b(y1,
α
T
s) s3 has again no degenerate critical point, and way conclude in a similar way
as in the first case that the contribution JV (α, β, T ) by this region can be estimated by
|JV (α, β, T ) ≤ Cα1+ǫ(α3)− 12 = Cαǫ− 12 .
Combining all these estimates, we arrive at the conclusion of the lemma when |A| ≥ 1.
Finally, when |A| ≤ L and |B| ≥ L, then we may indeed assume without loss of
generality that α = 0. Arguments very similar to those that we have applied before
then show that |Jǫ(α, β, T )| ≤ Cβǫ− 12 , which concludes the proof of the lemma. Q.E.D.
Lemma 14.2. Let b = b(y) be a C2- function on [−1, 1] such that b(0) 6= 0 and
‖b‖C2([−1,1]) ≤ c1. Furthermore, let A and B be real numbers, and let δ0 ∈]0, 1[. For
T ≥ L and δ > 0 such that δ < 1 and δT ≤ δ0, we put
I(A,B) :=
∫
R
∣∣ρ(A +By + b(δy)y3)∣∣χ0( y
T
)
dy ,
where ρ ∈ S(R) denotes a fixed Schwartz function and χ0 ∈ C∞0 (R) a non-negative
bump function supported in the interval [−1, 1]. Then, for δ0 sufficiently small and L
sufficiently large, we have
(14.6) |I(A,B)| ≤ C(1 + max{|A| 13 , |B| 12})− 12 ,
where the constant C depends only on c1, δ0, ρ and χ0, but not on A,B, T and δ.
Proof. In a similar way is in the preceding proof, we may dominate the function |ρ| by
a non-negative Schwartz function. Let us therefore assume without loss of generality
that ρ ≥ 0.
Let us first assume that max{|A|, |B|} ≥ L. If |A| ≤ T 3/δ30 and |B| ≤ T 2/δ20 ,
estimate (14.6) follows easily from the previous Lemma 14.1 (just replace χ0(·/T ) by
the characteristic function of the interval [−1/δ, 1/δ] ).
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Next, if |B| > T 2/δ20, using Fourier inversion, we may estimate
(14.7) |I(A,B)| ≤ C
∫ ∣∣ ∫ eisφ(y)χ0( y
T
)
dy
∣∣ |ρˆ(s)| ds ,
where φ(y) := By + b(δy)y3. And, be means of integration by parts, we obtain that∣∣ ∫ eisφ(y)χ0( y
T
)
dy
∣∣ ≤ C|s|−1 ∫ T
−T
(∣∣∣ φ′′(y)
φ′(y)2
∣∣∣ + ∣∣∣ 1
Tφ′(y)
∣∣∣) dy.
Since for |y| ≤ T we have
|φ′(y)| = |B − y2(3b(δy) + δy
3
b′(δy)
)| ≥ |B|
2
and |φ′′(y)| ≤ CT,
if we choose δ0 sufficiently small, we see that
∣∣ ∫ eisφ(y)χ0( yT ) dy∣∣ ≤ C/|sB| for δ0
sufficiently small. On the other hand, trivially we have
∣∣ ∫ eisφ(y)χ0( yT ) dy∣∣ ≤ CT, and
taking the geometric mean of these estimates and using that T < δ0|B|1/2 we find that∣∣ ∫ eisφ(y)χ0( y
T
)
dy
∣∣ ≤ C|s|− 12 |B|− 14 .
In combination with (14.7) this confirms estimate (14.6) also in this case.
There remains the case where |A| > T 3/δ30 and |B| ≤ T 2/δ20. Here we may estimate
|A+By + b(δy)y3| ≥ |A| − |B|T − ‖b‖∞T 3 ≥ |A|
2
,
provided δ0 is sufficiently small. This implies that |I(A,B)| ≤ C|A|−NT ≤ C|A|−N+1/3
for every N ∈ N, which is stronger than what we need for (14.6).
Finally, if max{|A|, |B|} < L, then the the rapid decay of ρ easily implies that
|I(A,B)| ≤ C. Q.E.D.
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