ABSTRACT This paper investigates the project scheduling problem to minimize the maximum cash flow gap of contractors under random activity duration. A comprehensive optimization model with time buffers added to the baseline schedule by project proactive scheduling and the schedule adjustment cost determined by project reactive scheduling is constructed to manage disruptions caused by the randomness of activity durations. Due to the problem's intractability, two hybrid metaheuristic algorithms, namely, tabu simulated annealing (tabu-SA) and variable neighborhood tabu search (VNTS), are developed, and several improvement measures are proposed to enhance the algorithms' performance. Based on a randomly generated data set, a computational experiment is performed to evaluate the algorithms, with the effects on results of certain key parameters also analyzed. The conclusions are as follows: tabu-SA outperforms VNTS for large-scale problems, however, the reverse holds for small-scale problems. The key parameters, including the project deadline, the cost per time buffer, the activity instability weight, the activity duration variability, the number of payments, and the payment proportion can exert important effects on the contractor's maximum cash flow gap.
I. INTRODUCTION
The development of the world economy in recent years has led to an increasing number of large-scale projects that require enormous investments for completion. Narrowing the gap between cash inflows and outflows during the execution of such projects has become an important problem for contractors, who are unable to complete projects smoothly if expenses cannot be covered via clients' timely payments. However, due to various uncertain factors, in practice contractors face the challenge of balancing cash inflows and outflows. Therefore, scheduling projects in an uncertain environment to minimize the cash flow gap is undoubtedly a meaningful research problem that can directly support contractors' efforts to balance their cash flows.
A research branch relevant to project scheduling problems with cash flows is the capital constrained project scheduling problem (CCPSP), where capital is defined as a constraint and the objective is to maximize the net present value of the cash flow. Regarding capital as a limited nonrenewable resource, Doersch and Patterson [1] first define the CCPSP, formulating a binary integer program to solve it. Subsequently, Smith-Daniels and Smith-Daniels [2] add the materials cost constraint to the CCPSP model. Assuming that cash outflows and inflows occur at the start and the end of an activity, respectively, Smith-Daniels et al. [3] present three heuristic procedures for solving the CCPSP and test their performance by solving relatively large problems. Özdamar and Dundar [4] consider a multi-mode CCPSP with probabilistic cash inflows and develop a flexible algorithm for solving the problem. Similarly, Özdamar [5] analyzes a multi-mode CCPSP where the positive cash balance and the given due date are considered simultaneously. Moreover, He et al. [6] define a novel problem, named the capitalconstrained project payment scheduling problem, which combines the CCPSP with the payment project scheduling problem.
In an uncertain environment, the baseline schedule must be robust to cope with disruptions caused by uncertain factors, leading to an important branch in project scheduling, the proactive project scheduling problem (PPSP). Considering PPSP, Leus and Herroelen [7] present a resource allocation model to protect the baseline schedule from the activity duration variability. To simultaneously optimize the project makespan and schedule stability, Al-Fawzana and Haouari [8] develop a dual-criteria model to generate a set of schedules under uncertain activity duration. Van de Vonder et al. [9] investigate the tradeoff between project makespan and stability in a multidisruption environment without the resource constraint and then extend their research to the resource-constrained case. More realistically, Lambrechts et al. [10] assign free time slacks to activities with a high impact on the total weighted instability. Bruni et al. [11] address the resourceconstrained PPSP with uncertain activity duration, whereas Deblaere et al. [12] propose a stochastic methodology for solving this problem. Using the information about the impact of unexpected resource breakdowns on activity duration, Lambrechts et al. [13] develop an approach for inserting idle times explicitly into the baseline schedule. Bruni et al. [14] address the resource-constrained project scheduling problem with uncertain activity durations and propose an adaptive robust optimization model to derive the resource allocation decisions. Wang et al. [15] propose two new robustness measures to analyse the performance of priority rules under a stochastic environment.
In addition to the PPSP, another important branch of project scheduling under an uncertain environment is the reactive project scheduling problem (RPSP), which manages disruptions by optimally adjusting the baseline schedule during its execution. Similar to the RPSP, Van de Vonder et al. [16] evaluate several predictive-reactive procedures with the composite objective of maximizing both the schedule stability and the timely project completion probability. Lambrechts et al. [17] develop eight proactive and three reactive policies for the RPSP with the stochastic resource availability. Van de Vonder et al. [18] examine several reactive procedures to repair a project schedule whenever activities are disrupted during the execution process. Deblaere et al. [19] propose and evaluate a number of dedicated exact reactive scheduling procedures and a tabu search heuristic for the RPSP. Godinho and Branco [20] study the multi-mode project scheduling with a tardiness penalty under uncertainty and define scheduling policies based on a set of thresholds. Hu et al. [21] introduce a new control procedure for the RPSP and perform a simulation experiment to prove its excellent performance.
Based on the above practical and theoretical background, this paper investigates the project scheduling problem with the objective of minimizing the contractor's gap between cash outflows and inflows under random activity duration. In the problem, we utilize proactive scheduling to insert time buffers into the baseline schedule to manage disruptions caused by the randomness of activity durations. This creates the time buffer cost yet decreases the schedule adjustment cost, which may occur during the project execution and is determined by reactive scheduling, thus determining the aggregate effect on the contractor's cash flows. Taking such effects into account, the study aims to determine the optimal robust baseline schedule that minimizes the contractor's cash flow gap under uncertain conditions.
The remainder of this paper is organized as follows. In section II, we present the problem formulation. The metaheuristic algorithms for the problem are developed in section III. Section IV reports results of a computational experiment, while section V concludes the paper.
II. PROBLEM FORMULATION A. OPTIMIZATION MODEL
Consider a project represented as an activity-on-node (AoN) network, G = (N , A) , where the set of nodes N = {0, 1, . . . , n + 1} represents activities, while the set of arcs A denotes the finish-start precedence constraints with the time lag of zero. Activities 0 and n + 1 are, respectively, the dummy start and end activities of the project. The duration of activity i is a random variable d i , with a known mean value µ(d i ) and standard variance σ (d i ) under a given distribution. The value earned from activity i is denoted π i , with the project's contract price U hence given by n+1 i=0 π i . The cost c 0 i of activity i is incurred at the start of the activity. During the course of the project, when milestone activities i k (k = 1, 2, . . . , K ) are completed, the client makes payments to the contractor. Payment amounts p k (k = 1, 2, . . . , K − 1), are equivalent to the product of the contractor's cumulative earned value and a given payment proportion θ (0 ≤ θ ≤ 1). A dummy activity n+1 is the last milestone activity, whereby at the completion of the project, the sum of payments must equal U , making 
is a nonnegative integer (
In the above model, AC T is the schedule adjustment cost, calculated by
, where w i is the instability weight of activity i, which denotes the marginal cost of s T i deviating from s B i by one unit. P T is the set of activities that have been started as of time T, while d T i is the duration of activity i at time T , set to its actual value or equal to µ(d i ), depending on whether the activity has been started or not. The objective of the above model is to minimize AC T , subject to constraints (2) that make the start time of activities in P T equal s B i , constraints (3) that maintain the precedence feasibility between activities, and constraints (4) that define s T i as nonnegative integers. Note that during the execution of the project, the baseline schedule may be adjusted several times. After each iteration of the above model, we update S B to the resulting S T , with the new S B used as the baseline schedule in the next iteration of the model. When the project is completed, the total of all AC T values constitutes the adjustment cost of S B , denoted TAC:
Let SAS t and FAS t be the sets of activities that have been started and finished by time t, respectively, while ACO t and ACI t are the contractor's cumulative cash outflows and inflows at time t, respectively. Based on the above definitions, we calculate ACO t and ACI t as follows.
Thus, the contractor's cash flow gap G t at time t can be obtained by G t = ACO t -ACI t , with the contractor's maximum cash flow gap G max given by G max = max t=0,1,··· {G t }. Based on the above discussion, the optimization model for the problem being studied, which can be regarded as a proactive project scheduling model, is constructed below.
is a nonnegative integer (9) In this model, the objective is to minimize G max , subject to constraint (6) that defines the start time of the dummy start activity, constraints (7) that maintain the precedence feasibility, constraint (8) being the project deadline constraint and constraints (9) defining the domain of decision variables.
B. AN EXAMPLE
We use an example to illustrate the model constructed above. The AoN network in the example is depicted in FIGURE 1, where activities 0 and 5 are the dummy start and end activities, respectively, and parameters of activities are labeled next to the corresponding nodes. There are two milestone activities, 2 and 5, while the activity duration follows a uniform distribution with the given µ( compute the cash flows under S B 1 . In this case, it is not difficult to determine that activities 0, 1, 2 and 3 can be started at their planned times, while activities 4 and 5 have to be delayed by one unit at times 11 and 20, respectively. The costs caused by these two adjustments, i.e., AC 11 
III. METAHEURISTIC ALGORITHMS
Due to the intractability of the studied problem, it is easy to understand that finding the exact solution is very difficult even if for small problems. As for heuristic algorithms, in recent years, some modern meta-heuristics like symbiotic organism search (SOS) [22] and lightning search algorithm (LSA) [23] have been proposed to solve structure optimization problems. However, considering that tabu search (TS), simulated annealing (SA) and variable neighborhood search (VNS) have been successfully applied to a number of project scheduling problems by researchers [24] - [35] , we develop two hybrid algorithms, tabu-SA and VNTS, based on these three well-known metaheuristics for the solution of the studied problem. In this section, the common features of the two hybrid algorithms are presented first, followed by developing tabu-SA and VNTS algorithms. Note that algorithms are designed to solve the proactive project scheduling model, consisting of formulas (5) - (9) . However, if AC T is to be calculated during the search process, these algorithms can also be used to solve the reactive project scheduling model that includes formulas (1) -(4) by adjusting the search objective and ignoring the project deadline constraint.
A. COMMON FEATURES 1) SOLUTION REPRESENTATION AND THE INITIAL SOLUTION
The solution to the problem is represented as a list, named the shift vector SV. The list is an (n + 2)-element list, with the i-th (i = 0, 1, . . . , n + 1) element ε i denoting the deviation of activity i start time from its earliest start time that must be within [0, ls i -es i ], where ls i and es i are the latest and the earliest start times of activity i, respectively, determined by the critical path method based on µ(d i ). Let EAS represent the set of eligible activities, i.e., of unscheduled activities with all predecessor activities having been scheduled; then, a solution can be transformed into a project schedule by the following decoding procedure.
Decoding procedure
Step 1 Input SV.
Step 2 Set EAS:={0} and s B 0 := 0.
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Step ). Based on this decoding procedure, the initial solution can be generated according to the following method: first, select a value for each element ε i randomly from [0, ls i -es i ], obtaining an SV. Then, transform the obtained SV into a schedule using the decoding procedure and check whether the project deadline constraint is met. If it is, accept the obtained SV as a feasible initial solution; otherwise, repeat the above operations until a feasible initial solution has been obtained.
2) NEIGHBORHOOD AND IMPROVEMENT MEASURES
During the search process, the neighbor solution of a current solution is generated as follows: first, using the current SV, select an element randomly and change its value arbitrarily to another value within [0, ls i -es i ], thus obtaining a new SV. Determine whether the resulting SV meets the project deadline constraint. If it does, accept the resulting SV as a feasible neighbor solution; otherwise, repeat the above operations until a feasible neighbor has been obtained. To reduce the probability of unfeasible solutions occurring during the above procedure, we reduce the width of the interval [0, ls i -es i ] in half if the condition ε i >(ls i -es i )/2 holds, thus obtaining a substitute version of the neighbor solution generation method.
Given a feasible solution, the payment occurrence times, pt k (k = 1, 2, . . . , K ) form a number of intervals, (pt 0 , pt 1 ), (pt 1 , pt 2 ), . . . , (pt K −1 , pt K ), where pt 0 = 0. Using such intervals and their boundaries, we define the following two groups of activity sets:
Based on the above definitions, we can use the following two techniques to improve the algorithms' efficiency:
• IM1: During the generation of a neighbor solution, if all values of W k and W k under the neighbor solution are the same as those under the current solution, the respective neighbor solution is invalid and can be ignored.
• IM2: During the generation of a neighbor solution, if a change of activities' completion times moves one or more activities from W k to W k , while other activities remain in their original sets, the respective neighbor solution is invalid and can be ignored.
B. TABU-SA
The tabu-SA algorithm is implemented as SA while at a given temperature, with the tabu list used to prevent the algorithm from revisiting a solution that has been visited recently. The design of the tabu-SA algorithm is as follows.
• Initial temperature: The initial value of the temperature, Tp 0 , is computed using the following equation: Tp 0 = VOLUME 6, 2018
CFG/lnPr 0 . In this equation, CFG is the difference between the maximum and the minimum values of the objective function, which are chosen from objective values of 100 randomly generated neighbor solutions of the initial solution. Pr 0 , set at 0.9 in this application, is the initial acceptance ratio, defined as the number of accepted neighbor solutions divided by the number of proposed neighbor solutions.
• Cooling rate: Beginning from Tp 0 , the temperature is progressively decreased according to a given cooling rate η, set at 0.99 in our implementation.
• Markov chain length: The length of Markov chains, MC, determining the number of transitions for a given value of the temperature, is set at 10 × n in this application. The iteration times under certain temperature is recorded as t2.
• Tabu list: The tabu list, TL, is managed according to the first-in-first-out policy [36] . Whenever a move is performed, its reverse move is added to the bottom of the tabu list, while the oldest existing reverse move is removed from the top of the list. All reverse moves in the tabu list are forbidden; however, if a forbidden reverse move can generate a solution better than the best solution found so far, its forbidden status is canceled, so that the algorithm can move to the improved solution. In the application, the length of TL is set at 0.5 × n.
• Stopping criterion: The stopping criterion is defined as a given time limit R stop , set at 100×(n − 2) seconds in the implementation. The running time of tabu-SA is recorded as run.
• Terminal temperature: If the current temperature, which is recorded as t1, reaches the terminal temperature Tp end that is set at 0.1, the tabu-SA terminates. Note that the set of Tp end is consistent with R stop . Denote the current and best solutions during the searching process as SV curr and SV best respectively, the difference between the objective function value of SV neig and SV best as G max , and define δ as a random number generated from U[0, 1]. Then, the flowchart of the tabu-SA algorithm can be shown with FIGURE 2.
C. VNTS
The VNTS algorithm is implemented as a general TS during its search process, with the shaking method used to generate a neighbor solution based on variable neighborhood structures. The design of the VNTS algorithm is as follows.
• Neighborhood structure: We use the basic VNS, which combines deterministic and stochastic changes to the neighborhood, to search for the optimal solution of the problem. Considering the solution representation, the neighborhood structure NS q (q = 1, 2, . . . , q max ) is defined as the set of all SVs in which only q elements differ from the corresponding elements in the current SV. In our application, q max is set to 3.
• Shaking method: The shaking method is utilized to generate a neighbor solution based on different neighborhood structures. In accordance with the neighborhood structure defined above, the following shaking method is proposed: for a given SV, select q elements randomly and change their values to other available ones, thus obtaining a new SV. If the obtained SV meets the project deadline constraint, accept it as a feasible neighbor solution; otherwise, repeat this operation until a feasible neighbor solution has been obtained.
• Tabu list: The tabu list is managed the same way as in the tabu-SA algorithm, with its length also set to 0.5 × n. However, as the neighborhood structure changes during the search process, the structure of the tabu list has to be adjusted accordingly, so that the reverse moves can be stored.
• Stopping criterion: The stopping criterion is the same as that used in the tabu-SA algorithm, with the consequence that the two algorithms can be compared on a common basis in the following computational experiment. The flowchart of the VNTS algorithm is shown in FIGURE 3.
IV. COMPUTATIONAL EXPERIMENT A. EXPERIMENTAL DESIGN
To evaluate the performance of tabu-SA and the VNTS algorithms, we compare them to single algorithms TS, SA and VNS. The five algorithms start from the same initial solution and adopt the same stopping criterion, defined in the description of tabu-SA. The computational experiment is performed on a data set generated using the standard project generator by Kolish and Sprecher [37] . The parameter set used to generate the dataset is given in TABLE 2, where three values for each of the key parameters, including D, λ i , w i , σ (d i ), K , and θ, are provided. For each combination of parameters' values, 10 instances are generated; hence, the experiment covering all factor combinations involves a total of 10×3 6 = 7, 290 instances.
The following indices are defined to evaluate the algorithms and the improvement measures.
• ard(%): Average difference, expressed as a percentage, below the best known solution, i.e., below the best solution among those obtained by the five algorithms.
• mrd(%): The maximum difference, expressed as a percentage, below the best known solution.
• nrs: The number of solutions visited by the algorithm more than once.
• dis: A measure of dispersion of the entire search path, defined as the sum of dp values, given by dp
• pri(%): The percentage of visited infeasible solutions, reduced by the substitute version of neighbor solution generation method.
• pei_IM1(%): The percentage of invalid feasible solutions skipped by the improvement measure IM1.
• pei_IM2(%): The percentage of invalid feasible solutions skipped by the improvement measure IM2. For the indices defined above, ard, mrd, nrs and dis are used to examine the algorithms' efficiency, while pri, pei_IM1, and pei_IM2 are computed to determine the effects of the substitute neighbor solution generation method and of improvement measures IM1 and IM2, respectively. The implementations of the five algorithms are coded in Microsoft Visual C++, with the computational experiment performed on an Intel-based personal computer with a 2.1 GHz CPU and 2,048 MB of RAM. To enhance the experiment's reliability, any given instance of the problem is solved 10 times, with the average value of the obtained indices serving as the ultimate result.
B. RESULTS OF THE COMPUTATIONAL EXPERIMENT
The results of the computational experiment performed on five algorithms with the substitute neighbor solution generation method and two improvement measures are shown in TABLE 3.
1) COMPARISON OF ALGORITHMS
Between the two hybrid algorithms, VNTS is observed to outperform tabu-SA in terms of both ard and mrd if n = 10 or n = 20, however, the reverse holds for cases of n = 40 and n = 80. The reason for this phenomenon can be explained as follows. The general frameworks of VNTS and tabu-SA are similar to those of TS and SA, respectively; hence, the former is deterministic, while the latter is randomized. These features are clearly observed in the results of dis in TABLE 3, where the figures for tabu-SA are much greater than those for VNTS. Therefore, for small-or medium-scale problems, VNTS can explore the solution space systematically, consistently producing high-quality optimal solutions. However, when the problem scale increases to a certain level, it may be impossible for VNTS to explore the entire solution space within a limited amount of time; thus, its result may represent merely a locally optimal solution. In contrast to VNTS, tabu-SA can search a larger solution space using the same stopping criterion due to the algorithm's random nature. Hence, for large-scale problems, the optimal solutions obtained by tabu-SA tend to be better than those of VNTS, while for small-or medium-scale problems, the opposite is observed.
In what follows, we compare tabu-SA to SA, VNS and TS. TABLE 3 demonstrates that the results of tabu-SA are superior to those of SA and VNS for all problem scales. This can be explained by observing that the tabu list of tabu-SA prevents it from visiting a solution more than once, as demonstrated by values of nrs in TABLE 3, where the figures for tabu-SA are dramatically lower than those for SA and VNS. Second, a comparison of tabu-SA and TS shows that the former in general outperforms the latter, although its superiority is not very large for small-scale problems. This phenomenon is unsurprising because tabu-SA integrates the advantages of SA and TS, and hence may be more efficient, especially for larger problems.
Finally, we compare VNTS and three single algorithms, i.e., SA, VNS and TS. The results in TABLE 3 show that VNTS outperforms both VNS and TS in all cases, as it is a hybrid of two single algorithms and is thus capable of a more effective search strategy. For the comparison of VNTS with SA, the former overall performs better than the latter. However, as the problem scale increases, SA may be a more effective choice, as its randomness can allow it to explore a larger solution space than VNTS.
2) EFFECTS OF THE SUBSTITUTE NEIGHBOR SOLUTION GENERATION METHOD AND TWO IMPROVEMENT MEASURES
The effect of the substitute neighbor solution generation method on algorithms' performance is shown clearly by the results for pri in TABLE 3. As a consequence of using the substitute neighbor solution generation method, the percentage of infeasible solutions visited during the search process is reduced greatly for all five algorithms. In addition, as n increases, so does pri, meaning that the substitute neighbor solution generation method is more effective for large-scale problems.
The effects of two improvement measures are represented by pei_IM1 and pei_IM2 in TABLE 3. First, the table shows that IM1 and IM2 are important to generating neighbor solutions, yet their effects decline as the problem scale increases. This can be explained by the fact that, as the problem scale grows, neighbor solutions become less likely to fall into the so-called invalid range described by IM1 and IM2. Thus, fewer solutions are skipped by two improvement measures during the search process. Second, the results in TABLE 3 show that pei_IM1 is greater than pei_IM2, suggesting that the process of generating neighbor solutions allows IM1 to be more effective than IM2. Third, for two hybrid algorithms, the figures of pei_IM1 and pei_IM2 are larger for VNTS than for tabu-SA. This result is associated with different search structures of the two algorithms, causing the two improvement measures to be more effective in VNTS than in tabu-SA.
C. SENSITIVITY ANALYSIS OF KEY PARAMETERS
The effects of key parameters, including D, λ i , w i , σ (d i ), K and θ , on the results, including G max , TBC and TAC, are shown in TABLE 4. Note that because the variation of K and θ has no effect on TBC and TAC, the results of TBC and TAC under different K and θ are not provided in the FIGURE 4(a) shows that as D increases, so does TBC, while TAC declines, and G max first declines and then increases. The reason for this outcome can be described as follows. When D increases, more time buffers are inserted into the baseline schedule, and thus the buffering cost TBC increases. As the robustness of the baseline schedule increases with the growth of the inserted time buffers, TAC decreases as D increases. For G max , during the first stage, it decreases with increasing D, as disruptions can be absorbed by the inserted time buffers. However, when the inserted time buffers reach a certain level, further additions of buffers will enhance G max because the decrease in TAC can no longer offset the increase of TBC. Therefore, G max declines first and then increases as D increases.
FIGURE 4(b) shows that with the increase of λ i , TBC rises, whereas G max and TAC first decline and then increase. The reason for the change of TBC with λ i is clear: the buffering cost undoubtedly increases as the cost per time buffer rises. As to the result for TAC, the underlying mechanism may be somewhat complicated. As λ i initially increases, TAC decreases because time buffers can be added to the baseline schedule at a relatively lower cost. However, if the value of λ i increases to a high level, the project manager will tend to reduce the inserted time buffers due to the high costs they incur, thus leading to an increase of TAC. G max reflects the composite effect of TBCand TAC and hence varies similarly to TAC. The results for parameter w i are illustrated in FIGURE 4(c). The figure shows that as w i increases, so do TBC, TAC and G max . This phenomenon can be understood easily from arguments presented below. TAC can be considered a linearly increasing function of w i in the sense that TAC rises monotonically as w i increases. To control the schedule adjustment cost, the project manager will be inclined to add time buffers to the baseline schedule, leading to increasing TBC. Ultimately, as TBC and TAC are both parts of G max , G max also increases in this case.
The effects of the activity duration variability on results, as shown in FIGURE 4(d), are consistent with expectations: as σ (d i ) increases, so do TBC, TAC and G max . With the increase of σ (d i ), there may be more disruptions during the execution of the baseline schedule, causing TAC to rise. Similar to the case of w i , the project manager tends to add time buffers to the baseline schedule to reduce the schedule adjustment cost, causing an increase of TBC. Given the abovementioned changes in its two aspects, G max increases with σ (d i ).
The effects of K and θ on G max are illustrated in FIGURE 4(e) and FIGURE 4(f), respectively, indicating that G max declines linearly with increasing K or θ . The results are unsurprising, as increasing K or θ will improve the cash inflows of the project and thus reduce the contractor's maximum cash flow gap.
V. CONCLUSIONS
In this paper, we investigate the project scheduling problem with the objective of minimizing the contractor's maximum cash flow gap under random activity duration. Given the problem's definition, we first construct an optimization model with time buffers inserted into the baseline schedule by project proactive scheduling to improve its robustness, with the schedule adjustment cost determined by project reactive scheduling. To address the problem's intractability, two hybrid algorithms, tabu-SA and VNTS, are developed, and several improvement measures are proposed to enhance the algorithms' search efficiency. Based on the computational experiment conducted on a randomly generated dataset, the two hybrid algorithms are evaluated and compared to three single algorithms, i.e., TS, SA and VNS. In addition, the effects of several key parameters on the results are analyzed.
The following conclusions are drawn from the computational experiment's results: the two hybrid algorithms outperform three single algorithms overall, while tabu-SA and VNTS tend to be more effective for solving large-and smallscale problems, respectively. The contractor's maximum cash flow gap increases with the activity instability weight and the activity duration variability and declines with the number of payments and the payment proportion. Furthermore, it first increases and then declines as the project deadline extends, whereas the reverse holds when the cost per time buffer increases.
In the future, we plan to extend our research to a resourceconstrained case, as the arrangement of a project schedule may be subject to resource constraints. Considering that activities can be executed with several modes, the multi-mode version of the problem may be another interesting direction for further research.
