ABSTRACT The main motivation of this paper is to discuss some theoretical details of opposite-center learning (OCL) and further validate its effectiveness for the optimization problems. In order to reveal the strong flexibility of its definition, two analytical solutions of opposite-center point are deduced for 1-D case. In order to reduce its computational complexity for higher dimensions, several termination criterion of iterative process are discussed thoughtfully and then a simple and efficient criterion is found when considering both the algorithm performance and computation cost. Moreover, a uniform evaluation approach to compute an evaluation function is proposed and then different opposition strategies can be compared easily by means of the mathematical expectation of these functions. To further verify its practical performance, OCL mechanism is embedded into differential evolution (DE) for population initialization and generation jumping and opposite-center DE is proposed. Simulation results demonstrate the strong exploitation ability of OCL. The obtained results also confirm a good tradeoff of solution accuracy and convergence speed in solving various function optimizations.
I. INTRODUCTION
Opposition is common in the real world, regardless in what intensity and form we may encounter its diverse presence. Opposition concepts are being used unconsciously or consciously in our regular life. However, due to the lack of an accepted mathematical or computational model of opposition, until recently it has not been explicitly studied to any great length in fields outside of philosophy and logic [1] .
The basic concept of opposition-based learning (OBL) was originally introduced by Tizhoosh [2] . The main idea of this optimization is, for finding a better candidate solution, simultaneous consideration of an estimate and its corresponding opposite estimate which is closer to the global optimum. Since then, OBL has become a fast growing research field in which a variety of new theoretical models and technical methods have been studied for dealing with complex and significant problems. For a detailed overview on state-of-theart OBL research, we strongly recommend a recent review article by Xu et al. [3] .
To date very little effort has been made to seriously develop the theoretical foundation or base of OBL [3] . It was demonstrated in [4] - [6] that the probability that the opposite point is closer to the solution is higher than a second random guess. Both experimental and mathematical results conform to each other very well, that is, opposite points are more beneficial than additional independent random points and are especially appropriate for large scale optimization problems. Recently, it was mathematically proven that this scheme also does well in binary spaces [7] . Except for the comparison with random sampling, different strategies of OBL are also checked scientifically in order to evaluate their validity [8] - [12] . To our knowledge, the following two obvious theoretical questions have never been posed before: (1) is there the best definition of OBL theoretically; (2) is there a uniform evaluation approach to compare different opposite strategies.
In our previous study [13] , the first question was addressed by redefining the opposite point such that the expected distance of the pair consisting of the original candidate and the opposite point to the global optimum is in fact minimized. This method was named opposite-center learning (OCL). Some preliminary evidences of the positive effects of OCL were also provided.
It is important to mention that this work is a revised and expanded version of the paper entitled ''How to Speed up Optimization? Opposite-Center Learning and Its Application to Differential Evolution'' presented at the 15th Annual International Conference on Computational Science (ICCS 2015), Reykjavík, Iceland, June 1-3, 2015 [13] . However the theoretical and empirical results are further presented in the current version of the paper. Specifically, our work offers four main contributions as following. (1) Given different probability distribution of the global optimum, two analytical solutions of opposite-center point are deduced for one dimensional case. (2) In order to reduce its computational complexity for higher dimensions, several termination criterion of iterative process are discussed thoughtfully and then a simple and efficient criterion is found. (3) A universal approach is proposed to compare the usefulness of OBL, random sampling and OCL scheme for one dimensional case. With the help of this theoretical analysis, it is easy to reply clearly to the second difficult question. (4) The framework of new opposite-center differential evolution (OCDE) is consistent with most of the available work in this area. Besides, we investigate the solution accuracy and convergence speed, the sensitivity of two key parameters, and the exploitation ability of OCDE for continuous optimization problems.
II. FUNDAMENTALS A. OBL METHODS AND THEIR PROBABILISTIC PERFORMANCE
Since OBL was originally introduced in computational intelligence, its different variations have been proposed in the literature to accelerate convergence of meta-heuristic optimization algorithms. This section presents an overview of various well-known OBL techniques and their probabilistic performance. Letx = (x 1 , x 2 , . . . , x D ) be an arbitrary point in D-dimensional space, where x 1 , x 2 , . . . , x D ∈ R and x i ∈ [a i , b i ], ∀i ∈ {1, 2, . . . , D}. The opposite point x o = (x o1 ,x o2 , . . . ,x oD ) [2] , quasi-opposite pointx qo = (x qo1 ,x qo2 , . . . ,x qoD ) [9] , quasi-reflection pointx qr = (x qr1 ,x qr2 , . . . ,x qrD ) [10] , center sampling-based opposite pointx cb = (x cb1 ,x cb2 , . . . ,x cbD ) [11] ofx can be completely defined by its coordinates, respectively
(1)
x qri = rand(x i , c i )
x cbi = rand(x i ,x oi )
where c i is the center of the search interval [a i , b i ] and can be calculated as a i +b i 2 , rand(c i ,x oi ) is a random number uniformly distributed between c i andx oi , rand(x i , c i ) is a random number uniformly distributed between x i and c i , and rand(x i ,x oi ) is a random number uniformly distributed between x i andx oi .
The graphical representation of the original OBL and its variations is given in Fig. 1 . We assume that the solution x of the optimization problem is uniformly distributed in a 1-D search space. According to the Principle of Insufficient Reason proposed by Bernoulli [14] , without any prior knowledge about the problem, assuming ''equal probability'' for the location of the optimal solution is a reasonable course of action [15] . Finally, we also assume that the problem domain is symmetric about zero, thus b = −a. This assumption is made for ease of notation and can be relaxed without losing the generality of the results.
Theorem 1: Let x be the optimal solution of an unknown 1-D optimization problem andx be a candidate solution in this interval. Suppose that x andx have uniform distribution in solution domain [a, b] . Letx o ,x qo andx qr be, respectively, the opposite, quasi-opposite and quasi-reflected opposite point ofx. Then their expected probabilities of being closer thanx to the solution x are as follows:
Proof: See [10] , [12] for details of this proof. We should note that all these probabilities are calculated in one dimensional space. Empirical results for higher dimensions are also given in [10] . Simulation results illustrate, as the problem dimension increases, the probabilities of quasi-opposite and quasi-reflected points and the effectiveness of quasi-population must also increase slowly.
B. DIFFERENTIAL EVOLUTION
Differential evolution (DE) is a branch of population-based stochastic optimization algorithms [16] , [17] . It has been proven to be a simple yet effective, robust and reliable global optimizer, and applied over both well-known benchmark functions and hard real-world problems. Due to the simplicity and adaptability, it is the meta-heuristic algorithm used in the pioneer and classic paper [18] , and also picked for simulation experiments in this paper.
Like other evolutionary algorithms, DE algorithm starts with an initial population of N p vectors representing the candidate solutions to given problem, where N p indicates the population size. Let us assume that
is the ith candidate solution vector in generation G, where i = 1, 2, . . . , N p , D is the problem's dimension, and G is the generation index. For the original DE, its working depends on the manipulation and efficiency of three operators: mutation, crossover and selection, which are described as follows.
The mutation operation enables DE to explore the search space and maintain diversity. For each vector X i,G , the simplest form of this operation is that a mutant vector V i,G , is generated by multiplying the scaling factor by the difference of two random vectors, and the result is added to another third random vector to yield
where i 1 , i 2 , and i 3 are random integer numbers chosen from the set {1, 2, . . . , N p }, i 1 = i 2 = i 3 = i, and the scaling factor F is a positive control parameter for scaling the difference vector.
The aim of crossover operator is to build trial vectors by recombining the current vector and the mutant one. The family of DE algorithms employs two crossover schemes: exponential and binomial crossover. The binomial crossover is utilized in this paper and is briefly discussed below. In binomial crossover, the trial vector
where C R ∈ (0, 1) is the predefined crossover factor, rand j (0, 1) is a uniform random number within [0, 1] for the jth dimension, and j rand ∈ {1, 2, . . . , D} is a randomly selected index chosen once for each i.
After the crossover, a greedy selection mechanism is used to select the better one between the parent vector X i,G and the trial vector U i,G according to their fitness values f (·). If, and only if, the trial vector is better or equal than the parent vector, then it replaces the current vector, otherwise the current vector survives while the trial one is eliminated, as described below:
Due to the greedy selection scheme, all individuals of the next generation are as good as or better than their counterparts in the current generation.
The above three steps run generation after generation until some specific stopping criteria (e.g. reaching the maximum number of function evaluations set) are satisfied. The algorithmic description of DE is summarized in Fig. 2 .
III. OPPOSITE-CENTER LEARNING METHODOLOGY
General speaking, OBL scheme simultaneously evaluates both the candidate solutions and their opposites, and then selects the better ones based on their fitness values. Its competitive advantage is derived from the fact that the points generated by OBL have a shorter expected distance towards the global minimum than randomly generated ones. This leads to an obvious question: Can the expected distance be further reduced. Fortunately, our previous study gave an affirmative answer [13] .
A. GENERAL DEFINITION
We start by defining an evaluation function that allows analytical assessment of the candidate points. [13] Let p ∈ R D be a randomly initialized point in D-dimensional space and x ∈ R D be the global optimum of an optimization problem. The evaluation function g(p) of candidate point p ∈ R D is defined as
1) DEFINITION OF EVALUATION FUNCTION g(p)
Here f (x) is a known or supposed probability distribution function (PDF) of X and · is a suitable distance metric (Euclidean distance is only considered in this paper, although other choices are also allowed). This evaluation function measures the expected norm between the optimal point and the candidate point nearest to it. Therefore, the focal point of our efforts is on findingp opt such that
2) DEFINITION OF OPPOSITE-CENTER POINTp oc [13] Let p = (x 1 , x 2 , . . . , x D ) ∈ R D be a starting point and x = (x s1 , x s2 , . . . , x sD ) ∈ R D be the global optimal point. Then the opposite-center pointp oc is defined by
Therefore,p oc by definition is recognized as the best opposite point theoretically, which leads to the minimal expected distance towards the global optimal point x. However it is undeniable that the definition presented in [13] is only of theoretical interest to reply to the first difficult question as claimed in Section 1. The key problem of adopting this definition of opposite-center point is how to obtain its analytical solution given a PDF of random variable X .
B. ONE-DIMENSIONAL CASE
In order to understand the definition and computational process clearly, two opposite-center points in one-dimensional case are discussed in details in this section.
As mentioned above, a uniform distribution of optimal solutions seems to be reasonable without any prior knowledge. We suppose that, in the first case, X follows uniform distribution in solution domain [a, b] and its PDF can be depicted as
Let us now discuss the minimum of the above function. In the situation of a ≤ p ≤p ≤ b, we get 2 2
Similarly, in the situation of a ≤p ≤ p ≤ b, we getp = (p−a) 2 6
It is clear to see that 1 b−a (p−a) 2 6 2 2
when a ≤ p ≤ (p−a) 2 6 2 2
be the minimal point. Finally, we get the exact analytical solution of this problem as following:
To illustrate the definitions of opposite pointp o (Equation 1) and opposite-center pointp oc (Equation 11), Fig. 3 sketches the geometric construction for one dimensional case. While it shows intuitively that the two opposite schemes are vastly different, we cannot distinguish directly which is good and which is bad according to the difference between them in Fig. 3 . Both theoretical investigations and systematic experiments on them are required to measure and compare the quality of different OBL schemes. If we consider the probability distribution f (x) of the global optimum as the density of the search space, the oppositecenter point can be described as the weighted center of the region where all points have shorter distances to it than to the starting point. We can well imagine different distance metrics in this definition can lead to different weighted center of the region. For example, if we take the Euclidean norm, then we obtain with the geometric median. The squared distance measure corresponds to the center of mass (centroid).
In the second case, we assume that some prior knowledge of the optimum x is known in advance. For simply, it is assumed that X follows uniform distribution in the left part of solution domain [a, b] and then its PDF can be depicted as
Similarly, we get another exact analytical solution of this problem as following. Due to the space limitation, computational process in the second case is omitted here.
These two analytical results in two cases reveal clearly the strong flexibility of the definition of opposite-center point. It can be applied in a broader sense, regardless of the PDF of random variable X .
On the other hand, the demerits of the novel OCL are undeniable. To begin with, compared with the original and variants of opposition-based learning, computational process of OCL is complicated and sometimes difficult as shown above. Secondly, it is a very hard or even impossible task to find the analytical solution for an arbitrary PDF of random variable X . For example, if the optimal solution follows Gaussian distribution in one dimensional case, a complex differential equation is derived and cannot be solved by analysis methods.
C. COMPUTATIONAL SCHEME FOR HIGHER DIMENSIONS
There is no computationally efficient way of finding an opposite-center point deterministically for arbitrary dimension of the space. Therefore an iterative scheme was proposed to approximate the opposite-center point in Fig. 4 [13] .
General speaking, Euclidean norm is a natural and suitable choice for OCL scheme. In a specific region, the sum of the distances between an unknown point and all given points is minimized, if and only if the moving point is located at region center (geometric median). Unfortunately, given the coordinates of these points, determining the full-precision position of the geometric median is still a challenging optimization problem in high dimensional cases. It must be noted that, the geometric median is quite different with the center of gravity. In the later case, the original optimization problem is changed to minimize the sum of square of the distances between an unknown point and all given points. Although its expression looks complex, the deducing process is more simple than that of the former case and its solution is the center of gravity in all dimensional cases. Its accurate position is equal to the arithmetic mean of all given points for each dimension. The reader interested in this aspect can see any textbooks on geometry for more detailed information.
The geometric median of a specific region is hard to compute in high dimensional cases, even when f (x) is a uniform distribution. Approximating its position would be the nextbest thing. As you can see from Fig. 4 , the purpose of Step 2 is to determine the opposite region T i , in which the point is closer to the corresponding opposite-center point p i than to FIGURE 4. Flow chart of OCL scheme for higher dimensions [13] . the starting point p. Next the goal of Step 3 is to calculate the weighted center of the region T i . When the above iterative process reaches the stop criterion, p i is outputted as the opposite-center pointp oc of the starting point p.
In Step 2, function f (x) is supposed as a PDF of the optimum solutions. In case there is no information about the distribution, a uniform distribution can be assumed over the search space. In order to simulate the common features of probability distribution, the conventional Monte Carlo (MC) method is performed under the same conditions. The number N of random sampling is related to the expected precision, storage resource, computation time allowed, etc.
We have to acknowledge that, compared with other OBL methods, OCL scheme is not very satisfactory in terms of computational complexity. For most of OBL schemes, one step is enough to obtain an opposite point. On the contrary, an iterative scheme shown like Fig. 4 is needed to approximate an opposite-center point. At the same time, large amount of store resources and calculating time are consumed during it. In order to reduce its computational complexity, one of possible solutions is to end the iterative process as soon as possible. In conclusion, as a key factor, the termination criterion should be studied thoughtfully and then determined cautiously.
D. DISCUSSION OF THE TERMINATION CRITERION
We will start with a look at the termination criterion proposed in [13] . In that paper, the iteration (Steps 2-4 in Fig. 4 ) can be stopped when
, where N is the number of MC trials. Our chief concern at the moment is the iteration number with the varying dimension of the sampling problem. The maximum, minimum and mean values of the iteration number are all illustrated in Fig. 5 , respectively. As you can see carefully from this figure, there are two values near each mean of the iteration number: the upper one for mean plus standard deviations, and the lower one for mean subtract standard deviations. Experimental results in Fig. 5 indicate clearly that the iteration number is very large when OCL reaches the stop criterion. For example, for a 10-dimensional problem, the iteration number is equal to, on average, 511.2, even it rises to 3177 in some extreme situations, which is not acceptable to us. It can also be seen that the iteration number increases with the increasing dimensions of the sampling problem. However, the concrete pattern of the relationship between them cannot be estimated by means of these few data and more data is needed to make a convincing assessment. Furthermore, the experimental results for each dimension are instability and uncertainty, thereby severely restricting its applications in engineering. To summarize, this termination criterion used in [13] always seems to be unreasonable, because it consumes lots of computing and storage resources and it may also generate some instability results.
As far as we all know, the simplest termination rule that can be used is to fix the number of iterations before the simulation experiments. The fixed iteration number is set from 1 to 10, respectively, and a 10-dimensinal sampling problem is selected as a benchmark problem in this paper. Standard deviation ofp oc is an important index to evaluate the opposite-center points. Its variation tendency is shown as Fig. 6 with the number of MC trials in OCL scheme. From Fig. 6 , it appears that the quality of opposite points is constantly improving and evolving, relying on the number of sampling points. In details, standard deviation has little relevance to the fixed iteration number (except for one time iteration). This brings up an important fact about termination criterion: the procedure of computing the opposite region and the corresponding weighted center just continues two or three times in engineering applications and more iteration number cannot yet produce really exciting results. Furthermore, the standard deviation of the opposite-center points is strongly dependent on the number of trials. Very roughly, we can then describe their relationship as the following equation:
When an expected quality of opposite points is known in advance, the number of MC trials in OCL scheme can be estimated easily using this simple equation. Based on the above experimental results, opposite-center points with different termination criterions are evaluated and compared in details. In theory, the evaluation criterion of opposite-center point is g(p) as defined by Equation 8. As explained above, the smaller the value is, the better the quality of the opposite-center point is.
In the implementation process of Equation 8, a onedimensional integral of continuous function is calculated by a discrete method. Take a 10-dimensional sampling problem as an illustration in this paper. Firstly, 100 initial solutions are generated randomly, and then the corresponding oppositecenter solutions are calculated for each termination criterion. At the same time, 1000 test points are also generated randomly. The distances of an initial solution and its opposite-center solutions to these test points are calculated respectively, and then the smaller one is recorded. Finally, all smaller distances can be summed and represented as a final result. In order to eliminate the accidental error of initial solutions and test points, the above process is repeated 100 times for each criterion, and the mean values and standard deviations of the total distance are exhibited in Fig. 7 . These 100 final results for each termination criterion are also executed an independent T-test in SPSS Statistics, as shown in Table 1 . In this study, the significance level is set to 0.05 by default. OCL scheme with six termination criterions are studied and compared with each other. In this paper, numbers 1-6 stand for different criterions, respectively: the maximum of the difference of two adjacent weighted center of opposite region, the mean value of that difference, and the fixed iteration number set as 2, 3, 4 and 5.
As can be seen from Fig. 7 and Table 1 , there is no significant difference between six termination criterions. Thus, we can conclude that the fixed iteration number (2 or 3) may be the best choice of termination criterion in OCL scheme, when considering both the algorithm performance and computation cost. Therefore, for simple, the loop procedure runs two times in the next parts of this paper.
IV. NUMERICAL EXPERIMENTS: SAMPLING PROBLEMS A. SIMULATION VERIFICATION IN ONE DIMENSION
The OCL scheme proposed in [13] is further tested by applying it to a simple sampling problem in one dimension. The experimental process is identical to that appearing in [6] for OBL: the locations of the optimal solution are successively fixed at [0.00, 0.01, 0.02, . . . , 0.99, 1.00], and for each optimal solution 10 4 point pairs (a candidate point and its corresponding opposite point) are sampled with each scheme. We compare and contrast OCL with random sampling and four other well-known OBLs using Euclidean distance metric, as illustrated in Fig. 8 . Each value on the vertical axis of Fig. 8 stands for the expected minimum distance between the optimum and the closer solution of each pair. As seen from Fig. 8 , five variations of OBL can be divided into three classes when compared with random sampling.
(1) The original OBL is more desirable than random sampling, when the optimum is not near the center of the interval. (2) On the contrary, QROBL and center-based sampling are more undesirable than random sampling, when the optimum is near the center of the interval. (3) Lastly, QOBL and OCL strategies outperform the random sampling clearly, no matter where the optimum is located in solution domain.
B. THEORETICAL ANALYSIS FOR ONE DIMENSION CASE
By careful observation, we find some preliminary and intuitive results as described previously. However this method may be impracticable and in some cases impossible. For example, the relationship between the mean Euclidean distance curves of OBL and QOBL is varying and ambiguous. When the optimum is near the center of the interval, QOBL performs much better than OBL and it is quite opposite when the optimum is located at both the ends of the interval. Furthermore, the event probability and the extent of their differences are almost the same. Hence a uniform analysis approach to different opposite strategies is required in this case.
In this study, the objective function is g (x) = E (min {|p − x| , |p − x|}) given the PDF f (x) of X , and the object to compare mathematically is the mathematical expectation of the objective function for all variations of OBL. With the help of this theoretical analysis, it is easy to reply clearly to the second difficult question as claimed in Section 1.
To begin with, the objective function for QOBL scheme is presented as an illustration to show the computation process.
Other OBLs are very similar with that and it is unnecessary to go into details. As a result, we can deduce the function expression of all curves in Fig. 8 .
In the objective function g (x) = E(min {|p − x|, |p − x|}), the candidate points p follows the uniform distribution f (p) between 0 and 1, that is
and the corresponding opposite pointsp is a random number between 1/2 and 1 − p, that is
(in the first six cases as following) or
0, else (in the latter six cases as following).
As the key step of computing the integral g(x), two absolute values |p − x| and |p − x| should be simplified firstly to the extent possible. In order to reduce absolute values, the whole space can be divided into 12 special cases based on their relationships among the optimum x, the candidate point p and its opposite pointp. For each case, two absolute values are reduced, and then the upper limit and lower limit of the definite integral are also determined. Thus we can discuss the expected value g(x) as following.
Case 1: In the situation of 0
Case 2: In the situation of 0
In the situation of 0 < p < (p +p)/2 < x < 1/2 < p < 1−p < 1, we get g (x) = E (min {|p − x| , |p − x|}) = 0 if 0 < x < 1/4, and
Case 5:
In the situation of 0 < p < (p +p)/2 < 1/2 <p < x < 1 − p < 1, we get
Case 6:
In the situation of 0 < p < (p +p)/2 < 1/2 <p < 1 − p < x < 1, we get
Case 7:
In the situation of 0 < x < 1 − p <p < 1/2 < (p +p)/2 < p < 1, we get
Case 8: In the situation of 0
Case 9:
In the situation of 0 < 1 − p <p < x < 1/2 < (p +p)/2 < p < 1, we get g (x) = E (min {|p − x| , |p − x|})
.
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Case 10: In the situation of 0 < 1 − p <p < 1/2 < x < (p +p)/2 < p < 1, we get g (x) = E (min {|p − x| , |p − x|}) = 0 if 3/4 < x < 1, and
Case 11: In the situation of 0 < 1 − p <p < 1/2 < (p +p)/2 < x < p < 1, we get
1−p dp =
Case 12: In the situation of 0
As a result,
Taking the same approach with other sampling schemes, their function expression in Fig. 8 can also be calculated. The function is
for random sampling, it is
for CBS, and it is
On the one hand, the key goal of these function expression is to verify the previous experimental results, as shown in Fig. 8 . On the other hand, they can also be utilized to compare these sampling schemes in one dimension case.
Both theoretical analysis and simulation experiments show that, one sampling scheme may perform better than another for some optimum and perform worse than that for the other optimum. As a result, it is difficult for us to definite which one has better performance. In situations like this, the mathematical expectation E (g(x) ) of the objective function can be calculated for all sampling schemes and then compared with each other. For example, for random sampling, where f (x) = 1, 0 < x < 1. We suppose, once again, the global optimal point x follows the uniform distribution in solution domain [0, 1] for all OBLs in this section. Theoretical and simulation results are tabulated as Table 2 . It is observed from Table 2 that the simulation experiments are the same as the theoretical results, which show the validity of the uniform analysis approach in this section. Furthermore, analysis results show that the mathematical expectation of QROBL is the largest and OCL scheme is the smallest among all schemes.
Until now, just the probability in one dimensional space is studied as shown in Section 2.2 and the extent of the shorter distance between the point pair (x andx o ) and the solution x is ignored in the previous literatures. Substantially speaking, the value of mathematical expectation considers the Euclidean distance and their probability at the same time. In this section, the probability and their extent of the Euclidean distance are evaluated together, which is one of our main contributions. Hence it can be concluded that the OCL scheme can obtain the smallest distance between the optimum and the closer solution of the pair with a larger probability. It validates from one aspect that OCL scheme is the optimal opposition-based learning.
C. SIMULATION VERIFICATION FOR HIGHER DIMENSIONS
Next, OCL scheme is further validated for higher dimensions and Euclidean distance is also used as metric. For each dimension D, 10D random samples of the optimum are taken and for each optimum, 100D point pairs are then generated by each scheme. As shown in Fig. 9 , OCL scheme, four OBL schemes and random sampling are compared in higher dimensions. The cures illustrate the average values of the evaluation function (Equation 8 in this paper) of generated points.
As you can see in Fig. 9 , it grows almost linearly with dimension for all six schemes. However, the growing speed across these schemes is materially different. Based on their speeds, they can be sorted from high to low speed as follows: random sampling, OBL, QROBL, center-based sampling, QOBL and OCL. On the whole, all schemes tested in this section fall into three main categories. Random sampling and OBL are the two fastest growing schemes among all. The next are QROBL, center-based sampling and QOBL, and the last is OCL studied in this paper. When the dimension of sampling problem is less than eight, the relative sequence of them is not obvious, even their order may vary for a specific dimension. On the other hand, their sequence is almost steady for more than eight-dimensional problems. In addition, the schemes in each category remain under relatively constant difference. However, the difference between different categories increases remarkably with the dimension of the sampling problems. Thus, it is computationally verified that the OCL scheme performs better than random sampling and four OBLs in dimensions up to 20.
Performance of these sampling schemes in one dimension is stressed and discussed carefully both by theoretical analysis and simulation experiments in Sections 4.1 and 4.2, and it is omitted in Fig. 9 . It is noted that their relative sequence in one dimension case is different with that in high dimension case. An obvious example is that, the sampling scheme with the worst performance is QROBL in one dimension case, and the worst scheme is random sampling in high dimension case. It is amazing that OCL approach performs the best for both one-dimensional and high-dimensional problems. This fully indicates that OCL idea is a universal approach, which is suitable for various types of optimization problem.
V. OPPOSITE-CENTER DIFFERENTIAL EVOLUTION
From the definition of OCL, it is clear that differentiability and continuity of the objective function are not required. This point makes this method very suitable for application to a great variety of heuristic approaches to intractable optimization problems [13] . We believe that OCL scheme may be embedded into any meta-heuristic algorithm and it is fairly insensitive to algorithm used in this study. As mentioned above, due to its simplicity and adaptability, the classical DE, DE/rand/1/bin, is chosen as a parent population-based algorithm and then OCL can be embedded in it to accelerate its convergence speed. The corresponding pseudo code for the proposed approach (CODE) is given in Fig. 10 . Newly added/extended code segments will be explained in the following subsections.
A. OPPOSITE-CENTER POPULATION INITIALIZATION
By utilizing OCL a better initial population can be created: it is spread more evenly over the entire search space, as a result of more information. As shown in Step 1 of Fig. 10 , the following steps describe the opposite-center population initialization process for OCDE:
where N p is the population size. 2) For each random point X i,0 , use the OCL scheme (see Section 3.3 for more details) to generate oppositecenter points X OC i,0 (i = 1, 2, . . . , N p ). 3) Select N p fittest individuals from the current population and the opposite-center population as initial population. This scheme requires no other property of the fitness function except for the prior knowledge of the optimal solution, which may be assumed uniform if it is unknown.
B. OPPOSITE-CENTER GENERATION JUMPING
After generating new populations by mutation, crossover, and selection operators, the opposite-center generation jumping scheme takes place with a probability J r (i.e. jumping rate). As shown in Step 2.4 of Fig. 10 , the following steps describe the opposite-center generation jumping process: 1) For τ · N p points randomly chosen from the new population, apply the OCL scheme (see Section 3.3 for more details) to generate τ · N p opposite-center points. Here τ ∈ (0, 1) is an exploration rate. 2) Evaluate the fitness of these extra τ ·N p opposite-center points. 3) Select N p fittest points out of the total (1 + τ ) · N p points. This method does not constrain the choice set of selection scheme.
VI. EXPERIMENTAL SETUP A. TEST FUNCTIONS
To demonstrate the performance of the proposed algorithm, we employ 23 benchmark functions to assure a fair comparison [19] . If the test set is too small, it is very difficult to make a general conclusion and it also has a potential risk that the algorithm is biased (optimized) toward the chosen set of test problems. Among the above test functions, functions F 1 -F 13 are highdimensional problems and F 14 -F 23 are low-dimensional functions which have only a few local minima. Functions F 1 -F 7 are unimodal functions with no local minima and F 8 -F 13 are multimodal functions where the number of local minima increases exponentially with the problem dimension. A more detailed description of these 23 benchmark test functions can be found in [19] .
B. PARAMETERS SETTINGS
In our experiments, the dimension (D) of each test function is set to 30 and 300,000 (10,000D) function evaluations (FES) serves as the termination criterion. For the original DE algorithm and all DE variants, the parameter values are set to be F = 0.5, C R = 0.9 and N p = 90 (3D). Value to reach (VTR) is set to 10 −2 for function F 7 , and 10 −8 for other functions in this paper. Our decision for using those values is based on proposed values from [17] , [20] - [23] . All experiments are performed on a computer with 2.4 GHz Processor and 4.0 GB of RAM in Windows XP.
In order to maintain a reliable and fair performance comparison, for all conducted experiments: 1) the parameter settings are the same as above, unless we mention new settings for one or some of them to serve the purpose of that parameter study; 2) all results reported in this section are obtained based on 50 independent runs, and most importantly; 3) extra fitness evaluation required for the opposite points (both in population initialization and also generation jumping phases) are also counted just like the candidate solution.
C. COMPARISON STRATEGIES AND PERFORMANCE METRICS
In this paper, the performance of the test algorithms is analyzed and assessed according to the following criteria.
1) FUNCTION ERROR VALUE
The function error value (FEV) measures how effectively each algorithm finds a solution within the limited number of evaluations.
where f (·) is a test function, x is the best solution in the population when the algorithm terminates and x * is the global optimal solution. The solution accuracy of the algorithm can be judged by the FEV. It is obvious that the accuracy increases as the FEV decreases.
2) NUMBER OF FITNESS EVALUATIONS
The number of fitness evaluations (NFE) is the most commonly used metric in literature [18] . It measures how fast the algorithm reaches the value-to-reach (VTR) before reaching the maximum number of fitness evaluations MAX NFE . A smaller NFE means higher convergence speed.
3) SUCCESS RATE
The success rate (SR) measures how many times the algorithm successfully reaches the VTR for each function within the limited number of runs. Thus, the reliability of the algorithm increases with the increase of SR. ''+'', ''−'', and ''≈'' denote that the performance of the corresponding algorithm is better than, worse than, and similar to that of DE (or OCDE), respectively. The contribution of opposite points to the acceleration process was confirmed in [18] , and in general, more opposite individuals will lead to better solutions. According to the last three lines of Table 3 , the overall accuracy of the original DE is better than opposition-based algorithms. Such experimental results seems to be contradictory at the first sight, as all DE variants should be better than (at least similar to) that of the original DE in other literatures. In fact, an important operating parameter, exploration rate τ , is introduced in this paper and is set differently in two cases. The exploration rate is set to 0.1 in this experiment series in this paper. In contrast, there is not the concept of exploration rate in other papers, or it could be considered as 100 percent in a sense. That is to say, if the current population is selected with a fixed probability to undertake the opposition-based generation jumping, the opposite individuals of all candidate solutions are produced in other papers, while only 10 percent of all candidate solutions are calculated in this paper. Therefore the overall accuracy of opposition-based algorithms falls to some extent, when compared with the original DE. For more about the influence of exploration rate on algorithm performance, see the next subsection.
Next we will discuss the OCDE algorithm in details. For seven unimodal functions with no local minima (F 1 -F 7 ), CSDE is statistically better than OCDE on five test functions, and OCDE is ranked the second among six DE variants. For six multimodal functions with many local minima (F 8 -F 13 ), ODE and RODE are both better than OCDE on three test functions statistically, and OCDE is ranked the third among all DE variants. For low-dimensional functions with a few local minima (F 14 -F 23 ), all tested algorithms express a likely overall accuracy, except for ODE on function F 21 .
To further detect the significant differences between DE and its variants, Friedman's test is carried out, in which Bonferroni-Dunn's procedure is used as a post hoc procedure. Table 4 summarizes the ranking of seven algorithms obtained by Friedman's test. As shown in Table 4 , ODE shows the best performance and OCDE has the third ranking among the seven algorithms on 23 test functions. ''Std Dev'' indicate the average and standard deviation of the NFE obtained in 50 independent runs, respectively. If the algorithm can always reaches the VTR within the limited number of runs, the SR (= 100%) is omitted in Table 5 . Otherwise it is marked in the corresponding row (function) and column (algorithm). According to their NFE, it is easy to calculate AR and to compare in pairwise comparison. In Table 5 Table 5 . In these exceptional cases, the related AR is stated as ''−'' in Table 5 .
From Table 5 , it is evident that, overall, four oppositionbased algorithms can improve the convergence speed in a statistically significant fashion. The average AR DE:OCDE is equal to 1.5934, which shows the best performance among them. For RODE algorithm, just by replacing the opposite points with additional random numbers, the average AR DE:RODE drops sharply to 0.9498. This clearly demonstrates that the achieved improvements on the convergence speed are only due to usage of opposition-based strategies.
To further detect the significant differences among them, Friedman's test is also carried out, and the ranking of seven algorithms is summarized in Table 6 . As shown in Table 6 , CSDE shows the best performance and OCDE has the third ranking among the seven algorithms on 23 test functions.
According to Tables 4 and 6 , an interesting phenomenon can be found. DE and ODE can find some solutions with high accuracy, however it need more NFE. The experimental results of QRODE and CSDE are just the reverse. That is to say, they can converge to a relative good solution in very short time. Comparatively speaking, opposite-center learning proposed in this paper is able to take care of both solution accuracy and convergence speed. In general, an acceptable solution can be found by OCDE algorithm within a limited cost, which is particularly suitable for engineering applications. VOLUME 6, 2018 OCDE contains two key parameters: jumping rate J r and exploration rate τ . The former controls the frequency of opposite-center generation jumping in each generation and the latter controls the number of individuals for computing the opposite-center points.
In order to investigate the sensitivity of the above two parameters, we test OCDE with different J r : 0.1, 0.2, 0.3 and 0.4, and different τ : 1/18, 0.1, 0.2, and 0.3. OCDE algorithm is tested on 23 benchmark functions with different combinations of J r and τ and then their performances are recorded. The other parameter settings are the same as above for all conducted experiments. Table 7 shows the average SR and AR of OCDE with different combinations of J r and τ . Generally speaking, a larger value of τ can encourage the population diversity, however, the randomness of the opposite-center learning may also cause side effect on the population. On the other hand, if J r is set to a larger value, it has high probability to jump into opposite-center learning, which may lead to high computation cost. However, if the value of J r is too small, the opposite-center learning cannot play its positive role in solving complex problems. Therefore, moderate values should be chosen for these two parameters in order to achieve competitive performance.
From Table 7 , we can observe that OCDE is sensitive both to these two parameters. When τ = 0.2 or 0.3, SR and AR are decreasing along with larger and larger J r . However, when τ = 1/18 or 0.1, things get a little rough. In details, SR and AR will not change linearly with the parameter J r , and they will achieve competitive performance for CODE when J r = 0.3.
C. EXPLOITATION ABILITY OF OCL
It is interesting that the actual value of τ bears no relation to what we thought it was going to be. In fact, the chosen range is from 0.5 to 1 in the original experiment. However, the optimal value of τ in our experiments is equal to 0.1. That is to say, only 9 (τ N p = 0.1 × 90) candidate solutions are chosen to produce their opposite-center points in this case. On the other hand, once the value of τ is more than some special value, the probability of finding the optimal solution successfully within the limited number of runs will decline dramatically. For example, when J r = 0.4 in our experiment, the success rate drops by about half as much, from 0.7965 to 0.46, as the value of τ increases from 1/18 to 0.3. One possible explanation for this interesting truth is that opposite-center learning has strong exploitation ability to find potential optimal solution. As a result, the opposite-center soft algorithm may discourage the population diversity and then it is easy to stick at local optima.
The main purpose of this section is to verify this hypothesis. It appears that we can obtain more competitive soft algorithm if the opposite-center learning is combined with DE algorithm with strong exploration ability. In this case, new opposite-center DE can keep a good trade-off between exploration and exploitation during searching the solution space.
It is beyond the scope of this paper to propose some novel operators in DE. Therefore, in order to improve the exploration ability of the original DE algorithm, two key parameters are reset in this paper. According to its original definition given in [16] , the scale factor F controls the length of the exploration vector and the crossover rate C R determines the probability of accepting the donor vector or the target vector at the current iteration. Theory analysis and simulation experiments demonstrate that DE algorithm with larger F and smaller C R can jump local optimum and improve the population diversity, avoiding ultimately the premature convergence. Based on the above analysis, we carry out two more experiments, in which parameter settings are different with above for all conducted experiments. The parameter values are set to be F = 0.7 and C R = 0.3. The results of two DE algorithms and two OCDE algorithms are shown in Table 8 .
From Table 8 , it is evident that, DE (F = 0.5, C R = 0.9) performs better than (or equal to) DE (F = 0.7, C R = 0.3) in the statistical sense, excepting for function F 8 . However, for high-dimensional problems, OCDE (F = 0.7, C R = 0.3) performs better than (or equal to) OCDE (F = 0.5, C R = 0.9) in the statistical sense, excepting for functions F 3 and F 9 . From the last line of Table 8 , another observation is that, the average value of AR DE:OCDE (F = 0.7, C R = 0.3) is higher than that of AR DE:OCDE (F = 0.5, C R = 0.9). For highdimensional problems, the difference (4.7424 vs. 2.2616) between them is in particular more highlighted. Therefore, compared with DE algorithm with weak exploration ability, the opposite-center learning can play a more active role in solving high-dimensional optimization problems in this example.
Seen from other angle, we can conclude that the oppositecenter learning strategy can improve the search ability of different soft algorithms. Certainly, some further evidences are needed to support the case.
VIII. CONCLUSION
As a further extension of OBL, OCL scheme was presented to strengthen convergence of meta-heuristic algorithms by simultaneously considering the candidate solution and its corresponding opposite-center point [13] . Given one candidate solution and one optimization problem, OCL achieves a minimal expected distance to the global optimum theoretically.
The main motivation for the current work is discussing some theoretical details of OCL and further validating its effectiveness for the optimization problems. Understanding and implementing its definition are the first step towards OCL scheme. In order to reveal the strong flexibility of the definition of OCL, two analytical solutions of oppositecenter point are deduced for one dimensional case. In order to reduce its computational complexity for higher dimensions, several termination criterion of iterative process are discussed thoughtfully. Finally, the iteration number is determined in this paper, when considering both the algorithm performance and computation cost.
In OCL scheme, the evaluation function is constructed to measure the expected distance between the pair points to the global optimum. In this paper, a uniform evaluation approach to compute this evaluation function is proposed for one dimensional-case. Now different opposition strategies can be compared easily by means of the mathematical expectation of these functions.
In this paper, a new OCDE is introduced to tackle continuous optimization tasks more efficiently and precisely, and its framework is consistent with most of the available work in this area. The solution accuracy and convergence speed, the sensitivity of two key parameters, and the exploitation ability of OCDE are investigated using well-known challenging benchmark functions. The simulations results indicate that, OCL is able to take care of both solution accuracy and convergence speed, which is particularly suitable for engineering applications. Besides, OCL has strong exploitation ability to find potential optimal solution and OCDE is sensitive both to these two parameters: jumping rate and exploration rate.
In essence, all OBL schemes, including OCL studied in this paper, are applicable to the variable space, without considering their relationship with the objective landscape. However, the recent effort for learning opposites requires to deal with the output space [24] , [25] . When the training data is available, two approaches (evolving fuzzy systems and artificial neural networks) are proposed to approximate the ''true'' opposites gradually from the given inputs and their outputs. For future studies, it is recommended to compare OCL scheme with these novel opposites both conceptually and experimentally.
