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Mon memoire de maTtrise porte sur 1'etude des partitions postprojectives et preinjectives des
extensions triviales. Au cours de ce memoire, nous introduirons les notions de base de la
theorie des representations et nous donnerons une caracterisation des modules postprojectifs et
preinjectifs; ainsi qu'une caractensation des algebres de representation finie a partir de leur
partitions postprojectives (ou premjectives). Par la suite, nous considererons les extensions
triviales de representation finie, et comparerons, pour chaque telle algebre, Ie nombre de classes
dans leur partition postprojective avec Ie nombre de classes dans leur partition preinjective.
Nous tenninerons ce memoire, en constmisant un contre-exemple a une conjecture, emise par
Ibrahim Assem lors d'un seminaire de recherche, selon laquelle Ie nombre de classes de la
partition postprojective d'une extension triviale de representation finie est egal au nombre de
classes de sa partition premjective.
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Les partitions postprojectives et preinjectives pour les algebres artiniennes ont ete introduites
en 1979 par M. AUSLANDER et S. 0. SMAL0 [10]. Des chercheurs se sont demandes pour
quelles classes d'algebres Ie nombre de classes postprojectives (ou preinjectives) est fini.
AUSLANDER et SMAL0 ont demontre que seules les algebres A de representation finie
possedent un nombre fini de classes postprojectives CP(A)) et preinjectives (I(A)). Ceci nous
amene a vouloir connaTtre les algebres pour lesquelles ces deux nombres sont egaux. Quelques
reponses ont ete emises pour certaines classes d'algebres, entre autre ZACHAREA [24] a
demontre que les algebres stablement equivalentes a une algebre hereditaire font partie des
algebres pour lesquelles ces deux nombres sont egaux; ROHNES [23] a fait de meme pour les
extensions triviales d'algebres hereditaires de representation finie. Malheureusement, nous
sommes encore loin d'une caracterisation complete de ces algebres. Une classe d'algebres
importante est celle des algebres auto-injectives parce qu'elle contient les algebres de groupes
finis. De plus, cette classe est 1'une des classes d'algebres pour lesquelles on ignore si en
general P(A) = I(A). Les extensions triviales de representation finie forment une sous-classe
importante de la classe des algebres auto-injectives de representation finie. Cette sous-classe est
interessante entre autres parce que la permutation de Nakayama de ces algebres est precisement
la permutation identite. Le but de ce memoire est done d'etudier ces algebres et de construire
un contre-exemple a une conjecture basee sur Ie resultat de ROHNES (mentionne
precedemment), qui a ete emise par I. ASSEM en 1988 lors d'un seminaire de recherche, selon
laquelle les nombres P(A) et I(A) sont egaux lorsque A est une extension triviale de
representation finie.
Le contenu de ce memoire se divise en trois parties. Le chapitre 1 contient les notions de base
de la theorie des representations tel qu'introduites par AUSLANDER, REITEN et SMAL0
dans [9] qui seront necessaires a la bonne comprehension de ce memoire. Les chapitres 2 et 3
portent sur la theorie des recouvrements finis, des prqjectif-scindants et des partitions
postprojectives et preinjectives. Enfin, Ie chapitre 4 se consacre aux extensions triviales de





1.1 Algebres de chemins.
Comme nous Ie verrons plusieurs algebres peuvent etre representees par des carquois et des
relations. La notion de carquois nous foumit un bon outil pour visualiser certaines algebres et
pour engendrer un grand nombre d'exemples d'algebres.
Definition 1.1.1 Un carquois Q = (Qo , Qi ,s ,b) est un quadruplet constitue de deux
ensembles : Qo ( dont les elements sont appeles sommetsj et Qi ( dont les elements sont
appeles fleches^, et de deux applications s ,b : Qi -> Qo qui associent a chaquefleche a sa
source s(a) <= Qo et son but b(a) e Qo .
Nous noterons un carquois Q=( Qo, Qi ,s,b ) simplement Q = ( Qo , Qi ) ou encore Q. Une
fleche a de source i et de but j sera notee a : i -> j.
Exemple 1.1.2 : _o
.//rv ^
o ^ o o'<—o 6
Definition 1.1.3 Un sous-carquois d'un carquois Q = ( Qo, Qi ,s ,b ) est un carquois Q' =
(Q'o, Q'i ,s? ,b' ) tel qne Q'o c Qo, Q'I c Q'i et les restrictions a Q'i des applications s, b
sont respectivement egales a s' et b'. .
Un carquois ou sous-carquois Q est dit fini si les ensembles Qo et Qi sont de cardinalite finie.
De plus, Q est dit connexe si son graphe sous-jacent (obtenu en omettant 1'orientation des
fleches) est connexe. Et nous dirons que Q est acyclique s'il ne contient pas de cycle oriente.






sont deux sous-carquois finis et connexes de Q.
Soient Q = ( Qo, Qi ,s ,b ) un carquois et ij € Qo. Un chemin de longueur t > 1 de i vers j
(lire de source i et de but j) est une suite ( oci... o^ ) de m fleches de Qi telle que s(ai) = i, b(a^)
= j et pour tout 1 <.k< ^ on a b(ak) = s(ak+i). Un tel chemin est note (i | ai, 0.2, ... a J j) ou
tout simplement oci 002 ... a ^.
A chaque point i € Qo, on associe un chemin de longueur 0 (appele chemin stationnaire en i)
qui est note 8;. A chaque fleche a : i^j, on associe un inverse a'1 de source j et de but i.
S'il existe une fleche (ou un chemin) de source a et de but b (different de a), alors on dira que a
est un predecesseur immediat (ou un predecesseur) de b, et que b est un successeur
immediat (ou un successeur) de a. Pour un sommet a eQo, nous noterons a (ou a')
F ensemble des successeurs (ou des predecesseurs) immediats de a.
Exemple 1.1.5 : Si nous prenons Ie meme carquois que dans 1'exemple precedent, nous avons
que : 1+= {2}, 1- = 0, 2+= {3,4}, 2- = {1},3+= {5}, 3- = {2},4+= {5}, 4- = {2}, 5+= 0 et
5-={3,4}.
Certains carquois sont particulierement interessants, ces carquois sont ceux qui possedent un
des graphes suivants comme graphe sous-jacent (c'est-a-dire en omettant 1'orientation des
fleches du carquois).
An: 0—0—0 ••••—0—0 n^l





E?: o — o — 6 — o — o — o
0
[Eg: o—o—6—o—o—o—o
Nous dirons que ces carquois sont de type Dynkin.
Maintenant nous avons toutes les notions necessaires pour definir 1'algebre de chemins d'un
carquois Q. A partir de maintenant, k designera un corps algebriquement dos.
Definition 1.1.6 Soit Q un carquois. L'algebre de chemins kQ de Q est la k-algebre dont Ie
k-espace vectoriel sous-jacent a comme base I'ensemble de tous les chemins (de longueur > 0)
dans Q, et tel que la midtiplication de deux elements de la base soit definiepar
(a | ai, (X2 ... aj | b) (c | Pi, ^2 ... Pk I d) = 5bc (a | ai, 02 ... ocj, Pi, f>2 ... Pk | d)
ou 5bc est Ie delta de Kronecker.
En d'autres termes, Ie produit de deux chemins ai, 02 ... aj et Pi, ^2 ... Pk est nul si b(aj) ^
s(Pi), et est egal au chemin compose oci, 02 ... aj. Pi, ^2 ... Pk si b(aj) = s(Pi). Le produit de
deux elements arbitraires de kQ est alors obtenu par distributivite.
Lemme 1.1.7 [4] Soient un carquois Q et kQ son algebre de chemins. Alors, kQ est de
dimension flnie si et settlement si Q estflni etacyclique. D
1.2 Ideaux admissibles et algebres de carquois lie.
Soit Q un carquois fini et connexe. Nous noterons R 1'ideal bilatere de 1'algebre de chemins kQ
engendre par les fleches de Q.
Definition 1.2.1 Soil Q un carquois fini. Un ideal bilatere I de kQ est admissible s'il existe
m> 2 tel que Rm c I c R2. Si I est un ideal admissible de kQ, lapaire (Q , I) est appelee un
carquois lie. L 'algebre quotient kQ/I est dite Falgebre du carquois lie (Q , I).
Exemple 1.2.2 :
(1) Soit m > 2, alors R est un ideal admissible pour n'importe quel carquois.





L'ideal Ii =< p5 -y^> est admissible, car Ii c ^ ei R = 0 c Ii. Mais 12 = <a> n'est pas
admissible.
(3) Soit Ie carquois suivant :
^0^—0^^
L'ideal I = < pa > n'est pas admissible, car R (Z: I pour tout m ^ 2.
Definition 1.2.3 Soil Q un carquois. Une relation de Q a coefficients dans k est une
combinaison k-lineaire de chemins de longueur au moins deux ayant la meme source et Ie
meme but. Une relation p est done un element de kQ de laforme
p = Z A-i (D! (*)
i=l
oil les \[ sont des scalaires (non tous nuls), et les (D! des chemins dans Q de longueur au moins
deux tel que, pour tous 1 <i, j <m, s(oDi) = s(®j-) et b(®i) = b(c0j).
Si m=l et 'ki =1 (1 ^ i < m), la relation (*) est une relation monomiale (ou relation-zero). Si
une relation est de la forme ®i - 02 (ou Oi , 002 sont deux chemins), alors on 1'appelle une
relation de commutativite. Si ( pj)jej est un ensemble de relations de Q tel que 1'ideal < pj-1 j e
J) qu'il engendre est admissible, on dira que Ie carquois Q est lie par les relations ( pj)jej.
Comme il est demontre dans ASSEM [2], pour 1'etude des representations d'une k-algebre A
de k-dimension finie, on peut supposer sans perte de generalite que 1'algebre A est sobre (c. a. d
que A/radA est un produit du-ect de corps) et connexe (c. a. d. que A est indecomposable en
produit de deux k-algebres). Ainsi, pour Ie reste de ce memoire toutes nos algebres seront des
k-algebres de k-dimension finie, sobres et connexes. Sous ces hypotheses (non restrictives)
nous sommes prets a enoncer Ie theoreme reliant les carquois lies et les k-algebres de dimension
finie.
Theoreme 1.2.4 [4] Soil A une k-algebre de dimension finie, sobre et connexe.
Alors il existe un carquois ^fini et connexe ainsi qu 'un ideal admissible I de kQA tel que A
est isomorphe a kQA /1. D
Definition 1.2.5 Soft A une algebre, alors on dira que (QA, I) est une presentation de A si A
est isomorphe a kQA / I.
1.3 Representations d9un carquois lie.
Nous avons vu que les carquois representent bien les algebres de dimension finie. II est facile de
decrire les A-modules a partir du carquois lie de A.
Definition 1.3.1 Soit Q un carquois fini. Une representation M = (Mi, (pa) du carquois Q est
lefime amsi:
(i) A chaque sommet i e Qo est associe un k-espace vectoriel M,.
(ii) A chaquefleche a : i->j e Qi e^ associee une application k-lineaire (pa: Mi —> Mj.
Une telle representation est dite de dimension ftnie si chaque k-espace vectoriel M.i est de
dimension finie. Dans ce memoire, nous considererons que chaque representation M est de
dimension finie.
Definition 1.3.2 Soient Q un carquois et M = (Mi, (pa) , M' = (M'i, (p'a) <^m: representations
de Q. Un morphisme (de representations) f: M -» M' ^ une famille d'applications k-
lineaires ( fi: Mi —> M'i)isQo telle que pour chaquefleche a : i —>>j dans Qi, on a (p'afi =fj (pa.
On dira que f est un isomorphisme de representations si chaque f; est un isomorphisme de k-
espace vectoriels.
Maintenant en utilisant la composition usuelle des morphismes, nous obtenons la categorie des
representations (ou des representations de dimension finie) de Q que 1'on note Rep(Q) (ou
rep(Q), respectivement).
Definition 1.3.3 Soient Q un carquois et M = (Mi, (pa) ^e representation de Q.
Pour tout chemin (o = ai 002... oem ^0 i wr>yj ^3725 Q, on definit revaluation de M sur co comme
etant I'application k-lineaire M(co) : Mi -> M, suivante :
M(0))=(pa^(pa^...(pai.
Et on etend la definition de revaluation par Unearite a toutes les combinaisons lineaires de
chemins dans Q.
Definition 1.3.4 Une representation M de Q ^ fi&Ye liee par la relation p fb^ satisfaire la
relation p) si I'application M(p) est nulle. Si I est un ideal admissible de kQ, alors M est liee
par I si M(p) = 0 pour tout p G I.
Avec cette definition nous pouvons dej5nir la categorie des representations (ou des
representations de dimension finie) de Q liees par I, que 1'on notera Rep(Q, I) (ou rep(Q, I)).
De plus, nous dirons qu'une algebre A= kQ/I est de representation finie s'il y a un nombre fini
de representations indecomposables non-isomorphes.
Remarque : On s'apper9oit facilement que si I est engendre par un nombre fini de relations
Pi,p2...Pm alors, la representation M est liee par I si et seulement si M(pi) = 0 pour tout 1 < i ^
m.





lie par la relation de commutativite ap = y^. Et considerons les representations M et N de Q
donnees par:
k k












II est evident que les representations M et N sont liees par aj3 = y^. Par centre, la
representation suivante n'est pas liee par la relation ap = y'k.
0
> ^ Yk—>k" Zk^ ^k
Lorsque les applications lineaires seront evidentes entre les k-espaces vectoriels, nous noterons
les representations liees par leurs vecteurs-dimension (pour une representation M, Ie vecteur
dimension de M, note dim M, est Ie vecteur (dimk Ma)aeQo). Par exemple, les representations





Nous sommes maintenant prets a enoncer Ie theoreme qui relie la categone des A-modules a
celle des representations liees de (Q, I). On peut trouver la demonstration de ce theoreme dans
ASSEMetaL[4].
Theoreme 1.3.6 Soit A = kQ/I, ou Q est un carquois fini et connexe, et I est un ideal
admissible de kQ. II y a une equivalence de categories mod A = rep (Q, I). D
Remarque : Si A = kQ/I, ou Q esi un carquois fini et connexe, et I est un ideal admissible de
kQ, alors nous avons les correspondances suivantes :
(i) Les projectifs (ou injectifs) indecomposables de mod A sont en bijection avec les sommets
de Q. Ainsi, nous noterons P(a) (ou I(a)) /e projectif (ou I'injectif, respectivement)
correspondant au sommet a.
(ii) La representation de Q liee par I correspondant a P(a), est donnee par (Sa + I)A = CaA =
(P(a)b, (pp) g^f e^ ^//e que :
P(a)b = P(a) eb= ea Aeb = ea (kQ/I) eb = (Sa(kQ)sb) / (Sal Sb).
Et, si P est une fleche de i vers j dans Q, a/o/^ (pp: P(a)i -^ P(a)j ^5'? 6fc>??n^ par la
multiplication a doitepar R+I.
(iii) La representation de Q liee par I correspondant a I(a), est donneepar D(Aea) = (I(a)b, (pp)
qni est telle que :
I(a)b = I(a) eb= D(Aea) Qb s D(eb A ea) = D( Sb(kQ)Sa/ Sblsa).
Et, si P est une fleche de i vers j dans Q, <2/o^ (pp: I(a)i -^ I(a)j ^^ fifon/?^ par I 'application
duale de la multiplication a doitepar P+I.
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(iv) Soft a € Qo, alors la representation S(a) = (S(a)b, (pa) de Q definiepar :
S(a)b = 0 si b^a, S(a)b = k si b=a
et (pa=0 Pour tout a dans Qi.
correspond d un module simple de mod A. Et {S(a) | aeQo} represente un ensemble complet
de A-modules simples non-isomorphes.
Pour la construction de ces correspondances nous nous referons a ASSEM et al [4].
Exemple 1.3.7 : Soit A = kQ/I dont Ie carquois lie (Q, I) est Ie suivant:
Q:
alors







I = < p5-y?i>
S(3)=
1.4 Suites presques-scindees et carquois d?Aus!ander-Reiten.
Nous avons vu dans les sections precedentes qu'a partir des carquois lies nous pouvons
representer les algebres de dimension finie et leurs modules. Mats dans la theorie des
representations des algebres, les morphismes entre les modules jouent un role extremement
important. C'est pourquoi dans cette section nous defmirons une structure graphique (que 1'on
appelle carquois d'Auslander-Reiten), qui nous permettra d'emmagasiner mais aussi d'obtenir
beaucoup d'information sur les morphismes entre les modules sur une algebre. Pour definir et
12
bien comprendre la notion de carquois d'Auslander-Reiten, nous nous devons d'etablir certains
resultats et d'introduire quelques definitions. Nous nous referons a ASSEM et al [4] pour plus
d'informations sur la theorie d'Auslander-Reiten introduite dans ce chapitre.
Definition 1.4.1
(i) Un morphisme f: L -> M est dit minimal a gauche si tout morphisme h : M -> M tel que
hf= test un automorphisme.
(ii) Un morphisme g : M -> N est dit minimal a droite si tout morphisme k : M -> M tel que
gk = g est un automorphisme.
(iii) Un morphisme f: L —> M-est dit presque scinde a gauche si:
(a) f n 'estpas une section (c 'est-a-dire il existe h :M —> L tel que hf=lL), et
(b) pour tout morphisme u : L —^U ^ n 'estpas une section, il existe u' : M -> U fe/ que
u'f=u.
(iv) Un morphisme g : M —>• N est dit presque scinde a droite si:
(a) g n 'est pas line retraction (c 'est-a-dire il existe h :N -> M tel que gh = IN ), et
(b) pour tout morphisme v : V —>N qui n 'est pas une retraction, il existe v' : V -> M fe/
que gv' = v.
On demontre facilement qu'un morphisme minimal presque scinde a droite (ou a gauche)
determine a isomorphisme pres Ie module de depart (ou d'arrivee). C'est a dire que si nous
avons deux morphismes minimaux presque scindes a droite g : M -^ N et g' : M' ->• N , alors
M ^ M'. Et dualement, si f: L -^ M et f : L -> M' sont deux morphismes minimaux presque
scindes a gauche, alors M ^ M'.
Definition 1.4.2 Un morphisme f: X —> Y fifcrn^ wod A est dit irreductible si:
(a) fn 'estpas une section, ni une retraction, et
(b) si f= fifz, a/or5' fi est une retr action, ou £2 est uno section.
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Soient M, N deux A-modules indecompo sables, nous noterons rad(M, N) 1'ensemble des
morphismes non-nuls et non-inversibles de M vers N, et rad (M, N) 1'ensemble des morphismes
f de rad(M, N) tels qu'il existe X = ©i^i^n Xi, avec chaque Xi indecompo sable, et des
morphismes gi € rad(M, Xi), hi e rad(X;, N) satisfaisant f = Ei^i^n hi gi. On demontre (voir
ASSEM et al. [4]) qu'un morphisme f :M-»N est irreductible si et seulement si f <= rad(M, N) \
rad2(M, N). Nous noterons In- (M, N) = rad(M, N)/rad2(M, N).
Dans mod A, un morphisme irreductible est soit un monomoq)hisme propre (qui n'est pas un
isomorphisme) soit un epimorphisme propre. Ainsi, al5n de connaitre les morphismes
irreductibles qui sont des epimoq^hismes (ou des monomorphismes) il suf&t de comparer la
dunension du module de depart et celle du module d'arrivee. De plus, tout morphisme se
trouvant dans une puissance finie de rad (mod A) s'ecrit comme une somme de compositions
de morphismes irreductibles. Pour plus d'information sur les proprietes du radical nous
suggerons de se referer a ASSEM [2] et a AUSLANDER et al [9].
Definition 1.4.3 Une suite exacts courte de mod A
0->L4M^N->0
est appelee une suite presque scindee (pu suite d'Auslander-Reiten) si :
(i) f est un morphisme minimal pr esque scinde a gauche.
(ii) g est un morphisme minimal presque scinde a droite.
Puisque les morphismes minimaux presque scindes a gauche (ou a droite) determinent a
isomorphisme pres Ie module d'arrivee (ou de depart), une suite presque scindee est
uniquement determinee (a isomorphisme pres) par Ie module d'arrivee.
Les suites presque scindees sont Ie pilier de la theorie d'Auslander-Reiten. II est raisonnable de
se demander si de telles suites existent. AUSLANDER et REITEN ont demontre dans [8], Ie
theoreme suivant qui nous assure 1'existence de suites presque scindees.
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Theoreme 1.4.4 Soient A une k-algebre et NA un A-module indecomposable non-projectif,
alors il existe une suite presque scindee 0->L-^M-^>N->0 telle que L est un module
indecomposable non-injectif (qui est unique a isomorphismepres).
Dualement, soft LA un A-module indecomposabk non-injectif, alors il existe une suite presque
scindee 0->L—>M—>N->0 telle que N est un module indecomposable non-projectif
(qui est unique a isomorphisme pres). De plus, chacune de ces suites est unique a
isomorphisme pres. D
Etant donne que chaque module indecomposable non-projectif N determine un module
indecomposable L, qui est Ie terme de gauche de la suite d'Auslander-Reiten associe a N. On
appellera Ie module L, Ie translate d'Auslander-Reiten de N et on Ie notera L = TN.
Dualement, on a que N = T~IL. De plus, nous poserons que M est prqjectif si et seulement si
TM=O et N est mjectifsi et seulement si T-IN=O.
Puisque chaque module indecomposable N (non-projectif) il existe une suite presque scindee
0—>L—>M—>^—>0 telle que L = TN est un module indecomposable non-projectif (qui est
unique a isomorphisme pres), on peut deduu-e Ie corollaire suivant :
Corollaire 1.4.5 [4]
(a) Si M n 'est pas projectif (ou injectif) alors, TM (ou T M) est un module indecomposable
non-injectif (ou non-projectif) tel que T zM ^ M (ou TT M = M respectivement).
(b) Si M et N sont non-projectifs (ou non-injectifs), alors M ^ N si et seulement si TM ^ TN
(pu T-IM = T-IN respectivement). D
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Definition 1.4.6 Soit A une algebre. On deflnit Ie carquois (TAusIander-Reiten r(mod A)
(pu tout simplement F^) de A comme suit:
(1) Les sommets de F(mod A) sont les classes d'isomorphisme des objets indecomposables de
mod A.
(2) Soient RM], [N] ffewx sommets de r(mod A). Lesfleches \M\ -> [N] wn^ ^n bijection avec
Us vecteurs d'une base du k-espace vectoriel Irr(M, N).





lie par a? = y^.



































ou les modules indecomposables sont representes par leurs vecteurs-dimension.
Nous avons maintenant termine notre suryol des notions qui nous seront necessaires a la bonne
comprehension de ce memoire. Pour plus de details sur une des notions introduites dans ce





Soit A une algebre sobre et connexe sur un corps algebriquement dos k. Nous noterons mod A
la categone constituee des A-modules a droite de k-dimension finie, et D:modA-^mod Aop la
dualite definie par M 1-> Homk (M, k).
Soit C une sous-categorie pleine de mod A qui est fermee pour les sommes directes et les
images isomorphes. On emploiera ind C pour representer une sous-categorie de mod A
composee d'un ensemble complet de representants des classes d'isomorphismes de modules
indecomposables dans C ; et add C, la sous-categorie de mod A composee de tous les modules
isomorphes a une somme finie de facteurs directs de modules dans C, c'est a dire la plus petite
sous-categorie additive de mod A contenant ind C. De plus, on dira qu'une sous-categorie est
finie si elle contient un nombre fini d'objets indecomposables non-isomorphes.
Remarque : On peut deduire directement des definitions de ces categones les egalites
suivantes :
i) ind (add C)= ind C ii) add (ind C) == add C
ii) D (add C) = add D(C) iii) D(ind C) = ind D(C)
2.2 Recouvrements (minimaux) d'une categorie.
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Notre principal interet dans cette section sera 1'etude des recouvrements et corecouvrements
d'une sous-categorie de mod A.
Definition 2.2.1 Un recouvrement d'une sous-categorie C dans mod A est une sous-
categorie B de ind C telle que pour tout module M dans C, ;7 ^x/.s'fe un epimorphisme
f :N->M avec N dans add B.
Un corecouvrement d'une sous-categorie C dans mod A est une sous-categorie B de ind C
telle que pour tout module M dans C, il existe un monomorphisme f: N —> M avec N dans
add B.
Un recouvrement B (ou un corecouvrement) d'une sous-categorie C est dit minimal s >il n'y a
pas de sous-categorie propre de B qui est un recouvrement (ou un corecouvrement,
respectivement) de C. On dira qu'un recouvrement (ou corecouvrement) estfini s'il contient
un nombrefini d'objets indecomposables non-isomorphes.
Exemple 2.2.2 : On voit aisement que les A-modules prqjectifs (ou injectifs) indecomposables
forment un recouvrement (ou un corecouvrement, respectivement) de la categorie des A-
modules a droite de A. En effet nous avons que AA est isomorphe a la somme directe de
representant de classe d'isomorphisme des A-modules projectifs indecomposables. De plus,
pour tout A-module M de dimension finie il existe un entier n et un epimoq)hisme de A(n) vers
M. Et inversement, pour tout A-module M de dimension finie, il existe un entier n et un
monomorphisme de M dans D(A)(n).
A partir des definitions de recouvrement et de corecouvrement d'une sous-categorie, nous
pouvons deduire directement la proposition suivante:
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Proposition 2.2.3 Soient C une sous-categorie de mod A et B un^ sous-categorie de ind C.
i) B est un recouvrement (minimal) de C si et settlement si B est un recouvrement (minimal)
de ind C.
ii) B est un corecouvrement (minimal) de C si et settlement si B est un corecouvrement
(minimal) de ind C.
iii) B est un recouvrement (minimal) de C si et seulement si D(B) est un corecouvrement
(minimal) de D(C).
La proposition suivante nous donne une caracterisation de 1'ensemble Po (ou Io), forme des
modules mdecomposables prqjectifs (ou injectifs) de A, en utilisant les notions de
recouvrements (ou corecouvrements, respectivement) de mod A.
Proposition 2.2.4
(i) Po est un recouvrement de mod A.
(ii) Si f: X -> P estun epimorphisme, et P € add Po
alors test une retraction (c 'est a dire qu' il existe g : P^ X tel que fg=lp ).
(ill) Si B est un recouvrement de mod A alors B c Po.
(iv) B est un recouvrement minimal de mod A si et settlement si B = Po.
(F) Io est un corecouvrement de mod A.
(ii?) Si f: I —>• X est un monomorphisme, et I € add Io
alors fest une section (c 'est a dire qu' il existe g : X—)- I tel que gf=li).
(iii') Si B est un corecouvrement de mod A alors B c Io.
(iv') B est un corecouvrement minimal de mod A si et seulement si B = Io.
Demonstration:
(i) Soit M un A-module. Puisque M est de dimension finie, il exite un entier n et un
epimorphisme x¥ : A(n) -> M. Etant donne que A est un module projectif, on a que A(n) G Po.
Done Po est un recouvrement de mod A.
20
(ii) Soit f: X—> P un epimorphisme avec P dans Po. On considere Ip : P ^ P. Par la definition
des prqjectifs, il existe un morphisme g : P —>X tel que fg =lp . Ainsi, fest une retraction.
(iii) Soient B un recouvrement de mod A et P dans Po. Puisque B est un recouvrement de mod
A, il existe un epimorphisme f: X—>- P avec X dans add B. Alors par (ii), fest une retraction.
Done X^P © Y e add B. Ce qui implique que P G add B. Mais P est indecomposable, d'ou
P est dans B. Done Po c B.
(iv) (Suffisance) Par (i), Po est un recouvrement de mod A. Par (iii) Po est inclus dans tout
recouvrement de mod A. En outre, il n'existe pas de sous-categorie de Po qui soit un
recouvrement de mod A. Done Po est un recouvrement minimal de mod A.
(Necessite) Soit B un recouvrement minimal de mod A. Par (iii) on a que Po c B. Puisque Po
est un recouvrement de mod A et que B est minimal, on a que B c Po. Done B =Po. D
(i'), (ii'), (iii') et (iv') se demontrent dualement. D
On deduit de la proposition 2.2.4 une caracterisation bien connue des A-modules projectifs.
Corollaire 2.2.5
(1) P € Po si et seulement si tout epimorphisme f: M —> P avec M dans mod A, est une
retraction.
(2) I e Io si et settlement si tout monomorphisme f: I -^ M avec M dans mod A, est une
section. D
2.3 Projectif-scindant.
La proposition 2.2.4 nous amene a penser qu'il existe certaines relations entre les
recouvrements (ou corecouvements) d'une sous-categorie C et une notion proche de celle des
projectifs (ou mjectifs). C'est a partir de la caracterisation de la proposition 2.2.4 (ii) que nous
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developpons les notions de modules prqjectifs-scindants et mjectifs-scindants d'une sous-
categone.
Definition 2.3.1 Soit C une sous-categorie de mod A.
(1) Un module M e C estappele un module projectif-scindant dans C, si tout epimorphisme
f :X —> M avec Xe addC, est une retraction.
(2) Un module N e C est appele un module injectif-scindant dans C, si tout monomorphisme
f: N -> X avec X <= add C, est une section.
On notera Po(C) (ou Io(C)} la sous-categorie de ind C composee de tous les projectifs-
scindants (ou injectifs-scindants, respectivement) indecomposables dans C.
Remarque : Puisque Po(C) (ou Io(C)) est forme des projectifs-scmdants (ou injectifs-scindants,
respectivement) indecomposables de C, nous avons les propositions suivantes :
(a) Po(C)= Po(ind C) = Po(add C)
(b) Io(C) = Io(ind C) = Io(add C)
(c) C € Po(C) si et seulement si D(C) e Io(D(C))
(d) Po(D(C)) = D(Io(C)) et Io(D(C)) = D(Po(C))
Exemple 2.3.2 : (1) La definition de projectif-scindant, ou celle d'injectif-scindant, est une
generalisation de la definition usuelle de projectif, ou d'injectif, respectivement. (En effet
Po(mod A) = {P e ind A | P est prqjectif } et Io(mod A) = {I e ind A | I est injectif }).
(2) Soit A une algebre et C la categorie formee des modules simples. Alors Po(C) = C = Io(C).
En effet puisque tous les modules sont simples il n'existe aucun epunorphisme d'un module M
dans add (C\{Si}) vers Si, ni de monomorphisme de Si vers M (avec M dans add (C\{Si})).
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On a vu par la proposition 2.2.4 que si C = mod A alors B est un recouvrement minimal de
mod A si et seulement si B = Po(C) = <! P € ind A | P est projectif !'. Notre prochain objectif
sera de montrer un resultat analogue a la proposition 2.2.4 mais en rempla9ant mod A par une
sous-categorie quelconque.
Proposition 2.3.3 Soft C une sous-categorie de mod A.
(i) Si B est un recouvrement de mod A alors Po(C) c B.
(ii) Si B est un corecouwement de mod A alors Io(C) c B.
Demonstration: (i) Soient B un recouvrement de mod A et P dans Po(C). Puisque B est un
recouvrement de mod A, il existe un epimorphisme f: B -^ P avec B dans add B. Mais P est un
projectif-scindant de C, done fest une retraction. Ainsi, B ^ P © X (ou X € add B). Ce qui
implique que P est dans B (car P est indecomposable). Done, Po(C) c B.
(ii) Soient B un corecouvrement de mod A et I e Io(C). Puisque B est un corecouvrement de
mod A, il existe un monomorphisme f: I -> Y avec Y dans add B. Mais P est un injectif-
scindant de C, done fest une section. Ainsi, Y = I © X (ou X e add B) . Ce qui implique que I
G B (car I est indecomposable). Done, Io(C) c B. D
Nous aurons besoin de la definition suivante afin de demontrer Ie prochain theoreme.
Definition 2.3.4 Soient X, Y e mod A et C une sous-categorie de mod A.
On appelle trace de X dans Y, Ie sous-module Tx (Y) de Y engendre par
feHomA(X,Y)}. De meme, on appelle trace de C dans Y, Ie sous-module Tc (Y) de Y
engendre par {Im f | f e HomA (M,Y), M dans C}.




(1) Puisque Y est de dimension finie, il est noetherien. Ainsi, il existe un entier n > 0 et un
morphisme f: X(n) -> Y tel que Im f= Tx (Y).
(2) Si C est fermee pour les images nous avons que Tc (Y) est 1'unique sous-module maximal
de Y qui est dans C.
Theoreme 2.3.5 Soil C une sous-categorie de mod A.
(i) Un recouvrement B de C est minimal si et settlement si B = Po(C).
(ii) Un corecouvrement B de C est minimal si et seulement si B = Io(C).
Demonstration : (i) (SuflSsance) On a que B est un recouvrement de C et B = Po(C). Alors par
la proposition 2.3.3, B est minimal.
(Necessite) Soit B un recouvrement minimal de C. Supposons que B ^ Po(C). Mais par la
proposition 2.3.3 , on salt que Po(C) c B. Soit B un module dans B qui n'appartient pas a
Po(C). Puisque B n'est pas dans Po(C) il existe un epimorphisme f: X ->B (avec X dans add
C) qui n'est pas une retraction. Mais B est un recouvrement de C, alors il y a un epimorphisme
g :Y-^ X (avec Y <= add B). Ainsi, fg :Y-> B est un epimorphisme. On pretend que ce n'est
pas une retraction. Si fg est une retraction, alors il existe h :B-^ Y tel que (fg)h = IB, ce qui
implique que f est une retraction, une contradiction. Ainsi, fg n'est pas une retraction.
Maintenant on remarque qu'on peut ecrire Y comme somme directe de copies de B et d'un
module Y' qui n'a pas de facteur direct isomorphe a B (c'est a dire YsY' © B(n)). Maintenant,
nous allons prouver qu'il existe un epimorphisme (p : Y'(m) -^ B.
Posons Y = Y' 9 Bi©...(BBn (avec Bi ^ B pour 1^ i ^ n). Etant donne que fg n'est pas une
retraction , on a que pour tout l^i < n, la restriction de fg a Bi n'est pas un isomorphisme.
D'autre part End B est local (car B est indecomposable) alors pour tout l^i ^n, on a que la
restriction (fg) IB; est dans rad End B. Nous savons aussi que S(fg)|Bi (Bi) + (fg)|Y' = B. Et
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puisque (fg)|B, (B) c: (rad End B) (B) et fg (Y') c Ty (B), on a que B = (rad End B) • (B) +
TY'(B). Mais B est un End-B-module et par Ie lemme de Nakayama (voir ASSEM [2]), Ty (B)
= B (car Ty (B) est un End-B-module de dimension finie). Ainsi il existe un epimorphisme (p :
Y5(m)_^B.
De plus puisque Y' € add (B\ {B}), on a que (B\ {B} est un recouvrement de C. Ainsi, B
n'est pas minimal. Done B = Po(C). D
(ii) Dual. D
Corollaire 2.3.6
(a) Si Bi ,B2 wn^ deux recouvrements minimaux de C alors Po(C) = Bi = Bz.
(b) Si B est un recouvrement fini de C alors Po(C) estfim.
(C) St DI ,D2 5072^ deux corecouwement minimaux de C alors Io(C) = Di = D2.
(d) Si D est un corecouvrement flni de C alors Io(C) estftni.
Demonstration : Suit directement du theoreme 2.3.5. D
Afin d'aider a la comprehension nous terminons ce chapitre en illustrant toutes ces definitions a
partir d'une algebre de carquois lie.
Exemple 2.3.6 : Soit Ie carquois suivant:
^Q: 1-^2, ^
T^4^
lie par 1'ideal I = <ap, ay, P5 - y^>.
Le carquois d'Auslander-Reiten de kQ/I est Ie suivant:
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1 010
001 000 010 110
yo\,/l\yo\/'°\
Q ' ~~ 1 ' 1^1' ^0' ^(




Et considerons la sous-categorie C de ind A suivante
0 1
Ms = ooo, M6=oi q
/l\ /°\
Ms = o i o
/"\,y
1 ' 1 ' 0
M2=ooi Ms 010 M7=oio
0
0
Ml = 00 1 M4=00 0
1 0
On a que C est evidemment un recouvrement de C, mais il n'est pas minimal. Calculons Ie
recouvrement minimal de cette categorie. Nous avons que Ie module Mi est projectif, ainsi il est
necessairement un projectif-scindant de C. Le seul morphisme d'un module de C vers M2 est un
monomorphisme provenant de Mi, ainsi M2 est aussi un projectif-scindant de C. On s'aper9oit
ainsi qu'il y a des epimorphismes du module M2 sur les modules Ms et IVU, ce qui implique que
ces modules ne font pas partie de Po(C). On voit facilement qu'il n'y a pas d'epunoq)hisme de
add (C \ {Ms}) sur Ms, done Ms est dans Po(C). Mais il y a des epimorphismes du module M5
sur les modules M^ et M7, done ces derniers ne sont pas des projectifs-scindants de C. Ainsi Ie
recouvrement minimal de C est forme des modules Mi, M2 et M5.
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CHAPITRE 3
PARTITIONS POSTPROJECTIVES ET PREINJECTIVES.
3.1 Definitions
Les partitions postprpjectives et preinjectives ont ete introduite par AUSLANDER et SMAL0
dans [11] dans Ie but de generaliser la notion de 'mesure de Roiter' (voir [16]). Et il s'est avere
que ces partitions forment une generalisation des notions de recouvrement de modules
projectifs et de corecouvrement de modules injectifs. Dans cette section, nous definirons et
demontrons 1'existence de telles partitions.
Definition 3.1.1: Soit A me algebre.
(a) On pose Pi = Po ((ind A) \ (Uj=o Pj)) pour i < oo
^Poo=(indA)\(Uj<ooPj).
(1) On dit que {Po, Pi,... Poo} est une partition postprojective de mod A,
si Pi estflniepour tout i < oo.
(2) Un module M e mod A est dit postprojectif si tons ses facteurs directs
indecomposables appartiennent a Uj<oo Pj .
(b) On pose Ii = Io ((ind A) \ (Uj=o Ij)) pour i < oo
et Lo = (ind A) \ (Uj<oolj).
(1) On dit que {Io, Ii,... loo} est une partition preinjective de mod A,
si Ii estfiniepour tout i < oo .
(2) Un module M e mod A est dit preinjectif^ tous sesfacteurs directs indecomposables
appartiennent a Uj<ao Ij.
27
Nous pouvons etablir facilement les resultats suivants :
(i) Pi n Pj =0 et I; n Ij = 0 si i ^j et ij ^0.
(ii) SiPi= 0 alors Pi+j = 0 pour tout j^O.
(ill) On notera P(A) = Uj<ooPj, Pn = ^i=on-l Pi
etI(A)=Uj<Jj,r=Ui=on'l!i.
(i) et (iii) decoulent directement de la definition des partitions postprojectives et preinjectives.
Pour (ii), il sufBt de remarquer que montrer que si Pi = 0 alors ui=o Pi = ind A. Done
1' ensemble vide est un recouvrement de (ind A) \ (Uj=o Ij). Ce qui implique Pi+i = 0.
Exemple 3.1.2 : a) Soit un carquois €):•—>••->.•—>••
Le carquois d'Auslander-Reiten de kQ est donne par:
0001 0010 0100 1000




ou les kQ-modules indecomposables sont representes par leurs vecteurs-dknension.
Ses classes postprojectives sont donnees par Po={0001, 0011, 0111, 1111}, Pi={0010, 0110,
1110}, P2={0100, 1100}, P3={1000}. Et ses classes preinjectives sont domiees par Io={1000,
1100, 1110,1111), Ii={0100, 0110, 0111},l2={0010, 0011},l3={0001}.
b) Soit un carquois lie (Q, I): •~> •~^ • -^ • ou ap=0.
i
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L'algebre kQ/I possede 14 modules indecomposables, void leurs representation


















0-> K—> K—> 0
K̂
0 -> K-> K-» 0
0̂







0—> K—> 0-> 0
0̂
[1.1] ..-, [0 1JKr>JK2 L-^ K->0
tol4
K
\<—> K-> 0—> 0
K̂
M,3 : K-^ K-* °^ ° Mu : K-> "^ °^ °
I i,
Le carquois d'Auslander-Reiten de kQ /1 est donne par :
.y"\,.
Mi Ms Ms Mio
aM5—>M7—?M9—>Mn—?Ml3-^Ml4
,./"\:./"\".
M4/ "Ms" " M12
Ses classes postprojectives sont donnees par Po = {Mi, M2, M4, Ms, My}, Pi = {Ms, Ms, Ms,
Mg}, ?2 = {Mio, Mn, Mi2}, Ps = {Mis}, P4 = {Ml4}.
29
Puisque nous etudierons des algebres de representation finie, nous nous contenterons de
demontrer Ie theoreme d'existence suivant qui a ete etabli par AUSLANDER et SMAL0 [10]
en s'inspirant de GABRIEL [16] qui 1'a prouve pour la mesure de Roiter. Mais dans [10],
AUSLANDER et SMAL0 out aussi demontre 1'existence de partitions postprojectives et/ou
premjectives pour des sous-categories de mod A qui ont certaines proprietes (approximante a
gauche ou a droite).
Theoreme 3.1.3 Soil A une algebre de representation finie. Alors, mod A possede une
partition postprojective et une partition preinjective.
Demonstration : Puisque A est de representation finie, alors ind A est fime. Done, Po(ind A)
(qui est inclus dans ind A) est finie et il en est de meme pour toute sous-categone de ind A.
Ainsi, P{ = Po((md A) \ P ) est un recouvrement fini de (ind A) \ P pour tout i< oo. Cela permet
de construire par recurrence la partition postprojective {Po, PI, ... Ps} (avec s < oo) de mod A.
De meme, on constmit une partition preinjective {Io, Ii,... It}(avec t < oo) de mod A. D
3.2 Caracterisation des modules postprojectifs.
Nous avons vu que les modules de la premiere classe (Po) de la partition postprqjective (ou
preinjective) de mod A sont precisement les prqjectifs (ou injectifs, respectivement) de la
categone des modules. U semble raisonnable de se demander s'il est possible de caractenser les
modules de n'importe quelle classe de la partition. II existe une caractedsation simple pour les
modules appartenant a Pi (proposition 3.2.1), mais pour les autres classes de la partition les
caractensations connues sont plus difi&cilement applicables.
Proposition 3.2.1 Soient A une algebre tel qne mod Apossede une partition postprojective
{Po,Pi,... PocJ^MeindA.
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AIors, les conditions suivantes sont equivalentes :
(1) Me Pi.
(2) M = T-1X ay ec X est un facteur direct indecomposable du radical d'un projectif
indecomposable.
(3) II existe un morphisme irreductible d'un projectif indecomposable vers M.
Demonstration: (1) implique (2). Soient M dans Pi et O—>-TM —>E ->M ->-0 (*) la suite
minimale presque scindee a droite de M. On a qu'il existe un projectifindecompo sable P tel que
P est un facteur direct de E, car sinon on a que E est dans add (mod A\Po) ce qui implique que
1'epimorphisme de la suite (*) est scinde (ce qui est une contradiction). Ainsi on a E = P©E', ce
qui implique qu'il existe un morphisme irreductible de TM dans P. Done TM est un facteur
direct du radical de P.
(2)implique (3). Soit P un projectif indecomposable tel que X est facteur direct
indecomposable du radical de P. Maintenant il suffit de prendre 0 ->X-> P © M'-> T X -> 0
la suite presque scindee de source X et on obtient un morphisme irreductible de P vers M.
(3) implique (1). Pour montrer que M est un prpjectif-scindant de mod A VPo, il suffit de
prouver que tout epimorphisme d'un module dans add (mod A VPo) vers M est scinde. Soit
g :N—>M un epimorphisme avec N dans add (mod A VPo). Par hypothese, il existe un
morphisme irreductible f :P^M avec P un projectif. Puisque P est projectif et que g est un
epimorphisme, il existe un morphisme h :P^N tel que f= gh. On a que N est dans add (mod A
\Po) ce qui implique que h n'est pas scindee. Mais f est un morphisme irreductible et f = gh
alors g ou h est scindee. Mais nous avons que h n'est pas scindee, done g est scindee. Ainsi,
tout epimorphisme d'un module dans add (mod A \Po) vers M est scindee. D'ou M est dans Pi.





Le carquois d'Auslander-Reiten de kQ /1 est donne par
yM\..
Mi Ms Me Mio
•Ms—^My—^Mg —>Mn—l;Mi3—^Mi4
M4/ al M/ at Mi2^
Comme on a vu precedemment ses classes postprojectives sont donnees par Po = {Mi,
M2, M4, Ms, My}, Pl = {Ms, Me, Ms, Mg}, ?2 = {Mio, Mn, Mi2}, Ps = {Mis}, P4 = {Mi4}.
Et on remarque que Ms = rad M2= T Mi, M6 = T Ms (N3 erad Ms), Ms = T-1M4 (MA erad Ms)
et Mp = T-1M5 (M5 € rad M-j).
Proposition 3.2.3 Soient A une algebre, {Po, Pi,... Poo} la partition postprojective de A et M
un K-module indecomposable.
Alors, les conditions suivantes sont equivalentes :
(1) M estun module postprojectif.
(2) 7, existe n< oo tel que M e Pa.
(3) II existe n< oo tel que si f :N —> M est un epimorphisme qui n 'est pas line retraction
(avec N e mod A) alors N = N' © N" (ou N' e Pn).
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(4) II existe une sous-categorie finie S de ind A tel que si f :N -^ M est un epimorphisme qui
n'est pas une retraction (N € mod A) alors N = N' © N" awe N' isomorphe a un
module dans S.
(5) II existe un module simple S et un morphisme non-nul f :M —> S tel que Tx (M) c: Ker f
pour tous, saufun nombrefini, de modules X dans ind A
Demonstration : (1) implique (2). Puisque M est un module indecomposable dans P(A) et que
les P; sont disjoints alors il existe n < oo tel que M e Pn.
(2) implique (3). Soit f:N —> M un epimorphisme qui n'est pas une retraction (avec N dans
mod A). Mais M e Pn, done M est un projectif-scindant de P(A) \ Pn.Etant donne que fn'est
pas une retraction, on a que N ^ P(A) \ Pn.Ainsi, N contient un facteur direct isomorphe a un
module dans Pn.
(3) implique (4). Puisque Fentier n depend seulement de M alors il sufifit de poser S = Pn (qui
est une sous-categorie finie de ind A) et on obtient Ie resultat.
(4) implique (5) Soit N € ind A \ {{M}uS} et posons M'= TN (M)
Premierement, montrons que M' ^ M. Supposons que M=M'. Alors, il existe un module B e
add N et un epimorphisme g :B —> M qui n'est pas une retraction (car M ^ N). Mais par
hypothese B contient un facteur direct isomorphe a un module de S. C'est une contradiction,
car B G add N et N e ind A \ { {M}uS}. Done, M'^M.
Maintenant, prenons M" un sous-module maximal de M contenant M'. Alors, Tx (M) c M5 c
M" pour tout module X dans ind A \ {{M}uS}. Soit f:M -^. M/M"= S la surjection
naturelle. Puisque {{M}uS} est finie, on a que Tx (M) c Ker f pour tous, saufun nombre fini
de modules dans ind A.
(5) implique (1) Soit Ti (M) la trace de P; dans M (pour tout ieN u oo). Si on peut montrer
que Too (M) c: B = ( ni<oo Ti (M)) 7^ M alors on aura que M n'est pas dans Poo. Cela impliquem
que M est postprqjectif. Premierement, Too (M) c: B, par la definition meme de la trace.
Maintenant montrons que B ^ M. Pour cela supposons B = M. On a ainsi que Ti (M) (^ Ker f
(pour tout i<oo), car s'il existe un entier n tel que Tn (M) c Ker f alors 1'application f est nulle,
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ce qui est une contradiction. Ainsi pour tout entier i, il existe un module indecomposable Ml e
Pi tel que TM, (M) Q: Ker f. Si i ^ j, Ml n'est pas isomorphe a M), puisque les Pi sont disjoints.
Done, il y a un nombre infini de modules Ml dans ind A qui ne sont pas inclus dans Ker f.
Cette contradiction montre que M est postprojectif. D
Nous pouvons aussi caracteriser les modules premjectifs. Nous ne donnerons pas la
demonstration car elle est duale a celle de la proposition 3.2.3. Nous aurons besoin de la notion
duale de la trace ; Ie rejet d'une categorie dans un module. Pour les proprietes elementaires du
rejet on se refere au livre de ANDERSON et RJLLER [1].
Definition 3.2.4 : Soient X, Y e mod A et C une sous-categorie de mod A.
On appelle rejet de X dans Y, Ie sous-module Rejx (Y) = n{Ker f | feHoniA(Y,X)} de Y. De
meme, on appelle Ie rejet de C dans Y, Ie sous-module de Y suivant: Rejc (Y) = n{Ker f
feHomA(Y,X), NeCo}.
Porposition 3.2.5 Soient A une algebre, {Io, Ii,... la} la partition preinjective de A et M un
K-module indecomposable.
Alors les conditions suivantes sont equivalentes :
(1) M est preinjectif
(2) II exile un entier n < oo tel que M e In.
(3) II existe un entier n < oo tel que si f: N —> M est line injection qui n 'est pas une section
alors, M = M'© M" avec M5 e F.
(4) II existe une sous-categorie finie C de ind A telle que si {: N -> M est line injection qui
n 'estpas une section alors, M = M'© M" avec M' isomorphe a un module de C.
(5) II existe un module simple S et un morphisme f: S -^ M tel que f(S) c RCJB(M) ^oz/r tous,
saufun nombrefini de A-modnles indecomposables. D
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3.3 Caracterisation des algebres de representation finie.
Notre principal interet maintenant sera de caracteriser les algebres de representation finie a
partir des partitions postprojectives ou preinjectives de Falgebre. Mais avant d'enoncer cette
caracterisation, nous aurons besoin de quelques notions supplementaires.
Lemme 3.3.1 Soient M G mod A, N G (mod A) \ I (oil n<oo) et un morphisme f :M ^ N.
Alors, Im{e(modA)\ln.
Demonstration : Premierement on remarque que Im f <= mod A. Maintenant supposons que Im f
n'est pas inclus dans (mod A) \ F. Alors il existe B, B' tels que B e add In et Imf=B © B'.
Ainsi P application composee B -> Im f—>-N est un monomorphisme qui n'est pas une section
(car N e (mod A) \ I" ). Mais par la proposition 3.2.5, on a que N contient un facteur direct
dans T. Ainsi, N ^ (mod A) \ T. Cette contradiction implique que Im f <= (mod A) \ In. D
Definition 3.3.2 Soit C une sous-categorie de ind A
On deflnit la dimension de C comme etant SMCC 1(M), la somme des dimensions des modules
dans C, qu 'on notera l(C).
On remarque que la dimension de C est finie si et seulement si C est finie. Ainsi si A est de
representation finie, nous avons que C est de dimension finie. D'autre part, nous avons aussi
que la dimension de Po egale la dimension de AA en tant que A-module.
Proposition 3.3.3 Po est un recoztvrement de (mod A) \ Io si et seulement s 'il n'y a pas de
module pr ojectif-injectif dans mod A.
Demonstration :(Necessite) Supposons qu'il existe un module M e ind A tel que M est
projectifet injectif. Alors Po n'est pas une sous-categorie de (mod A) \ Io. Done, Po n'est pas
un recouvrement de (mod A) \ Io. Contradiction.
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(Sufiisance) On a Ponlo = 0, alors Po est une sous-categorie de (mod A) \ Io. Mais on salt que
PO est un recouvrement de mod A et que (mod A) \ Io c: mod A. Ainsi, Po est un recouvrement
de (mod A) \Io. D
Proposition 3.3.4 S'il existe un module projectif-injectif, alors
l(Po)>l(Po((modA)Mo)).
Demonstration : Posons P = ©Mepo M = AA. Par hypothese, il existe un module projectif-
injectif, alors on a que P ^ X © I avec I dans Io. Ainsi nous pouvons deduire du theoreme 3.2.5,
Rejioo(P) = n {Ker f | feHomACP,N), Ne=Io} ^ 0. Ce qui implique que B = n {Ker f
f€HomA(P,N), Ne ((mod A)\Io)} ^ 0 (car B est inclus dans Rejioo (P)). Ainsi, il existe un
morphisme g : P -> N tel que N est dans (mod A)\IQ et que Im g est isomorphe a P/B. Etant
donne que Po est un recouvrement de (mod A)Vlo, chaque module de (mod A)VEo est Ie quotient
d'une somme directe de copies de P ; et que B c: Ker h pour tout morphisme h :P-»C (ou C est
dans (mod A)\S^). Ainsi, chaque module dans (mod A)Mo est Ie quotient d'une somme directe
de copies de P/B. D'ou ind(P/B) est un recouvrement fini de (mod A)VEo. Puisque B^O, on a
que l(Po) = 1(P) > 1(P/B). Mais Po((mod A)VIo) est un recouvrement minimal de (mod A)Mo et
ind(P/B) est un recouvrement fmi de (mod A)\Io, ainsi Po((mod A)V[o) c ind(P/B). Done, l(Po)
>l(P)>l(Po((modA)\Io)). D
Corollaire 3.3.5
(i) l(Po((mod A)VT)) ^ l(Po((mod A)\T+1)).
De plus, on a egalite si et settlement si Po((mod A)\T) = Po((mod A)Vln+ ).
(u)Si n < oo, alors l(Po((mod A)\In)) > l(Po((mod A)M )) si et seulement si I'intersection
Po((mod A)Mn) n F e^^ 72072 vide.
(iii) Si n < oo, Po((mod A)\F) est un reconvrement minimal de (mod A)\I pour tout k ^n
si et settlement si I'mter section Po((mod A)Vln) n Ik est vide, pour tout n ^ k< oo.
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Demonstration:
(i) Puisque Po((mod A)Mn+l) c Po((mod A)\In), on a que l(Po((mod A)Mn)) est plus grand ou
egal a l(Po((mod A)Vln+ )). Et la deuxieme partie decoule directement de la proposition 3.3.4.
(ii) (Necessite) Soit n<oo, et supposons Po((mod A)\T) n In = 0. Ainsi, Po((mod A)\T+1) =
Po((mod A)\T). Et par (i) on a que l(Po((mod A)Mn)) = l(Po((mod A)\In+1)) et c'est une
contradiction.
(Suf&sance) Par (i) on a Ie resultat directement.
(iii) (Necessite) Soit n<oo. On a par hypothese que Po((mod A)\In) est un recouvrement minimal
de (mod A)Vl pour tout k ^ n. Supposons qu'il existe un entier n ^ m < oo tel que Po((mod
A)\T) n Im ^ 0. Alors par (ii), on a l(Po((mod A)\Ifl)) > l(Po((mod A)\T)). Ce qui implique que
Po((mod A)\T) n'est pas minimal (en tant que recouvrement) pour (mod A)Vln. C'est une
contradiction, done Po((mod A)\T) n Ik = 0 pour tout n ^ k< oo.
(Suffisance) On a par hypothese que Po((mod A)\T) est un recouvrement minimal de (mod
A)\T. Puisque par hypothese Po((mod A)Mn) n In+i = 0, on a done par (ii) que l(Po((mod
A)\T)) ^ l(Po((mod A)\T+1)). Mais par (i), on a l(Po((mod A)Mn)) > l(Po((mod A)VIn+1)). Ainsi,
l(Po((mod A)VT)) = l(Po((mod A)\T+1)). Nous avons ainsi que Po((mod A)Mn) est un
recouvrement minimal de (mod A)VT+ . On obtient Ie resultat par recurrence sur n. D
Nous sommes maintenant prets a enoncer Ie theoreme, du a AUSLANDER et SMAL0 [10]
qui caracterise les algebres de representation finie en termes de classes postprojectives et
premjectives.
Theoreme 3.3.6 Les conditions suivantes sont equivalentes :
(1) A est de representation fmie.
(2)Lo=0
(3) Tout h-module est preinjectif.
(4) Tout module postprojectif est anssi preinjectif.
(2')Poo=0
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(3') Tout A-module est postprojectif.
(4?) Tout module preinjectif est anssi postprojectif.
Demonstration : (1) si et seulement si (2') si et seulement si (3') si et seulement si (4') se
deduira par dualite.
(1) implique (2) On a que ind A est finie, alors toute sous-categorie non-vide de ind A possede
un corecouvrement minimal fini. Et ainsi, Lo = 0.
(2) implique (3) Cela suit de la definition de Lo.
(3) implique (4) On a par definition des partitions postprojectives que add (^i<oo Pi) c mod A.
Et par hypothese mod A c add (^i<ao IQ. D'ou, add (LJi<oo Pi) c add (^Ji<oo Ii).
(4) implique (1) Nous savons que chaque module de Po((modA)Vlk) est Ie quotient d'un
prqjectif de mod A. Lorsque k < oo, on a par Ie theoreme 3.2.3 que ces modules sont
postprqjectifs ; d'ou par hypothese Us sont preinjectifs. Ainsi, nous avons que pour tout entier
n, Po((modA)\T) n (l<Jn<j<oo IQ ^ 0. Done, par Ie corollaire 3.3.5 (iii), il n'existe pas d'entier n
< 00 tel que Po((modA)\T) est un recouvrement minimal de (modA)\I pour tout k ^ n. Ainsi
par Ie corollaire 3.3.5 (i), il existe des entiers n tel que l(Po((modA)\T)) = 0. On peut done en
conclure qu'il existe un entier n tel que ind A = I. D
Maintenant que nous savons que pour une algebre de representation finie, I»= 0 etPoo = 0, on
peut se demander combien y a-t-il de classes postprojectives non-vides (on notera ce nombre
P(A)) et combien de classes preinjectives non-vides (on notera ce nombre I(A)). Une autre
question qui peut se poser, est pour quelles algebres de representation finie les nombres P(A) et
I(A) sont-ils egaux? C'est une question que nous aborderons au cours du chapitre 4.
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3.4 Algorithme (TIgusa-Todorov
Maintenant que nous avons montre que pour une algebre de representation finie, il existe une
partition postprojective et une partition preinjective telles que Poo et I» sont vides, nous
pouvons calculer explicitement et completement ces partitions. II existe dififerent algorithmes
qui calculent ces partitions, mais 1'algorithme qui nous interesse et qui est Ie plus efficace a ete
etabli par IGUSA et TODOROV dans [20].
La demonstration de 1'algorithme d'lgusa-Todorov est longue et est donnee en details dans
[20]. Ainsi, nous nous referons a cet article pour les demonstrations de 1'algorithme et des
propositions contenues dans cette section.
Algorithme 3.4.1
Soit A une k-algebre de representation finie, et {Mi,M2,... Mt} un ensemble complet de
representants des classes d'isomorphisme des A-modules indecomposables.
Etape 1 : On pose H = [dmik HomA(Mi,Mj) ]i<i,jst. C^^fe matrice est appele la matrice-Hom.
Eta^eI: On calcule la matrice inverse M = H~ .
Etape 3 : On construit la matrice No, a partir de la matrice M a laquelle on ajoute une ligne
additionnelle au has de celle-ci, ayant la valeur un (1) dans les colonnes correspondant aux
modules projectifs et zero (0) partout aiHenrs.
Etape 4 : Etant donne N, et les classes PO,PI,...P|-I , on a que P; est formee des modules
indecomposables X ^ PouPi...uPj-i fe/5 qne la ligne inferieure de N) a un coejficient positif
dans la colonne representant Ie module X.
Etape 5 : La matrice N1+1 est obtenue a partir de N1 en eliminant (par dos operations snr les
colonnes) les coefficients non-diagonanx dans les Ugnes correspondants aux elements deV\. D
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lie par 1'ideal I engendre par les cheminsExemple 3.4.2 : Soit un carquois Q :
de longueur 4.
L'algebre kQ/I possede 6 modules indecomposables, void leurs representation :
[10]1
Mi : k2<==> k
[01]
[10]1 0
M2: k<=> k2 Ms: k<==>k
[01] 1
1
M4: k±=>k M5:k±=>0 Mk: 0 ±=^ k
0
Le carquois d'Auslander-Reiten de kQ/I est donne par :
Ml M2
_/~\/'\
Ms •--— --M4 ------Ms/'\ /^\ /
Ms -----Mg --..--M^
ou on identifie Ie module note Ms a droite avec Ie module note Ms a gauche et nous faisons de
meme avec Ie module Ms.
On remarque que Mi etM2 sont des modules projectifs-injectifs et que Ie carquois d'Auslander-
Reiten de kQ/I se trouve sur un cylindre.
Etape 1 :













































Pl = {Ms, M4},
P2={M5,M6}
Done la partition postprojective de Falgebre kQA est donnee par Po, Pi et P;
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Proposition 3.4.3 Soient A une algebre de representation finie et M=(ay)nxn la matrice
construite dans I'agorithme.
i) Si 0 —> L—> N —)- Mi —> 0 est I'application minimale presque scindee a droite de Mi, alors
/ 'element Oy est egal au nombre de facteurs directs isomorphes a Mj dans L moins Ie
nombre defacteurs directs isomorphes a M, dans N (pour toutj^i).
ii) Si 0 —> L->- Mi est I'application minimale presque scindee a droite de Mi, alors I'element
ay est egal a zero moms Ie nombre defacteurs directs jsomorphes a Mj- dans L (pour tout
^•). a
Exemple 3.4.4 : Dans Fexemple precedent les applications minimales presque scindees sont les
morphismes evidents obtenus a partir des suites exactes suivantes :
0 -> M.3 -)> Mi
0 -> M4 ->M.2













Proposition 3.4.5 Soient A line algebre de representation flnie, Mo / 'inverse de la matrice-
Horn el V la derniere ligne de No.
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Alors, V- (Mo) est Ie vecteur des longueurs des ^-modules indecomposables. D
Exemple 3.4.6 : Toujours a partir du meme exemple on a que
V=[l 10000]












Ce chapitre est consacre a 1'etude des extensions triviales de representation finie et au calcul
des partitions postprojectives et preinjectives sur ces algebres. Premierement, nous
caracteriserons les extensions triviales de representation finie en termes d'algebres preinclinees.
Ensuite, nous verrons comment construire Ie carquois d'Auslander-Reiten d'une extension
tnviale a partir du carquois d'Auslander-Reiten d'une algebre preinclinee correspondante. Et
finalement nous donnerons un exemple d'extension triviale de representation finie tel que Ie
nombre de classes de sa partition postprojective et Ie nombre de classes de sa partition
preinjective different.
4.1 Definitions.
Les extensions triviales de representation finie forment une classe importante de 1'ensemble des
algebres auto-injectives de representation finie.
Definition 4.1.1 Soit A une algebre.
L9 extension triviale de PL par son cogenerateur injectif A(DA)A est I'algebre T(A) = A|x DA
qui a comme structure additive celle de A © DA et telle que la multiplication est deftniepar :
(x, f) (y, g) = (xy, xg + fy) pour x, y e A et f, g e DA.
Oil D = Homk ( - ,k) est la dualite tisuelle entre mod A et mod Aop.
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Exemple 4.1.2 : On remarque que 1'extension triviale d'une algebre A peut etre vue comme
etant 1'algebre de matrices suivante :
T(A)={ |^| |aeA,feDA}
Proposition 4.1.3 [2]
T(A) est une algebre auto-injective (c 'est-a-dire, T(A)T(A) est un injectif).
4.2 Classification des extensions triviales de representation finie.
Dans 1'etude des algebres auto-injectives, il est normal de se demander s'il est possible de
caracteriser les algebres A dont les extensions triviales sent de representation finie. C'est un
probleme auquel plusieurs mathematiciens se sont interesses. La reponse a cette question a ete
donnee par HUGUES-WASCHBUSCH [19] et ASSEM-HAPPEL-ROLDAN [6]. Afin
d'etablir la caracterisation des algebres dont les extensions triviales sont de representation finie,
nous utiliserons les algebres inclinees. La theorie de I'inclinaison, introduite par BRENNER et
BUTLER, puis HAPPEL et RENGEL il y a une quinzaine d'annees, generalise la theorie de
Morita. Etant donne une algebre A et un module TA, dit inclinant, on etudie 1'algebre
d'endomorphismes B = End TA de TA. Nous avons que les proprietes de mod B se rapprochent
de celles de mod A. Les algebres inclinees ont ete utilisees dans la classification des algebres
auto-injectives de representation finie. Nous commencerons par dormer la definition de module
inclinant tel que defini par D. HAPPEL et C.M. RINGEL dans [17].
Definition 4.2.1
Un A-module TA est dit inclinant si:
(I)EXUI(TA,TA)=O
(2) La dimension projective de TA est plus petite ou egale a 1.
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(3) II existe une suite exacte courte 0 —> AA—> T A—> TA" -> 0 avec T, T" ^M? sont des sommes
directes defacteurs directs de TA.
On peut montrer (voir [12]) que la condition (3) est equivalente a ce que Ie nombre de facteurs
directs indecomposables non-isomorphes de TA soit egal au nombre de classes d'isomorphismes
de A-modules simples.
Definition 4.2.2
Une algebre H est hereditaire s'il existe un carquoisfini Q tel que H est isomorphe a kQ.
Exemple 4.2.3 :
L'algebreA= k 0 est hereditaire car A ^ kQ avec Q:
k k[
Nous sommes maintenant en mesure de definir les algebres dites preinclinees et inclinees.
Definition 4.2.4
Une k-algebre de dimension finie B est dite preinclinee de type A si:
(1)77 existe uno suite d'algebres Ao, Ai,...Am=B (pu Ao est une algebre hereditaire ay ant A
comme graphe sous-Jacent de son carquois).
(2) II existe une suite de modules inclinants (T^ )o<i<m-i telle que End TAI( ) = Ai+i.
De plus si m < 1, on dira que B ^ une algebre inclinee de type A.
Nous avons maintenant tous les outils necessaires pour caractenser les extensions triviales de
representation finie. Cette caracterisation est Ie resultat de divers travaux ; et pour des details
on se refere aux articles suivants [6, 12, 17 et 18].
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Theoreme 4.2.5 Soft A une algebre.
Alors, les conditions suivantes sont equivalentes :
(1) T(A) est de representation finie et de classe de Cartan A.
(2) T(A) = T(B), oil B est une algebre inclinee de type de Dynkin A.
(3) A est pre-inclinee de type de Dynkin A. D
On dira qu'une extension triviale T(A) est de type A si on a que T(A) est isomorphe a T(B)
(avec B une algebre inclinee de type A). En fait, Ie theoreme 4.2.5 reduit la classification des
extensions triviales de representation finie a celle des algebres inclinees de type de Dynkin.
Dans son article [22], B. ROGGON donne les carquois lies de toutes les algebres inclinees de
type delE6, IE7 etlEs, ainsi nous pouvons constmire les extensions triviales de ces algebres en
etant assure qu'elle sont de representation finie.
4.3 Carquois d'Auslander-Reiten des extensions triviales de representation finie.
Notre but etant de calculer Ie nombre de classes postprqjectives et preinjectives des extensions
triviales de representation finie, a partir de Falgorithme d'lgusa-Todorov; nous nous devons
ainsi de connartre les morphismes entres les modules de ces algebres. Nous avons vu que Ie
carquois d'Auslander-Reiten d'une algebre nous fournit toutes ces informations. Ainsi, il serait
utile de developper une methode pour construire Ie carquois d'Auslander-Reiten d'une
extension triviale de representation finie. On obtient une telle construction a partir du theoreme
deRIEDTMANNpl].
Definition 4.3.1 Un carquois a translation T est la donnee d'un carqnois (To, Fi), d'un
sous-ensemble Lo de Fo et d'une application injective (appele la translation) T : Lo —> Fo,
tels que :
(1) r nepossedepas de boucle, m defleches doubles.
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(2) Pour tout element a dans Lo, nous avons a = (T(a))' et estfini.
De plus on dira qu'un carquois de translation est stable si pour tout sommet a dans To et pour
tout j dans Z on a que TJ(a) est dans Lo. Et on definit sF la partie stable maximale de T comme
etant un sous-carquois stable de T tel qu'il n'existe pas de sous-carquois stable de F qui
contient sF.
Exemple 4.3.2 : a) Soit Q un carquois sans cycle oriente, alors on definit son carquois de
translation associe ZQ = ((ZQ)o, (^Q)i, Lo, T) par
(ZQ)o = Zx Qo = {(n, x) | n eZ, x eQo }
(ZQ)i = { (n, a) |n eZ } u { (n, a)' | n eZ } ou (n, a)' : (n-1, b) -^ (n, a) si a :a->b.
Lo = (ZQ)o et avec la translation T telle que T(n, a) = (n+1, a).
b) Soit Q Ie carquois suivant:
.^Q : 1 ^> 3 alors, ZQ est Ie carquois de translation suivant:
^4
r^(2'2)^, ,^0'2)^^0'2N^ ./•••"•
ZQ : ..... (2, 1)^ (2, 3)^(1, 1)^ (1, 3)^(0,1)^(0,3)^(-1, 1)^>.....
'.....'^(2,4)^' '^('1,4)/'' '\0,4)^' 'SA--
Definition 4.3.3 Soient T, Y' deux carquois a translation, un morphisme f: T —> P de
carquois a translation est un morphisme de carquois qui est compatible avec la translation
(c 'est a dire tel que fz(x) = xf(x) pour tout x dans Lo/
Definition 4.3.4 Soient Y un carquois a translation et G un sous-gj^oupe du gronpe des
automorphismes de T. On dira que G est admissible si chaque orbite de G (c'est a dire,
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chaque ensemble 6(y) = {a(y) | a <=G} y e TQ ) rencontre les ensembles {x} u XT et {x} u x'
en au plus un sommet, et ce quel que soil Ie sommet x dans TQ.
Theoreme 4.3.5 REEDTMANN [21] Soit A une algebre auto-injective de representation
finie. Alors la partie stable du carquois d'Auslander-Reiten sUmod A) = [r(mod A)\{P|P
projectif}] est de la forme ZA/G; avec A de Dynkin et G un groupe d'automorphismes
admissible de ZA.
RIEDTMANN s'est ainsi interessee aux groupes d'automorphismes admissibles de ZA, et elle a
calcule tous ces groupes. Et elle a ainsi remarque que la partie stable du carquois d'Auslander-
Reiten d'une algebre auto-injective de representation finie doit se trouver sur un anneau ou une
bande de Mobius.
Corollaire 4.3.6 Soit T(A) une extension triviale de representation finie de type A alors,
sUmod T(A)) = [F(mod T(A))\{P | fprojectif}] est de laforme ZA/G; avec A de Dynkin et G
un groupe d'automorphismes admissible de ZA.
Etant donne que Ie carquois d'Auslander-Reiten d'une extension triviale T(A) de
representation finie de type A est formee de la partie stable de son carquois d'Auslander-Reiten
et de ses projectifs; il suffit de constmire Ie carquois d'Auslander-Reiten de 1'algebre A
correspondante (dans Ie sens du theoreme 4.2.5) et d'introduire les modules projectifs de T(A)
lorsque leurs radicaux apparaissent dans FA.
Exemple 4.3.7 : Soit un carquois QA : 1 <- 3 -^2. Constmisons Ie carquois d'Auslander-
Reiten de T(A).
[1 0]t [01] [10] [01]t
On a que T(A) == (K2<=± K<=> 0) © (0 <± K <^K2) © (K <^K2 <±K).
[01] t10]t [01]t [10]
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Premierement, on constmit FA a partir des A-modules projectifsjusqu'a ce qu'un radical d'un
facteur direct de T(A)T(A) (en tant que T(A)-module) apparaissent.
100- 01 1u^ ^v
111
001-^ ^110
Nous avons que les vecteurs dimensions 0 1 letl 10 correspondent aux radicaux de deux des
trois facteurs directs indecomposables de T(A). Ainsi, nous inserons deux nouveaux sommets
et une fleche de chaque radical vers Ie nouveau sommet correspondant. Nous obtenons ainsi:
100 01 1^ ^111
001 ^ ^110
Et nous continuous ainsi jusqu'a ce qu'on trouve un automorphisme (c'est a dire qu'on





1 1 1 —3^121
110^ ^001
ou les vecteurs dimensions dans les ovales representent les T(A)-modules projectifs et les deux
rectangles definissent Ie groupe d'automorphismes par lequel nous devons factoriser.
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On voit bien que la partie stable du carquois d'Auslander-Reiten de T(A) (voir la section grise)
correspond a FT(A) saufles projectifs .
4.4 Conjecture et contre-exemple.
Nous nous sommes demande pour quelles algebres de representation finie Ie nombre de classes
de sa partition postprojective est egal au nombre de classes de sa partition preinjective.
Plusieurs resultats ont ete demontres dans Ie but de repondre a cette question, mais la
caracterisation de ces algebres est lom d'etre terminee. Une conjecture a ete emise en 1988,
cette conjecture veut que les nombres P(A) et I(A) soient egaux dans Ie cas ou A est une
extension triviale de representation finie. Nous donnerons dans cette section un exemple
original qui dementira cette conjecture. Mais nous commencerons par enoncer les resultats qui
ont ete obtenus a ce jour, sur cette caractensation.
Les deux resultats suivants nous indiquent que les algebres qui sont "proches" des algebres
hereditaires se comportent bien.
Theoreme 4.4.1 ZACBARIA [24] Soil A une algebre stablement eqnivalente a une algebre
hereditaire de representation finie alors, P(A) = I(A). D
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Theoreme 4.4.2 ROHNES [23] Soit A I'extension triviale d'une algebre hereditaire de
representation fime alors, P(A) = I(A). D
Malheureusement cette egalite n'est pas verifiee pour toutes les algebres. RIEDTMANN [21] a
donne un exemple d'algebre auto-injective de representation finie tel qu'il y a inegalite.
D'autres inegalites ont ete etablies par ASSEM et IWANAGA [6] et ROHNES [23] pour les
algebres inclinees et par ROHNES [23] pour les algebres ^-hereditaires et 1-Gorenstein.
D'autres resultats ont ete etablis dans Ie but de foumir des bomes supeneures aux nombres
P(A)etI(A).
Theoreme 4.4.3 RGEDTMANN [21] SoU A une algebre de representation finie, alors Ie
nombre P(A) n'excede pas la longuenr maximale d'une chame non-nulle de morphismes
irreductibles d'unprojectifindecomposable a son socle. D
Theoreme 4.4.4 ASSEM-IWANAGA [7] Soil A une algebre preinclinee de type Dynkin A et
de representation finie alors, P(A) ^ mA - 1 et I(A) ^ mA - 1
avec mA, = n, mu_ = 2n - 3, m^ =11, ma^ = 17 e^ mp^ = 29. D
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Contre-exemple 4.4.5 [J. Castonguay]
On considere 1'algebre A = kQ/I ou son carquois lie (QA, IA) est Ie suivant :
QA: 1-^-»2—L>3 lA=<ap-y5>
4 ^4-5^5 ^6
On remarque en calculant Ie carquois d'Auslander-Reiten de A = kQ/I que cette algebre est
inclinee de type £5 etlque P(A) ^ I(A). Done, Ie theoreme 4.2.5 nous assure que 1'extension
triviale T(A) de A est de representation finie de classe de Cartan E6. l^e carquois lie de




ou on identifie les deux points (1) encadres.
TT 5-^6'
et IT(A) est 1'ideal engendre par 1'ensemble de relations {a|»i-5r|, Py-^s, apya, Pyap, PyaH,
y5, yap., yapy, T^^sa, ^X85r|, Xsap, ?isa|j-^, sap, socp^s}.
En considerant cette extension triviale de representation finie, on calcule facilement par
1'algorithme d'lgusa-Todorov ses partitions postprojectives et preinjectives; et on se rend
compte que P(T(A)) = 11 et I(T(A)) = 10. Ce qui contredit la conjecture emise au debut de
cette section.
Cette algebre possede 72 modules indecomposables que nous indexerons a 1'aide de numeros
(1 a 72). Voici les representations correspondant aux T(A)-modules indecomposables.
1: |k2|[10^k 1^ k[01^|k-
[10^ ^1 [0 ^
k-L->k-L>k'
2 : [k] [Pl], k2 [1 Qjtk 1 ^
i ^r ^
0—>k—>k
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[i 4 to ^
k—> k—-> k2o ~ [l 6]
29: LOJ_>k-^->k.
1 ^[10]
[11] ^ [1 0]t
30: Ud-^ k—L> k-i^U
(4 i[l 0] /?
k TTij k[Tojt k
31 : I 0|—> k—>0
I ^ /
k-y^k
32: |k][l^k2[lljt1c 0 Q










35: Eil^ k2-[yitk_0^ K
i j[10] ^
k—»k-y>k'



















42: |k2jBJi; k-°-> kIL^|k2






44: llZj-Il^ k-^> k-CUU






46: IjZj-U-tf k-0-> k-I
i io [i oi
k^->k
47: [Ft 1 . k—> 0
1 i°
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64 : l0j—> k
65: |k U^ k.
1 i /'








68: 10 I_^ 0_^ O_^0
















Avec cette numerotation, les partitions postprojectives et preinjectives de T(A) sont donnees
respectivement par :
Po = {1, 2, 3,4,5, 6} ?6 = {44, 46, 48,49,50,52,55}
Pi = {7, 8, 9, 10, 11, 12} Py= {13, 54,56, 57, 58, 59, 60, 66}
?2= {14, 16, 18, 20,22, 23} Ps= {31, 61, 62, 63, 64, 65, 67}
Ps = {15, 24, 26, 27,30, 32} PS = {21,51,68,69,70}
?4 = {17, 25, 28, 29,34, 35, 38, 40, 42, 43} Pio = {19, 71}
Ps ={33, 36, 37, 39, 41, 45,47, 53} Pi = {72}
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Io = {1, 2, 3, 4, 5, 6} Is = {63, 61, 18, 43, 22,39, 37,36, 49}
Ii = {53, 7, 60, 66, 62, 40} Iy = {48, 29, 38, 24, 8, 10,58}
l2 = {30, 59,55, 44, 52,35} Is = {72, 21, 65, 23, 67, 27, 15}
Is = {32, 33,45, 41, 46, 16} Ig = {71, 19, 54}
l4={64, 11, 20, 47, 42, 28, 25, 34, 31, 14, 56} Iio= {70, 51, 68}
Is = {57, 50, 12, 13, 26, 17,9,69}
Le carquois d'Auslander-Reiten de T(A) est donne a la page suivante.
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12 13 70 66
/aa\
10 17 47 58 68
\./~\/"\7"\/"\y"\./"\/"\/"\./
14: 31: 55, 65: 18, 28: 46; 63: (^1 71:
72 40
. L _65, 18, 28, 4 , 63, ^ 71, 30,
» 7"\ /\ /~\,/"\,7"\_/"\,/"'\__7"'>?><'\_/"\_
,50 ^56-^ 32 ^34-^ 33 :^51-^54-^67-^24-^43-^26-^42-^41 ^48-^59-^62—^69—»11—> 16—^15—^29'\:/"\7~\yv/-\y~\y\;y"\:7"
"yi\ "35. "52, _23, 22, 25, "44; "61;
/\ /~\ /~\_/~\_/~\_/~\./\__/"\_
49 64 53 7 8 21 45 60 9









Sur ce carquois on identifie Ie s modules qui s out dans 1'etlipse de droite a leurs modules correspondant dans I'ellipse
de gauche. De plus. Ie s nombres encadres indiquentles modules projectifs-mjectifs.
CONCLUSION
Le but de ce memoire etait de confirmer ou d'infirmer une conjecture selon laquelle Ie nombre
de classes postprojectives d'une extension tnviale de representation fmie est egal au nombre de
classes preinjectives de cette meme algebre. Pour ce faire, nous avons introduit quelques
notions propres a la theorie des representations et des concepts relies aux partitions
postprojectives et preinjectives. Finalement nous avons contredit cette conjecture, en
construisant une extension triviale de representation finie telle que son nombre de classes
postprojectives differe de son nombre de classes preinjectives.
Nous avons ainsi etudie une autre possibilite en vue de caracteriser les algebres (A) de
representation finie telle que P(A) = I(A). Mais plusieurs questions reliees a ce probleme
demeurent. Une de ces questions est: « Pour quelles extensions triviales (T(A)) de
representation fmie avons-nous P(T(A)) = I(T(A)) ? ». En etudiant 1'article de ROBOTS [23],
on voit qu'elle a demontre que pour toute extension triviale T(H) d'une algebre hereditaire H
de representation finie, nous avons P(T(H)) = I(T(H)). Ce qui nous amene a emettre la
conjecture smvante:
Conjecture 1 : SoU T(A) ime extension triviale de representation fmie.
Alors
P(T(A)) = I(T(A)) si et seulement si T(A) ^ T(H) avec H hereditaire.
Une autre interrogation nous vient a 1'esprit en remarquant que Ie contre-exemple (construit a
la section 4.4.5), est tel que P(A) ^ I(A) et P(T(A)) ^ I(T(A)) : « Est-ce que pour toutes les
extensions triviales de representation finie telle que P(T(A)) ^ I(T(A)), nous avons P(A) ^ I(A),
et vice-versa. Ce qui nous conduit a produire une deuxieme conjecture :
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Conjecture 2 : Soit A une algebre telle que T(A) soil de representation finie.
Alors
P(T(A)) ^ I(T(A)) si et seulement si P(B) ^ I(B) pour tout B telle que T(B) s T(A).
Comme nous venons de Ie constater, il reste encore beaucoup de travail a faire avant d'amver a
une caracterisation complete des algebres pour lesquelles il y a egalite entre Ie nombre de
classes postprojectives et Ie nombre de classes preinjectives. Et ce meme dans Ie cas des
extensions triviales de representation finie.
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