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Abstract
Oﬀshore wind power has been a major focus in the renewable energy development in recent years, due to better wind speeds and
wind energy are available oﬀshore. Since the development (construction and grid connection) of oﬀshore windfarms is relatively
more expensive in nature, careful planning and design are needed to maximise the beneﬁts of the oﬀshore wind projects. Opti-
misation with only one operational state is not suﬃcient in grid design as the state of power system is not stationary due to the
ﬂuctuations of the wind power and power consumption. Eventually this leads to the ﬂuctuation of the base load power generations.
To account for this variability, the optimisation has to be done with many operational states. Historical data of power consumption
at each load centre and simulation data of wind power have to be used to describe the system states. Ideally, the complete set of
data should be used to describe the power system states but this could also lead to unsolvable case as there are too many unknowns
involved in the calculation. To keep the number of states as low as possible to reduce the computation time, selection of smaller
number of samples that can represent the whole data set has to be carried out. This involves detail studies of the statistical distri-
butions of the data. This study is therefore dedicated to develop a procedure for selecting a set of statistically sound samples to
represent the entire data set for grid design purposes.
c© 2015 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of SINTEF Energi AS.
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1. Introduction
Driven by political wills and out of environmental concerns, the activity in renewable energy development has
increased substantially in recent years and is expected to grow exponentially in the near future. Due to higher wind
speeds are available oﬀshore, scientists and engineers have been considering to build more oﬀshore wind-farms to
tap more renewable energy from the nature. According to the data provided in [1], it is estimated that a total of 97
windfarms will be in operation within the Baltic Sea region by year 2030, with a total installed capacity of 27 GW. The
penetration of increasingly large amount of wind power into power grids may pose a challenge to power system plan-
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ning and operation. As the development of oﬀshore windfarms is relatively more expensive than onshore windfarms,
careful planning and design are needed to ensure the total beneﬁt the oﬀshore project will bring is maximised.
As the state of power system is always changing due to the dynamic of the power consumption coupled with the
stochastic nature of the wind power generation, designing an oﬀshore grid with only one operational state is obviously
inappropriate. Wind power data and power consumption data that reﬂect the variability of the system states are needed
to get a more practical design. Ideally, the complete set of data should be used to describe the power system states but
this could also lead to unsolvable case as there are too many unknowns involved in the calculation. To keep the number
of states as low as possible to reduce the computation time, selection of smaller number of samples that can represent
the whole data set has to be carried out. This involves the detail studies of the statistical distributions of the data.
Figure 1 shows the probability distribution functions (PDF) of energy consumption of Germany and Estonia. Both the
energy consumption data were obtained by using the historical data and scaled to meet the expected annual demand
of each country at the point of interest in time (in this study year 2030 has been chosen). Historical hourly data from
2010 to 2013, obtained from the European Network of Transmission System Operator for Electricity (ENTSO-E),
have been used to generate the energy consumption data. Note that both load consumption distributions are multi-
modal. For a variable which is multi-modal (has more than one peak), the conventional parametric statistical method
which assumes a known distribution (Gaussian, Poisson, etc.) is no longer appropriate to describe the variable. Non-
parametric methods are more suitable to be used in this case as those methods use only data to obtain the underlying
statistical properties of the data [2]. The work described in this is dedicated to develop a sampling procedure to obtain
a set of samples out of a design variable (power consumption or wind power in this case), which is small in size but
still retains the statistical properties of the original data. The rest of the paper is organised in the following manner :
Section 2 describes the proposed method, alongside with some existing methods in section 3, and their performance
comparisons in section 4. Last but not least, some conclusions are presented in section 5.
2. Methodology
2.1. Kernel Density Estimation
Kernel Density Estimation (KDE) is a non-parametric statistical method to estimate the PDF of a random variable.
For a univariate case with n data, X = [X1, X2, . . . , Xn], the probability density at point x, f (x), is deﬁned as
f (x) =
1
nh
n∑
i=1
K
( x − Xi
h
)
(1)
where K (·) is the kernel function and h is called the bandwidth [3] or window width [4]. The kernel function chosen
for this study is the Gaussian kernel, with uˆ = (x − Xi) /h
K (uˆ) =
1√
2π
exp
(
−1
2
uˆ2
)
(2)
Scott’s rule [5] is used to determine the bandwidth for the respective data with standard deviation σ˜:
h =
(
4σ˜5
3n
) 1
5
(3)
2.2. Genetic Algorithm
Genetic Algorithm (GA) [6] was used to select the desired number of samples (n) from the data. In GA, a string of n
samples is called an individual (or chromosome) and each sample data an individual holds is called a gene. GA works
by generating a number of individuals, make them “interact” with each other, and allow them to “evolve” through a
number of “generations”. To better explain the working principle of GA, the general procedure of GA to select the
samples is listed as follows:
 Vin Cent Tai and Kjetil Uhlen /  Energy Procedia  80 ( 2015 )  365 – 375 367
0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11
Power Consumption [TW]
0
5
10
15
20
25
30
35
P
ro
b
ab
ili
ty
D
en
si
ty
data PDF
data histogram
(a) Germany
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025
Power Consumption [TW]
0
200
400
600
800
1000
1200
1400
1600
P
ro
b
ab
ili
ty
D
en
si
ty
data PDF
data histogram
(b) Estonia
Fig. 1: Historical load consumption of (a) Germany and (b) Estonia. The blue curves are the PDFs obtained with KDE, overlapping the grey shaded
histograms of the data.
1. Generate initial population. This produces a pool of m individuals.
2. Evaluate each individual and rank their ﬁtness. The individual that best describes the original PDF ranks the
highest in the population and so on.
3. Check stopping criteria. Stop if the maximum generation has achieved or the sample PDF is the same as the data
PDF.
4. Generate new population:
i Selection - Select two individuals from the population based on Roulette wheel selection. Individuals with
higher ranks have higher chance to be selected.
ii Crossover - Randomly select a point along the length of the individual and swap the genes of the two
individuals after that point. These two new individuals (“oﬀspring”) now inherited the genes from their
“parents”. The chance the “parents” perform this procedure is determined by the pre-determined crossover
rate.
iii Mutation - Randomly select a gene in each oﬀspring and replace it with a value from the original data. The
chance an oﬀspring to perform this procedure is based on a pre-set mutation rate.
iv Repeat i to iii until a pool of m individuals is created.
5. Go to procedure 2.
The objective function L used to evaluate the ﬁtness of the individuals is the total mismatch between the original
data PDF, fˆ , and the sample PDF, f . Given a pre-deﬁned p number of points x =
[
x1, x2, . . . , xp
]
, the objective
function L becomes
L = 1
Δxmin
p∑
i=1
(∣∣∣∣ fˆ (xi) − f (xi)
∣∣∣∣
)
(4)
Where Δxmin is the minimum diﬀerence between the adjacent samples when x is sorted in ascending order. The
term 1/Δxmin in L is used to control x such that the sample range that x covers is as wide as possible. The calculations
of fˆ and f are as outlined in section 2.1.
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3. Reference Solutions
3.1. Rejection Sampling
Rejection sampling algorithm is a universal sampling method based on the Monte-Carlo method [7]. This method
works by generating samples from the targeted PDF (the data PDF), fˆ (x) by using a reference PDF, k · fr(x) that
envelops it. The sample x is accepted based on the probability of u < fˆ (x)/
[
k · fr(x)], where u is sampled from
the uniform distribution U[0, 1]. For the sake of clarity, the algorithm of this sampling method is reiterated here, as
follows :
1. Set number of iteration N
2. Set scaling factor k such that k · fr(x) envelops fˆ (x)
3. Set iteration i = 0
4. while i < N, do :
i Generate a sample x from fr(x)
ii Draw u from U[0, 1]
iii Accept x if u < fˆ (x)/
[
k · fr(x)] and reject otherwise
iv Update i = i + 1
In this paper, uniform distribution has been selected to make fr(x). There are several extensions of this sampling
method, such as Adaptive Rejection Sampling described in [8] and [7]. Discussions on these methods are beyond the
scope of this paper.
3.2. Simple Random Sampling
Simple random sampling is a basic type of sampling technique. This method works with the rule that every sample
in the whole data set has the same probability of being chosen in the sampling process. In this study, sampling without
replacement has been used.
3.3. Other Sampling Methods
In grid design, wind power as well as other variable power generations such as solar power, and load consump-
tions are independent to each other. Therefore, sampling methods for multivariate statistics such as Latin Hypercube
Sampling [9] and Orthogonal Sampling [10] are not discussed in this paper.
4. Results and Discussions
Figures 2, 3 and 4 show the PDFs and CDFs (cumulative density functions) for 40, 62 and 112 samples obtained
with each sampling method, respectively, alongside with the PDF and CDF of the original data. Only the results for
the power consumption data of Germany are presented and discussed in this section.
Statistical hypothesis tests were used to determine whether to accept or reject the sample data. The hypothesis of
the tests is as follows :
H0 : f = fˆ , H1 : f  fˆ (5)
The null hypothesis is true if the p−value > α, where α = 0.05 is the level of signiﬁcance of the test. The p−value
of Kolmogorov – Smirnov goodness of ﬁt test (K − S test) [11] and chi-square goodness of ﬁt test (χ2 test) [12] of the
samples produced by diﬀerent sampling methods are also presented.
 Vin Cent Tai and Kjetil Uhlen /  Energy Procedia  80 ( 2015 )  365 – 375 369
0.02 0.04 0.06 0.08 0.10 0.12
Power Consumption [TW]
0
5
10
15
20
25
30
35
P
ro
b
ab
ili
ty
D
en
si
ty
data PDF
sample data
sample PDF
data histogram
0.02 0.04 0.06 0.08 0.10 0.12
Power Consumption [TW]
0.0
0.2
0.4
0.6
0.8
1.0
C
u
m
u
la
ti
ve
D
en
si
ty
data CDF
sample data
sample CDF
(a) GA-KDE Sampling. p − value of K − S test is 0.92 and p − value of χ2 test is 1.0.
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(b) Rejection Sampling. p − value of K − S test is 0.97 and p − value of χ2 test is 0.98.
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(c) Simple Random Sampling. p − value of K − S test is 0.74 and p − value of χ2 test is 0.98.
Fig. 2: Comparison of 40 samples obtained with diﬀerent methods.
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(a) GA-KDE Sampling. p − value of K − S test is 0.93 and p − value of χ2 test is 1.0.
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(b) Rejection Sampling. p − value of K − S test is 0.69 and p − value of χ2 test is 1.0.
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(c) Simple Random Sampling. The p − values of K − S test and χ2 test are 0.87 and 0.91, respectively.
Fig. 3: Comparison of 62 samples obtained with diﬀerent methods.
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(a) GA-KDE Sampling. p − value of K − S test is 0.91 and p − value of χ2 test is 1.0.
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(b) Rejection Sampling. p − value of K − S test is 0.90 and p − value of χ2 test is 1.0.
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(c) Simple Random Sampling. p − value of K − S test is 0.81 and p − value of χ2 test is 1.0.
Fig. 4: Comparison of 112 samples obtained with diﬀerent methods.
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In all of the selected results presented in Figures 2 - 4, both the goodness of ﬁt tests gave high p−values, suggesting
that all sample distributions do not deviate signiﬁcantly from the original data. However, the p − values do not give
information on how reliable the samples are (p − value = 0.9 is not necessarily better than p − value = 0.7). One
extreme example is shown in Figure 3(c). The 62-sample data obtained with simple random sampling is uni-modal,
but both K − S and χ2 tests accepted the null hypothesis with p − values 0.87 and 0.91, respectively. The use of this
sample data as design input is questionable.
For data that has two tails (low probability at both ends of the PDF), the probability of the upper and lower bounds
of the data to get selected during the sampling process is low. Yet, these two parameters are very important to
generating a good design. Therefore, they have to be included into the samples after the sampling procedure.
The following grid design scenario has been used to investigate the eﬀectiveness of each sampling methods :
1. Two load centres, D1 and D2, located at (53.00oN, 12.00oE) and (59.44oN, 24.75oE), respectively.
2. The load consumption patterns of D1 and D2 are the same as the patterns of Germany and Estonia, respectively.
3. Each load centre is connected to a substation, which serve as the connection point between the load centres and/or
windfarms. S 1 at (54.11oN, 12.21oE) is connected to D1, and S 2 at (58.75oN, 23.91oE) is connected to D2. The
capacity between the substations and the load centres is unlimited.
4. Two windfarms, W1 and W2, located at (54.89oN, 12.81oE) and (58.67oN, 23.23oE), respectively.
5. The two windfarms produce constant power, with W1 produces 4000 MW and W2 produces 1000 MW.
6. The power prices of D1 and D2 are constant at 50 EUR/MWh and 30 EUR/MWh, respectively.
The objective of this design scenario was to investigate how the selected samples from each sampling method
aﬀect the total cost of investment. Therefore, item 5 and item 6 were set to be constant. Grid optimisation tool called
NetOp [13] was used to carry out the grid design procedure. The tool modelled the grid as a simple transportation
problem and the optimisation problem was formulated in standard Mixed Integer Linear Programming problem, with
the objective to minimise the total grid investment cost that consisted of linear functions of 1) node costs (AC and DC
nodes), 2) generation costs described in net present value (NPV) function, and 3) branch costs described by power
capacity, loss factor and cost parameters which represent investment, installation and operation and maintenance costs.
Four branch types considered in this study were AC cable, DC point to point cable (DC-direct), DC cable for meshed
grids (DC-mesh), and AC/DC converter. The values of the aforementioned cost parameters were the same as presented
in [14].
With the same number of samples p, the sample values [x1, x2, . . . , xp] the sample set x contains are diﬀerent at
each sampling instance and hence give diﬀerent optimisation results. For each sampling method, nine diﬀerent sample
sets x were obtained for each p, which p from 40 to 300 samples with an incremental interval of 20 samples. The
results of how the sample sets aﬀect the total cost of grid investment are presented in Figure 5. It is noticeable that the
proposed method gives a smaller band of total investment cost. The values are almost constant at 280 billion Euros,
even with only 40 sample data. For simple random sampling and rejection sampling methods, the bands of solution
for 40 samples are in between 268 - 290 billion Euros. The bands converge to 280 billion Euros as the number of
samples increases. However, the solution bands of the two methods are still larger than the proposed method with 300
samples. The resultant grid topology is presented in Figure 6. The grid topology did not change for all sample sets.
This is due to the constant wind power productions set for the design scenario. Therefore, what left to inﬂuence the
total grid investment cost was the total cost of power generation at each load centre.
In this paper, the power prices were set to be constants. This eliminates the dependencies of the variable to the
other variables (power consumptions and wind power generations). In practical design implementation, these depen-
dencies cannot be ignored if power prices are used to represent the generation mix in each load centre. Multivariate
sampling methods such as latin hypercube sampling and orthogonal sampling are more suitable than the proposed
method. However, such methods suﬀer from a phenomenon known as the curse of dimensionality [15], in which the
sample space increases exponentially as the number of variables that inﬂuence each other increases. Another way that
circumvents this problem is by modelling the generation mix with multiple onshore generators with diﬀerent capac-
ities and marginal costs [16]. This decouples the dependencies of each variable to another and makes the proposed
method applicable.
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(b) Rejection Sampling
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(c) Simple Random Sampling
Fig. 5: Comparison of total cost of grid investment obtained with diﬀerent diﬀenrent sampling methods.
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Fig. 6: Resultant grid topology for the grid design scenario. Substation S 3 was generated by NetOp to connect windfarm W2 with substation S 1.
The power consumption at D2 was supported only by its own onshore power generators.
5. Conclusions
A sampling procedure based on genetic algorithm and kernel density estimation has been presented. The proposed
method was able to select a small number of data which possess the statistical properties similar to the original data.
The sample size is signiﬁcantly smaller than the sample size obtained by simple random sampling and rejection
sampling methods. The performance of the samples obtained with the proposed method compared with rejection
sampling and simple random sampling methods have also been presented. The results showed that the total cost of
grid investment is relatively constant about 280 billion Euros as the number of samples increases with the proposed
sampling method. With the other two sampling methods, the solution bands of the total cost of grid investment are
large with small sample sizes, and converging to about 280 billion Euros when the sample size increases. Translating
to grid design perspective, this reduction in sample size with the proposed method could reduce the computation time
and resources in a signiﬁcant way.
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