A theorem of Choi [3] asserts that any completely positive map can be characterized in terms of its Kraus operators:
are m × n matrices such that (1) Φ(X) =
for all X ∈ M n (C). The Kraus operators of a completely positive map are not necessarily unique. In order to state Choi's theorem, we need to define the Choi matrix of a completely positive map. E ij ⊗ Φ(E ij ).
Theorem 1 (Choi). A map Φ : M n (C) → M m (C) is completely positive if and only if its Choi matrix is positive semidefinite.
Moreover, if we letv i ∈ C nm be a set of orthonormal eigenvectors for C Φ with associated eigenvalues λ i = 0, and define
where v ij ∈ C n , then a set of Kraus operators for Φ is
where
v ij e * j .
See [3] for Choi's proof of this. The relationship between the eigenvectors of C Φ and the Kraus operators of Φ is an instance of the Choi-Jamiolkowski isomorphism:
Definition 3. Let A, B ∈ M n (C) and let a, b be their representations as vectors in the space C n 2 ≃ M n (C), using the standard ordered basis
; that is, their vectorizations: a = vec(A), b = vec(B). The Choi-Jamiolkowski isomorphism is the linear involution on M n 2 sending B ⊗ A to ab * .
The fact that this map is indeed an involution is easy to see from the fact that ab * and B ⊗ A clearly have the same entries, and thus must be related by some permutation of their entries. A simple computation shows that this permutation is in fact an involution. The Choi-Jamiolkowski isomorphism interchanges between the representing map of Φ, T Φ (see Equation 22 in the next section), and the Choi matrix of Φ, C Φ ; and it interchanges between rank one matrices ab * and pure tensor products B ⊗ A. Any completely positive map Φ : M n (C) → M m (C) has an adjoint map Φ † : M m (C) → M n (C), defined through the trace inner product:
(2) Tr(Φ(X) * Y ) = Tr(X * Φ † (Y )).
Writing Φ(X) = p i=1 K i XK * i it is easy to see that
Complements of CP Maps. A completely positive map is tracepreserving if (4) Tr(Φ(X)) = Tr(X)
for all X ∈ M n (C). This is easily seen to be equivalent to the condition that
Notice that such a map is necessarily the adjoint of a unital completelypositive map: one for which
The Stinespring dilation theorem, [21] , characterizes trace-preserving completely positive maps as follows:
is a trace-preserving completely positive map, there exists an integer p ≤ nm and a unitary U on C n ⊗ C p such that
The theorem follows from the fact that
are Kraus operators for Φ, is an isometry, and so can be completed to a unitary
Tracing out the second system results in Φ(X).
Definition 4. Given a trace-preserving completely positive map Φ :
the complementary channel Φ C is the channel defined by
Clearly Φ C has domain M n (C) and codomain M p (C).
From Equation 9
, it is easy to see that
It is easy to see that if Φ is trace-preserving, so is Φ C :
Our notion of complementarity is the one used in [12] , deriving ultimately from [8] .
Even if Φ is not trace-preserving, and thus not subject to the Stinespring theorem, we may still use Equation 10 to define a complementary channel.
Then the Kraus operators of Φ
C can be chosen to be
given by
Proof. This is easiest to see from the Stinespring dilation. Let Φ have Stinespring dilation as in 9. Let S : C n ⊗ C k be the unitary that interchanges tensor factors:
so a set of Kraus operators for Φ C can be found by looking at the first block-column of the unitary matrix SU. This first row of U is
1.3. The Operator System of a Completely Positive Map.
Definition 5. An operator system is a subspace S ⊆ M n (C) that contains the identity and is closed under * .
The book [18] is a good reference for more on operator spaces. To each trace-preserving completely positive map Φ :
we can assign an operator system S Φ as follows:
Let Φ C be the complementary channel to Φ, and let Φ C † be the adjoint of the complement. Then (20) for all X ∈ M n (C), 1 ≤ i, j ≤ m, where we used Equation 10 to go to the second line. Hence
1.4. Uncertainty Principle for CP Maps. Since a completely positive map Φ : M n (C) → M m (C) is a linear map on the vector space of n × n matrices, it can be represented by an n 2 × n 2 matrix acting on the vector space M n (C) with ordered basis {E ij } n n i=1,j=1 . It is an easy computation that multiplication of the standard basis for M n (C) by the matrix A has representation L A = I ⊗ A, and multiplication on the right is represented by R A = A T ⊗ I. Then the representing matrix of Φ, T Φ is given by
We will make use of the following lemma in our proof of the main theorem:
Proof. 
and so
Taking the trace yields
Comparing Equation 27 to Equation 29 yields the desired equality.
We are now in a position to prove our main theorem:
and complementary channel Φ C . Then
Proof. This is an easy consequence of Lemmas 1 and 2 applied to the matrix T Φ . By Lemma 1,
and using Lemma 2 to substitute in for Tr(
Doing the same for Φ C gives
Φ C 2 and multiplying Inequalities 31 and 32 together gives the result.
Unital Channels and Examples
An important class of completely positive maps are the unital maps, those satisfying
If a completely positive map Φ : M n (C) → M m (C) is both tracepreserving and unital, then Φ is necessarily a contraction. The proof, which we present for the sake of completeness, can be found in [18] .
Proof. Let Φ be unital, completely positive, and trace-preserving. Let
for a ∈ M n (C). Clearly A is positive, and since Φ is completely positive,
is positive as well. A Schur complement argument shows that
Taking traces of Equation 34 and using the fact that Φ is trace-preserving
Proof. This is a straightforward calculation:
Proof. Again, this is straightforward:
completely positive map that is both unital and trace-preserving then
Proof. The proof is simply a combination of the fact that Φ(I) 2 HS = n if Φ is unital, the fact that a unital and trace-preserving map is a contraction, and Lemmas 3 and 4.
We now present some interesting examples of channels satisfying this.
Unitary Adjunction Channels
Φ(X) = UXU * for some unitary matrix U. Clearly Φ is invertible, so rank(Φ) = n 2 . Further, Φ C (X) = Tr(X), and obviously has rank(Φ C ) = 1. In this case,
This is a simple example of the case where equality is achieved.
2.2. Rank One Channels. Let Φ : M n (C) → M m (C) be tracepreserving and rank-one: Φ(X) = Tr(X)ρ 0 for some fixed ρ 0 with trace 1. The Choi matrix for such a channel is
and is positive if and only if ρ 0 ≥ 0. Let
be a set of orthonormal eigenvectors corresponding to non-zero eigenvalues of ρ 0 . Then a set of eigenvectors of
. A set of Kraus operators for this channel is then
.
The rank of Φ C is equal to the rank of Φ C † which is in turn the dimension of the operator system
Fix j, and consider
Again, in this case, equality is achieved.
2.3. Schur Product Channels. Let Φ : M n (C) → M n (C) be a Schur product channel: Φ(X) = C • X where • denotes the entry-wise Schur product of two matrices, and C is a positive semidefinite matrix. Φ is trace-preserving if and only if C has all 1s down its diagonal, in which case Φ is also automatically unital. A positive semidefinite matrix with 1s down the diagonal is called a correlation matrix. Denote an orthonormal set of eigenvectors for C byv i , so that
Then it is well-known that the Kraus operators for Φ can be chosen to be diagonal matrices,
If V is the matrix whose i th column is v i , let w i ∈ C m be the vector whose adjoint is the i th row of V , for 1 ≤ i ≤ n. Then V V * = C and C ij = w * i w j .
By Proposition 1 the Kraus operators for Φ
C are L i = w i e * i , and so the Kraus operators for
The matrix representing the channel Φ C † is then
Ignoring the rows with only zero entries, the rank of T Φ C † , and hence of Φ C † , is equal to the rank of
However,
Hence T T * = C • C, and so
Observe that the rank of Φ is equal to the number of non-zero entries in C. This is of course the same as the number of non-zero entries of C • C. Denote this number by N(C • C). C • C is a positive semidefinite matrix all of whose entries are nonnegative and real, so
Lemma 5. Let A be a positive semidefinite matrix.
See [6] [20] for other uses of this lemma in relating the rank to the structure of a positive semidefinite matrix. For convenience, we provide a simple proof, from [6] .
Proof. Suppose A has rank k, with non-zero eigenvalues
. By the CauchySchwarz inequality
Since C is a correlation matrix, Tr(C • C) = n, so invoking Lemma 5 we have
Finally, we appeal to the fact that N(C • C) = rank(Φ) and
Although equality is not always achieved in the Schur product case, we can characterize the cases for which it is the case. This will occur whenever all eigenvalues of C • C are either 0 or n rank(C)
Doubly Stochastic Matrices
It is well-known that unital, trace-preserving completely positive maps are in some ways analogous to doubly stochastic matrices. Recall that a doubly stochastic (DS) matrix D is a real n × n matrix such that d ij ≥ 0 for all i, j ∈ n and (65)
Note that Equation 65 immediately implies that
There are many interesting connections between doubly stochastic matrices and unital, trace-preserving completely positive maps. In fact, completely positive maps that are both unital and trace-preserving are sometimes called doubly stochastic. If e is the all 1s vector in R n , then a matrix D ∈ M n (R) with positive entries is doubly stochastic if and only if
De = e and e * D = e * .
Analogously, if T Φ is the representing matrix for a completely positive map Φ, and E is the vectorization of the identity matrix, Φ is unital and trace-preserving if and only if
It has also been observed by Chruściński in [5] that if Φ is a tracepreserving and unital completely positive map, the matrix D Φ defined by
Notice that the i th column of D Φ is the diagonal of Φ(E ii ), and so the columns of D Φ appear down the diagonal of the Choi matrix, C Φ . Properties of this doubly stochastic matrix may sometimes be related to properties of Φ. Proof. Let T Φ be the matrix representation of Φ, with singular value decomposition
By the Choi-Jamiolkowski isomorphism, this implies that the Choi matrix C Φ can be written as
where U i and V i are matrices whose representation as vectors in the vector space C n×n ≃ M n (C) are u i and v i respectively. Letû i be the diagonal of U i andv i be the diagonal of V i . Then the diagonal of C Φ is equal to
Making use of the isomorphism v ⊗ w ↔ vw * , we obtain that
and so clearly the rank of D Φ can be no bigger than the rank of Φ.
In light of this relationship between unital, trace-preserving completely positive maps and doubly stochastic matrices, and the relation between their ranks, as in Theorem 4, it is interesting to note that we can obtain the following bound on the rank of a doubly stochastic matrix.
Theorem 5. Let D be an n × n doubly stochastic matrix, with rank r and number of non-zero entries N. Then
Proof. By the Perron-Frobenius theorem, D is a contraction, and hence for every singular value σ i of D we have
See, for example, [17] . Then it is clear that
We now seek to minimize Tr(DD
ij subject to the constraint in Equation 66. If we define the set Z D := {(i, j) : i, j ∈ n , d ij = 0} ⊆ n × n , with set theoretic complement Z in n × n then |Z D | = N, and the expression we seek to optimize becomes
and we minimize this subject to (77)
Using, for example, Lagrange multipliers, it is clear that the minimum occurs when all non-zero d ij are equal:
and combining Equations 79 and 73 we obtain (80) n 2 ≤ Nr.
Quantum Information
Completely positive maps have been extensively studied in part because of their connection to the theory of quantum information. A quantum channel is a map that preserves quantum states; mathematically, quantum channels are trace-preserving completely positive maps, an idea going back to [11] . A quantum channel is said to be private, or to privatize some input set S if there exists a fixed output ρ 0 such that
for all X ∈ S. Usually, ρ 0 is chosen to be the identity, and S is a set with the structure of a * -algebra, ideally one isomorphic to M 2 k (C) for some k ∈ N-in this case, Φ privatizes k qubits of information. The idea of private channels originates with [1] and has been generalized and further studied in [2] [7] [9] [12]and [16] . A channel is correctable on a subset S if Φ is invertible for all inputs X ∈ S. See [13] or [15] for more on correctable channels. In [12] it was shown that for certain kinds of privacy, there is a trade-off between the amount of information a channel and its complement can privatize: the degree to which Φ is private is the degree to which Φ C is correctable. The relationship between complementarity, privacy, and correctability was studied further in [10] .
Our result can be regarded as a companion to this result, in that it provides a similar floor to the degree to which a channel and its complement can both be private; albeit with less to say about the structure of the subsets that are privatized. Our result shows that both Φ and Φ C cannot both be "highly non-invertible"-the lower the rank of Φ, the greater the rank of Φ C . When this trace condition holds between two unital * -subalgebras of M n (C), we say that the two algebras are quasiorthogonal. It is equivalent to the two algebras being completely orthogonal except for their common intersection in the subspace spanned by the identity. Quasiorthogonality underlies many interesting phenomena in quantum mechanics, including for example mutually unbiased bases. See [19] for more on this connection, and [16] for more on the relationship between private channels and quasiorthogonality.
Associated to any channel is an algebra, the multiplicative domain:
unital completely positive map. Then the multiplicative domain of Φ
† is the set
See [4] for basic facts on the multiplicative domain. The multiplicative domain of a unital completely positive map is obviously an algebra.
Definition 7. Given a unital, trace-preserving completely positive map
, the fixed point algebra is the set
If Φ is trace-preserving and unital, Fix(Φ) = {K
, that is, the fixed point set is equal to the set of matrices that commute with each Kraus operator of Φ, a fact proven in [14] . 
Proof. Let X ∈ MD(Φ), and Y be arbitrary. Then
unital completely positive map with Kraus operators
, and hence operator system
where we use the unitality of Φ to go from (91) to (92).
Definition 8.
Given an operator system S, define Alg(S) to be the smallest * -subalgebra containing S.
Since a * -subalgebra is its own double commutant, Alg(S) = S ′′ .
trace-preserving, unital completely positive map, with Kraus operators
Proof. Since Φ is trace-preserving and unital, Theorems 7 and 8 both apply, and so
Φ † • Φ is both unital and trace-preserving, and its Kraus operators are
. The fixed point algebra of a unital and trace-preserving channel is the commutant of its Kraus operators, and so Fix(
Theorem 10 necessarily contains the only other algebra we might naturally associate with Φ C † : MD(Φ C ). We have the inclusions
which suggests the following natural necessary condition for an algebra A to be privatized by Φ C :
Proof. This follows from the second inclusion in the chain of inclusions 97.
Finally, we seek to make a connection between private algebras and correctable algebras. Proof. Since Φ is both unital and trace-preserving, it is a contraction. Hence, M n (C) ≃ C n×n splits into two subspaces, M n (C) = U Φ ⊕CNU Φ in such a way that Φ U Φ is unitary and Φ CN U Φ is completely nonunitary. By definition, U Φ is the set on which Φ † • Φ acts as the identity: the fix point set of Φ † • Φ. Hence, by Theorem 9,
and we are done.
MD(Φ)
is a * -algebra, and so is unitarily equivalent to a direct sum
Moreover, recalling Theorem 10, where now Φ and Φ † are both tracepreserving, we conclude that Φ, when restricted to MD(Φ), is a unital * -automorphism into MD(Φ † ), with inverse Φ † . Hence MD(Φ) ≃ MD(Φ † ). Since both Φ and Φ † are trace-preserving, MD(Φ) and MD(Φ † ) are isomorphic, not just automorphic. Hence there exist unitaries U, V such that
is the set of unitarily correctable elements for Φ: those A ∈ M n (C) such that there exists a unitary W such that A = W * Φ(A)W . If A is an algebra satisfying A = W * Φ(A)W for all A ∈ A, then necessarily A is a subalgebra of MD(Φ).
So, for a trace-preserving and unital CP map Φ, the unitarily correctable algebras are the subalgebras of MD(Φ), while necessary and sufficient conditions for private channels for Φ C are that an algebra be quasiorthogonal to Φ C † (MD(Φ C † )) and quasiorthogonal to MD(Φ) ′ respectively. So then, for Φ trace-preserving and unital, we have some relations between unitarily correctable algebras for Φ and private algebras for the complement, Φ C .
Schur Product Maps.
Consider the example of a Schur product channel, Φ : M n (C) → M n (C), Φ(X) = X • C where C is an n × n correlation matrix: a positive semidefinite matrix with 1s down the diagonal. Clearly, Φ is unital and trace-preserving.
, so that c ij = w * i w j , and C is the Gram matrix of the vectors w i . Then, by Proposition 1 the Kraus operators for Φ C are
. Then the Kraus operators of Φ
Theorem 13. The multiplicative domain of a Schur product channel Φ(X) = X • C for some correlation matrix C is the algebra A = {X :
Proof. By Theorem 7, since Φ is unital and trace-preserving, its multiplicative domain is equal to the fixed point set Fix(Φ † • Φ).
and the fixed points of this are matrices X with non-zero entries only at indices (i, j) where C • C has the entry 1-when |c ij | 2 = 1. 
Proof. We will prove this by showing that the graph on any connected component of G must be complete. Let G i be a connected component. If |G i | = 1, 2, it is trivially a complete graph. So, consider the case that |G i | = 3. Then, there exist vertices i, j, k ∈ G i such that (i, j), (j, k) ∈ G i . Let C[i, j, k] be the principle submatrix of C on the indices i, j, k.
Since C is positive semidefinite, every principle submatrix must be positive semidefinite as well. Then
Taking the Schur complement, this is equivalent to
and so |c ik | 2 = 1 as well. Hence, if |G i | = 3, G i is complete. If |G i | = n, and all subgraphs on n − 1 vertices are complete, G i = K n . So, by induction, we are done.
Hence, up to a permutation that relabels the vertices of G in a way consistent with the decomposition into connected components,
Hence, the algebra generated by
Proposition 3. Let Φ(X) = X • C be as above, and let
The multiplicative domain of Φ C † is the set of matrices A such that all w i are eigenvectors of A * .
Proof. Recall Equation 101
,
Since the range of this map is diagonal, we can consider each diagonal entry at a time. For A ∈ MD(Φ C † ), we require Let A ∈ MD(Φ C † ) and A * w i = λ i . Then
Recall that MD(Φ) is, up to a permutation of C,
, where the k th diagonal k i × k i block of C is a principal submatrix consisting only of entries with modulus 1. For (i, j) in this block, we have that
and so, by Cauchy-Schwarz, w i = z ij w j where z ij is a complex number of modulus one.
λ k I where the direct sum decomposition is the same decomposition as for MD(Φ). Hence,
If the repetitions of w i enforced by the modulus-1 pattern of C are the only instance of linear dependence in the set {w i } n i=1 , then the two sets are equal, and we obtain a necessary and sufficient condition for Φ C to privatize an algebra A: A is quasiorthogonal to MD(Φ) ′ = m i=1 CI k i . That C decomposes into m principal diagonal blocks, each of which is rank 1, means that rank(C) ≤ m. In the case that rank(C) = m, we have no non-trivial linear dependencies among the {w i }. If rank(C) < m, then we have more linear dependencies, and the containment of the two algebras is strict. We can be more precise about the form of Φ Hence, the cycles of this matroid control the subalgebra Φ C † (MD(Φ C † )) for such a channel, and determine when it will equal to S ′′ Φ .
