Radial velocities: where the gravitational tug of the planet on the star is measured by analyzing the stellar spectral fingerprint to search for the Doppler shift of these lines as the star and planet orbit their common center of mass.
xoplanets, short for extra solar planets, are planets outside our solar system. They are objects with masses fewer than around 15 Jupiter-masses that orbit stars other than the sun. They are small enough so they cannot burn deuterium in their cores, yet large enough that they are not so-called dwarf planets like Pluto.
To discover life elsewhere in the universe, particularly outside our own solar system, a good starting point would be to search for planets orbiting nearby sun-like stars, since the only example of life we know of thrives on a planet we call Earth that orbits a G-type dwarf star. Furthermore, understanding the population of exoplanetary systems in the nearby solar neighborhood allows us to understand the mechanisms that built our own solar system and gave rise to the conditions necessary for our tree of life to flourish.
Signal processing is an integral part of exoplanet detection. From improving the signal-to-noise ratio of the observed data to applying advanced statistical signal processing methods (among others), to detect signals (potential planets) in the data, astronomers have tended, and continue to tend, toward signal processing in their quest of finding Earth-like planets. Methods that have been used to detect exoplanets are listed in "Discovering Exoplanets."
In this article, we focus on the radial velocity method of exoplanet detection, the most successful method for discovering planets orbiting the nearest stars to the sun [1] - [3] . We address basic questions such as ■ How is the radial velocity data obtained? ■ Why is the data nonuniformly sampled? 
Introduction
The radial velocity method works by breaking a star's light up into its constituent colors using a high-resolution echelle spectrograph. The observed stellar spectral lines can then be used as markers for the star's velocity. If the star's velocity changes, the Doppler effect tells us that electromagnetic waves are affected by this movement by presenting a shift in frequency, depicted in Figure 1 . We can measure that frequency and then correct for any additional velocity shifts from noise sources, such as temperature and pressure variations in the laboratory, mechanical instabilities throughout the optical train, observational airmass chromatic effects, stellar magnetic activity affects, and stellar convective blueshift, and measure the star's radial velocity toward or away from us. Over the course of a planet's orbital period, we can measure the star's spectral redshift and blueshift, and by analyzing the amplitude, phase, shape, and period of this signal, we can understand characteristics about the companion that is causing the star's velocity variations. Exoplanets are difficult to detect due to their extreme contrasting characteristics compared to the stars they orbit. Planets are so much smaller and fainter than their host stars that all of the aforementioned methods have a difficult time detecting them. For the radial velocity technique, which is the focus of this article, the much smaller mass of the planet compared to the star means we need spectrographs that are stable at the meters/second level to detect even the most massive planets, and to detect Earths in Earth-like orbits around sunlike stars, we need spectrographs that are stable at the centimeters/second level. This is very difficult to accomplish since small pressure and temperature variations, illumination problems, mechanical stability problems, and even the stars themselves can introduce noise in the measurements at levels higher than this.
The radial velocity data is obtained by observing a star with a telescope and feeding the light to an echelle spectrograph, as mentioned previously. We can observe the star as many times as we want in a single night and as many times as we can when the star is in the sky throughout the year. The more observations we get, the better we sample the signal of the star's radial velocity. The data is first reduced, which is a way of using calibrations to prepare the spectra for analysis, and then we can measure the velocity. The typical reduction procedure for such data is to perform a bias correction to the image, so-called debiasing, then we correct for the pixel-to-pixel variations through a process called flatfielding, any scattered-light is then removed from the high signal-to-noise ratio data, and the spectra can be extracted, or collapsed, into its two-dimensional format. Finally, all cosmic rays or bad pixels can be cleaned from the extracted spectrum and a highly precise wavelength correction is applied. Interested readers can refer to, e.g., [4] and [5] for more details of this process.
The radial velocity data is unevenly sampled because we can only observe the star when it is visible in the night sky. Stars are not visible all year round, as sometimes they are in the same area of sky as the sun. Furthermore, we must compete for telescope time, so we cannot always observe when we want-we are at the mercy of schedulers and proposal reviewers. Also, the number of stars we can observe per night is limited, e.g., 30-40 or more, so we cannot observe all of them every night that we actually have telescope time.
In the following sections, we review the different signal processing methods used by the astronomical community for detecting exoplanets based on radial velocity data. These methods include the Lomb-Scargle (LS) periodogram, Keplerian periodogram, prewhitening method, maximum-likelihood (ML) periodograms, Bayesian analysis, and the minimum mean square error (MMSE)-based method. All of the methods assume that ( ) x t is the radial velocity data, t is the timestamp of observations, When an exoplanet orbits a star, its gravitational pull causes the star to wobble. When the star moves toward the Earth, the light moves to the blue end of the spectrum, as its wavelengths get shorter. While when the star moves away, the light is shifted to the red end of the spectrum, as its wavelengths get longer. i.e., , , , ..., ,
where T is the total number of observations.
LS periodogram
The LS method [6] of signal detection has been extensively used in the search for exoplanets, particularly using the radial velocity technique of planet detection. In its simplest form, the method works in a Fourier-like manner by applying a number of sines and cosines to the radial velocity data ( ) x t across a grid of frequencies chosen by the user, and the amplitude of these functions are minimized to fit the data and a power is calculated. When one of the functions provides a good match to the radial velocity time series, the power will be maximized at the selected frequency, indicating to the user that there is a signal at that frequency, and this can be visually viewed by a periodogram: Although the technique is easy to implement and fast to apply even to large data sets, it has some major drawbacks when searching for Doppler signals induced on stars from orbiting planets. For instance, not all exoplanets are found to be on circular orbits around their stars. In fact, there is a high fraction that have significant eccentricities, and once the eccentricity of the orbit is larger than ~. , 0 6 the LS method finds it more difficult to detect these signals. Another issue with this method is that it makes the assumption there is only one signal in the data, each time the method is applied. Yet many planetary systems are found to contain more than one planet, which means the radial velocity time series should exhibit more than one signal. This assumption also underlies the Fourier transform analysis [7] . Therefore, signals must be subtracted out of the data fits, before reapplication of the method on the residuals is performed, and since the signals are generally not orthonormal, this gradient-based approach introduces problems for detecting low-mass and multiple planet systems. It is worth mentioning that in [8] a date-compensated discrete Fourier transform was proposed that gives better estimates of the power spectrum of nonuniformly sampled data, aiding in accurate determination of spectral peak heights. Finally, the LS method only considers white noise, which can be problematic since starlight often involves correlated noise.
Keplerian periodogram
Given some of the problems mentioned with the LS periodogram method of signal detection-particularly the fact that signals are not always well described by sines or cosines-the Keplerian periodogram was developed [9] , [10] 
where c is the systemic offset of the data, K is the amplitude of the signal, e is the eccentricity of the orbit, s is the longitude of periastron of the orbit, and ( ) t o is the true anomaly of the orbit. Keplerian signals can be detected in radial velocity data following this approach, but we remind the reader that the Keplerian periodogram is open to including other models to calculate powers. In contrast to the LS method, the Keplerian method is relatively slow and complicated to apply to long time series data, but since it is more robust in detecting signals that deviate from sinusoids, it is more applicable in the search for exoplanetary systems orbiting nearby stars [11] . However, it again makes the assumption that there is only one signal in the data, which means it suffers from the same problems as the LS method if the data contains more than one signal, and there is no correlated noise component.
Prewhitening method
The method of prewhitening to search for Doppler signals in radial velocity time series is similar to the LS method, except that the method is applied in the Fourier domain to search for any signals in the data, but again using sines and cosines (e.g. [12] ). As the name suggests, the method works by whitening the data as much as possible to remove all noise sources with fitted functions, until a real Doppler signal is found. The data is translated into Fourier space and a search for frequencies that pass a significance threshold is performed. The strongest signal is fit, the corresponding residual to the fit calculated, and then the process is repeated again. This goes on until the residual data is just the noise-floor of the observations, meaning no peaks are found above the significance threshold. Similar to the LS and generalized LS (GLS) methods, this is quick and easy to apply, but it has the same problems as these other two methods. However, the prewhitening part is done to clean noise from the time series, but that requires knowledge of the noise source, like aliases of real signals, or in the case of stars, stellar activity signals/ timescales, and again, this is a gradientbased approach that does not consider correlated noise.
ML periodograms
Given that the aforementioned approaches focus on searching for one signal at a time in the time series when searching for planets, and none deal with correlated noise, ML periodogram methods have been developed to circumvent these issues [13] , [14] . The ML periodogram method does not generate a periodogram that shows power on the y-axis, but instead it shows the log-likelihood of the model that is compared to the data at each step. In this way, any model can be compared to the data directly across a grid of frequencies or orbital periods, and the log-likelihood can be calculated for each, with a detected signal having the maximum likelihood
The likelihood to be maximized can be described as in (3) o is the Keplerian model to fit, similar to (2) but with correlated noise terms included. Maximization of this likelihood function allows signal detection to be performed and probabilities can be calculated directly from the log-likelihood values. Although in practice this method is slower than the aforementioned methods, it has the desired effect of allowing multiple signals to be detected at the same time (i.e., a global model approach), and it also means the model can include correlated noise components, along with the white noise component(s). Therefore, given the continuing increase in computer processing power, the extra information and flexibility of ML periodograms outweigh the inefficiency of its application to real radial velocity data. However, as with all model fitting methods, one must be careful not to overfit the data by adding unnecessary terms to the applied model, which is where proper model comparison statistical tests should be applied.
Bayesian analysis
Like the ML approach, Bayesian analysis applies a global model to the data, including correlated noise components, and assesses the parameter space using Markov chains (e.g., [15) , where the model is assessed by covering a given frequency/period domain. The maximum of the posterior density distribution can be used to detect a signal in the data (e.g., [16] and [17] 
Here model m for a given Keplerian k and velocity data point , f previous measurement , z and data set d can be described by the Keplerian model as a function of time ( ( )), F t a systemic offset velocity , c a linear trend as a function of time , t c a Gaussian noise model to describe the random noise , f a red noise component described by a moving average (MA) model with exponential smoothing (parameters z and ), x and a set of linear correlations c with activity indicators that parameterise the activity state of the star at the time of the observation .
p The Bayesian approach is the least efficient of these signal detection methods, since long chains are required to properly search the multidimensional parameter space in a robust manner. However, currently this method is the most flexible, allowing the user to assess the parameter space in many different ways. It also allows visualization of the full parameter space after the chains are complete, meaning nonlinear correlations between parameters can be scrutinized. Finally, this method was shown to be the most robust signal detection and false-positive suppression method currently used, given the results of an International Challenge (Extreme Precision Radial Velocities, Yale 2015) [30] issued to the radial velocity planet detection community.
MMSE-based method
In [18] - [20] , the independent sinusoidal components in nonuniformly sampled radial velocity data are determined by means of the MMSE method or its direct extension, the ML estimation scheme. According to [19] , significance tests are employed to filter out the parasitic solutions appearing on the way. In [18] , the MMSE-based method applies a trellis-based optimal global search and returns the optimal number of sinusoidal components including their frequencies, phases, and amplitudes. This technique employs the MMSE criterion as an objective function in all the analysis.
If 
providing an optimal set of triplets for each N C . Finally, the optimal set of triplets having the global minimum MMSE is selected at which its length, defines the number of the most important sinusoidal components in the nonuniformly sampled signal, while its elements are their frequencies, amplitudes, and phases, respectively. It is worth mentioning that the problem of order selection has also been addressed by using statistical significance analysis [20] and extreme value theory [21] . Figure 3 illustrates, as an example, the Keck and the High Accuracy Radial Velocity Planetary Searcher radial velocity data of the M-dwarf planet host star GJ876 and the corresponding LS and MMSE periodograms. GJ876 is known to host a system of planets that contains at least two short-period gas giants [18] . Signals can be searched for using the gradient-based approach that starts by searching for one signal only, and when one is detected it is then subtracted out of the data and a new search is made using the residuals all over again by treating them as an independent time series from the original observed data. This process is then repeated until the noise floor of the data is reached. By applying this method, the following signals [with periods in days (d)] were detected with the MMSE method [18] .04 d signals were found, which could cast doubt on the origin of these signals as being from orbiting planets. This was consistent with previous Newtonian integrational methods. This highlights that the MMSE method provides the flexibility of further validating the authenticity of the signals, runs a global search for all the signals in the entire data, and outputs the frequency, phase, and amplitude of the signals. Nevertheless, the MMSE and trellis search method does not include any correlated red noise model, whereas the ML and Bayesian analysis do, and since correlated noise does indeed appear to be a very important part of high-precision radial velocity analysis at the ~m/s level, as mentioned previously, avenues to test here would be the application of Gaussian processes (e.g., [22] and [23] ), MAs [24] , among others applied in the field and those yet to be tested.
Statistical significance of signal detection
For any signal detection method, a robust statistical validation should be made of any detected signal, likely calculating the probability directly that the signal could be due to random noise fluctuations. For instance, for the LS method [6] , the probability of a signal at any given frequency follows an exponential distribution, where the larger the number of frequencies sampled, the larger the probability that a matching frequency is found. They defined a false alarm probability (FAP) analytically, such that one can determine the probability of any given frequency being real, solely based on the signal's measured power and the number of frequencies sampled. Given the nature of problems in astronomy, the deviations from normality, the excess noise in measurements, etc., it has become normal to instead calculate FAPs directly from the data using nonparametric statistical methods, like bootstrap analysis, for example (see [25] and [26] ). Bootstrapping is performed by scrambling the radial velocity data with replacement, maintaining the time stamps, then reconstructing the periodogram and selecting the highest peak. Each of the strongest peaks are recorded from a series of 10,000 or more independent trials, and the total number of peaks found to be stronger than the observed peak power provides a direct measure of the FAP, or how much such a power can arise from random chance.
Finally, the ML periodograms and Bayesian method allow probabilities to be drawn directly from the data. We previously discussed that the ML method allows probabilities to be calculated for each frequency as part of the methodology. For the Bayesian approach, statistical comparison tests can be performed to assess if certain models are better suited to the data in comparison to flat noise models, for instance. It is common to calculate the Bayes factors to evaluate if one model is statistically favored over another, since this method is based on marginalization of the likelihood, a process that naturally applies a penalty to models with increasing complexity (so-called Occam's penalty; see [27] ). In fact, teams who employ these types of methods are known to favor certain models over others, only if they are at least 10,000 times more probable (e.g., [24] ).
Potential directions for future research
We want to detect exo-Earths so future directions for the radial velocity method are better calibrations. One big avenue of research is the implementation of laser comb technology, which recent tests have told us will allow velocity stability at the centimeter/second level, necessary for the discovery of Earth-like worlds. Furthermore, some areas of stellar astrophysics needs to be better understood, particularly the impact of stellar activity on radial velocity measurements. All of the methods reviewed in this article have the potential to be optimized to further enhance the detection results. We need to better model the impact of magnetic activity on radial velocities. In fact, this impacts transits, transit timing variations, and astrometry measurements. New signal processing methods for signal enhancement and red noise modeling and removal also need to be investigated (e.g., see [28] and [29] ). are a mixed breed of statisticians crossed with control theorists crossed with computer engineers who have, over the decades, folded performance assurance into their algorithms to ensure that video looks good after compressed, targets are accurately tracked, and tumors can be effectively classified with low rates of false alarm and missed detections.
Hence, as this new era of big data and data science unfolds, let us issue a challenge to scientists, engineers, and signal processors to establish new forms of collaboration: To the data scientists, reach out and ask a signal processor whether they know of any signal processing tools that might work on your data. To the signal processor, find the scientists and engineers who are making the next wave of data and offer your services. Now more than ever is the time for those engaged in signal processing to reach across the boundaries of technical fields and contribute their tools to the analysis of the vast amounts of data that are being generated everywhere. Signal processing has had a fantastic record of success, and, as we move to this new world of data treasure hunting, signal processing can ensure the success of data scienceensuring that the hidden correlations one finds are truly golden treasures and not spurious pyrite counterfeits. 
Author

