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ALGEBRAIC ENTROPY ON STRONGLY COMPACTLY COVERED GROUPS
ANNA GIORDANO BRUNO, MENACHEM SHLOSSBERG, AND DANIELE TOLLER
Abstract. We introduce a new class of locally compact groups, namely the strongly compactly covered groups,
which are the Hausdorff topological groups G such that every element of G is contained in a compact open
normal subgroup of G. For continuous endomorphisms φ : G → G of these groups we compute the algebraic
entropy and study its properties. Also an Addition Theorem is available under suitable conditions.
1. Introduction
The topological entropy for continuous selfmaps of compact spaces was introduced by Adler, Konheim and
McAndrew [1], in analogy with the measure entropy studied in Ergodic Theory by Kolmogorov and Sinai. Later
on, Hood [24] extended Bowen-Dinaburg’s entropy (see [3, 15]) to uniformly continuous selfmaps of uniform
spaces. This notion of entropy coincides with the topological entropy from [1] in the compact case, and it can
be considered in particular for continuous endomorphisms φ of locally compact groups G (see [22]).
Also the algebraic entropy has its roots in the paper [1], where it was considered for endomorphisms of
(discrete) abelian groups. Weiss [33] studied this concept in the torsion case; in particular, he found the precise
connection of the algebraic entropy to the topological entropy (and also to the measure entropy) by means of
Pontryagin duality, via a so-called Bridge Theorem. For a recent fundamental paper on the algebraic entropy
for endomorphisms of torsion abelian groups we refer the reader to [12].
Peters [26] defined the algebraic entropy differently with respect to Weiss and his definition was restricted
to automorphisms of discrete abelian groups. Peters’ entropy need not vanish on torsion-free abelian groups
unlike the algebraic entropy from [1]. At the same time, these two notions of algebraic entropy coincide on
automorphisms of torsion abelian groups. In [11] Peters’ definition was appropriately modified to introduce
algebraic entropy for endomorphisms of discrete abelian groups and all the fundamental properties of algebraic
entropy were extended to this general setting; moreover, a connection was found between the algebraic entropy
and Lehmer’s problem from Number Theory based on the so-called Algebraic Yuzvinski Formula (see [20, 21]).
Later on, also the Bridge Theorem was extended to all discrete abelian groups in [7].
Peters [27] extended his definition of algebraic entropy from [26] to topological automorphisms of locally
compact abelian groups, and Virili [31] modified this definition (in a similar manner as in [11]) to endomorphisms
of locally compact abelian groups. A Bridge Theorem is available for topological automorphisms of locally
compact abelian groups (see [27, 32]) and for continuous endomorphisms of compactly covered locally compact
abelian groups (see [10]). Recall that a topological group G is called compactly covered if each element of G is
contained in some compact subgroup of G.
The commutativity of the groups in Virili’s definition can be omitted as it was described in [8]. We give now
the general definition.
In this paper we consider always Hausdorff topological groups. For a topological group G, we denote by C(G)
the family of all compact neighborhoods of the identity element eG of G, and by End(G) the set of continuous
group endomorphisms of G. As usual we denote by N and N+ the natural numbers and the positive integers
respectively.
Let G be a locally compact group and µ be a right Haar measure on G. For φ ∈ End(G), a subset U ⊆ G,
and n ∈ N+, the n-th φ-trajectory of U is
Tn(φ, U) = U · φ(U) · . . . · φ
n−1(U).
When U ∈ C(G), the subset Tn(φ, U) is also compact, so it has finite measure. The algebraic entropy of φ with
respect to U is
(1.1) Halg(φ, U) = lim sup
n→∞
logµ(Tn(φ, U))
n
,
and it does not depend on the choice of the Haar measure µ on G. The algebraic entropy of φ is
halg(φ) = sup{Halg(φ, U) : U ∈ C(G)}.
Note that halg vanishes on compact groups.
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In this paper we study the algebraic entropy of continuous endomorphisms φ ∈ End(G) of locally compact
groups G satisfying one of the equivalent conditions stated in Proposition 1.1 below; we call these groups strongly
compactly covered.
First we recall that an FC-group is a group in which every element has finitely many conjugates. It is known
that a torsion group is an FC-group if and only if each of its finite subsets is contained in a finite normal
subgroup (see [28, 14.5.8]); for this reason the torsion FC-groups are also called locally finite and normal. In
particular, torsion FC-groups are locally finite.
Given a topological group G, we denote by B(G) and N (G) the subfamilies of C(G) of all compact open
subgroups and all compact open normal subgroups of G, respectively. Clearly, N (G) ⊆ B(G) ⊆ C(G).
Proposition 1.1. Let G be a topological group. Then the following conditions are equivalent (and define G to
be a strongly compactly covered group):
(1) G is a locally compact group and N (G) is cofinal in C(G);
(2) there exists K ∈ N (G) such that G/K is a torsion FC-group;
(3) for every g ∈ G there exists Ng ∈ N (G) such that g ∈ Ng.
Looking at condition (3) in Proposition 1.1, it is clear that a strongly compactly covered group is locally
compact and compactly covered. In view of condition (2), a strongly compactly covered group can also be called
compact-by-(discrete torsion FC-group). In particular, compact groups are strongly compactly covered.
We prove Proposition 1.1 in Section 2, where we also discuss several properties of strongly compactly covered
groups. In particular (see Lemma 2.2), we have that the strongly compactly covered discrete groups are precisely
the torsion FC-groups, while the compactly covered discrete groups are precisely the torsion groups. As a
consequence, we see that the class of strongly compactly covered groups is strictly contained in that of locally
compact compactly covered groups, as for example there exist torsion groups that are not FC-groups.
On the other hand, an abelian topological group G is strongly compactly covered precisely when it is locally
compact and compactly covered (see Corollary 2.1); moreover, a locally compact abelian group is compactly
covered precisely when its Pontryagin dual group is totally disconnected (see Remark 6.3). So, some examples
of strongly compactly covered abelian groups are:
(1) compact abelian groups;
(2) locally compact torsion abelian groups (in particular, finite abelian groups);
(3) the p-adic numbers Qp.
Now recall the following property, that motivated us to study the algebraic entropy for the class of strongly
compactly covered groups, since it is clear from the definition (see also Remark 3.3) that when computing the
algebraic entropy it suffices to consider any cofinal subfamily of C(G). If G is a topological abelian group, then
B(G) = N (G).
Fact 1.2. [10, Proposition 2.2] If G is a compactly covered locally compact abelian group, then B(G) is cofinal
in C(G).
Generalizing the measure-free formula given in [8] in the abelian case, in Lemma 3.2 we prove that if G is a
locally compact group, then the algebraic entropy of φ ∈ End(G) with respect to U ∈ N (G) is
Halg(φ, U) = lim
n→∞
log[Tn(φ, U) : U ]
n
.
In case G is strongly compactly covered, since N (G) is cofinal in C(G) by Proposition 1.1(1), we obtain
(1.2) halg(φ) = sup{Halg(φ, U) : U ∈ N (G)}.
These formulas allow for a simplified computation of the algebraic entropy for strongly compactly covered
groups.
In Section 4 we study the basic properties of the algebraic entropy for continuous endomorphisms of strongly
compactly covered groups: Invariance under conjugation, Logarithmic Law, weak Addition Theorem, Mono-
tonicity for closed subgroups and Hausdorff quotients.
We see that the algebraic entropy of the identity automorphism of a strongly compactly covered group is
zero. This is not always true in the non-abelian case, in fact the identity automorphism of a finitely generated
group of exponential growth has infinite algebraic entropy – see [8, 18].
As a fundamental example we compute the algebraic entropy of the shifts, showing in particular that Invari-
ance under inversion is not available in general for topological automorphisms φ of strongly compactly covered
groups. Indeed, we find the precise relation between halg(φ) and halg(φ
−1) by using the modulus of φ (see
Proposition 4.9).
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The so-called Limit-free Formulas provide a way to simplify the computation of both the algebraic and the
topological entropy in different contexts. For example, Yuzvinski [35] provided such a formula for the algebraic
entropy of endomorphisms of discrete torsion abelian groups. However, it turned out that his formula holds
true for injective endomorphisms [6, 14] even though it is not true in general (see [6, Example 2.1]). A general
Limit-free Formula for the algebraic entropy of locally finite groups is given in [6], where also its counterpart
for the topological entropy for totally disconnected compact groups is considered. A Limit-free Formula for the
topological entropy for continuous endomorphisms of totally disconnected locally compact groups is given in
[22], extending a result from [17].
Inspired by [4, 22], we find in Proposition 5.3 a Limit-free Formula for the algebraic entropy that can be
described as follows. For a locally compact group G, φ ∈ End(G) and U ∈ N (G), we prove that
Halg(φ, U) = [U
− : φ−1U−],
where U− is the smallest (open) subgroup of G containing U and inversely φ-invariant (i.e., satisfying φ−1U− ≤
U−). Note that U− is defined in [4] in the setting of locally linearly compact vector spaces, “dualizing” a similar
construction used for the topological entropy in [4, 22], which was inspired by ideas of Willis [34].
In Section 6 we compare our formula stated above with the Limit-free Formula for the topological entropy
of continuous endomorphisms of totally disconnected locally compact groups obtained in [22]. This allows us to
produce an alternative proof (see Theorem 6.5) for the Bridge Theorem given in [10].
The main property of entropy functions is the so-called Addition Theorem, that means additivity of the
entropy function (see Equation (1.3) below). It is also known as Yuzvinski’s addition formula, since it was first
proved by Yuzvinski for the topological entropy in the case of separable compact groups [35]. Later on, Bowen
proved in [3, Theorem 19] a version of the Addition Theorem for compact metric spaces, while the general
statement for compact groups is deduced from the metrizable case by Dikranjan and Sanchis in [13, Theorem
8.3]. The Addition Theorem plays a fundamental role also in the Uniqueness Theorem for the topological
entropy in the category of compact groups provided by Stoyanov [29].
The Addition Theorem for the topological entropy was recently extended to continuous endomorphisms
of totally disconnected locally compact groups in [22] under suitable assumptions, in particular it holds for
topological automorphisms of totally disconnected locally compact groups.
A first Addition Theorem for the algebraic entropy was proved in [12, Theorem 3.1] for the class of discrete
torsion abelian groups, and was later generalized to the class of discrete abelian groups in [11, Theorem 1.1].
Note that a discrete abelian group is strongly compactly covered precisely when it is torsion.
On the other hand, it is known [18] that the Addition Theorem does not hold in general for the algebraic
entropy even for discrete solvable groups (while its validity for nilpotent groups is an open problem). This comes
from the strict connection of the algebraic entropy with the group growth from Geometric Group Theory (see
[8, 9, 19]).
Let G be a locally compact group, φ ∈ End(G) and H a closed normal φ-invariant (i.e., satisfying φ(H) ≤ H)
subgroup of G. We say that the Addition Theorem holds for the algebraic entropy if
(1.3) halg(φ) = halg(φ¯) + halg(φ ↾H),
where φ ↾H is the restriction of φ to H and φ¯ : G/H → G/H is the induced map on the quotient group.
We consider the following general problem. Note that it is not even known whether the Addition Theorem
holds in general for locally compact abelian groups (see [8, 10]).
Problem 1.3. For which locally compact groups does the Addition Theorem hold?
As our main result, we prove in Section 7 that the Addition Theorem holds for a strongly compactly covered
group G in case H is a closed normal φ-stable (i.e., φ(H) = H) subgroup of G with kerφ ≤ H . In particular
we find that the Addition Theorem holds for topological automorphisms of strongly compactly covered groups
(see Corollary 7.2).
In the discrete case this means that the Addition Theorem holds for automorphisms of torsion FC-groups
(this is a first extension of [12, Theorem 3.1] to some non-abelian groups), and we conjecture that the same
result can be extended to all locally finite groups (see Conjecture 7.3).
Another consequence of our Addition Theorem (see Corollary 7.7) is that, to compute the algebraic entropy
of a topological automorphism φ of a strongly compactly covered group G, one can assume G to be totally
disconnected; indeed, in this case the connected component c(G) of G is φ-stable and halg(φ) = halg(φ¯), where
φ¯ : G/c(G)→ G/c(G) is a topological automorphism.
2. Strongly compactly covered groups
We start this section by proving Proposition 1.1 which characterizes the strongly compactly covered groups.
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Proof of Proposition 1.1. (1)⇒(2) Assume first that G is a locally compact group with N (G) cofinal in
C(G), and let H ∈ C(G). By the cofinality assumption, there exists K ∈ N (G) containing H .
Let X be a finite subset of the discrete group G/K containing the identity element, and consider the canonical
projection q : G → G/K. Then, q−1(X) ∈ C(G), being a finite union of cosets of the compact open subgroup
K, so there exists M ∈ N (G) such that q−1(X) ⊆ M . It follows that X ⊆ q(M), and q(M) is a finite normal
subgroup of G/K, being compact in G/K discrete. This proves that G/K is a torsion FC-group by Lemma
2.2(3).
(2)⇒(3) Assume that there exists K ∈ N (G) such that G/K is a torsion FC-group, let g ∈ G and n ∈ N+ be
the order of gK in G/K. Then 〈g〉 ∩K = 〈gn〉, so 〈K, g〉/K ∼= 〈g〉/〈gn〉 is finite. As G/K is a torsion FC-group
there exists a finite normal subgroup S of G/K containing 〈K, g〉/K. It follows that g ∈ Ng = q−1(S) ∈ N (G),
where q : G→ G/K is the canonical projection.
(3)⇒(1) First of all, G is locally compact as NeG ∈ N (G).
Now fix C ∈ C(G) and let us show that there exists N ∈ N (G) such that C ⊆ N . By our assumption for
every c ∈ C there exists Nc ∈ N (G) with c ∈ Nc. The compactness of C implies that there exist finitely many
c1, . . . , cn ∈ C such that C ⊆
⋃n
i=1Nci ⊆ Nc1 · · ·Nck . So take N = Nc1 · · ·Nck ∈ N (G). 
The following is a direct consequence of Proposition 1.1 for abelian groups. The implication (4)⇒(1) is Fact
1.2, while (3)⇒(4) is trivial.
Corollary 2.1. Let G be an abelian topological group. Then the following conditions are equivalent:
(1) G is a locally compact group and B(G) is cofinal in C(G);
(2) there exists K ∈ B(G) such that G/K is torsion;
(3) for every g ∈ G there exists Ng ∈ B(G) such that g ∈ Ng;
(4) G is a locally compact compactly covered group.
In particular, G is strongly compactly covered if and only if G is locally compact and compactly covered.
By Corollary 2.1, a locally compact abelian group G is compactly covered precisely when the family N (G) =
B(G) is cofinal in C(G). It is worth noting that in case G is non-abelian, B(G) need not be cofinal in C(G), even
if G is compactly covered. This follows for example from Lemma 2.2 below, taking into account that there exist
(necessarily non-abelian) discrete torsion groups which are not locally finite.
For a discrete group G, note that:
(1) C(G) = {X ⊆ G : X finite, eG ∈ X};
(2) B(G) = {H ≤ G : H finite};
(3) N (G) = {N ≤ G : N finite normal}.
Lemma 2.2. Let G be a discrete group. Then:
(1) G is compactly covered if and only if it is torsion;
(2) B(G) is cofinal in C(G) if and only if G is locally finite;
(3) N (G) is cofinal in C(G) (i.e., G is strongly compactly covered) if and only if G is a torsion FC-group.
Proof. (1) This equivalence follows from the definitions.
(2) Let G be a locally finite group and X ∈ C(G). As G is locally finite, the finite subset X generates a finite
subgroup F . Therefore, X ⊆ F ∈ B(G), and this proves the cofinality of B(G) in C(G).
Conversely, assume that G is not locally finite. So, there exists a finite subset F of G which generates an
infinite subgroup. Without loss of generality, we may assume that eG ∈ F, so that F ∈ C(G). On the other
hand, no finite subgroup K of G contains F .
(3) This immediately follows from the equivalence between the definition of locally finite and normal and the
property of being a torsion FC-group (see [28, 14.5.8]). 
As a consequence of the above lemma and in view of Proposition 1.1, we obtain that the torsion FC-groups
are the strongly compactly covered groups with respect to the discrete topology.
It is easy to see that the class of discrete torsion FC-groups contains all finite groups and is stable under
taking subgroups, quotients or forming direct sums. Now we extend this result to the larger class of strongly
compactly covered groups.
Lemma 2.3. The class of strongly compactly covered groups is stable under taking closed subgroups and Haus-
dorff quotients.
Proof. Let G be a strongly compactly covered group, and letK ∈ N (G) be such that G/K is a torsion FC-group,
by Proposition 1.1.
If H is a closed subgroup of G, then H ∩ K ∈ N (H). Since H/H ∩K ∼= HK/K ≤ G/K we deduce that
H/H ∩K is a torsion FC-group, so H is strongly compactly covered by Proposition 1.1.
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Assuming that H is also normal, one has KH/H ∈ N (G/H), being the image of K in G/H . As the class of
discrete torsion FC-groups is closed under taking quotients, we complete the proof using the isomorphisms
(G/H)/(KH/H) ∼= G/KH ∼= (G/K)/(KH/K)
and again applying Proposition 1.1. 
Now we check that the class of strongly compactly covered groups is stable also under taking finite products.
Lemma 2.4. Let G1, G2 be strongly compactly covered groups. Then
F = {U1 × U2 : Ui ∈ N (Gi)} ⊆ N (G1 ×G2)
are cofinal subfamilies of C(G1 ×G2).
In particular, G1 ×G2 is a strongly compactly covered group.
Proof. The group G1 × G2 is locally compact, and it suffices to prove that F is cofinal in C(G1 × G2). For
i = 1, 2 let pii : G1 ×G2 → Gi be the canonical projection. If F ∈ C(G1 ×G2), then pii(F ) ∈ C(Gi) for i = 1, 2,
so there is Ui ∈ N (Gi) for i = 1, 2 such that F ⊆ pi1(F )× pi2(F ) ⊆ U1 × U2. 
3. Algebraic entropy
In the sequel, for a group G and φ ∈ End(G), if U is a subgroup of G, we sometimes use the short notation
Tn for Tn(φ, U), and the equalities Tn = Uφ(Tn−1) and Tn = Tn−1φ
n−1(U). In the following lemma we study
the latter equality when U commutes with φn(U) for every n ∈ N+. In particular, if U is normal in G, we see
that every Tn is a subgroup of G, normal in Tn+1.
Lemma 3.1. Let U be a subgroup of a group G and φ ∈ End(G). If φn(U)U = Uφn(U) for every n ∈ N+,
then:
(1) for every k,m ∈ N, φk(U)φm(U) = φm(U)φk(U);
(2) for every n ∈ N+,
φn(U)Tn = Tnφ
n(U),
so Tn is a subgroup of G.
If U is normal in G (so the above condition is satisfied), then Tn is normal in T =
⋃
k∈N Tk for every n ∈ N+.
Proof. (1) Let k,m ∈ N and assume that k ≥ m. Letting n = k −m ≥ 0 we get φn(U)U = Uφn(U) by the
hypothesis, hence φk(U)φm(U) = φm(φn(U)U) = φm(Uφn(U)) = φm(U)φk(U).
(2) Clearly, T1 = U ≤ G, and φ(U)U = Uφ(U) = T2, so T2 ≤ G. We proceed by induction on n ∈ N+. Let
n ≥ 2 and assume the inductive hypothesis Tn−1φn−1(U) = φn−1(U)Tn−1. Then
Tnφ
n(U) = Tn+1 = Uφ(Tn) = Uφ(Tn−1φ
n−1(U)) = Uφ(φn−1(U)Tn−1) =
= Uφn(U)φ(Tn−1) = φ
n(U)Uφ(Tn−1) = φ
n(U)Tn.
Therefore, Tn+1 = Tnφ
n(U) ≤ G.
Now we assume that U is a normal subgroup of G, and we prove that Tn is normal in T , checking that Tn
is normal in Tn+m for every m ∈ N. To this aim we fix m ∈ N, we write Tn+m = Tnφn(Tm), and we prove by
induction on n that φn(Tm) normalizes Tn.
For n = 1 this follows from the normality of T1 = U in G. Let n ≥ 2, and fix an element φ
n(u) ∈ φn(Tm).
Write Tn = Uφ(Tn−1), and assume that φ
n−1(u)Tn−1 = Tn−1φ
n−1(u) holds by the inductive hypothesis. Then
φn(u)Tn = φ
n(u)Uφ(Tn−1) = Uφ
n(u)φ(Tn−1) = Uφ(φ
n−1(u)Tn−1) =
= Uφ(Tn−1φ
n−1(u)) = Uφ(Tn−1)φ
n(u) = Tnφ
n(u). 
We now prove that if U ∈ N (G), then one can avoid the use of the right Haar measure in the definition of
Halg(φ, U) given in Equation (1.1), and that the limit superior becomes a limit. This generalizes the measure-free
formula given in [8] in the abelian case.
Lemma 3.2. Let G be a locally compact group, φ ∈ End(G) and U ∈ N (G). Then
Halg(φ, U) = lim
n→∞
log[Tn(φ, U) : U ]
n
.
Proof. If U ∈ N (G), then Tn = Tn(φ, U) ∈ B(G) by Lemma 3.1(1), and in particular the index [Tn : U ] is finite.
Using the fact that Tn is a disjoint union of cosets of U , and the properties of µ, we obtain µ(Tn) = [Tn : U ]µ(U),
so that logµ(Tn) = log[Tn : U ] + logµ(U). As logµ(U) does not depend on n, passing to the limit superior for
n→∞ we obtain
Halg(φ, U) = lim sup
n→∞
log[Tn(φ, U) : U ]
n
.
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If tn = [Tn : U ] then tn divides tn+1, as U ≤ Tn ≤ Tn+1, and let βn = tn+1/tn = [Tn+1 : Tn]. Now we show
that the sequence of integers {βn}n≥1 is weakly decreasing. Indeed,
βn = [Tn+1 : Tn] ≥ [φ(Tn+1) : φ(Tn)] ≥ [Uφ(Tn+1) : Uφ(Tn)] = [Tn+2 : Tn+1] = βn+1.
In particular, {βn}n≥1 stabilizes, so let n0 ∈ N, and β ∈ N be such that for every n ≥ n0 we have βn = β, i.e.
tn = β
n−n0tn0 .
Then,
(3.1) Halg(φ, U) = lim sup
n→∞
log βn−n0tn0
n
= log β = lim
n→∞
log tn
n
.
Remark 3.3. If G is a locally compact group, and φ ∈ End(G), then the assignment Halg(φ,−) is monotone.
Indeed, if U ⊆ V are elements of C(G), then Tn(φ, U) ⊆ Tn(φ, V ), so Halg(φ, U) ≤ Halg(φ, V ). So,
halg(φ) = sup{Halg(φ, U) : U ∈ B}
for every cofinal subfamily B of C(G).
If G is a strongly compactly covered group, then by Remark 3.3 we obtain Equation (1.2). The latter
generalizes [10, Theorem 2.3(b)], which deals with the abelian case.
Note that an equivalent formulation of Lemma 2.3 is that N (H) is cofinal in C(H) (respectively, N (G/H) is
cofinal in C(G/H)) when H is a closed (respectively, closed and normal) subgroup of G. The following lemma
presents smaller cofinal subfamilies of C(H) and C(G/H) in the same setting. It has a key role in proving
Theorem 7.1 in view of Remark 3.3.
Lemma 3.4. Let G be a strongly compactly covered group, and let H be a closed subgroup of G. Then:
(1) the family NG(H) = {U ∩H : U ∈ N (G)} is cofinal in C(H);
(2) if H is also normal in G, then the family NG(G/H) = {piU : U ∈ N (G)} is cofinal in C(G/H), where
pi : G→ G/H is the canonical projection.
Proof. By Lemma 2.3, it suffices to prove that NG(H) is cofinal in N (H), and NG(G/H) is cofinal in N (G/H).
Consider the compact open normal subgroups K and Ng of G from Proposition 1.1.
(1) Let V ∈ N (H). Then V K ∈ B(G), and by our assumption on G there exists U ∈ N (G) containing V K.
Thus, U ∩H ≥ V K ∩H ≥ V ∩H = V .
(2) Let V ∈ N (G/H). For every v ∈ V , let u ∈ pi−1v, so that 〈K,u〉 ∈ B(G) and 〈K,u〉 ⊆ Nu ∈ N (G), and
v ∈ pi(Nu) ∈ N (G/H). By the compactness of V , there exist u1, . . . , un ∈ G such that V ⊆
⋃n
i=1 pi(Nui). Then
U = Nu1Nu2 · · ·Nun ∈ N (G), and V ≤ piU . 
In the notation of Lemma 3.4, applying Remark 3.3 we obtain the following result.
Corollary 3.5. Let G be a strongly compactly covered group, φ ∈ End(G), and H be a closed φ-invariant
subgroup of G. Then:
(1) φ ↾H∈ End(H), and
halg(φ ↾H) = sup{Halg(φ, U) : U ∈ NG(H)}.
(2) if H is also normal, and φ¯ : G/H → G/H denotes the induced map, then φ¯ ∈ End(G/H), and
halg(φ¯) = sup{Halg(φ, U) : U ∈ NG(G/H)}.
4. Basic properties
In this section we list the basic properties of halg of endomorphisms of strongly compactly covered groups.
We start by showing that the identity map of such groups has zero algebraic entropy.
Lemma 4.1. If G is a locally compact group, then Halg(idG, U) = 0 for every subgroup U ∈ C(G). In particular,
if G is strongly compactly covered, then halg(idG) = 0.
Proof. Obviously, if U ∈ C(G) is a subgroup, then Tn(idG, U) = U for every n ∈ N+, so its measure does not
depend on n, and Halg(idG, U) = 0.
If G is strongly compactly covered, taking the supremum over U ∈ N (G), we obtain halg(idG) = 0 by
Equation (1.2). 
Invariance under conjugation was proved in general for endomorphisms of locally compact abelian groups by
Virili [31, Proposition 2.7(1)]. This property holds true without the abelian assumption as noted in [8]. For the
reader’s convenience we provide a proof of this property in Corollary 4.3 using the following easy lemma.
Lemma 4.2. Let α : G→ G1 be a group homomorphism, and φ ∈ End(G), ψ ∈ End(G1) be such that ψα = αφ.
Then Tn(ψ, αK) = α(Tn(φ,K)) holds for every subset K of G, and for every n ∈ N.
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Proof. If K is a subset of G and n ∈ N, then
Tn(ψ, αK) = αK · ψαK · · ·ψ
n−1αK = αK · αφK · · ·αφn−1K =
= α(K · φK · · ·φn−1K) = α(Tn(φ,K)). 
Corollary 4.3 (Invariance under conjugation). Let α : G→ G1 be a topological isomorphism of locally compact
groups. If φ ∈ End(G) and ψ = αφα−1, then Halg(φ,K) = Halg(ψ, αK) for every K ∈ C(G). In particular,
halg(φ) = halg(ψ).
Proof. Let µ be a right Haar measure on G. For every Borel subset E ⊆ G1 define a right Haar measure µ′ on G1
by letting µ′(E) = µ(α−1(E)) for every Borel subset E ≤ G1. IfK ∈ C(G), then α(K) ∈ C(G1) and Tn(ψ, αK) =
α(Tn(φ,K)) by Lemma 4.2. It follows that µ(Tn(φ,K)) = µ
′(α(Tn(φ,K)) = µ
′(Tn(ψ, αK)), so Halg(φ,K) =
Halg(ψ, αK). Since α
−1 is also an isomorphism, we deduce that halg(φ) = halg(ψ) by definition. 
Now we prove the Logarithmic Law for the algebraic entropy, with respect to endomorphisms of strongly
compactly covered groups.
Lemma 4.4 (Logarithmic Law). Let G be a strongly compactly covered group and φ ∈ End(G). Then halg(φm) =
m · halg(φ) for every m ∈ N.
Proof. Since the assertion is clear when m = 0 (see Lemma 4.1), we may fix m > 0. Let us show first that
halg(φ
m) ≤ m · halg(φ). If n ∈ N+ and U ∈ N (G), then U ≤ Tn(φm, U) ≤ Tmn−m+1(φ, U). This implies that
Halg(φ
m, U) = lim
n→∞
log[Tn(φ
m, U) : U ]
n
≤
≤ lim
n→∞
log[Tmn−m+1(φ, U) : U ]
mn−m+ 1
· lim
n→∞
mn−m+ 1
n
= mHalg(φ, U),
and taking the suprema over U ∈ N (G) we obtain halg(φm) ≤ m · halg(φ).
To prove the converse inequality, let U ∈ N (G). Observe that
W = Tn(φ
m, Tm(φ, U)) = Tnm(φ, U),
so both Tm(φ, U) ∈ B(G) and W ∈ B(G) by Lemma 3.1(1), and U ≤ Tm(φ, U) ≤W . Then
halg(φ
m) ≥ Halg(φ
m, Tm(φ, U)) = lim sup
n→∞
logµ(Tn(φ
m, Tm(φ, U)))
n
=
= lim sup
n→∞
logµ(Tnm(φ, U))
n
= mHalg(φ, U).
As the above inequality holds for every U ∈ N (G), this proves that halg(φm) ≥ m ·halg(φ), and thus halg(φm) =
m · halg(φ). 
Given two group endomorphisms φi : Gi → Gi for i = 1, 2, in the following proposition we consider the group
endomorphism φ1 × φ2 : G1 ×G2 → G1 ×G2, mapping (x, y) 7→ (φ1(x), φ2(y)).
Proposition 4.5 (weak Addition Theorem). Let G1, G2 be strongly compactly covered groups, and let φ1 ∈
End(G1), φ2 ∈ End(G2). Then halg(φ1 × φ2) = halg(φ1) + halg(φ2).
Proof. By Lemma 2.4, the family {U1 × U2 : Ui ∈ N (Gi)} is cofinal in C(G1 ×G2), and G1 ×G2 is a strongly
compactly covered group.
For i = 1, 2 let Ui ∈ N (Gi), and n ≥ 1 be an integer. Then
W = Tn(φ1 × φ2, U1 × U2) = Tn(φ1, U1)× Tn(φ2, U2),
so
[W : U1 × U2] = [Tn(φ1, U1) : U1] · [Tn(φ2, U2) : U2].
Applying log, dividing by n, and taking the limit for n→∞ we conclude that
(4.1) Halg(φ1 × φ2, U1 × U2) = Halg(φ1, U1) +Halg(φ2, U2).
Now we take the suprema over U1 ∈ N (G1) and U2 ∈ N (G2) in Equation (4.1). Then the left hand side gives
halg(φ1 × φ2) by Lemma 2.4. Taking into account that Halg(φ1, U1) only depends on U1, while Halg(φ1, U2)
only depends on U2, the right hand side of Equation (4.1) gives
sup{Halg(φ1, U1) +Halg(φ1, U2) : Ui ∈ N (Gi), i = 1, 2} =
= sup{Halg(φ1, U1) : U1 ∈ N (G1)} + sup{Halg(φ2, U2) : U2 ∈ N (G2)} = halg(φ1) + halg(φ2). 
We briefly mention here the monotonicity property of halg for endomorphisms of strongly compactly covered
groups, that will immediately follow from the stronger result proved in Proposition 7.5.
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Proposition 4.6 (Monotonicity). Let G be a strongly compactly covered group, φ ∈ End(G), H a closed normal
φ-invariant subgroup of G, and φ¯ : G/H → G/H the induced map. Then
halg(φ) ≥ max{halg(φ¯), halg(φ ↾H)}.
Let F be a finite discrete abelian group and let G = Gc ⊕Gd, with
Gc =
0∏
n=−∞
F and Gd =
∞⊕
n=1
F.
Endow Gd with the discrete topology and Gc with the (compact) product topology, so both of them are strongly
compactly covered. Endowed with the product topology, G is locally compact, and it is also strongly compactly
covered by Lemma 2.4.
The left shift is
Fβ : G→ G, (xn)n∈Z 7→ (xn+1)n∈Z,
while the right shift is
βF : G→ G, (xn)n∈Z 7→ (xn−1)n∈Z.
Clearly, βF and Fβ are topological automorphisms of G such that Fβ
−1 = βF .
In the next example we compute the algebraic entropy of these shifts.
Example 4.7. Let p be a prime number, and Zp be the cyclic group with p elements. Consider F = Zp, i.e.,
G =
∏0
n=−∞ Zp ⊕
⊕∞
n=1 Zp. Since G is abelian, N (G) = B(G). We verify now that
halg(Zpβ) = 0 and halg(βZp) = log p.
For k ∈ N+, let
Uk =
0∏
n=−∞
Zp ×
k⊕
n=1
Zp ∈ B(G).
Let us check that the family U = {Uk : k ∈ N+} is cofinal in C(G). Indeed, let H ∈ C(G), and consider the
canonical projection pid : G → Gd. Then pid(H) ⊆ Gd is finite, so pid(H) ⊆
⊕k
n=1 Zp for some k ∈ N+, and
H ⊆ Uk.
Clearly,
. . . ≤ Zpβ
n(Uk) ≤ . . . ≤ Zpβ(Uk) ≤ Uk ≤ βZp(Uk) ≤ . . . ≤ β
n
Zp
(Uk) ≤ . . . .
For all n ∈ N+, Tn(Zpβ, Uk) = Uk, so
Halg(Zpβ, Uk) = 0.
On the other hand, for every n ∈ N+,
log
Tn+1(βZp , Uk)
Tn(βZp , Uk)
= log
βn
Zp
(Uk)
βn−1
Zp
(Uk)
= log
βZp(Uk)
Uk
= log p,
hence
Halg(βZp , Uk) = log p.
By the cofinality of U in C(G) and by Remark 3.3 we can conclude.
The above example shows in particular that a topological automorphism φ of a strongly compactly covered
group and its inverse φ−1 can have different algebraic entropy. Next we give the precise relation between halg(φ)
and halg(φ
−1), which extends [31, Proposition 2.7(3)] to some non-abelian groups.
For a locally compact group G, let Aut(G) denote the group of topological automorphisms of G. If µ is a left
Haar measure on G, the modulus is a group homomorphism ∆G : Aut(G)→ R+ such that µ(φE) = ∆G(φ)µ(E)
for every φ ∈ Aut(G) and every measurable subset E of G (see [23]). If G is either compact or discrete, then
∆G(φ) = 1 for every φ ∈ Aut(G). We also denote ∆G simply by ∆.
Lemma 4.8. Let G be a locally compact group, φ ∈ Aut(G), and U ∈ N (G). Then
(1) ∆(φ) = µ(φ(U))
µ(U) =
[Uφ(U):U ]
[Uφ(U):φ(U)] .
(2) If V is a compact subgroup of G and V ⊇ Uφ(U), then [V : U ] = [V : φ(U)] ·∆(φ).
Proof. (1) Since U and φ(U) are compact, and U ∩ φ(U) is open, it follows that [φ(U) : U ∩ φ(U)] and [U :
U∩φ(U)] are finite. Therefore, µ(φ(U)) = [φ(U) : U∩φ(U)]·µ(U∩φ(U)) and µ(U) = [U : U∩φ(U)]·µ(U∩φ(U)).
Hence,
∆(φ) =
µ(φ(U))
µ(U)
=
[φ(U) : U ∩ φ(U)]
[U : U ∩ φ(U)]
.
ALGEBRAIC ENTROPY ON STRONGLY COMPACTLY COVERED GROUPS 9
Moreover, since U is normal in G we have that Uφ(U) is a subgroup of G, and so [φ(U) : U∩φ(U)] = [Uφ(U) : U ]
and [U : U ∩ φ(U)] = [Uφ(U) : φ(U)].
(2) We have that
[V : U ] = [V : Uφ(U)][Uφ(U) : U ]
and
[V : φ(U)] = [V : Uφ(U)][Uφ(U) : φ(U)].
Therefore,
[V : U ] = [V : φ(U)]
[Uφ(U) : U ]
[Uφ(U) : φ(U)]
,
and the conclusion follows from item (1). 
Proposition 4.9. Let G be a locally compact group, φ ∈ Aut(G) and U ∈ N (G). Then
Halg(φ
−1, U) = Halg(φ, U) − log∆(φ).
In particular, if G is a strongly compactly covered group, then
halg(φ
−1) = halg(φ) − log∆(φ).
Proof. Let U ∈ N (G). As in the proof of Lemma 3.2, for every n ∈ N+ let tn = [Tn(φ, U) : U ] and t∗n =
[Tn(φ
−1, U) : U ]. Moreover, Halg(φ, U) = log β and Halg(φ
−1, U) = log β∗, where β and β∗ are respectively the
values at which the sequences βn =
tn+1
tn
and β∗n =
t∗n+1
t∗n
stabilize (see Equation (3.1)).
Let n ∈ N+. By Lemma 3.1 we have that
φn−1(Tn(φ
−1, U)) = Tn(φ, U)
is a compact subgroup of G. Since φn−1 is an automorphism, Lemma 4.8(2) gives
t∗n = [Tn(φ
−1, U) : U ] = [φn−1(Tn(φ
−1, U)) : φn−1(U)] =
= [Tn(φ, U) : φ
n−1(U)] = [Tn(φ, U) : U ] ·
1
∆(φn−1)
= tn ·
1
∆(φn−1)
.
Therefore, since ∆ is a homomorphism, for every sufficiently large n ∈ N+,
β =
tn+1
tn
=
t∗n+1
t∗n
·
∆(φn)
∆(φn−1)
= β∗ ·∆(φ).
Then, log β = log β∗ + log∆(φ), that is, the first assertion of the proposition.
The second equality in the thesis follows from the first one taking the supremum for U ∈ N (G) in view of
Equation (1.2). 
5. Limit-free Formula
In this section we prove the so-called Limit-free Formula for the algebraic entropy. We start introducing the
following useful subgroups.
Definition 5.1. For a locally compact group G, φ ∈ End(G) and U ∈ N (G), let:
(1) U (0) = U ;
(2) U (n+1) = Uφ−1U (n) for every n ∈ N;
(3) U− =
⋃
n∈N U
(n).
Is is easy to prove by induction that U (n+1) = φ−1U (n)U is an open normal subgroup of G such that
U (n) ≤ U (n+1) for every n ∈ N, so that also U− is an open normal subgroup of G for every U ∈ N (G). We
collect some of the properties of U−.
Lemma 5.2. Let G be a locally compact group, φ ∈ End(G) and U ∈ N (G). Then:
(1) φ−1U− ≤ U−;
(2) if H ≤ G is such that U ≤ H and φ−1H ≤ H, then U− ≤ H;
(3) U− = Uφ−1U−;
(4) the index [U− : φ−1U−] = [U : U ∩ φ−1U−] is finite;
(5) for every n ∈ N+, φ−nTn = φ
−1U (n−1).
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Proof. (1) Follows from the fact that φ−1U (n) ≤ U (n+1) for every n ∈ N.
(2) It suffices to show that U (n) ≤ H for every n ∈ N. If n = 0, then U = U (0) ≤ H , while for the inductive
step, use φ−1U (n) ≤ φ−1H ≤ H .
(3) We have already noted above that U (n) ≤ U (n+1) for every n ∈ N , so
Uφ−1U− = Uφ−1
⋃
n∈N
U (n) = U
⋃
n∈N
φ−1U (n) =
⋃
n∈N
(Uφ−1U (n)) =
⋃
n∈N
U (n+1) = U−.
(4) Using property (3) we obtain
U−/φ−1U− = (Uφ−1U−)/φ−1U− ∼= U/(U ∩ φ−1U−),
and thus [U− : φ−1U−] = [U : U ∩ φ−1U−]. The quotient U/(U ∩ φ−1U−) is finite, since U ∩ φ−1U− is an open
subgroup of the compact group U , as φ−1U− is open in G.
(5) For n = 1 the assertion follows from the equalities T1 = U = U
(0). We prove the assertion for n + 1
assuming that it holds true for n ∈ N+.
To see first that φ−n−1Tn+1 ⊆ φ−1U (n), fix x ∈ φ−n−1Tn+1. So, φn+1(x) ∈ Tn+1 = TnφnU. This implies
that there exists y ∈ U such that φn+1(x) ∈ Tnφn(y), that is, φn(φ(x)y−1) ∈ Tn. By the inductive hypothesis,
φ(x)y−1 ∈ φ−nTn = φ
−1U (n−1). Hence,
φ(x) = (φ(x)y−1)y ∈ φ−1(U (n−1))U = Uφ−1(U (n−1)) = U (n).
This means that x ∈ φ−1U (n), as needed.
For the converse inclusion let x ∈ φ−1U (n). By the inductive hypothesis,
φ(x) ∈ U (n) = Uφ−1U (n−1) = Uφ−nTn.
It follows that
φn+1(x) = φn(φ(x)) ∈ φn(U)Tn = Tn+1,
and thus, x ∈ φ−n−1Tn+1. 
In the following result, we generalize the Limit-free Formula for the algebraic entropy of endomorphism of
torsion abelian groups, from [6, 35].
Proposition 5.3 (Limit-free Formula). Let G be a locally compact group. If φ ∈ End(G) and U ∈ N (G), then
Halg(φ, U) = log[U
− : φ−1U−].
Proof. By Equation (3.1), Halg(φ, U) = log β, where β = βn = [Tn+1 : Tn] for n ≥ n0 for some n0 ∈ N. So, it
suffices to show that β = [U− : φ−1U−].
For every n ∈ N,
U ∩ φ−1U = U ∩ φ−1U (0) ≤ U ∩ φ−1U (n) ≤ U ∩ φ−1U (n+1) ≤ U,
so the sequence of the indices {[U : U ∩ φ−1U (n)]}n∈N is weakly decreasing, hence it stabilizes. It follows that
the sequence {U ∩ φ−1U (n)}n∈N of subgroups of U also stabilizes, and let n1 ∈ N be such that U ∩ φ−1U (n) =
U ∩ φ−1U (n1) for every n ≥ n1.
For m ≥ n1 we have
U ∩ φ−1U (m) =
⋃
n∈N
(U ∩ φ−1U (n)) = U ∩
⋃
n∈N
φ−1U (n) = U ∩ φ−1
⋃
n∈N
U (n) = U ∩ φ−1U−.
Therefore, for every n ≥ max{n0, n1}, Lemma 5.2(4) gives
[U− : φ−1U−] =[U : U ∩ φ−1U−] = [U : U ∩ φ−1U (n)] =
= [Uφ−1U (n) : φ−1U (n)] = [U (n+1) : φ−1U (n)].
To conclude, we show that [U (n) : φ−1U (n−1)] = [Tn+1 : Tn] = β. Observe that
U (n)/φ−1U (n−1) = (Uφ−1U (n−1))/φ−1U (n−1),
and that Tn+1/Tn = (φ
n(U)Tn)/Tn. Consider the mapping
Φ : (Uφ−1U (n−1))/φ−1U (n−1) → (φn(U)Tn)/Tn, xφ
−1U (n−1) 7→ φn(x)Tn.
By Lemma 5.2(5), Φ is well-defined and injective, and clearly Φ is a surjective homomorphism. 
The following result was inspired by Fact 6.4 below (proved in [22]) which is a similar result for the topological
entropy.
Proposition 5.4. Let G be a strongly compactly covered group, and φ ∈ End(G). Then
halg(φ) = sup{log[A : φ
−1A] : AEG, A open, φ−1A ≤ A, [A : φ−1A] <∞} =: s.
ALGEBRAIC ENTROPY ON STRONGLY COMPACTLY COVERED GROUPS 11
Proof. Using Proposition 5.3 we obtain
halg(φ) = sup{Halg(φ, U) : U ∈ N (G)} = sup{log[U
− : φ−1U−] : U ∈ N (G)}.
Then halg(φ) ≤ s, as for every U ∈ N (G), U− is an open normal subgroup of G such that φ−1U− ≤ U− and
[U− : φ−1U−] <∞ by Lemma 5.2(4).
For the converse inequality, fix an open normal subgroup A of G such that φ−1A ≤ A and [A : φ−1A] <∞.
Our aim is to find U ∈ N (G) such that [U− : φ−1U−] ≥ [A : φ−1A]. Since [A : φ−1A] < ∞, there exists a
finitely generated subgroup F ≤ A such that A = φ−1(A)F . As G is compactly covered by Proposition 1.1,
there exists a compact subgroup K ≤ G such that F ≤ K. Clearly, A ∩K ∈ N (K). So, Lemma 3.4(1) implies
that there exists M ∈ N (G) such that A ∩K ⊆M ∩K. We claim that
(5.1) A = φ−1(A)U,
where U =M ∩ A ∈ N (G). First observe that
F ⊆ A ∩K =M ∩K ∩ A ⊆M ∩ A = U ⊆ A.
Taking also into account that φ−1A ≤ A we obtain
A = φ−1(A)F ⊆ φ−1(A)U ⊆ φ−1(A)A = A,
which proves Equation (5.1).
We now show that [U− : φ−1U−] ≥ [A : φ−1A]. Since U ≤ A and φ−1A ≤ A, Lemma 5.2(2) gives U− ≤ A,
so φ−1U− ≤ φ−1A ≤ A. Now by Equation (5.1),
[Uφ−1U− : φ−1U−] ≥ [(Uφ−1(U−))φ−1A : φ−1(U−)φ−1A] = [A : φ−1A].
Finally, [U− : φ−1U−] = [Uφ−1U− : φ−1U−] by Lemma 5.2(3). 
6. Bridge Theorem
For a locally compact abelian group G, its Pontryagin dual Ĝ is the group of all continuous homomorphism
G→ T, equipped with the pointwise operation, and the compact open topology; by Pontryagin duality, Ĝ is a
topological group such that
̂̂
G is canonically topologically isomorphic to G.
For a subgroup H of G, the annihilator of H in Ĝ is H⊥ = {χ ∈ Ĝ : χ(H) = 0}, while for a subgroup A of
Ĝ, the annihilator of A in G is A⊤ = {x ∈ G : χ(x) = 0 for every χ ∈ A}.
Then, for every closed subgroup H of G, we have (H⊥)⊤ = H , while H ≤ G is compact if and only if H⊥ ≤ Ĝ
is open. In particular, H ∈ B(G) if and only if H⊥ ∈ B(Ĝ).
Finally, if {Hi}i∈I is a family of open subgroups of G, then(∑
i∈I
Hi
)⊥
=
⋂
i∈I
H⊥i and
(⋂
i∈I
Hi
)⊥
=
∑
i∈I
H⊥i .
In what follows, we need also the following standard properties of Pontryagin duality.
Lemma 6.1. Let B ≤ A be closed subgroups of a locally compact abelian group G. Then Â/B is topologically
isomorphic to B⊥/A⊥.
For a continuous group homomorphism φ : G→ H , its dual is the continuous group homomorphism φˆ : Ĥ →
Ĝ, mapping f 7→ f ◦ φ.
Lemma 6.2. Let G be a locally compact abelian group, φ ∈ End(G) and U be a closed subgroup of G. Then
(φ−1U)⊥ = φ̂(U⊥).
Remark 6.3. For a topological abelian group G, the subgroup
B(G) =
∑
{K ≤ G : K compact}
is the biggest compactly covered subgroup of G, so G is compactly covered exactly when B(G) = G. When G
is locally compact abelian, as B(G)⊥ = c(Ĝ), one has that G is compactly covered if and only if Ĝ is totally
disconnected.
The following result is a consequence of the Limit-free Formula for the topological entropy proved in [22,
Proposition 3.9].
Fact 6.4. [22, Equation (3.10)] Let G be a totally disconnected locally compact group and φ ∈ End(G). Then
htop(φ) = sup{log[φM :M ] :M ≤ G, M compact, M ⊆ φM, [φM :M ] <∞}.
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Using Proposition 5.4 and Fact 6.4, which are respectively consequences of the Limit-free Formulas for the
algebraic and for the topological entropy, we give in Theorem 6.5 a new and very short proof for the Bridge
Theorem from [10].
Theorem 6.5. Let G be a compactly covered locally compact abelian group and φ ∈ End(G). Then halg(φ) =
htop(φ̂).
Proof. Observe that Ĝ is totally disconnected by Remark 6.3.
Let A be a subgroup of G. Then the following conditions are equivalent:
(i) A is open, φ−1A ⊆ A and A/φ−1A is finite;
(ii) M = A⊥ is compact, M ⊆ φ̂M and φ̂M/M is finite.
Under these conditions, by Lemma 6.2 and Lemma 6.1 respectively,
φ̂M/M = (φ−1A)⊥/A⊥ ∼= ̂A/φ−1A,
which is isomorphic to A/φ−1A, being finite. Now the thesis follows from Fact 6.4 and Proposition 5.4. 
7. Addition Theorem
This section is dedicated to the following Addition Theorem.
Theorem 7.1. Let G be a strongly compactly covered group, φ ∈ End(G), H a closed normal φ-stable subgroup
of G with kerφ ≤ H, and φ¯ : G/H → G/H the induced map. Then
halg(φ) = halg(φ¯) + halg(φ ↾H).
As an immediate corollary we obtain the following result for a topological automorphism φ ∈ Aut(G) of G.
Corollary 7.2. If G is a strongly compactly covered group, φ ∈ Aut(G) and H is a normal φ-stable subgroup
of G, then
halg(φ) = halg(φ¯) + halg(φ ↾H).
In particular, the Addition Theorem holds for automorphisms of discrete torsion FC-groups. These groups
are locally finite, and we conjecture the Addition Theorem holds also in the bigger class of discrete locally finite
groups.
Conjecture 7.3. If G is a discrete locally finite group, φ ∈ Aut(G) and H is a normal φ-stable subgroup of G,
then
halg(φ) = halg(φ¯) + halg(φ ↾H).
In the sequel, G is a strongly compactly covered group, φ ∈ End(G), and H is a closed normal φ-invariant
subgroup of G. We denote by pi : G→ G/H the canonical projection, and by φ¯ : G/H → G/H the map induced
by φ on the quotient group. Obviously, φ¯pi = piφ.
First we prove the following easy charaterization of the subgroups H of G that we consider.
Lemma 7.4. Let G be a group, φ ∈ End(G) and H a closed subgroup of G. The following assertions are
equivalent:
(1) H is φ-stable and contains ker(φ);
(2) φ−1(H) = H and H ≤ Im(φ).
Proof. (1)⇒(2) Since H is φ-stable, we have H = φ(H) ≤ φ(G) = Im(φ) and φ−1(H) = φ−1(φ(H)). As
ker(φ) ≤ H , φ−1(H) = φ−1(φ(H)) = H .
(2)⇒(1) Since ker(φ) ≤ φ−1(H), the condition φ−1(H) = H implies that ker(φ) ≤ H and also that
φ(φ−1(H)) = φ(H). As H ≤ Im(φ), φ(φ−1(H)) coincides also with H . It follows that H = φ(H). 
Now we prove the first half of the Addition Theorem. Note that it holds in a more general setting than
Theorem 7.1.
Proposition 7.5. Let G be a strongly compactly covered group, φ ∈ End(G), H a closed normal φ-invariant
subgroup of G, and φ¯ : G/H → G/H the induced map. Then
halg(φ) ≥ halg(φ¯) + halg(φ ↾H).
Proof. For U ∈ N (G), and n ∈ N, let Tn = Tn(φ, U). Then U ≤ Tn ∩ (UH) ≤ Tn, so that
(7.1) [Tn : U ] = [Tn : Tn ∩ (UH)][Tn ∩ (UH) : U ],
and we study separately the two indices in the right hand side of the above equation.
Let a = [Tn : Tn ∩ (UH)] and consider the following Hasse diagram in the lattices of subgroups of G and of
G/H .
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pi
G G/H
TnH = Tn(φ, UH) Tn(φ¯, piU)
a
a
UH piUTn
a
Tn ∩ (UH)
U
H {0}
Note that TnH = Tn(φ, UH), since φH ≤ H and both U and H are normal in G, so
a = [TnH : UH ] = [Tn(φ, UH) : UH ].
Moreover, both Tn(φ, UH) and UH contain H = kerpi, so considering their images in G/H we have [Tn(φ, UH) :
UH ] = [pi(Tn(φ, UH)) : pi(UH)], and the latter coincides with [Tn(φ¯, piU) : piU ] by Lemma 4.2.
To study the second index in the right hand side of Equation (7.1), let b = [Tn ∩ (UH) : U ]. As Tn ∩ (UH) =
(Tn ∩H)U by the modular law, we have
b = [(Tn ∩H)U : U ] = [Tn ∩H : U ∩H ] ≥ [Tn(φ, U ∩H) : U ∩H ],
where the last inequality follows from the inclusions Tn ∩H ≥ Tn(φ, U ∩H) ≥ U ∩H .
Tn ∩ (UH) = (Tn ∩H)U
b
U Tn ∩H
H
Tn(φ, U ∩H)
U ∩H
b
Finally, from Equation (7.1) and the above discussion it follows that
[Tn : U ] ≥ [Tn(φ¯, piU) : piU ][Tn(φ, U ∩H) : U ∩H ].
Applying log, dividing by n, and taking the limit for n→∞ we conclude that, for every U ∈ N (G),
(7.2) Halg(φ, U) ≥ Halg(φ¯, piU) +Halg(φ ↾H , U ∩H).
Let U1, U2 ∈ N (G), and U = U1U2 ∈ N (G). Then piU ≥ piU1 are elements of N (G/H), and U ∩H ≥ U2 ∩H
are in N (H), so that
Halg(φ¯, piU) ≥ Halg(φ¯, piU1),(7.3)
Halg(φ ↾H , U ∩H) ≥ Halg(φ ↾H , U2 ∩H).(7.4)
From Equations (7.2), (7.3) and (7.4), it follows that
halg(φ) ≥ Halg(φ, U) ≥ Halg(φ¯, piU1) +Halg(φ ↾H , U2 ∩H).
Taking the suprema over U1, U2 ∈ N (G), we conclude by applying Corollary 3.5. 
We are now in position to prove the Addition Theorem.
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Proof of Theorem 7.1. In view of Proposition 7.5, it only remains to prove that halg(φ) ≤ halg(φ¯)+halg(φ ↾H ).
Let O be an arbitrary open normal subgroup of G such that φ−1O ≤ O and [O : φ−1O] <∞. Then φ−1O is
normal in G (so in particular in O itself), and
(7.5) [O : φ−1O] = [O : (φ−1O)(O ∩H)] · [(φ−1O)(O ∩H) : φ−1O].
O
(φ−1O)(O ∩H)
φ−1O O ∩H
φ−1O ∩H
H
First observe that since H is φ-stable with kerφ ≤ H , then we also have φ−1H = H by Lemma 7.4, so
φ−1(O) ∩H = φ−1O ∩ φ−1H = φ−1(O ∩H).
Then, computing the second index in the right hand side of Equation (7.5) we obtain
[(φ−1O)(O ∩H) : φ−1O] = [O ∩H : φ−1(O) ∩H ] = [O ∩H : φ−1(O ∩H)].
Note that H is a strongly compactly covered group, and having an open normal subgroup O ∩ H such that
φ−1(O ∩H) ≤ O ∩H , and [O ∩H : φ−1(O ∩H)] <∞ by Equation (7.5). By Proposition 5.4,
(7.6) halg(φ ↾H) ≥ log[O ∩H : φ
−1(O ∩H)].
To compute the first index in the right hand side of Equation (7.5), first note that
(φ−1O)(O ∩H) = (φ−1(O)H) ∩O
by the modular law. Then, chasing the diagram
O
(φ−1O)(O ∩H) = (φ−1(O)H) ∩O
φ−1O O ∩H
H piH
φ−1(O)H pi(φ−1O) = φ¯ −1(piO)
OH piO
G G/H
pi
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of the subgroups of G and G/H , one can easily verify that
[O : (φ−1O)(O ∩H)] = [O : (φ−1(O)H) ∩O] = [OH : φ−1(O)H ] =
= [pi(OH) : pi(φ−1(O)H)] = [piO : pi(φ−1O)] = [piO : φ¯ −1(piO)].
By our assumption, G/H is a strongly compactly covered group. As piO is an open normal subgroup of G/H ,
such that φ¯ −1(piO) ≤ piO and [piO : φ¯ −1(piO)] <∞ by Equation (7.5), Proposition 5.4 applied to G/H and to
φ¯ implies that
(7.7) halg(φ¯) ≥ log[piO : φ¯
−1(piO)].
Summing up Equation (7.6) and Equation (7.7), and using Equation (7.5), we obtain
halg(φ¯) + halg(φ ↾H) ≥ log[O : φ
−1O].
By the arbitrariness of O and applying Proposition 5.4 to G we conclude that halg(φ¯)+halg(φ ↾H) ≥ halg(φ). 
Remark 7.6. For the subclass of compactly covered locally compact abelian groups Theorem 7.1 admits an
alternative proof. Indeed, one can combine the Addition Theorem proved in [22] for the topological entropy of
continuous endomorphisms of locally compact totally disconnected groups with the Bridge Theorem proved in
[10] (see Theorem 6.5).
The next corollary shows that when we compute the algebraic entropy of a topological automorphism of a
strongly compactly covered group G, we may assume that G is also totally disconnected, i.e., its connected
component c(G) is trivial.
Corollary 7.7. Let G be a strongly compactly covered group, and φ ∈ End(G) be such that c(G) is φ-stable and
contains kerφ. Then halg(φ) = halg(φ¯), where φ¯ : G/c(G)→ G/c(G) is the induced map.
In particular, if φ ∈ Aut(G), then c(G) is φ-stable and halg(φ) = halg(φ¯).
Proof. As G is compactly covered by Proposition 1.1, the connected component c(G) is compact by [2, Lemma
2.15], so halg(φ ↾c(G)) = 0. Applying Theorem 7.1 we get
halg(φ) = halg(φ¯) + halg(φ ↾c(G)) = halg(φ¯).
For the last assertion use the fact that c(G) is a characteristic subgroup of G. 
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