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In an infinite sequence of words over a finite alphabet some word must  be 
embedded in a later word. In  a DOL sequence such an embedding leads to a 
decomposit ion of the language into a finite language and a finite number  of 
DOL languages for which the associated sequences are embedding chains. A 
language possessing such a decomposit ion has a bound for the size of the hyper-  
codes (= embedding anti-chains) it can contain. Certain largest hypercodes 
related to DOL systems and languages are characterized. These characteriza- 
tions provide methods for showing that languages are not DOL and for showing 
that pairs of DOL systems are not equivalent. A new class of 0L languages, the 
slender languages, is introduced. Th is  class contains the finite 0L languages 
and the deterministic 0L languages. Our  key decomposit ion results are stated 
for slender languages. 
I. INTRODUCTION 
Lindenmayer (1968) introduced parallel rewriting systems as models of cellular 
development of filamentous organisms. An extensive literature has developed 
on the properties of these systems. See, for example, the volumes by Rozenberg 
and Salomaa (1974) and Lindenmayer and Rozenberg (1976). As rewriting 
systems these models fit into the general context of formal language theory. 
As references we suggest Salomaa (1973) and Herman and Rozenberg (1975). 
The present article deals with 0L systems which are a class of parallel rewriting 
systems that model situations in which interaction between cells may be 
neglected. Such situations were discussed in Lindenmayer (1971). 
* Th is  research was supported in part by Grant  A7877 of the Natural  Sciences and 
Engineering Research Council  of Canada. 
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We introduce the use of hypercodes (i.e., anti-chains in the embedding order 
of free monoids) as a tool for deriving properties of 0L languages. Our results 
concern deterministic 0L languages and a new class of Of, languages which we 
call slender languages. Slender 0L languages are those that contain only finitely 
many strings that are not deterministic. Our attention centers on periodically 
recurring embedding relations between words in the sequences generated by 
DOL systems. (See Theorem 1.) We decompose deterministic and slender 0L 
languages into unions of finite languages and D0L languages which are closely 
related to the original languages but which have additional strong embedding 
relations holding in the sequences they generate. (See Corollary 6, Theorem 2, 
Theorem 4, and Corollary 11.) The slender languages appear to provide the 
natural domain for the decomposition algorithms we have developed here. (See 
Theorem 4.) 
A major attraction for using the hypercode concept as illustrated here is the 
transparency of the resulting proofs and algorithms. We find the clarity of the 
context in which the result of Lee and Rozenberg (1974) arises here particularly 
satisfying. Several of the techniques of proof used in the present article were used 
already in the Lee and Rozenberg paper. 
2. DEFINITIONS 
Let A be a finite non-empty set and let A* be the set of all finite strings of 
elements of A. We will use consistently the following partial order in A*: 
DEFINITION 1. For strings x and y in A* we write x ~< y if there are strings 
a 1,ae, . . . ,a n and b o ,b  1 ,b  2,. . . ,b n in A* such that ala ~. . .a  n ~ x and 
boalbla2b 2 "" anb~ = y. When x ~< y we say that x is embedded in y. 
The set A*, together with the operation of concatenation a d the relation ~,  is 
a partially ordered monoid. 
By a hypercode in A* we mean a subset of A* no two elements of which are 
comparable in the embedding order. Thus a hypercode is an anti-chain in the 
partially ordered set A*, ~.  The present article exploits the following funda- 
mental result concerning hypercodes: For any finite set A,  every hypercode in A*  
is finite. Proofs of this result appear in Haines (1969), Higman (1952) and 
Jullien (1968), and also in Section 6.6 of Harrison (1978) and Section 5.2 of 
Shyr (1979). For general information about hypercodes see Shyr and Thierrin 
(1974). By the size of a hypercode we mean the number of strings in the hyper- 
code. 
DEFINITION 2. An OL scheme S = (A, P)  consists of a finite nonempty set A 
and a finite subset P of A × A* for which for each a in A there is at least one x 
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in A* such that (a, x) is in P. The set _d is called the alphabet of S and the elements 
of P are called productions. An alternate notation for the production (a, x) is 
a ---> x.  
Each 0L scheme S = (A, P)  provides the means for defining a binary relation 
~.~ in A*: For x andy  in A* we write x ~y  (or merely x ~y)  if there are 
elements a 1 ,..., a~ in A and strings b I ,..., b~ in _//* such that al "'" a~ = x, 
b l ' ' ' b~ ~-y ,  and ai-->bi is in P for 1 ~<i~<n.  The transitive closure of 
~s  is ~s  + and the reflexive transltive closure is ~* .  
An 0L scheme S = (A, P)  is deterministic (DOL) if for each a in A there is 
only one x in A* for which a --~ x. The productions of a DOL scheme specify a 
function A-~A*  which extends to a unique monoid homomorphism 
h: .d*--~ _d*. For DOL schemes it is convenient o replace the set P by the 
homomorphism h and let (S, h) be an alternate notation for the scheme. 
DEFINITION 3. An OL system is a triple G = (A, P, w), where (A, P) is an 
0L scheme and w is an element of _d+ called the axiom of G. 
Each 0L system G = (A, P, w) provides the means of defining a subset 
(language) of A*: L(G)  = (s~A*]w ~*s}.  An 0L system is deterministic 
(DOL) if its scheme is deterministic. 
3. DOL SYSTEMS AND LANGUAGES 
Throughout his section and Section 4, G = (_d, P, w0) will be a DOL system. 
The determinism of G allows the alternate notation G = (A, h, w0) , where h is 
the monoid homomorphism h: X*--->_d* determined by P. The sequence 
generated by G will be written: w0, w 1 = h(wo) , w 2 = h2(wo),..., w n = h~(wo),... . 
Since all hypercodes in _//* must be finite, as was proved, for example, by 
Higman (1952), in the sequence generated by G there must be a least positive 
integer k such that w k is comparable to one of its predecessors. For this k it 
follows that w o ..... wk_ 1 is a hypercode. This hypercode will be called the 
hypercode H(G)  of G and the number k of elements of H(G)  will be called the 
hypercode length of G. Each index i for which 0 ~< i < k and w i is comparable to 
w~ will be called an embedding index of G. The associated number p = k - -  i 
will be called the embedding period, or simply the period, associated with i. The 
following example confirms that a DOL system may have more than one 
embedding index. 
EXAMPLE 1. For G 1 = ((a, b}, {a ---> b, b -+ ab}, a) the sequence of G 1 is 
w o = a, w 1 = b, w 2 = ab,.... The hypercode of G 1 is H(G)  = {a, b}. The 
hypercode length of G 1 is k = 2. There are two embedding indices, i1 = 0 and 
i 2 = 1, which have associated periods Pl  = 2 and P2 = 1, respectively. | 
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The following theorem justifies the use of the term "embedding period." 
THEOREM 1. Let G = (A, h, w0) be a DOL system with hypercode length k and 





wi ~ wk and for i <~ j <~ k - -  1: 
wj <~ w~+~ <~ wj+2~ <~ "'" <~ wj+~ <~ "', 
wi >~ wk and for i <~ j ~ k - -  1: 
wj >~ w~+~ >~ w~+2~ >~ "'" >~ w~+~ >~ "". 
Proof. Since w i and wk are comparable we have either w i ~ w k or wi >/we.  
(1) Suppose wi <~ w~. We use this supposition as the base for an induction 
argument: Assume that for a non-negative integer u we have w~+u ~< We+u. 
Then wk+~ ~- boalbla2b2 "'" amb~ , where the aj and bj are in A* and ala 2 "" am = 
w~+~. Embedded in wT~+u+l = h(we+u) = h(bo) h(al) h(bl) h(a2) h(b~) "" h(am) h(b~) 
is h(al) h(a2) "" h(am) ~- wi+~+l . By finite induction wi+n ~ wk+~ holds for all 
non-negative integers n and consequently all the asserted embedding relations 
hold. 
(2) Suppose w i >/w k . In the argument above interchange i and k. | 
For G of hypercode length k, it is not possible that both w i ~ wl~ and w~. >/w k 
can hold for elements wi ,  w~ in H(G)  with i :/: j. Otherwise the embedding 
wi ~ wj would follow and this would contradict he hypercode property of 
H(G).  Thus, although there may be distinct words wi ,  w 5 in H(G)  that are 
comparable with w k , they are both either ~w e or >/w e . 
We will say that a DOL system G is of the first (respectively second) kind if 
w i ~ w k (respectively wi >/wk) for some w i in the hypercode of G. By the 
paragraph above a system G can be of both kinds only if w i ~ w e holds for a w~ 
in the hypercode and in this case L(G)  = H(G).  A DOL language is of the first 
(respectively second) kind if it is generated by a DOL system of the first 
(respectively second) kind. A DOL language of the second kind must be finite 
since the length of the longest word in H(G),  where G is a DOL system of the 
second kind that generatesZ, is an upper bound for the lengths of the elements of 
L. A DOL language of the first kind may be finite, ((a, b}, (a --* ab, b -+ h}, a), or 
infinite, ({a}, {a -+ aa}, a). Notice however that a propagating DOL (i.e., PDOL) 
system G = (A, h, w) of hypercode length k generates an infinite language if and 
only if w i ~ w e for an element w i in H(G).  
A language is hypereode bounded if there is a bound on the size of the hyper- 
codes contained in the language. LetL  be a hypercode bounded language and let 
b be the maximum of the sizes of the hypercodes contained in L. Agreat hypercode 
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in L is a hypercode containing b words. A shortest (respectively ongest) great 
hypercode in L is a great hypercode H for which the sum of the lengths of the 
strings in H is smallest (respectively largest) possible. 
EXAMPLE 2. The language L = {a, b, bc} contains precisely two great 
hypercodes: H 1 = {a, b} is a shortest great hypercode and //2 {a, bc} is a 
longest great hypercode. This language can be generated by precisely four DOL 
systems with alphabet {a, b, c}. We list the productions and further data for these 
four systems: 
Productions Axiom and Sequence k Period 
~=~b,b~bc ,  c~A} 
~=~bc,  b~a,c~A} 
~:~bc ,  b~b,c~h} 
~:{a~b,b~a,c~A} 
a~b~bc~bc~'"  2 1 
b~a~bc~a~."  2 2 
a~bc~b~b~. . .  2 1 
bc~a~b~a~""  2 2 
Note that the hypercode l ngth k has the same value for all four systems. This 
is predicted by Corollary 1 below. The first two systems are of the first kind and 
the last two systems are of the second kind. Thus L is a DOL language of both 
kinds. Note that the first k elements of the sequences generated by the systems of 
the first (respectively second) kind are the elements of a shortest (respectively 
longest) great hypercode and that this shortest (respectively longest) great 
hypercode is unique. This behaviour of DOL languages of the first (respectively 
second) kind is predicted by Corollary 4 (respectively 5) below. | 
COROLLARY 1. Let L = L( G) for a DOL system G = ( A, h, Wo). The hypercode 
length h of G is an intrinsic property of L characterized asfollows: k is the maximum 
of the sizes of the hypercodes contained in L. 
Proof. No hypercode can contain two elements from the same chain. Con- 
sequently, from the embedding relations of Theorem 1, it follows that no hyper- 
code in L(G) can contain more than k elements. Finally, L(G) does contain a 
k element hypercode, namely, H(G). I 
An immediate consequence of Corollary 1 is: 
COROLLARY 2. Each DOL language is hypercode bounded. | 
For a finite alphabet A, any set of words in A* having the same length is 
a hypercode. Consequently the following result which appeared in both Lee and 
Rozenberg (1974) and Ginsburg and Rovan (1974) is an immediate consequence 
of Corollary 2. 
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COROLLARY 3. For each DOL language L there is a bound b such that for any 
positive integer n, the number of word} of length n in L does not exceed b. | 
COROLLARY 4. Let L = L(G) for a DOL system G = (A, h, Wo) of the first 
kind. Let H 1 = H(G). Then H 1 is an intrinsic feature of L characterized without 
reference to G as follows: H1 is the unique shortest great hypercode in L. 
Proof. Let k be the hypercode length of G and let w i be an element of H 1 
that is comparable with w k . From the embedding relations of Theorem 1 
applicable for G of the first kind, every great hypercode in L must contain 
w 0 , . . . ,  Wi_ 1 and one element chosen from each of the chains initiated by 
wl ..... w~_ 1 . Any choices from these chains differing from w i ,..., w1~-1 would 
yield a hypercode for which the sum of the lengths is greater than that of H 1 . | 
The proof of the next corollary is exactly parallel to the proof of Corollary 4. 
COROLLARY 5. Let L = L(G) for a DOL system G = (A, h, Wo) of the second 
kind. Let H 2 = H(G). Then H 2 is an intrinsic feature of L characterized without 
reference to G as follows: H~ is the unique longest great hypercode in L. | 
Numerous consequences can be drawn from the corollaries of this section. 
Here are five examples: 
(1) A language that contains more than one shortest great hypercode and 
more than one longest great hypercode is not DOZ. 
(2) I f  the number of shortest great hypercodes in an infinite language is 
not precisely 1 then the language is not DOL. 
(3) Language equivalent DOL systems have the same hypercode length- 
(4) If G and G' are language quivalent DOL systems of the same kind then 
H(G) = H(G'). 
(5) I l L  is a DOL language of both kinds then the axiom of any DOL system 
generatingL must be in H 1 ~3//2, where Hi = H(Gi) for a DOL system Gi of the 
ith kind that generates L.
4. INFINITE DOL LANGUAGES 
Throughout his section G = (A, h, w0) will be a DOL system of hypercode 
length k. Further, w/will always be an element of H(G) that is comparable with 
wk and p will be the associated embedding period p = k --  i. Lists denoted 
{w0 ..... w/_l} will be understood to be empty when i ~ 0. 
COROLLARY 6. I f  G = (A, h, Wo) is a DOL system that generates an infinite 
language then L(G) = {w 0 ..... w/_i} u L(A, h ~, wi) w "" ~J L(A, h ~, wk-i) and 
for each j satisfying i ~ j ~ k -- 1 : wj < wj+~ < w~+~ < "" < w~+~ < ".'. 
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Pro@ The representation ofL(G) as a union holds for all DOL systems. We 
obtain the inequalities from Theorem 1 as follows: Since L(G) is infinite, G is of 
the first kind and we obtain from Theorem 1 the non-strict analogs of the desired 
inequalities. But then the strict inequalities must hold since an equality at any 
point would imply that L(G)  is finite. | 
COROLLARY 7. Let G = (A, h, Wo) be a DOL system that generates an infinite 
language. Let H(G)  contain k elements. Let i be an (the largest) index of G and 
p = k - -  i (the smallest) period of G. Then any string s in A*  that occurs in L(G)  
must occur among the first i + 1 s I P strings generated by G. 
Proof. From the strictness of embeddings asserted in Corollary 6, it follows 
that all strings in the sequence generated by G occurring after the first i @np 
terms must have length at least n + 1. | 
It is well known that the membership roblem of 0L languages is decidable; 
but note that Corollary 7 provides a particularly transparent algorithm for 
deciding membership for the (infinite) DOL languages. The following example 
shows that the bound i + ] s I P given in Corollary 7 is sharp. 
EXAMPLE 3. Let i be any non-negative integer and let p and n be any positive 
integers. Let G = ({aj ] 0 ~< j ~< i @p --  1} k) {b}, P, a0), where P = {aj --+ 
aj+l ] 0 ~< j ~ i --  p -- 2} u {a~+~-i --~ a~b, b ~ b}. The (i q- np)th string in the 
sequence generated by G is ai+9_tb ~-1 which has length n. | 
Let d be the number of symbols in the alphabet A. The d:tuples of non- 
negative integers will be called Parihh vectors. The set C of Parikh vectors is a 
commutative monoid under coordinate-wise addition and it may be regarded as 
the Abelianized version of A*. We will use a standard homomorphism 
V: A* ~ C. We define V by choosing a specific ordering of A and setting, for 
each s inA* ,  Vs = (sl .... , sa), where si is the number of occurrences of the ith 
element of A in the string sl The endomorphism h of A* induces an endomor- 
phism of C which we also denote h. Then for each s in A* we have Vhs = hVs. 
With each Parikh vector V = (nl ..... nd) we associate the number I V [ = 
n I ~- ... @ n a . For each positive integer P let n(A, P)  be the number of Parikh 
vectors V for which 0 < I V ] ~< P. 
THEOREM 2. Let G = (A, h, Wo) be a DOL system that generates a sequence 
w o < w 1 < wz < "" < w~ < "". Suppose that there is a non-negative integer 
M and a positive integer P such that length wi+l-length w i ~ P for M ~ i 
M + n(A, P). Then there are integers N andQfor  which 
L(G) = {Wo , w 1 ..... WN_I} W L(A ,  h o, WN) U "'" W L(A,  h o, WN+O_I) 
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and for each i satisfying N ~ i <~ N + Q - 1, Vh~°wi -~ Vw i + kVifor k >~ 1, 
where Vi : Vh°wi -  Vwi .  
Proof. For each j ~ 0 define Dj = Vw~+ 1 -- Vwj.  Observe that each D~- 
determines its successor via: Dj+ 1 z Vwj+~-  Vw~+ 1 = Vhwj+ 1 -- Vhwj 
hVwj+ 1 -- hVwj = h(Vwj+ 1 -- Vwj) = hD~. 
The condition, length wi+l-length w i ~ P for 114 ~ i ~ M + n(A, P), may 
be re-expressed as  I n i l  <-~ P for M ~ i ~ M + n(A, P). Since there are 
n(A, P) + 1 values of i that satisfy M ~ i ~ M + n(A, P), there exist integers 
N and Q satisfying M ~ N < N @ Q ~ M + n(A, P) for which DN ~ Ou+o.  
Suppose D~ = Dn+o holds for a positive integer u. Then D~+ 1 = hD~ 
hDn+o = Du+l+o • It follows by finite induction with D N - -  ON+ 0 as base that 
Dn = D~+o for all u ~> N. 
The representation f L(G) as a union holds for all DOL systems. For j ) I 
and N ~ i ~ N + Q - 1: Vh~°w~ - -  Vh( J -1)°wi  = Di+Jo_ 1 -~ Di+jo_ 2 -~- "'" -~- 
Di+(~-l)o = Di+o-1 + Di+o-~ + "'" + Di ~- Vh°wi -- Vwi = Vi; and conse- 
sequently 
VhleOwi _ Vw i = (VhteOwi _ V(k-1)Owi)  ~- (Vh(le-1)Owi - -  Vh(k-2)Owi)  
+ ""+ (VhOwi -- Vw3 = kVi 
as required. | 
Corollary 6 and Theorem 2 may be combined into a strong assertion of 
periodicity for DOL systems G = (A, h, w) for which {] D~ ] [ i />  0} is bounded. 
This information is subsumed in Corollary 11 of the following section. 
5. SLENDER 0L SYSTEMS AND LANGUAGES 
Throughout his section G = (A, P, w0) will be an 0L system and ~ will be 
the relation defined by  the scheme of G. Using the scheme (A, P)  of G we 
define for each x in A the following subset of A: A(x) = {y E A l Y appears in a 
word w for which x ~*  w}. For each x in A, A(x) can be computed as follows: 
Let A 0 = (x} and for i > /0  let i i+  1 = A i t.3 {y ~ A [y  occurs  in a word w for 
which ai ~ w for some ai in Ai}. Then A 0 CA 1 C ..._CA n C --. is a nest of 
subsets of the finite set A and consequently for some j ,  A t ~ Aj+ 1 = "--. Then 
A(x) = A~-. For each string s in A*, let A(s) = U {A(x) [ x is a symbol occurring 
in s}. 
By a deterministic symbol x in A we mean a symbol for which for eachy in A(x) 
there is only one production in P with y as its left member. Let D be the set of 
determinsitic symbols. A deterministic string is an element of D*. With each 
word w in A + we have an associated 0L system G(w) ~ (M(w), P(w), w), where 
P(w) consists of all the productions in P that have elements of A(w) as left 
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members. A non-empty string w is deterministic precisely if G(w) is deterministic 
as an OL system. 
An 0L system G(A, P, Wo) is slender ifL(G) contains only finitely many words 
that are not deterministic. An FDOL system differs from a DOL system only in 
that it allows a finite positive number of axioms. For each FDOL system (A, P, 
{ul,..., un}), (A ~3 {~}, P ~3 {a ~ ui I 1 ~ i ~ n}, a) is a slender 0L system 
provided a ~ A. An 0L language is slender if it is generated by a slender 0L 
system. All 0L languages that are finite or deterministic are slender. 
THEOREM 3. Slenderness i  decidable for OL systems. 
Proof. For an 0L system G, compute the set D of deterministic symbols. 
Let N be the complement of D* in A*. Then N'is regular and it consists of all 
strings in A* that are not deterministic. Consequently AT (~ L(G) is the set of 
non-deterministic words inL(G). Since ./Vis regular andL(G) is an EOL, JV c~L(G) 
is an EOL [by Theorem 8 and the remarks following Theorem 8 in Herman 
(1974)]. Since finiteness of EOL languages is decidable [by Theorem 4.2 of 
Herman and Rozenberg (1975)], slenderness i  decidable. 
For each x in D* there is exactly one y such that x ~ y. This y must also be 
in D*. Thus the set of productions of G = (A, P, %) provides ahomomorphism 
h: D* --~ D*. We associate in this way a homomorphism h with every OL system. 
For G deterministic this is the usual homomorphism h: A* -+ A* associated 
with G. 
The next theorem is a central result of this article. As apreparatory step to the 
proof observe that for any DOL system (A, h, w) and any positive integer m, 
L(A, h, w) = L(A, h% w) u L(A, h% hw) w ... w L(A, h% h~-~w). 
THEOREM 4. The following conditions on an OL system G ~ (A, P, w0) are 
equivalent, where D is the set of deterministic symbols of G: 
(1) G is slender. 
(2) There are strings u 1 ..... ui, ui+l ..... u~+,~ in L(G) with ui+l .... , ui+m 
deterministic, for which 
L(G) = (u 1 .... , ui} k..) L(D, h, Ui+l) k..J " "  k..J L(D, h, ui+~). 
(3) There are strings v a ,..., v j ,  vj+ 1 .... , v~+n in L(G) with v~+ 1..... V~+n 
deterministic, and a positive integer s, for which 
L(G) = {v 1 ,..., v~} t_) L(D, h ~, vj+l) W "" u L(D, h ~, vj+~,~) 
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and for each i satisfying j + 1 ~ i <~ j + n, 
vi < hsvi < h2svi < .... 
Proof. I f  L(G) is finite all three conditions hold where in (2) and (3) the 
lists of deterministic words are the empty list. Thus only the case in which L(G) 
is infinite is of further concern. 
(1) implies (2): Assume L(G) contains only finitely many words that are not 
deterministic. We define a sequence of finite setsL i in A* as follows: L 0 = {w0}. 
For each non-negative integer i, Li+ 1 = {w EA* \ U{Ls ] 0 ~ j  ~ i}t s i ~ w 
for some s i in Li}. Then L(G) = U {Li ] i ~ 0} and since only finitely many 
strings inL(G) are not deterministic, there will be a firstj >/0  for whichLj _C D*. 
From the definition of a deterministic symbol (and string) it follows that all 
words in L(G) that are not deterministic are contained in L 0 u -'- u Ls_ 1 . Thus 
to obtain a representation as described in (2): (i) Compute the set D of deter- 
ministic symbols of A. (ii) Compute ach L i in turn until an L s arises for which all 
symbols in the words ofL s are in D. (iii) Let u 1 ,..., u i be a listing of the elements 
o fL  o u "" u Ls_ 1 and ui+ 1 ,..., ui+,~ be a listing of the elements ofL  s . 
(2) implies (3): Assume a union decomposition ofL(G) is given in the form 
asserted in (2). For each j satisfying i -[- 1 ~ j ~ i @ m decide via Vitfinyi 
(1974) whether L(D, h, us) is finite or infinite. Each time such a language proves 
to be finite adjoin it to {u 1 .... , ui}. Once these decisions and adjunctions are 
made we have a decomposition ofL(G) of the form asserted in (2) for which each 
of the (remaining) languages L(D, h, us) is infinite. Now examine each of the 
remaining systems (D, h, uj) in turn carrying out the following steps. (Let the 
sequence generated by (D, h, us) be w 0 = uj, w 1 ..... w n ,....) Determine the 
hypercode H(j) of the system and the hypercode length k(j). Choose an element 
Wi(s) in H(j) for which wi(s) ~ w~(s) and let p(j) be the embedding period 
p(j) = k ( j ) -  i(j). By Corollary 6 we have L(D, h, Us) = {w 0 ,..., wi(j)_l} t3 
L(D, h ~), wi(s) ) u "" u L(D, h ~lj), w~(s)_l), where each system (D, h ~(j), wt), 
with i(j) <~ t <~ k(j) -- 1, generates a sequence in which each word is strictly 
embedded in its successor. For each (D, h, uj) adjoin {w 0 ..... W~(s)_~} to(u~ ..... u~}. 
Once the calculations, decompositions, and adjunctions are carried out for each 
(D, h, Us) we have a decomposition ofL(G) of the form asserted in (2) which is 
also of the form required in (3) except that the exponents appearing on the 
homomorphism h do not all have a common value. These exponents are instead 
the embedding periods p(j) for the various appropriate j. Let s be the least 
common multiple of the set of all periods p(j). For each j, let s = m(j)p(j). 
The final step is to replace eachL(D, h ~l~), wt) by 
L(D, h ~, w,) U L(D, h ~, h~IJ)(w,)) U "'" u L(D, h ~, h(m(J)-l)~(~)(wt)). 
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(3) implies (1). For a decomposition of the form asserted in (3) all words in 
L(G) that are not deterministic must lie in {v 1 ,..., %}. | 
COROLLARY 8. A slender OL language is the union of a finite language and an 
FDOL language. | 
COROLLARY 9. Slender OL languages are hypercode bounded. | 
Easily constructed examples will show that neither 0L languages nor TDOL 
languages need be hypercode bounded. 
From Corollary 9 it follows that the analog of Corollary 3 for slender languages 
also holds. 
Investigations have appeared concerning the problem of deciding whether 
for homomorphisms h: A*-~A*  and h': A*---*A* there exists a positive 
integer n such that h ~ =- (h') ~. Ruohonen (1977) gives a decidability result for a 
restricted case of this problem. Related to such concerns i  the following corollary: 
COROLLARY 10. Let G and G' be slender OL systems having the same alphabet 
and let h: D* -+ D* and h' : (D')* --~ (D')* be the associated homomorphisms. Let p 
be any one of the three relations C_, ~_, =.  I f  there is a positive integer n such that 
h~p(h') ~ (where we identify h" and (h') ~ with their graphs), then the relation 
L( G) pL( G') is decidable. 
Proof. It is sufficient o consider the case in which p is _C. Suppose h~ C (h') ~. 
There is a decomposition asin (3) of Theorem 4 forL(G) with an exponent s on 
h. There is a similar decomposition forL(G') with an exponent s'on h'. Let M be 
the least common multiple of n, s, and s' and let M = ds = d's'. After replacing 
in the decomposition fL(G) all the languages of the formL(D, h ~, vi) by unions 
L(D, h M, v~) ~9 L(D, h M, h~vi) u "" u L(D, h ~, hla-~vi) and after making corre- 
sponding replacements for the languages in the decomposition ofL(G'), we have 
decompositions a in (3) of Theorem 4 for L(G) and L(G') which have the same 
exponent M on h and h'. Since h M C_ (h') M, to decide whether L(G) C L(G') it is 
sufficient o decide the membership relations vi ~L(G') for 1 ~ i ~ j + m. 
Since membership s decidable for all 0L systems, L(G) C_L(G') is decidable. | 
COROLLARY 1 l. J[f for a slender OL system G = (A, h, Wo) there 
negative integer P such that x ~ c Y implies length y-length x ~ P then 
finite set F, a positive integer Q, and a finite list of deterministic strings u 1 
which L(G) = F u L(D, h °, ua) w "" w L(D, h °, u~) and for each i 
1 ~ i ~ n, Vh~°u~ = Vu i - / kV i  , where V i = VhOui -- Vui and k 
is a non-  
there is a 
~...~ u~for  
satisfying 
>~1. 
Proof. Since G is slender we may assume L(G) is decomposed as in (3) of 
Theorem 4. To each of the languages L(D, h *, v~) of this decomposition we apply 
Theorem 2, after replacing the P of Theorem 2 by sP, to obtain a union decom- 
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position ofL(D, h ~, vi) into a finite language Fi and a finite number of languages 
of the form L(D, h °(i), x) that satisfy a periodicity condition Vhk°(i)x = 
Vx + kVx where Vz -~ Vh°I~)x -- Vx. Let Q be the least common multiple of 
all the Q(i) and for each i let Q = M(i) Q(i). After replacing each L(D, h o"), x) 
by L(D, h °, x) u L(D, h °, h°(i)x) w "" U L(D, h °, h(M(i)-l)°(i)x) and defining Y
to be the union of {v 1 ..... %.} with all the various finite sets F i ,  we have a decom- 
position of L(G) of the required form. | 
We close with a question: Is language quivalence decidable for slender OL 
systems? 
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