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The Nambu-Goldstone (NG) modes in a non-relativistic system are typically classified in two
types: being of either an odd (type I) or an even (type II) power energy-momentum dispersion.
Conventionally, the type-II NG modes arise from the spontaneous breaking of noncommutative
symmetry pairs. Here, we predict a novel type of quadratically dispersed NG modes which emerges
from mixed s and p band Bose superfluids in a two-dimensional optical lattice and, unlike the co-
nventional type-II NG modes, cannot be interpreted with the celebrated symmetry-based argument.
Instead, we show that the existence of such modes is linked to an emergent topological transition
on a projection complex order-parameter space, for which a generic framework is established. Our
work reveals a new basic category of type-II NG modes beyond the conventional symmetry-based
classification.
Introduction.– Characterizing quantum phases within
a unified framework is the basic pursuit of condensed
matter physics. A most celebrated theory is the Landau’s
symmetry-breaking paradigm, in which quantum phases
are characterized by order parameters breaking certain
symmetries under consideration [1, 2]. The low-energy
physics of quantum phases with spontaneous symmetry
breaking (SSB) are captured by the emergent Numbu-
Goldstone (NG) modes [3]. In general, the type-I gapless
NG modes with odd-power dispersion appear in a phase
which breaks a continuous symmetry, while type-II NG
modes with even-power dispersion may appear when a
pair of noncommutative symmetries are simultaneously
broken [4–10]. A notable example is that the magnons in
ferromagnet have quadratic dispersion due to the bre-
aking of two noncommutative rotation symmetries by
spontaneous magnetization [11].
Topological quantum phase is a new basic notion, bro-
ught about from the discovery of integer quantum Hall ef-
fect and beyond the symmetry-breaking framework, and
are classified by global topological invariants [12]. The
pursuit of topological matter has been remarkably re-
vived in the past over ten years due to the prediction
and discovery of various fundamental types of topological
phases in condensed matter physics, such as topological
insulators and topological superconductors [13–19], with
considerable efforts having been also made in ultracold
atoms [20–26]. For a gapped topological phase, the bo-
undary hosts gapless excitations which have odd-power
energy-momentum dispersions and so traverse the bulk
gap of the system.
In this letter, we predict an unconventional type of qu-
adratically dispersed NG modes for the mixed s and p
band Bose superfluids in a two-dimensional (2D) opti-
cal lattice, and show that such type-II NG modes can-
not be interpreted with the celebrated symmetry-based
argument, but relates to an emergent topological trans-
ition. The low-energy physics of the superfluid phases
depends on the breaking of the global U(1) gauge sym-
metry, SO(2) rotation, and/or time-reversal T symme-
try [27, 28]. The former two groups commute, hence
no conventional type-II NG modes are expected. Sur-
prisingly, we show that a branch of type-II NG modes
emerge at a phase-diagram boundary, across which the
degenerate space of ground states, generated by the bro-
ken symmetries, undergoes a topological transition after
being projected onto the complex order-parameter sub-
space. This prediction brings up a fundamentally new
type of type-II NG modes.
The model .– For a concrete example, we start with a
system of weakly interacting bosons on the lowest excited
bands of a quasi-2D square lattice in x−y plane trapped
with a double-well potential in z direction, which inc-
ludes the nearly degenerate p bands of the deeper layer
and s band of the shallower layer [see Fig. 1(a)], and
is experimentally realizable [29–31]. Denote by the cre-
ation operators at jth lattice site ψˆzj for the s orbital
and ψˆ†ν=x,yj for pν orbital, which is of odd parity in the
ν-direction. The model Hamiltonian readsH = HT +H0,
where
HT = −
∑
〈i,j〉ν=x,y
(tijψˆ
†
νiψˆνj + tψˆ
†
ziψˆzj), (1)
H0 =
1
2
:
∑
j
[γ0nˆ
(z)2
j + γ1(3nˆ
(z)
j nˆ
(xy)
j +
1
2
∑
ν=x,y
Lˆ2ν,j)
+
3
4
γ2(nˆ
(xy)2
j −
1
3
Lˆ2z,j) + ∆nˆ
(xy)
j ] : . (2)
ar
X
iv
:1
91
0.
10
07
2v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 22
 O
ct 
20
19
2−1
0
1 −1
0
1
0
0.25
0.5
φ / π
φx / π
−1
0
1 −1
0
1
0
0.25
0.5
φy / π
φx / π
−1
0
1 −1
0
1
0
0.25
0. 5
φ / π
φx / π
y y
ϕ
/π
(c) (d) (e)(b)(a)
Rysunek 1. (a) Illustration of a quasi-2D optical lattice trapped with double-well potential in the perpendicular direction.
Only the s orbital of the shallower layer and p orbitals of the deeper layer are involved in the dynamics. (b) The phase
diagram on the γ0-γ1-plane, where the background color shows the density of the p bands (i.e. sin2 θ). The density ratio
varies continuously between sub-phases M and T , which are distinguished by different phase windings (see the main text).
(c)-(e) The degenerate order-parameter trajectories generated by the SO(2) symmetry at three typical parameter points in
sub-phase T (ργ0/Er = 0.1 and ργ1/Er = 0.01 (c), 0.035 (d), and 0.039 (e) with the average particle density ρ; see the crosses
in (b)). Different colors distinguish the two-fold degeneracy generated by the time reversal symmetry. Inserts of (c)-(e): the
phase winding of the order parameters are illustrated on a torus, where the rotation angles around the horizontal and vertical
rotation axes represent φx and φy, respectively. The gray markers in (e) denote the positions where the px or py components of
the order parameter will vanish due to the breaking of phase winding at the T -M boundary. Here we set t/Er = t⊥/Er = 0.02,
t‖ = 0.2, ∆˜/Er = [4t − 2(t‖ + t⊥) + ∆]/Er = 0.02, where Er = ~2k20/2m is the recoil energy with the lattice wave vector k0
and atomic mass m.
Here nˆ(ν)j = ψˆ
†
νjψˆνj , nˆ
(xy)
j = nˆ
(x)
j + nˆ
(y)
j , and Lˆς=x,y,z,j =
−i∑τ,υ=x,y,z τυς ψˆ†τjψˆυj with the Levi-Civita symbol
τυς are the local angular-momentum operators [27, 28].
The hopping coefficient tij = −t‖ (or tij = t⊥) for the
hopping of pν-orbital along (or perpendicular to) ν direc-
tion, with t‖ > t⊥, and t is the hopping strength of s orbi-
tal in x−y plane. The termH0 is written in normal order,
with ∆ denoting the energy difference between s and px,y
orbitals, and γ0,1,2 the interaction coefficients between
different orbitals (see Supplementary Material [32]). For
convenience, we set γ2 = γ0. The Hamiltonian H posses-
ses the global U(1) gauge symmetry and time-reversal
symmetry T [27, 28]. Further, in the long-wave limit the
system retrieves an SO(2) rotation symmetry generated
by Lˆz =
∑
j Lˆz,j .
Superfluid phases.–Without considering the interac-
tions, the single particle energies read s = −2t(cos kx +
cos ky) and px(y) = t‖ cos kx(y) − t⊥ cos ky(x), which
respectively have the minimums at momenta Qz = (0, 0)
and Qx[Qy] = (pi, 0)[(0, pi)]. The superfluid order
parameter can then be written as (〈ψˆzk〉, 〈ψˆxk〉, 〈ψˆyk〉) =√
Na(δk,0 cos θ, δk,Qx sin θ cosϕe
iφx , δk,Qy sin θ sinϕe
iφy )
with Na being the total atom number [28, 33]. The
angles θ, ϕ ∈ [0, pi/2] and φx, φy ∈ (−pi, pi] for the
parameter space of the complex order are determined by
minimizing the interacting energy.
We present first the numerical results. Fig. 1(b) shows
the phase diagram by minimizing the total energy func-
tional, with three symmetry-breaking phases being obta-
ined, and denoted as S, P + iP , and M&T . The phase
S breaks only the U(1) symmetry, with atoms condensed
into s band (i.e. θ = 0). In the chiral phase P + iP , both
U(1) and T symmetries are broken, such that atoms con-
dense into the px+ipy orbital (i.e. θ = pi/2 and ϕ = pi/4)
with φx − φy = ±pi/2. In the phase M&T , the U(1),
SO(2) and T symmetries are all broken.
The M and T sub-phases are slightly different. In
sub-phase M , the ground state degeneracy generated by
SO(2) symmetry [32] is characterized by ϕ ∈ [0, pi/2]
with fixed φx,y = ±pi/2 and |φx − φy| = pi. If we depict
〈ψˆx,Qx〉/
√
Na and 〈ψˆy,Qy 〉/
√
Na in a complex plane, their
degenerate-space trajectories are two straight lines cros-
sing the origin point. In sub-phase T , however, φx and φy
sweep over [0, 2pi) and ϕ varies in [pi/4−∆ϕ, pi/4 + ∆ϕ]
with ∆ϕ < pi/4 in the degenerate space [see Fig. 1(c)-(e)].
The complex-plane degenerate trajectories of px and py
components wind around the origin. Approaching the
boundary between M and T , these winding trajectories
are suppressed into flat ellipses and the phase angles ϕx
and φy tend to be ill-defined at some degenerate states
[see Fig. 1(e), gray markers]. This essential difference
brings about nontrivial NG modes in theM and T phase
boundary, as we elaborate below.
Unconventional type-II NG modes.– The gapless NG
modes are corresponding to the spontaneously breaking
symmetries [34], with the numerical results shown in
Fig. 2. The type-I NG mode arises generically in the dif-
ferent superfluid phases due to the breaking of the U(1)
symmetry [see Fig. 2(a2)-(e2)]. In the M&T phase, ano-
ther NGmode emerges due to the breaking of SO(2) sym-
metry [Fig. 2(a1)-(d1)]. Our key observation is that the
NG mode corresponding to the broken SO(2) symmetry
softens to a type-II NG mode with quadratic dispersion
at the M -T phase boundary [Fig. 2(a1) and (c1)]. Ana-
lytic perturbation analysis also confirms the emergence
of the type-II NG mode [see details in Supplementary
Material [32]].
The emergence of the type-II NG modes here is beyond
the conventional interpretation [4–10, 35], based on which
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Rysunek 2. The NG modes associated with the SO(2) (a) and U(1) (f) symmetries are shown with the first-order dispersion
coefficient at k = 0 on the γ0-γ1-plane (the correspondence between NG modes and symmetries is identified by comparing with
analytical results [32]). The shaded region in (a) corresponds to the absence of NG mode associated with the SO(2) symmetry
in phases S and P+iP (see the main text). Rest sub-figures: the excitation bands with NG modes associated with the SO(2)
(upper) and U(1) (lower) symmetries at four typical parameter points ργ1/Er = 0.02 (b,g), 0.04 (c,f), 0.08 (d,h) and 0.12 (e,i)
with fixed ργ0/Er = 0.1 (see the pentagons in (a) and (f)). We find the dispersion of the NG mode associated with the SO(2)
symmetry becomes quadratic at the T -M boundary, which implies a type-II NG mode emerges [32].
the numbers of type-II (N2) and type-I NG modes (N1)
are given by N2 = rank(ρab)/2 and N1 = NBS − 2N2.
Here NBS is the number of generators (Qˆa) of the bro-
ken symmetries and matrix ρab ≡ 〈[iQˆa, Qˆb]〉/V is de-
fined by the commutators, with the system volume V
tending to infinity. It follows then that the type-II NG
modes originate from the breaking of noncommutative
symmetry pairs. Since the generators of U(1) and SO(2)
symmetries commute, here the emergence of the type-II
NG modes is unconventional and has a new origin.
Order-parameter projection topology .– Now we pro-
ceed to unveil the underlying mechanism for the type-
II NG modes predicted above. To build up a gene-
ric theory we consider a multi-component homogene-
ous Bose gas characterized by the Hamiltonian H =∫
d3r[~2
∑N
j=1∇ψˆ†j∇ψˆj/2m+H0(Ψˆ†, Ψˆ)], with
H0 =
N∑
j=1
jψˆ
†
j ψˆj +
N∑
i,j,k,l=1
gijklψˆ
†
i ψˆ
†
j ψˆkψˆl, (3)
where m is the atomic mass, ψˆj denotes the field ope-
rator of the j-th component with single-particle energy
j , and Ψˆ = ( ψˆ1 · · · ψˆN )T . Our theory is also va-
lid for homogenous lattice system. We assume the inte-
raction coefficient gijkl satisfies gijkl = glkji so that H0
is hermitian, and multicomponent scattering is neglec-
table, i.e. gijkl ≈ 0 for more than two different com-
ponents. The superfluid order parameter is given by
Ψ = 〈Ψˆ〉 = ( ψ1 · · · ψN )T with ψj = 〈ψˆj〉. Here Ψ
is governed by the Gross-Pitaevskii (GP) equation [34],
µΨ =
∂H0(Ψ
∗,Ψ)
∂Ψ∗
= (
∂H0
∂ψ∗1
· · · ∂H0∂ψ∗N )
T . (4)
The chemical potential µ is consistently determined with
the particle number equation Na =
∑N
j=1
∫
d3r |ψj |2.
Other than U(1) gauge symmetry, for the theory,
we require that the Hamiltonian H has another con-
tinuous symmetry characterized by the periodically-
parameterized symmetry group G = {g(ξ), ξ ∈ [0, 2pi)},
with the ground elements g(ξ) = g(ξ + 2pi) labeled by
group parameter ξ. For example, the rotation symme-
try around the y-direction is characterized by SO(2)
group parameterized as {g(ξ) = eiJˆyξ, ξ ∈ [0, 2pi)∣∣g(ξ) =
g(ξ + 2pi)}, with the angular momentum operator Jˆy
and rotation angle ξ. When this continuous symmetry
is spontaneously broken, the system picks one specific
ground state with ξ0 for the degenerate subspace so that
g(ξ)ΨG(ξ0) 6= ΨG(ξ0) if ξ 6= 0. Note that in experiment,
each realization of the symmetry-breaking ground state
with different ξ has the equal probability.
We define the topology for each component of the gro-
und state {ψj(ξ), ξ ∈ [0, 2pi)}, j = 1, . . . , N [see Fig. 3(a)],
as given by the projection of the ground state into every
jth axis. All the ψj(ξ) states with ξ ∈ [0, 2pi) span a
closed projection space generated by symmetry group G.
The winding number for each projected component is de-
fined by
Cj =
1
2pi
∮
dξψ˜j(ξ)
∗(−i∂ξ)ψ˜j(ξ), j = 1, . . . , N, (5)
4Rysunek 3. (a) Illustration of degenerate ground states and
the order-parameter trajectories. Here the "Mexican hatże-
presents the energy functional with respect to the order para-
meter. The grey bold represents the degenerate ground states,
where the arrow denotes the evolution direction with respect
to the group parameter. The thin colorful curves illustrate
the degenerate-space trajectories of the order parameter. The
translucent torus is only drawn to guide the eye to the winding
angles (e.g. φj for component ψj). Topologically distinct tra-
jectories of one specific order-parameter component ψj (may
be realized with different physical parameters) are shown on
the front face of cubes: (b) Cj = 1; (c) transition point (the
winding is broken at point Q); (d) Cj = 0.
with ψ˜j(ξ) = ψj(ξ)/|ψj(ξ)| being normalized, which
describes the winding of ψj(ξ) around their complex-
plane origin. The complete topological invariants then
read C = (C1, C2, · · · , CN )T for all projected compo-
nents. The change of the topological invariant C de-
scribes an emergent topological transition. As an exam-
ple, three topologically distinct trajectories of ψj(ξ) are
shown in Fig. 3(b)-(d). The winding number Cj is un-
changed unless the phase of one ψj(ξ) becomes ill-defined
when the condensate density of this component vani-
shes at some point of the parameter space [the origin in
Fig. 3(c)], which mimics the gap closing in the conven-
tional topological phase transition.
We note that the topology defined above in the pro-
jection complex order parameter space, as dubbed order-
parameter projection topology (OPPT) for convenience,
is different from the topology of the original symmetry
group [36, 37], which can be connected to the former
by non-homeomorphous projection mapping Ψ → ψj .
The projection space has richer topological structure, in
which the emergent topological transition gives nontrivial
physics in the collective excitations.
Type-II NG mode emerging at OPPT-transition po-
int .– We study now the relation of the OPPT transition
to the emergence of type-II NG modes. The Bogoliu-
bov Hamiltonian at zero momentum takes the generic
form [38]
H0 =
(
F G
−G∗ −F ∗
)
, (6)
where F and G are block matrices with Fij = ∂
2H0
∂ψ∗i ∂ψj
−
µδij , Gij = ∂
2H0
∂ψ∗i ∂ψ
∗
j
, i, j = 1, . . . , N . At the OPPT-
transition point, denoted as Q, let the degenerate state
be ΨQ [see Fig. 3(c)]. Since ψj = 0 at the critical pointQ,
we find the off-diagonal terms Fij = Gij = Fji = Gji = 0
for i 6= j from Eq. (3). Further, from the GP equ-
ation we find that Fjj =
ψ∗j
ψj
∑
k,l 6=1 gjjklψkψl
∣∣
Ψ=ΨQ
and
Gjj =
∑
k,l 6=j gijψkψl
∣∣
Ψ=ΨQ
. Here the fraction ψ∗j /ψj
represents the limit approaching to critical point Q.
For the ground state, the energy functional stays at its
minimum. Therefore
− i∂H0
∂φj
= 2ψ∗2j
∑
k,l 6=j
gjjklψkψl −H.c = 0, (7)
which implies that ψ∗2j
∑
k,l 6=j gjjkjψkψl is real. Then the
term
∑
k,l 6=j gjjklψkψl has phase equal to twice of that of
ψj , and also undergoes a similar topological transition at
Q point. Thus the term
∑
k,l 6=j gjjklψkψl vanishes at the
same critical point Q, giving that Fjj = Gjj = 0. Away
from the OPPT transition point, Fjj and Gjj are gene-
rically nonzero. With this analysis we have that the j-th
column and j-th row of F and G matrices vanish at the
OPPT-transition point. Hence H0 has two permanent
zero solutions, y = ( · · · 0 −1 0 · · · 0 1 0 · · · )T and
z = σy, where only the j-th and (N + j)-th elements are
non-vanishing. Here σ = σz ⊗ IN×N with the Pauli ma-
trix σz and the N -dimensional identity matrix IN×N . All
other zero solutions of H0 can be normalized to have va-
nishing j-th and (N + j)-th elements, and are orthogonal
to y and z. The two permanent zero solutions form a
closed zero-modulus subspace. According to the theory
of NG modes, a type-II NG mode can be constructed in
this subspace [32, 38].
In the present mixed s-p-band model, the OPPT defi-
ned with the SO(2) symmetry is responsible for the emer-
gence of type-II NG mode at the M -T phase boundary.
The OPPT winding numbers are Cx,y = 1 for both px
and py components in sub-phase T . While in sub-phase
M , the topological invariant is ill-defined since the tra-
jectories of px and py components cross the origin. Since
the trajectories are straight lines crossing the origin, the
phase of ψ2j = 〈ψˆx〉2 or ψ2j = 〈ψˆy〉2 keeps constant and
has no discontinuity at the zero-modulus point. Thus
from Eq. (7) one cannot have that Fjj = Gjj = 0 and no
type-II NG mode in sub-phase M . In comparison, when
we approach from T side to the boundary, the winding of
〈ψˆx〉2 or 〈ψˆy〉2, well defined in the T phase, breaks down
right at the boundary, leading to vanishing of Fjj and
Gjj . For this, the type-II NG mode emerges.
5Conclusion.– We have predicted in theory an unco-
nventional type-II NG modes which are quadratically di-
spersed and obtained at an emergent critical region of
topological transition in the mixed s and p band Bose
superfluids trapped in two-dimensional optical lattice.
This new type of NG modes cannot be interpreted with
the symmetry-based argument, but linked to the emer-
gent topological transition on a projection complex order-
parameter space. The unconventional type-II NG mo-
des predicted here relies on both the symmetry-breaking
and topological transition, which intrinsically bridges
the understanding of quantum matter through Landau
symmetry-breaking paradigm and topological theory.
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6SUPPLEMENTARY MATERIALS
In this supplementary material, we provide the details for the definition of interaction coefficients, the operation of
the SO(2) rotation symmetry and the analytic study of low-energy excitation spectrum of the s and p band-mixed
model.
Interaction coefficients
Considering the symmetries of p-orbital functions (with odd parity for pν-orbital in ν direction and even parity
in the other two directions), the scattering processes in the band-mixed model can be classified into three classes,
i.e. {px, px → px, px; py, py → py, py; px, py → px, py}, {px, s→ px, s; py, s→ py, s}, and {s, s→ s, s}, which
are specified with three interaction coefficients γj=0,1,2 =
∫
dzw
2(2−j)
a (z)w
2j
b (z) with the lowest even-parity orbital
functions wa of the shallower layer and wb of the deeper layer in the z direction [see Fig. 1(a) in the main text].
Here we have already integrated the x- and y-direction degrees of freedom by employing the harmonic-oscillator
approximation for the orbital functions in these directions [28]. By tuning the barrier height/width of the double-well
potential, one can control the strength of γ1 with respect to γ0 and γ2, while typically γ1 should be smaller than γ0
and γ2. We would like to emphasize that, recently a new type of double-well potential with sub-wavelength barrier is
realized with the assistance of dark states, which may be employed to realize comparable γj [39, 40]. Without loss of
generality, we directly set γ0 = γ2 for convenience and study the phase diagram on the γ0 − γ1 plane in this paper.
Operation of the SO(2) rotation symmetry on the ground state
The generator of the SO(2) rotation symmetry is Lˆz, which can be represented by Pauli matrix σy for the spinors
defined as ( 〈ψˆx,Qx〉, 〈ψˆy,Qy 〉 )/
√
Na = ( e
iφx cosϕ, eiφy sinϕ )T . The transformation by the SO(2) symmetry then
gives the rotation of the psuedospin, characterized by the wave-function ( eiφx cosϕ, eiφy sinϕ )T , around the y axis.
The degenerate ground state subspace generated by the broken SO(2) symmetry leads to the degenerate trajectory
in the (φx, φy, ϕ)-parameter space. We can find that the pseudospin ( eiφx cosϕ, eiφy sinϕ )T of the ground state
has a finite projection in the y direction in sub-phase T and the SO(2) rotation of the pseudospin is mapped to a
conical surface (i.e. all the degenerate pseudospin ground states generated by the SO(2) symmetry). In contrast, the
pseudospin is perpendicular to the y axis in sub-phase M and the rotation keeps the pseudospin in the z − x plane.
The SO(2) rotation symmetry and the global U(1) gauge symmetry clearly commute.
Analytical analysis of low-energy excitation spectrum
Bogoliubov Hamiltonian
The Hamiltonian of the band-mixed model is given by H = H0 + HT , where HT includes the hopping terms and
H0 includes the on-site terms. The minimum of the three bands of HT are at different quasi-momentum points. For
convenience, we employ the transformation ψ0jψ1j
ψ2j
 = 1√
2

√
2ψˆzj
(−1)jx ψˆxj − i (−1)jy ψˆyj
(−1)jx ψˆxj + i (−1)jy ψˆyj
 , (S1)
to shift the minimums of the energy bands to k = 0 [41]. The forms of HT and H0 then are cast into
HT =
∑
λ,λ′=1,2
∑
〈i,j〉
ψ†λiTλi,λ′jψλ′j , (S2)
and
H0 =
1
2
∑
j
{γ0nˆ(0)j (nˆ(0)j − 1) + γ1[2nˆ(0)j nˆ(12)j + (ψˆ†20jψˆ1jψˆ2j +H.c.)]
+
3
4
γ2[nˆ
(12)
j (nˆ
(12)
j −
2
3
)− 1
3
Lˆ2z,j ] + 2∆nˆ
(12)
j − 2µnˆj},
(S3)
7where 〈. . . 〉 restricts the summation to run over the nearest neighbour sites, nˆ(0)j = nˆ(z)j , nˆj =
∑
λ=0,1,2 ψˆ
†
λjψˆλj ,
nˆ
(12)
j =
∑
λ=1,2 ψˆ
†
λjψˆλj , Lˆz,j = (−1)jx+jy (ψˆ†1jψˆ1j − ψˆ†2jψˆ2j), and
Tj,j±1x = Tx =
 −t 0 00 − t‖+t⊥2 − t‖−t⊥2
0 − t‖−t⊥2 −
t‖+t⊥
2
 , Tj,j±1y = Ty =
 −t 0 00 − t‖+t⊥2 t‖−t⊥2
0
t‖−t⊥
2 −
t‖+t⊥
2
 . (S4)
In the quasimomentum space, we have HT = 2
∑
k Ψˆ
†
k(Tx cos kx + Ty cos ky)Ψˆk, where Ψˆk = ( ψˆ1k ψˆ2k ψˆ3k )
T .
In general, t‖ is larger than t⊥, and then the minimums of the three bands all local at k = 0. The superfluid order
parameter in the new basis is written as 〈ψˆνk〉 = δk,0ψν , ν = 0, 1, 2, where ψ0ψ1
ψ2
 = N1/2a
 1 0 00 1 −i
0 1 i
 cos θsin θ cosϕeiφx
sin θ sinϕeiφy
 . (S5)
The Bogoliubov Hamiltonian Hb = H0 + HT can be derived by substituting the field operator Ψˆj =
( ψˆ0j ψˆ1j ψˆ2j )
T with its fluctuation expansion Ψˆj = 〈Ψˆj〉 + δΨˆj in H [34] and keeping only the second-order
fluctuation terms, where H0 (HT ) is the quasi-momentum-independent part corresponds to the fluctuation expansion
of H0 (HT ). As shown in Eq. (6) in the main text, H0 is constructed with block matrices F and G, which are given
by
F =
 2γ0n0 + γ1n12 − µ γ1 (ψ0ψ∗1 + ψ∗0ψ2) γ1 (ψ0ψ∗2 + ψ∗0ψ1)γ1 (ψ∗0ψ1 + ψ0ψ∗2) γ0n12 + γ1n0 + ∆− µ γ0ψ1ψ∗2
γ1 (ψ
∗
0ψ2 + ψ0ψ
∗
1) γ0ψ
∗
1ψ2 γ0n12 + γ1n0 + ∆− µ
 , (S6)
and
G =
 γ0ψ20 + γ1ψ1ψ2 γ1ψ0ψ1 γ1ψ0ψ2γ1ψ0ψ1 12γ0ψ21 γ0ψ1ψ2 + 12γ1ψ20
γ1ψ0ψ2 γ0ψ1ψ2 +
1
2γ1ψ
2
0
1
2γ0ψ
2
2
 , (S7)
where n0 = |ψ0|2 and n12 = |ψ1|2 + |ψ2|2. Noting that we have already set γ2 = γ0 in the above equations.
The quasi-momentum-dependent part of the Bogoliubov Hamiltonian HT arises from the fluctuation expansion of
HT , which is given by
HT = 2
∑
k
δΨ†k
(
Tx cos(kxa) + Ty cos(kya) 0
0 −[Tx cos(kxa) + Ty cos(kya)]
)
δΨk, (S8)
where δΨˆk = N−1/2
∑
j δΨˆje
ik·j = ( δψ0k δψ1k δψ2k )T .
In the long-wave limit, we can take the approximation Hb ≈ K0 +K2xk2x +K2yk2y, where
K0 =

−4t− µ 0 0 0
0
[−2 (t‖ + t⊥)− µ+ ∆] I2 0 0
0 0 4t+ µ 0
0 0 0
[
2
(
t‖ + t⊥
)
+ µ−∆] I20
+ ( F G−G∗ −F ∗
)
, (S9)
K2x =

t 0 0 0
0 12
(
t‖ + t⊥
)
I2 − 12
(
t‖ − t⊥
)
σx 0 0
0 0 t 0
0 0 0 12
(
t‖ + t⊥
)
I2 − 12
(
t‖ − t⊥
)
σx
 , (S10)
and
K2y =

t 0 0 0
0 12
(
t‖ + t⊥
)
I2 − 12
(
t‖ − t⊥
)
σx 0 0
0 0 t 0
0 0 0 12
(
t‖ + t⊥
)
I2 − 12
(
t‖ − t⊥
)
σx
 . (S11)
8The low-energy excitation spectrum, as the eigen-spectrum of Bogoliubov Hamiltonian, can be calculated with a
perturbation theory by setting the momentum-independent part K0 and momentum-dependent part K2xk2x +K2yk2y
respectively as the zero-order Hamiltonian and perturbation Hamiltonian [38]. The basic idea of the perturbation
theory of Bogoliubov spectrum are similar to the conventional perturbation theory, i.e. 1) solving the eigenvalue
problem of the zero-order Hamiltonian; 2) expanding the eigenvalues and eigenvectors of the Bogoliubov Hamiltonian
into different perturbation orders; 3) deriving the perturbative eigenvalues and eigenvectors by matching different
perturbation orders in the two sides of the full eigenvalue equation. This procedure has been elaborated in details
in Ref. [38]. In the following, we will focus on the analysis in sub-phase M (fortunately the dispersion of NG modes
could be analytically written down in this sub-phase), which analytically confirms the emergence of type-II NG modes
at the boundary between sub-pases M and T .
Zero solutions of Bogoliubov Hamiltonian
The properties of the zero solutions of momentum-independent part of Bogoliubov Hamiltonian K0 are crucial for
the dispersion of NG modes. Since the low-energy Hamiltonian of our model possesses two continuous symmetries,
the global U(1) gauge symmetry and SO(2) rotation symmetry, the number of NG modes in general is smaller than 2
according to the conventional symmetry-based argument [4–10]. The two NG modes are constructed with two pairs
of zero-norm modes yj and zj , j = 1, 2 [38], which satisfies the relations
K0yj = 0, K0zj = 2κjyj ,
y†jσyj = z
†
jσzj = y
†
jσy3−j = z
†
jσz3−j = y
†
jσz3−j = y
†
jσz3−j = 0, y
†
jσzj = z
†
jσyj = 2,
(S12)
where σ = σz ⊗ I3×3 with Pauli matrix σz and 3-by-3 identity matrix I3×3. Here yj are the zero solutions of K0 and
zj are their dual modes.
Without loss of generality, we will analyze the NG modes above the degenerate state with ϕ = pi/4, e.g. Ψ =
(cos θ, i√
2
sin θeipi/4, i√
2
sin θe−ipi/4)T (see the main text). It is worthy to emphasize that, the qualitative properties of
NG modes are independent of the degenerate state taken in the calculation. Then we derive
F =
 2γ0 cos2 θ + γ1 sin2 θ − µ 0 00 γ0 sin2 θ + γ1 cos2 θ − µ iγ02 sin2 θ
0 − iγ02 sin2 θ γ0 sin2 θ + γ1 cos2 θ − µ
 , (S13)
with µ = γ0 cos2 θ + 12γ1 sin
2 θ = 34γ0 sin
2 θ + 12γ1 cos
2 θ + ∆, and
G =
 γ0 cos
2 θ − γ12 sin2 θ iγ1√2 cos θ sin θeipi/4
iγ1√
2
cos θ sin θe−ipi/4
iγ1√
2
cos θ sin θeipi/4 − iγ04 sin2 θ −γ02 sin2 θ + γ12 cos2 θ
iγ1√
2
cos θ sin θe−ipi/4 −γ02 sin2 θ + γ12 cos2 θ iγ04 sin2 θ
 . (S14)
The two NG modes associated with the global gauge U(1) and SO(2) rotation symmetry corresponds to the zero-
energy states of K0 are given by
y1 =

cos θ
i√
2
sin θeipi/4
i√
2
sin θe−ipi/4
− cos θ
i√
2
sin θe−ipi/4
i√
2
sin θeipi/4

, y2 =

0 0 0 0
0 σz 0 0
0 0 0 0
0 0 0 σz
y1 =

0
i√
2
sin θeipi/4
− i√
2
sin θe−ipi/4
0
i√
2
sin θe−ipi/4
− i√
2
sin θeipi/4

. (S15)
Here the matrix before y1 in the second equation is the generator of the SO(2) group under the new basis.
The dual modes of y1,2, i.e. z1,2, are required to satisfy Eq. (S12). A reasonable ansatz of zj may be written as
z1 = η1( cos θ,
i√
2
λ1 sin θe
ipi/4, i√
2
λ1 sin θe
−ipi/4, cos θ, − i√
2
λ1 sin θe
−ipi/4, − i√
2
λ1 sin θe
ipi/4 )T , (S16)
where η1 and λ1 are the parameters to be determined. The constraints H0zj = 2κjyj and y
†
1σz1 = 2 give rise to
λ1 =
2γ0 − γ1
3γ0
2 − γ1
cos2 θ
sin2 θ
, η1 =
1
cos2 θ + λ1 sin
2 θ
. (S17)
9Then we have
κ1 = η1
[
λ1
3γ0
4
sin2 θ +
γ1
2
cos2 θ
]
. (S18)
Similarly, z2 for y2 may be written as
z2 = z2 =
(
0, i√
2
λ2a sin θe
ipi/4, i√
2
λ2b sin θe
−ipi/4, 0, − i√
2
λ2a sin θe
−ipi/4, − i√
2
λ2b sin θe
ipi/4
)T
, (S19)
where λ2a and λ2b are also the parameters to be determined. The constraints for y2 and z2 give rise to
λ2a = −λ2b = λ2 = 1
sin2 θ
, (S20)
and
κ2 =
− 12γ0 sin2 θ + γ1 cos2 θ
2 sin2 θ
. (S21)
Perturbation expansion of the Bogoliubov eigenvalue equation
Now let us go foward to the perturbation analysis of the diagonalization of Bogoliubov Hamiltonian. Assuming
Hbξ = ξ, and taking the perturbation expansions
ξ =ξ0 + kxξ1x + kyξ1y + k
2
xξ2x + k
2
yξ2y · · · ,
 =0 + kx1x + ky1y + k
2
x2x + k
2
y2y · · · ,
(S22)
we derive the first-order and second-order perturbation equations
K0ξ1x =1xξ0, K0ξ1y = 1yξ0,
K0ξ2x +K2xξ0 =1xξ1x + 2xξ0, K0ξ2y +K2yξ0 = 1yξ1y + 2yξ0.
(S23)
Assuming w1 is the last non-negative-energy eigenvector of K0 besides y1 and y2, which in general corresponds to
a finite eigenvalue ε1, we yield
ξ0 = c
(0)
1 y1 + c
(0)
2 y2, ξj = d
(j)
1 z1 + d
(j)
2 z2 + α
(j)
1 w1 + β
(j)
1 τw
∗
1, j = 1x, 1y, 2x, 2y, 2xy, (S24)
The first order equations become(
2k1d
(j)
1 − c(0)1 j
)
y1 +
(
2k2d
(j)
2 − c(0)2 j
)
y2 + ε1(α
(j)
1 w1 + β
(j)
1 τw
∗
1) = 0, j = 1x, 1y. (S25)
Then we obtain
2k1d
(j)
1 − c(0)1 j = 0, 2k2d(j)2 − c(0)2 j = 0, α(j)i = β(j)i = 0, j = 1x, 1y. (S26)
It means ξj=1x,1y include only the zi component:
ξj = j
c
(0)
1
2k1
z1 + j
c
(0)
2
2k2
z2, j = 1x, 1y, . (S27)
In order to determine j=1x,1y, c
(0)
1 and c
(0)
2 , we mutiply the second-order perturbation equations from left with y
†
1σ
and y†2σ, then derive
y†iσK2xξ0 = 1xy
†
iσξ1x + 2xy
†
iσξ0, y
†
iσK2yξ0 = 1yy
†
iσξ1y + 2yy
†
iσξ0, i = 1, 2. (S28)
Considering the normalization relations in Eq. (S12), we can derive
y†1σK2xξ0 = c
(0)
1 y
†
1σK2xy1 + c
(0)
2 y
†
1σK2xy2 = c
(0)
1
[
2t cos2 θ +
(
t‖ + t⊥
)
sin2 θ
]
. (S29)
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and
y†2σK2xξ0 = c
(0)
1 y
†
2σK2xy1 + c
(0)
2 y
†
2σK2xy2 = c
(0)
2
(
t‖ + t⊥
)
sin2 θ. (S30)
Similarly, we also have
y†1σK2yξ0 = c
(0)
1
[
2t cos2 θ +
(
t‖ + t⊥
)
sin2 θ
]
, (S31)
and
y†2σK2yξ0 = c
(0)
2
(
t‖ + t⊥
)
sin2 θ. (S32)
Then we yield
c
(0)
1
[
2t cos2 θ +
(
t‖ + t⊥
)
sin2 θ
]
= 2jd
(j)
1 , j = 1x, 1y, (S33)
and
c
(0)
2
(
t‖ + t⊥
)
sin2 θ = 2jd
(j)
2 , j = 1x, 1y. (S34)
Combining with the relations
2k1d
(j)
1 − c(0)1 j = 0, 2k2d(j)2 − c(0)2 j = 0, j = 1x, 1y, (S35)
when c(0)1 = 1 and c
(0)
2 = 0, we have
j =
√
2k1
[
t cos2 θ +
(
t‖ + t⊥
)
sin2 θ/2
]
, d
(j)
1 =
√
t cos2 θ +
(
t‖ + t⊥
)
sin2 θ/2
2k1
, j = 1x, 1y. (S36)
Therefore, up to the first order, the eigenvector and eigenvalue of the excitation mode at around the NG mode
associated with the U(1) symmetry are respectively given by
ξA = y1 +
√
t cos2 θ +
(
t‖ + t⊥
)
sin2 θ/2
2k1
(|kx|+ |ky|) z1 +O
(
k2
)
, (S37)
and
A =
√
2k1
[
t cos2 θ +
(
t‖ + t⊥
)
sin2 θ/2
]
(|kx|+ |ky|) +O
(
k2
)
. (S38)
When c(0)1 = 0 and c
(0)
2 = 1, we derive
j =
√
k2
(
t‖ + t⊥
)
sin2 θ, d
(j)
2 =
1
2
√(
t‖ + t⊥
)
sin2 θ
k2
, j = 1x, 1y, (S39)
Then the eigenvector and eigenvalue of the excitation mode at around the NG mode associated with the SO(2)
symmetry are respectively given by
ξB = y2 +
1
2
√(
t‖ + t⊥
)
sin2 θ
k2
(|kx|+ |ky|) z1 +O
(
k2
)
, (S40)
and
B =
√
k2
(
t‖ + t⊥
)
sin2 θ (|kx|+ |ky|) +O
(
k2
)
. (S41)
Numerical calculation shows that κ1 always keeps finite at around the boundary between sub-phases M and T , which
implies the NG mode associated with the global gauge U(1) symmetry always has linear dispersion. In contrast,
κ2 tends to 0 near the M -T boundary, which corresponds to the vanishing of the first-order dispersion coefficient of
11
the NG mode associated with the SO(2) symmetry. In fact, the vanishing of κ2 also can be derived analytically by
minimizing the energy functional, but we don’t show the process here due to the tedious calculation.
When κ2 vanishes, we need to consider the second-order perturbation equation in the second row of Eq. (S23).
Since 1 = 0, we have ξ1 = 0. In addition, because σK0z2 = 0, z2 is also one zero solution of K0 and we need to set
ξ0 = x2, where
x2 =
y2 + z2
2
=

0
i√
2
eipi/4
− i√
2
e−ipi/4
0
0
0
 . (S42)
Besides, we have
K0ξ2x +K2xξ0 = 2xξ0, K0ξ2y +K2yξ0 = 2yξ0. (S43)
Multiply x†2σ to the above equation, noting that y
†
1σK0ξ2x = 0, we obtain
x†2σK2xx2 = 2xx
†
2σx2, x
†
2σK2yx2 = 2yx
†
2σx2. (S44)
On the other hand, because x†2σK2xx2 =
t‖+t⊥
2 and x
†
2σx2 = 1, the second-order coefficient of dispersion is given by
2 =
t‖ + t⊥
2
. (S45)
Then the dispersion of the type-II Numbu-Goldstone mode at the boundary between sub-phases T and M is given by
B =
t‖ + t⊥
2
k2 +O(k3). (S46)
