Cold, dense subducting lithosphere provides the primary force driving tectonic plates at Earth's surface. The force available to drive the plates depends on a balance between the buoyancy forces driving subduction and the mechanical and buoyancy forces resisting subduction. Because both the buoyancy and rheology of the slab and mantle depend on temperature, composition, grain size, water content, and melt fraction, unraveling which of these processes exert a first-order control on slab dynamics and under what circumstances other processes become first-order effects can be challenging. Laboratory and numerical models of slab dynamics provide a powerful method for testing the combined effects of buoyancy and strength changes that accompany the slab evolution in the upper mantle, transition zone, and lower mantle. Recent studies have focused on understanding how rheologic variations (Newtonian versus non-Newtonian viscosity or water content), geometry (2D versus 3D), and plate motions (trench roll-back or advance) influence the evolution of slabs in the upper mantle and how they sink into the lower mantle. These models suggest that spatial and temporal variations in slab strength and the history of subduction determine whether slabs sink directly into the lower mantle or are trapped in the transition zone.
INTRODUCTION

What is Subduction Dynamics?
The topic of subduction dynamics encompasses a tightly coupled system of geophysical, petrological, and geochemical processes. On the tectonic scale, the study of subduction dynamics focuses on the long-term evolution of slabs, and developing a physically consistent model capable of explaining the diverse morphology of slabs imaged in seismic tomographic studies (Figure 1a ; Lay 1994 , Romanowicz 2003 . At the regional scale, the focus turns to the effects of compositional layering, shallow phase transitions associated with dehydration of the slab, and hydration and melting in the mantle wedge (Figure 1b ; Poli & Schmidt 2002) . When combined with experimental constraints on mineral physics and rheology, and a suite of observations ranging from the stress orientations in slabs to the geoid, geodynamical models of subduction provide a powerful tool for determining the properties of the subducted lithosphere and mantle and the dynamical processes that control slab evolution.
In recent years, the growth in the power of computing and advances in laboratory modeling techniques have supported the development of 2D and 3D models exploring a range of factors related to several outstanding questions of slab dynamics: How strong are slabs and how does their strength vary with depth and deformation? Is trench motion a cause or effect of slab dynamics? Why do some slabs appear to sink directly into the lower mantle, whereas others appear to be stranded in the transition zone? These questions have been at the core of subduction dynamics studies since the advent of plate tectonics, and their answers are ultimately related to how mantle convection drives plate tectonics on Earth.
Historical Perspective Framing Modern Investigations
The realization that cold oceanic crust and lithosphere sinks as coherent slabs into the mantle was one of the last developments in the theory of plate tectonics. Although Holmes (1944) described how thermal convection in the mantle could drive plate motion, the concept of complete underthrusting of the oceanic plate was not accepted until after the magnitude 9.2 Alaska 1964 earthquake. Surveying of surface uplift following this event required a large, shallowly-dipping thrust fault under the continent that reached the surface outboard of the continent (Plafker 1965) . Prior to this observation, deep seismicity was interpreted to occur on a "mega-fault" extending from the surface to a depth of 700 km (Benioff 1954) , and seafloor spreading was thought to be accommodated by crustal-scale thrusting (Hess 1962) . Even in the seminal paper by Elsasser (1968) presenting a nearly modern view of how mantle convection drives plate tectonics, including the importance of stress-and water-dependent rheology, deep seismicity was still thought to occur on a planar boundary between the sinking lithosphere and surrounding mantle. Only with the development of regular determination of earthquake focal mechanisms for several of the world's zones of deep seismicity were intermediate and deep earthquakes properly understood as reflecting the internal deformation of sinking lithosphere (Isacks & Molnar 1969) . The observation made at that time, that the strain-state in different regions of subducted Tectonic-versus regional-scale processes in the subduction system. (a) On the tectonic scale, the subduction system is not likely to be steady-state and slab evolution depends on the character and geometry of overriding tectonic plates, layers of varying viscosity and density, other regions of upwelling or downwelling, and long-term history of mantle convection in addition to the slab density and rheology. (b) On the regional scale, details of the compositional and rheologic structure of the subducting and overriding plates and petrologic processes in the mantle wedge (melting, dehydration) affect the local balance of forces and thermal evolution of the subduction system. lithosphere varies from dominantly down-dip compression to down-dip extension, continues to be enigmatic.
Although deep seismicity clearly pointed to internal deformation of slabs, the first quantitative studies of subduction dynamics used analytic models that approximated the highly viscous slab as a perfectly rigid plate sinking into the mantle at a fixed dip and rate (McKenzie 1969) . This model predicted that subduction-induced flow in the mantle would take the form of a corner-flow, which creates a net upward suction Schematic illustration of the forces acting on slabs. Driving forces include negative buoyancy (higher density) caused by cold thermal anomalies and an elevated phase change at 410 km within the slab. Resisting forces at shallow depth include bending of the plate in the trench and coupling to the overriding plate. In the upper mantle, subduction is resisted by viscous shear and positive buoyancy (lower density) owing to a depressed phase transition at 660 km and/or meta-stable olivine below 410 km. In the lower mantle, viscous shear increases. In addition, flow-induced suction in the mantle wedge and large-scale mantle flow affects the evolution of the slab.
Kinematic models:
simulations in which the velocity for part of the interior of the model domain (e.g., the slab) is prescribed for all time-steps boundary dip and mechanical properties, sinking rate, duration of subduction). However, examining the relative magnitude of these forces, and how they depend on a few key parameters, provides insight into which properties control slab dynamics and under what circumstances other properties become more or less important. For example, early subduction models assumed that deep earthquakes stopped at 660 km because slabs heated up rapidly and therefore the negative buoyancy of the slab was limited to the upper mantle [e.g., kinematic models of slab thermal evolution by Toksöv et al. (1971) ]. However, the theory that deep earthquakes are thermally controlled has been superseded by other mechanisms that rely on a cold, and hence dense, slab (Green & Houston 1995) . Therefore, the ability of slabs to subduct deep into the mantle depends on the magnitude of other buoyancy forces arising in the slab that either aid or hinder subduction and to the viscous shear forces opposing subduction.
Illustrative Example: Simplified Force-Balance on a Slab
To illustrate the balance of forces in the mantle, consider a slab sinking vertically into the mantle in which the thermal anomaly at any depth is Gaussian and the maximum thermal anomaly decreases exponentially with depth,
where A = T max /(e −z min /Bz slab − e −1/B ) scales the anomaly to have a maximum value of T max at x = 0 and z = z min , B is a constant that controls the exponential decay of the thermal anomaly with depth, and w slab is the half-width of the thermal anomaly (40 km). Figure 3 shows the thermal anomaly for a cold slab ( T max = 1200
• C, B = 3.0) extending to a depth of 1240 km and 840 km. In this simplified model, deeper slabs are colder slabs (i.e., there is no assumption of thermal steady-state).
The force available to drive subduction of the lithosphere can be expressed as the sum of driving and resisting forces,
where F therm is the buoyancy force owing to the thermal anomaly of the slab, F shear is the viscous shear force, F ol−wd and F sp−pv are the buoyancy forces owing to the upper mantle phase transitions, and F meta is the buoyancy force owing to a metastable olivine wedge. In the force-balance calculations, only one of F ol−wd or F meta is included depending on whether the phase transition is assumed to be kinetically delayed. For this illustrative example, the effects of bending forces, plate boundary coupling, or large-scale mantle flow are ignored. In addition, the shear forces are simply modeled as resulting from a linear velocity gradient on the sides of the slab,
The length of the slab is divided into upper and lower mantle portions, z slab−um and z slab−lm , corresponding to a two-layer viscosity structure (η um = 10 19 or 10 20 Pa s; η lm = 10 21 Pa s). Because the velocity is prescribed, when F tot = 0 the forces are balanced for the given velocity, whereas for F tot > 0 the forces are sufficient to drive subduction at a faster rate than prescribed, and for F tot < 0 the resisting forces would slow down subduction.
The buoyancy forces associated with the phase transitions depend on both the clapeyron slope, γ , and the density change, ρ. The density change is 3.0%-5.7% for the olivine-wadsleyite transition and 7.0%-9.3% for the ringwoodite-perovskite transition (Dziewonski & Anderson 1981 , Kennett et al. 1995 , Weidner & Wang 1998 . The clapeyron slope for the olivine-wadsleyite transition is γ 410 = 2.5-4.0 MPa K −1 (Katsura & Ito 1989 , Morishima et al. 1994 , Katsura et al. 2004 ), whereas the magnitude of the clapeyron slope for the ringwoodite-perovskite transition has changed significantly from earlier experimental values of γ 660 ≥ −6 MPa/K to γ 660 = −0.5 to −3.0 MPa/K for more recent experiments, which are better able to constrain the pressure of the phase transition at different temperatures (Ito & Takahashi 1989 , Irifune et al. 1998 , Katsura et al. 2003 , Fei et al. 2004 , Litasov et al. 2005 .
In the examples below we use ρ 410 = 3.0%, γ 410 = 4.0 MPa K −1 , ρ 660 = 7.0%, γ 660 = −2.0 MPa K −1 , unless otherwise noted. Although the positive clapeyron slope for the olivine-wadsleyite transition creates a negative buoyancy anomaly that aids subduction, if this transition is kinetically Depth ( delayed in cold, fast subducting slabs, then the meta-stable olivine wedge would contribute a positive buoyancy anomaly relative to the surrounding mantle (Kirby et al. 1991 , Rubie & Ross 1994 . The magnitude of this contribution can be estimated using an empirical model that accounts for the grain size, sinking velocity, and experimental constraints on the kinetics of the phase transition (for details of the model and parameters, see Mosenfelder et al. 2001) .
Figures 3c-f show how each of the driving and resisting forces changes with the maximum depth of the slab, z slab , where positive forces aid subduction and negative forces hinder subduction. Comparison of all the cases shows that the slab thermal buoyancy and the viscous shear forces in the higher viscosity lower mantle have the largest magnitudes. The maximum density anomaly associated with the thermal anomaly of the slab is ∼80 kg m −3 or 2.4%, which is similar to the density anomaly associated with the olivine-wadsleyite phase change, but approximately half the density anomaly of the ringwoodite-perovskite transition. However, the full volume of the thermal anomaly contributes some proportion of this density anomaly to the slab buoyancy force and therefore the thermal buoyancy grows rapidly with the length of the slab. In case 1, with a slab velocity of 5 cm year −1 and η um = 10 19 Pa s, the driving forces are larger than the resisting forces for a slab length up to 1000 km. Although the lower mantle shear forces have the biggest effect on the force-balance (case 1 versus case 3), a factor of 10 increase in the viscosity of the upper mantle decreases the slab length at which the forces are balanced by 150 km (case 1 versus case 4). This result suggests that the viscosity of the upper mantle, and whether it is treated as Newtonian or non-Newtonian (stress-dependent) in models, can have a significant effect on predicted slab evolution.
The buoyancy forces owing to the phase transitions and meta-stable olivine also shift the slab length at which the forces are balanced or prevent further sinking of the slab. For cases 1, 3, and 4, with γ 660 = −3 MPa K −1 , the buoyancy force owing to the phase transitions shifts the depth at which F tot ≤ 0 by only 50 km because the effects of the two phase transitions roughly cancel. In contrast, for case 2 with a larger clapeyron slope of γ 660 = −6.0 MPa K −1 , the positive buoyancy associated with the phase transitions shifts the depth at which F tot ≤ 0 to a slab length of only 900 km (Figure 3d ) . Similarly, the positive buoyancy force owing to meta-stable olivine decreases the slab length at which forces are balanced by 50-100 km to a length of 800-900 km (dashed line in Figure 3c -f ). These results illustrate how important robust constraints on high-pressure mineral physics are to unraveling the processes affecting slab dynamics.
This force-balance model makes several simplifications about the magnitude of forces and how they are distributed in the subduction system, which can have important effects on the time-dependent evolution of slabs. While examining the net force-balance is illustrative, it implicitly assumes that the slab is capable of transferring stress from deep in the mantle to the shallow slab. However, the local balance of forces at different depths may instead lead to changes in geometry, such as shallowing, steepening, or buckling of the slab. In addition, the model specifies a subduction velocity to determine the shear forces, whereas in a self-consistent dynamic model, an increase in viscous resistance would decrease the slab velocity. In a dynamic model, the slab may continue to sink in the lower mantle, although at a slower rate, or deform internally to accommodate the variations in viscous resistance. To address slab dynamics in Earth, numerical and laboratory simulations are used to test the effects of such non-steady-state behavior, 2D and 3D geometry of slabs, and more realistic rheology.
MODELING SUBDUCTION DYNAMICS
One of the main strengths of modeling subduction dynamics is the ability to test hypothesis regarding the effects of geometry, rheology, composition, melting, hydration, or phase changes. However, this strength is also an important weakness because every model result depends directly on which of these effects is incorporated and the values of the related parameters, which may or may not be well known. Therefore, although models of subduction dynamics are now capable of incorporating many of the complexities thought to occur in Earth, our understanding of the importance of these processes, how they interact, and the range of their effects is still in its infancy.
In most cases, long-term subduction dynamics is modeled using the viscous approximation, that is, over long times (greater than approximately 1 million years) the elastic response of the lithosphere and mantle can be ignored and only the viscous or visco-plastic behavior is considered. An important exception is subduction initiation (e.g., Toth & Gurnis 1998 , Regenauer-Lieb et al. 2001 , Hall et al. 2003 . For viscous or visco-plastic rheology, the dynamics of the slab are determined by solving the standard equations of conservation of mass for an incompressible fluid,
conservation of momentum for large Prandtl number flow (ignoring terms with factors of 1/Pr where, Pr = η/κρ) subject to the Boussinesq approximation (inertial forces are negligible so that density differences are ignored except when multiplied by g),
and the conservation of energẏ
where u is the velocity,
gδ rr is the force owing to density variations related to temperature (T o is a reference temperature), phase transitions ( ρ ph ), and composition ( ρ c ). The stress tensor defining the constitutive relation is σ ij = −Pδ ij + η efεij , where η ef is the effective viscosity and the pressure, P, defined as the second invariant of the stress tensor, can be expressed as the sum of the lithostatic pressure, P l (without compressibility), and the dynamic pressure, P dyn , resulting from viscous flow (i.e., P = P l + P dyn ). Internal heating, Q, is ignored in most studies of slab dynamics. The challenge in solving these equations and the large variability in possible slab dynamics arises from the spatial variations in density and rheology owing to temperature, composition, and phase transitions. In addition, viscosity is stress dependent
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Instantaneous models: simulations in which the equations of conservation of mass and momentum are solved, but not the conservation of energy; the thermal field is not advected forward in time (at least, in the upper mantle), which makes the momentum equation nonlinear in its dependence on velocity. Many of the recent studies in slab dynamics have focused on incorporating and understanding the role of these complexities in density and rheology structure.
In the Laboratory or in a Computer?
Although the earliest understanding of slab dynamics came from analytic solutions (slab dip, plate bending), most studies of slab dynamics now involve either laboratory (analog) or numerical simulations. The choice of modeling technique depends on the specific question being addressed and/or the observations one seeks to understand. Early laboratory models were limited by the range in viscosity contrast provided by analog materials (only a factor of 10-500; Griffiths et al. 1995 , Guillou-Frottier et al. 1995 and the inability to quantify aspects of the resulting flow (such as the velocity or strain rates). However, more recent models include viscosity variations of up to 4-5 orders of magnitude and use tracer bubbles with high-speed image capture processing, among other techniques, to quantify laboratory model results (Kincaid & Griffiths 2004 , Funiciello et al. 2006 ). In addition, one of the important advantages of using laboratory experiments is the natural stress-free boundary on the top surface, which is more difficult to incorporate into numerical simulations. The main advantages of numerical simulations of slab dynamics is complete quantification of the flow field, inclusion of larger viscosity variations and stress-dependent viscosity, the size of the model domain (depth and horizontal extent), and potential to directly include the effects of melting or hydration/dehydration on density and viscosity. However, recent studies comparing laboratory and numerical simulations for identical model configurations show that both methods result in the same slab dynamics (Becker et al. 1999 ).
Different Model Types for Different Questions
Studies of subduction dynamics use a variety of model types or approaches that are best suited to explore different aspects of the subduction system or best exploit specific observations. These model types include instantaneous models and time-dependent models, which can range from fully dynamic to coupled kinematic-dynamic. In making the choice of model type and specifying the model setup, other general considerations include determining the appropriate domain size, addressing the effects (wanted or unwanted) of boundary conditions, what essential material properties need to be included, and the observations to which the model results are compared ( Table 1 ).
Instantaneous models. At any instant in time the forces driving and resisting subduction must be balanced. This balance is expressed by the Navier-Stokes equation, which is simply the conservation of momentum (Equation 5) subject to conservation of mass (Equation 4). Using these equations, if the density and viscosity are prescribed everywhere in a model domain, and boundary conditions are defined, then the velocity field and pressure required to balance the forces can be found. From the velocity and pressure, surface plate motions, dynamic topography, the geoid, principal stress orientations, and the strain-rate field can also be determined. Instantaneous models of subduction dynamics are therefore used to understand how a density structure, perhaps inferred from seismic tomography, seismicity, or history of subduction, drives deformation given a specified viscosity structure. Instantaneous models have been used to show that the observed geoid requires an increase in viscosity between the upper and lower mantle by 10-30 × (Hager 1984) ; that slabs with a moderately higher viscosity than the surrounding mantle (100-1000×) are needed to match the observed long-wavelength dynamic-topography high over subduction zones ; that faulted plate boundaries provide good agreement with observed trench morphology (Zhong & Gurnis 1992 , 1994 ; and that lateral variations in mantle viscosity structure, such as a low-viscosity region in the mantle wedge, can greatly diminish the magnitude of dynamic topography lows, switch the sign of the geoid, and switch the stress state from compressional to extensional in the overriding plate (Figure 4 ; Billen & Gurnis 2001 .
The main advantage of using instantaneous models is that model results can be compared to a large range of present-day observations. The main disadvantage is that it is unknown whether the predefined density and viscosity structure adopted for the present geometry are consistent with the history of subduction.
Time-dependent models. By coupling the Navier-Stokes equation with the conservation of energy (Equation 6), the thermal structure evolves in time owing to
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Figure 4
Example of a 3D instantaneous model of the Tonga-Kermadec subduction zone . (a) 3D view of Tonga-Kermadec slab thermal structure (input) inferred from seismicity, seismic tomography, and plate age. conduction and advection of heat and internal heat generation. Unlike instantaneous models, which use a prescribed slab structure, time-dependent models use a simple initial condition, such as the thermal model for a cooling plate, and an initial temperature or density perturbation to start subduction. The time-dependent evolution is then solved in three steps. First, the Navier-Stokes equation is solved for the initial condition (buoyancy and viscosity structure). Second, the velocity field is used in the conservation of energy equation to solve for a new temperature field. Third, any nonthermal sources of buoyancy are advected and a new viscosity structure is calculated for the new thermal/stress state. The process is then repeated for the new buoyancy and viscosity structure. Differences among time-dependent models depend on the type of boundary conditions used, model size and geometry, and the choice of material properties.
Dynamic models. Fully dynamic models of subduction have no prescribed velocity or applied force boundary conditions. In this case, the boundary conditions can be free-slip (also known as reflecting; stress tangential to the boundary and velocity perpendicular to the boundary are zero), stress free (also known as flow through; all stresses on the boundary are zero), or periodic (flow out of one side boundary reenters the box on the opposite side boundary). In fully dynamic models, only the buoyancy forces within the model domain can drive flow. However, many studies of slab dynamics use kinematic boundary conditions on the top surface to prescribe the direction and rate of subduction and/or trench migration to explore how plate kinematics is related to the slab dynamics in the mantle (Figure 5 ; also see Supplemental Movie 1, follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org). Implicit in the use of kinematic boundary conditions is the assumption that the boundary conditions do not create a flow that is inconsistent with the dynamic evolution of the slab. This assumption is valid for both moderately viscous slabs (Han & Gurnis 1999 ) and highly viscous slabs (Billen & Hirth 2007 ) with non-Newtonian viscosity.
In fully dynamic models and dynamic models with kinematic surface boundary conditions, the choice of side and bottom boundary conditions and model domain size does affect the pattern of flow and slab dynamics (Figure 6 ). For example, in 2D subduction models, the choice of periodic or flow-through side-wall boundary conditions imparts a net flow across the box, which may simulate large-scale mantle flow, whereas reflecting side-walls explicitly remove any net flow across the domain, allowing the local dynamics to be examined independently (Enns et al. 2005) . However, the effect of boundary conditions also depends on the model domain size (Figure 6 ). For example, in a 2D model of subduction in a shallow box (i.e., maximum depth of 650-1500 km) with a low viscosity upper mantle and higher viscosity lower mantle, even if the side-walls are several box-depths away from the subducting slab (2500-6000 km), the return flow is focused in the upper mantle, creating a strong horizontal return flow that can cause even high-viscosity slabs to curl backward under the overriding plate (Billen & Hirth 2004) . Increasing the box depth to the core-mantle boundary removes the strong lateral return flow in the upper mantle by allowing the flow to return through the deep lower mantle (Billen & Hirth 2007) .
Dynamic models of subduction are generally used to investigate how slab evolution depends on various aspects of rheology and interaction with phase transitions. The model results can be compared to observed relations (e.g., Lallemand et al. 2005) between slab geometry or subduction history and other tectonic parameters, such as plate age, plate velocity, trench roll-back, or state of stress (e.g., Kincaid & Sacks 1997 , Olbertz et al. 1997 , Schmeling et al. 1999 , Bellahsen et al. 2005 , Stegman et al. 2006 , Billen & Hirth 2007 ). In addition, models incorporating the history of plate motions for a specific region (as kinematic boundary conditions that change with time) can also compare the final model result with the present-day slab geometry to further constrain whether the modeled slab dynamics are consistent with observations (Tan et al. 2002) .
Coupled kinematic-dynamic models. Large-scale models of subduction dynamics necessarily ignore many details of the flow and petrologic effects within the mantle wedge between the subducting slab and overriding plate owing to limitations on the model resolution and model size, and owing to the scientific questions being addressed. However, the local processes, such as melting, slab dehydration, and wedge hydration, and differences in behavior of different compositions affect both density and viscosity and therefore also influence how the slab couples to the mantle within the shallow subduction system. Mantle wedge dynamics are generally studied using coupled kinematic-dynamic models in which the velocity field of the entire slab is defined for all times, whereas the flow in the mantle wedge (and overriding plate) is Example of 2D dynamic model of subduction with kinematic surface boundary conditions (Billen & Hirth 2007 , see also Supplemental Movie 1). The subducting plate is moving at 10 cm year −1 . Only the subduction zone region is shown: the full model domain is 9100 km × 2890 km. Right: thermal structure. Left: viscosity structure. Bottom: shallow, intermediate, and deep slab dip as a function of time.
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solved as a dynamic model with kinematic boundary conditions. The conservation of energy equation (thermal structure) is solved for the entire model domain and the model is typically run to steady-state (until the thermal structure does not change appreciably between time-steps). Such wedge dynamics models have been used to explore how mantle rheology affects thermal structure of the slab and overriding plate (Bodri & Bodri 1978 , Furukawa 1993 , Eberle et al. 2002 , van Keken et al. 2002 , Honda & Saito 2003 , Kneller et al. 2007 , fluid migration in the wedge (Cagnioncle et al. 2007) , and deformation of the overriding plate (Gerya & Yuen 2003) . However, because such models prescribed the geometry and velocity of the slab they can not be used to study slab dynamics directly and therefore are not discussed further.
PROCESSES AFFECTING SLAB EVOLUTION
An early model of mantle flow showed that the upper mantle dip of slabs is predicted by purely kinematically driven flow models (imposed surface plate motions) without internal variations in buoyancy or viscosity (Hager & O'Connell 1978) . At first, this result seems to imply that slabs must respond passively to the large-scale mantle flow. However, if slabs are denser than the surrounding mantle, but weak, then they will sink vertically (King 2001) , perturbing the kinematically driven flow pattern. Alternatively, the agreement between slab dip and the kinematically driven flow model may suggest that slabs (in the upper mantle) are strong enough to maintain shallow dips despite their negative buoyancy. Recent studies have focused on this long-lasting paradox in slab dynamics by exploring a variety of mechanisms affecting slab buoyancy, slab and mantle rheology, and the effects of large-scale mantle flow. These studies suggest that the strength of any particular slab may vary by several orders of magnitude along its length and that the history-dependence of subduction may determine when certain mechanisms (e.g., meta-stable olivine) exert first-order control on slab dynamics.
Slab and Mantle Rheology
The strength of the slab relative to the surrounding mantle depends on the dominate deformation mechanism (brittle, viscous, plastic yielding), which primarily depends on temperature and stress or strain rate (Figure 7) . For example, the viscous deformation of olivine is described by an experimentally determined flow law,
(from Hirth & Kohlstedt 2003) , where df and ds refer to deformation by diffusion creep (n = 1, Newtonian or linear viscosity) or dislocation creep (n ≈ 3.5, nonNewtonian or nonlinear viscosity), respectively; E is the activation energy; V is the activation volume;ε II is the second invariant of the strain-rate tensor; P lc is the lithostatic pressure, including a compressibility gradient in the mantle; and T c is the temperature, including the adiabatic temperature gradient. In addition, the viscosity depends on the average grain size, d, the water content of the mineral phase, C OH and the melt fraction, φ. It has long been known that owing to the large activation energy Rheology of the slab and mantle. Schematic showing variations in deformation mechanisms and processes affecting slab and mantle rheology: diffusion creep, dislocation creep, brittle and plastic yielding, grain-size reduction, phase change boundaries, temperature, water content, melt fraction and composition.
for diffusion creep in olivine, the cold interior of the slab should have a high viscosity compared with the surrounding mantle. In particular, at strain rates of 10
within the slab (Bevis 1988 , Nothard et al. 1996 , the viscous strength would exceed the theoretical yield strength of rock (σ y ≥ 10 GPa). Therefore, the upper bound on slab strength depends not on the viscous deformation, but on the yield (plastic) strength, which is estimated to be 300-1000 MPa (Goetze & Evans 1979 , Evans et al. 1990 ). This range in plastic yield strength is roughly equivalent to an effective viscosity η ef = σ y /ε I I of greater than 3×10 23 Pa s for strain rates less than 10 −15 s −1 in the slab. In the warm mantle, diffusion and dislocation creep mechanisms act together to accommodate deformation (composite viscosity). However, diffusion creep dominates deformation at cooler temperatures and larger grain sizes, whereas dislocation creep dominates deformation at higher strain rates and is not grain-size dependent. Experimental constraints are currently only available for deformation behavior of olivine and pyroxenes as upper mantle phases, so that the viscous behavior of the mantle deeper than 410 km is commonly assumed to be the same as olivine. In addition, seismic observations, which detect less seismic anisotropy in the lower mantle, suggest the lower mantle may deform primarily by diffusion creep (Savage 1999 , Mainprice et al. 2005 . New techniques are currently being implemented to facilitate deformation experiments at the pressures and temperatures appropriate for the transition zone (wadsleyite) and lower mantle (perovskite) phases (Cordier et al. 2004 ).
Slab strength and mantle rheology. As experimental constraints on the flow laws for olivine have improved, some models of slab dynamics have incorporated composite rheologies accounting for the diffusion and dislocation creep mechanisms and plastic yielding at high stress (Figure 7) . Direct application of experimental flow laws in slab dynamics models leads to much stiffer slabs, up to 5-7 orders of magnitude more viscous than the surrounding mantle (Schmeling et al. 1999 , Cížková et al. 2002 , Billen & Hirth 2007 , and a reduction in viscous shear stress on the slab in the upper mantle owing to the dislocation creep response to high strain rates surrounding the slab (Schmeling et al. 1999; Cížková et al. 2002; Billen & Hirth 2005 .
For example, Cížková et al. (2002) show that stiffer slabs have shallower upper mantle dips and are more difficult to trap in the transition zone even when trench rollback rates exceed 4 cm year −1 . If trench motion is prevented, stiff slabs shallow with time beneath the overriding plate (Billen & Hirth 2007) . This lateral migration occurs because it is easier for the slab to migrate laterally to accommodate the difference in sinking rates between the lower viscosity upper mantle and higher, Newtonianviscosity lower mantle. Also, the observed correlation between subduction rate and trench motion rate is best fit with strong slabs (Faccenna et al. 2007) . The way in which stiffer slabs accommodate changes in the resistance to sinking, however, also depends on the relative mantle flow. Models with relative motion between the slab and lower mantle tend to result in flat slabs in the upper-most lower mantle, whereas models without relative motion tend to develop slabs that buckle and fold (Figure 6 ; Enns et al. 2005 , Stegman et al. 2006 .
Because higher mesh resolution is required to accurately solve models with large viscosity variations, some models still use a viscosity cut-off value, which uniformly limits the maximum viscosity of the cold slab interiors (Han & Gurnis 1999 , van Hunen et al. 2001 , King 2001 . However, limiting the viscosity with a yield stress leads to variations in the maximum viscosity of slabs in regions of large deformation and a very different behavior of slabs (Schmeling et al. 1999 , Cížková et al. 2002 , Enns et al. 2005 , Stegman et al. 2006 , Schellart et al. 2007 , Billen & Hirth 2007 . In particular, models with a viscosity cut-off tend to produce "taffylike" slabs that sink vertically through the upper mantle and shorten to accommodate increased viscous resistance in the lower mantle (Han & Gurnis 1999 , King 2001 .
The combination of a yield stress and composite mantle viscosity in numerical models produces initially strong slabs that develop localized weak zones as the slab length increases. If the yield stress is moderate (500 MPa), slabs start off vertical, but their geometry may change as they interact with the lower mantle and stronger regions continue to transmit stresses up dip (Cížková et al. 2002 , Billen & Hirth 2007 . However, if the yield stress is low (<300 MPa), localized weakening can lead to slab break off for slabs as short as 300 km (Billen & Hirth 2007) . Note, that the yield stress at which slab break off occurs depends on the mantle rheology. If the mantle viscosity is Newtonian, then more of the slab negative buoyancy is supported by viscous shear stresses and slab break-off may not occur (Enns et al. 2005 , Stegman et al. 2006 , Schellart et al. 2007 ).
Slab strength and trench motion. Seismicity and seismic tomography show that slabs exhibit a range of morphologies, from slabs trapped in the transition zone to slabs that appear to sink unhindered into the lower mantle (Figure 1a) . This variety in slab morphology and the lack of a dominant correlation between slab shape and other subduction parameters (e.g., slab buoyancy, roll-back rate) suggests that a combination of factors controls the evolution of slabs. On the top of the list of possibilities are processes that affect the strength of slabs, such as yielding and grain size reduction, and relative motion of the slab and surrounding mantle (roll-back or advance).
The role of trench motion as either a cause or effect of slab dynamics is not always clear, and the observations of absolute trench motion depend on the chosen reference frame (Garfunkel et al. 1986 , Lallemand et al. 2005 , Sdrolia & Müller 2006 . However, laboratory and numerical models show that if slabs are prevented from subducting into the lower mantle, transmission of stresses along the slab to the overriding plate may cause trench motion (advancing or retreating) (Schellart 2004 , Bellahsen et al. 2005 , or if trench motion is imposed a priori, then slabs can be trapped in the transition zone (Cížková et al. 2002 , Enns et al. 2005 . Others have argued that changes in slab strength during subduction ultimately control whether stresses are transmitted up dip and therefore can affect trench motion (Karato et al. 2001 , Faccenna et al. 2007 .
A compilation of study results as a function of trench roll-back rate and maximum slab viscosity (Figure 8) shows that these two parameters can be used to separate modeled slabs into those that are trapped in the transition zone (for varying amounts of times) and those that subduct unhindered into the lower mantle (Zhong & Gurnis 1995 , Christensen 1996 , Olbertz et al. 1997 , Han & Gurnis 1999 Conditions for trapping slabs in the transition zone. Summary of results for models of slab dynamics as a function of trench motion rate (centimeters per year) and maximum slab viscosity. Note that other parameters in the models may vary significantly between studies. Intermediate-to-fast trench roll-back and weaker slabs leads to trapped or delayed subduction. Open symbols: slabs penetrate into the lower mantle unperturbed. Closed symbols: trapped or delayed slabs. & Schmeling 2000 , Cížková et al. 2002 , Enns et al. 2005 , Stegman et al. 2006 , Cížková et al. 2007 ). These models include the phase transitions at 410 and 660 km and an increase in viscosity of 10-100 between the upper and lower mantle. Slabs with strengths less than approximately 10 23 Pa s (relative to an average upper mantle viscosity of 10 20 Pa s) are trapped, regardless of the rate of trench roll-back, whereas slabs with viscosity greater than 10 23 Pa s may be trapped for higher trench roll-back rates, but subduct unhindered for lower trench roll-back rates. Although each of these studies differs in the details of the model parameters, the results suggest that to obtain the range in slab morphology observed in Earth, the average viscosity of slabs must be greater than 10 23 Pa s. The minimum slab viscosity predicted from time-dependent models is greater than the typical values predicted by instantaneous models of present day subduction zones, which find that the long wavelength geoid (Hager 1984 , Zhong & Davies 1999 and regional geoid and dynamic topography , Billen & Gurnis 2001 are best fit with a slab viscosity less than 10 22 Pa s. An important difference between these instantaneous models and the time-dependent models is the use of a yield stress. Whereas the instantaneous models use a viscosity cut-off and therefore a slab with a uniform maximum viscosity, the use of a yield stress leads to variations in viscosity along the slab. Therefore, the instantaneous models may be most sensitive to the weakest regions of the slab, such as the shallow hinge zone (Figure 7) . However, this discrepancy in maximum slab viscosity has not yet been tested directly.
www.annualreviews.org • Modeling the Dynamics of Subducting Slabs
Secondary Rheologic Effects
Although the temperature and stress dependence of viscosity are the most important factors controlling slab strength in the upper mantle, other variations, such as water content, grain size, and composition, can also play an important role. These are globally secondary effects, but locally they can lead to variations in viscosity by 10 3 -10 6 Pa s.
Water. The concentration of water in nominally anhydrous minerals (i.e., olivine) can vary from less than 10 ppm-H/Si to more than 3000 ppm-H/Si, which leads to a similar change in viscosity (Equation 7, r = 1.0-1.2). This effect probably plays a primary role in reducing the viscosity of the mantle wedge, which experiences an influx of water from the dehydrating slab, and in increasing the viscosity of the lithospheric-mantle portion of the plate, which is dehydrated during melting at the ridge (Braun et al. 2000) . In instantaneous models, the presence of a low-viscosity wedge owing to water (and/or melt) decreases coupling between the subducting slab, mantle wedge, and overriding plate, increases the shallow depth extent of downdip compression in slabs and leads to better predictions of the dynamic topography and short-to-intermediate wavelength geoid over subduction zones (Billen & Gurnis 2001 . In time-dependent models, an imposed wet, and therefore weak, wedge corner counteracts the increase in viscosity owing to cooling of the wedge nose (Kincaid & Sacks 1997) and maintains the separation of the subducting and overriding plate (Cížková et al. 2007 ). In models where the low viscosity region develops over time in response to dehydration of the slab, the reduction in viscosity leads to small-scale convection that partially erodes the overriding plate in the subarc mantle (Arcay et al. 2005 (Arcay et al. , 2006 . This mechanism may play an important role in dynamically maintaining a thin lithosphere beneath the arc and allowing hot mantle to upwell to shallow depths above the slab. A dry lithospheric-mantle changes the integrated strength of the slab by partially controlling the temperature at which deformation transitions from yielding in the cold interior of the slab to dislocation creep in the warmer, higher strain rate exterior of the slab. The larger integrated strength helps to support the negative buoyancy of the slab and decreases the average dip of modeled slabs by 15-30
• (Billen & Hirth 2007 ).
Grain size. The effect of grain size on viscosity enters through the power-law dependence of diffusion creep on the average grain size (Equation 7, p = 3). Neither the average grain size or the variation in grain size in the mantle is well known. Xenoliths from the upper mantle typically have grain sizes of fractions of a millimeter to less than a centimeter (e.g., Titus et al. 2007 ). The presence of minor phases, such as pyroxenes, is thought to pin olivine grain growth, whereas recrystallization and dislocation creep also reduce grain size. One possibility is that in most regions of the mantle, the processes of grain growth and reduction are balanced and maintain grain-sizes on the order of a few millimeters , Hirth & Kohlstedt 2003 ).
An important exception to this equilibrium grain-size model is grain growth following phase transitions in the cold interior of slabs. In the warm regions of the mantle, grain growth following a phase transition is rapid. However, in cold regions, grain growth may be kinetically delayed leading to isolated regions with small grain size and therefore lower viscosity than would be predicted based on temperature alone (Rubie 1984 , Riedel & Karato 1997 , Yamazaki et al. 2005 . Because diffusion creep viscosity is proportional to the cube of the grain size, a local reduction the grain size from 10 mm to 100 microns (factor of 100), is equivalent to a reduction in viscosity by 10 6 , roughly negating the effects of temperature (Karato et al. 2001) . However, the effect of a localized low-viscosity region in the slab following the olivine-wadsleyite phase transition at 410 km has been shown to have only a minor influence on slab dynamics in 2D because the stiff region surrounding the weak slab core continues to transmit stresses to the shallower portion of the slab (Cížková et al. 2002) . The effect of grain size may still be an important factor in determining the strength of the slab in the lower mantle following the ringwoodite-perovskite transition at 660 km, which is accompanied by the cessation in deep seismicity (Karato et al. 2001) .
Composition. The composition of the slab is also expected to lead to variations in the viscosity, which can also affect slab dynamics. For example, at shallow depths, basaltic crust may be weaker than the underlying harzburgitic mantle. However, once basalt transitions to eclogite (at a depth of ∼50 km) which is rich in garnet, the crustal layer may in fact be stronger (Ji & Zhao 1994) . Recent seismic observations also strengthen the evidence for serpentinization of the lithospheric-mantle beneath the crust in the www.annualreviews.org • Modeling the Dynamics of Subducting Slabsslab (Ranero et al. 2003) , which could develop into a decoupling layer between the crust and deeper portions of the slab (Lee & Chen 2007) . As with other factors, these compositional variations modify the integrated strength of the slab, which affects the way stress is transmitted up the slab from deeper in the mantle. These effects have not yet been directly incorporated into recent numerical models, so it is not known how they affect slab dip or the interaction of the slab with the phase transitions. However, previous models have shown that the downwelling flow induced by the sinking slab tends to keep the crust-lithosphere package together until the slab warms (i.e., weakens) in the lower mantle (Richards & Davies 1989 , Xie & Tackley 2004 .
Buoyancy forces. As illustrated with the simple force-balance calculation (Figure 3) , the thermal buoyancy of a slab greatly exceeds other buoyancy forces owing to the large volume of the temperature anomaly as compared to the localized regions affected by phase transitions. However, the prediction that buoyancy forces owing to phase transition play a minor role is only true if the driving force of the thermal buoyancy is transmitted along the length of the slab, whereas variations in slab strength, as discussed above, can hinder the ability of the slab to act as a stress guide. In particular, if other processes, such as mantle flow or the motions of other plates decrease the slab dip in the transition zone, then positive buoyancy forces associated with phase transitions can have a first-order effect on slab dynamics.
For the ringwoodite-perovskite phase transition to affect the slab dynamics, the slab must actually cross a depth of 660 km (the phase transition is depressed to deeper depths creating the local density anomaly). Therefore, flat slabs should appear to lay partially below the transition zone in the upper-most lower mantle (Christensen 1996 , Cížková et al. 2002 . In contrast, if meta-stable olivine is the source of positive buoyancy, then slabs should appear trapped within the transition zone above 660 km (Schmeling et al. 1999 , Tetzlaff & Schmeling 2000 . The seismic observations interpreted as indicating significant volumes of meta-stable olivine in subducting slabs remain controversial. Meta-stable olivine is proposed to occur owing to slow kinetics in fast-subducting, cold slabs (Kirby et al. 1991 , Rubie & Ross II 1994 . However, the best evidence for meta-stable olivine does not occur in the coldest, fastest-subducting slab below the active Tonga-Kermadec subduction zone, but in a possible remnant slab of unknown age to the west below Fiji (Brudzinski & Chen 2000 , Chen & Brudzinski 2001 ). In addition, the volume of meta-stable olivine is strongly dependent on the kinetic model for the phase transition (Rubie & Ross II 1994 , Däbler & Yuen 1996 , Mosenfelder et al. 2001 , and the presence of water reduces the range of favorable temperatures from up to 1200
• C to less than 600
• C (Nishihara et al. 2006) . Therefore, although meta-stable olivine could have an important influence on slab dynamics, the conditions under which dynamically significant volumes persist within slabs is still unknown.
3D Slab Dynamics
The community of geodynamicists using laboratory experiments has lead the study of time-dependent slab dynamics in three dimensions, and demonstrated some of the important effects of trench motion and toroidal flow around the edges of slabs. These experiments have shown that resistance to subduction of the slab at depth can lead to either advancing or retreating motion of the trench depending on small initial perturbations in slab dip (Bellahsen et al. 2005 , Schellart 2005 ). More importantly, flow of material around the edges of slabs causes slabs to develop convex trench-parallel profiles and the trench-parallel width of slabs affects the rate of trench motion (Schellart 2004 , Funiciello et al. 2006 . One limitation of laboratory models is the shallow depth extent of the models (670 km), which isolates slab-induced flow in the upper mantle and may accentuate the toroidal flow component. However, numerical models with a larger depth extent (1200 km) and a factor of 100 viscosity increase between the upper and lower mantle exhibit similar behavior (Stegman et al. 2006) . The trench-parallel slab width also affects the morphology of slabs (Schellart et al. 2007 ): Narrow slabs (600 km) have rapid retreat rates and form concave profiles, whereas slabs with intermediate widths (2000 km) tend to be stationary and straight. However, the longest slabs show a mixed mode of deformation with stationary and straight central portions flanked by fast retreating and concave edges. This new explanation for the shape of trenches at the surface and the complex morphology of slabs suggests that overriding plate structure must play a minor role in determining plate boundary coupling and is instead dragged along by slab-induced flow.
STAGES OF SUBDUCTION
The evolution of slabs in the mantle can be divided into three stages: subduction initiation, long-term behavior, and subduction cessation. The models discussed thus far are focused on determining what controls the long-term evolution of slabs. These models show that many factors can affect slab dynamics and that slab evolution is inherently non-steady-state. Studies of subduction initiation or cessation are commonly treated separately from the long-term behavior of slabs. However, in addition to being complex and enigmatic processes, these special stages of slab evolution can provide important constraints on parameters affecting the long-term behavior of slab dynamics and clues into the unique occurrence of plate tectonics on Earth.
Subduction Initiation
The feasibility of subduction initiation has been studied using analytic models (McKenzie 1977 , Cloetingh et al. 1989 , Mueller & Phillips 1991 , Fowler 1993 , Kemp & Stevenson 1996 , Niu et al. 2003 ) and numerical models addressing various weakening mechanisms or driving forces (Toth & Gurnis 1998 , Regenauer-Lieb et al. 2001 , Doin & Henry 2001 . Recent numerical models have shown that ridge-push forces are sufficient to overcome the resisting forces of a visco-plastic plate if there is a preexisting weak zone, such as fracture zone, and subduction becomes self-sustaining when the slab length reaches approximately 100-150 km (Hall et al. 2003 , Gurnis et al. 2004 ). These models use a composite viscosity similar to that used in long-term slab evolution models with strong slabs (Cížková et al. 2002 , Billen & Hirth 2007 . Therefore, uniformly weak slabs are also not needed to explain subduction initiation.
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In addition, non-Newtonian rheology may be required to reduce viscous coupling between the nascent slab and overriding plate (Billen & Hirth 2005) , although water or melt weakening could have a similar effect.
Cessation of Subduction
There are several processes that can lead to the demise of an active subduction zone: collision of a large oceanic plateau or continent, subduction of a ridge or transform fault, or major plate reorganization (Zeck 1996 , Wong A Ton & Wortel et al. 1997 , Ferrari 2004 . Lithosphere subducted just prior to cessation of subduction may remain attached to the surface plate, slowly thermally reequilibrating with the surrounding mantle (van Wijk et al. 2001) , or the driving forces of the deeper slab may cause the slab to break off from the surface plate. The conditions under which slab break off may occur have been addressed in several feasibility studies, which showed that slab strength is the main unknown parameter (Yoshioka et al. 1994 , Davies & von Blanckenburg 1995 , Wortel & Spakman 2000 , Li et al. 2002 . Subsequently, 2D timedependent models have shown slab break off can only occur for very strong slabs (yield stress greater than 10 GPa) if shear heating or melting occur (Gerya et al. 2004) . However, for a yield stress 300-500 MPa, break off occurs along a narrow shear zone in less than a few million years (Andrews & Billen 2008) . These studies also illustrate the importance of mantle rheology. In models with a Newtonian (diffusion creep) upper mantle, slab break off does not occur, and instead slabs heat up for more than 100 million years before weakening sufficiently to drip into the mantle.
SUMMARY POINTS
1. Slab dynamics is controlled by a balance between driving and resisting forces, which can vary with depth, subduction rate, and the long-term evolution of the slab.
2. Although the thermal buoyancy of slabs in the upper mantle far exceeds the viscous shear resistance, the combined effects of other positive buoyancy forces, weakening of the slab, and changes in slab geometry can trap the slab in the transition zone.
3. Maximum slab viscosity is determined by the plastic yield strength, whereas the integrated strength depends on temperature and variations in water content, grain size, and composition.
4. 3D time-dependent models demonstrate that toroidal flow around the edges of slabs has first-order effects on slab dynamics.
FUTURE ISSUES
1. Although the importance of slab strength and mantle viscosity and density structure has been demonstrated in 2D models, integration of these processes into 3D models is needed to understand how the local balance in forces affects the 3D geometry and evolution of slabs.
2. Systematic incorporation and testing of the effects of other buoyancy sources, such as the crust, the harzburgitic residue, phase changes, and active mantle upwelling, are needed to better understand how shallow slab dynamics is linked to the petrologic and geochemical evolution of the subduction system.
3. Incorporation and testing of more complete rheologies, including nonNewtonian viscosity, low-temperature plasticity, dynamic recystallization (grain-size variations), and lower-mantle (perovskite) flow laws, are needed to determine the fate of slabs in the lower mantle.
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