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The superposition of chiral states of chiral molecules, as delocalized quantum states of a many-
particle system, can be used for the experimental investigations of decoherence theory. In this
regard, a great challenge is the precise quantification of the robustness of these superpositions
against environmental effects. The methods so far proposed need the detailed specification of the
internal states of the molecule, usually requiring heavy numerical calculations. Here, by using
the linearized quantum Boltzmann equation and by borrowing ideas employed for analyzing other
quantum systems, we present a general and simple approach, of large applicability, which can be
used to compute the dominant contribution to the decoherence rate for the superpositions of chiral
states of chiral molecules, due to environmental scattering.
INTRODUCTION
Recently there has been great interest in experiments
which create the delocalization (superposition of differ-
ent positions in space) of many-particle complex systems
e.g., nano-scale magnets [1], superconducting rings [2],
ensemble of photons [3] or atoms [4], macro-molecules [5]
and optomechanical systems [6], with the ultimate aim of
testing the validity of quantum linearity [7–11], and also
quantitatively studying decoherence theory [5–7]. The
superposition of chiral states of a chiral molecule is also
a very example of spatially-delocalized internal quantum
state of many-particle complex systems [12], thus they
can also be used for the aforementioned purposes. The
superpositions of chiral states are also very important
for other purposes. For example, there are proposals for
state-dependent teleportation [13], or the observation of
molecular parity violation [14]. Meanwhile, the stability
of such superpositions and its connection with the optical
activity have been the subject of a great debate, usually
referred to as Hund paradox [15–21].
Several schemes have been proposed for the prepara-
tion of superpositions of chiral states [14, 22], e.g., by us-
ing ultra-short pulse laser methods [12]. These superposi-
tions are internal delocalized states which are very sensi-
tive toward localization effects induced by environmental
perturbations (e.g., thermal radiation or intermolecular
interactions). The quantitative knowledge of these lo-
calization effects are of great importance for the afore-
mentioned purposes. Many different approaches have
been developed to quantify the environmental effects, the
most well-known ones are the mean-field theory [15–17]
and the decoherence theory [19–21]. Very recently, some
novel approaches combining the mean-field and the de-
coherence have been proposed to study the stability of
chiral states [23]. Using the mean-field theory, Jona-
Lasinio and co-workers developed a very simple method
that quantitatively explains, without free parameters, the
intermolecular interaction effect on the superposition of
chiral states when the pyramidal molecules of the same
type are interacting via dipole-dipole interactions [16].
Current proposed methods based on the decoherence the-
ory need the detailed calculations of internal-rotational
states of chiral molecule [19, 20]. These methods usually
need heavy machinery numerical calculations for each
specific molecule in a particular environment (e.g., see
Trost and Hornberger in [20] where the first numerical
calculation has been performed).
In this paper, by using the well-known linearized quan-
tum Boltzmann master-equation [24–28], and by bor-
rowing ideas applied to other quantum mechanical sys-
tems [7, 28, 29], we present a very simple and general ap-
proach for computing the dominant contribution to the
decoherence effect of environmental scattering on the su-
perposition of chiral states in chiral molecules. This ap-
proach is of great generality and easy applicability, and
does not require knowledge about the detailed structure
of the internal quantum states of molecules. As we will
show, it will be easily possible to compute the decoher-
ence effects due to the intermolecular interactions and
to the blackbody radiation, which are quite common in
nature, by determining the most relevant contribution
to the corresponding decoherence effects. We also show
that, with a very good approximation, our approach can
reproduce the theoretical values obtained by the meth-
ods proposed so far in the literature, e.g., the results
obtained by Trost and Honberger in [20]. After a brief
introduction to Hund’s paradox, we also discuss the role
of the decoherence due to Cosmic Background Radiation
(CBR), sunlight and air molecules on the stability of chi-
ral states of chiral molecules.
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FIG. 1: An asymmetric double-well potential. ωz is the mea-
sure of molecular parity violating interactions. The numeri-
cally computed value of ωz is of order a few Hertz, at best
(e.g. ωz = 7.1 − 9.2 Hz for SeOClI) [14, 34]. V0 is of order
1010 − 1015 Hz for chiral molecules with stable optical activ-
ity [14, 30, 34]. The chiral states are localized at each minima,
and with a very good approximation are given by the ground
states of each minima, if the minima are considered separately.
SUPERPOSITION OF CHIRAL STATES AS THE
SPATIAL QUANTUM COHERENCE OF A
BROWNIAN PARTICLE
Non-planar molecules (including chiral molecules) have
at least two equilibrium configurations that can be trans-
formed into each other through inversion around the
center-of-mass of the molecule [30, 31]. The relevant
dynamics can be effectively described by a particle of
mass M moving in a double-well potential V (q) with two
minima at q = ±q0/2, where q is a generalized inver-
sion coordinate [30–33]. The minima, associated with
the two localized (say, chiral) states, are separated by
a barrier V0, as shown in Fig. 1. The biased energy,
ωz = V (q0/2) − V (−q0/2), is the measure of molecular
parity violating interactions [14, 34]. If we denote the
small-amplitude vibration in either well by ω0, then in
the limit V0  ~ω0  kBT, (where T is the temperature
of the bath and kB is Boltzmann constant), the state of
the system is effectively confined in the two-dimensional
Hilbert space spanned by the localized ground-states of
each well, denoted by |L〉 and |R〉 [32, 33]. For ωz = 0,
we denote by |+〉 and |−〉 the ground and first excited
states (|±〉 = (|L〉 ± |R〉)/√2), separated by the energy
E− − E+ = ~ωx, where ωx is usually called as inversion
frequency.
The superposition of chiral states in a chiral molecule
is a superposition in space of an atom or groups of atoms,
between the two minima of the double-well potential.
Accordingly, the relevant system can be effectively de-
scribed as a quantum Brownian particle (or ensemble of
particles) of mass M in a superposition of distinct spatial
positions, separated by the distance x = q0. The effect
of environmental scattering is then manifested as the de-
struction of this spatial superposition. In [35], we showed
how this description works effectively to describe and re-
produce the experimental data of the internal tunneling
in non-planar molecules. In this article, we generalize
this approach.
Following the idea outlined in the previous paragraph,
the dynamics of the chiral molecule interacting with a
background gas can be described by the linearized quan-
tum Boltzmann master-equation [24–28]. The main char-
acterization of this master-equation is that the quantum
correlation between two different positions (〈x|ρˆ(t)|x′〉)
decays exponentially with the rate F (x− x′), as follows:
〈x|ρˆ(t)|x′〉 ∝ e−F (x−x′) t 〈x|ρˆ(0)|x′〉 (1)
with ρˆ the corresponding density matrix of system. The
complete formula of F (x − x′) can be very compli-
cated [24–28]. A first simplifications comes from con-
sidering isotropic scattering, in which case one has:
F (x − x′) = F (x) with |x − x′| = x. In general, F (x)
has two asymptotic behaviors [7, 26, 28, 29]: (1) The sat-
uration behavior at large scales, and (2) The quadratic
behavior at small scales, which are expressed mathemat-
ically as follows:
F (x→∞) = γ, F (x→ 0) = Λx2 (2)
Having these asymptotic behaviors in mind, a very reson-
able ansatz for F (x) can be given by (see Refs. [7, 28, 29]
for more detail):
F (x) ≡ γ (1− exp[−x2/4r2]) (3)
with γ the localization strength, and r the localization
distance. As we see, for x  2r, one gets F (x) = γ,
and for x  2r one has F (x) = (γ/4r2)x2, and thus
Λ = γ/4r2. Therefore, F (x), as given by Eq. (3), is deter-
mined by only two parameters: γ and r. Henceforth, we
will apply this simple and general ansatz to describe the
localization rate of chiral states in chiral molecules. In
the next section, we will provide an expression for γ and
r derived from the underlying microscopic dynamics. We
will investigate the decoherence effect of the blackbody
radiation and the intermolecular interactions in more de-
tail.
A MASTER FORMULA FOR LOCALIZING
EFFECT BY ENVIRONMENTAL SCATTERING
As explained before, we have considered the superpo-
sition of chiral states in chiral molecules as a spatial su-
perposition of a Brownian particle in two different posi-
tions in space, with superposition distance x = q0. Ac-
cordingly, one can apply the linearized quantum Boltz-
mann master-equation to compute the localization effect
of the environmental scattering. The linearized quantum
Boltzmann master-equation has been elaborated in the
literature (e.g., see Refs.[24–27]). The corresponding for-
mulations were initiated by Joos and Zeh [24], and the
3general and corrected formula was given by Dio´si [25] (see
Refs.[26, 27] for more detail). We work in dilute gas limit
where three-body collisions or correlated scatterings are
negligible. We also assume a bath of uniform density. We
take the scattering to be recoil-free. For isotropic scat-
tering, we may apply the following mathematical form
of the localization rate, which is more suitable for our
purposes [26, 27]:
F (x) =
∫ ∞
0
dp %(p) v(p) {σt(p)− (4)
2pi
∫ +1
−1
d(cos θ)
sin Θ
Θ
|f (p, θ)|2}
with v [p] the bath particle velocity [momentum], %(p)
the normalized number density of bath particles’ mo-
menta, f (p, θ) the scattering amplitude, θ the scat-
tering angle, Θ = (2xp/~) sin (θ/2), and σt(p) =
2pi
∫ +1
−1 d (cos θ) |f (p, θ)|2 the total cross-section. Regard-
ing asymptotic behaviors of Eq.(4), one finds:
γ = lim
x→∞F (x) =
∫ ∞
0
dp %(p) v(p)σt(p) (5)
r =
√
γ
2
lim
x→0
√
x2
F (x)
(6)
=
~
√
3γ
2
(∫ ∞
0
dp %(p) v(p) p2σs(p)
)− 12
with σs(p) = 4pi
∫ +1
−1 d (cos θ) sin
2(θ/2) |f (p, θ)|2.
Eqs. (5) and (6) allows us to compute the localizing ef-
fects induced by many different scattering processes, e.g.,
scattering by a background gas (i.e., the decoherence ef-
fects of intermolecular interactions) or by the blackbody
radiation. In the following, we will find the analytical ex-
pressions for these special environments, which are quite
common in many physical situations.
Scattering by thermal radiation
Using the Rayleigh scattering [36] (or Mie scattering,
in general [37]) and then combining with Eq.(5) and (6),
we can compute the localizing effects of elastic scattering
of a blackbody radiation. We consider the Brownian par-
ticle as a small dielectric sphere of radius a, with the uni-
form isotropic dielectric constant . Accordingly, when
ζth  a, with ζth the thermal wavelength of light, one
has: σs(p) = σt(p) =
8pi
3 (p/~)
4a6|(ε−1)/(ε+2)|2 [36]. In-
troducing this into Eqs.(5) and (6) and using the Planck
distribution %(p) = p2/
(
pi2~3(exp[cp/kBT ]− 1)
)
, one
gets:
γTR =
5760 ξ(7)
3pi
a6 c (
kBT
c~
)7
∣∣∣∣ε− 1ε+ 2
∣∣∣∣2 , (7)
rTR =
√
3~ ξ(7)
224 ξ(9)
c~
kBT
(8)
where ξ(x) is Riemann zeta function.
As an example, we can compute the decoherence effects
induced by Cosmic Background Radiation (CBR), which
is equivalent to a blackbody radiation of T = 2.735 K.
We consider our system of radius a = aBohr (with aBohr
the Bohr radius) and |(ε − 1)/(ε + 2)| ≈ 1. Accord-
ingly, one gets: γTR ' 10−29 Hz, rTR ' 10−4 m, and
therefore, according to Eq. (3), FTR(q0) ' 10−42 Hz for
q0 = aBohr. Likewise, the sunlight on earth can be
envisaged as a blackbody radiation of the temperature
around T = 5523 K. Accordingly, for sunlight, one ob-
tains: γTR = 10
−5.7 Hz, rTR = 10−7.3 m, and Eq. (3)
gives: FTR(q0) ' 10−12.2 Hz for a = q0 = aBohr. Using
Wien’s law, one gets ζth ≈ 10−4 m and ζth ≈ 10−7 m for
the CBR and sunlight radiations, respectively, which con-
firms the validity for Rayleigh scattering (i.e., ζth  a),
since a has the order of few Angstroms.
Scattering by a background gas
In the case of a gaseous environment, one can re-
late the scattering amplitude, f(p, θ), to the scattering
potential by using the phase-shift methods [38]. If we
consider the scattering interaction as given by a spher-
ically symmetric potential V (r′) (with r′ the distance
between center-of-masses of colliding molecules), then
f (p, θ) = (~/p)
∑∞
`=0 (2`+ 1) e
iδ`(p) sin δ`(p) P` (cos θ),
with P` (cos θ) the Legendre polynomials, and δ` the
phase shifts depending on the scattering potential. Con-
sequently, one gets:
σt(p) =
4pi~2
p2
S1(p), σs(p) =
4pi~2
p2
S2(p), (9)
where
S1(p) =
∞∑
l=0
(2l + 1) sin2 δl(p) (10)
S2(p) =
∞∑
l=0
(2l + 1) sin2 δl(p) (11)
+
∞∑
l=0
2(l + 1) cos(δl+1(p)− δl(p)) sin δl+1(p) sin δl(p)
Accordingly, if we know the interaction potential,
we can compute the scattering amplitude and thus we
can compute the localization rate, too. Considering
the Brownian particle and the background gas as two
spheres, then we can assume that they behave like
the atoms of rare gases interacting with the potential
of the type: V (r′) = −Cs/r′s [39]. We can employ
the Jeffereys-Born approximation to compute the phase-
shifts in Eq. (9) [38]:
δl(p) ≈ pimCs~p
( p
2~
)s−1 Γ(s− 1) Γ(l − s/2 + 3/2)
[Γ(s/2)]2 Γ(l + s/2 + 1/2)
(12)
4with Γ(x) the gamma function.
If we assume that σt(p) and σs(p) do not change appre-
ciably for all important bath particles’ momenta p¯, then
we can approximate Eqs. (5) and (6) as follows:
γBG ' n4pi~
2
mp¯
S1(p¯), rBG ' ~
p¯
√
3S1(p¯)
S2(p¯)
, (13)
where n is the density of the background gas. One can
simply replace p¯ with the most probable momentum of
a Maxwell-Boltzmann gas: p¯ =
√
2mkBT ; also n can be
replaced by the density of an ideal gas: n = P/kBT .
To give an estimate of above formula, let us con-
sider a chiral molecule immersed in the air molecules
(m = 28 amu) as background gas at room tempera-
ture. We assume the chiral molecule interacts with the
bath particle via London dispersion interaction (s =
6). Since the London dispersion coefficient is in the
range C6 ∼ 10−79 − 10−76 J·m6 [39], then one finds
rBG ' 10−11.2 m. For q0 = aBohr, one gets from Eq. (3):
FBG(q0) ' 109.8−1011.1 Hz in the standard pressure, and
FBG(q0) ' 10−3.5 − 10−2.3 Hz in the the laboratory vac-
uum (n ∼ 1012 particle/m3).
Likewise, for Helium as the background gas at room
temperature and q0 in the order of few Angstroms, one
finds: FBG(q0) ' 105(P/Pa)− 106(P/Pa) Hz, with P the
pressure of Helium. In [20], Trost and Honberger have
computed the decoherence rate (denoted by λ) on the in-
ternal tunneling of D2S2 due to the collisions with Helium
as the background gas. After quite involved numerical
calculations, they obtained λ ≈ 102.4 Hz at T = 300 K
and P = 1.6 × 10−3 Pa. Introducing these values for T
and P into Eq. (13) and combing the result with Eq. (3),
one gets: λ ≈ FBG(q0) ≈ 102.7 Hz (where we have used
q0 = 1.9A˚ and C6 ' 10−78 J·m6 [20, 35]), which is al-
most identical to the result of [20]. This shows that the
approach here proposed can provide a good estimate of
the order of magnitude of the decoherence rate due to
environmental scattering.
A further comment is at order. The values we have ob-
tained for F (q0) for air molecules at room temperature
and for the sunlight are much greater than the inversion
frequency of a typical chiral molecule with the stable op-
tical activity (ωx ∼ 10−13 − 10−80 Hz [14, 40]). Accord-
ingly, since the decoherence rate is much greater than the
inversion frequency (i.e., F (q0) ωx), then the superpo-
sition of chiral states of optically-stable chiral molecules
(even if they are produced in a particular natural process)
are not stable in the atmospheric environment of Earth,
and their life-time is of the order of ∼ 10−9.8 − 10−11.1 s.
Thus, the expected natural habitant states of optically-
stable chiral molecules in the atmospheric environment
of Earth are chiral states, as confirmed by observations.
In addition, our calculations also show that the in-
evitable localization effect of CBR is also greater than
ωx of some chiral molecules, in particular those with
very stable optical activity, like some complex and
biologically-important chiral molecules. In this case,
since F (q0) ωx, then the superposition of chiral states
are unstable, and the chiral states become stabilized.
Thus, for optically-stable chiral molecules whose inver-
sion frequency is much smaller than the decoherence ef-
fect of CBR (i.e., FCBR ∼ 10−42  ωx), the superposition
of chiral states are not stable, the environment stabilizes
the chiral states. A good approximation for the inver-
sion frequency is given by ωx ≈ A ω0
√
V0
~ω0 exp[−B V0~ω0 ]
with A,B of the order of unity, depending on the ex-
plicit mathematical form of the double-well potential [33].
Since the small-amplitude frequency, ω0, which is the
typical molecular vibrations, is in the range ω0 ∼ 100 −
1000 cm−1, then for FCBR ∼ 10−42  ωx one finds
V0 ≥ 1013 Hz. In other word, for the molecules with this
range of inversion barrier, the CBR may stabilize the chi-
ral states. This may be considered as a partial explana-
tion for Hund’s paradox, which arises because optically-
stable chiral molecules are in definite chiral states, either
|L〉 or |R〉, although these states are not eigenstates of the
Hamiltonian when ωx  ωz [18–21]. However, for typi-
cal carbon-based biomolecules such as amino acids, the
sophisticated calculations show that ωz has typically an
order of magnitude larger than 10−4 − 10−3 Hz [14, 34],
meaning that the parity violating interactions (i.e. ωz)
are the dominant term that stabilize the chiral states. In
other word, the decoherence effect of CBR can explain
the Hund paradox for those molecules only if FCBR  ωz.
CONCLUSION
The superposition of chiral states of a chiral molecule
are very important for the practical and also fundamental
research in physics and chemistry. A great challenge is
the quantification of robustness of these superpositions
against environmental effects. In this paper, by using
the quantum Brownian motion approach, we provided a
formula for computing the dominant contribution to the
decoherence rate. This formula is of general applicabil-
ity and simplicity compared with other methods. In this
approach, there is no need to know the detailed internal
structure of the molecules (e.g., their angular momen-
tum states), and the mere knowledge of the distance of
the minima of double-well (q0), the scattering potential
and the thermodynamical variables of bath (e.g., temper-
ature and pressure) are sufficient in order to compute the
dominant contribution to the localization rate induced by
the environmental scattering.
We applied the formalism, and computed the decoher-
ence rate for two quite common types of environment:
thermal radiation and background gas. We have showed
how our results are almost identical to the result of the
other methods proposed so far. We have commented how
5environmental decoherence can explain why the superpo-
sitions of chiral states of chiral molecules are not stable
in the atmospheric environment of Earth.
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