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Abstract
In this paper, a fourth moment bound for partial sums of functional of strongly ergodic
Markov chain is established. This type of inequality plays an important role in the study
of empirical process invariance principle. This one is specially adapted to the technique of
Dehling, Durieu and Volny´ (2008). The same moment bound can be proved for dynamical
system whose transfer operator has some spectral properties. Examples of applications
are given.
Keywords: Stationary processes; Moment inequalities; Strongly ergodic Markov chains;
Dynamical system; Empirical distribution; Invariance principle.
AMS classification: 60G10; 60J10; 60F17; 28D05; 62G20.
1 Introduction
Fourth moment bounds for partial sums of stationary processes are a key tool in the study of
functional limit theorems. In particular, it is the case in the investigation of empirical process
invariance principle. It will be our main application. Let (Xi)i≥0 be a stationary process in
R and F (t) = P (X0 ≤ t). The empirical process associated to (Xi)i≥0 is defined by
Yn(t) =
1√
n
n−1∑
i=0
{1l(−∞,t](Xi)− F (t)}, t ∈ R. (1)
One says that (Yn)n≥0 satisfies an invariance principle if it converges in distribution to a
mean-zero Gaussian process. In general, proofs of invariance principle consist of two parts:
multivariate central limit theorem and tightness. Since the work of Donsker [8] for i.i.d.
sequences and the work of Billingsley [2] for some weakly dependent processes, the chaining
technique seems to be a suitable way to get the tightness of the process (Yn)n≥0. Fourth
moment inequalities are a central point in this technique. In many cases (like i.i.d. case), if
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an inequality of the type
E
[
n−1∑
i=0
{1l(s,t](Xi)− (F (t)− F (s))}
]4
≤ C(n(t− s) + n2(t− s)2), (2)
for all s < t is established then the tightness of the process follows. The difficulty is to deal
with the sequence of indicator variables (1l(s,t](Xi))i≥0. When the process (Xi)i≥0 has some
mixing properties, like strong, uniform or beta mixing, (1l(s,t](Xi))i≥0 inherits comparable
properties and fourth moment bound can be established assuming some regularity conditions
on X0’s distribution function (for an overview of this theory, see Dehling and Philipp [7]
and references therein). In 2004, Collet, Martinez and Schmitt [4] proved a fourth moment
inequality for expanding maps of the interval (see also Dedecker and Prieur [5]). They use
spectral properties of the transfer operator associated on the space of bounded variation
functions and the fact that indicators belong to this space. In other cases, some type of
Markov chains and dynamical system (see Hennion and Herve´ [11], Goue¨zel [10]), one can have
good properties of the Markov operator or the transfer operator on other spaces of functions
which do not contain the indicator functions. In Dehling, Durieu and Volny´ [6], a new
technique for proving empirical process invariance principle is developed using approximations
of indicators by regular functions. The fourth moment bound of Corollary 2 is well adapted to
this situation. The main point is that the Banach norm only appears through its logarithm.
In Section 2 and Section 3 the fourth moment inequality is stated and proved for strongly
ergodic Markov chain. In Section 4, we state the same moment bound for a class of dynamical
systems. Section 5 is devoted to examples of applications.
2 Fourth moment inequality for Markov chains
Let (Xn)n≥0 be a homogeneous Markov chain with a stationary measure ν. Denote by P
the associated Markov operator and E the state space. Consider a Banach space (B, ‖.‖) of
ν-measurable functions from E to R, which contains the function 1 = 1lE. We will assume
that the chain is B-geometrically ergodic.
Definition. The Markov chain (Xn)n≥0 is B-geometrically ergodic or strongly ergodic (with
respect to B) if
a) there exist κ > 0 and 0 < θ < 1 such that for all f ∈ B,
‖Pnf −Πf‖ ≤ κθn‖f‖ (3)
where Πf = Eν (f)1.
b) there exists p ≥ 1 such that (B, ‖.‖) is continuously included in (Lp (ν) , ‖.‖p).
i.e. ∃C > 0 such that ∀f ∈ B,
‖f‖p ≤ C‖f‖ (4)
where ‖f‖p =
(∫ |f |pdν) 1p .
Further, we assume that there exists a constant M > 0 such that ∀f ∈ B and ∀n ∈ N,
‖fPnf‖ ≤M‖f‖‖Pnf‖. (5)
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In particular, this is the case if (B, ‖.‖) is a Banach algebra. In the sequel, with no loss of
generality, we assume M = 1.
Strong ergodicity covers a large class of examples (discussed in Section 5). It corresponds
to the fact that the Markov transition operator acting on B has 1 as simple eigenvalue and
the rest of the spectrum is included in a closed ball of radius strictly smaller than 1.
For a function ϕ : E −→ R, we consider the partial sum
Sn (ϕ) =
n∑
i=1
ϕ (Xi) .
The aim is to get a fourth moment inequality for this partial sum when the function ϕ
belongs to the space B. Our main results are the following.
Theorem 1. If (Xn)n≥0 is a B-geometrically ergodic Markov chain with stationary measure
ν, then for all ϕ ∈ B such that Eν (ϕ) = 0 and ϕ ∈ L4(ν) ∩ L3q (ν),
Eν
[
Sn (ϕ)
4
]
≤ K
[
n‖ϕ (X0)4 ‖1 log3(‖ϕ‖ + 1)
+n
(
‖ϕ (X0)3 ‖q + ‖ϕ (X0)2 ‖q + ‖ϕ (X0) ‖q + ‖ϕ (X0) ‖2q
)
log2(‖ϕ‖ + 1)
+n2
(
‖ϕ (X0)2 ‖1 log(‖ϕ‖ + 1) + ‖ϕ (X0) ‖q
)2]
where 1
p
+ 1
q
= 1 and K is a constant.
As consequence, the following corollary give a simplest inequality is the case where the
function ϕ is bounded.
Corollary 2. If (Xn)n≥0 is a B-geometrically ergodic Markov chain with stationary measure
ν, then for all ϕ ∈ B such that Eν (ϕ) = 0, ϕ is bounded and mϕ = max{1, supx |ϕ(x)|},
Eν
[
Sn (ϕ)
4
]
≤ Km3ϕ
[
n‖ϕ (X0) ‖q log3(‖ϕ‖ + 1) + n2‖ϕ (X0) ‖2q log2(‖ϕ‖ + 1)
]
.
Assume that one can prove a multivariate central limit theorem for functions in B, then
by the technique of Dehling, Durieu and Volny´ [6], if the space B contains a class of functions
approximating the indicators, an empirical process invariance principle follows.
To be complete, we state the following result, which is a corollary of Gordin’s Theorem
[9] and from which we can deduce a multivariate central limit theorem.
Proposition 3. If (Xn)n≥0 is ergodic and B-geometrically ergodic with p ≥ 2 in (4), then
for all ϕ ∈ B, Sn(ϕ−Eνϕ)√
n
converges in distribution to a centred normal law.
See Hennion and Herve´ [11], Thm.IX.2, for sufficient conditions on B to have: strong
ergodicity implies ergodicity.
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3 Proof of Theorem 1
Let us consider the assumptions of Theorem 1 hold. In the sequel, all the expectations are
considered with respect to the measure ν and Fi denotes the σ-algebra generated by Xi.
Let ϕ ∈ B with E (ϕ) = 0. As the Markov chain is a stationary process, we have the
following bound:
E
[
Sn (ϕ)
4
]
≤ 4!n
∑
i,j,k≥0:
i+j+k≤n
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
which can be decomposed in three sums.
E
[
Sn (ϕ)
4
]
≤ 4!n

 n∑
i=1
∑
j,k≤i
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) (6)
+
n∑
j=1
∑
i,k≤j
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) (7)
+
n∑
k=1
∑
i,j≤k
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))

 . (8)
So to study the terms E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)), we will consider three cases
according to the greatest integer between i, j and k.
Before, we can see that in all cases, by Ho¨lder inequality, we have
|E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))| ≤ ‖ϕ (X0) ‖44 ≤ ‖ϕ (X0)4 ‖1. (9)
Further, let n0 be a positive integer such that
log(‖ϕ‖ + 1)
− log θ < n0 ≤
log(‖ϕ‖ + 1)
− log θ + 1.
Note that θn0‖ϕ‖ ≤ 1.
First case: i, j ≤ k.
Here, we use the properties of the Markov operator P on the space B to get another
majoration. Applying successively Ho¨lder inequality, properties (4) and (3), we get
|E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) |
= |E (ϕ (X0)ϕ (Xi)ϕ (Xi+j) (E (ϕ (Xi+j+k) |Fi+j)− E (ϕ (Xi+j+k)))) |
≤ ‖ϕ (X0)ϕ (Xi)ϕ (Xi+j) ‖q‖P kϕ (X0)−Πϕ (X0) ‖p
≤ ‖ϕ (X0) ‖33qC‖P kϕ−Πϕ‖
≤ ‖ϕ (X0)3 ‖qCκθk‖ϕ‖. (10)
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Now, for sum (8), using (9) for the n0 − 1 first terms and (10) for the others, we obtain
n∑
k=1
∑
i,j≤k
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤
n0−1∑
k=1
k2‖ϕ (X0)4 ‖1 +
n∑
k=n0
k2Cκ‖ϕ (X0)3 ‖qθk‖ϕ‖
≤ (n0 − 1)3‖ϕ (X0)4 ‖1 + Cκ‖ϕ (X0)3 ‖q
n∑
k=n0
k2θk−n0.
There exists a constant C1 which only depends on θ, such that
n∑
k=n0
k2θk−n0 ≤
∑
k≥2
(k + n0 − 2)2 θk−2
≤
∑
k≥2
k2θk−2 + 2(n0 − 2)
∑
k≥2
kθk−2 + (n0 − 2)2
∑
k≥2
θk−2k
≤ C1(n0 − 1)2,
because the three series converge.
Thus, writing C2 = − 1log θ , we get n0 − 1 ≤ C2 log(‖ϕ‖ + 1) and
n∑
k=1
∑
i,j≤k
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤ C32‖ϕ (X0)4 ‖1 log3(‖ϕ‖ + 1) + C3‖ϕ (X0)3 ‖q log2(‖ϕ‖ + 1), (11)
where C3 = CκC1C
2
2 .
Second case: i, k ≤ j.
We can decompose the expectation as follows,
|E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) |
≤ |E (ϕ (X0)ϕ (Xi) (E (ϕ (Xi+j)E (ϕ (Xi+j+k) |Fi+j) |Fi)− E (ϕ (X0)ϕ (Xk)))) |
+|E (ϕ (X0)ϕ (Xi))E (ϕ (X0)ϕ (Xk)) |. (12)
In the right hand side, let us call Ii,j,k the first term and IIi,k the second one.
Since E
(
ϕP kϕ (X0)
)
= E (ϕ (X0)E (ϕ (Xk) |F0)) = E (ϕ (X0)ϕ (Xk)), we have
Ii,j,k ≤ ‖ϕ (X0)ϕ (Xi) ‖q‖P j
(
ϕP kϕ
)
(X0)−Π
(
ϕP kϕ
)
(X0) ‖p
≤ ‖ϕ (X0) ‖22qC‖P j
(
ϕP kϕ
)
−Π
(
ϕP kϕ
)
‖
≤ C‖ϕ (X0)2 ‖qκθj‖ϕP kϕ‖
and by assumption (5),
‖ϕP kϕ‖ ≤ ‖ϕ‖‖P kϕ‖ ≤ κθk‖ϕ‖2.
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Therefore,
Ii,j,k ≤ Cκ2‖ϕ (X0)2 ‖qθj+k‖ϕ‖2
≤ Cκ2‖ϕ (X0)2 ‖qθj‖ϕ‖2.
Now, thanks to the decomposition (12) (using also inequality (9)), for n big enough,
n∑
j=1
∑
i,k≤j
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤
2n0−2∑
j=1
j2‖ϕ (X0)4 ‖1 +
n∑
j=2n0−1
∑
i,k≤j
(Ii,j,k + IIi,k)
≤ 8 (n0 − 1)3 ‖ϕ (X0)4 ‖1 +
n∑
j=2n0−1
j2Ii,j,k +
n∑
j=1
∑
i,k≤j
IIi,k,
where n0 has been defined previously.
Inequality (13) and θn0‖ϕ‖ ≤ 1 imply
n∑
j=2n0−1
j2Ii,j,k ≤
n∑
j=2n0−1
j2Cκ2‖ϕ (X0)2 ‖qθj‖ϕ‖2
≤ Cκ2‖ϕ (X0)2 ‖q
n∑
j=2n0−1
j2θj−2n0.
As before, there exists a constant C4 depending on θ such that,
n∑
j=2n0−1
j2θj−2n0 ≤ C4(n0 − 1)2.
So,
n∑
j=2n0−1
j2Ii,j,k ≤ Cκ2‖ϕ (X0)2 ‖qC4(n0 − 1)2.
For the third term, we have
n∑
j=1
∑
i,k≤j
IIi,k ≤ n
(
n∑
i=1
|E (ϕ (X0)ϕ (Xi)) |
)(
n∑
k=1
|E (ϕ (X0)ϕ (Xk)) |
)
.
We can see that
|E (ϕ (X0)ϕ (Xi)) | ≤ ‖ϕ (X0) ‖q‖P iϕ (X0)−Πϕ (X0) ‖p
≤ C‖ϕ (X0) ‖q‖P iϕ−Πϕ‖
≤ Cκ‖ϕ (X0) ‖qθi‖ϕ‖ (13)
and, in the same way,
|E (ϕ (X0)ϕ (Xk)) | ≤ Cκ‖ϕ (X0) ‖qθk‖ϕ‖. (14)
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Alternatively, by Ho¨lder inequality,
|E (ϕ (X0)ϕ (Xi)) | ≤ ‖ϕ (X0)2 ‖1 and |E (ϕ (X0)ϕ (Xk)) | ≤ ‖ϕ (X0)2 ‖1. (15)
Thus, by (13), (14) and (15),
n∑
i=1
|E (ϕ (X0)ϕ (Xi)) | ≤
n0−1∑
i=1
‖ϕ (X0)2 ‖1 +
n∑
i=n0
Cκ‖ϕ (X0) ‖qθi‖ϕ‖
≤ (n0 − 1)‖ϕ (X0)2 ‖1 + Cκ‖ϕ (X0) ‖q
n∑
i=n0
θi−n0
≤ (n0 − 1)‖ϕ (X0)2 ‖1 + C5‖ϕ (X0) ‖q,
where C5 = Cκ
∑
i≥0 θ
i <∞ and
n∑
k=1
|E (ϕ (X0)ϕ (Xk)) | ≤ (n0 − 1)‖ϕ (X0)2 ‖1 + C5‖ϕ (X0) ‖q.
Finally,
n∑
j=1
∑
i,k≤j
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤ 8C32‖ϕ (X0)4 ‖1 log3(‖ϕ‖ + 1) + C6‖ϕ (X0)2 ‖q log2(‖ϕ‖ + 1) (16)
+n
(
C2‖ϕ (X0)2 ‖1 log(‖ϕ‖ + 1) + C5‖ϕ (X0) ‖q
)2
,
where C6 = Cκ
2C4C
2
2 .
Third case: j, k ≤ i.
Again, using three times the operator properties,
|E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) |
= |E (ϕ (X0)E (ϕ (Xi)E (ϕ (Xi+j)E (ϕ (Xi+j+k) |Fi+j) |Fi) |F0)) |
= |E [ϕ (X0) [E (ϕ (Xi)E (ϕ (Xi+j)E (ϕ (Xi+j+k) |Fi+j) |Fi) |F0)
−E (ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))]] |
≤ ‖ϕ (X0) ‖q‖P i
(
ϕP j
(
ϕP kϕ
))
(X0)−Π
(
ϕP j
(
ϕP kϕ
))
(X0) ‖p
≤ ‖ϕ (X0) ‖qCκθi‖ϕP j
(
ϕP kϕ
)
‖ (17)
and
‖ϕP j
(
ϕP kϕ
)
‖ ≤ ‖ϕ‖‖P j
(
ϕP kϕ
)
‖
≤ ‖ϕ‖
(
‖P j
(
ϕP kϕ
)
−ΠϕP kϕ‖+ |E (ϕ (X0)ϕ (Xk)) |
)
≤ ‖ϕ‖
(
κθj‖ϕP kϕ‖+ |E (ϕ (X0)ϕ (Xk)) |
)
≤ κ2θj+k‖ϕ‖3 + Cκ‖ϕ (X0) ‖qθk‖ϕ‖2, (18)
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where we used inequality (14) at the last line.
From (17) and (18), we derive
|E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k)) |
≤ Cκ3‖ϕ (X0) ‖qθi+j+k‖ϕ‖3 + C2κ2‖ϕ (X0) ‖2qθi+k‖ϕ‖2
≤ C7θi‖ϕ (X0) ‖q‖ϕ‖2 (‖ϕ‖ + ‖ϕ (X0) ‖q)
where C7 = max{Cκ3, C2κ2}.
With this last inequality and (9), the sum (6) can be bounded in the same way as before.
We use the integer n0 to get
n∑
i=1
∑
j,k≤i
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤
3n0−3∑
i=1
i2‖ϕ (X0)4 ‖1 + C7
n∑
i=3n0−2
i2θi‖ϕ (X0) ‖q‖ϕ‖2 (‖ϕ‖ + ‖ϕ (X0) ‖q)
≤ 27 (n0 − 1)3 ‖ϕ (X0)4 ‖1 + C7
(‖ϕ (X0) ‖q + ‖ϕ (X0) ‖2q) n∑
i=3n0−2
i2θi−3n0 .
The sum is bounded by the corresponding series which is finite (majoration by C8(n0−1)2,
where C8 depends only on θ). So, we can conclude the study of the third case by
n∑
i=1
∑
j,k≤i
E (ϕ (X0)ϕ (Xi)ϕ (Xi+j)ϕ (Xi+j+k))
≤ 27C32‖ϕ (X0)4 ‖1 log3(‖ϕ‖+ 1) (19)
+C7C8C
2
2
(‖ϕ (X0) ‖q + ‖ϕ (X0) ‖2q) log2(‖ϕ‖ + 1).
To conclude let K be the maximum of all the constants appearing in (11), (16) and (19):
E
[
Sn (ϕ)
4
]
≤ 4!K
[
n‖ϕ (X0)4 ‖1 log3(‖ϕ‖ + 1)
+n
(
‖ϕ (X0)3 ‖q + ‖ϕ (X0)2 ‖q + ‖ϕ (X0) ‖q + ‖ϕ (X0) ‖2q
)
log2(‖ϕ‖ + 1)
+n2
(
‖ϕ (X0)2 ‖1 log(‖ϕ‖ + 1) + ‖ϕ (X0) ‖q
)2]
.

4 Fourth moment inequality for dynamical systems
In Section 2, we dealt with homogeneous Markov chains through their operators. As usual
the techniques can be applied to dynamical systems, using transfer operator. Here we state
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the result for dynamical systems but the proof (which is essentially the same as in Section 3)
is left to the reader.
Let (Ω,A, µ) be a probability space and T a measurable measure preserving transformation
(i.e. ∀A ∈ A, µ(T−1A) = µ(A)). Let us consider the Perron-Frobenius operator (or the
transfer operator) of T , P : L1(µ) −→ L1(µ) defined by∫
Ω
Pf(x)g(x)dµ(x) =
∫
Ω
f(x)g ◦ T (x)dµ(x)
for all f ∈ L1(µ) and g ∈ L∞(µ).
As in the Markov case, we assume there exists a Banach space (B, ‖.‖) of µ-measurable
functions from Ω to R which contains 1 and satisfies (5) and that P verifies same assumptions:
(i) there exist κ > 0 and 0 < θ < 1 such that for all f ∈ B,
‖Pnf −Πf‖ ≤ κθn‖f‖
where Πf = Eµ (f)1.
(ii) there exists p ≥ 1 such that (B, ‖.‖) is continuously included in (Lp (µ) , ‖.‖p).
Again, it corresponds to some quasi-compactness of the Perron-Frobenius operator, see
Hennion and Herve´ [11], Baladi [1].
Under these assumptions, we have same fourth moment bound:
Theorem 4. For all f ∈ B such that Eµ (f) = 0, f is bounded and mf = max{1, supx |f(x)|},
Eµ

( n∑
i=1
f ◦ T i
)4 ≤ Km3f [n‖f‖q log3(‖f‖+ 1) + n2‖f‖2q log2(‖f‖+ 1)] .
where 1
p
+ 1
q
= 1.
5 Applications
We give some examples where the fourth moment inequality applies and then leads to some
empirical process invariance principles.
Uniform ergodicity. Let (Xn)n≥0 be a Markov chain on the state space E. Denote by
(B∞, ‖.‖∞) the space of bounded measurable functions from E to R provided with the uniform
norm. One says that the Markov chain (Xn)n≥0 is uniformly ergodic if it is B∞-geometrically
ergodic. This condition is equivalent to the fact that the process satisfies the so-called Doe-
blin’s condition (see Meyn and Tweedie [12]).
In this situation, if X0 has a distribution function which is enough regular, our fourth
moment bound (Corollary 2) implies inequality (2). Then tightness follows and empirical
process invariance principle will follow from the multivariate central limit theorem. Note that
this result is already known since Billingsley [2].
See many examples of uniformly ergodic Markov chains in Meyn and Tweedie [12], like
T-chains on compact spaces. Another example is given by the Knudsen Gas model (see e.g.
Pe`ne [14]).
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Expanding maps. For a large class of expanding maps, empirical process invariance prin-
ciples have already been established in Collet, Martinez and Schmitt [4] and Dedecker and
Prieur [5]. Expanding maps is an example of dynamical system on an interval. Such transfor-
mations are studied in Broise [3], as continuous fraction expansion, β-transformation, Gauss
map. In many cases, one can show that the Perron-Frobenius operator admits a spectral gap
on the space BV of bounded variation functions. Since the indicator functions belong to BV,
Theorem 4 with condition on the initial distribution prove inequality (2).
Goue¨zel [10] gave an example of an expanding map of the interval which has a spectral
gap on the space of Lipschitz functions but not on BV. For Goue¨zel’s example, Theorem 4
holds on the space of Lipschitz functions.
Subshifts. Let E be a finite set and E = EN. The metric d defined on E is
d(x, y) = 2− inf{k≥0 :xk 6=yk}.
Let A = (a(i, j))i,j∈E be a matrix with coefficients in {0, 1} and
Ω = {x ∈ E : a(xk, xk+1) = 1,∀k ≥ 0}.
Write T the shift operator on Ω, i.e. (Tx)k = xk+1, ∀k ≥ 0. Denote by B the space of
complex valued functions on Ω, which are Lipschitz continuous with respect to the metric d.
The norm on B is ‖.‖ = ‖.‖∞ +m(.), where
m(f) = sup
{ |f(x)− f(y)|
d(x, y)
, x 6= y
}
. (20)
Note that (Ω, d) is compact and then B ⊂ L∞. The Ruelle-Perron-Frobenius Theorem shows
that the transfer operator P has some quasi-compact properties on B. See Parry and Pollicott
[13] or Hennion and Herve´ [11]. If 1 is the only eigenvalue of modulus 1 and is simple, then
conditions (i) and (ii) holds and Theorem 4 is satisfied. If f is a Lipschitz continuous function
on Ω, then by Dehling, Durieu and Volny´ [6], an empirical process invariance principle is
satisfied for the process (f ◦ T i)i≥0.
Linear processes. Let (A, ‖.‖A) be a separable Banach space. Let (ai)i≥0 be a sequence
of linear form on A such that
∑
i≥0 |ai| < ∞, where |a| = sup{|a(x)|, ‖x‖A ≤ 1}. Let (ξi)i∈Z
be an i.i.d. sequence of bounded B-valued random variables, where B is a compact subset of
A. We define the R-valued linear process
Xk =
∑
i≥0
ai(ξk−i).
If A is a finite set, linear processes can be view as functionals of subshifts. Here, in the
general case, we use a slightly different metric. Assume there exists ρ < 1 and C > 0 such
that |ai| ≤ Cρi, for all i ≥ 0. We defined on BN the metric
d(x, y) =
∑
i≥0
ρi‖xi − yi‖A,
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where x = (xi)i≥0 and y = (yi)i≥0. Denote by Yk = (. . . , ξ−1, ξ0). Then (Yk)k≥0 is a Markov
chain on BN and one can shows that (Yk)k≥0 satisfies (3) on the space B of Lipschitz continuous
functions from BN to R. Indeed, if f ∈ B
|E(f(Yk)|Y0 = y)− E(f(Yk)|Y0 = x)| = |E(f(. . . , y0, ξ1, . . . , ξk)− f(. . . , x0, ξ1, . . . , ξk))|
≤ Cρk‖y − x‖A
and then (3) holds. Hence, (Yk)k∈Z is strongly ergodic with respect to the space of Lipschitz
functions on BN and Theorem 1 holds. It is clear that f(x) =
∑
i≥0 ai(xi) is a Lipschitz
function (on BN) and then fourth moment bound holds for (Xk)k≥0 on the space of Lipschitz
functions (on R).
Random iterative Lipschitz models. Let G be a semi-group of Lipschitz transformations
of a metric space (E, d) and let G be a σ-algebra on G. We assume that the action of G on
E is measurable.
Let (gn)n≥1 be an i.i.d. sequence of G-valued random variables with distribution η. Let
X0 be a E-valued random variable independent of (gn)n≥1. We consider the Markov chain
(Xn)n≥0 defined by
Xn = gn(Xn−1)
with transition operator P definied by
Pf(x) =
∫
G
f(g(x))dη(g).
One says η is contracting if
lim
n
sup
{∫
G
d(g(x), g(y))
d(x, y)
dη∗n(g) : x, y ∈ E, x 6= y
} 1
n
< 1
where η∗n denotes the distribution of gn ◦ · · · ◦ g1.
Assume (E, d) is compact. Let B0 be the space of C-valued Lipschitz continuous functions
on E provided with the norm ‖.‖0 = ‖.‖∞ +m(.), where m is defined as in (20). It is shown
in Hennion and Herve´ [11], Thm.X.3, that if η is contracting, then there exists a unique P -
invariant measure on E and (Xn)n≥0 is B0-geometrically ergodic with respect to this measure.
Then fourth moment bound holds and thanks to Dehling, Durieu and Volny´ [6], an empirical
invariance principle follows. One example of application is given by products of invertible
random matrices (see Hennion and Herve´ [11] X.4).
In the case where (E, d) is not compact but every closed ball in E is compact, one can
have a similar result but with another Banach space (see Hennion and Herve´ [11] Thm.X.4).
Here, the Banach space is the space B1 of locally Lipschitz functions with weight. These are
the C-valued functions f such that
m1(f) = sup
{ |f(x)− f(y)|
d(x, y)p(x)p(y)
: x 6= y
}
<∞
where p(x) = 1 + d(x, x0) for a fixed x0 ∈ E. The norm is
‖f‖1 = sup
{ |f(x)|
p(x)2
: x ∈ E
}
+m1(f).
As an example, we can mention a large class of autoregressive models.
11
Autoregressive models. The process (Xn)n≥0 ⊂ Rd is called autoregressive with initial
value X0 ∈ Rd if it satisfies, for all n ≥ 1,
Xn = AXn−1 + Yn
where A ∈ M(Rd) and (Yn)n≥1 ⊂ Rd is an i.i.d. sequence of random variables, independent
of X0. See Hennion and Herve´ [11] Thm.X.16 for conditions under which (Xn)n∈N is B1-
geometrically ergodic.
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