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Abstract
The interactions and activities of hundreds of millions of peo-
ple worldwide are recorded as digital traces every single day.
When pulled together, these data offer increasingly compre-
hensive pictures of both individuals and groups interacting
on different platforms, but they also allow inferences about
broader target populations beyond those platforms, represent-
ing an enormous potential for the Social Sciences.
Notwithstanding the many advantages of digital traces, re-
cent studies have begun to discuss the errors that can occur
when digital traces are used to learn about humans and social
phenomena. Incidentally, many similar errors also affect sur-
vey estimates, which survey designers have been addressing
for decades using error conceptualization frameworks such as
the Total Survey Error Framework. In this work, we propose a
conceptual framework to diagnose, understand and avoid er-
rors that may occur in studies that are based on digital traces
of humans leveraging the systematic approach of the Total
Survey Error Framework.
1 Introduction
When investigating social phenomena, for decades, the em-
pirical social sciences have relied on surveying samples of
individuals taken from well-defined populations as one of
their main data sources, e.g. general national populations.
An accompanying development was the constant improve-
ment of methods as well as statistical tools to collect and
analyze survey data (Groves, 2011). These days, survey
methodology can be considered an academic discipline of its
own (Joye et al., 2016). It has distilled its history of research
dedicated to identifying and analyzing the various errors that
occur in the statistical measurement of collective behavior
and attitudes as well as generalizing to larger populations.
The resulting Total Survey Error framework (TSE) provides
a conceptual structure to identify, describe, and quantify the
errors of survey estimates (Biemer, 2010; Groves and Ly-
berg, 2010; Weisberg, 2009; Groves et al., 2009). While not
existing in one single canonical form, the tenets of the TSE
are stable and provide survey designers with a guideline for
balancing cost and efficacy of a potential survey and, not
least, a common vocabulary to identify error sources in their
research design from sampling to inference. In the remain-
der, we will refer to the concepts of the TSE as put forth
Figure 1: Potential measurement and representation er-
rors in a digital trace based study lifecycle. Errors are
classified according to their sources: errors of measurement
(due to how the construct is measured from nonreactive dig-
ital traces) and errors of representation (due to generalising
from the population studied to the target population of inter-
est)[Best viewed in color]1
by Groves et al. (2009, 48).
However, these days, surveys are facing various chal-
lenges, such as declining participation rates, while at the
same time there is a growth of alternative modes of data col-
lection (Groves, 2011). In the course of continuous digital-
ization, this often includes new types of data that have not
been collected in a scientifically pre-designed process but
are captured by web-based platforms and other digital tech-
nologies such as smartphones, fitness devices, RFID mass
transit cards or credit cards. These digital traces of human
1Icons used in this image have been designed by Becris, Elias
Bikbulatov and Pixel perfect from https://www.flaticon.
com.
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behavior become increasingly available to researchers. It is
especially the often easily accessible data from social media
and other platforms on the World Wide Web that has become
of heightened interest to scientists in various fields aiming
to explain or predict human behavior (Watts, 2007; Lazer et
al., 2009; Salganik, 2017).2 Beside studying platforms per
se to understand user behavior on and societal implications
of, e.g., a specific web site (see DiMaggio et al., 2001),
digital trace data promises inferences to broad target popula-
tions similar to surveys , but at a lower cost, with larger sam-
ples (Salganik, 2017). In fact, research based on digital trace
data is frequently referred to as “Social Sensing” – i.e., stud-
ies that repurpose individual users of technology and their
traces as sensors for larger patterns of behavior or attitudes
in a population (An and Weber, 2015; Sakaki, Okazaki, and
Matsuo, 2010). In addition to increasing scale and decreas-
ing costs, digital traces also capture quasi-immediate reac-
tions to current events (e.g., natural disasters) which makes
them particularly interesting for studying reactions to un-
foreseeable events which surveys can only ask about in ret-
rospect.
But digital trace data also comes with various challenges:
(a) humans and even non-humans can self-select into the
platform population (even multiple times), attracted by the
platform’s specific content or features that often appeal to
different subpopulations, (b) the design and features of the
platform impact the observable behavior of users and this
impact may even change over time, (c) platform owners may
change their data recording strategy at any point in time
(e.g., not recording, aggregating certain data), (d) data ac-
cess is regulated by platform owners, is often nontranspar-
ent, and can also be subject to changes in conditions.
Therefore, this data may be incomplete and biased in
many ways that raise epistemological concerns that are ac-
companied by ethical and legal questions as well as typi-
cal methodological challenges of big data studies (Tufekci,
2014; Olteanu et al., 2019; Ruths and Pfeffer, 2014). While
not all of these issues can be mitigated, they can be docu-
mented and examined for each particular study that makes
use of digital traces, to understand the limits and generaliz-
ability of the study’s insights. Only by developing a thor-
ough understanding of the limitations of a study can we
make it comparable with other studies.
Our Contributions. In this work, we put forth a frame-
work that allows to describe, analyze and mitigate errors that
occur in digital trace based studies that aim to make infer-
ences about a theoretical construct (see Figure 1) in a larger
target population of entities beyond the platforms providing
the digital traces. Our work adds to the growing literature
on identifying errors in digital trace based research (Olteanu
et al., 2019; Tufekci, 2014; Hsieh and Murphy, 2017; Ruths
and Pfeffer, 2014; Lazer, 2015), by highlighting these er-
rors through the lens of survey methodology and leveraging
its systematic approach. We believe that by connecting er-
rors in digital trace based studies and the TSE, we can es-
2Researchers refer to digital trace data with different names in-
cluding social data (Olteanu et al., 2019; Alipourfard, Fennell, and
Lerman, 2018) and big data (Salganik, 2017; Pasek et al., 2019).
Figure 2: Total Survey Error Components linked to steps
in the measurement and representational inference pro-
cess (Groves et al., 2009)
tablish a shared vocabulary for social scientists and compu-
tational social scientists and help them document, communi-
cate and compare their research. Further, we can make use of
error identification methods and solutions developed in sur-
vey methodology and increase their utility for researchers
familiar with the TSE. To establish this connection, we map
errors to their pertinent counterpart in the Total Survey Error
framework where applicable, and on the other hand, describe
new types of errors that can arise. To that end, we highlight
the distinction between two main sources of errors – mea-
surement and representation errors, as done in the TSE (cf.
Figure 2). Next, we link errors to the design decision steps
inherent to conducting observational studies using digital
traces: errors due to conceptualizations of theoretical con-
structs, selecting platforms that record users’ behavior, data
collection strategy, data preprocessing, and data analysis as
shown in Figure 1. Finally, we give suggestions on how to
avoid these errors and discuss the applicability of our error
framework for digital trace data. Our framework is mainly
inspired by – but not limited to – social media data such
as Twitter, Facebook, and Reddit data as well as other data
collected on web platforms such as search engine queries,
used in “Social Sensing” studies. To that end, we focus on
observational studies that leverage digital traces on web plat-
forms to make social science related inferences about human
behaviour, attitudes or characteristics.
2 Background: The Total Survey Error and
its Relevance to Digital Trace Data
In this section, we explain the differences and commonali-
ties between a survey-based and a digital trace data study of
human behavior or attitudes. We do so to develop an under-
standing of the limitations and strengths of both approaches
to conduct social science research and, thus, the sources and
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Figure 3: The divergence between survey estimates and digital trace data estimates. The primary point of difference is
that digital trace data is entirely nonreactive due to the lack of a solicitation of (often standardized) responses. In surveys,
respondents are surveyed, and their responses are used to construct the final estimate, whereas, in digital traces, a subset of
entities (which are usually users) of a platform or their signals are used to construct the estimate. The captions in the pink boxes
refer to the relevant stage of a digital trace based study lifecycle – they are not necessarily correlated with the steps in the survey
pipeline above.3
types of errors that affect both approaches. We also explore
the Total Survey Error Framework and how it helps survey
designers document their studies.
While both processes have some overlapping stages (see
section 2.2), the primary point of difference is that digital
trace data is typically nonreactive due to the lack of a so-
licitation of (often standardized) responses. Figure 3 illus-
trates this difference between survey-based and digital trace
data studies. In survey-based research, careful planning is
required to come up with questions that measure the con-
struct of interest and a sensible sampling frame from which
a (random) sample of individuals, households or others is
drawn. Next, an interviewer- or self-administered survey is
conducted and the responses are collected, which are then
used to estimate the population parameter. In this research
design, though, respondents are well aware that they are sub-
ject to a scientific study with all its consequences, e. g., so-
cial desirability bias. And, at each stage of the survey life
cycle, data quality can be compromised due to a multitude
of errors (for more information, see section 2.1). When rely-
ing on digital trace data collected via a web platform, there
is no need for developing a sampling design or interview-
ing respondents. Here, individuals’ signals (or a subset of
signals after querying) are readily available. Hence, individ-
uals are usually not aware that they are subject to a scientific
investigation, which has the advantage that researchers can
directly observe how entities behave rather than relying on
self-reported data. It has the disadvantage that researchers
may run the risk of misunderstanding these signals, which
can be avoided in a survey by constructing more effective
questionnaires. Much of the divergence between surveys and
digital trace based study rests on how we may effectively use
potentially noisy, unsolicited signals to understand theoreti-
cal constructs while keeping in mind that these signals may
not be effective proxies for that construct. In the next sub-
section, we describe a typical survey workflow through the
lens of the TSE.
2.1 The Total Survey Error Framework
In survey research, errors can be described and systematized
by focusing on the source of errors, most prominently the
distinction between measurement errors and representation
errors (Groves et al., 2009).4 For our framework, we mostly
focus on Groves et al.’s approach in making an overall dis-
tinction between errors in, firstly, defining and measuring a
theoretical construct with chosen indicators (measurement
errors) and, secondly, the errors arising when inferring from
3Icons used in this image have been designed by Hadrien, Be-
cris, Freepik, Smartline, Pixel perfect, pixelmeetup, eucalyp, Gre-
gor Cresnar, and prettycons from www.flaticon.com
4We refer to error as the difference between the obtained value
and the true value we want to measure, while bias refers to sys-
tematic errors, following the definitions in Weisberg’s ‘The Total
Survey Error Approach’, p.22 (Weisberg, 2009)
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a sample to the target population (representation errors) as
illustrated in Figure 2 (Groves et al., 2009). We adopt this
specific distinction as it is helpful in conceptually untangling
different fallacies potentially plaguing surveys as well as re-
lated research designs with non-designed, non-reactive, and
non-probabilistic digital data. In this vein, the reader should
keep in mind that errors can be both systematic (biased) or
randomly varying at every step of the inferential process we
describe in the remainder.
Measurement errors, from a survey methodological per-
spective, can be regarded as the “[...] departure from the true
value of the measurement as applied to a sample unit and
the value provided” (Groves et al., 2009, 52). With respect
to the “Measurement” arm in Figure 2 representing those
errors, the first step of a survey-driven – and any similar
study – requires defining the theoretical construct of inter-
est and establishing a theoretical link between the captured
data and the construct (Howison, Wiggins, and Crowston,
2011). Survey researchers usually start by defining the main
construct of interest (e.g., “political leaning”, “personality”)
and potentially related constructs (e.g., “political interest”).
This is followed by the development or reuse of scales (i.e.,
sets of questions and items) able to measure the construct
adequately, establishing validity. In developing scales, con-
tent validity, convergent construct validity, discriminant con-
struct validity, internal consistency, as well as other qual-
ity marks, are checked (cf. Straub, Boudreau, and Gefen
(2004)). The design of items usually follows a generally
fixed and pre-defined research question and theorized con-
structs (notwithstanding some adaptations after pre-testing),
followed by fielding the actual survey. Groves et al. (2009)
further point out “measurement error” (not to be confused
with the measurement error arm of the TSE), which we
denominate response error here for clarity. It arises when
recording the response of survey participants even when an
ideal measurement has been found, i.e., the solicitation of
actual information in the field. It can be hampered by social
desirability, recall problems and other issues. Lastly arise
processing errors introduced when processing data, such as
coding textual answers into quantitative indicators and data
cleaning. Besides validity, individual responses may also
suffer from variability over time or between participants,
contributing to low reliability.
Representation errors is the second source of error
which is concerned with the question of how well a survey
estimate generalizes to the target population. Representation
error consists of coverage error, sampling error, nonresponse
error and adjustment error (Groves et al., 2009) and con-
tributes to the external validity or generalizability of a study.
Survey design begins its quest for unbiased representation
by clearly defining the target population that the construct of
interest should be measured for/inferred to, e.g., the national
population of a nation-state. Then, a sampling frame is de-
fined, the best approximation of all units in the target pop-
ulation, e.g., telephone lists or (imperfect) population regis-
ters, resulting in under- or over-coverage of population el-
ements, constituting coverage error. Ineligible units might
add noise to the sampling frame, such as business telephone
numbers. Note that coverage error “exists before the sam-
ple is drawn and thus is not a problem arising because we
do a sample survey” (Groves et al., 2009). When actually
drawing a (random) sample employing the previously de-
fined sampling frame, “one error is deliberately introduced
into sample survey statistics”, as Groves et al. (2009, 56)
put it. Mostly due to financial constraints, but also due to
logistical infeasibilities, it is not possible to survey every el-
ement in the sampling frame. By ignoring these elements,
the sample statistics will most likely deviate from the (un-
observable) sampling frame statistics, thereby introducing a
sampling error. The sampling error can be decomposed into
two components: sampling variance, the random part, and
sampling bias, the systematic part. The sampling variance is
a consequence of randomly drawing a set of n elements from
a sampling frame of sizeN . Applying a simple random sam-
ple design,
(
N
n
)
samples can be realized. Since each sam-
ple realization is composed of a unique composition of ele-
ments, sampling variance is introduced. Sampling bias as the
second component of sampling error comes into play when
the sampling process is designed and/or executed in such
a way that a subset of units is selected from the sampling
frame but giving some members of the frame systematically
lower chances to be chosen than others. Of course, sampling
error can only arise when there is no feasible way of reach-
ing all elements in the sampling frame – if one could access
all elements of the complete sampling frame with minimal
cost, sampling error would not occur.
Further, if chosen individuals drawn as part of the sample
refuse to answer the whole survey, we speak of unit nonre-
sponse errors. While in most cases providing insufficient re-
sponses to items hinders valid inferences regarding the top-
ical research questions, nonresponse to demographic items
can also hinder post-survey adjustment of representation er-
rors.5 Lastly, Groves et al. (2009) list adjustment error, oc-
curring when reweighting is applied post-survey to under-
or over-represented cases due to any of the representation
errors described above. The reweighting is usually based on
socio-demographic attributes of individuals and often their
belonging to a certain stratum.
2.2 Research with Digital Trace Data
While digital traces are often used to measure the same
things as surveys do, they proceed differently, as summa-
rized in Figure 3. Like in a survey, the researcher defines
the theoretical construct and the ideal measurement that
will quantify it. However, in survey-based research, the mea-
surement instrument can be constructed tailored to the re-
search question, including a stimulus (question); while the
researcher has less control over digital trace based mea-
surement instruments that need to work with already ex-
isting signals, the stimuli for which are not researcher-
administered. She then picks the source of the digital traces,
by selecting one or more platforms (often, on the Web).
The chosen platform(s) act(s) then as the sampling frame.
Depending on data accessibility, all “entities” on the plat-
5While not mentioned explicitly by Groves, this affects the ad-
justment step and becomes much more important when working
with digital traces.
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form, as well as the “signals” produced by them, may be
available to the researcher. These together constitute the dig-
ital traces of interest. Signals in our definition refer to con-
tent (tweets on Twitter, posts on Facebook or Instagram,
board entries on Pinterest), or interactions (likes, retweets,
friending) on digital platforms. Signals are in general gener-
ated by identifiable entities that can be reasonably believed
to represent a human actor (or sometimes, a group of human
actors). Such entities are most frequently platform accounts
or user profiles, but might also be IP addresses. In alterna-
tive settings, they might be bank accounts, smart devices or
other proxies for human actors. Entities representing (com-
mercial) organisations or automated programs run the risk
of being mistaken as suitable proxies for human actors and
might have to be filtered out (cf. Section 3.4). Entities typi-
cally emit various signals over time and carry additional at-
tribute information about themselves (gender or location of
the account holder, type of account, etc.). Entities are not
observable in all research settings; at times, signals cannot
be linked to a user account or another reasonably persistent
entity identifier, e.g., in systems that only link signals to dy-
namically assigned IPs or other quasi-anonymous identifiers
(e.g. Wikipedia pageviews, or single online shop purchases
without links to accounts).6 Further, the link from signals
and entities to the units of the target population – in order to
make inferences about them – can be constructed in differ-
ent ways. This at times limits the understanding of what the
eventual aggregate statistic represents in digital trace stud-
ies, since it might either be (a) an aggregate of signals fore-
going some type of entities (e.g., entities active at a cer-
tain point in time or at a certain location) that created them,
or (b) take into account these entities, e.g., by aggregating
social media posts per user profile and reweighting them
by attached socio-demographical metadata. If only signals
are used, they cannot be assumed to be independent signals
from an equal amount of human “emitters”. This can lead to
methodological as well as epistemological issues.
For data collection, and in contrast to surveys, re-
searchers can then (i) chose to either sample signals or en-
tities, and (ii) frequently have access to the entire sampling
frame of a platform (in this case, it would in fact be more
prudent to speak of a census of the platform). Therefore,
there is often no need for sampling due to logistical infea-
sibility, as is typically done in surveys - and “sample” has
to be understood in this light. Though the entire sampling
frame is technically available, the researcher often still needs
to create a subset of signals or entities due to technical rea-
sons (e.g. volume), restrictions imposed by data providers7
or other legal or ethical restrictions. Depending on her needs
and the construct being studied, the researcher thus devises
a data collection strategy, which usually involves a set of
queries that select a specific portion the platform data, pro-
6Although these data often exist, they may not be made avail-
able to researchers, e.g. due to data protection concerns or com-
mercial interests of platform providers.
7The best-known example: Twitter’s restricted-access stream-
ing APIs which enforce a platform-provided “random sample” as
described by Twitter.
ducing the final data subset that will be used for the study.8
The signals and the entities that make up this subset are
usually further filtered or preprocessed, including labeling
(or coding). In this regard, digital trace data is similar to
survey data based on open-ended questions, which also re-
quires a considerable amount of preprocessing before it can
be statistically analyzed. However, due to commonly very
high volume of digital traces, preprocessing of these data
is almost exclusively done via automated methods that rely
on heuristics or (semi-)supervised machine learning models.
Depending on the subject of analysis, data points are then
aggregated and analysed, to produce the final estimate, as is
done for survey estimates.
Note that in an ideal world, the research design pipeline
for digital trace studies as outlined in Figures 1 and 3 would
be followed sequentially, whereas in reality, researchers will
start their process at different points in the pipeline, e.g.,
get inspiration in form of an early-stage research question
through a platform’s available data and its structure, and then
iteratively refine the several steps of their research process.
This is a notably different premise vis-a`-vis survey-based re-
search, since data is largely given by what a platform stores
and what is made available to the researcher – hence, the
theoretical fitting often happens post hoc (Howison, Wig-
gins, and Crowston, 2011). A major difficulty is that in order
to avoid measurement errors, instead of designing a survey
instrument, digital trace studies must consider several steps
of the process at once: (i) definition of a theoretical con-
struct aligned with an ideal measurement (ii) the platform
to be chosen, (iii) ways to extract (subsets of) data from
the platform, (iv) ways to process the data, and (v) the ac-
tual measurement of the construct through manifest indica-
tors extracted from the data (Lazer, 2015), (vi) understand
for whom or what conclusions are being drawn and how
that population relates to the signals observed in the digital
traces (Jungherr, 2017).
Working with digital traces also requires reflecting on rep-
resentation errors in all process steps. Large differences in
regard to representation compared to surveys lie in (i) the
ex-ante given sampling frame that is restricted by the plat-
form and usually induces a large coverage error if the target
population is off-platform (non-probabilistic), (ii) the lack of
a specific request stimulus in found data (non-reactive) and
(iii) the described uncertainties regarding signals and enti-
ties.
3 A Framework for Total Error of Digital
Traces of Humans (TDE)
In the remainder of our paper, we attempt to map the dif-
ferent stages of research using digital traces with that of
a survey-based research pipeline. By finding equivalencies
between the stages, we are able to examine errors in digital
trace based analysis through the lens of the TSE. Finally, we
account for the divergences between the two paradigms and
8We use the term ‘platform data’ to refer to entities or signals
generated by entities on that particular platform for the rest of the
paper.
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accordingly adapt the error framework to describe and docu-
ment the different kinds of measurement and representation
errors lurking in each step (Figure 1).
3.1 Construct Definition
(Theoretical) Constructs are abstract ‘elements of informa-
tion’ (Groves et al., 2009) that a scientist attempts to mea-
sure by recording responses through the actual (survey) in-
strument and finally, by analysis of the responses. A non-
definition or under-definition of the construct or a mismatch
between the construct and the envisioned measurement cor-
responds to issues of validity. Given that digital trace data
from any particular platform is not specifically produced for
the inferential study, researchers must establish a link be-
tween the behavior that is observable on the platform and
the theoretical construct of interest. The first step of trans-
forming a construct into a measurement involves defining
the construct; this requires thinking about competing and re-
lated constructs, in the best case rooted in theory. Next, re-
searchers have to think about how to operationalize the con-
struct. That means, one has to deliberate whether a potential
ideal measurement is feasible to extract from the given data
and sufficiently captures the construct, and if the envisioned
measurement does not also – or instead – capture other con-
structs, i.e., think about convergent vs. discriminant validity
of a measurement (Jungherr et al., 2017).
Since digital trace based studies might proceed in a non-
linear fashion, researchers may or may not begin their study
with a theoretical construct and a pre-defined measurement
in mind. Sometimes a researcher might start with a con-
struct but re-evaluate it, and the corresponding measure-
ment, throughout the study depending on the nature of
the digital traces. Since the data is largely given by what
the platform/system stores, what is available for the public
and/or what can be accessed via Application Programming
Interfaces (APIs), it may require rethinking the original con-
struct and its definition. Another alternative, which Salganik
(2017) describes as the “ready-made” approach, is to start
with a platform or dataset, and then envision constructs that
can be studied from that particular platform or dataset.
Example: Construct Definition
An example of a construct that researchers have been
aiming to measure with digital trace data is presi-
dential approval. Whereas in a survey one expresses
the defined construct as directly as possible in the
questionnaire (“Do you approve or disapprove of
the way Donald Trump is handling his job as pres-
ident?”a) a digital trace data researcher may con-
sider the act of tweeting about the president pos-
itively to be equivalent to approval (O’Connor et
al., 2010; Pasek et al., 2019). While positive men-
tions may indicate approval, researchers should also
investigate whether the tweets focus on the presi-
dential role. Due to the unsolicited nature of Twitter
data, it can be difficult to disentangle if the tweets are
targeted towards presidential or personal activities or
features. E.g., while comments about the president’s
private life may indirectly impact approval ratings,
they do not directly measure how the president is
handling his job, thereby weakening the measure-
ment.
aThe survey question for presidential approval has
remained largely unchanged throughout the years since
its inception: https://news.gallup.com/poll/160715/gallup-
daily-tracking-questions-methodology.aspx
3.2 Platform Selection
In selecting a platform, the researcher needs to ensure the
general existence of a link between digital trace data that is
observable on the platform and the theoretical construct of
interest – irrespective of whether she begins the study with
a theoretical construct and defined measurement, or defers
that to later stages. She, however, also needs to account for
the impact of the platform and its community on the observ-
able traces and the (almost guaranteed) divergence between
the target population of interest and the platform population.
In this section, we discuss the errors that may occur due to
the chosen platform(s).
Platform Affordances Error. Platform-specific socio-
cultural norms – implicit ones or explicated as community
guidelines – and the platform’s design and technical con-
straints may impact the behavior of users and the signals
generated by them, leading to measurement errors which
we together summarize as platform affordances error. For
example, Facebook recommends “people you may know”
and therefore impacts the friendship links that people cre-
ate (Malik and Pfeffer, 2016), while Twitter enforces a 280-
character limit on tweets can influence the writing style of
Twitter users (Gligoric´, Anderson, and West, 2018). Per-
ceived or explicated community norms can likewise influ-
ence what and how users post, for example politically con-
servative users being less open about their opinion on a
platform they regard as unwelcoming of conservative state-
ments. A major challenge for digital trace data-based stud-
ies is to disentangle what Ruths and Pfeffer (2014) call
“platform-driven behavior” from psychological behavior.
Just as question-wording or social desirability in surveys
may influence answers, users may alter their behavior as a
response to technical and social changes of the platform.
Changing norms or technical settings may also affect the
validity of longitudinal studies (Bruns and Weller, 2016)
since these changes may cause “behavioral drifts” (Salganik,
2017), contributing to what Lazer (2015) describes as “con-
struct instability”.
Example: Platform Affordances
Platform norms such as the character limit, platform
design and features (e.g. display of trending topics or
posts, feedback buttons) or terms of service and cul-
tural norms can inhibit how and to what extent users
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express their opinion about the president, leading to
platform affordances error. For example, users may
have to write terse tweets or a thread consisting of
multiple tweets to express their opinion on Twitter.
Users may also be less likely to expose an opinion
that they predict to be unpopular on the platform,
for instance if platforms only allows positive feed-
back via like-buttons.
Platform Coverage Error. The mismatch between the
individuals in the target population and those being repre-
sented on the platform is the platform coverage error, a rep-
resentation error. It is related to coverage error in the TSE, as
the sampling frame of a given platform is usually not aligned
with the target population; the difference in digital trace
based research being that it is set ex-ante and unchangeable
by the researcher for a given platform. Different web and
social media platforms, for instance, exhibit variable inclu-
sion probabilities.9 Twitter’s demographics, as a particular
example, tend to be very different from population demo-
graphics (Mislove et al., 2011; Blank, 2017), while Reddit
users are predominantly young, Caucasian and male.10 Pop-
ulation discrepancy could be due to differences in internet
penetration or social media adoption rates in different socio-
demographic or geographical groups, independent from the
particular platform (Wang et al., 2019). Secondly, particu-
lar platforms attract specific audiences because of topical or
technological idiosyncrasies.
Example: Platform Coverage
To illustrate platform selection errors, we again turn
to our running example of measuring presidential
approval using social media data: Setting aside data
collection abilities, if we have access to all posts
about the president from social media platforms, our
sampling frame is restricted to users who have cho-
sen or self-selected to express their opinion on so-
cial media. These respondents may not be a uniform
representation of the target population (e.g. US voter
population) which causes a platform coverage error
that may lead to highly misleading estimates (Fis-
cher and Budescu, 1995).
A platform coverage error can be thought of as a coun-
terpart to coverage error in the TSE. Researchers, as in
survey methodology, may reweight participants by socio-
demographics (directly available or inferred) to potentially
obtain a representative sample (Pasek et al., 2018; Locker,
1993; An and Weber, 2015) (see Section 3.5), though the ef-
ficacy of these correction methods depends on the nature of
the self-selection of users (Schnell, Noack, and Torregroza,
2017).
9http://www.pewinternet.org/2018/03/01/social-media-use-in-
2018/
10https://www.pewinternet.org/2013/07/03/6-of-online-adults-
are-reddit-users/
3.3 Data Collection
After choosing a platform, the next step of a digital trace
based study consists of collecting data, e.g., through offi-
cial APIs, web scraping, or collaborations with platform/-
data providers. Then, even if the full data of recorded traces
is in principle available from the platform, researchers often
select a subset of signals, entities or both, by querying the
data based on explicit features (e.g., keywords, cf. Table 1).
This is usually done (i) to discard all signals (e.g., tweets)
that are presumed not to carry any information relevant to
the construct or (ii) to discard user profiles (or other entities)
that are not related to the elements in the target population.
Additionally, if a researcher selects signals (say tweets with
a certain keyword), she may have to collect additional infor-
mation of the entity generating the signal (the author of the
tweet).
Of course, different platforms have different data access
policies: while for some platforms like Github or Stack Ex-
change, the entire history of signals ever generated are avail-
able and the researcher can make selections from this full
set freely, others like Facebook Ads or Google Trends only
share aggregated signals, and platforms such as Twitter fea-
ture access restrictions that impose a mandatory selection of
a subset of their data instead of the researcher performing
this selection solely based on self-defined features.11
However, while the “forced” selection from the set of all
recorded data of a system can happen, the voluntarily query-
based reduction of data – on top of a potential forced selec-
tion – is the norm in digital trace studies of human behavior
and attitudes, not seldom simply to reduce the data volume
one has to process. We will, therefore, below discuss two
main errors that follow from the deliberate selection process
through queries and afterwards address the problem of non-
controlled selection.
Signal Selection Error. Typically, researcher-specified
queries are used to capture signals broadly relevant to the
construct of interest. When the data collection strategy is de-
vised based on the research question or construct of interest
(as is often the case in studies based on digital trace data),
query choices may lead to measurement errors. The differ-
ence between the ideal measurement and signal collected
due to the researcher-specified query is termed signal selec-
tion error. The signal selection error is related to measure-
ment error12 in the TSE, which is defined as the difference
between the ideal measurement and the response obtained
through a survey. Low precision and low recall of queries
may directly impact the measurement which can be estab-
lished from the subselection of platform data used. He and
Rothschild examine different methods of obtaining relevant
political tweets, establishing that bias exists in keyword-
based data collection (He and Rothschild, 2016) affecting
both the users included in the sample as well as the senti-
ment of the resultant tweets.
11Platforms deal with content deletion by users in different ways,
which can also affect the resultant subsets, a point we hope to ex-
plore in future work.
12Not all “measurement errors”, but the specific “measurement
error” box on the left side of Fig. 2
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Table 1: Different types of feature-based data collection strategies, their explanation and example.
Query Type Definition Examples of Research Question
Keyword
Using keywords including terms, hashtags, image tags
regular expressions to subset signals such as posts
(tweets, comments, images) or entities (users)
Predicting Influenza rates from search queries (Yuan et al., 2013)
Understanding the use and effect of psychiatric drugs
through Twitter (Buntain and Golbeck, 2015)
Attribute
Using attributes such as location or community
affiliation to subset entities such as users who may have
the relevant attribute in their biography
Inferring demographic information through mobility patterns
on photosharing platforms (Riederer et al., 2015)
Geographic Panels used to study responses to mass shootings
and TV advertising (Zhang, Hill, and Rothschild, 2016)
Random Digit
Generation
Generating random digits and using them as identifiers
of platform entities
Studying collective privacy behaviour of users (Garcia et al., 2018)
Understanding the demographics and voting behaviour of
Twitter users (Barbera´, 2016)
Structure Using structural properties of entities or signals to selectdata such as interactions (retweeting, liking, friending)
Understanding the influence of users (Cha et al., 2010)
Predicting political affinity of Twitter users based
on their mention networks (Conover et al., 2011)
Example: Signal Selection
To illustrate, say we aim to capture all search queries
about the US president entered into a search engine
by users. If search phrases that mention the keyword
“Trump” are collected, phrases unrelated to Donald
Trump, which e.g. refer to Melania Trump or Donald
Trump Jr., would be included and lead to noise. The
presence of these ineligible signals would decrease
the reliability and validity of the measurement. Like-
wise, relevant tweets might be excluded that simply
refer to “the president” or “ Donald”.
One way of assessing signal selection error is through
analysis of precision and recall of the queries being used.
Ruiz et al. attempt to quantify coverage for various keywords
related to a single topic using exact and bounded approxima-
tion algorithms (Ruiz, Hristidis, and Ipeirotis, 2014). While
low precision can usually be addressed to some extent in
subsequent filtering steps after the data collection is finished
(see Section “Data Preprocessing”), the non-observation of
relevant signals cannot be remedied without repeating the
data selection step.
Entity Selection Error. While signals are filtered accord-
ing to their estimated ability to measure the construct of
interest, their exclusion can entail the filtering out of enti-
ties that produced them (think of Twitter profiles attached to
tweets), if no other signals of an entity remain in the sub-
set.13 In this manner, entities with specific attributes (e.g.,
teenagers) might be excluded simply because they produce
signals that are filtered out (e.g. because they use different
terms to refer to the US president). The error incurred due
to the gap between the selection of entities and the sam-
pling frame is called the entity selection error. It is a rep-
resentation error related to the sampling error in TSE. It
is also related to the coverage error if one considers the
13This is typically true for most data collection strategies except
Random Digit Generation where entities are selected independent
of their characteristics.
researcher-specified query result set as a second sampling
frame,14 where entity selection error is the gap between the
query boundaries and the platform population. Of course,
this error occurs as well if entities are selected directly by
their features (not via their signals), for instance, removing
user-profiles deemed irrelevant for inferences to the target
population as determined by their indicated location or age.
This is especially critical when certain entities are less likely
to correctly respond to demographic fields (e.g. female edi-
tors in Wikipedia) (Pavalanathan and Eisenstein, 2015).
There are many approaches to collecting data (cf. Ta-
ble 1) and each comes with different types of signal and
entity selection pitfalls. As keyword-based search is a pop-
ular choice, Tufekci analyzes how hashtags can be used
for data collection on Twitter and finds that hashtag us-
age tapers down as time goes on – users continue to dis-
cuss a certain topic, they merely stop using pertinent hash-
tags (Tufekci, 2014). For collecting data related to elections
or political opinion, many studies use mentions of the po-
litical candidates to collect data related to them (Barbera´,
2016; O’Connor et al., 2010; Diaz et al., 2016; Stier et al.,
2018). While this a high-precision query, it may have low
recall, excluding users who refer to political candidates with
nicknames, thereby reducing the sample’s generalizability.
On the other hand, it may also include ineligible users who
might have been referring to someone with the same name
as the politician, in case a candidate’s name is common.
In addition to keyword selection, other sources for data se-
lection are also in use, e.g., those based on attributes, such as
location (Bruns and Stieglitz, 2014) or structural character-
istics (Demartini, 2007) or affiliation to particular subcom-
munities or lists (Chandrasekharan et al., 2017), and ran-
dom digit generation (RDG) (Barbera´, 2016). Each method
has different strengths and weaknesses, with random digit
generation (RDG) being closest to the Random Digit Dial-
ing method of conducting surveys, although the method may
generate a very small sample of relevant tweets (Barbera´,
14Collection of data through explicit features is equivalent to
defining a boundary around the signals or entities to be used for
analysis further on (Gonza´lez-Bailo´n et al., 2014).
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2016).15 Lists of users, subcommunity selection, as well as
selection based on attributes, similar to keywords, restrict
the dataset to entities who have either chosen to be on them,
have been chosen by other entities to appear on them, or have
opted (self-selected) to declare that particular attribute (say,
location), often leading to additional coverage error since the
characteristics of selected entities may be systematically dif-
ferent from the target population (Cohen and Ruths, 2013).
Further, when network data is collected, different crawling
and sampling strategies may impact the accuracy of various
global and local statistical network measures such as central-
ity or degree (Galaskiewicz, 1991; Borgatti and Krackhardt,
2006; Kossinets, 2006; Wang et al., 2012; Lee and Pfeffer,
2015; Costenbader and Valente, 2003), the representation of
minorities and majorities in the sample network (Wagner et
al., 2017) and the estimation of dynamic processes such as
peer effects in networks (Yang, Ribeiro, and Neville, 2017).
This is especially important if the construct of interest is op-
erationalized with structural measurements (e.g., if political
leaning is assessed based on the connectivity between users
and politicians or if extroversion is assessed based on the
number of interaction partners).
For those platforms where data access is regulated to a
provider-determined subset, researchers only get access to
data that may or may not be a probabilistic sample of the
whole set of digital traces in the system. As the most popular
example, Twitter provides users with varying level of access.
A popular choice of obtaining Twitter data is through the
1% ‘spritzer’ API, yet research has found that the free 1%
sample is significantly different from the commercial 10%
‘gardenhose’ API (Morstatter et al., 2013).
Apart from errors introduced through deliberate query-
ing by the researcher as discussed above – which still ap-
ply in this case –, these selection mechanisms devised by
providers may lead to an additional representation error that
can best be linked to actual sampling error in the TSE, when
the given selection is non-probabilistic. An example of this
is vocal users being assigned a higher inclusion probability
than other users, simply because they produce more signals.
Example: Entity Selection
When studying political opinions on Twitter, vocal
or opinionated individuals’ opinions will be overrep-
resented, especially when data is collected based on
signals (e.g., tweets), instead of individual accounts
(e.g., tweets stratified by account activity) (Barbera´,
2016; O’Connor et al., 2010; Pasek et al., 2018;
Diaz et al., 2016) simply because they tweet more
about the topic and have a higher probability of be-
ing included in the sample than others. Further cer-
tain groups of entities (e.g., teenagers or Spanish
speaking people living in the US) may be underrep-
15Recent changes to Twitter’s ID generation mechanism
renders the RDG data collection method no longer vi-
able: https://developer.twitter.com/en/docs/
basics/twitter-ids
resented if keyword lists are generated that mainly
capture how adult Americans talk about politics.
A potential solution to mitigating differences in activity
due to this “sampling error” of entities could be stratified
sampling of specific accounts (An and Weber, 2015; Lin et
al., 2013) to explore how a user’s activity level influences
their efficacy as a ‘social sensor.’
Finally, a researcher should assess the impact of their data
collection strategy on the sample they obtain, either through
a triangulation approach which compares different query-
ing strategies (Denzin, 2012) or by comparison with a ‘ran-
dom’ sample from that particular platform (Morstatter et al.,
2013).
3.4 Data Preprocessing
Data preprocessing refers to the process of removing noise
in the form of ineligible signals and entities from the raw
dataset as well as augmenting it with extraneous information
or additionally needed meta-data.
Signal Preprocessing Signal preprocessing is done since
researchers may want additional information about signals
or may want to discard ineligible signals that have been mis-
takenly included due to data collection (reduction). The re-
duction or augmentation of signals, while aimed at improv-
ing our ability to measure the construct through them, may
also further distort them. These steps could lead to the fol-
lowing dissimilar but related measurement errors.
Signal Augmentation Error. A form of content aug-
mentation comprises the generation of auxiliary information
through sentiment detection or named entity recognition on
a text post, the annotation of “like” actions with receiver
and sender information, or the annotation of image mate-
rial with objects recognized within. This augmentation of
signals is done as part of measuring the theoretical concept
and mainly pertains to the machine-reliant coding of user-
generated content. An error may be introduced in this step
due to the precision and recall of the annotation method. If
automated or semi-automated methods are used, algorithmic
interpretability is yet another challenge. Just as survey re-
sponses are coded to ascertain categories and inadequately
trained coders can cause processing or coding errors, signal
augmentation error occurs due to inaccurate categorization
(manual or automatic). A typical method for augmenting
digital trace data is through sentiment or stance detection.
Although there is a large body of research on sentiment anal-
ysis, specifically sentiment analysis for digital content, there
are still many challenges related to it (Kenyon-Dean et al.,
2018; Puschmann and Powell, 2018).
Signal Reduction Error. Finally, certain signals may be
ineligible items for a variety of reasons such as spam, hash-
tag hijacking or because they are irrelevant to the task at
hand. The error incurred due to the removal of ineligible
signals is termed the signal reduction error. Researchers
should investigate precision and recall of methods that re-
move irrelevant signals to estimate the signal reduction er-
ror (Kumar and Shah, 2018).
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Example: Signal Preprocessing
Augmentation: Political tweets are often anno-
tated with sentiment to understand public opin-
ion (O’Connor et al., 2010; Barbera´, 2016). How-
ever, the users of different social media platforms
might use very different vocabularies than those cov-
ered in popular sentiment lexicon approaches and
even use words in different contexts, leading to
misidentification or under coverage of sentiments
for a certain platform or subcommunity on that plat-
form.
Reduction: Signal reduction errors occur when re-
searchers decide, e.g., to remove tweets that do not
contain any textual content but only hyperlinks or
embedded pictures/videos.
Entity Preprocessing In contrast to reducing or augment-
ing signals, entities may also be preprocessed. In this step,
digital representations of humans are augmented with auxil-
iary information and/or certain entities are removed because
they were ineligible units mistakenly included in the sam-
pling frame. These preprocessing steps can affect the repre-
sentativeness of the final data used for analysis.
Entity Augmentation Error. In their downstream analy-
sis, researchers may want to reweight digital trace data by
socio-demographic attributes and/or by activity levels of in-
dividuals. The former is traditionally also done in surveys to
mitigate representation errors (discussed as ‘Adjustment’ in
Section “Analysis and Inference”). However, since such at-
tributes are rarely pre-collected and/or available in platform
data, demographic attribute inference for accounts of indi-
viduals is a popular way to achieve such a task, often with
the help of machine learning methods (Zhang et al., 2016;
Rao et al., 2010; Sap et al., 2014; Wang et al., 2019). Nat-
urally, such demographic attribute inference itself is a task
that may be affected by various errors (Karimi et al., 2016;
McCormick et al., 2017) and can be especially problematic
if there are different error rates for different groups of peo-
ple (Buolamwini and Gebru, 2018). Platforms may also of-
fer aggregate information about their user base, which can
potentially be supplied through provider-internal inference
methods and be prone to the same kind of errors without the
researcher knowing (Zagheni, Weber, and Gummadi, 2017).
The overall error incurred due to the efficacy of entity aug-
mentation methods is denoted as entity augmentation error.
Entity augmentation error may be quantified based on an er-
ror analysis of the methods used for annotating auxiliary in-
formation of the data, such as the accuracy of demographic
inference. The reliability of multiple augmentation methods
can also be assessed (Gonza´lez-Bailo´n and Paltoglou, 2015).
Entity Reduction Error. In addition to entity augmen-
tation, preprocessing steps usually followed in the literature
include removing inactive users, spam users, and non-human
users – comparable to “ineligible units” in survey terminol-
ogy – or filter content based on various observed or inferred
criteria (e.g., location of a tweet, the topic of a message).
Similar to entity augmentation error, the methods for detect-
ing and removing specific type of users are usually not per-
fect and the performance may depend on the characteristics
of the data (cf. (De Cristofaro et al., 2018) and (Wu et al.,
2018)) . Therefore it is important that researchers analyze
the accuracy of the selected reduction method to estimate
the entity reduction error.
Example: Entity Preprocessing
Augmentation: Twitter users’ age, gender, ethnic-
ity, or location may be inferred to understand how
presidential approval differs across demographics,
as is typically done in surveys. It has been found that
automated gender inference methods have higher er-
ror rates for African American faces (Buolamwini
and Gebru, 2018), therefore, gender inferred through
such means would over- or underestimate approval
rates among African American populaces due to an
entity augmentation error.
Reduction: While estimating presidential approval
from tweets, researchers are usually not interested
in posts that are created by bots or organizations. In
such cases, one can detect such accounts (Alzahrani
et al., 2018; McCorriston, Jurgens, and Ruths, 2015)
or detect first-person accounts as done by An and
Weber (2015) and remove users who did not posts
first-had accounts, even if the first selection process
for data collection has retained them.
Entity reduction error can be assessed by understand-
ing the criteria or definition chosen for exclusion, and re-
searchers should note if their criteria could potentially ex-
clude entities that act as effective “sensors”.
To describe and mitigate preprocessing errors, researchers
should analyze if the chosen augmentation and reduction
methods are suitable for the particular type of digital traces
since different errors may occur for different types of con-
tent (Gonza´lez-Bailo´n and Paltoglou, 2015). In case meth-
ods have been developed for a different type of content, do-
main adaptation may also be used to improve the perfor-
mance of methods trained on a data source different from the
current data of interest (Yang and Eisenstein, 2017; Hamil-
ton et al., 2016).
3.5 Analysis and Inference
Finally, after having preprocessed the dataset, we move on
to measuring a final indicator for the construct of interest.
As noted before, depending on the nature and availability of
the digital traces, the construct and its corresponding mea-
surement may be defined or redefined at this stage. Note
that in this step, the signals are annotated with respect to
the construct (say, presidential approval) and is therefore a
separate step to signal augmentation, where signals are an-
notated with extraneous information that may help measure
the construct (such as parts-of-speech tags or sentiment). We
discuss the errors resulting from this step below.
Signal Measurement Error. Different kinds of signals
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can be taken into account to different degrees in the final
estimate, e.g., in order to account for differences in activity
of the entities generating the signals (e.g. power users’ posts)
or their relevance to the construct to be measured. This can
lead to erroneous final estimates, which we denote as signal
measurement error. This error may arise due to the choice
of modeling or aggregation methods used by the researcher
as well as how the signals are mapped to the entities.
After augmenting signals with the required extraneous
information, the researcher can calculate the final estimate
through many different techniques, from simple counting to
complex machine learning models. While simpler methods
may be less powerful, they are often more interpretable and
less costly, in terms of data and computation needed. When
machine learning methods are used, they are usually trained
on the data that has been collected for this study (unless pre-
trained models are used). If the data is not representative for
the construct, i.e., not all dimensions of the construct are
captured during the data collection process, then the mea-
surement method will suffer from low validity. That means,
not all signals will be annotated correctly with respect to the
construct which leads to an inaccurate final estimate.
Finally, researchers should also account for heterogene-
ity since digital traces are generated by various subgroups
of entities who may have different behavior. Aggregation
may mask or even reverse underlying trends of digital traces
due to signal measurement errors in the form of Simpson’s
paradoxes (a type of ecological fallacy (Alipourfard, Fen-
nell, and Lerman, 2018; Howison, Wiggins, and Crowston,
2011; Lerman, 2018)). Further, the performance of machine
learning methods will be impacted by this heterogeneity and
the performance of a model can differ enormously across
different subgroups of entities especially if some groups are
much larger and/or much more active (i.e. produce more sig-
nals that can be used for training).
Example: Signal Measurement
Depending on the way the construct was defined
(say, positive sentiment towards the president), and
signal augmentation performance (lexicons which
count words with a sentiment polarity), the re-
searcher obtains tweets whose positive and negative
words have been counted. Now the researcher may
define a final link function which combines all sig-
nals into a single aggregate for the construct of “ap-
proval”. She may choose to count the normalized
positive words in a day (Barbera´, 2016), the ratio
of positive and negative words per tweet or add all
the ratio of all tweets in a day (Pasek et al., 2019).
The former calculation of counting positive words
in a day may underestimate negative sentiments of
a particular day, while in the latter aggregate, nega-
tive and positive stances in tweets which report both
would neutralize each other, resulting in the tweet
having no sentiment.
A user may have expressed varying sentiments in
multiple tweets. The researcher faces the choice of
averaging the sentiment across all tweets, taking the
most frequently expressed sentiment or not aggre-
gating them at all and (implicitly) assuming each
tweet to be a signal of an individual entity (Tumasjan
et al., 2010; O’Connor et al., 2010; Barbera´, 2016)
which may amplify some entities’ voices at the cost
of others.
Either to avoid the vocabulary mismatch between
pre-defined sentiment lexica and social media lan-
guage or because sentiment is an inadequate proxy
for approval, researchers may alternatively want
to use machine learning methods that learn which
words indicate approval towards the president by
looking at extreme cases (e.g., tweets about the pres-
ident from his supporters and critics). The validity
of this measurement depends on the data it is trained
on and to what extent this data is representative of
the population and the construct. That means the re-
searchers have to show that the selected supporters
and critics expose approval or disapproval towards
the president in a similar way as random users (Co-
hen and Ruths, 2013).
Adjustment Error. To draw conclusions about the target
population, a researcher can attempt to account for cover-
age errors. To do so, she may use techniques leveraged to
improve the representativeness of estimates obtained from
non-probabilistic samples, such as opt-in web surveys (Goel,
Obeng, and Rothschild, 2015, 2017). These web-based sur-
veys do not usually employ probability sampling, and re-
searchers have suggested specific ways to handle their non-
probabilistic nature, which may also be applied to digital
traces (Kohler, Kreuter, and Stuart, 2019). Usually these
methods constitute reweighting through techniques like rak-
ing or post-stratification. Due to the resources available as
well as the availability of demographic information, the
choice of method can also cause errors which we label ad-
justment error, in line with the adjustment error as pointed
out by Groves et al. (2009).
A few researchers have explored adjustment in digital
trace based studies (Zagheni and Weber, 2015; Barbera´,
2016; Pasek et al., 2018, 2019; Wang et al., 2019) using
calibration or post-stratification. Broadly, there are two ap-
proaches to reweighting in digital trace based studies. The
first approach reweights the digital trace data sample accord-
ing to a known population distribution (Yildiz et al., 2017;
Zagheni and Weber, 2015) (obtained through the census, for
example). The second approach reweights the survey statis-
tic according to the demographic distribution of the online
platform (Pasek et al., 2018, 2019) (found through social
media, web usage surveys or provided by the platform it-
self). While the second method has the advantage of bypass-
ing the use of biased methods for demographic inference
(thus mitigating entity augmentation errors), the platform
demographics might not apply to the particular dataset since
all users are not equally active on all topics and the error in-
troduced by this reweighting step is difficult to quantify. For
the first method, while researchers often use biased methods
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for demographic inference, the errors of these methods can
be quantified through error analysis.
Example: Adjustment
When comparing presidential approval on Twitter
with survey data, Pasek et al. (2019) reweight the
survey estimates with Twitter usage demographics
but fail to find alignment between the two mea-
sures.a In this case, the researchers assume that the
demographics of Twitter users is the same as for a
subset of Twitter users tweeting about the president,
an assumption which might not be true. Previous
research has shown that users who talk about poli-
tics on Twitter tend to have different characteristics
than random Twitter users (Cohen and Ruths, 2013)
and that they tend to be younger and have a higher
chance of being white men (Bekafigo and McBride,
2013). Therefore using Twitter demographics as a
proxy for politically vocal Twitter users may lead to
adjustment errors.
aCf. footnote 9 in Section “Platform Selection” 3.2 for
Twitter’s demographic composition.
4 Application of the Error Framework
The aim of our error framework is to systematically describe
and document the errors that may occur when designing
and conducting digital trace based studies using a vocabu-
lary that enables the communication across disciplines. We
hope that by systematizing the description of errors, com-
putational social science studies become more comparable.
To illustrate the applicability and the utility of the frame-
work, we will now look at typical computational social sci-
ence studies through the lens of our error framework.
4.1 Case Study: Assessing County Health via
Twitter
The first case study we explore is Culotta’s endeavour to in-
fer multiple county-level health statistics (e.g., obesity, dia-
betes, access to healthy foods) based on tweets originating
in those counties (Culotta, 2014). The author collects tweets
which include platform-generated geocodes of 100 Ameri-
can counties, analyzes the content of the tweets using lex-
icons to infer health-related signals, and finally aggregates
them by county. The author also annotates the demograph-
ics of the Twitter users and reweights the estimates accord-
ing to the county statistics to reduce the representation bias
of Twitter. In the following section, we outline the different
errors possibly occurring in each stage of this study.
Construct Definition and Target Population
Constructs: 27 county-level health statistics (e.g., obesity,
diabetes, access to healthy foods, teen birth rates) are the
constructs to be quantified and the ideal measurement envi-
sioned is tweets related to these health issues.
Target population: the population of the 100 most populous
counties in the USA.
Issues of Validity: it is unclear if and how people reveal
health-related issues on Twitter. Some health-related issues
may be more sensitive than others, therefore Twitter users
may be less likely to publicly disclose them. Further, it is
possible that only certain type of Twitter users reveal health-
related issues. Lastly, the act of mentioning an issue is not
clearly conceptually linked to either experiencing, observing
or simply thinking about it.
Platform Selection
Sampling frame: Twitter accounts and their tweets
Platform Affordances Error: Twitter’s formatting guide-
lines (140 character limit at the time of the study), al-
lowances (use of hashtags, links, or mentions) and content
sharing restrictions 16 directly impact how users tweet about
health and might limit the expressivity of posts talking about
the constructs at hand.
Platform Coverage Error: Twitter’s skewed demographics
present a recurrent problem prone to causing platform cov-
erage error, since the platform population deviates from the
target population. The author strives to adjust for this cover-
age mismatch through reweighting which we discuss below.
Data Collection
The author chooses an attribute-based and signal-based data
collection strategy where the attribute of interest is location.
Specifically, all tweets corresponding to US county geoloca-
tions are collected.17 The profile information of the authors
of the geotagged tweets is also collected.
Signals: Tweets
Signal Selection Error: Using geolocations to select tweets
leads to certain issues on the signal level: (1) Tweets from
within the county about the health issues of interest might
not be geo-coded and therefore not selected, and (2) some
tweets might not reflect conditions in the specific county
since they are emitted by users not residing there.
Entities: Twitter accounts
Entity Selection Error: Firstly, the above-mentioned sig-
nal selection error of course is directly reflected in the er-
roneous inclusion of accounts of individuals who are physi-
cally in the county at the time of tweeting but do not reside
there permanently. Secondly, not all residents who are twit-
ter users use geocodes; in fact, only a part of all users does,
which are in turn not representative of the Twitter user pop-
ulation (Pavalanathan and Eisenstein, 2015).
16https://help.twitter.com/en/rules-and-policies/media-policy
17This design is no longer possible as Twitter has discon-
tinued the use of geolocations: https://twitter.com/
TwitterSupport/status/1141039841993355264
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Data Preprocessing
To quantify health-related signals in the tweets, the author
uses two lexicons – LIWC and PERMA – to annotate var-
ious linguistic, psychological, social and emotional aspects
of the tweets as well as the profile descriptions of the tweet
authors. Preprocessing steps also include the use of auto-
matic demographic inference for augmenting gender and
ethnicity (race) information of the authors of the health-
related tweets.
Signal Augmentation Error: Occurs due to shortcomings
of lexicon-based approaches. Lexicons are often not de-
signed for social media terminology (such as hashtags) and
may therefore suffer from low precision and recall when an-
notating a tweet with a concept/construct or auxiliary fea-
tures to measure the construct.
Entity Augmentation Error: The methods used for demo-
graphic inference are likely to introduce at least some inac-
curacies, particularly if they are based on a gold standard
dataset that does not align completely with the characteris-
tics of the annotated data.
Entity Reduction Error: Entities for whom demographics
cannot be inferred are not included in the analysis. These ac-
counts might systematically be from a certain demographic
stratum, e.g., females or older individuals.
Data Analysis
Finally, the author aggregates the lexica-annotated tweets
and user descriptions by county. He also applies reweight-
ing to address the coverage mismatch of Twitter users and
the target population.
Signal Measurement Error: The author notes that if certain
users are more active than others, their health signals will be
given heavier weights. Therefore, he normalizes by users,
mitigating signal measurement error.
Adjustment errors: The choice of method as well as the
variables used for reweighting may lead to adjustment er-
rors. For example, gender and ethnicity may not be sufficient
attributes to explain the self-selection bias of Twitter users.
Furthermore, the coverage bias induced by selecting only
those users who have enabled geotagging, is not addressed.
4.2 Case Study: Nowcasting Flu Activity through
Wikipedia Views
Our second case study focuses on predicting the prevalence
of Influenza-like Illnesses (ILI) from Wikipedia usage by
McIver and Brownstein (2014), which stands as an illustra-
tive example for a line of research on predictions based on
digital trace data that is based on aggregated signals. Tradi-
tionally, cases of ILI in the US would be measured by reports
from local medical professionals, and then be recorded by a
central agency like the Center for Disease Control and Pre-
vention (CDC). The authors investigate whether Wikipedia
usage rates would be an adequate replacement for reports
by the CDC. Specifically, the authors use views on selected
Wikipedia articles relevant to ILI topics to predict ILI preva-
lence.
Construct Definition and Target Population
Construct: A case of ILI of a person as diagnosed by the
CDC.
Target Population: Described to be the ”American Popula-
tion”, which could refer to all U.S. citizens residing in the
U.S., all U.S. residents or simply the same population for
which CDC data is collected that is used as the gold stan-
dard set.
Issues of Validity: What does the act of accessing ILI-
related Wikipedia pages imply about the person who looks
at these pages? Do we assume that these persons suffer from
influenza or related symptoms themselves, or could this also
be individuals with a general interest in learning about the
disease, potentially also inspired by media coverage of a re-
lated topic? Given that we do assume the majority of readers
of ILI-related articles on Wikipedia to be infected or at least
affected individuals: feeling sick does not necessarily imply
that a viewer contracted an ILI and not another illness. Only
a medical expert can discern ILI-symptoms from similar dis-
eases. To test validity in such cases, one option would be to
survey a random sample of Wikipedia readers that land on
the selected ILI-related articles to find out about their health
status or alternative motivations. Further surveys and/or fo-
cus groups could help to learn about if, how, and where peo-
ple search for advice online when being sick.
Platform Selection
Sampling frame: Wikipedia pageviews. The researcher has
no access to accounts linked to pageviews and can therefore
only select a data subset on the signal level.
Platform Affordances Error: The way users arrive at and
interact with the articles presented, thereby affecting view-
ing behavior, is shaped by Wikipedia’s interface layout, the
inter-article link structure and external search results link-
ing into this structure. I.e., users are frequently arriving at
Wikipedia articles from a Google search (McMahon, John-
son, and Hecht, 2017; Dimitrov et al., 2019) implying that
Google’s ranking of Wikipedia‘s ILI-related articles with re-
spect to certain search queries impacts the digital traces we
observe in Wikipedia data as well. Past research has also
found that article structure and the position of links play an
important role in the navigation habits of users (Lamprecht
et al., 2017).
Platform Coverage Error: The readers of Wikipedia are
not representative of the target population.
Data Collection
The authors of the paper curate a list of 32 Wikipedia articles
that they identified to be relevant for ILI, including Avian in-
fluenza, Influenza Virus B, Centers for Disease Control and
Prevention, Common Cold, Vaccine, Influenza.
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Signals: Hourly aggregated article views of 32 selected ar-
ticles, obtained from http://stats.grok.se (which is no longer
operable).
Signal Selection Error: The views for certain selected ar-
ticles might not indicate a strong primary interest in ILI
(‘Centers for Disease Control and Prevention’, ‘Vaccine’
are viewed for many other reasons). Other relevant articles’
views are not counted – ‘influenza vaccine’, for example,
seems relevant but is not included.
Entities: Not observable. Could be assumed to be single
browser agents connecting to the server and visiting pages.
Each session is an anonymous or a logged in user; however,
these are not made available publicly by Wikimedia.
Entity Selection Error: Assuming that the selected articles
might in fact be primarily viewed out of interest in ILI, there
remains another potential error source: Different subgroups
of the target population (e.g., medically trained individuals)
might turn to different articles for their information needs
about ILI that are not included in the 32 selected pages (e.g.
articles with technical titles). As these signals are excluded,
so are these members of the target population.
A detailed explanation for the selection criteria of the par-
ticular set of Wikipedia articles would be useful for compar-
ing the results with related approaches. For example, it could
be mentioned if the selection process was informed by spe-
cific theory or by empirical findings from interviews or focus
groups. Such information would help to assess the impact of
signal selection errors. Another thing to keep in mind is the
aspect of time, since existing articles may change, new ar-
ticles may be added during the field observation, leading to
unstable estimates.
Data Analysis
Finally, weekly flu rates are estimated using a Generalised
Linear Model (GLM) on the article views. The authors’ out-
come variable is the proportion of positive age-weighted
CDC ILI activity and the 35 predictor variables include the
views on the 32 ILI-related articles, year and month. It is
assumed that the GLM learns how ILI occurrences fluctuate
based on the changes in the article views.
Signal Measurement Errors: Aggregated signals cannot
be matched to entities that produced them. It is, therefore,
difficult to identify if multiple signals are referring to the
same user (multiple views of ILI-related Wikipedia pages
made by the same person). As such, views of power users
of Wikipedia are counted much more often than the average
readers’.
5 Related Work
Our error framework for digital traces is inspired by insights
from two disciplines: those that have been developed and
refined for decades in (i) survey methodology as well as
insights from the relatively new but rapidly developing field
of (ii) computational social science, which has increasingly
sought to understand the uses of newer forms data developed
in the digital age. In this section, we discuss some of the
main threads of research spanning these fields.
Survey Methods. The Total Survey Error Framework is
an amalgamation of efforts to consolidate the different errors
in the survey pipeline (Groves and Lyberg, 2010; Biemer
and Christ, 2008). Recently, researchers have tried to ex-
plore the efficacy of non-probability sampled surveys such
as opt-in web surveys (Goel, Obeng, and Rothschild, 2015,
2017), where they find that adjustment methods can improve
estimates even if there are representation errors. On a similar
vein, Kohler, Kreuter, and Stuart (2019) find that nonproba-
bility samples can be effective in certain cases. Meng (2018)
poses the question “Which one should we trust more, a 5%
survey sample or an 80% administrative dataset?” and intro-
duces the concept of the ‘data defect index’ to make surveys
more comparable. Researchers have also attempted to inte-
grate survey data and digital traces to analyze and uncover
social scientific questions (Stier et al., 2019).
The Potentials of Digital Traces. Web and social me-
dia data has been leveraged to ‘predict the future’ in many
areas such as politics, health, and economics (Askitas and
Zimmermann, 2015; Phillips et al., 2017). It is also con-
sidered as a means for learning about the present, e.g., for
gaining insights into human behavior and opinions, such as
using search queries to examine agenda-setting effects (Rip-
berger, 2011), leveraging Instagram to detect drug use (Yang
and Luo, 2017), and measure consumer confidence through
Twitter (Pasek et al., 2018). Acknowledging the potential ad-
vantages of digital trace data, the American Association for
Public Opinion Research (AAPOR) has commissioned re-
ports to understand the feasibility of using digital trace data
for public opinion research (Japec et al., 2015; Murphy and
others, 2018).
The Pitfalls of Digital Traces. There is some important
work aimed at uncovering errors that arise from using on-
line data or, more generally, various kinds of digital trace
data. Recently, researchers have studied the pitfalls related
to political science research using digital trace data (Gayo-
Avello, 2012; Metaxas, Mustafaraj, and Gayo-Avello, 2011;
Diaz et al., 2016), with Jungherr et al. (2017), especially fo-
cusing on issues of validity. Researchers have also analysed
biases in digital traces arising due to demographic differ-
ences (Pavalanathan and Eisenstein, 2015; Olteanu, Weber,
and Gatica-Perez, 2016), platform effects (Malik and Pfef-
fer, 2016) and data availability (Morstatter et al., 2013; Pfef-
fer, Mayer, and Morstatter, 2018). More generally, Olteanu
et al. (2019), provide a comprehensive overview of the errors
and biases that could potentially affect studies based on digi-
tal behavioral data as well as outlining the errors in an ideal-
ized study framework, while Tufekci (2014) outlines errors
that can occur in Twitter-based studies. Recently Jungherr
(2017) calls for conceptualizing a measurement theory that
may adequately account for the pitfalls of digital traces.
Addressing and Documenting the Pitfalls of Digital
Traces. Recently, researchers working with digital traces
have used techniques typically used in surveys, to correct
representation errors (Zagheni, Weber, and Gummadi, 2017;
Fatehkia, Kashyap, and Weber, 2018; Wang et al., 2019).
Besides, addressing specific biases, researchers have also at-
tempted to identify and document the different errors in dig-
ital traces as a first step to addressing them. In addition to an
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overview of biases in digital trace data, Olteanu et al. pro-
vide a framework using an idealized pipeline to enumerate
various errors and how they may arise (Olteanu et al., 2019).
While highly comprehensive, they do not establish a con-
nection with the Total Survey Error framework (Groves and
Lyberg, 2010), despite the similarities of errors that plague
surveys as well. Ruths and Pfeffer prescribe actions that re-
searchers can follow to reduces errors in social media data
in two steps: data collection and methods (Ruths and Pfeffer,
2014). We extend this work in two ways: (1) by expanding
our understanding of errors beyond social media platforms
to other forms of digital trace data and (2) by taking a deep
dive at more fine-grained steps to understand which design
decision by a researcher contributes to what kind of error.
Hsieh and Murphy (2017) conceptualize the Total Twitter
Error (TTE) Framework where they describe three kinds of
errors in studying unstructured Twitter textual data, which
can be mapped to survey errors: coverage error, query error
and interpretation error. The authors also provide an empiri-
cal study of inferring attitudes towards political issues from
tweets and limit their error framework to studies which fol-
low a similar lifecycle. We aim to extend this framework to
more diverse inference strategies, beyond textual analysis as
well as for social media platforms other than Twitter and
other forms of digital trace data.
Finally, the AAPOR report on public opinion assessment
from ‘Big Data’ sources (which includes large data sources
other than digital trace data such as traffic and infrastructure
data) describes a way to extend the TSE to such data, but
cautions that a potential framework will have to account for
errors that are specific to big data (Japec et al., 2015). We re-
strict our error framework to digital trace data from the web
which are collected based on a typical social sensing study
pipeline, highlight where and how some of the new types
of errors may arise, and how researchers may tackle them.
Recent efforts to document issues in using digital trace data
include “Datasheets for Datasets”, proposed by Gebru et al.
(2018) where datasets are accompanied with a datasheet that
contains its motivation, composition, collection process, rec-
ommended uses as well as ‘Model cards’ which document
the use cases for machine learning models (Mitchell et al.,
2019). We propose a similar strategy to document digital
trace based research designs to enable better communica-
tion, transparency, reproducibility, and reuse of said data.
Our TSE-inspired error framework leverages the com-
mon goal of surveys and digital traces to measure the atti-
tudes, behaviours and characteristics of humans, and trans-
lates concepts developed in survey methodology for sys-
tematically documenting errors to that of digital trace based
paradigm.
6 Conclusion
The use of digital trace data of human behaviors, such as
web and social media data, has become of great interest for
various research communities, including social sciences as
well as other disciplines. Application areas of this type of
data include, but are not limited to, real-time predictions,
now-casting, and many other forms of Social Sensing, for
example, for public opinion research. In some cases, dig-
ital trace data are considered to be a less time-consuming
and less costly alternative or addition to surveys. One of the
crucial challenges of digital trace data is identifying and dis-
entangling the various kinds of errors that may originate in
the unsolicited nature of this data, in effects related to spe-
cific platforms, as well as in data collection and analysis
strategies. Multiple errors can potentially occur during the
construction of a digital trace data research design, and it is
difficult to pinpoint which error has what effect.
To make research on human behavior and opinions that
are either based on digital trace data or survey data more
comparable and to increase the reproducibility of digital
trace data research, it is important to describe potential er-
ror sources and mitigation strategies systematically. There-
fore, we add to the growing body of literature that aims at
understanding errors in digital trace data research by con-
ceptualizing a preliminary error framework for digital traces
that identifies typical errors that may occur in such studies.
We provided a suggestion for comparing these errors to their
survey methodology counterpart based on the TSE, in order
to (i) draw from methods developed in survey research to
quantify and mitigate errors and (ii) develop a shared vocab-
ulary to enhance the dialogue among all scientists from het-
erogeneous disciplines working in the area of computational
social science.
Just as survey methodology has benefited from under-
standing potential limitations in a systematic manner, our
proposed framework acts as a set of recommendations for
researchers on what to reflect and on how they may use
digital traces for studying social indicators. We recommend
researchers not only to use our framework to think about the
various types of errors that may occur in a planned study
but to also use it to more systematically document errors or
limitations. Such design documents should be shared with
the collected data where possible. An error framework is
the first step in delineating each source and type of error to
prevent them, improve how studies and metrics that make
use of digital traces can be documented or audited, and
finally, draw better inferences from such data.
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