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Abstrak 
   
Berdasarkan Piagam Alzheimer, dua sampai tiga juta kasus demensia oleh penyakit Alzheimer terjadi setiap tahun. 
Penderita penyakit Alzheimer mengalami gangguan memori dan kognitif secara progresif selama 3 sampai 9 
tahun. Penderita mengalami kebingungan dalam memahami pertanyaan serta memiliki urutan memori yang 
kacau, sehingga dapat mengganggu aktivitas sehari-hari dan apabila dibiarkan akan menyebabkan kematian. 
Klasifikasi yang dilalukan berdasarkan data Magnetic Resonance Imaging (MRI) penyakit alzheimer dan non 
alzheimer menggunakan Support Vector Machine (SVM). Segmentasi fitur data menggunakan Fuzzy C-Means 
(FCM) dan Ekstraksi fitur menggunakan Gray Level Co-Occurrence Matrix (GLCM) memperoleh hasil akurasi 
yang baik sebesar 93,33 %  
 
Kata kunci: Alzheimer, Fuzzy C-Means, Gray Level Co-occurence Matrix, Support Vector Machine 
 
Abstract 
   
Based on the Alzheimer's Charter, 2-3 million cases of dementia by Alzheimer's disease occur every year. People 
with Alzheimer's disease experience memory and cognitive disorders progressively for 3 to 9 years. Patients 
experience confusion in understanding the question and have a chaotic sequence of memory, which can interfere 
with daily activities and unchecked well, it cause death. The classification system is based on Alzheimer's and 
non-Alzheimer's disease Magnetic Resonance Imaging (MRI) using Support Vector Machine (SVM). The feature 
data segmentation using Fuzzy C-Means (FCM) and feature extraction using Gray Level Co-Occurrence Matrix 
(GLCM) and give accuracy result of 93.33%. 
 
Keywords: Alzheimer, Fuzzy C-Means, Gray Level Co-occurence Matrix, Support Vector Machine 
 
  
1. Pendahuluan  
 
Seseorang yang telah memasuki usia 
lanjut seringkali mengalami gangguan 
ingatan. Gangguan ingatan pada usia lanjut 
disebabkan kerena syaraf pusat mengalami 
degenerasi pada syaraf pusat. Gangguan 
ingatan yang terjadi disebut demensia atau 
Alzheimer. Sebagian besar penderita 
Alzheimer mengalami gangguan memori, 
perubahan kepribadian, suasana hati dan 
perilaku, bermasalah dalam interaksi  [1]. 
Seseorang yang terkena Alzheimer akan 
mengalami gangguan secara bertahap. Rata 
rata gangguan penurunan akan dialami 
selama tiga sampai sembilan tahun [2]. 
Teknologi yang semakin maju 
memungkinkan untuk melakukan deteksi 
penyakit Alzheimer dapat dilakukan dengan 
mengambil gambar melalui proses Magnetic 
resonance imaging (MRI). Hasil dari proses 
MRI menghasilkan gambar yang dapat 
dilihat untuk deteksi beberapa penyakit. 
Menggunakan gambar MRI deteksi penyakit 
Alzheimer dapat dilakukan dengan 
melakukan perhitungan numerik. 
Perhitungan numerik dilakukan dengan 
mengambil nilai piksel pada gambar MRI 
pasien. Penggunaan gambar MRI sering 
dilakukan untuk proses pemeriksaan berbagai 
macam penyakit pada tubuh. Pada penelitian 
sebelumnya gambar MRI juga digunakan 
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untuk melakukan deteksi kanker prostat [3]. 
Selain itu penelitian yang lain citra MRI 
digunakan juga untuk melihat kandungan 
lemak pada sumsum tulang belakang [4]. 
Dari beberapa penelitian tersebut 
menghasilkan hasil yang maksimal dengan 
menggunakan citra MRI sebagai citra 
masukan yang dapat digunakan sebagai 
acuan. 
 Menggunakan hasil MRI, deteksi 
Alzheimer dapat dilakukan dengan 
melakukan segmentasi pada gambar. 
Segementasi dilakukan untuk membantu 
pengambilan fitur fitur yang diinginkan dan 
membuang background yang dapat 
mengganggu proses klasifikasi penyakit 
Alzheimer. Pada penelitian sebelumnya 
segmentasi optik disk dilakukan dengan 
menggunakan metode Fuzzy C-Means [5]. 
Selain itu pada penelitian sebelumnya, 
metode Fuzzy C-Means juga digunakan 
untuk segmentasi gambar MRI [6]. 
Menggunakan algoritma Fuzzy C-Means 
gambar MRI akan memisahkan antara fitur 
yang diperlukan ataupun fitur yang tidak 
diperlukan untuk proses selanjutnya. Fuzzy 
C-Means juga dapat digunakan untuk 
melakukan segmentasi pada citra 
mammogram untuk melakukan deteksi 
kanker payudara [7]. Penelitian sebelumnya 
menyatakan Fuzzy C-Means dapat dapat 
digunakan secara optimal untuk melakukan 
segmentasi pada sebuah citra [8]. Melalui 
algoritma Fuzzy C-Means gambar MRI akan 
memisahkan antara fitur yang diperlukan 
ataupun fitur yang tidak diperlukan untuk 
proses selanjutnya. 
Pengambilan fitur Alzheimer dapat 
diambil dengan melakukan ekstraksi fitur. 
Hasil dari proses segmentasi Fuzzy C-Means 
dapat dilakukan ekstraksi fitur menggunakan 
metode Gray Level Co-Occurrence Matrix 
(GLCM). Pada penelitian sebelumnya 
GLCM digunakan untuk pengenalan 
karakteristik suatu partikel [9]. Selain itu 
pada penelitian sebelumnya, GLCM 
digunakan untuk ekstraksi fitur pada gambar 
yang memiliki motif berbeda beda [10]. 
GLCM juga digunakan pada analisis tekstur 
pada kulit [11]. Pada penelitian yang sudah 
dilakukan, menyatakan GLCM merupakan 
salah satu metode yang dapat digunakan 
untuk melakukan ekstraksi fitur pada suatu 
data [12]. Gray Level Co-Occurrence Matrix 
digunakan untuk pengambilan fitur yang 
dapat digunakan sebagai  acuan dalam proses 
klasifikasi. 
Nilai fitur yang dihasilkan pada proses 
GLCM dapat digunakan untuk klasifikasi 
pada gambar yang diuji. Pada penelitian 
sebelumnya klasifikasi dilakukan 
menggunakan Support Vector Machine 
(SVM) sebagai metode untuk melakukan 
entifikasi jenis kanker [13]. Klasifikasi 
menggunakan Support Vector Machine 
(SVM) juga digunakan untuk melakukan 
klasifikasi pada kanker payudara [14]. Dari 
beberapa penelitian yang sudah dilakukan, 
klasifikasi dari gambar penyakit otak dapat 
menggunakan Support Vector Machine 
(SVM).  
Melihat dari beberapa penelitian yang 
sudah dilakukan dan permasalahan yang ada, 
penelitian ini bertujuan untuk melakukan 
klasifikasi gambar MRI penderita Alzheimer 
dan gambar MRI yang bukan penderita 
Alzheimer. Untuk segmentasi gambar 
dilakukan dengan menggunakan Fuzzy C-
Means dan ekstraksi fitur menggunakan Gray 
Level Co-Occurrence Matrix, sedangkan 
klasifikasi dilakukan dengan menggunakan 
metode SVM. 
 
2. Tinjauan Pustaka 
 
2.1 Fuzzy C-Means Segmentation 
Fuzzy C-Means merupakan salah satu 
metode yang dapat digunakan untuk melakukan 
clustering atau pengelompokan suatu data. 
Penggunaan clustering yang dimiliki oleh Fuzzy 
C-Means dapat juga digunakan untuk 
pengelompokan nilai piksel pada citra atau serig 
disebut segmentasi citra. segmentasi 
menggunakan Fuzzy C-Means dilakukan dengan 
menghitung nilai keanggotaan pada setiap 
pikselnya. Metode ini akan digunakan jiga pada 
suatu bagian citra memiliki dua atau lebih 
kelompok atau kelas. Data piksel pada citra akan 
diubah menjadi beberapa kelas yang memiliki 
derajat keanggotaan yang berbeda beda. Nilai 
keanggotan mempunyai rentang antara nol 
sampai satu [15]. Beberapa langkah yang 
digunakan untuk segmentasi menggunakan 
Fuzzy C-Means yaitu: 
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1. Menyiapkan data yang akan dikelaskan 
dengan membentuk suatu matriks yang 
mempunyai ukuran 𝑀 𝑥 𝑁, dengan M 
sebagai banyak data dan N merupakan 
banyak variabel yang digunakan. 
2. Menentukan nilai eror (e), banyak kelas 
(C), bobot (w), awal iterasi dan 
banyaknya iterasi (t), dan fungsi objektif 
awal (p). 
3. Membuat bilangan acak sebagai awal 
elemen matriks partisi dengan ukuran 
𝑀𝑥𝐶. 
4. Menghitung pusat kelompok 
menggunakan persamaan 1 sebagai 
berikut.  
𝑣𝑘𝑗 =
∑ 𝜇𝑖𝑘
𝑤𝑥𝑖𝑗
𝑚
𝑖=1
∑ 𝜇𝑖𝑘𝑤
𝑚
𝑖=1
 (1) 
Dengan : 
𝑣𝑘𝑗 = pusat 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ke k untuk atribut  
           ke j 
𝜇𝑖𝑘 = derajat keanggotaan untuk 
            data sampel ke i pasa 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ke k  
𝑥𝑖𝑗 = 𝑑𝑎𝑡𝑎 𝑘𝑒 𝑖, 𝑎𝑡𝑟𝑖𝑏𝑢𝑡 𝑘𝑒 𝑗 
5. Menghitung fungsi objektif pada iterasi 
ke t dengan persamaan 2 sebagai berikut. 
 
𝑃𝑡 = ∑ ∑ ([∑(𝑥𝑖𝑗 − 𝑣𝑘𝑗)
2
𝑛
𝑗=1
] (𝜇𝑖𝑘)
𝑤)
𝑐
𝑘=1
𝑚
𝑖=1
 (2) 
6. Menghitung perubahan matriks partisi 
 
𝜇𝑖𝑘 =
[∑ (𝑥𝑖𝑗 − 𝑣𝑘𝑗)
2𝑐
𝑗=1 ]
1
𝑤−1
∑ [∑ (𝑥𝑖𝑗 − 𝑣𝑘𝑗)2
𝑐
𝑗=1 ]
1
𝑤−1𝑐
𝑘=1
 
   (3) 
 
2.2 Gray Level Co-occurrence Matrix 
Gray Level Co-Occurrence Matrix 
(GLCM) merupakan salah satu metode 
ekstraksi fitur yang menggunakan histogram 
orde kedua dari tingkat keabuan [16]. 
Pengambilan fitur didasarkan pada dua 
parameter, yaitu jarak dan sudut, dimana 
jarak adalah selisih piksel yang digunakan 
untuk the second order statistics, dan sudut 
yang terbentuk antara pasangan piksel. 
Dalam metode GLCM, orientasi sudut 
dinyatakan dalam derajat. Orientasi sudut 
dibagi  menjadi 4 arah sudut yang berbeda 
dengan interval 45°, yaitu 0°, 45°,90°, 
135°[17].  Misalkan f(a,b) adalah citra 
dengan ukuran Na dan Nb yang memiliki 
piksel dengan kemungkinan L level dan p 
adalah vektor arah offset spasial. GLCM (i,j) 
didefinisikan sebagai jumlah piksel (j) yang 
terjadi pada offset r terhadap piksel (i) yang 
dapat dinyatakan ssebagai berikut 
 
𝐺𝐿𝐶𝑀(𝑖, 𝑗) =  {(𝑥_1, 𝑦_1 ), (𝑥_2, 𝑦_2)}  (4) 
dimana offset r dapat berupa sudut atau 
jarak,  j ∈ 1,...,L, dan i ∈ 1,...,L. Matriks co 
occurrence digunakan untuk mendapatkan 
fitur dari citra. Beberapa besaran yang 
diusulkan Harlick untuk mendapatkan fitur 
dari GLCM yaitu Angular Second Moment 
(ASM), kontras, Inverse Difference Moment 
(IDM), energi, korelasi [18]. 
2.2.1 Angular Second Moment (ASM) 
ASM juga dikenal sebagai keseragaman. 
ASM berhubungan dengan energi, dimana 
energi merupakan jumlah kuadrat elemen-
elemen GLCM angular second moment untuk 
mengukur homogenitas. Nilai tertinggi dicapai 
ketika gambar memiliki homogenitas yang 
sangat baik yaitu saat elemen GLCM semuanya 
sama [19]. ASM dihitung dengan menggunakan 
rumus pada persamaan 6 berikut. 
𝐴𝑆𝑀 =  ∑ ∑(𝐺𝐿𝐶𝑀(𝑖, 𝑗))2
𝑗𝑖
 (5) 
 
2.2.2 Kontras 
Kontras merupakan ukuran variasi aras 
keabuan piksel citra. Kontras dihitung dengan 
menggunakan persamaan 6 sebagai berikut. 
𝐶𝑜𝑛𝑡𝑟𝑎𝑠 =  ∑ ∑(𝑖 − 𝑗)2𝐺𝐿𝐶𝑀(𝑖, 𝑗)
𝑗𝑖
 (6) 
  
2.2.3 Invers Difference Moment (IDM) 
IDM memiliki nilai tinggi saat tingkat 
keabuan lokal sama dan balikan GLCM tinggi. 
IDM dihitung dengan menggunakan persamaan 
7 sebagi berikut. 
𝐼𝐷𝑀 =  ∑ ∑
𝐺𝐿𝐶𝑀(𝑖, 𝑗)
1 + (𝑖, 𝑗)2
𝑗𝑖
 
 
(7) 
 
2.2.4 Entropy 
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Entropy merupakan pengukuran keacakan 
aras keabuan di dalam citra. Mencapai nilai 
tertinggi ketika elemen-elemen GLCM 
memiliki nilai yang relatif sama dan memiliki 
nilai rendah apabila elemen-elemen GLCM 
mendekati 0 atau 1. Entropi dihitung dengan 
menggunakan rumus [20]. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ ∑ 𝐺𝐿𝐶𝑀(𝑖, 𝑗) log 𝐺𝐿𝐶𝑀(𝑖, 𝑗)
𝑗𝑖
 
 
(8  
 
2.2.5 Korelasi 
Korelasi digunakan menghitung 
ketergantungan linear tingkat keabuan dari 
piksel tetangga.  Untuk mendapatkan nilai 
korelasi dapat menggunakan rumus berikut : 
 
𝐶𝑜𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ ∑ (𝑖𝑗)𝐺𝐿𝐶𝑀(𝑖, 𝑗) − 𝜇𝑖′𝜇𝑗′𝑗𝑖
𝜎𝑖′𝜎𝑗 ′
 
  (9)  
 
2.3 Support Vector Machine (SVM) 
Support Vector Machine merupakan 
salah satu metode yang digunakan untuk 
melakukan klasifikasi suatu data. Support 
Vector Machine akan melakuka klasifikasi 
data dengan membagi data menjadi beberapa 
daerah sesuai denga banyaknya klasifikasi 
yang diinginkan. Untuk melakukan 
pembagian data, metode Support Vector 
Machine menggunakan hyperplane sebagai 
garis bagi sebagai garis pemisah antara 
kelompok pada kelas satu dengan kelas yang 
lain. Pembuatan garis bagi atau hyperplane 
dapat dibentuk menggunakan beberapa 
fungsi kernel yang ada pada metode Support 
Vector Machine. Beberapa fungsi kernel 
yang dapat digunakan  untuk membangkitkan 
suatu hyperplane yaitu kernel gaussian, 
linear, ataupun polynomial [21].  
Pada penelitian ini fungsi kernel yang 
digunakan menggunakan fungsi polinomial. 
Pemilihan fungsi polinomial karena pada 
penelitian ini hasil Support Vector Machine 
menunjukkan hasil yang optimal 
menggunakan fungsi kernel polinomal.  
Adapun fungsi kernel polinomial dibentuk 
menggunakan persamaan 10. 
𝐾(𝑥, 𝑦)  =  (𝑥. 𝑦)𝑑 (10) 
3. Penulisan Tabel dan Gambar  
3.1 Jenis Penelitian 
Pada penelitian mengenai identifikasi 
penyakit Alzhaimer menggunakan metode 
GLCM dan SVM termasuk kedalam jenis 
penelitian aplikatif karena  data input dan 
output yang digunakan dalam penelitian ini 
berupa data numerik, dan hasil dari penelitian 
ini betujuan sebagai alternatif diagnosa 
penyakit Alzheimer.  
3.2 Pengumpulan Data 
Data yang digunakan dalam penelitian ini 
merupakan data axial otak MRI yang akan 
digunakan untuk mendapatkan 
karakteristiknya dengan menggunakan 
metode DWT. Terdapat 95 data citra axial 
otak MRI. Data tersebut diperoleh dari 
Alzheimer’s Disease Neuroimageing 
Initiative (ADNI) dan E-Health Laboratory. 
3.3 Pengolahan Data 
Tahap–tahap yang dilakukan dalam 
identifikasi penyakit Alzheimer yaitu, 
preprocessing, segmentasi fitur, ekstraksi 
fitur, dan pengklasifikasian. Pada penelitian 
ini, data akan diklasifikasikan menjadi dua 
jenis yaitu Alzheimer dan non-Alzheimer. 
Tahap pertama, dilakukan preprocessing 
yang befungsi untuk mempermudah proses 
dalam pengolahan citra, karena tidak semua 
data citra memiliki kualitas yang baik 
sehingga kontras dan pencahayaan terkadang 
tidak merata. Selain itu, terdapat noise yang 
berbeda dari masing-masing data citra. Pada 
tahap pre-processing, data otak MRI 
merupakan citra grayscale. Selanjutnya 
dilakukan peningkatan cahaya dengan 
mengubah histogram yang bertujuan untuk 
menormalisasi citra. 
Citra yang telah diproses akan digunakan 
sebagai masukan dalam segmentasi fitur 
menggunakan Fuzzy C-Mean (FCM). Jumlah 
cluster yang dimasukan sebanyak tiga 
sehingga diperoleh tiga fitur yaitu gray 
matter (GM), white matter (WM), dan 
cerebrospinal fluid (CSF). Dari tiga fitur 
tersebut, fitur yang diambil hanya fitur GM. 
Tahap ketiga adalah ekstraksi fitur. 
Dalam penelitian ini, ekstraksi fitur dengan 
metode GLCM menggunakan derajat 
ketetanggan 0o. Dari setiap sub-band diambil 
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beberapa fitur yaitu kontras, korelasi, energi, 
dan homogenitas. Fitur tersebut akan 
digunakan dalam tahapan klasifikasi.  
Dalam proses klasifikasi terdapat 
beberapa step yaitu menentukan parameter 
ciri, memilih kernel mana yang cocok dengan 
data. Melakukan pelatihan dan melakukan 
pengujian data hingga mendapatkan hasil 
klasifikasi. Dalam penelitian ini 
menggunakan kernel polinomial. Skema 
tahap-tahap identifikasi Alzheimer ditunjukan 
dalam Gambar. 1. 
 
Gambar 1 Flowchat identifikasi Alzheimer 
 
4. Hasil dan Pembahasan  
Untuk mengidentifikasi penyakit 
Alzheimer dilakukan menggunakan metode 
FCM, GLCM dan SVM dengan fungsi secara 
berurutan untuk segmentasi, ekstrasi fitur, 
dan klasifikasi. Sebelum dilakukan 
segmentasi diperlukan preprocessing citra 
yang bertujuan untuk memperbaiki kualtitas 
citra. Pada tahap preprocessing, citra 
diperbaiki menggunakan histogram 
equalization. Proses Histogram equalization 
digunakan untuk memperoleh penyebaran 
histogram derajat keabuan citra yang merata 
dan relatif sama. Hasil histogram 
equalization tersebut akan disegmentasi fitur 
berupa Gray Matter (GM), White Matter 
(WM) dab Cerebrospinal fluid (CSF). Fitur 
yang diambil untuk proses ekstraksi fitur 
hanya GM. Pada Gambar 3 ditunjukkan Citra 
hasil preprocessing dan segmentasi fitur.  
Setelah didapatkan hasil segmentasi 
kemudian dilakukan proses ekstraksi fitur 
menggunakan metode GLCM. Proses 
ekstraksi fitur dilakukan untuk mendapatan 
ciri statistik pada citra. Pada penelitian ini 
menggunakan GLCM dengan derajat 
ketetanggan 0° diambil ciri statistik yang 
berupa kontras, korelasi, energi, 
homogenitas. Sampel hasil ekstraksi fitur 
menggunakan GLCM ditampilkan pada 
Tabel 1. 
         
                (a)        (b)  
 
     
             (c)        (d) (e) 
Gambar 3 (a) Barin MRI (b) Histogram 
Equalization (c) Gray Matter (d) Cererospinl Fluid 
(e) White Matter 
Selanjutnya akan dilakukan klasifikasi 
menggunakan SVM. Fitur-fitur yang telah 
diperoleh pada proses ekstraksi fitur akan 
digunakan sebagai parameter dalam 
klasifikasi. Pada proses klasifikasi dilakukan 
melalui dua tahap yaitu tahap training dan 
tahap testing. Tahap training merupakan 
tahap pembuatan model, sedangkan tahap 
tesing merupakan tahap pengujian keakuratan 
model. Data training yang digunakan 
sebanyak 50 data dan data uji yang digunakan 
sebanyak 45 data yang kemudian akan 
diklasifikasi kedalam dua kelas yaitu 
Alzheimer dan non-Alzheimer. Proses 
klasifikasi dilakukan dengan menggunakan 
kernel polinomial. 
Tabel 1. Sampel  Hasil ekstraksi fitur 
menggunakan GLCM. 
Data 
ke- 
Kontras Korelasi Energi Homogen
iti 
1 0,608802 0,929677 0,700024 0,944456 
2 0,830997 0,915252 0,662213 0,938277 
3 0,682498 0,916594 0,720156 0,947706 
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4 0,660632 0,924824 0,705951 0,947408 
5 0,710567 0,925752 0,686143 0,945724 
6 0,733653 0,921226 0,690052 0,946255 
7 0,757863 0,926632 0,662385 0,942731 
8 0,788584 0,930982 0,636891 0,940234 
9 0,802268 0,921175 0,626319 0,935237 
10 0,815404 0,92574 0,629073 0,936168 
 
Dari hasil klasifikasi tersebut, terdapat 45 
data testing, 14 data benar terklasifikasi non-
Alzheimer dan 28 data benar terklasifikasi 
Alzheimer sehingga diperoleh akurasi sebesar 
93,333% dengan tingkat sensitivitas 93,333% 
dan spesifisitas 93,333%. Dari hasil tersebut 
menunjukkan bahwa metode ini mampu 
mengenali masing-masing kelas dengan 
sangat baik. Sehingga metode ini cocok 
digunakan untuk mengidentifikasi Alzheimer.  
 
5. Kesimpulan  
Berdasarkan percobaan yang telah 
dilakukan, identifikasi penyakit Alzheimer 
menggunakan Fuzzy C-Means untuk 
segmentasi fitur, Gray Level Co-Occurrence 
Matrix untuk proses ekstraksi fitur sedangkan 
untuk klasifikasi menggunakan Support 
Vector Machine diperoleh hasil terbaik 
dengan nilai akurasi sebesar 93,33%. 
Berdasarkan hasil yang telah diperoleh, dapat 
disimpulkan bahwa metode tersebut sangat 
cocok digunakan untuk indentifikasi penyakit 
Alzheimer dengan tingkat sensitifitas 93.33% 
dan spesifitas 93.33%.  
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