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Kurzfassung
Die Komplexita¨t heutiger IT-Systeme ist mit der Komplexita¨t der IT-Systeme von vor 40
Jahren kaum mehr zu vergleichen. Schnellere Rechner, gro¨ßere Speichermedien und ho¨here
U¨bertragungsgeschwindigkeiten fu¨hren zu immer vielseitigeren und umfassenderen Applika-
tionen, deren Komplexita¨t noch weiter steigen wird. Die Anforderungen an die Administra-
tion dieser Systeme werden dabei so hoch sein, dass sie von keinem menschlichen Wesen
mehr erfu¨llt werden ko¨nnen. Daher ist es das Ziel, die Administration den Systemen selber
zu u¨berlassen, um Eingriffe von außen vermeiden zu ko¨nnen und den Menschen zu entlasten.
Solche selbstorganisierenden Systeme werden als Organic Computing Systeme (OCS) be-
zeichnet, welche durch so genannte Selbst-x Eigenschaften charakterisiert sind. Dazu geho¨ren
die Selbst-Konfiguration, die Selbst-Optimierung, die Selbst-Heilung und der Selbst-Schutz
des Systems. Eine Schlu¨sselvoraussetzung fu¨r den erfolgreichen Einsatz von Organic Com-
puting Systemen liegt dabei in ihrer Entwicklung. Aus diesem Grund wird eine konsistente
und durchga¨ngige Softwareentwicklungsmethodologie beno¨tigt, welche es einem Entwickler
ermo¨glicht, derartig komplexe Systeme zu entwerfen.
Diese Arbeit liefert einen Ansatz fu¨r einen modellbasierten Entwicklungsprozess als Grund-
lage fu¨r eine Softwareentwicklungsmethodologie fu¨r OCS. Der Ansatz basiert auf dem Fra-
mework der Model Driven Architecture, da dieses mit der Definition unterschiedlicher Ab-
straktionsgrade von Modellen und Modelltransformationen eine geeignete Basis fu¨r eine mo-
dellbasierte Entwicklung darstellt. Fu¨r den Ansatz werden zuerst die Prinzipien der Selbst-
organisation an natu¨rlichen, selbstorganisierenden Systemen untersucht, um ein Versta¨ndnis
fu¨r Selbstorganisationsmechanismen zu erhalten. Mit der Analyse eines selbstorganisieren-
den Produktionsplanungs- und -kontrollsystems aus der Doma¨ne der Fertigungssteuerung
werden Anforderungen an die Architektur selbstorganisierender IT-Systeme gesammelt und
durch die Untersuchung der technischen Erzeugung von Selbst-x Eigenschaften im Autono-
mic Computing um konzeptionelle Anforderungen erga¨nzt. Die gesammelten Anforderungen
werden zur Erstellung eines Metamodells fu¨r OCS verwendet, in welches auch Konzepte aus
Entwicklungsmethodologien fu¨r Multi-Agenten-Systeme einfließen. Das Metamodell dient als
Fundament des Entwicklungsprozesses, dessen entstehende Modelle so weit wie mo¨glich auf
UML 2.0 basieren. Durch eine Evaluierung des Entwicklungsansatzes anhand einer Fallstudie
werden abschließend Aspekte identifiziert, welche fu¨r die zuku¨nftige Verwendung des erstellten
Entwicklungsprozesses in einer Softwareentwicklungsmethodologie zu beachten sind.
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1. Einleitung
Als Gordon Moore im Jahr 1965 sein Gesetz [69] von der Verdopplung der Rechnerleistung
alle 18 bis 24 Monaten aufstellte, wusste wohl keiner um die Besta¨ndigkeit seines Gesetzes
– welches nach seiner aktuellen Scha¨tzung auf der International Solid-States Circuits Confe-
rence 2003 [7] wohl mindestens bis ins Jahr 2013 gu¨ltig ist – noch um dessen Konsequenzen.
Durch das zusa¨tzliche, starke Wachstum der Kapazita¨t von Speichermedien und dem enormen
Anstieg der Bandbreite von Kommunikationskana¨len werden immer komplexere Computer-
architekturen entwickelt, welche von noch komplexeren Softwaresystemen gesteuert werden.
Bestand eine Applikation im Jahr 1965 aus nur wenigen Zeilen Code, so wird beispielsweise
die Strategic Defense Initiative [37] der USA wohl aus mehr als 100 Millionen Zeilen Code
bestehen – Tendenz steigend.
In dieser Entwicklung liegt das Problem von zuku¨nftigen IT-Systemen begraben. Nach
heutigen Scha¨tzungen wird die Anzahl der IT-Fachleute nicht ausreichen, um alle Systeme in
Zukunft korrekt am Laufen zu halten. Selbst wenn diese Anzahl aufgebracht werden ko¨nnte,
wu¨rde die Komplexita¨t zuku¨nftiger IT-Systeme u¨ber die menschliche Fa¨higkeit hinausgehen,
diese zu administrieren (vgl. [55, S. 5]). Durch die unza¨hligen und verschachtelten Abha¨n-
gigkeiten zwischen Systemen und den vielen, interagierenden Applikationen werden admi-
nistrative Entscheidungen schneller beno¨tigt, als sie jemals ein Mensch treffen ko¨nnte. Das
Paradoxe an dieser Entwicklung ist jedoch, um die prognostizierte Komplexita¨t in Zukunft
fu¨r den Menschen beherrschbar zu machen, mu¨ssen bereits schon heute noch viel komplexere
Systeme entwickelt werden, durch welche dieses Szenario vermieden werden kann.
Das Ziel wird es folglich sein, die Administration der IT-Systeme dem Menschen abzu-
nehmen und dem System selber zur Aufgabe zu machen. Das Prinzip begru¨ndet sich auf der
Funktionsweise des vegetativen Nervensystems des Menschen. Dieses kontrolliert Herzschlag,
Blutzucker und -sauerstoffgehalt und reguliert Ko¨rpertemperatur, Lichteinfall und Hunger,
ohne dass der Mensch sta¨ndig an diese Aufgaben denken muss. IT-Systeme so lebensa¨hn-
lich – mit anderen Worten organisch – aufzubauen ist ein Ziel des Organic Computing (OC)
[9]. Intuitiv zu bedienende Computer sollen sich dabei an den Menschen – auch an den IT-
Laien – anpassen, lernfa¨hig sein und bei Bedarf beno¨tigte Dienste zur Verfu¨gung stellen.
Die Verhaltensweise dieser Computer soll dabei eher intelligenten Assistenten anstatt starren
Befehlsempfa¨ngern entsprechen.
2Organic Computing Systeme (OCS) basieren auf dem Zusammenspiel ihrer einzelnen
Komponenten und ko¨nnen adaptiv auf innere und a¨ußere A¨nderungen reagieren anstatt sich
nur an hart codierte Vorgaben zu halten. Die Systeme u¨bernehmen dabei weitere Eigenschaf-
ten aus der Natur, z. B. die von dissipativen Strukturen [88], autokatalytischen Zyklen [43]
oder Ameisenkolonien (siehe 3.2). Das Verhalten von OCS resultiert zwar indirekt aus dem
Verhalten ihrer Einzelkomponenten, la¨sst sich aus diesen jedoch nicht einfach berechnen. Diese
Systeme haben durch ihre evolutiven Lernmechanismen, ihrem rein lokalen, sensorischen Kon-
textwissen und ihrer Vernetzung die Fa¨higkeit zur Selbstorganisation (SO). Ein ”organischer
Computer“ wird daher definiert als ”ein selbstorganisierendes System, das sich den jeweiligen
Umgebungsbedu¨rfnissen dynamisch anpasst. Organische Computer sind selbst-konfigurierend,
selbst-optimierend, selbst-heilend und selbst-schu¨tzend“ [47, S. 2]. Diese so genannten Selbst-x
Eigenschaften werden in mancher Literatur um die Eigenschaft zur Selbst-Erkla¨rung erweitert
(siehe [70, S. 2]). Die Bedeutung dieser Eigenschaften ist in Tabelle 1.1 aufgefu¨hrt.
Eigenschaft Bedeutung
Selbst-Konfiguration Automatische (Re-)Konfiguration von Komponenten und Syste-
men nach abstrakten Regeln. Der Rest des Systems passt sich au-
tomatisch und nahtlos an die neuen Zusta¨nde an.
Selbst-Optimierung Komponenten und Systeme suchen permanent nach Mo¨glichkeiten,
ihre eigene Performance und Effizienz zu verbessern.
Selbst-Heilung Das System erkennt, diagnostiziert und repariert automatisch lo-
kalisierte Soft- und Hardwareprobleme.
Selbst-Schutz Das System schu¨tzt sich automatisch gegen bo¨swillige Attacken
oder Fehlfunktionen. Es verwendet fru¨hzeitige Warnungen um sys-
temweite Fehlfunktionen zu antizipieren und zu verhindern.
Selbst-Erkla¨rung Das System gibt dem Entwickler Einblick in seine Regeln und la¨sst
Kontrolleingriffe zu.
Tabelle 1.1: Die Selbst-x Eigenschaften des Organic Computing
Trotz ihrer Inspiration durch Ideen aus der Natur basieren OCS aber vorerst auf traditio-
neller Siliziumtechnologie. Die lebensa¨hnlichen Selbst-x Eigenschaften beziehen sich vielmehr
auf den Aufbau des Gesamtsystems sowie das Zusammenspiel seiner Komponenten und sind
eher vergleichbar mit den Eigenschaften des Autonomic Computing (AC) [55, 61]. Diese In-
itiative wird von IBM [4] seit 2001 als Leitprojekt propagiert, bei dem ein Managementsystem
fu¨r Rechensysteme vorgeschlagen wird, welches auf Vera¨nderungen in der Systemumgebung
selbststa¨ndig reagiert, um die gewu¨nschte Funktionalita¨t des IT-Systems aufrecht zu erhalten.
Die Zusammenfassung der Selbst-x Eigenschaften des AC – welche bis auf die Selbst-Erkla¨rung
dieselben sind wie im OC – wird von IBM als Selbstmanagement bezeichnet. Im Gegensatz
zu OC ist der Anwendungsbereich des AC in erster Linie auf das Selbstmanagement von
Rechenzentren und -netzen ausgelegt (siehe 5.1).
Die zuku¨nftigen Anwendungsszenarien des OC sind laut [47] vielmehr Smart Factories,
bei denen autonome Roboter durch spontane Vernetzung Fo¨derationen zur Bearbeitung von
Aufgaben bilden, Smart Warehouses, bei denen sich in intelligenten Warenha¨usern Artikel er-
kennen und u¨berwachen lassen, Smart Networks/Smart Grids, welche Netzwerke mit Selbst-x
Eigenschaften versehen, oder vertrauenswu¨rdige Computer, welche dem Menschen unter ande-
rem die Integrita¨t von Daten sicherstellt. Aktuelle Anwendungsbereiche liegen beispielsweise
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in der Automobilindustrie, in welcher der sta¨ndig wachsende Anteil von elektronischen Kom-
ponenten sowohl in der Entwicklung als auch im Einsatz u¨berschaubar und beherrschbar
gehalten werden muss.
1.1 Ziel der Arbeit
Eine wichtige Schlu¨sselvoraussetzung fu¨r den zuku¨nftigen, erfolgreichen Einsatz von OCS
liegt in ihrer Entwicklung. Ohne einen geeigneten Ansatz fu¨r die Unterstu¨tzung der Ent-
wicklung ist es so gut wie unmo¨glich, mit der Komplexita¨t von OCS – insbesondere mit
den systemweiten Selbst-x Eigenschaften – fertig zu werden. Aus diesem Grund wird eine
konsistente und durchga¨ngige Softwareentwicklungsmethodologie beno¨tigt, welche es einem
Entwickler ermo¨glicht, derartige Systeme zu entwerfen. Der Bedarf an einer solchen Metho-
dologie wird mit der Zunahme der Systemkomplexita¨t in den na¨chsten Jahren noch stark
steigen.
Eine Softwareentwicklungsmethodologie ist typischerweise durch eine Modellierungsspra-
che und einen Entwicklungsprozess charakterisiert. Die Modellierungssprache wird fu¨r die
Beschreibung von Modellen verwendet und definiert eine spezifische Syntax (Notation) mit
einer assoziierten Semantik der Modellelemente. Der Entwicklungsprozess definiert verschiede-
ne Aktivita¨ten wa¨hrend der Entwicklung mit deren Ausfu¨hrung und aktivita¨tsu¨bergreifenden
Beziehungen. Dazu geho¨ren insbesondere Phasen fu¨r das Prozess- und Projektmanagement
sowie der Qualita¨tssicherung. Jede definierte Aktivita¨t resultiert dabei in einem oder mehreren
Ergebnissen, wie Spezifikationsdokumenten, Modellen, Code, Test- und Performanceberichten
etc., welche als Input fu¨r nachfolgende Aktivita¨ten dienen (vgl. [15, S. 1]).
Das Ziel der Arbeit soll es daher sein, einen Ansatz fu¨r einen modellbasierten Entwick-
lungsprozess als Grundlage fu¨r eine Softwareentwicklungsmethodologie fu¨r Organic Compu-
ting Systeme zu erstellen. Dabei soll auf die notwendigen Aktivita¨ten des Entwicklungsprozes-
ses fokussiert werden und nicht auf das Prozess-, das Projektmanagement oder die Qualita¨ts-
sicherung. Der Entwicklungsprozess soll auf dem Framework der Model Driven Architecture
(MDA) [10] basieren, da dieses bereits mit der Definition von unterschiedlichen Abstraktions-
graden von Modellen und Modelltransformationen eine geeignete Grundlage darstellt.
1.2 Vorgehensweise
Nach der Beschreibung der Grundlagen fu¨r diese Arbeit (Kapitel 2) wird zuerst die Selbst-
organisation in natu¨rlichen Systemen untersucht (Kapitel 3). Dies soll einen Einblick in die
Funktionsweise, die technische Umsetzung und die Verwendung von Selbstorganisationsme-
chanismen – insbesondere der Stigmergie – ermo¨glichen.
Im Anschluss daran wird aus der Doma¨ne der Fertigungssteuerung ein selbstorganisieren-
des Produktionsplanungs- und -kontrollsystem als Beispiel fu¨r ein IT-System, welches auf der
Stigmergie basiert, analysiert (Kapitel 4). Daraus werden Anforderungen an die Architektur
von selbstorganisierenden, stigmergischen IT-Systemen identifiziert.
Daran schließt sich die Untersuchung einer mo¨glichen, technischen Erzeugung von Selbst-x
Eigenschaften fu¨r IT-Systeme an, um konzeptionelle Anforderungen an IT-Systeme, welche
ein Selbst-x Verhalten aufweisen sollen, zu identifizieren (Kapitel 5). Diese Untersuchung wird
auf Basis der Konzepte des Autonomic Computing durchgefu¨hrt werden.
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Auf Grundlage der gesammelten Anforderungen wird anschließend ein Metamodell fu¨r
Organic Computing Architekturen erstellt, welches als Fundament fu¨r den Entwicklungspro-
zess dient (Kapitel 6). Mit dem Entwicklungsprozess soll es mo¨glich werden, das in Kapitel 4
analysierte IT-System nachzubilden und zusa¨tzlich mit Selbst-x Eigenschaften auszustatten,
um so ein stigmergisches Organic Computing System zu erhalten.
Die Evaluierung des Ansatzes soll zeigen, dass der erstellte Entwicklungsprozess nicht
nur fu¨r die Entwicklung von stigmergischen OCS verwendet werden kann, sondern auch fu¨r
nicht-stigmergische OCS gu¨ltig ist (Kapitel 7). Dazu wird ein weiteres, selbstorganisierendes
Produktionsplanungs- und -kontrollsystem als Organic Computing System entwickelt, welches
im Gegensatz zu dem ersten System auf Auktionen basiert.
Abschließend werden Aspekte identifiziert, welche fu¨r die zuku¨nftige Verwendung des Ent-
wicklungsprozesses in einer Softwareentwicklungsmethodologie zu beachten sind (Kapitel 8).
2. Grundlagen
Dieses Kapitel fasst zuerst den aktuellen Forschungsstand im Organic Computing zusammen.
Dabei wird sowohl auf den Stand in der Softwareentwicklung als auch in der Hardwareent-
wicklung fu¨r Organic Computing Systeme eingegangen. Anschließend werden verschiedene
Methodologien fu¨r die Entwicklung von Agentensystemen vorgestellt, auf die in dieser Arbeit
Bezug genommen wird. Abschließend folgt die Beschreibung der Model Driven Architecture
und ihrer Konzepte.
2.1 Aktueller Forschungsstand im Organic Computing
2.1.1 Hardwareentwicklung
Die Basis fu¨r OCS auf der Hardwareseite liefern so genannte Systems on Chip (SoC).
Bei der SoC-Methode werden große Teile eines Chips aus bereits existierenden Funktions-
blo¨cken zusammengebaut. Dabei ko¨nnen Systeme als Intellectual Property-Blo¨cke auf einem
einzigen Chip implementiert werden, wohingegen sie noch vor einigen Jahren aus mehreren
verteilten Einzelkomponenten aufgebaut waren. Fu¨r eine optimale Unterstu¨tzung der OC-
Anforderungen mu¨ssen SoC-Architekturen sowohl Mikroprozessoren als auch rekonfigurier-
bare Hardwarekomponenten enthalten.
Wesentliche Voraussetzungen fu¨r solche SoC-Architekturen liegen unter anderem in der
mehrfa¨digen Prozessorarchitektur [94]. Dabei wird eine u¨berlappte, parallele Ausfu¨hrung von
Befehlen mehrerer Threads in einer Prozessor-Pipeline ermo¨glicht. Diese Prozessortechnik
liefert unter anderem die Basis dafu¨r, dass so genannte Helper Threads gleichzeitig zu einer
Anwendung ablaufen ko¨nnen und mittels der Guaranteed Percentage Scheduling-Technik [65]
einen festen Prozentsatz der Rechenleistung erhalten. Ein Helper Thread la¨uft dabei mit nied-
riger Priorita¨t in einem eigenen Thread-Slot konkurrent zur Anwendung und implementiert
einen so genannten Autonomic Manager (AM) als organischen Supervisor. Der AM beobach-
tet die Echtzeitanwendung (Monitoring), durchla¨uft eine Schleife (Analyze, Plan) und passt
die Anwendung gema¨ß der aktuellen Bedu¨rfnisse und organischen Prinzipien an (Execute),
ohne die Echtzeitbedingungen dieser oder anderer Anwendungen zu verletzen.
Beispiele fu¨r eine solche SoC-Architektur finden sich in CARUSO [22]. Die Autonomic
Manager bieten durch ihre Vernetzung und ihre Kenntnisse des Zustands der lokalen Anwen-
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dung die Grundlage fu¨r selbstorganisierende Algorithmen auf Middlewareebene. Auf dieser
Ebene wird basierend auf den Informationen entschieden, ob Techniken fu¨r die Selbst-x Ei-
genschaften angewandt werden mu¨ssen.
2.1.2 Softwareentwicklung
Ein Ziel des OC ist die ingenieurtechnische Beherrschung von OCS. Traditionelle SE-
Methoden sind streng hierarchisch und folgen einem Top-Down-Ansatz. Das zugrunde liegen-
de Paradigma dieser Methode ist die komplette Verfeinerung der Spezifikation in detaillierte
Entwu¨rfe um eine vollsta¨ndige Kontrolle des resultierenden Systems zu erhalten. Der Entwick-
ler muss sich infolge dessen allen mo¨glichen Systemzusta¨nden im Vornherein bewusst sein.
Mit der Zulassung von emergenten und selbstorganisierenden Systemen wird dieser strik-
te Top-Down-Entwurf verlassen. Es mu¨ssen Systemzusta¨nde erreicht werden ko¨nnen, welche
vom Entwickler nicht im Vornherein geplant worden sind. Hier liegt aber ein fundamentaler
Widerspruch zwischen Top-Down-Kontrolle und kreativem Bottom-Up-Verhalten. Es ist in
der Forschungsgemeinschaft noch nicht klar, wie diese gegenla¨ufigen Tendenzen miteinander
vereinbart werden ko¨nnen. Ansa¨tze liegen in der Constraint Propagation, dem Einsatz von
Assertions und so genannten Observer/Controller-Architekturen (vgl. [70]).
Nachdem eingebettete OCS mehr und mehr sicherheitskritisch werden, sind zurzeit Tech-
niken in Entwicklung, um einzuhaltende Randbedingungen mittels Zusicherungen (Asserti-
ons) zu erzwingen [102, 84, 83, 85, 82]. Assertions (nach B. Meyer [68]) ko¨nnen auf diesem
Weg fu¨r das Monitoring von bestimmten Variablen verwendet werden. Die Beschra¨nkung des
emergenten Verhaltens von OCS wird ausschlaggebend fu¨r deren technischen Einsatz sein.
Daher spielen Constraints eine wichtige Rolle fu¨r die Limitierung von lernenden und selbst-
organisierenden Systemen. Constraint-Verletzungen fu¨hren zu Warnungen und ko¨nnen so fu¨r
mo¨gliche korrigierende Eingriffe genutzt werden.
Observer/Controller-Architekturen nehmen Anleihen beim makroskopischen Aufbau des
Gehirns vor. Hier existieren neben den direkten Reizreaktionsmechanismen zwischengeschal-
tete U¨berwachungsapparate, welche den sensorischen Input filtern und die vom bewussten
Gehirn vorgeschlagenen Aktionen einer Bewertung unterziehen. Diese Funktion wird vom
limbischen System ausgefu¨hrt, welches dem bewussten und logischen Denken die emotionale
Fa¨rbung aufpra¨gt. Die technische Basis fu¨r autonome Observer/Controller ist in einzelnen
der heute in Entwicklung befindlichen eingebetteten Prozessoren, wie in 2.1.1 beschrieben,
bereits vorgesehen.
Trotz dieser unterschiedlichen Ansa¨tze existiert bis zum jetzigen Zeitpunkt noch keine
vollsta¨ndige Softwareentwicklungsmethodologie fu¨r Organic Computing Systeme.
2.2 Entwicklungsmethodologien fu¨r Multi-Agenten-Systeme
Zur Erstellung eines Entwicklungsprozesses fu¨r OCS werden Konzepte aus Softwareent-
wicklungsmethodologien a¨hnlicher, bereits bestehender Technologien verwendet. Betrachtet
man die Konzepte des Organic Computing, so fallen gewisse A¨hnlichkeiten zur Agententech-
nologie auf. Ein Agent ist durch folgende Eigenschaften charakterisiert (vgl. [107]):
Autonomie Agenten besitzen einen Zustand, auf welchen andere Agenten nicht zugreifen
ko¨nnen, und treffen basierend darauf Entscheidungen u¨ber ihr Handeln, ohne den di-
rekten Eingriff von Menschen oder anderen Agenten.
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Reaktivita¨t Agenten befinden sich in einer Umgebung, welche die physische Welt, ein Be-
nutzer u¨ber die graphische Benutzerschnittstelle, eine Ansammlung von anderen Agen-
ten, das Internet oder vielleicht einige von diesen kombiniert sein ko¨nnen. Sie ko¨nnen
diese Umgebung durch die Verwendung von Sensoren wahrnehmen und rechtzeitig auf
A¨nderungen reagieren.
Proaktivita¨t Agenten reagieren nicht nur auf ihre Umgebung, sie sind auch dazu in der
Lage, zielgerichtetes Verhalten aufzuzeigen, indem sie die Initiative ergreifen.
Soziale Fa¨higkeit Agenten interagieren mit anderen Agenten u¨ber eine Agentenkommuni-
kationssprache und haben typischerweise die Fa¨higkeit, soziale Aktivita¨ten zu u¨berneh-
men, um ihre Ziele zu erreichen.
Agentensysteme haben somit einige Eigenschaften mit Organic Computing Systemen ge-
meinsam, wobei letztere durch ihre expliziten Selbst-x Eigenschaften charakterisiert sind.
Aufgrund der la¨ngeren und gro¨ßeren Verbreitung von Agentensystemen im Gegensatz zu
OCS existieren bereits viele Entwicklungsmethodologien. Nach [14] werden die Methodolo-
gien in drei verschiedene Kategorien unterteilt: Knowledge engineering, Agenten-orientierte
und Objekt-orientierte Ansa¨tze.
Die wichtigsten Methodologien der ersten Kategorie sind CommonKADS [92], Co-MoMAS
[50] und MAS-CommonKADS [58]. Ein bemerkter Mangel der Knowledge engineering Metho-
dologien war jedoch, dass sie nicht zur expliziten Entwicklung von Agentensystemen entwickelt
wurden und daher zumeist begrenzte Fa¨higkeiten hatten, agenten-spezifische Fa¨higkeiten zu
unterstu¨tzen (vgl. [14]). Dieser Nachteil wird von den agenten-orientierten Methodologien
behoben, vornehmlich von Gaia [108] und ihrer Erweiterung ROADMAP (Role Orientated
Analysis and Design for Multi-Agent Programming) [60] sowie von SODA (Societies in Open
and Distributed Agent spaces) [81] und ADELFE [18, 19]. Um die Agententechnologie fu¨r
die Industrie attraktiv zu machen, wurden Methodologien und Notationen entwickelt, welche
objekt-orientierte Ansa¨tze verwenden. Zu dieser Kategorie geho¨ren MESSAGE (Methodology
for Engineering Systems of Software Agents) [2, 28], Tropos [52, 71, 12], Prometheus [86, 1],
MaSE (Multiagent Systems Engineering) [106, 105, 35] und PASSI (Process for Agent So-
cieties Specification and Implementation) [32]. Speziell fu¨r diese Methodologien wurde als
graphische Notationsunterstu¨tzung Agent UML (AUML) [15] entwickelt.
2.3 Model Driven Architecture
Die Model Driven Architecture ist ein von der Object Management Group (OMG) [11] im
Jahr 2001 definiertes Framework fu¨r modelgesteuerte Softwareentwicklung. Ziel der MDA ist
es, Softwaresysteme effizienter und qualitativ hochwertiger zu erstellen. Bei der Spezifikation
von Softwaresystemen mittels der MDA wird die Systemfunktionalita¨t von Implementierungs-
details einer bestimmten Technologieplattform getrennt. Dies wird durch eine Fokussierung
auf konstruktive Modelle in allen Phasen der Systementwicklung erreicht. Diese Modelle die-
nen nicht nur der abstrakten Beschreibung von Aspekten des zu realisierenden Systems, son-
dern werden zur automatischen Gewinnung weiterer Modelle desselben Systems oder zur
Erzeugung von Komponenten eines Systems verwendet. Die Grundlage fu¨r dieses Paradigma
bildet die Transformation eines plattformunabha¨ngigen Modells ho¨heren Abstraktionsgrades
in ein oder mehrere plattformspezifische Modelle niedrigeren Abstraktionsgrades.
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Die MDA ermo¨glicht zudem die Spezifikation von Plattformen, die Auswahl einer oder
mehreren Plattformen zur Realisierung des Softwaresystems und die Transformation der Sys-
temspezifikation in eine plattformspezifische Spezifikation. Dadurch ko¨nnen Spezifikationen
und ihre Modelle fu¨r unterschiedliche Anforderungen und Problemstellungen wieder verwen-
det werden. Das Framework basiert auf Modellierungsstandards der OMG (MOF [74], XMI
[80], UML [77] und CWM [73]) und schließt einige UML-Profile, wie z. B. Enterprise Compu-
ting [79] oder Real-Time Computing [78], mit ein.
2.3.1 Adressierte Problemfelder der Softwareentwicklung
Der messbare Fortschritt in der Softwareentwicklung ist abha¨ngig von der Mo¨glichkeit,
komplexere und gro¨ßere Systeme mit geringerem finanziellen oder zeitlichen Einsatz entwi-
ckeln zu ko¨nnen. Dabei trifft die SE auf einige Problemfelder, welche von der MDA gelo¨st
werden:
Produktivita¨t Die Artefakte der verschiedenen Phasen eines typischen Softwareentwick-
lungsprozesses sind unabha¨ngig von der inkrementellen oder iterativen Version des Pro-
zesses zumeist nicht mehr als ”Papier“. Da sie zu Beginn jeder neuen Phase immer
mehr an Wert verlieren, verzichten Entwicklungsprozesse wie Extreme Programming
(XP) [16] oder Agile Software Development [30] bereits fast ga¨nzlich auf Entwicklungs-
dokumente.
Portabilita¨t Durch das permanente Entstehen neuer und besserer Technologien sind Un-
ternehmen aus Wettbewerbsgru¨nden sta¨ndig gezwungen, ihre bestehende Software zu
portieren oder an eine neue Version anzupassen. Investitionen in fru¨here Technologien
verlieren dadurch sehr schnell an Wert.
Interoperabilita¨t Existierende Softwaresysteme sind ha¨ufig als monolithische Insello¨sungen
entwickelt worden und laufen in hermetischer Isolation. Durch den parallelen Einsatz al-
ter und neuer Technologien ist eine Kommunikation zwischen verschiedensten Systemen
jedoch zwingend notwendig.
Pflege und Dokumentation Da die Implementierung eines Systems allgemein fu¨r wich-
tiger erachtet wird, erfolgt die verlangsamende Dokumentation aus Zeit- und Kosten-
gru¨nden oftmals erst am Ende eines Entwicklungsprozesses. Die Folgen sind nicht ak-
tualisierte Dokumentationen niedriger Qualita¨t.
2.3.2 Softwareentwicklungsprozess
Der Softwareentwicklungsprozess der MDA liefert drei wesentliche, formale Modelle als
Artefakte: Das Computational Independent Model (CIM), das Platform Independent Model
(PIM) und das Platform Specific Model (PSM). Diese Modelle bilden eine Architekturbe-
schreibung des existierenden oder zu entwickelnden Systems von unterschiedlichen Sichtpunk-
ten (Viewpoints) bzw. Abstraktionsgraden aus und ko¨nnen im Gegensatz zu traditionellen
Artefakten von Tools verarbeitet werden. Abbildung 2.1 stellt den Zusammenhang dieser
Modelle dar, welche im Folgenden na¨her erla¨utert werden.
2.3.2.1 Computational Independent Model
Das CIM dient der Beschreibung eines Unternehmens mit seinen Gescha¨ftsprozessen und
verwendet ein Vokabular, welches den Anwendern aus der entsprechenden Doma¨ne vertraut
2.3. Model Driven Architecture 9
Abbildung 2.1: Der MDA-Prozess
ist. Dieses Vokabular ist nicht nur nu¨tzlich fu¨r das Problemversta¨ndnis, sondern dient auch als
Grundwortschatz fu¨r die weiteren Modelle. Ein CIM sagt nicht notwendigerweise etwas u¨ber
verwendete Softwaresysteme im Unternehmen aus, sondern ist selber softwareunabha¨ngig und
wird daher vereinzelt auch als Domain oder Business Model bezeichnet. Sobald einige oder
alle Teile eines CIM von einem Softwaresystem unterstu¨tzt werden sollen, muss dafu¨r ein
spezifisches Softwaremodell entwickelt werden.
Das CIM modelliert solch ein Softwaresystem in seiner aktuellen oder zuku¨nftigen Einsatz-
umgebung. Es beschreibt die abstrakte Verwendung des Systems, die Anforderungen an seine
Umgebung sowie den Nutzen, welchen die Umgebung aus dem System zieht, ohne Details
der Systemstrukturen preiszugeben. Die in einem CIM modellierten Anforderungen sollten
nachvollziehbar im PIM und PSM umgesetzt werden und von dort auch wieder zuru¨ckver-
folgt werden ko¨nnen (Traceability). Ein CIM kann mehrere, vorwiegend in UML modellierte,
Modelle enthalten, welche mehr oder weniger Details der Doma¨ne offen legen bzw. auf ver-
schiedene Belange des softwareunabha¨ngigen Viewpoint fokussieren.
2.3.2.2 Platform Independent Model
Das PIM modelliert ein System im Gegensatz zum CIM aus einem plattformunabha¨ngigen
Viewpoint, so dass das System zwar beschrieben wird, jedoch keine Details fu¨r die Verwendung
auf einer bestimmten Plattform preisgibt. Es zeigt genau denjenigen Teil einer kompletten
Systemspezifikation, welcher sich bei einemWechsel auf eine andere Plattform nicht vera¨ndert.
Das PIM soll dem Grundsatz der MDA nach mo¨glichst automatisch durch Transformation
aus dem CIM erzeugt werden ko¨nnen und dieses verfeinern. Zum heutigen Zeitpunkt ist diese
Transformation jedoch noch nicht vollsta¨ndig mo¨glich.
Um eine Plattformunabha¨ngigkeit zu erreichen, bieten sich klassische Vorgehensweisen,
wie die Basierung auf einer virtuellen Maschine (vgl. [76]) oder die Nutzung einer generischen
Plattform (vgl. [21]), an. Dabei kann auf eine allgemein anerkannte Grundmenge von Elemen-
ten und Diensten, so genannte Pervasive Services [76], Bezug genommen werden (siehe [21]).
Allerdings fehlt fu¨r diese Dienste bisher ein eindeutiger OMG-Standard fu¨r plattformunab-
ha¨ngige Modelle. Das PIM als Kernstu¨ck des MDA-Prozesses kann ebenfalls aus mehreren
(UML-)Modellen bestehen, welche im Vergleich zu den Modellen aus dem CIM einen ho¨heren
Detaillierungsgrad besitzen.
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2.3.2.3 Platform Specific Model
Ein PSM zeigt die Spezifikation eines PIM mit genauen Details u¨ber die Realisierung auf
einer oder mehreren konkreten Soft- oder Hardwareplattformen. Durch diesen plattformab-
ha¨ngigen Viewpoint kann ein PSM anschließend direkt in maschinenlesbaren Code transfor-
miert werden und als fertiges Softwaresystem in Betrieb gehen. Fu¨r jede spezifische Techno-
logieplattform wird dabei ein eigenes PSM generiert. Da sich die meisten Systeme heutzutage
u¨ber mehrere Technologien erstrecken, wird fu¨r jede Plattform eine separates PSM erzeugt.
Aufgrund dessen existieren oft mehrere PSM zu einem einzigen PIM.
Die dadurch notwendig gewordene Kommunikation zwischen den einzelnen PSM bzw.
Plattformen wird von der MDA mit der Generierung von so genannten Bridges sicherge-
stellt. Dabei werden Konzepte einer Plattform in verwendete Konzepte anderer Plattformen
transformiert wodurch die Interoperabilita¨t gewa¨hrleistet wird.
Das aus einem PIM durch Transformation abgeleitetes PSM stellt zwar eine Implementie-
rung des abstrakteren Modells dar, kann aber noch von einer Reihe von Implementierungs-
details abstrahieren und als Ausgangspunkt fu¨r weitere Transformationen in verfeinerte PSM
dienen. Aus der Sicht der verfeinerten PSM wu¨rde das urspru¨ngliche PSM hingegen die Rolle
eines PIM einnehmen. Diese Verfeinerung kann beliebig weit fortgesetzt werden, wobei die
Effizienz im Auge behalten werden muss.
2.3.2.4 Code
Nachdem ein PSM sehr technologienah modelliert wird, ist diese Transformation in ma-
schinenlesbaren Code relativ unkompliziert. Auch die auf PSM-Ebene eingefu¨hrten Bridges
werden auf die Code-Ebene mit u¨bernommen.
2.3.2.5 Transformationen
Die Transformationen zwischen den unterschiedlichen Modellen bilden das Systemkon-
struktionsparadigma der MDA und ermo¨glichen durch die maschinelle Verarbeitung der Mo-
delle die Unterstu¨tzung des Entwicklungsprozesses durch Tools. Die MDA gibt unabha¨ngig
von den zu transformierenden Modellen, der Art und Weise der Transformation und den
eingesetzten Modellierungssprachen ein generelles Muster fu¨r die Transformation vor (siehe
Abbildung 2.2).
Abbildung 2.2: Modeltransformationsmuster der MDA [75]
Ausgangspunkt fu¨r den Transformationsprozess sind immer ein gegenu¨ber dem Transfor-
mationsergebnis plattformunabha¨ngiges Modell und zusa¨tzliche, erga¨nzende Informationen,
wie beispielsweise ein Platform Model (PM). Ein PM ist eine technische Spezifikation, wel-
che die Struktur der Bestandteile einer Plattform und die durch die Plattform angebotenen
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Dienste pra¨zise beschreibt. Das Transformationsergebnis wird – bezogen auf die erga¨nzenden
Plattforminformationen – als plattformspezifisch angesehen. Transformationen sind dabei fol-
gendermaßen aufgebaut [101, S. 24]:
• ”Eine Transformation ist die automatische Generierung eines Zielmodells aus einem
Quellmodell, gema¨ß einer Transformationsdefinition.“
• ”Eine Transformationsdefinition ist eine Menge von Transformationsregeln welche ge-
meinsam beschreiben, wie ein Modell in der Quellsprache in ein Modell in der Zielspra-
che transformiert werden kann.“
• ”Eine Transformationsregel ist eine Beschreibung dessen, wie ein oder mehrere Kon-
strukte aus der Quellsprache in ein oder mehrere Konstrukte in der Zielsprache trans-
formiert werden ko¨nnen.“
3. Selbstorganisation als natu¨rliches
Vorbild
Selbstorganisierende IT-Systeme – insbesondere Organic Computing Systeme – beziehen ih-
re Konzepte aus natu¨rlichen, selbstorganisierenden Systemen. Dieses Kapitel soll das Ver-
sta¨ndnis fu¨r selbstorganisierende Systeme vertiefen und deren Charakteristika, theoretischen
Anforderungen und wesentlichsten Mechanismen beschreiben, welche von diesen Systemen
zur Selbstorganisation genutzt werden. Einer dieser Mechanismen – die Stigmergie – wird
dabei am Beispiel der Nahrungssuche in Ameisenkolonien na¨her untersucht. Eine wichtige
Voraussetzung fu¨r die Nutzung der Selbstorganisation spielt die technische Umsetzung der
Mechanismen in Algorithmen, welche von Computern verstanden werden ko¨nnen. Daher wird
in diesem Kapitel zusa¨tzlich die technische Umsetzung der Stigmergie durch Ameisenalgorith-
men genau erla¨utert und den daraus gewonnenen Nutzen fu¨r die Lo¨sung von verschiedenen
kombinatorischen Optimierungsproblemen beschrieben.
3.1 Der Begriff der Selbstorganisation
Die Wissenschaft der letzten vier Jahrhunderte, insbesondere die der Physik, beruhte in
erster Linie auf Newtons Prinzipien der Mechanik [72]. Darin konnte jedes auftretende Pha¨-
nomen letztlich auf eine Ansammlung von Atomen oder Ko¨rpern reduziert werden, deren
Bewegungen von deterministischen Naturgesetzen geregelt wurden. Die neuere Wissenschaft
hingegen ist nach und nach zu dem Ergebnis gekommen, dass es mit diesem Ansatz nicht mo¨g-
lich sein wird, alle auftretenden Pha¨nomene vollsta¨ndig zu erkla¨ren. Seit Mitte des letzten
Jahrhunderts haben Forscher aus verschiedenen Bereichen daher mit der Untersuchung von
Pha¨nomenen begonnen, welche von inha¨renter Kreativita¨t, von spontanem Auftreten neu-
artiger Strukturen oder von autonomen Anpassungen an eine sich vera¨ndernde Umgebung
geregelt zu werden scheinen. Die verschiedenen Beobachtungen und die daraus gewonnenen
Ergebnisse begannen langsam, sich zu einem neuen Ansatz zusammenzufu¨gen – der Wissen-
schaft der Selbstorganisation.
3.1.1 Charakteristika selbstorganisierender Systeme
Die unterschiedlichen Untersuchungen der letzten fu¨nfzig Jahre haben eine Vielzahl von
fundamentalen Eigenschaften und Kennzeichen hervorgebracht, welche selbstorganisierende
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Systeme von den eher traditionellen Systemen unterscheidet. Heylighen identifiziert in [54]
folgende Charakteristika selbstorganisierender Systeme:
Globales Verhalten aus lokalen Interaktionen Das globale Verhalten selbstorganisie-
render Systeme ist nicht nur die Vereinigung der Verhalten der einzelnen Systemkom-
ponenten. Die Interaktionen zwischen den Systemkomponenten erzeugen vielmehr ein
gro¨ßeres System als es alle einzelnen Komponenten ko¨nnten.
Verteilte Kontrolle Die Kontrolle in selbstorganisierenden Systemen ist verteilt und nicht
zentralisiert. Jede Systemkomponente ist fu¨r sich selbst verantwortlich und kontrolliert
sich selber. Die verschiedenen Komponenten haben kein Wissen u¨ber die Ziele und
Zusta¨nde anderer Komponenten.
Robustheit und Belastbarkeit Selbstorganisierende Systeme sind so aufgebaut, dass der
Ausfall oder das Entfernen von Komponenten das gesamte System nicht wesentlich
beeintra¨chtigt. Die Systeme sind daher unanfa¨llig gegenu¨ber Fehlern und haben die
Fa¨higkeit, sich selbst wiederherzustellen.
Nichtlinearita¨t und Feedback Der Zusammenhang zwischen Ursache undWirkung ist bei
selbstorganisierenden Systemen im Gegensatz zu traditionellen Systemen nicht linear,
d. h. kleine Ursachen ko¨nnen eine große Wirkung besitzen und umgekehrt. Die Reaktion
auf ein Ereignis kann zudem unterschiedlich sein und fu¨hrt nicht immer zum gleichen
Ergebnis.
Organisatorische Geschlossenheit, Hierarchie und Emergenz Selbstorganisierende
Systeme bilden eine geschlossene, geordnete Organisation um eine Funktion zu erfu¨l-
len. Daraus resultieren emergente Eigenschaften. Emergenz ist generell als ein Prozess
verstanden, welcher zur Entstehung einer Struktur fu¨hrt, die nicht direkt von den exis-
tierenden Bedingungen und den momentanen Kra¨ften, die eine System kontrollieren,
beschrieben werden kann (vgl. [34]).
Verzweigungen und Symmetriebrechung Fu¨r selbstorganisierende Systeme existieren
mehrere stabile Zusta¨nde, in welche sie u¨bergehen ko¨nnen. Es ist in gewisser Weise
jedoch unvorhersagbar, in welchen Zustand das System aufgrund von welchen Einflu¨s-
sen u¨bergeht.
Weit vom Gleichgewicht entfernte Dynamiken Durch das Hinzufu¨gen und Entfernen
von Komponenten sind selbstorganisierende Systeme sta¨ndig in Bewegung und beein-
flussen ihre Umgebung, wie sie auch von dieser beeinflusst werden.
3.1.2 Theoretische Anforderungen an selbstorganisierende Systeme
Um die genannten Charakteristika aufweisen zu ko¨nnen und selbstorganisierendes Ver-
halten mo¨glich zu machen, mu¨ssen selbstorganisierende Systeme wenigstens vier theoretische
Anforderungen erfu¨llen. Die Anforderungen wurden von Prigogine und seinen Kollegen ma-
thematisch abgeleitet (siehe [48]):
1. Mindestens zwei Komponenten im System mu¨ssen gegenseitig kausal sein. Ein System
besitzt gegenseitige Kausalita¨t, wenn mindestens zwei der Komponenten eine zirkula¨re
Beziehung haben, bei welcher jede die andere beeinflusst.
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2. Mindestens eine Komponente im System muss eine Autocatalyse besitzen. Ein System
besitzt eine Autocatalyse, wenn mindestens eine der Komponenten kausal von einer
anderen Komponente beeinflusst wird, was zu einer Intensivierung der Komponente
fu¨hrt.
3. Das System muss unter weit vom Gleichgewicht entfernten Bedingungen operieren. Ein
System ist als ”weit vom Gleichgewicht entfernt“ definiert, wenn es eine große Men-
ge Energie von außerhalb des Systems aufnimmt und diese Energie dazu verwendet,
seine eigenen Strukturen zu erneuern (Autopoesie) und die anwachsende Unordnung
(Entropie) mehr in die Umgebung zuru¨ckzugeben als sie zu speichern.
4. Um morphogenetische Vera¨nderungen zu besitzen, muss mindestens eine der Kompo-
nenten des Systems offen fu¨r externe, zufa¨llige A¨nderungen außerhalb des Systems sein.
3.1.3 Selbstorganisationsmechanismen
Solche selbstorganisierenden Systeme ko¨nnen nach Di Marzo Serugendo [40] in drei ver-
schiedene Kategorien aufgeteilt werden: Physikalische Systeme, lebende Systeme und soziale
Systeme. Alle drei Kategorien besitzen verschiedene Selbstorganisationsmechanismen, deren
wichtigsten im Folgenden vorgestellt werden.
3.1.3.1 Magnetisierung
Ein wichtiger Mechanismus der Selbstorganisation physikalischer Systeme ist die Magne-
tisierung, welche mittlerweile ausfu¨hrlich untersucht wurde. Ein Stu¨ck mo¨glicherweise magne-
tischen Materials, z. B. Eisen, besteht aus einer Vielzahl von kleinen Magneten, so genannten
Spins. Jeder Spin hat seine eigene, geographische Orientierung entsprechend der Richtung
seines magnetischen Feldes (siehe linke Seite der Abbildung 3.1).
Abbildung 3.1: Anordnung der Spins in einem Metallstu¨ck: Ungeordnet und geordnet
Die Ausrichtungen der Spins sind aufgrund der zufa¨lligen Bewegungen der Moleku¨le ge-
nerell unterschiedlich, so dass sich ihre magnetischen Felder in Summe gegenseitig aufheben.
Je ho¨her jedoch die Temperatur des Materials ansteigt, desto sta¨rker werden die zufa¨lligen
Bewegungen der Moleku¨le. Diese molekularen Bewegungen beeinflussen die Spins, wodurch
es fu¨r sie immer schwieriger wird, sich geordnet auszurichten. Sobald die Temperatur einen
gewissen Punkt erreicht hat, richten sich die Spins spontan von selber aus, so dass sie alle
in dieselbe Richtung zeigen (siehe rechte Seite der Abbildung 3.1). Anstatt sich gegenseitig
aufzuheben, erga¨nzen sich nun die magnetischen Felder zu einem einzigen, großen Magne-
ten. Der Grund dafu¨r ist, dass Spins eine geordnete Ausrichtung bevorzugen, da sich Spins
mit entgegen gesetzten Ausrichtungen abstoßen. Die Abstoßung ist vergleichbar mit der Ab-
stoßung beim aneinander halten der Nordpole von zwei Magneten. Die Magnetisierung ist
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eine deutliche Form der Selbstorganisation, da die Ausrichtung der Spins variabel ist und
von der lokalen Nachbarschaft abha¨ngt. Ein a¨hnliches Pha¨nomen dieser Art kann bei der
Kristallisation flu¨ssiger Materialien beobachtet werden.
3.1.3.2 Neuronale Netzwerke
Neuronale Netzwerke nach Kohonen [62] – auch bekannt als Self Organizing Maps (SOM)
– sind unu¨berwachte Lernalgorithmen, welche Strukturen in Daten aufdecken und fu¨r An-
wendungen mit Clustering geeignet sind. Sie haben ihre Inspiration aus den Gehirnzellen
(lebende Systeme), welche abha¨ngig vom Ort eines wahrgenommenen Objekts aktiviert wer-
den. Ein Kohonennetz besteht aus zwei Schichten von Neuronen, einer Eingabe- und einer
Ausgabeschicht – auch als Kohonenschicht bezeichnet –, in der eine topologische Karte und
damit eine zweidimensionale Visualisierung der Daten entsteht. Die Anzahl der Neuronen in
der Eingabeschicht ergibt sich aus der Dimensionalita¨t der Eingabedaten. Die Struktur der
Ausgabeschicht wird vom Anwender festgelegt.
Abbildung 3.2: Neuronales Netzwerk nach T. Kohonen
Abbildung 3.2 zeigt ein Kohonennetzwerk mit zweidimensionaler Anordnung der Ausga-
beschicht. Jedes Neuron der Eingabeschicht ist mit allen Neuronen der Ausgabeschicht ver-
bunden und jedem Kohonenneuron ist ein Gewichtsvektor von der Gro¨ße des Eingabevektors
zugeordnet (nicht eingezeichnet). Zudem sind die Kohonenneuronen untereinander verbun-
den. Ein A¨hnlichkeitsmaß, wie z. B. die euklidische Distanz, vergleicht die Eingabevektoren
mit den Gewichtsvektoren. Das Neuron mit der geringsten Distanz oder der ho¨chsten A¨hnlich-
keit zum Eingabemuster gewinnt und erha¨lt die gesamte Aktivierung. Die Gewichtungen des
Gewinner-Neurons zu der Eingabeschicht werden so modifiziert, dass die A¨hnlichkeit weiter
steigt. Im Gegensatz zu anderen Clustering-Verfahren, die bis hierhin a¨hnlich funktionieren,
vera¨ndern sich im Kohonennetzwerk auch die Gewichtsvektoren der Nachbarneuronen des Ge-
winners, um eine topologische Struktur zu erzeugen. Je na¨her ein benachbartes Neuron dem
aktivierten Neuron ist, desto sta¨rker wird sein Gewichtsfaktor adaptiert. Die Vektoren sehr
naher Neuronen werden somit immer in a¨hnliche Richtungen verschoben, wodurch Cluster
mit Abbildungen in a¨hnliche Muster entstehen.
3.1.3.3 Stigmergie
Der Begriff Stigmergie (Zusammensetzung aus dem Griechischen: stigma = Zeichen und
ergon = Arbeit) wurde zum ersten Mal von Grasse´ [51] im Jahre 1959 verwendet und deutet
an, dass Aktivita¨ten von gewissen Einheiten u¨ber a¨ußerliche Zeichen ausgelo¨st werden. Der
franzo¨sische Biologe untersuchte das Verhalten einer Termitenart wa¨hrend dem Nestbau und
bemerkte, dass das Verhalten der Arbeitertermiten wa¨hrend dem Bauprozess von der Struk-
tur des Nestbaus selber beeinflusst wurde. Stigmergie beschreibt eine Form von asynchroner
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Interaktion und dem Informationsaustausch zwischen Insekten (soziale Systeme) u¨ber eine ak-
tive Umgebung. Untersuchungen biologischer Insektenvo¨lker, wie z. B. Bienen-, Wespen-, oder
Ameisenkolonien, zeigen, dass sich diese Tiere selbst organisieren, indem sie ein dissipatives
Feld in ihrer Umgebung erstellen. Die Umgebung wird auf diese Weise als Schreibmedium ver-
wendet, in dem vergangene Verhaltenseffekte eingetragen werden um zuku¨nftiges Verhalten
zu beeinflussen. Dieser Mechanismus definiert den so genannten selbstkatalytischen Prozess,
das bedeutet, je o¨fter ein Prozess vorkommt, desto gro¨ßer ist seine Chance in Zukunft er-
neut vorzukommen. Dieser Mechanismus zeigt allgemein, wie leicht Systeme einen großen
Bereich von komplexem, koordiniertem Verhalten kreieren ko¨nnen, indem sie den Einfluss
ihrer Umgebung ausnutzen.
3.2 Nahrungssuche in Ameisenkolonien
Ameisenkolonien sind ein geeignetes Beispiel, in dem das Prinzip der Stigmergie deutlich
wird. Beobachtet man in der Natur Ameisen, welche Futter von einer Futterquelle zu einem
Ameisenhu¨gel transportieren, so ist deutlich zu erkennen, dass sie sich zwischen diesen beiden
Orten auf einem festgelegten Weg, den Ameisenstraßen, zu bewegen scheinen. Diese Straßen
verlaufen beinahe direkt zwischen Quelle und Ziel. Fraglich ist jedoch, wie die Ameisen es
aufgrund ihrer bodennahen Position schaffen, u¨berhaupt Futter zu finden, da sie bekannt-
lich nicht weit sehen ko¨nnen und jeder Stein oder Grashalm ein großes Hindernis darstellt?
Ameisen haben dazu mittels einer Dru¨se am Hinterleib die Mo¨glichkeit, so genannte Phero-
mone (Kunstwort aus dem Griechischen: pherein = u¨bertragen und horman = erregen) auf
ihrem Weg zu hinterlassen. An diesen chemischen Lockstoffen ihrer Vorga¨nger orientieren sich
nachfolgende Ameisen und wa¨hlen mit einer gewissen Wahrscheinlichkeit den am sta¨rksten
markierten Weg. Doch um zu kla¨ren, warum durch diese Pheromone ein zumeist direkter
Weg zwischen Futterquelle und Ameisenhu¨gel entsteht, kann man das Verhalten an einem
Modell na¨her betrachten. Ein a¨hnliches Modell wurde von den Biologen Deneubourg, Goss
und Pasteels [87, 49, 36] verwendet, um mit einem gefangenen Ameisenvolk der Spezis Lasi-
us niger in einem Glasro¨hrensystem das Verhalten der Ameisen nachzuweisen (so genanntes
Double-Bridge-Experiment).
3.2.1 Modell der Nahrungssuche
Abbildung 3.3 beschreibt die Ausgangssituation des Modells, bei der zwei Ameisen zum
Zeitpunkt t = 0 Minuten einen Weg von einem Ameisenhu¨gel zu einer Futterquelle suchen.
Zwischen diesen beiden Punkten befindet sich ein Hindernis, welches von den Ameisen nicht
u¨berschaut werden kann und um welches zwei verschiedene Wege fu¨hren. Fu¨r Weg A werden
zwei Minuten (TA) beno¨tigt, fu¨r Weg B, der halb so lang sei, nur eine Minute (TB). Die beiden
Ameisen sind die ersten, die eine neue Futterquelle suchen, dass bedeutet, es existieren noch
keine Pheromone auf den beiden Wegen (PA = PB = 0).
Es sei unterstellt, dass aufgrund der nicht vorhandenen Pheromone eine der beiden Amei-
sen den la¨ngeren Weg wa¨hlt und die andere Ameise den ku¨rzeren. Zudem sei vorausgesetzt,
dass alle zwei Minuten zwei weitere Ameisen den Ameisenhu¨gel verlassen um Nahrung zu
suchen. Mit diesen Pra¨missen sieht die Situation zum Zeitpunkt t = 1 Minute so aus, wie
in Abbildung 3.4 dargestellt. Wa¨hrend sich die Ameise, welche den la¨ngeren Weg eingeschla-
gen hat, gerade erst auf halber Wegstrecke befindet, hat die andere Ameise die Futterquelle
bereits erreicht und macht sich schon wieder auf den Ru¨ckweg. Nach einer weiteren Minute
liegt die in Abbildung 3.5 dargestellte Situation vor.
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Abbildung 3.3: Modell der Nahrungssuche bei Ameisen zum Zeitpunkt t = 0 Minuten
Abbildung 3.4: Modell der Nahrungssuche bei Ameisen zum Zeitpunkt t = 1 Minuten
Abbildung 3.5: Modell der Nahrungssuche bei Ameisen zum Zeitpunkt t = 2 Minuten
Abbildung 3.6: Modell der Nahrungssuche bei Ameisen zum Zeitpunkt t = 20 Minuten
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In dem Moment, in dem die Ameise auf dem la¨ngeren Weg die Futterquelle erreicht, ist die
andere Ameise bereits schon wieder zum Ameisenhaufen zuru¨ckgekehrt. Auf ihrem Ru¨ckweg
hat diese neben dem Tragen der Nahrung auch noch eine Pheromonspur gelegt (PB = 1),
welche den zu diesem Zeitpunkt startenden Ameisen als Informationsquelle dient. Da letztere
einen markierten Weg vorfinden, werden sie mit hoher Wahrscheinlichkeit den ku¨rzeren Weg
B einschlagen. Indem sie dann auf ihrem Ru¨ckweg ebenfalls wieder Pheromone hinterlassen,
steigern sie dementsprechend die Konzentration der Pheromone auf diesem Weg, weshalb
verha¨ltnisma¨ßig mehr nachfolgende Ameisen denselben Weg einschlagen werden. Nach 20
Minuten ko¨nnte die Situation die in Abbildung 3.6 dargestellte sein.
Durch den wenn auch zu anfangs sehr kleinen Unterschied in der Pheromonkonzentrati-
on beider Wege werden immer ein wenig mehr Ameisen auf den ku¨rzeren der beiden Wege
gelockt, welcher sich dadurch zu einer großen Ameisenstraße entwickeln wird. Wesentlich
bei diesem Auswahlmechanismus ist jedoch, dass sich die Ameisen mit einer der Sta¨rke der
Pheromonkonzentration korrespondierenden Wahrscheinlichkeit fu¨r einen der beiden Wege
entscheiden. Indem manche Ameisen vom Weg abweichen und einen neuen Weg beschreiten,
ko¨nnen unter Umsta¨nden Abku¨rzungen gefunden werden. Da auf diesem neuen Weg in der-
selben Zeiteinheit nun mehr Ameisen hin und her laufen ko¨nnen als auf dem alten Weg, wird
sich folglich die Pheromonkonzentration dort schneller erho¨hen und u¨ber kurz oder lang eine
neue Ameisenstraße entstehen.
3.2.2 Rolle der Pheromone
Die Pheromone nehmen bei der Nahrungssuche der Ameisen die Rolle einer Art kollektiven
Geda¨chtnisses der Kolonie ein, welches die vergangenen Wegentscheidungen speichert. Dies
sta¨rkt die Robustheit der Ameisenkolonie gegenu¨ber a¨ußeren Einflu¨ssen aus ihrer Umgebung.
Zusa¨tzlich wird u¨ber die Pheromone ein wichtiges Prinzip der Stigmergie illustriert: Globale
Information (der Ort an dem Futter gefunden werden kann) wird lokal verfu¨gbar gemacht.
U¨berall dort, wo in der Umgebung einer Ameise Pheromonspuren existieren, lernt die Ameise
u¨ber die Verfu¨gbarkeit von Futter an entfernten Orten. Eine wichtige Eigenschaft von Phe-
romonen ist dabei auch, dass sie mit der Zeit verdunsten. Falls keine neuen Pheromone auf
eine Spur gelegt werden, da die Futterquelle beispielsweise erscho¨pft ist, beginnen nachfol-
gende Ameisen mit der Suche nach neuen Wegen zu neuen Futterquellen anstatt fehlgeleitet
zu werden. Des Weiteren u¨bernehmen die Pheromone das positive Feedback (Versta¨rkung
der Pheromonspuren von angezogenen Ameisen) fu¨r die Emergenz der Ordnung bei der Nah-
rungssuche ohne globale Koordination.
3.3 Von Ameisenkolonien zu Ameisenalgorithmen
Aufgrund der Tatsache, dass ku¨nstliche Ameisen nur schwer dazu bewegen sind, reale
Pheromone in einem Computer abzulegen, mussten Wege gefunden werden, die Prinzipien
der Stigmergie durch so genannte Ameisenalgorithmen technisch nachzubilden. Ameisenal-
gorithmen modellieren das Verhalten von natu¨rlichen Ameisen bei der Nahrungssuche. Diese
Nahrungssuche kann in der Informatik als Wegsuche auf einem Graphen beschrieben werden.
Daher ko¨nnen mit Ameisenalgorithmen Probleme gelo¨st werden, die sich als Wegsuche auf
Graphen formulieren lassen. Solche Probleme werden durch die folgenden Parameter beschrie-
ben:
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• Eine Menge von Randbedingungen, welche die Eigenschaften des Problems beschreiben
(z. B. ”Alle Knoten des Graphen mu¨ssen besucht werden“).
• Eine endliche Menge von Knoten, welche Teilprobleme darstellen.
• Nachbarschaftsbeziehungen zwischen den Knoten, welche mo¨gliche U¨berga¨nge zwischen
den Knoten beschreiben.
• Eine Lo¨sung, welche durch einen Weg durch den Graphen beschrieben wird, der alle
Randbedingungen des Problems erfu¨llt.
• Eine Kostenfunktion, welche jeder Lo¨sung ihre Kosten zuweist.
Der erste, dem die technische Umsetzung des Verhaltens der Ameisen gelang, indem er die
Nahrungssuche der Ameisen auf die Lo¨sungssuche in kombinatorischen Optimierungsproble-
men u¨bertrug, war 1991 der italienische Mathematiker Dorigo. Das von ihm entwickelte Ant
System (AS) [42] war der erste Ameisenalgorithmus, der zur Lo¨sung des Travelling Salesman
Problem (TSP) [99] genutzt wurde. Trotz zu anfangs nicht sehr u¨berzeugender Ergebnisse
im Vergleich zu spezialisierten Algorithmen hatte Ant System eine sehr wichtige Rolle: Es
stimulierte weitere Forschungsarbeiten zu algorithmischen Varianten mit deutlich besserer
Performance und es inspirierte eine Vielzahl neuer Anwendungen von Ameisenalgorithmen.
Dorigo und Gambardella erweiterten Ant System 1995 um Q-Learning [103], einer Technik
fu¨r Reinforcement Learning, zu Ant-Q [45] und verbesserten 1996 dessen Performance mit
der Entwicklung des Ant Colony System (ACS) [46]. Alle Anwendungen, welche Ameisenalgo-
rithmen zur Lo¨sung von kombinatorischen Optimierungsproblemen verwenden, fallen in den
Bereich der Ant Colony Optimization (ACO).
Aufgrund der wichtigen Ergebnisse von Dorigos Ansa¨tzen fu¨r viele weitere Forschungen,
wird die Funktionsweise von Ameisenalgorithmen anhand des Beispiels erkla¨rt, wie sich das
TSP mittels des ACS lo¨sen la¨sst.
3.3.1 Travelling Salesman Problem
Das Travelling Salesman Problem (Handlungsreisendenproblem) za¨hlt zu den bekann-
testen kombinatorischen Optimierungsproblemen. Seinen Namen hat das Problem aus dem
Handbuch von Voigt [66] fu¨r Handlungsreisende von 1832, welches die a¨lteste bekannte Quelle
fu¨r die Beschreibung des Problems ist. Darin gibt der Autor Hinweise, wie ein Handelsver-
treter seine Rundreise durch eine Reihe von Sta¨dten zu seinen Kunden planen soll. Gesucht
ist die ku¨rzeste Rundreise, bei der alle Sta¨dte bzw. die dortigen Kunden genau ein einziges
Mal besucht werden. Die im Buch vorgeschlagene Rundreise durch 45 Sta¨dte in Su¨ddeutsch-
land und der Schweiz erweist sich beim Nachrechnen als nicht optimal, jedoch bleiben in der
modernen Fassung damalige Bedingungen unberu¨cksichtigt.
Mathematisch kann das Problem folgendermaßen beschrieben werden: Sei V = {v1, . . . , vn}
eine Menge von Sta¨dten, A = {(r, s) : r, s ∈ V } die Kantenmenge und drs die einer Kante
(r, s) ∈ A zugeordneten Kosten. Das TSP besteht darin, eine geschlossene Tour minimaler
La¨nge zu finden, bei der jede Stadt genau einmal besucht wird. Falls die Sta¨dte vi ∈ V mit
ihren Koordination angegeben sind und drs die euklidische Distanz zwischen r und s ist, dann
besteht ein euklidisches TSP. Ist drs = dsr, so spricht man von einem symmetrischen TSP;
gilt drs 6= dsr fu¨r auch nur eine Kante (r, s) ∈ A, so spricht man vom asymmetrischen TSP
(ATSP).
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3.3.2 Ant Colony System
Im ACS wird nur das ATSP betrachtet und das TSP als Spezialfall dessen angesehen.
Der ACS-Algorithmus ist in Pseudonotation am Anhang A.1 auf Seite 93 dargestellt. Eine
ku¨nstliche Ameise ist dabei ein Agent, welcher sich auf dem TSP-Graphen von Stadt zu Stadt
bewegt. Der Agent wa¨hlt die Stadt, zu der er sich bewegen wird, durch eine wahrscheinlich-
keitstheoretische Funktion aus akkumulierten Spuren auf Kanten und einem heuristischen
Wert, welcher als Funktion u¨ber die Kantenla¨nge gewa¨hlt wurde. Ku¨nstliche Ameisen be-
vorzugen mit einer gewissen Wahrscheinlichkeit Sta¨dte, welche u¨ber Kanten mit einer hohen
Pheromonkonzentration verbunden sind und welche nahe beieinander liegen.
Zuna¨chst werden m ku¨nstliche Ameisen auf zufa¨llig ausgewa¨hlte Sta¨dte gesetzt. Zu jedem
Zeitschritt bewegen sie sich zu neuen Sta¨dten und modifizieren dabei die Pheromonspur auf
den benutzen Kanten – Dorigo bezeichnet dies als lokale Aktualisierung der Spur. Sobald alle
Ameisen ihre Tour abgeschlossen haben, modifiziert diejenige Ameise, welche die ku¨rzeste
Tour vollzogen hat, die Kanten auf ihrer Tour – als globale Aktualisierung der Spur bezeichnet
– indem eine Menge von Pheromonen auf die Spur gelegt wird, welche umgekehrt proportional
zu der La¨nge der Tour ist (vgl. [46]).
3.3.2.1 U¨bergangsfunktion
Sei k ein Agent im ACS, dessen Aufgabe es ist, eine Tour zu erarbeiten, bei der er alle
Sta¨dte besucht und zur Ausgangsstadt zuru¨ckkehrt. Dabei besitzt k eine Liste Jk (r) von
Sta¨dten, die er noch zu besuchen hat, wobei r die Stadt ist, in der er sich gerade befindet
(anders herum kann man sagen, dass sich Agent k die bereits besuchten Sta¨dte merkt). Ein




[τ (r, s)] · [η (r, s)]β
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• τ (r, s) eine positive reale Zahl ist, welche der Kante (r, s) zugeordnet ist und welche im
ACS-Algorithmus zu den von Ameisen deponierten Pheromonen korrespondiert.
• η (r, s) eine heuristische Funktion ist, welche den Nutzen einer Bewegung von r nach s
auswertet. Beispielsweise ist im ATSP der Wert η (r, s) gerade das Inverse der Distanz
zwischen den Sta¨dten r und s.
• β ein Parameter ist, welcher die Relevanz der Heuristik abwiegt.
• q eine Zufallsvariable aus dem Intervall [0,1] und q0 (0 ≤ q0 ≤ 1) ein Parameter ist. Je
kleiner dabei q0 gewa¨hlt ist, desto gro¨ßer ist die Wahrscheinlichkeit eine zufa¨llige Wahl
zu treffen.
• S eine entsprechend gewa¨hlte Zufallsvariable aus der folgenden statistischen Auswahl-
funktion ist, welche die Wahrscheinlichkeit p widerspiegelt, mit der sich ein Agent k in
Stadt r in die Stadt s bewegt:
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(3.2)
Die Zustandsu¨bergangregel favorisiert U¨bergange zu Knoten, die u¨ber kurze Kanten ver-
bunden sind und eine große Menge von Pheromonen aufweisen.
3.3.2.2 Lokale Aktualisierung der Pheromonspuren
Eine Pheromonspur kann sowohl lokal als auch global vera¨ndert werden. Nach Dorigo ist
die Intention der lokalen Aktualisierung, sehr starke Kanten als lokale Optima zu vermeiden,
welche von allen Ameisen immer wieder gewa¨hlt werden. Wa¨hrend Ameisen eine Lo¨sung
fu¨r das TSP suchen, vera¨ndern sie die Pheromonmenge auf den besuchten Kanten nach der
folgenden lokalen Aktualisierungsregel:
τ (r, s) := (1− ρ) · τ (r, s) + ρ · τ0 (3.3)
Der Faktor ρ spiegelt in der Formel die natu¨rliche Verdunstung des Pheromons wieder
und τ0 ist ein beliebiger Parameter, meist als sehr kleine Konstante gewa¨hlt. Somit wird
jedes Mal, wenn eine Kante (r, s) von einer Ameise benutzt wird, deren Pheromonmenge
durch Anwendung der lokalen Aktualisierungsregel verringert und die Kante fu¨r nachfolgende
Ameisen mehr und mehr unattraktiv. Dies steigert die Erforschung von unbekannten Kanten.
3.3.2.3 Globale Aktualisierung der Pheromonspuren
Die Globale Aktualisierung sorgt fu¨r eine gro¨ßere Anzahl von Pheromonen auf ku¨rze-
ren Touren. Sobald alle Ameisen ihre Lo¨sungen fertig gestellt haben, deponiert die Ameise
mit der ku¨rzesten Tour Pheromone auf den von ihr besuchten Kanten (r, s) nach folgender
Aktualisierungsregel:
τ (r, s) := (1− α) · τ (r, s) + α · (Lbest−iter)−1 (3.4)
In gewisser Weise entspricht diese Formel dem Reinforcement Learning-Schema, bei dem
bessere Lo¨sungen eine ho¨here Bewertung bekommen. Dorigo fand zwei verschiedene Mo¨glich-
keiten, die beste Ameise fu¨r die globale Aktualisierung zu bestimmen: Die iterations-beste
Aktualisierung oder die global-beste Aktualisierung. Bei der iterations-besten Methode wird
die Ameise mit der ku¨rzesten Tour innerhalb einer Iteration Liter gewa¨hlt, wogegen bei der
global-besten Methode die Ameise gewa¨hlt wird, welche die ku¨rzeste Tour seit Beginn der
Lo¨sungssuche Lbest berechnete (in Experimenten wurde spa¨ter immer Lbest verwendet). Die
Anzahl der von der besten Ameisen deponierten Pheromone (Lbest−iter)−1 auf jeder besuchten
Kante (r, s) ist indirekt proportional zu der La¨nge der Tour: Je ku¨rzer die Tour ist, desto
gro¨ßer ist die Anzahl der deponierten Pheromone auf deren Kanten. Der Faktor α entspricht
der Verdunstung der Pheromone.
3.3.3 Evaluierung des Ant Colony Systems
In [46] finden sich Performance-Ergebnisse von Experimenten mit ACS zur Lo¨sung des
TSP mit mehr als 1500 Sta¨dten. Vergleiche mit anderen natu¨rlich inspirierten Algorithmen
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in [41] u¨ber die durchschnittlich ku¨rzesten, berechneten Wege zeigen die Sta¨rke des gefun-
den ACS-Algorithmus. In Dorigos ku¨nstlicher Ameisenkolonie wurden drei Ideen aus dem
natu¨rlichen Verhalten von Ameisen transferiert:
• Die Pra¨ferenz fu¨r einen Weg mit einer hohen Pheromonkonzentration
• Die gro¨ßere Wachstumsrate der Anzahl an Pheromonen auf ku¨rzeren Pfaden
• Die Kommunikation der Ameisen u¨ber Pheromone
Zusa¨tzlich wurden die ku¨nstlichen Ameisen mit einigen Fa¨higkeiten ausgestattet, welche
kein natu¨rliches Vorbild besitzen, jedoch fu¨r die TSP-Lo¨sung gut geeignet sind. Ku¨nstliche
Ameisen ko¨nnen bestimmen, wie weit Sta¨dte voneinander entfernt liegen, und sind mit einem
Speicher J ausgestattet, in dem alle bereits besuchten Sta¨dte gespeichert werden. Zu Beginn
jeder Tour wird dieser Speicher geleert und bei jedem Zeitschritt durch Hinzufu¨gen einer neu
besuchten Stadt aktualisiert.
3.4 Ameisenalgorithmen zur Lo¨sung von kombinatorischen Op-
timierungsproblemen
Ameisenalgorithmen werden in erster Linie zur Lo¨sung kombinatorischer, NP-harter Opti-
mierungsprobleme eingesetzt. Generell ko¨nnen Anwendungen auf Basis von Ameisenalgorith-
men zwei unterschiedlichen Klassen kombinatorischer Optimierungsprobleme zugeteilt wer-
den, zu statischen und dynamischen Problemen. Statische Probleme sind solche, deren Topo-
logie und Kosten wa¨hrend der Problemlo¨sung konstant bleiben; ein Beispiel hierfu¨r ist das
Travelling Salesman Problem. Dagegen ko¨nnen sich in dynamischen Problemen Topologie
und Kosten wa¨hrend des Lo¨sungsprozesses vera¨ndern; ein Beispiel hierfu¨r ist das Routing in
Netzwerken (siehe unten). Im Folgenden werden verschiedene kombinatorische Optimierungs-
probleme vorgestellt, bei deren Lo¨sung sehr gute Ergebnisse mit Ameisenalgorithmen erzielt
wurden:
Sequential Ordering Problem (SOP) Das sequentielle Ordnungsproblem mit Vorrangs-
bedingungen kann fu¨r Produktionsplanungssysteme oder Transportprobleme in flexiblen
Produktionssystemen verwendet werden und wurde zum ersten Mal 1988 mit dem Ziel
formuliert, eine Prozesssequenz zu finden, welche die gesamte Produktionsdauer mini-
miert und den Vorrangsbedingungen unterliegt. Das SOP kann als ein allgemeiner Fall
des ATSP angesehen werden, indem man die Gewichtung von den Knoten wegnimmt
und anstatt dessen die Kanten gewichtet. Dorigo und Gambardella entwickelten zur
Lo¨sung des SOP den Ameisenalgorithmus ACS-SOP mit a¨hnlicher Funktionalita¨t wie
ACS. Zusa¨tzlich wurde dieser um die Fa¨higkeit zur lokalen Suche zu HAS-SOP (Hybrid
Ant System for the Sequential Ordering Problem) [44] erweitert.
Vehicle Routing Problem (VRP) Das VRP ist ein sehr kompliziertes Problem, welches
seit den spa¨ten fu¨nfziger Jahren des letzten Jahrhunderts untersucht wird, da es eine
zentrale Bedeutung im Verteilungsmanagement besitzt. Ziel dabei ist es, Fahrzeugrou-
ten mit minimalen Kosten zu finden, wobei (1) jeder Kunde genau einmal von genau
einem Fahrzeug besucht wird, (2) alle Fahrzeugrouten am Depot beginnen und dort wie-
der enden, (3) fu¨r jede Fahrzeugroute die gesamten Auftra¨ge nicht die Ladekapazita¨t
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Q eines Fahrzeug u¨berschreiten und (4) fu¨r jede Fahrzeugroute die gesamte Routen-
la¨nge (incl. Servicezeiten) eine festgelegte Grenze L nicht u¨berschreitet. Ein wichtiger
Lo¨sungsansatz fu¨r das VRP kommt von Bullnheimer [23, 24], welcher jedoch sehr stark
vom Ant System-Algorithmus von Dorigo beeinflusst wurde.
Job Shop Scheduling Problem (JSP) Das Problem beim JSP besteht beispielsweise dar-
in, jeden Prozessschritt fu¨r die Fertigung eines Produktes auf eine Maschine aufzuteilen
(Routing Problem) und die Prozessschritte auf einer Maschine zu ordnen (Scheduling
Problem), so dass die maximale Bearbeitungszeit fu¨r alle Prozessschritte minimiert
wird. In [31] pra¨sentieren Colorni und Dorigo einen ameisenbasierten Ansatz, wiederum
aufbauend auf dem Algorithmus aus Ant System.
Quadratic Assignment Problem (QAP) Das quadratische Zuordnungsproblem kann am
besten beschrieben werden, als das Problem vom Zuordnen einer Menge aus n Objekten
auf eine Menge von n Orten. Dabei ist jede Zuordnung mit Kosten belegt, die jeweils von
der Entfernung und dem Fluss zwischen den Objekten abha¨ngen. Das Ziel ist es dann,
die Objekte so auf die Orte zu platzieren, dass die gesamten Zuordnungskosten minimal
sind. In [67] und [93] pra¨sentieren Stu¨tzle und Dorigo den HAS-QAP-Algorithmus, der
wie der HAS-SOP-Algorithmus zusa¨tzlich noch u¨ber die Mo¨glichkeit zur lokalen Suche
verfu¨gt.
Graph Coloring Problem (GCP) Beim GCP geht es darum, einen Graphen so zu fa¨r-
ben, dass zwei beliebige aneinander liegende Knoten verschiedene Farben besitzen. Zur
Lo¨sung dieses Problems entwickelten Costa und Herz AntCol [33]. Der darin enthaltene
Ameisenalgorithmus bildet bei jeder Iteration eine mo¨gliche Lo¨sung fu¨r die Fa¨rbung des
Graphen.
Routing in Netzwerken Die Hauptaufgabe eines Routingalgorithmus ist es, den Daten-
fluss von einem Quell- zu einem Zielknoten in einem Graphen – wie z. B. dem Internet –
zu dirigieren und dabei die Netzwerkperformance zu maximieren (vgl. [39]). Di Caro und
Dorigo pra¨sentieren mit AntNet [38] einen Routingalgorithmus, bei dem jede ku¨nstliche
Ameise einen Weg von ihrem Quellknoten zu ihrem Zielknoten bildet.
4. Selbstorganisierende IT-Systeme auf
Basis der Stigmergie
Ameisenalgorithmen werden nicht nur fu¨r die Lo¨sung kombinatorischer Optimierungspro-
bleme verwendet, sondern auch zur erfolgreichen Realisierung von gro¨ßeren, selbstorganisie-
renden IT-Systemen in der Industrie. Dieses Kapitel beschreibt aus der Doma¨ne der Ferti-
gungssteuerung ein Produktionsplanungs- und -kontrollsystem, welches auf der Stigmergie
basiert und sich bereits im Einsatz befindet. Eine anschließende Analyse dieser Fallstudie
wird zeigen, wie die Prinzipien der Stigmergie im Produktionsplanungs- und -kontrollsystem
umgesetzt wurden und welche Vorteile die Verwendung der Stigmergie fu¨r das System hat.
Aufgrund dieser Analyse werden Anforderungen und Technologien fu¨r die Architektur von
selbstorganisierenden IT-Systemen auf Basis der Stigmergie identifiziert. Diese Ergebnisse
ko¨nnen fu¨r die Entwicklung von Organic Computing Systemen verwendet werden.
Die heutige Produktionsindustrie sieht sich einem bedeutenden Wandel von einem Lie-
ferantenmarkt hin zu einem Kundenmarkt gegenu¨ber (vgl. [26, S. 1]). Der wachsende U¨ber-
schuss industrieller Kapazita¨t bietet dem Kunden eine gro¨ßere Auswahl und steigert denWett-
bewerb zwischen den Lieferanten. Ihrer Macht bewusst werden Kunden immer anspruchsvoller
und weniger loyal gegenu¨ber bestimmten Produkten. Als Resultat mu¨ssen die Unternehmen
Produktlebenszyklen verku¨rzen, Produkte schneller auf den Markt bringen, die Produktviel-
falt steigern und schneller die Nachfrage erfu¨llen, wa¨hrend die Qualita¨t erhalten und die
Investitionskosten gesenkt werden mu¨ssen. Dies ist eine große Herausforderung fu¨r den Pro-
duktionsprozess an sich. Er muss flexibler, robuster und noch skalierbarer werden.
Valckenaers und seine Kollegen [97, 96, 95, 53] aus diesem Grund ein selbstorganisieren-
des Produktionsplanungs- und -kontrollsystem auf Basis der Stigmergie entwickelt, welches
Produktionssysteme von Unternehmen logistisch unterstu¨tzt.
4.1 Fallstudie I: Rechnergestu¨tzte Produktionsplanung und -
kontrolle
Das Produktionsplanungs- und -kontrollsystem basiert auf der PROSA-Referenzarchitektur
[98] und ist als Multi-Agenten-System realisiert. Die Agenten werden als intelligente und fle-
xible Einheiten eingesetzt, welche ihre Umgebung beobachten. Sie fu¨hren dabei so autonom
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wie mo¨glich bestimmte Aufgaben aus und vera¨ndern dadurch ihre Umgebung auf eine ge-
zielte Art und Weise. Eine Schlu¨sseleigenschaft des Systems ist es, die zuku¨nftige Auslastung
der Produktionsanlagen exakt zu planen. Zusa¨tzlich werden die Routen von Produktinstan-
zen durch das Produktionssystem berechnet, das Starten von Prozessen an noch nicht fertig
gestellten Produktinstanzen ermittelt, Maschinenausfa¨lle kompensiert und viele weiteren An-
forderungen an moderne Produktionsplanungs- und -kontrollsysteme erfu¨llt.
4.1.1 Systemarchitektur
Die wesentlichsten Komponenten des Systems sind Agenten und eine dissipative Umge-
bung. Letztere ist eine wichtige Einrichtung, um die Aktivita¨ten der Agenten zu leiten und
um Informationen u¨ber laufende Aktivita¨ten der gesamten Agentengemeinschaft zu sammeln.
4.1.1.1 Dissipative Umgebung
Abbildung 4.1 zeigt die Topologie einer exemplarischen Produktionsstraße mit den Trans-
portba¨ndern B1 bis B5, den Kreuzungen X1 und X2, und den Ressourcen (Produktionsan-
lagen) R1, R2 und R3. Die dissipative Umgebung des Planungs- und Kontrollsystems re-
pra¨sentiert diese physikalische Struktur intern als eine Menge von Pheromonstellen. Jedes
physikalische Element ist mit einer Pheromonstelle im System verbunden. Die Pheromonstel-
len sind auf die gleiche Weise miteinander verbunden wie die physikalischen Elemente.
Abbildung 4.1: Dissipative Umgebung des Produktionsplanungs- und -kontrollsystems [97]
4.1.1.2 Agenten
Die Agenten sind einfach gebaut, reaktiv, umgebungsorientiert und haben keine Kenntnis
u¨ber andere Agenten oder die Ziele der Agentengemeinschaft. Die zugrunde liegende PROSA-
Referenzarchitektur ist auf drei verschiedenen Typen von Basisagenten aufgebaut:
Ressourcenagent Ein Ressourcenagent reflektiert einen physischen Teil – na¨mlich eine Pro-
duktionsressource des Produktionssystems – und einen informationsverarbeitenden Teil,
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welcher die Ressource kontrolliert. Der Agent bietet die Produktionskapazita¨t und -
funktionalita¨t den umgebenden Agenten an und besitzt Methoden zur Kontrolle dieser
Produktionsressourcen, um die Produktion durchzufu¨hren. Ein Ressourcenagent ist ei-
ne Abstraktion der Produktionsmittel, wie Maschinen, Schmelzo¨fen, Transportba¨nder,
Paletten, Personal, usw.
Zur Implementierung des stigmergischen Ansatzes stellt ein Ressourcenagent auf der
anderen Seite eine Art ”Schwarzes Brett“ als Pheromonstelle bereit, auf dem sich In-
formationen befinden ko¨nnen und fu¨r interessierte Agenten verfu¨gbar gemacht werden.
U¨berdies bieten Ressourcenagenten einen Graphen an, welcher die lokalen Verbindun-
gen zu benachbarten, physischen Ressourcen reflektiert. Dieser Graph erlaubt es anderen
Agenten virtuell durch die Produktionsstraße zu reisen.
Produktagenten Ein Produktagent besitzt das Prozess- und Produktwissen um die korrek-
te Erstellung von Produkten mit ausreichender Qualita¨t zu sichern. Ein Produktagent
besitzt konsistente und aktuelle Informationen u¨ber den Lebenszyklus, die Kundenan-
forderungen, Design, Prozesspla¨ne, Stu¨ckliste, Qualita¨tssicherung, Prozeduren, usw. ei-
nes Produktes. Als solches entha¨lt er das Produktmodell eines Produktes, jedoch nicht
das Produktzustandsmodell einer physischen Produktinstanz, welche produziert wird.
Der Produktagent agiert lediglich als Informationsprovider fu¨r andere Agenten.
Auftragsagent Ein Auftragsagent repra¨sentiert einen Auftrag im Produktionssystem. Er
ist fu¨r die zeitliche und korrekte Ausfu¨hrung des Auftrags verantwortlich und verwaltet
das produzierte, physische Produkt, das Produktzustandsmodell und alle logistischen
Informationen fu¨r die Ausfu¨hrung des zugeordneten Auftrags. Ein Auftragsagent kann
Kundenauftra¨ge, Serienauftra¨ge, Prototypauftra¨ge, Reparaturauftra¨ge o. A¨. repra¨sen-
tieren. Oftmals kann ein Auftragsagent als das Werkstu¨ck selber mit einem zusa¨tzlichen
Kontrollverhalten betrachtet werden, um es auf dem Weg durch die Produktionsstraße
zu verwalten, mit anderen Worten, um mit anderen Teilen und Ressourcen zu verhan-
deln, so dass das Werkstu¨ck produziert wird.
Zusa¨tzlich werden Ameisenagenten mit fachspezifischem Wissen zur Unterstu¨tzung der
Basisagenten hinzugefu¨gt. Durch ihre Aktivita¨ten erstellen die Ameisenagenten dissipative
Felder in der Umgebung, welche das Verhalten gegenseitig beeinflussen und wie bei den realen
Ameisen bestimmte Verhaltensmuster auftreten lassen.
4.1.2 Koordinationsmechanismus
Der Koordinationsmechanismus des Systems ist inspiriert von der Nahrungssuche in Amei-
senkolonien und la¨uft auf drei verschiedenen Kontrollstufen (Layers) ab, bei denen Informa-
tionen propagiert werden (vgl. [53]):
4.1.2.1 Feasibility Layer
Beginnend bei der Ressource, welche zu dem Ende der Produktionsstraße korrespondiert,
werden Ameisenagenten feasibility ants in einer bestimmten Frequenz erzeugt. Diese Frequenz
wird als refresh rate bezeichnet. Eine feasibility ant zeigt folgendes Verhalten:
• Zuerst verlangt die Ameise eine Beschreibung der Produktionsfa¨higkeiten der Ressource,
auf der sie sich momentan befindet.
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• Anschließend wird diese Beschreibung mit den bisher gesammelten Informationen u¨ber
Produktionsfa¨higkeiten zusammengebracht, welche zu anfangs leer sind.
• Danach klont sich die Ameise so oft wie Einga¨nge bei der aktuellen Ressource vorhanden
sind, so dass fu¨r jeden Eingang eine Ameise zur Verfu¨gung steht. Jede Ameise navigiert
nun in der virtuellen Kopie der zugrunde liegenden Produktionsstraße zu dem korre-
spondierenden Ausgang jeder vorausgehenden Ressource (siehe Abbildung 4.1). Dabei
haben Ressourcen, welche zu dem Anfang der Produktionsstraße korrespondieren, keine
Einga¨nge.
• Bei der Ressource angekommen, u¨berpru¨ft die Ameise diejenigen Produktionsfa¨higkei-
ten, welche auf dem am Ausgang der Ressource platzierten Informationsraum (Schwar-
zes Brett) von ihrer eigenen Generation abgelegt wurden, und fu¨gt diese mit ihren
Informationen zusammen (Ameisen ko¨nnen u¨ber verschiedene Routen denselben Aus-
gang erreichen). Sind die eigenen Informationen bereits verfu¨gbar, so stirbt die Ameise.
Andernfalls deponiert die Ameise die neuen Informationen durch U¨berschreiben der
alten und beginnt mit dem ersten Schritt ihres Verhaltensmusters bei dieser Ressource.
Durch die Deponierung von Informationen entstehen auf den Informationsra¨umen an den
Ausga¨ngen der Ressourcen so genannte subnet processing capabilities (siehe [63]). Abbildung
4.2 zeigt die Topologie der Produktionsstraße mit explizit markierten Teilnetzen. Die Ressour-
cen R1, R2 und R3 haben u¨berlappende Fa¨higkeiten C1 bis C5. Die abgelegten Informationen
bleiben jedoch nur fu¨r eine kleine Anzahl von Auffrischungszyklen gu¨ltig.
Abbildung 4.2: Subnet processing capabilities des Produktionsplanungs- und -kontrollsystems
[97]
Wenn die Ameisenagenten der Auftragsagenten vorwa¨rts durch die Produktionsstraße rei-
sen, nehmen sie die an den Ausga¨ngen abgelegten Informationen auf und leiten diese an den
zusta¨ndigen Produktagenten weiter, welcher entscheidet, ob dieser Ausgang fu¨r die Umsetz-
barkeit in Frage kommt (alle beno¨tigten Prozessschritte mu¨ssen in einer passenden Sequenz
vorkommen, ohne dabei zwangsweise die Optimalita¨t zu garantieren). Somit begrenzt die
Feasibility Layer den Suchraum auf Routen, welche technisch umsetzbar sind.
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4.1.2.2 Exploring Layer
Im Folgenden wird angenommen, dass ein Auftragsagent einem einzelnen Werkstu¨ck zuge-
ordnet werden kann. Ein Auftragsagent muss sein Werkstu¨ck so durch die Produktionsstraße
leiten, dass es allen beno¨tigten Prozessschritten unterzogen wird. Um die verfu¨gbaren Mo¨g-
lichkeiten zu erforschen, erzeugen die Auftragsagenten mit einer geeigneten Frequenz Ameise-
nagenten (exploring ants), welche virtuell durch die Produktionsstraße reisen, angefangen an
der aktuellen Position des Werkstu¨cks bis zum Ende der Straße. Jede exploring ant erforscht
die erwartete Performance einer einzelnen umsetzbaren Route fu¨r die Produktinstanz durch
die Produktionsstraße, wobei sich diese Ameisen im Gegensatz zu den feasibility ants nicht
selber klonen.
Wa¨hrend die Ameisen virtuell durch die Produktionsstraße reisen und virtuell produ-
ziert werden, fragen die exploring ants bei den Ressourcen, welchen sie auf ihrem gewa¨hlten
Weg begegnen, nach deren erwarteter Performance (Auslastung, fru¨hester Prozessstart, . . . ).
Sobald die Ameisen am Ende angekommen sind, berichten sie die erforschte Route an ihre
Auftragsagenten, welche die erwartete Performance der gesamten Route berechnen. Die Auf-
tragsagenten speichern eine Menge von geeigneten Routen, welche ku¨rzlich erforscht wurden.
4.1.2.3 Intention Layer
Hat ein Auftragsagent genu¨gend Informationen u¨ber geeignete Routen gesammelt, wa¨hlt
er die beste Route aus. Diese Route wird dann zu seiner Intention. In gleichma¨ßigen Intervallen
erzeugt der Auftragsagent Ameisenagenten (intention ants), welche die Ressourcenagenten
entlang dieser Route u¨ber die Intention ihres Auftragsagenten informieren. Eine intention
ant unterscheidet sich dabei in zwei Punkten von einer exploring ant. Auf der einen Seite hat
sie eine feste Route, der sie folgen muss, auf der anderen Seite ta¨tigt sie Reservierungen bei
der Ressource. Durch die Reservierungen ko¨nnen Ressourcenagenten lokale Auslastungsprofile
erstellen, welche die nahe Zukunft betreffen. Diese Profile werden dazu verwendet, exploring
ants und auch intention ants genaue Performancedaten zu geben.
Der so genannte refresh-and-forget-Mechanismus der natu¨rlichen Ameisen wird bei der
Propagation von Intentionen ebenfalls angewandt. Sobald es ein Auftragsagent verpasst, sei-
ne Reservierung zu erneuern, wird sie aus dem lokalen Auslastungsprofil der Ressource ent-
fernt. U¨berdies ha¨lt dieser Mechanismus die Auftragsagenten u¨ber die erwartete Performance
ihrer vorgesehenen Route informiert. Kommt eine intention ant am Ende der Produktionss-
traße an, so berichtet sie die Performance der aktuellen Intention an ihren Auftragsagenten
zuru¨ck. Sollte sich die Situation in der Produktionsstraße vera¨ndern, z. B. durch einen Ma-
schinenausfall oder durch das Eintreffen von Auftra¨gen mit ho¨herer Priorita¨t, so kann sich die
Performance der Route positiv oder negativ a¨ndern. Da das Erforschen neuer Routen parallel
zu der Propagation von Intentionen la¨uft, ko¨nnten die exploring ants attraktivere Routen
zuru¨ckmelden. Ein Auftragsagent kann in diesem Fall seine Intention vera¨ndern.
4.1.3 Produktionsvorgang
Ein Auftragsagent beobachtet den Fortschritt der korrespondierenden, physischen Pro-
duktinstanz und fu¨hrt, wenn die Zeit gekommen ist, den na¨chsten Schritt seiner Intention
aus. Das sozial vertra¨gliche Verhalten der Agenten impliziert dabei, dass eine kurzfristige
Abweichung von der Intention nur in sehr ernsthaften Situationen geschehen darf. Das A¨n-
dern der Intention ist fu¨r Situationen akzeptabler, welche weit in der Zukunft liegen, so dass
Auftragsagenten die Mo¨glichkeit haben, darauf zu reagieren.
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4.2 Analyse der Fallstudie I
4.2.1 Umsetzung der Prinzipien der Stigmergie
A¨nderungen in der Produktionsstraße, wie z. B. der Ausfall einer bestehenden Ressource
oder das Hinzukommen einer neuen Ressource, werden im System durch den refresh-and-
forget-Mechanismus geregelt. Indem die Produktionsfa¨higkeiten in abgelegten Pheromonen
immer wieder erneuert werden mu¨ssen (Verdunstung), bleiben keine alten bzw. falschen In-
formationen erhalten, so dass auch neue Informationen ohne Probleme hinzugefu¨gt werden
ko¨nnen. Zudem speichern die Auftragsagenten nur die ku¨rzlich erforschten Routen (Verduns-
tung). A¨ltere Routen ko¨nnten schon nicht mehr attraktiv sein und werden so durch neuere
ersetzt.
Die Systemarchitektur weist die in Abbildung 4.3 dargestellten Konzepte auf, welche
fu¨r die Umsetzung der Stigmergie mittels Ameisenalgorithmen in selbstorganisierenden IT-
Systemen notwendig sind:
• Eine dissipative Umgebung als verteilte Infrastruktur fu¨r die Propagation von Phero-
monen und die Erschaffung eines ku¨nstlichen, dissipativen Felds
• Agenten als agierende Individuen1
• Pheromone als Informationstra¨ger
Abbildung 4.3: Elemente eines stigmergischen Systems
Die dissipative Umgebung ist eine essentielle Komponente des beschriebenen Systems. Sie
stellt Mechanismen fu¨r die Ameisenagenten bereit, aufgrund derer sich letztere durch das
virtuelle System bewegen und Informationen innerhalb des Systems verbreiten und erhalten
ko¨nnen. Eine Umgebung fu¨r stigmergische IT-Systeme muss daher folgende architektonische
Konzepte unterstu¨tzen:
• Pheromonstellen, an denen sich Agenten befinden und Informationen ablegen oder auf-
spu¨ren ko¨nnen
• Ein Managementmechanismus, um ku¨nstliche Pheromonobjekte an diesen Stellen zu
erhalten und zu speichern
1Die Eingrenzung auf Agenten als agierende Individuen ist nicht zwingend notwendig. Diese Rolle kann
prinzipiell auch von anderen Technologien u¨bernommen werden, welche hier jedoch nicht untersucht wurden.
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• Ein Propagationsmechanismus, um den Agenten eine Bewegung innerhalb einer solchen
Topologie von Pheromonstellen zu ermo¨glichen
Die Struktur der dissipativen Umgebung ist abha¨ngig von der Anwendung und kann be-
liebig gewa¨hlt werden.
Das globale Verhalten des Systems entsteht aus den Aktivita¨ten relativ einfacher Agenten.
Die wichtigsten Eigenschaften der Agenten in stigmergischen IT-Systemen sind daher:
Kein Wissen u¨ber die gesamte Systemkomplexita¨t Agenten agieren auf Basis von In-
formationen, welche an ihrem momentanen Standort verfu¨gbar sind. Global notwendige
Informationen werden anhand von Verteilungs- und Propagationsmechanismen lokal
verfu¨gbar gemacht und so ein dissipatives Feld geschaffen. Kein Agent besitzt dadurch
ein Wissen u¨ber die u¨bergeordneten Ziele des Systems.
Selbstreflektion auf die Umgebung Agenten sind in keine direkte Kommunikation ver-
wickelt und sind sich keiner Partneragenten bewusst. Die Aktivita¨ten innerhalb einer
stigmergischen Agentengemeinschaft werden von den Agenten koordiniert, indem sie
ihre Intentionen in der dissipativen Umgebung ablegen und andere, daran interessierte
Agenten diese Informationen aufspu¨ren und daraufhin selber Informationen ablegen.
4.2.2 Technologien fu¨r die Realisierung stigmergischer Systeme
Stigmergische IT-Systeme mu¨ssen auf einer Technologie basieren, welche diese Anforde-
rungen unterstu¨tzen. Fu¨r die Implementierung werden daher Technologien beno¨tigt, welche
auf Modellen mit generativer Kommunikation basieren. Dies sind Technologien, welche gene-
rell durch Daten- oder Tupel-Spaces realisiert werden und im Linda System [29] ihren Ur-
sprung haben. Entwicklungen mit a¨hnlichen Ansa¨tzen sind Swarm [89], CHAM [20], Gamma
[13] oder die Jini Technologie von Sun Microsystems [100].
4.2.3 Vorteile durch die Verwendung der Stigmergie
Die Verwendung der Stigmergie im Produktionsplanungs- und -kontrollsystem weist Vor-
teile gegenu¨ber traditionellen Systemen auf, welche nicht auf der Stigmergie basieren:
• Die Agenten kommunizieren indirekt miteinander und interagieren nur mit der Um-
gebung nach standardisierten Protokollen. Die Agenten ko¨nnen sich dadurch auf das
Abgeben und Aufspu¨ren von Informationen konzentrieren und mu¨ssen sich nicht um
den Zustand anderer Agenten ku¨mmern.
• Diese einfache Kopplung zur Agentengemeinschaft ermo¨glicht es Agenten, in die Ge-
meinschaft einzutreten oder sie zu verlassen, ohne sie zu beeintra¨chtigen. Zudem besteht
keine Veranlassung, andere Agenten u¨ber das Eintreten oder das Verlassen zu informie-
ren. So ko¨nnen beispielsweise Ressourcen in die physische Produktionsstraße eingefu¨gt
oder herausgenommen werden, ohne dass das System neu gestartet werden muss.
• Die Erforschung neuer Routen und die Propagation von Intentionen der Auftragsagenten
geschieht in viel ho¨herer Geschwindigkeit als in der realen, physischen Produktion. Mit
anderenWorten produziert das Produktionsplanungs- und -kontrollsystem das beno¨tigte
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Produkt virtuell weit bevor die tatsa¨chliche Produktionsaktivita¨t eingeleitet wird. Wie
viel Rechenaufwand dafu¨r betrieben wird, ha¨ngt von dem wirtschaftlichen Wert besserer
Routen und anderer Sequenzentscheidungen fu¨r ein Unternehmen ab.
• Das System fu¨hrt automatisch zu optimierten Lo¨sungen. Die Erforschung von Wegen
durch Agenten aufgrund der teilweise zufa¨lligen Routenwahl garantiert, dass die Ge-
meinschaft ein robustes Verhalten aufzeigt. Die Verbreitung von globalen Informatio-
nen durch die Verweise auf Ressourcen und die Ru¨ckmeldung auf das Verhalten der
Agentengemeinschaft durch die Anziehungskraft besserer Auslastungsprofile fu¨hrt das
System zu einer Lo¨sung, welche optimiert ist, jedoch nicht zwangsweise optimal. Als Re-
sultat wird die Gemeinschaft daher als agierende Entita¨t eine optimierte Lo¨sung finden,
ohne Robustheit oder Anpassungsfa¨higkeit zu verlieren.
5. Erzeugung von Selbst-x Eigenschaften
fu¨r IT-Systeme
Die in Kapitel 4 gesammelten Anforderungen an die Architektur von selbstorganisierenden IT-
Systemen auf Basis der Stigmergie reichen noch nicht aus, um sinnvolle Organic Computing
Systeme zu entwickeln. OCS sind zwar selbstorganisierende IT-Systeme, jedoch besitzen sie
wie in Kapitel 1 beschrieben gewisse Selbst-x Eigenschaften, welche nicht allein durch die
Verwendung eines Selbstorganisationsmechanismuses wie der Stigmergie entstehen. Fu¨r die
Erstellung des Entwicklungsprozesses fu¨r OCS fehlen noch Informationen u¨ber die technische
Erzeugung von Selbst-x Eigenschaften fu¨r IT-Systeme.
In diesem Kapitel wird daher eine mo¨gliche Erzeugung von Selbst-x Eigenschaften genau
untersucht. Die Untersuchung findet auf Basis der Referenzarchitektur fu¨r Autonomic Com-
puting Systeme [56] statt. Dieses Vorgehen ist mo¨glich, da sich die Selbst-x Eigenschaften
des Autonomic Computing von denen des Organic Computings bis auf wenige Punkte nur
im Anwendungsbereich unterscheiden, nicht jedoch im Prinzip der technischen Erzeugung.
Der Vorteil der Untersuchung der Erzeugung im AC liegt darin, dass aufgrund der erheb-
lich gro¨ßeren Forschungsgemeinschaft im Vergleich zum OC bereits detailliertere Informatio-
nen daru¨ber vorliegen, wie die in 2.1 vorgestellten Ansa¨tze des OC fu¨r Helper Threads bzw.
Observer/Controller-Architekturen konkret umgesetzt wurden. Aus dieser Untersuchung wer-
den konzeptionelle Anforderungen an IT-Systeme identifiziert, um ein systemweites Selbst-x
Verhalten zu ermo¨glichen.
5.1 Konzepte des Autonomic Computing
Autonomic Computing Systeme tasten a¨hnlich wie OCS ihre Umgebung ab, analysieren
ihr eigenes Verhalten und vollziehen Aktionen, um die Umgebung oder ihr Verhalten zu ver-
a¨ndern. Zur technischen Erzeugung der Selbst-x Eigenschaften fu¨r diese Systeme definiert die
Architektur Konzepte wie Managed Resource, Touchpoint, Touchpoint Autonomic Manager,
Orchestrating Autonomic Manager und Integrated Solution Console, deren Zusammenhang
in Abbildung 5.1 dargestellt ist. Fu¨r die Realisierung dieser Konzepte werden verschiedene
Technologien (Common Information Model, Simple Network Management Protocol (SNMP),
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Web Services (WS), Java Management Extensions (JMX), Open Grid Service Architecture
(OGSA), . . . ) verwendet.
Abbildung 5.1: Autonomic Computing Referenzarchitektur [56]
Die Referenzarchitektur entha¨lt auf der untersten Schicht so genannte Managed Resources,
welche als Systemkomponenten die IT-Infrastruktur ergeben und auch selber Fa¨higkeiten zum
Selbst-Management enthalten ko¨nnen. Die na¨chste Schicht entha¨lt konsistente, standardisier-
te Manageability Interfaces, um die Managed Resources zu kontrollieren und einen Zugriff auf
diese zu ermo¨glichen. Diese Interfaces werden jeweils durch einen so genannten Touchpoint
implementiert. Eine konkrete Ressource kann einen oder mehrere so genannte Touchpoint Au-
tonomic Managers besitzen, von denen jeder eine relevante Kontrollschleife implementiert und
so eine Managed Resource mit einer Selbst-x Eigenschaft ausstattet. In Abbildung 5.1 wird
jede Selbst-x Eigenschaft durch einen einzigen Autonomic Manager dargestellt, jedoch ko¨nnte
auch ein einziger Autonomic Manager diese Aufgaben u¨bernehmen. Die vierte Schicht ent-
ha¨lt Autonomic Managers, welche die Touchpoint Autonomic Managers orchestrieren. Diese
so genannten Orchestrating Autonomic Managers sorgen fu¨r die systemweiten, autonomen Fa¨-
higkeiten, indem sie Kontrollschleifen implementieren, welche den breitesten U¨berblick u¨ber
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die gesamte Infrastruktur besitzen. Die oberste Schicht sorgt fu¨r ein einheitliches System-
Management fu¨r die IT-Entwickler durch eine so genannte Integrated Solutions Console. Da
diese Schnittstelle nur fu¨r das Management des Systems vorhanden ist, wird es im Folgenden
nicht na¨her betrachtet.
5.1.1 Managed Resource
Eine Managed Resource ist im Wesentlichen a¨quivalent zu einer Komponente, die in ge-
wo¨hnlichen, nichtautonomen Systemen Anwendung findet. Sie kann jedoch fu¨r das Monitoring
und die Kontrolle durch einen Autonomic Manager angepasst werden. Managed Resources
ko¨nnen sowohl einzelne Hardwareressourcen, wie Speicher, CPU oder Drucker, sowie einzelne
Softwareressourcen, wie Datenbanken oder Verzeichnisdienste, oder aber eine Sammlung von
Ressourcen, wie Serverpools oder ganzen Unternehmensanwendungen, sein. Zusa¨tzlich ko¨nnen
bereits auf dieser Schicht Kontrollschleifen fu¨r ein Selbst-Management in den Managed Re-
sources enthalten sein. Die Details dieser Kontrollschleife sind jedoch meist anbieterabha¨ngig
und nach außen hin nicht sichtbar.
5.1.2 Touchpoint
Ein Touchpoint implementiert das Verhalten von Sensor und Effektor in einem Manage-
ability Interface fu¨r meist mehrere nach außen angebotene Methoden von Managed Resources.
Der Sensor bietet dabei Methoden fu¨r die Sammlung von Informationen u¨ber den Zustand
einer Managed Resource an, der Effektor Methoden fu¨r die Vera¨nderung von Zusta¨nden der
Managed Resource. Die Manageability Interfaces verwenden fu¨r die Bereitstellung dieser Me-
thoden Mechanismen wie Logdateien, Events, Befehle, APIs oder Konfigurationsdateien. Die-
se Mechanismen unterstu¨tzen verschiedene Wege, um Details wie Identifikationen, Zusta¨nde,
Metriken, Konfigurationen oder auch Beziehungen zu anderen Managed Resources zu sam-
meln, sowie das Verhalten oder die Zusta¨nde einer Managed Resource zu vera¨ndern.
5.1.3 Touchpoint Autonomic Manager
Autonomic Managers implementieren intelligente Kontrollschleifen, welche verschiedene
Kombinationen von Aufgaben automatisieren und dadurch Selbst-x Eigenschaften ermo¨gli-
chen. Touchpoint Autonomic Managers sind dabei diejenigen, welche direkt mit einer oder
mehreren Managed Resources u¨ber deren jeweiligen Touchpoint zusammenarbeiten. Das Kon-
strukt aus einem Autonomic Manager und seinen Managed Resources wird auch als Auto-
nomic Element bezeichnet. Autonomic Managers verwenden Policies, welche unter anderem
Ziele fu¨r eine Kontrollschleife vorgeben. Autonomic Managers ko¨nnen verschiedene Anordnun-
gen von Managed Resources kontrollieren, z. B. nur eine einzelne Ressource, eine homogene
oder heterogene Gruppe von Ressourcen oder aber auch eine Sammlung von heterogenen
Gruppen als gesamtes Businesssystem. Autonomic Managers jeglicher Art besitzen a¨hnlich
den Managed Resources ebenfalls einen Sensor und einen Effektor, so dass deren orchestrie-
rende Autonomic Managers mit ihnen interagieren ko¨nnen. Letztere verwenden dazu eine
Schnittstelle, welche a¨hnlich dem Manageability Interface einer Managed Resource ist.
5.1.4 Orchestrating Autonomic Manager
Ein einzelner Touchpoint Autonomic Manager, welcher in Isolation arbeitet, kann nur
ein autonomes Verhalten fu¨r die Ressourcen erzeugen, welche er kontrolliert. Orchestrierende
Autonomic Managers hingegen koordinieren das Verhalten der einzelnen Touchpoint Auto-
nomic Managers und erreichen durch Interaktionen mit diesen und anderen orchestrierenden
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Autonomic Managers ein systemweites Selbst-x Verhalten. Dabei kann unterschieden werden,
ob die orchestrierenden Autonomic Manager die Touchpoint Autonomic Manager nach ihren
Fa¨higkeiten gruppiert oder u¨ber ihre Fa¨higkeiten hinweg kontrollieren.
5.2 Funktionsweise eines Autonomic Managers
Da ein Autonomic Manager der zentrale Bestandteil fu¨r die technische Erzeugung von
Selbst-x Eigenschaften ist, wird fu¨r die gezielte Entwicklung der Eigenschaften die Funktions-
weise im Inneren eines Autonomic Managers noch detaillierter betrachtet.
Abbildung 5.2: Logischer Aufbau eines Autonomic Elements
Wie bereits erwa¨hnt, implementiert ein Autonomic Manager eine intelligente Kontroll-
schleife. Um ein Selbst-Management zu ermo¨glichen, muss diese Kontrollschleife automatisiert
werden, das bedeutet, der Autonomic Manager beno¨tigt automatische Mechanismen, welche
die beno¨tigten Details des Systems sammeln, die Details auf Notwendigkeiten fu¨r Vera¨nde-
rungen analysieren, Pla¨ne oder Aktionssequenzen fu¨r diese Vera¨nderung generieren und darin
enthaltene Aktionen durchfu¨hren. Aus diesem Grund wird ein Autonomic Manager in die vier
Komponenten Beobachtung (Monitor), Analyse (Analyze), Planung (Plan) und Ausfu¨hrung
(Execute) untergliedert, welche sich eine gemeinsame Wissensbasis (Knowledge) teilen und
durch ihre Zusammenarbeit die Kontrollschleife (dicke Linie) bilden (siehe Abbildung 5.2). Die
Darstellung gibt dabei mehr die strukturelle Anordnung als einen strikten Kontrollfluss wie-
der. Durch das Anbieten von Sensor und Effektor (oben) a¨hnlich denen der Touchpoints einer
Managed Resource (unten) ko¨nnen die Autonomic Managers in einer verteilten Infrastruktur
zusammengefu¨gt werden und ermo¨glichen es so orchestrierenden Autonomic Managers, deren
Managementfunktionen zu erfu¨llen.
Obwohl ein Autonomic Manager die vier Komponenten der Kontrollschleife automatisie-
ren kann, kann ein Entwickler einen Autonomic Manager so konfigurieren, dass dieser nur
bestimmte Bereiche seiner automatisierten Kontrollschleife ausfu¨hren soll. So kann ein Auto-
nomic Manager beispielsweise auf das Monitoring beschra¨nkt werden, so dass er nur Nach-
richten u¨ber beobachtete Situationen an eine andere Instanz meldet, ohne weitere Schritte
der Kontrollschleife zu ta¨tigen. Durch andere Konfigurationen ko¨nnen weitere Bereiche der
Kontrollschleife zugelassen werden (vgl. [56]). Jede der fu¨nf Komponenten eines Autonomic
Managers hat dabei seine eigene Funktion bzw. Aufgabe:
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Monitorfunktion Der Monitor eines Autonomic Managers sammelt in erster Linie relevan-
te Details (Topologieinformationen, Metriken, Konfigurationseinstellungen, . . . ) u¨ber
Managed Resources, welche von da ab auch anderen Funktionen zur Verfu¨gung stehen.
Die Informationssammlung geschieht entweder durch das Empfangen eines Events, wel-
ches die Managed Resource u¨ber ihren Touchpoint an den Autonomic Manager schickt
(receive-notification style), oder durch den Aufruf von angebotenen ”get“-Methoden auf
dem Touchpoint einer Manager Resource (retrieve-state style). Die aus den Details ge-
wonnenen Daten (Status, Konfiguration, angebotene Kapazita¨t, Durchsatz, . . . ) werden
aggregiert und gefiltert, bis ein Symptom festgestellt wird, welches analysiert werden
muss. Ein ermitteltes Symptom wird an die Analyse weitergereicht.
Analysefunktion Die Analyse bietet auf Basis der Symptome Mechanismen fu¨r die Ana-
lyse von Situationen an, um zu bestimmen, ob bestimmte A¨nderungen vorgenommen
werden mu¨ssen. Eine Notwendigkeit fu¨r eine A¨nderung kann festgestellt werden, wenn
beispielsweise gu¨ltige Policies nicht mehr erfu¨llt werden. Die Analyse ist auch fu¨r die
Erhaltung von Policies verantwortlich. Sollten A¨nderungen notwendig sein, u¨bergibt
die Analyse einen A¨nderungsauftrag an die Planung. Der A¨nderungsauftrag beschreibt
die Modifikationen, welche die Analysekomponente fu¨r notwendig oder wu¨nschenswert
ha¨lt. In vielen Fa¨llen modelliert die Analysefunktion komplexes Verhalten, so dass sie
Vorhersagetechniken verwendet, um u¨ber ihre IT-Umgebung zu lernen und zuku¨nftiges
Verhalten vorhersagen zu ko¨nnen.
Planungsfunktion Die Planung wa¨hlt oder erstellt aufgrund des A¨nderungsauftrags einen
passenden Ablauf, um eine gewu¨nschte Modifikation in einer Managed Resource zu
erzeugen. Sie kann dabei auf viele Ablaufformen zuru¨ckgreifen, angefangen bei einem
einzigen Befehl bis hin zu einem kompletten Workflow. Die Planung u¨bergibt darauf
einen geeigneten A¨nderungsplan mit den ermittelten Abla¨ufen an die Ausfu¨hrung.
Ausfu¨hrungsfunktion Die Ausfu¨hrung liefert den Mechanismus fu¨r die Koordination der
Abla¨ufe im A¨nderungsplan mittels bestimmter Aktionen. Diese Aktionen werden einer
Managed Resource u¨ber den Effektor ihres Touchpoints mitgeteilt und dann von ihr
ausgefu¨hrt (perform-operation style). Die Ausfu¨hrung eines A¨nderungsplans kann eine
Aktualisierung der Wissensbasis des Autonomic Managers bewirken, indem der Effekt
einer Aktion vom Monitor beobachtet und gespeichert wird.
Wissensbereitstellung Die von den vier Funktionen verwendeten Informationen werden
als gemeinsames Wissen in der Wissensbasis gespeichert. Diese entha¨lt somit Daten wie
Topologieinformationen, historische Logs, Metriken, Symptome und Policies. Ein Au-
tonomic Manager kann das verwendete Wissen auf drei verschiedene Arten empfangen:
(1) Das Wissen wird u¨ber den Effektor eingefu¨hrt. Auf diesem Weg kann ein Autonomic
Manager z. B. Policies vom Entwickler oder von orchestrierenden Autonomic Managers
erhalten. (2) Das Wissen wird durch einen externen Informationsdienst geliefert. Auf
diesem Weg kann ein Autonomic Manager z. B. Logdateien mit historischem Wissen
u¨ber eine Managed Resource erhalten. Die Logdatei kann beispielsweise Eintra¨ge mit
Events enthalten, welche in einer Komponente oder in einem System fru¨her aufgetreten
sind. (3) Ein Autonomic Manager kann das Wissen durch seine Funktionen wie be-
schrieben selber erstellen. Die Autonomic Computing Referenzarchitektur besitzt dabei
drei Arten von Wissen (siehe Tabelle B.1 im Anhang auf Seite 94).
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5.3 Konzeptionelle Anforderungen an IT-Systeme fu¨r die Er-
mo¨glichung eines Selbst-x Verhaltens
Die beschriebene Architektur des Autonomic Computing und die Funktionsweise eines
Autonomic Managers ermo¨glichen die Identifizierung von konzeptionellen Anforderungen an
IT-Systeme, um ein systemweites Selbst-x Verhalten zu ermo¨glichen. Die Anforderungen ko¨n-
nen in verschiedene Bereiche untergliedert werden:
Systemarchitektur Die Systemarchitektur muss derart gestaltet sein, dass Selbst-x Eigen-
schaften fu¨r das ganze System ermo¨glicht werden. Dazu mu¨ssen Regeln gefunden wer-
den, wie ein System in Managed Resources und Autonomic Managers aufgeteilt werden
kann. Eine Herausforderung wird dabei sein, welche Autonomic Managers welche Ma-
naged Resources bzw. andere Autonomic Managers verwalten mu¨ssen, um bestimmte
Selbst-x Eigenschaften zu erhalten.
Informationsaustausch Die gefundenen Managed Resources besitzen Fa¨higkeiten, um die
ihnen gestellten Aufgaben erfu¨llen zu ko¨nnen. Fu¨r die Verwendung in OCS mu¨ssen
sie jedoch eine Schnittstelle fu¨r Autonomic Manager anbieten, durch welche letztere
auf diese Fa¨higkeiten zugreifen ko¨nnen. Dazu geho¨ren auch Mechanismen, welche den
Austausch von Nachrichten mo¨glich machen. Dasselbe gilt fu¨r den Nachrichtenaustausch
zwischen den internen Komponenten eines Autonomic Managers bzw. den Austausch
von Nachrichten zwischen mehreren Autonomic Managers.
Interaktionen Fu¨r die Kommunikation zwischen den einzelnen Systemkomponenten mu¨ssen
Modelle und Protokolle entwickelt werden, welche den Austausch von Informationen,
Events und Wissen definieren. Beno¨tigt werden dabei Standards, durch welche Autono-
mic Manager auch aus verschiedensten Doma¨nen miteinander kommunizieren ko¨nnen.
Dabei mu¨ssen auch theoretische Grundlagen fu¨r die Kommunikation zwischen den Auto-
nomic Managers entwickelt werden, unter welchen Bedingungen bilaterale, multilatera-
le oder verkettete Verhandlungen angewendet werden sollen und welche Auswirkungen
diese Interaktionen haben.
Monitorfunktion Ein Monitor beno¨tigt Regeln, welche Daten er zu beobachten hat. Es
mu¨ssen Wege gefunden werden, Symptome zu definieren, so dass ein Monitor beobach-
tete Daten in diese unterteilen kann.
Analysefunktion Die Analyse beno¨tigt Regeln, Metriken, Schwellen und Konfigurationen,
um Symptome analysieren zu ko¨nnen und notwendige Aktionen in die Wege zu leiten.
Planungsfunktion Die Planung muss mit initialen Pla¨nen ausgestattet werden, um erhal-
tene A¨nderungsanforderungen umsetzen zu ko¨nnen. Dazu werden auch Informationen
u¨ber die Fa¨higkeiten einer Managed Resource beno¨tigt.
6. Entwicklungsansatz fu¨r Organic
Computing Systeme
Die Untersuchungen in den Kapiteln 3, 4 und 5 haben zum einen gezeigt, wie stigmergische
IT-Systeme konstruiert sein mu¨ssen, um Charakteristika der Selbstorganisation aufzuweisen,
zum anderen, welche konzeptionellen Anforderungen an IT-Systeme gestellt werden, um ein
Selbst-x Verhalten zu ermo¨glichen. Aufbauend auf diesen Ergebnissen wird in diesem Kapitel
ein Metamodell fu¨r Organic Computing Systeme beschrieben, welches die architektonischen
Anforderungen an stigmergische IT-Systeme mit Selbst-x Eigenschaften erfu¨llt. Dieses Meta-
modell dient als Fundament des modellbasierten Entwicklungsprozesses fu¨r Organic Compu-
ting Systeme.
Der Entwicklungsprozess ermo¨glicht es folglich, stigmergische Organic Computing Systeme
zu entwerfen. Dies wird exemplarisch an einer vereinfachten Entwicklung eines stigmergischen
Produktionsplanungs- und -kontrollsystems gezeigt, welches anna¨hernd dieselben Grundfunk-
tionalita¨ten und Eigenschaften besitzt, wie das System aus Fallstudie I1. Im Gegensatz zum
Originalsystem wird das hier entwickelte System jedoch zusa¨tzlich u¨ber Selbst-x Eigenschaf-
ten verfu¨gen, welche das System zu einem Organic Computing System werden lassen. Anhand
dieses Beispiels wird der Entwicklungsprozess und die verwendete Modellierungssprache er-
kla¨rt. Abschließend werden Ansa¨tze fu¨r Transformationen zwischen verschiedenen Modellen
des Entwicklungsprozesses vorgestellt, um eine Unterstu¨tzung fu¨r das Framework der MDA
zu liefern.
6.1 Metamodell fu¨r Organic Computing Architekturen
Um die in den letzten Kapiteln identifizierten Anforderungen erfu¨llen zu ko¨nnen, werden
fu¨r das OCS-Metamodell unterschiedliche Konzepte verwendet, welche sich in ihrem jeweiligen
Anwendungsgebiet bereits bewa¨hrt haben. Neu ist hingegen die Kombination dieser Konzepte
in einem einzigen Metamodell. Ein Teil der Konzepte entstammt aus Metamodellen und Me-
thodologien der Agententechnologie, da Organic Computing Systeme wie in 2.2 beschrieben
1Die Entwicklung wird aus Platzgru¨nden nur die wesentlichsten Funktionen beru¨cksichtigen und von Details
abstrahieren
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A¨hnlichkeiten mit diesen Systemen aufweisen. Ein anderer Teil der Konzepte fließt aus dem
Autonomic Computing mit ein, um die Anforderungen an ein Selbst-x Verhalten zu erfu¨llen.
Fu¨r die Identifizierung geeigneter Konzepte aus der Agententechnologie wurden einige
Ansa¨tze aus 2.2 miteinander verglichen. Ein Vergleich der Metamodelle von ADELFE, Gaia
und PASSI findet sich auch bei Bernon [17]. Sie fasst die ihr am besten erscheinenden Konzepte
– fu¨r ein umfassendes Agentenmetamodell und nicht fu¨r ein OCS-Metamodell – der drei
Methodologien zu einem einzigen Metamodell zusammen. Aufgrund der enormen Gro¨ße des
entstandenen Metamodells kommt sie zu dem Schluss, dass eine Entwicklungsmethodologie
fu¨r solch ein Modell nicht oder nur in einzelnen Teilen mo¨glich ist. Das OCS-Metamodell
verwendet aus diesem Grund nur die wirklich notwendigen Konzepte, so dass alle gestellten
Anforderungen erfu¨llt werden.
Abbildung 6.1: Metamodell fu¨r OCS-Architekturen
Im OCS-Metamodell (siehe Abbildung 6.1) ist wie in vielen Agentenmethodologien (vgl.
[60, 2, 32, 106]) die Rolle (Role) das zentrale Element. Alle Rollen ergeben gemeinsam die
gesamte Umgebung (Environment) des Systems. Eine Rolle kann mit anderen Rollen in-
teragieren (Interaction) und tauscht dazu Nachrichten (Messages) nach einem spezifizierten
Protokoll (Interaction Protocol) aus (a¨hnlich [108]). Die initiierende Rolle wird dabei als In-
itiator bezeichnet, die partizipierende Rolle als Participant. Die Interaktion kann dann je nach
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Protokoll durch eine direkte Kommunikation zwischen zwei Rollen als auch indirekt durch
die Kommunikation u¨ber die Umgebung (Stigmergie) realisiert werden.
Rollen werden in Managed Resource Roles bzw. Autonomic Manager Roles unterteilt,
welche dann von Managed Resources bzw. Autonomic Managers u¨bernommen werden. Dabei
kann ein Autonomic Manager mehrere Autonomic Manager Roles u¨bernehmen und weite-
re Autonomic Managers bzw. Managed Resources kontrollieren. Managed Resources ko¨nnen
ebenfalls mehrere Managed Resource Roles u¨bernehmen und mehrere Managed Resources
kontrollieren. Letztere ko¨nnen wiederum in Hardware und Software Resources unterteilt wer-
den. Managed Resources und Autonomic Managers ergeben Autonomic Elements. Dabei kann
ein Autonomic Element aus einer oder mehreren Managed Resource, einem oder mehreren
Autonomic Managers oder auch aus einer Mischung beider Konzepte bestehen. Eine Managed
Resource muss infolgedessen nicht immer von einem Autonomic Manager kontrolliert werden.
Dieses Konzept entspricht der Referenzarchitektur des Autonomic Computing und schafft so
die Basis fu¨r Selbst-x Eigenschaften.
Sowohl Managed Resources als auch Autonomic Managers besitzen Wissen. Dieses Wis-
sen entha¨lt im Fall des Managed Resource Knowledge Repra¨sentationen von Vorstellungen
u¨ber sich selber, ihre Umgebung sowie andere Managed Resource Roles. Das Autonomic Ma-
nager Knowledge entha¨lt zusa¨tzlich noch das Wissen u¨ber kontrollierte Managed Resources
(Selbst-Konfiguration). Das Wissenskonzept entspricht sowohl dem Konzept von beliefs [18]
in Agenten als auch dem des Autonomic Computing.
Das Verhalten einer Rolle ist durch Normen (Norms) festgelegt. Dieses Konzept ist der
normativen Agentenarchitektur (NoA) [64] entnommen, welche erstellt wurde, um die Ent-
wicklung von Agentengemeinschaften zu unterstu¨tzen, welche von Normen anstatt von Zielen
geleitet werden. Normen ko¨nnen Obligationen (Obligations), Erlaubnisse (Permissions) oder
Verbote (Prohibitions) sein. Obligations motivieren Agenten entweder einen Zustand zu er-
reichen oder eine bestimmte Aktion auszufu¨hren. Prohibitions schra¨nken das Verhalten eines
Agenten ein, wohingegen Permissions es einem Agenten erlauben, bestimmte Aktivita¨ten zu
ta¨tigen. Durch die Verwendung dieses Konzepts kann das Verhalten einer Rolle im Gegensatz
zur einfachen Verwendung von Zielen noch feiner gesteuert werden.
Der Lebenszyklus einer Rolle entspricht trotz des Konzepts der Normen dennoch dem klas-
sischen Lebenszyklus von Rollen bei Agenten. Eine Rolle erkennt Situationen, trifft Entschei-
dungen und fu¨hrt Aktionen aus. Das Erkennen von Situationen beruht in diesem Metamodell
auf Ereignissen (Events). Dieses Konzept ist fu¨r die Verwendung in einem Metamodell im Ver-
gleich zu den Agentenmethodologien neu und nimmt zusa¨tzlich das Konzept der so genannten
NCS (Non-Cooperative Situations) aus [18] und die Funktionsweise der Kommunikation ei-
ner Managed Resource und einer Autonomic Managers im Autonomic Computing mit auf.
Events ko¨nnen gewo¨hnlich (Regular Events) oder ungewo¨hnlich sein (Unregular Events). Ge-
wo¨hnliche Events sind solche, welche eine Rolle von Anfang an besitzt oder durch Lernen
(Adaptivita¨t) hinzugewinnt. Sie werden von einer Rolle a¨hnlich dem Publish-Subribe-Pattern
[25] geworfen und von einer anderen oder derselben Rolle empfangen und behandelt. Aufgrund
des Empfanges eines Events ko¨nnen Normen aktiviert oder deaktiviert werden. Events ko¨n-
nen das Eintreffen einer Nachricht signalisieren, das Erreichen eines Zustands melden oder
auch aufgrund einer unbekannten Situation oder Fehlers ausgelo¨st werden. Im letzten Fall
kommt dies dem Werfen einer Exception wie in Java [8] gleich und wird als ungewo¨hnliches
Event eingeordnet. Ungewo¨hnliche Events ko¨nnten in verschiedene weitere Kategorien unter-
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teilt werden2. Dazu geho¨ren Teile der NCS von ADELFE, wie Incromprehension (eine Rolle
versteht eine empfangene Nachricht nicht), Ambiguity (eine Rolle hat mehrere Interpretati-
onsmo¨glichkeiten fu¨r eine empfangene Nachricht), Incompetence (eine Rolle kann die Anfrage
einer anderen Rolle nicht erfu¨llen), Unproductivness (eine Rolle erha¨lt eine bereits bekannte
Information oder eine Information, welche ihr nichts nu¨tzt), Concurrence (mehrere Rollen
wollen gleichzeitig Zugriff auf denselben kritischen Bereich einer Rolle erhalten), Uselessness
(eine Rolle fu¨hrt Aktionen durch, welche zu nichts fu¨hren).
Daru¨ber hinaus ko¨nnen ungewo¨hnliche Events Internal Exceptions sein, falls eine Fehl-
funktion innerhalb einer Rolle vorliegt (Selbst-Heilung), oder Intrusion Detections, falls ein
Angriff von außen stattfindet (Selbst-Schutz). Dazu ko¨nnen beliebig viele weitere Events de-
finiert oder erlernt werden. In allen Fa¨llen ist eine Rolle dazu gezwungen, ein empfangenes
Event zu kategorisieren (a¨hnlich den Symptomen im Autonomic Computing) und nach be-
stehenden Normen und Pla¨nen zu behandeln oder bei Bedarf neu Pla¨ne zu generieren, um
die Situation zu lo¨sen (Adaptivita¨t).
Pla¨ne bestehen aus Aktionen (Actions) – die internen Aktivita¨ten einer Rolle – und In-
teraktionen – die externen Aktivita¨ten einer Rolle. Die explizite Modellierung von Zielen
und Pla¨nen fehlt in ADELFE, Gaia und PASSI, ist aber in anderen Methodologien rele-
vant (MASSAGE, Tropos). Fu¨r die Adaptivita¨t von OCS ist die Modellierung von Pla¨nen
allerdings unvermeidlich (Selbst-Optimierung). Pla¨ne helfen bei der Erreichung von Zielen in
Normen und haben bestimmte Effekte (siehe [64]). Die Aktionen und Interaktionen einer Rol-
le werden durch Dienste (Services) eines Autonomic Managers oder einer Managed Resource
implementiert.
Durch das OCS-Metamodell werden die identifizierten Anforderungen erfu¨llt. Das Kon-
zept der Rollen unterstu¨tzt zusa¨tzlich die Selbst-x Eigenschaften des Systems. Wu¨rden die
Managed Resources und Autonomic Managers ohne Rollen direkt die gesamte Umgebung
bilden, ga¨be es z. B. zur Laufzeit keine Mo¨glichkeit, eine Rolle eines Autonomic Managers
auf einen anderen Autonomic Manager zu u¨bertragen. Beim Ausfall eines Autonomic Ma-
nagers oder einer Managed Resource wa¨re das System nicht mehr voll funktionsfa¨hig. Ist es
jedoch mo¨glich, die Rollen zur Laufzeit auf andere Elemente zu u¨bertragen, ist nicht nur die
Selbst-Heilung gewa¨hrleistet.
6.2 Entwicklungsprozess
Ein Softwareentwicklungsprozess ist definiert als ein Prozess, d. h. eine Sequenz von Schrit-
ten, durch den Benutzeranforderungen in ein Softwareprodukt umgewandelt werden (vgl.
[57]). Der folgende Entwicklungsprozess definiert eine Sequenz von Schritten (Aktivita¨ten),
welche fu¨r die Entwicklung von Organic Computing Systemen, die auf dem OCS-Metamodell
(siehe Abbildung 6.1) basieren, ausgefu¨hrt werden mu¨ssen. In Klammern sind jeweils die Mo-
delle angegeben, welche nach Ausfu¨hrung einer Aktivita¨t entstehen. Die Analysephase wird
durch die Aktivita¨ten 1–5, die Designphase durch die Aktivita¨ten 6–19 gebildet. Eine Imple-
mentierungsphase ist in dieser Arbeit noch nicht beru¨cksichtigt, kann aber in Zukunft ohne
Weiteres an die bestehenden Aktivita¨ten angeha¨ngt werden. Die Abfolge der Schritte ist un-
abha¨ngig vom Vorgehensmodell und kann beispielsweise durch das Wasserfallmodell oder den
Rational Unified Process (RUP) [6] realisiert werden.
2Aus Platzgru¨nden nicht dargestellt
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Die Aktivita¨ten des Entwicklungsprozesses sind im Einzelnen:
1. Definition des Gescha¨ftsumfeldes (Business Context Model)
2. Bestimmung der zu unterstu¨tzenden Gescha¨ftsprozesse (Business Process Model)
3. Charakterisierung der Umgebung (Environment Model)
4. Aufstellung von Anwendungsfa¨llen (Use Case Model)
5. Zusammenfassen des Grundwortschatzes (Ontology Model)
6. Identifizierung von Managed Resource Rollen (Role Model)
7. Spezifikation von Normen fu¨r Managed Resource Rollen (Norm Model)
8. Entwicklung von Pla¨nen fu¨r Managed Resource Rollen (Plan Model)
9. Identifizierung der Interaktionspattern zwischen Managed Resource Rollen (Interaction
Model)
10. Identifizierung der Dienste fu¨r Managed Resource Rollen (Service Model)
11. Identifizierung von Autonomic Manager Rollen (Autonomic Manager Role Model)
12. Spezifikation von Normen fu¨r Autonomic Manager Rollen (Autonomic Manager Norm
Model)
13. Entwicklung der Analyse fu¨r Autonomic Manager Rollen (Autonomic Manager Analyze
Model)
14. Entwicklung von Pla¨nen fu¨r Autonomic Manager Rollen (Autonomic Manager Plan
Model)
15. Identifizierung der Interaktionspattern zwischen Autonomic Manager Rollen und wei-
teren Rollen (Autonomic Manager Interaction Model)
16. Identifizierung der Dienste von Autonomic Manager Rollen (Autonomic Manager Ser-
vice Model)
17. Entwicklung von Interaktionsprotokollen (Interaction Protocol Model)
18. Identifizierung von Autonomic Elements (Autonomic Element Model)
19. Verteilung der Autonomic Elements (Autonomic Elements Instance Model)
Von den Methodologien fu¨r Agentensysteme besitzt lediglich ADELFE einen konsistenten
Entwicklungsprozess, alle anderen Ansa¨tze modellieren nur Fragmente eines Systems. Das
Vorkommen bestimmter Modelle in Agentenmethodologien ha¨ngt davon ab, welche Konzepte
das jeweilige Metamodell der Methodologie verwendet, jedoch enta¨lt keine Methodologie Mo-
delle der Aktivita¨ten 11-19, da bekanntlich noch keine Methodologie fu¨r die Entwicklung von
Selbst-x Eigenschaften existiert. Wie zu erkennen ist, wird jeder Aspekt des OCS-Metamodells
von mindestens einer Aktivita¨t im Entwicklungsprozess beru¨cksichtigt.
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6.3 Modelle und Notationen
Die durch den Entwicklungsprozess entstehenden Modelle basieren so weit wie mo¨glich
auf UML 2.03. Fu¨r manche Modellierungsaspekte reicht dieser Standard allerdings nicht aus,
weswegen in diesen Fa¨llen eine eigene Notation definiert wird, die zum Teil bereits fu¨r die
Modellierung von Konzepten in Agentenmethodologien verwendet wird, zum Teil aber auch
vo¨llig neu ist. Die Aufteilung der Modelle auf die Ebenen der MDA und deren Zusammenhang
ist in Abbildung 6.2 dargestellt.
Abbildung 6.2: Modelle des Entwicklungsprozesses fu¨r Organic Computing Systeme
Mit der Definition der ersten fu¨nf Aktivita¨ten des Entwicklungsprozesses bzw. deren Mo-
delle im CIM werden so viele Informationen wie mo¨glich fu¨r die weitere Verwendung in tieferen
Schichten verfu¨gbar gemacht, ohne auf Details eines Systems einzugehen. Die Untergliederung
in einen applikationsspezifischen bzw. doma¨nenspezifischen Modellierungsteil ist aus Gru¨nden
der Wiederverwendbarkeit entstanden, so dass doma¨nenspezifische Modelle auch fu¨r andere
Applikationsentwicklungen genutzt werden ko¨nnen. Die Modelle im PIM verwenden Informa-
3Da noch keine Spezifikation der OMG fu¨r UML 2.0 verfu¨gbar ist, wird [59] als Grundlage verwendet
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tionen aus dem CIM, um das System unabha¨ngig von der am Ende eingesetzten Technologie
und bis Aktivita¨t 16 zuna¨chst auch unabha¨ngig von der Art der Kommunikation zwischen den
einzelnen Systemkomponenten zu modellieren. Die Kommunikationsart wird erst in Aktivita¨t
17 festgelegt. Aufgrund der noch nicht beru¨cksichtigten Implementierungsphase existieren im
PSM keine Modelle. Vorstellbar wa¨ren hier Modelle, welche auf den vorgestellten Technologien
in 4.2.2 und 5.1 basieren.
Die gestrichelten Linien in Abbildung 6.2 geben an, welche Informationsflu¨sse zwischen den
Modellen bestehen. Dabei bedeutet ein Pfeil von Model A nach Model B, dass Informationen
aus A direkt in B verwendet werden bzw. nach B transformiert werden ko¨nnen. Ansa¨tze
fu¨r diese Transformationen werden in 6.4 vorgestellt. Im Folgenden werden die Modelle des
Entwicklungsprozesses und die darin verwendeten Notationssymbole ausfu¨hrlich erkla¨rt und
die Informationsflu¨sse zwischen den Modellen informell beschrieben.
6.3.1 Business Context Model
Die Definition des Gescha¨ftsumfeldes geschieht im Business Context Model. Dabei wird
die Einbettung des zuku¨nftigen Systems in den Kontext des gesamten Unternehmens be-
schrieben. Das Modell abstrahiert von konkreten Gescha¨ftsprozessen und betrachtet nur den
groben Zusammenhang von u¨bergeordneten Prozessen, zumeist von funktionalen Einheiten
des Unternehmens. Dieses Modell dient lediglich dem Versta¨ndnis fu¨r Entwickler und hat
nur geringen Verwendungszweck fu¨r die folgenden Modelle. Die Modellierung erfolgt in einem
Aktivita¨tsdiagramm.
Abbildung 6.3: Business Context Model
Wie bereits erwa¨hnt, soll parallel zur Beschreibung der Modelle und Notation illustrierend
ein Produktionsplanungs- und -kontrollsystem (PPCS ) entwickelt werden, welches a¨hnlich
dem System aus Fallstudie I ist. Da von dem analysierten System nur Informationen u¨ber
die Systemarchitektur und die Kommunikationsmechanismen vorliegen, werden die Modelle
im CIM nach bestem Wissen modelliert. Abbildung 6.3 zeigt einen Ausschnitt aus dem mo¨g-
lichen Business Context Model eines produzierenden Unternehmens. Das Modell beschreibt
zwei Unternehmensbereiche, Vertrieb (sales) und Produktion (production). Trifft ein Auftrag
im Vertrieb ein (incoming order), so wird der Auftrag gepru¨ft (proof order), eine Produkti-
onsauftrag erstellt (generate production order) und dieser an die Produktion weitergeleitet.
Diese pru¨ft den Produktionsauftrag (proof production order), erstellt das Produkt (produce
product) und leitet es an den Vertrieb zur Auslieferung weiter (deliver product).
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6.3.2 Business Process Model
Das Business Process Model beschreibt den Zusammenhang der Gescha¨ftsprozesse, wel-
che durch ein zu entwickelndes OCS unterstu¨tzt werden sollen, indem es bestimmte (Teil-
)Prozesse aus dem Business Context Model verfeinert. Die Gescha¨ftsprozesse werden dabei
den ausfu¨hrenden Akteuren zugeordnet. Zu beachten ist, dass die Modellierung zwar auf die
Unterstu¨tzung eines IT-Systems hin abzielt, jedoch noch keine Details des Systems aufzeigt.
Die Modellierung erfolgt ebenfalls durch ein Aktivita¨tsdiagramm.
Abbildung 6.4: Business Process Model als Verfeinerung des Prozesses produce product
Das in Abbildung 6.4 gezeigte Business Process Model verfeinert den Prozess produce pro-
duct aus dem Business Context Model fu¨r die Unterstu¨tzung durch ein PPCS. Es untergliedert
die Produktionsabteilung in die Partitionen Angestellter (employee), Kreuzung (crossing),
Ressource (Resource) und Produktdatenbank (product database), in welcher die Prozesspla¨ne
fu¨r alle Produkte des Unternehmens hinterlegt sind. Die Produktion eines Produktes beginnt
mir dem Berechnen des Prozessplans (calculate process plan) fu¨r das zu erstellende Produkt,
das die Produktdatenbank auf Geheiß des Angestellten hin u¨bernimmt. Auf Basis dieses
Prozessplans wird anschließend vom Angestellten der na¨chste, auszufu¨hrende Prozessschritt
ermittelt (determine next process step) und alle Ressourcen bestimmt (determine appropriate
resources), welche diesen Prozessschritt ausfu¨hren ko¨nnen. Liegt die Auswertung vor, wird
die am besten bewertete Ressource nach hier nicht na¨her bestimmten Kriterien ausgewa¨hlt
(choose best resource) und fu¨r die Ausfu¨hrung reserviert (reserve resource). Nachdem die Res-
source reserviert ist, wird das unfertige Produkt u¨ber Transportba¨nder zu dieser Ressource
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transportiert(transport product) und dort entsprechend der Reservierung bearbeitet (execute
process step). Da die Steuerung der Transportba¨nder von Kreuzungen u¨bernommen wird,
entha¨lt diese Partition die Aktivita¨t. Ist nach der Beendigung der Ausfu¨hrung das Produkt
fertig gestellt, so ist der Prozess produce product beendet. Andernfalls wird wieder mit der
Berechnung des na¨chsten, auszufu¨hrenden Prozessschritts begonnen.
6.3.3 Environment Model
Das Environment Model charakterisiert Objekte genauer, welche fu¨r das zu entwickelnde
System relevant sind. Diese Objekte ko¨nnen von beliebiger Natur sein (Mensch, Maschine,
Datenbank, . . . ) und werden unter anderem aus dem Business Process Model abgeleitet.
Alle darin enthaltenen Unterpartitionen im Aktivita¨tsdiagramm werden zu Klassen im En-
vironment Model. Durch die Verwendung eines Klassendiagramms zur Modellierung ko¨nnen
detaillierte Informationen zu einem Objekt hinzugefu¨gt werden.
Das Environment Model in Abbildung 6.5 entha¨lt einen Angestellten (Employee) mit ei-
nem zugeteilten Produktionsauftrag (AssignedProductionOrder), welchen er zeitlich und fach-
lich korrekt erfu¨llen muss. Der Produktionsauftrag wird auf einer oder mehreren Ressourcen
(Resource) ausgefu¨hrt, welche beispielsweise u¨ber eine Kapazita¨tsgrenze (capacity), ein Aus-
lastungsprofil (loadProfile) und verschiedene Produktionsfa¨higkeiten (capabilities) verfu¨gen.
Resources sind u¨ber ein Transportband (Conveyour) mit einer Kreuzung (Crossing) verbun-
den, welche u¨ber weitere Transportba¨nder wiederum mit anderen Resources verbunden ist.
Zu erkennen ist, dass die Klassen AssignedProductionOrder und Conveyour nicht aus dem
Business Process Model abgeleitet werden konnten, u¨ber den Zusammenhang der Objekte in
der Umgebung des Systems jedoch aufschlussreich sind.
Abbildung 6.5: Environment Model
6.3.4 Use Case Model
Das Use Case Model beschreibt abstrakt den Nutzen des Systems fu¨r die Umgebung und
definiert die Verwendung des Systems durch Anwendungsfa¨lle. Dabei werden bereits prima¨re
Akteure mit Anwendungsfa¨llen und daran beteiligten sekunda¨ren Akteuren identifiziert. Die
Modellierung verwendet ein Use Case Diagramm.
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Abbildung 6.6: Use Case Model
Abbildung 6.7: Sequenzdiagramm zur Verfeinerung des Use Case Models
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Das Use Case Model aus Abbildung 6.6 zeigt den einzigen Anwendungsfall fu¨r ein ge-
wu¨nschtes PPCS, das Eingeben eines Produktionsauftrages (enter production order) durch
den Angestellten. Die durch diesen Anwendungsfall betroffenen sekunda¨ren Akteure sind die
Ressourcen, die Kreuzungen sowie die Produktdatenbank. Das Use Case Model kann durch
die Beschreibung des Nachrichtenaustausches zwischen den beteiligten Akteuren mittels Se-
quenzdiagrammen verfeinert werden. Dazu werden die Gescha¨ftsprozesse aus dem Business
Process Model wieder aufgegriffen und der dadurch bedingte Nachrichtenaustausch zwischen
Akteuren chronologisch aufgegliedert.
Das Sequenzdiagramm in Abbildung 6.7 zeigt den Nachrichtenaustausch zwischen den
Akteuren an, so wie er aufgrund der bisherigen Modelle, vor allem des Business Process
Model, stattfindet bzw. im PPCS stattfinden soll. Gema¨ß dem Use Case gibt der Angestell-
te den productionOrder fu¨r das gewu¨nschte Produkt in das PPCS ein. Das PPCS sendet
daraufhin eine Anfrage (processPlanRequest) an die productDatabase welche den processPlan
zusammenstellt (processPlanCalculation) und zuru¨ckschickt. Solange noch nicht alle Prozess-
schritte erledigt sind, wird immer wieder der na¨chste, auszufu¨hrende Prozessschritt berechnet
(processStepDetermination) und eine Anfrage fu¨r ein Angebot an alle Ressourcen geschickt,
den berechneten Prozessschritt auszufu¨hren (offerRequest). Die Ressourcen erstellen ein An-
gebot (offerCreation) und senden es an das PPCS zuru¨ck. Darauf hin wird das beste Angebot
ausgewa¨hlt (offerAnalysis) und dafu¨r eine Reservierungsanfrage an die beste Ressource ge-
schickt (reservationRequest). Da sich seit der Abgabe des Angebots jedoch die Auslastung
vera¨ndert haben ko¨nnte, schickt die Ressource nach der Anpassung des Auslastungsprofils
(loadProfileAdjustment) aktuelle Daten (performanceData) zuru¨ck. Anschließend werden so-
lange Transportanfragen (transportRequest) an die Kreuzungen gestellt, bis diese das Produkt
u¨ber die Transportba¨nder (hier nicht gezeigt) zu der richtigen Ressource geleitet haben (pro-
ductTransport). An diese wird dann die Aufforderung zur Ausfu¨hrung des Prozessschrittes
gestellt (processStepExecutionRequest), welches dann von dieser erfu¨llt wird (processStepExe-
cution). Sobald kein Prozessschritt mehr zu erfu¨llen ist, wird das Produkt an den Angestellten
fertig zuru¨ckgeliefert.
6.3.5 Ontology Model
Das Ontology Model dient der Definition des Grundwortschatzes. Hier werden alle not-
wendigen Wissensbausteine modelliert, welche fu¨r weitere Modelle notwendig sind. Dazu ge-
ho¨ren beispielsweise Prozesspla¨ne fu¨r Produkte, Maschinenfa¨higkeiten, Auftragsarten, etc.
Die Modellierung kann hier durch ein Klassendiagramm erfolgen. Zu beachten ist, dass die
im Ontology Model der CIM-Ebene definierten Begriffe nur dem Versta¨ndnis der Prozesse
und Anforderungen dienen. Auf tieferen Ebenen des Ontology Models ko¨nnen neue Begriffe
hinzukommen bzw. auch manche nicht mehr beachtet werden. Fu¨r Ontology Modelle erfolgt
aufgrund der Trivialita¨t auf werder auf CIM- noch auf PIM-Ebene ein Beispiel.
6.3.6 Role Model
Das Role Model ist das erste Modell der PIM-Ebene und definiert die Managed Resource
Rollen, welche aus dem Use Case Model abgeleitet werden ko¨nnen. Die Ableitung der Rollen
kann durch eine Abbildung der Objekte aus dem Sequenzdiagramm des Use Case Models
erfolgen. Dabei wird jedes Objekt zu einer Rolle mit Ausnahme des zu entwickelnden Systems
an sich. Da letzteres nur einen Rahmen vorgibt, wird in diesem Fall die aufrufende Nachricht
des Anwendungsfalls zu einer Rolle.
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Abbildung 6.8: Notationsmo¨glichkeiten einer Rolle im Role Model
In UML 2.0 ist weder ein Modell noch eine Notation fu¨r Rollen vorgesehen. Daher wird
hier ein eigenes Notationssymbol fu¨r eine Rolle verwendet, welches auch in [2] angewandt
wurde. Abbildung 6.8 zeigt zwei Notationsmo¨glichkeiten fu¨r eine Rolle im Role Model. Die
erste Mo¨glichkeit (links) funktioniert a¨hnlich dem Kompositionsstrukturdiagramm des UML-
Standards, indem weitere Eigenschaften oder Attribute innerhalb des Rahmens der Rolle
notiert werden ko¨nnen. Die zweite Mo¨glichkeit (rechts) funktioniert a¨hnlich dem Klassendia-
gramm des UML-Standards, indem weitere Eigenschaften oder Attribute u¨ber Kanten mit
der Rolle in Verbindung gebracht werden ko¨nnen. In beiden Fa¨llen wird eine Rolle durch
ein schild-a¨hnliches Symbol repra¨sentiert, um die Wiedererkennung in Modellen zu erleich-
tern. Ebenso wa¨re – wie auch fu¨r die Symbole in spa¨teren Modellen – eine Realisierung mit
Stereotypen denkbar.
Im Gegensatz zu den meisten Agentenmethodologien erfolgt in diesem Ansatz die Model-
lierung in allen Modellen durch graphische Notationselemente. Daher musste ein Weg gefun-
den werden, wie Zusammenha¨nge u¨ber mehrere Modelle hinweg modelliert werden, ohne dass
die U¨bersichtlichkeit oder semantische Informationen verloren gehen. Aus diesem Grund wer-
den Referenzen zwischen Modellen definiert, welche in UML 2.0 bereits mo¨glich sind, jedoch
in dieser Art bisher noch nicht verwendet wurden. Fu¨r die Verwendung von Referenzen eignet
sich die linke Notationsweise einer Rolle besser und wird daher im Folgenden verwendet.
Abbildung 6.9: Rolle production order im Role Model
Abbildung 6.9 zeigt die noch leere Rolle production order im Role Model fu¨r das PPCS.
Diese Rolle spiegelt den beschriebenen Fall wider, dass die den Anwendungsfall initiierende
Nachricht zur Rolle wird. Abbildung B.1 im Anhang zeigt das Role Model mit allen Rollen,
welche fu¨r das PPCS identifiziert wurden. Dies sind gerade die Objekte aus dem Sequenzdia-
gramm aus Abbildung 6.7.
6.3.7 Norm Model
Die Spezifikation von Normen fu¨r Rollen geschieht im Norm Model. Die Normen erge-
ben sich in erster Linie aus den Nachrichten im Sequenzdiagramm des Use Case Models.
Diese ko¨nnen noch nicht vollautomatisch in Normen transformiert werden, sondern mu¨ssen
manuell vervollsta¨ndigt werden. Jeder interne oder externe Nachrichtenaustausch im Sequenz-
diagramm wird dabei zu einer Norm fu¨r diejenige Rolle, dessen korrespondierendes Objekt im
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Sequenzdiagramm den Austausch initiiert. Vom Entwickler muss eine Norm dann nach logi-
schen Gesichtspunkten gefu¨llt werden. Dazu ist die Angabe von Zielen (<<achieve>>) bzw.
auszufu¨hrenden Aktionen (<<perform>>), von Aktivierungsereignissen (<<activation>>)
und Deaktivierungsereignissen (<<expiration>>) no¨tig. Diese mu¨ssen entsprechend der In-
formationen aus dem Business Process Model und kausalen Zusammenha¨ngen im Use Case
Model geeignet formuliert werden, so dass die Funktionsweise des Systems fu¨r diesen Use Case
gesichert wird. Da fu¨r die Notation einer Norm nach [64] ebenfalls keine Notationsvorschrift
in UML 2.0 existiert, wird hier erneut eine eigene Notation definiert (siehe Abbildung 6.10).
Abbildung 6.10: Notation einer Norm im Norm Model
Als Symbol fu¨r eine Norm wird ein stehendes Dreieck verwendet. Die Angabe, ob es sich um
eine Obligation, Permission oder Prohibition handelt, erfolgt als Stereotyp u¨ber dem Namen
der Norm. Innerhalb des Rahmens der Normdarstellung werden Ziel bzw. auszufu¨hrende
Aktion, Aktivierungs- und Deaktivierungsereignisse angegeben.
Nachdem eine Norm fu¨r eine Rolle spezifiziert wird, a¨ndert sich das Role Model entspre-
chend. Eine Rolle referenziert auf eine Norm, indem der Kopf der Norm innerhalb der Rolle
eingefu¨gt wird. Abbildung 6.11 zeigt dies fu¨r die Rolle production order und der Norm offer
acquisition. Die Norm selber wird im Norm Model spezifiziert. Hier wird der Vorteil des Re-
ferenzierungskonzepts deutlich: Besitzt eine andere Rolle ebenfalls diese Norm, so reicht eine
Referenz auf diese Norm aus, ohne die Norm noch einmal neu fu¨r die Rolle spezifizieren zu
mu¨ssen.
Abbildung 6.11: Rolle production order mit Referenz auf die Norm offer acquisition
Abbildung 6.12 zeigt die Modellierung der Norm offer acquisition der Rolle production
order im Norm Model. Die Norm ist eine Obligation und hat das Ziel, Angebote zur Ausfu¨h-
rung von Prozessschritten einzuholen (offers acquired). Die Norm wird gema¨ß dem Business
Process Model und dem Use Case Model durch die Beendigung der Prozessschrittberechnung
(process step determined) aktiviert und durch den Abschluss des Einholens von Angeboten
(offers acquired) wieder deaktiviert. Das Ziel und die beiden Ereignisse signalisieren dabei
Zusta¨nde der Rolle.
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Abbildung 6.12: Norm offer acquisition im Norm Model
Abbildung B.2 im Anhang stellt das gesamte Norm Model fu¨r das PPCS dar. Zu erkennen
ist, dass alle Normen zusammen den kompletten Use Case erfu¨llen. Die Aktivierungs- und
Deaktivierungsereignisse sind so gewa¨hlt, dass sich fu¨r diese initialen Normen keine U¨ber-
schneidungen ergeben und der Use Case planma¨ßig abgearbeitet werden kann. In Abbildung
B.3 im Anhang ist das komplette Role Model nach der Spezifikation der Normen dargestellt.
6.3.8 Plan Model
Um die spezifizierten Normen erfu¨llen zu ko¨nnen, beno¨tigen Rollen initiale Pla¨ne, wel-
che interne Aktionen und Interaktionen mit anderen Rollen enthalten. Rollen ko¨nnen sich
zwar spa¨ter zur Laufzeit neue Pla¨ne selber generieren oder existierende Pla¨ne modifizieren,
jedoch mu¨ssen sie zur Entwicklungszeit mit initialen Pla¨nen als Basis ausgestattet werden.
Die Modellierung der Pla¨ne geschieht im Plan Model, welches auch als Grundlage fu¨r die
Ableitung des Interaction Models in 6.3.9 und des Service Models in 6.3.10 dient. Fu¨r die
Entwicklung von Pla¨nen werden wiederum verschiedene Informationen aus vorherigen Akti-
vita¨ten verwendet. Die Modellierung der Pla¨ne erfolgt in Aktivita¨tsdiagrammen, welche so
konstruiert werden mu¨ssen, dass sie sowohl ein Ziel einer Norm erfu¨llen, als auch am Ende ein
oder mehrere Events senden, welches Aktivierungs- oder Deaktivierungsereignissen in Nor-
men entsprechen. Nur aufgrund dieser Events kann eine aktive Norm deaktiviert bzw. weitere
Normen aktiviert werden.
Abbildung 6.13 zeigt einen Ausschnitt aus dem Plan Model mit den Pla¨nen offer acquiring
bzw. offer creating, mit welchen die Norm offer acquisition der Rolle production order bzw.
die Norm offer creation der Rolle resource erfu¨llt werden kann (siehe dazu Abbildung B.2 auf
Seite 96 im Anhang). Die Norm offer acquisition der Rolle production order wird aktiviert,
wenn der na¨chste auszufu¨hrende Prozessschritt berechnet ist, mit anderen Worten durch das
Empfangen des Events process step determined (siehe Abbildung 6.12). Den Empfang eines
Aktivierungsereignisses wird fu¨r einen Plan nicht modelliert, da dies bereits im Modell eines
anderen Plans geschehen ist4.
Ein Plan wird im Plan Model mit der Notation einer Aktion umrandet und kann Objekte
als Eingangsparameter sowie Ereignisse als Ausgangsparameter enthalten. Der Plan offer
acquiring entha¨lt als Eingangsparameter den Prozessplan, generiert eine Angebotsanfrage
(generate offer request) und schickt diese an alle bekannten Ressourcen. Bei einer Ressource,
welche solch eine Angebotsanfrage empfa¨ngt, wird die Norm offer creation aktiviert. Der Plan
offer creating besitzt als Eingangsparameter das Anfrageobjekt, u¨berpru¨ft die Fa¨higkeiten
4Ab diesem Modell werden in der Arbeit aus Platz- und U¨berblicksgru¨nden nicht mehr alle Modelle der
exemplarischen Entwicklung komplett modelliert, sondern nur noch wichtige Teilaspekte
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Abbildung 6.13: Pla¨ne offer acquiring und offer creation im Plan Model
(proof capabilities) und das Auslastungsprofil (proof load profile) der Ressource, generiert
ein Angebot fu¨r die Ausfu¨hrung eines Prozessschrittes (generate offer) und sendet dieses an
die Rolle production order zuru¨ck. Durch den Empfang wird der Plan der Rolle production
order fortgesetzt. Dabei wird das Angebot gesammelt (gather offer) und sobald alle Angebote
fu¨r ausgesandte Angebote eingegangen sind, das Event offers acquired ausgelo¨st. Durch den
Empfang dieses Events wird die Norm offer acquisition deaktiviert und die Norm offer analysis
aktiviert (siehe Abbildung B.2).
Die Entwicklung von Pla¨nen beeinflusst auch das Role Model, da jeder Plan einer Rolle
zugeordnet wird. Die Zuordnung von Pla¨nen erfolgt wie bei den Normen durch eine Referenz
auf den Plan innerhalb einer Rolle. Die Referenzierung erfolgt durch ein zusammengesetztes
Viereck als Symbol fu¨r einen Plan (siehe Abbildung 6.14).
Abbildung 6.14: Rolle production order mit Referenz auf den Plan order acquiring
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6.3.9 Interaction Model
Das Interaction Model modelliert Interaktionspattern zwischen zwei Rollen. Dabei wird
noch nicht auf den genauen Nachrichtenaustausch fu¨r die Interaktionen nach einem definierten
Protokoll eingegangen, sondern nur festgelegt, welche Nachrichten mit welchen Informatio-
nen zwischen zwei Rollen ausgetauscht werden. Die Ableitung der Interaktionspattern fu¨r ein
Interaction Model erfolgt aus dem Plan Model. Dazu werden jeweils zwei Sende- und Emp-
fangsereignisse zwischen zwei Partitionen im Plan Model als eine Interaktion betrachtet. Die
Modellierung erfolgt in einem Sequenzdiagramm.
Abbildung 6.15: Interaktionspattern requestOffer zwischen den Rollen production order und
resource
Das in Abbildung 6.15 dargestellte Interaktionspattern requestOffer hat die Rolle produc-
tion order als Initiator und die Rolle resource als Beteiligten. Die ausgetauschten Nachrichten
sind die Angebotsanfrage fu¨r die Ausfu¨hrung eines Prozessschritts offerRequest(processStep)
und das Angebot offer als Ru¨ckantwort. Dieses Model entspricht dem Nachrichtenaustausch
aus dem Plan Model in Abbildung 6.13. Im Anhang sind in der Abbildungen B.4 alle weiteren
Interaktionspattern dargestellt, welche sich fu¨r die Rollen ergeben.
Das Interaktionspattern wird von der initiierenden Rolle im Role Model durch das Symbol
mehrerer konzentrischer Kreise referenziert. Abbildung 6.16 zeigt die Referenzierung der Rolle
production order auf das Interaktionspattern requestOffer.
Abbildung 6.16: Rolle production order mit Referenz auf Interaktionspattern request offer
6.3.10 Service Model
Das Service Model spezifiziert die Dienste, welche eine Rolle sowohl nach außen, als auch
nach innen anbieten muss. Diese werden aus dem Plan Model und dem Interaction Model ab-
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geleitet. Dabei wird jedoch nicht die letztendliche Implementierung eines Dienstes modelliert,
sondern lediglich dessen Signatur, sprich Deklaration, Name, Ein- und Ausgabeparameter.
Aktionen im Plan Model werden zu privaten Diensten – als private deklariert –, da sie
vorerst nur fu¨r den internen Aufruf einer Rolle verwendet werden. O¨ffentliche Dienste – als
public deklariert – werden aus dem Interaction Model abgeleitet. Dabei wird ein Dienst immer
dem Beteiligten eines Nachrichtenaustausches zugeordnet, der ihn fu¨r den Aufruf durch einen
Initiator bereitstellen muss.
Intuitiv wu¨rde sich fu¨r Dienste im Service Model die gewohnte Notation von Methoden in
einem Klassendiagramm anbieten, was bedeuten wu¨rde, dass die Dienste direkt in den Rumpf
der Rolle modelliert werden wu¨rden. Dies widerspra¨che jedoch dem Konzept der Referenzen
und der Widerverwendbarkeit von Modellen, in diesem Fall von Diensten. Besitzen zwei Rollen
denselben Dienst, mu¨ssten die Methoden bei jeder Rolle separat eingetragen werden. Durch
den Eintrag einer Referenz ko¨nnte die weitere Verfeinerung eines Dienstes im Service Model
stattfinden und muss nicht fu¨r jede Rolle separat durchgefu¨hrt werden. Zudem wa¨re es in
Zukunft denkbar, Dienste mit gewissen Bedingungen (Aufrufbedingungen, Provisionen, . . . )
auszustatten, was bei Methoden in Klassendiagrammen nicht mo¨glich wa¨re.
Abbildung 6.17: Notation von Services im Role Model
Aus diesem Grund wird sich bei der Notation eines Dienstes eher an der Agent Modeling
Language (AML) [104] angelehnt und ein Sechseck als Symbol fu¨r einen Dienst verwendet.
Interne Dienste werden innerhalb einer Rolle, extern angebotene Dienste außerhalb einer
Rolle sowie extern beno¨tigte Dienste außerhalb einer Rolle als halbes Sechseck referenziert
(siehe Abbildung 6.17). Diese Notationsweise a¨hnelt der Notation von Schnittstellen in UML
2.0. Die Modellierung eines Dienstes im Service Model entspricht in etwa dem Aufbau einer
Norm im Norm Model. Ein Service besitzt eine Sichtbarkeit (visibility), Eingabe- (input) und
Ausgabeparameter (output).
Abbildung 6.18: Service generateOfferRequest im Service Model
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Abbildung 6.18 zeigt die Modellierung des Dienstes generateOfferRequest der Rolle pro-
duction order, so wie er aus dem Plan Model in Abbildung 6.13 abgeleitet wird. Der Dienst soll
eine Angebotsanfrage fu¨r die Ausfu¨hrung eines Prozessschritts erzeugen. Er ist daher als pri-
vate deklariert und besitzt den Prozessschritt als Eingabeparameter und die Angebotsanfrage
als Ausgabeparameter.
6.3.11 Autonomic Manager Role Model
Das Autonomic Manager Role Model modelliert im Gegensatz zum Role Model diejeni-
gen Rollen, welche spa¨ter von Autonomic Managers u¨bernommen werden und zur Erzeugung
der Selbst-x Eigenschaften verwendet werden. Autonomic Manager Rollen ko¨nnen nicht wie
Managed Resource Rollen aus anderen Modellen auf CIM-Ebene abgeleitet werden, da die
Selbst-x Eigenschaften nicht softwareunabha¨ngig sind und daher nicht auf CIM-Ebene defi-
niert werden du¨rfen. Aus diesem Grund mu¨ssen die Normen fu¨r diese Rollen quasi parallel
entwickelt werden, so dass sich Rollen identifizieren lassen. Das Notationssymbol einer Au-
tonomic Manager Rolle entspricht von der Form her einer Managed Resource Rolle (siehe
6.3.6), ist jedoch ausgefu¨llt (siehe Abbildung 6.19).
Abbildung 6.19: Notation einer Autonomic Manager Rolle im Autonomic Manager Role Model
6.3.12 Autonomic Manager Norm Model
Die Normen fu¨r Autonomic Manager Rollen besitzen dieselbe Funktionsweise und No-
tation wie Normen fu¨r Managed Resource Rollen (siehe 6.3.7). Hier erzeugen die Normen
jedoch die Selbst-x Eigenschaften des Systems. Daher werden Ziele, Aktivierungs- und Deak-
tivierungsereignisse so formuliert, dass sie zur Erfu¨llung der Selbst-x Eigenschaften geeignet
sind.
Abbildung 6.20: Norm offer request response time optimization im Autonomic Manager Norm
Model
Abbildung 6.20 zeigt ein Beispiel fu¨r eine Norm der Autonomic Manager Rolle resource,
welche dadurch identifiziert und ins Autonomic Manager Role Model eingetragen wird. Die
Norm offer request response time optimization hat zum Ziel, dass die Antwortzeit auf eine
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Angebotsanfrage innerhalb einer bestimmten Grenze bleibt (offer request response time in
bounds) und wird aktiviert, sobald die Antwortzeit die Grenze u¨berschreitet (offer request
response time out of bounds). Wird die Grenze wieder unterschritten, so wird die Norm de-
aktiviert. Diese Norm unterstu¨tzt die Selbst-Optimierung des Systems und muss spa¨ter von
einem Autonomic Manager u¨bernommen werden, da die Aktivierung der Norm von Messun-
gen abha¨ngt, welche eine Managed Resource nicht ausfu¨hren kann.
Auf diese Weise ko¨nnen beliebig viele weiteren Normen fu¨r Selbst-x Eigenschaften des
gesamten OCS spezifiziert werden. Abbildung B.5 auf Seite 98 im Anhang zeigt die Mo-
dellierung der Norm (order acquisition assuring) der Autonomic Manager Rolle production
order fu¨r die Selbst-Heilung. Im Fall, dass die Beschaffung von Auftra¨gen fu¨r die Ausfu¨hrung
eines Prozessschrittes aus beliebigen Gru¨nden (bspw. durch den Erhalt eines Angebots fu¨r
einen anderen Prozessschritt) fehlschla¨gt, wird eine Internal Exception als Event geworfen.
Ergibt die Analyse, dass z. B. keine weiteren Angebote vorliegen, wird die Norm aktiviert
(offer acquisition failed), um sicherzustellen, dass letztlich mindestens ein Angebot vorliegt
und das System weiterlaufen kann. Das Werfen dieser Exception muss nachtra¨glich in den
entsprechenden Plan im Plan Model eingefu¨gt werden (siehe Abbildung B.6). In dieser Form
ko¨nnten auch noch Normen fu¨r weitere Selbst-x Eigenschaften formuliert werden, auf welche
hier jedoch verzichtet werden soll.
Die beiden Autonomic Manager Rollen wurden immer nach der jeweiligen, Managed Re-
source Rolle benannt, auf welche die Norm angewandt wurde. Dies deutet auf eine Zuordnung
der Autonomic Manager Rolle zu der gleichnamigen Managed Resource Rolle hin. Sind fu¨r
die Erreichung des Ziels einer Norm mehrere Rollen bzw. andere Autonomic Manager Rollen
betroffen, so mu¨ssen andere Rollennamen fu¨r Autonomic Manager Rollen definiert werden.
Dies deutet auf orchestrierende Autonomic Manager hin. Die Referenzierung entspricht der
bei Managed Resource Rollen.
6.3.13 Autonomic Manager Analyze Model
Das Autonomic Manager Analyze Model modelliert das spa¨tere Monitoring und die Ana-
lyse innerhalb eines Autonomic Managers. Da die Analysefunktion entscheiden muss, welche
Normen eines Autonomic Managers aktiviert werden, wird in diesem Modell ein zentraler
Teil des Wissens eines Autonomic Managers modelliert. Die Modellierung geschieht in diesem
Modell durch Aktivita¨tsdiagramme.
Das Autonomic Manager Analyze Model in Abbildung 6.21 zeigt die Modellierung der
Metrik fu¨r die Bestimmung der Aktivierung der Norm aus Abbildung 6.20. Das Monitoring
wird modelliert durch die beiden Empfangsereignisse offer request und offer sent. Dies legt
fest, welche Ereignisse spa¨ter vom Monitor eines Autonomic Manager beobachtet werden mu¨s-
sen um die Selbst-Optimierung zu ermo¨glichen. Ein empfangenes Event wird in diesem Fall
vorerst nur gesammelt (gather event). Die Einordnung in Symptome ist hier nicht notwen-
dig. Die Metrik zur Messung der Antwortzeit auf Angebotsanfragen soll eine Warnung (offer
request response time out of bounds) senden, sobald die Antwortzeit 3 ms u¨bersteigt. Dazu
wird alle 0,5 ms eine Analyze gestartet, welche die zeitliche Entfernung der gesammelten,
zusammengeho¨renden Ereignisse durchfu¨hrt (analyze events). Es ist angedeutet, dass diese
Aktivita¨t noch komplexer ist, hier aber nicht weiter modelliert wird. Da selbst UML 2.0 noch
keine Modellierung von zeitlich wiederkehrenden Ereignissen zula¨sst, wird die Sanduhr als
Auslo¨seereignis mit der Bedingung ∀ 0,5 ms versehen, um diese Funktionalita¨t zu modellie-
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ren. Im Falle einer ausgelo¨sten Warnung wird die Norm fu¨r die Optimierung der Antwortzeit
aktiviert. Andernfalls wird bzw. bleibt sie durch das Aussenden des Ereignisses (offer request
response time in bounds) deaktiviert.
Abbildung 6.21: Autonomic Manager Analyze Model
Das Monitoring wird nicht von einer Autonomic Manager Rolle referenziert, da dies direkt
in einen Autonomic Manager transformiert und u¨ber den Partitionsnamen des Aktivita¨tsdia-
gramms zugeordnet werden kann. Die Analyse hingegen wird referenziert, da diese fu¨r das
gleiche Monitoring unterschiedlich sein kann. Als Notationssymbol fu¨r die Referenz einer Rol-
le auf eine Analyseregel wird ein sternfo¨rmiges Symbol verwendet. Abbildung 6.22 zeigt die
Referenzierung der Rolle resource auf die Analyseregel analyze offer request response time.
Abbildung 6.22: Autonomic Manager Rolle resource mit Referenz auf die Analyseregel analyze
offer request response time
6.3.14 Autonomic Manager Plan Model
Das Autonomic Manager Plan Model ist a¨hnlich dem Plan Model und modelliert die Pla¨ne
fu¨r die Planungsfunktion von Autonomic Manager Rollen, um Ziele in Normen erfu¨llen zu
ko¨nnen. Dabei mu¨ssen nicht nur Interaktionen zwischen zwei Autonomic Manager Rollen
modelliert werden, sondern auch die Interaktionen zwischen Autonomic Manager Rollen und
Managed Resource Rollen, um Aktionen und Interaktionen fu¨r die folgenden Modelle ableiten
zu ko¨nnen. Die Modellierungsweise ist die gleiche wie im Plan Model, fu¨r Autonomic Manager
Rollen wird noch zusa¨tzlich zur Unterscheidung von Managed Resource Rollen ein am an den
Partitionsnamen im Aktivita¨tsdiagramm angeha¨ngt.
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Abbildung 6.23 zeigt ein Autonomic Manager Plan Model mit einem Plan zur Erfu¨llung
der Norm offer request response time optimization. Unter der Annahme, dass die Planungs-
funktion keinen Plan gefunden hat, die Antwortzeit durch Aktionen der eigenen Managed
Resource zu verbessern bzw. dieser nicht zum gewu¨nschten Ergebnis gefu¨hrt hat, muss die
Lo¨sung fu¨r das Problem u¨ber andere Managed Resources geregelt werden. In diesem Fall ge-
neriert die Autonomic Manager Rolle resource einen A¨nderungswunsch fu¨r die Erstellung der
Angebotsanfragen anderer production orders (generate order request adjustment desire) und
schickt diesen an die Autonomic Manager Rolle der prodcution orders. Diese generieren einen
A¨nderungsauftrag fu¨r die Erstellung der Anfragezeit von Angebotsanforderungen production
order -Managed Resource Rollen (generate offer request adjustment instruction) und senden
diesen an die Rollen. Eine production order -Rolle a¨ndert bei Erhalt dieser Anforderung die Er-
stellungszeit fu¨r Angebotsanforderungen (adjust offer request generation time) entsprechend
des A¨nderungsauftrages, in diesem Fall erho¨ht sie diese.
Abbildung 6.23: Autonomic Manager Plan Model
Dieser Plan fu¨gt aber auch der Autonomic Manager Rolle production order einen Plan hin-
zu, sowie der Managed Resource Rolle production order. Daher wird implizit das Plan Model,
Service Model und Interaction Model nachtra¨glich gea¨ndert. Die Referenzierung entspricht
der bei Managed Resource Rollen.
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6.3.15 Autonomic Manager Interaction Model
Das Autonomic Interaction Model ist wie das Interaction Model aufgebaut und modelliert
die Interaktionspattern und den notwendigen Nachrichtenaustausch fu¨r Autonomic Manager
Rollen untereinander aber auch zwischen Autonomic Manager Rollen und Managed Resource
Rollen.
Abbildung 6.24: Autonomic Manager Interaction Model
Das Autonomic Manager Interaction Model in Abbildung 6.24 zeigt die Interaktions-
pattern, welche durch das Plan Model in Abbildung 6.23 entstanden sind. Zum einen das
Interaktionspattern zwischen den Autonomic Manager Rollen resource - am und production
order - am zum anderen zwischen production order - am und der Managed Resource Rolle
production order. Die Referenzierung entspricht der bei Managed Resource Rollen.
6.3.16 Autonomic Manager Service Model
Das Autonomic Manager Service Model leitet sich aus dem Autonomic Manager Plan
Model ab und verwendet dieselbe Notation wie das Service Model. Hier werden die Dienste
definiert, welche eine Autonomic Manager Rolle ausfu¨hren muss, um die gewu¨nschte Funk-
tionalita¨t fu¨r die Selbst-x Eigenschaften bereitzustellen.
Abbildung 6.25: Services im Autonomic Manager Service Model und im Service Model
Abbildung 6.25 zeigt zwei Dienste des Autonomic Manager Service Models (manageOffer-
RequestGenerationTime und generateOfferRequestAdjustmentInstruction), sowie einen Dienst
aus dem Service Model (adjustOfferRequestGenerationTime). Die ersten beiden Dienste ge-
ho¨ren zu der Autonomic Manager Rolle production order, der dritte Dienst zu der Managed
Resource Rolle production order. Die Dienste wurden aus dem vorangehenden Autonomic
Manager Plan Model in Abbildung 6.23 sowie dem vorangehenden Autonomic Manager Inter-
action Model in Abbildung 6.24 abgeleitet. Zu beachten ist die unterschiedliche Sichtbarkeit
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der Dienste. Die Deklaration protected wird fu¨r Dienste verwendet, welche Funktionen fu¨r
Autonomic Manager Rollen anbieten, jedoch nicht von anderen Managed Resource Rollen
aufgerufen werden ko¨nnen. Die Referenzierung der Dienste entspricht der Referenzierung im
Service Model.
6.3.17 Interaction Protocol Model
Im Interaction Protocol Model werden konkrete Interaktionsprotokolle fu¨r alle Rollenarten
definiert. Erst an diesem Punkt muss entschieden werden, ob die Kommunikation zwischen den
Rollen direkt oder indirekt abla¨uft. Die Interaktionsprotokolle mu¨ssen dabei die Interaktions-
pattern aus dem Interaction Model und dem Autonomic Manager Interaction Model erfu¨llen.
Dabei verhalten sich die Interaktionspattern zu den Interaktionsprotokollen wie Interfaces zu
Implementierungen. Die Modellierung der Interaktionsprotokolle findet in Sequenzdiagram-
men statt. Diese mu¨ssen ebenfalls von einer Rolle aus im Role Model referenziert werden. Fu¨r
die Referenz im Role Model wird ein bru¨cken-a¨hnliches Symbol verwendet (siehe Abbildung
6.26).
Abbildung 6.26: Referenz auf ein Interaktionsprotokoll im Role Model
Das zu entwickelnde PPCS soll wie in der Fallstudie I u¨ber indirekte Kommunikation
ablaufen. Abbildung 6.27 zeigt ein Interaktionsprotokoll fu¨r das Interaktionspattern request
offer aus Abbildung 6.15. Entsprechend der Ablaufbeschreibung in 4.1.2.2 erzeugt die Rolle
production order in einer bestimmten Frequenz exploring ants, und geben ihnen den Auftrag
mit auf den Weg, Angebote fu¨r eine attraktive Route einzuholen (requestOffers(processStep)).
Die Ameisen bewegen sich entlang der Produktionsstraße und besorgen sich an jeder Kreu-
zung die Informationen u¨ber die subnet capabilities, welche dort zuvor von den feasibility ants
(siehe 4.1.2.1) als Pheromone abgelegt wurden. Genau genommen interagieren die Ameisen
dabei mit der Umgebung der Kreuzungen, jedoch wird diese Umgebung von der Kreuzung
bereitgestellt, so dass die Interaktion im Sequenzdiagramm direkt mit den Kreuzungen ge-
schieht. Dasselbe gilt spa¨ter auch fu¨r die Interaktion zwischen Ameisen und resources. Treffen
sie anstatt auf eine Kreuzung auf eine Ressource, so beschaffen sie sich von dieser ein Angebot
und speichern es bei sich. Sobald die Ameisen am Ende der Produktionsstraße sind, kehren
sie zum production order zuru¨ck und legen die gesammelten Angebote ihrer Route dort ab.
An diesem Beispiel ist zu erkennen, wie das Interaktionspattern request offer mittels in-
direkter Kommunikation umgesetzt wurde. Die Ameisen dienen im Interaktionsprotokoll als
Interaktionsmedium, indem sie die Nachrichten von der initiierenden Rolle zur beteiligten
Rolle transportieren und umgekehrt, ohne dass diese beiden Rollen direkt miteinander kom-
munizieren mu¨ssen. Die einzige kleine Abweichung ist, dass die initiierende Rolle im Gegensatz
zum Interaktionspattern nicht nur ein Angebot zuru¨ckerha¨lt, sondern eine Menge von Ange-
boten. Dies ist aber vernachla¨ssigbar, da der Erhalt von nur einem Angebot ein Spezialfall
dieses Interaktionsprotokolls ist.
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Im Anhang befinden sich auf der Seite 99 die Interaktionsprotokolle fu¨r die Interaktions-
pattern propagate capabilities (Abbildung B.7) und reserve resource (Abbildung B.8), so dass
alle drei Kontrollstufen des PPCS (siehe 4.1.2) u¨ber eine indirekte Kommunikation ablaufen.
Abbildung 6.27: Interaktionsprotokoll fu¨r das Interaktionspattern request offer
6.3.18 Autonomic Element Model
Das Autonomic Element Model modelliert die zuku¨nftigen Autonomic Elements, welche
spa¨ter zum Einsatz kommen sollen. Dabei wird festgelegt, welche Rollen von welchen Elemen-
ten u¨bernommen werden und welche Autonomic Manager Rollen welche Managed Resource
Rollen verwalten werden. Diese Aufteilung kann prinzipiell automatisiert werden und Regeln
beachten, welche die Emergenz von Selbst-x Eigenschaften leichter ermo¨glichen. Da dies noch
von vielen weiteren Forschungen abha¨ngig ist, wird hier eine intuitive Regel nach Namen zur
Aufteilung angewandt. In den Agentenmethodologien erfolgt die Zuteilung von Rollen auf
Agenten durch Notation von Kanten zwischen Agenten und Rollen. Da dies kein Standard in
UML 2.0 darstellt, erfolgt die Modellierung hier in einem Kompositionsstrukturdiagramm.
Abbildung 6.28 zeigt einen Ausschnitt aus dem Autonomic Element Modell des zu entwi-
ckelnden PPCS mit den zwei Autonomic Elements, na¨mlich ein Autonomic Manager produc-
tion order, welcher die gleichnamige Autonomic Manager Rolle u¨bernommen hat, und eine
Managed Resource production order, welche ebenfalls die gleichnamige Managed Resource
Rolle u¨bernommen hat. Die Namensgebung ist beliebig, da ein Autonomic Element beliebig
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Abbildung 6.28: Autonomic Element Model
viele Rollen u¨bernehmen kann. Das Notationssymbol fu¨r ein Autonomic Element ist dem des
Autonomic Computing nachempfunden. Welche Autonomic Manager dabei welche Managed
Resources verwalten, ist durch die Notation von Schnittstellen modelliert. Die Schnittstellen
ergeben sich generell aus dem Autonomic Manager Plan Model bzw. den Service Models. Eine
Schnittstelle fasst dabei alle nach außen angebotene Dienste eines Autonomic Elements fu¨r
ein anderes Autonomic Element zusammen.
In diesem Modell werden alle Autonomic Elements mit ihren Abha¨ngigkeiten untereinan-
der modelliert, welche spa¨ter zum Einsatz kommen werden. In manchen Agentenmethodolo-
gien wird an diesem Punkt ein Acquaintance Model verwendet, um den Kommunikationsfluss
zwischen den Systemkomponenten zu bestimmen und, beispielsweise bei einem Flaschenhals
bei einer Komponente, notwendige A¨nderungen zu vollziehen. Die Erstellung eines solchen
Modells ist in diesem Ansatz nicht notwendig, da die Informationen u¨ber die Kommunikation
bereits aus dem Autonomic Element Model abgelesen werden ko¨nnen. Auf die Meßverfahren
zur Bestimmung von A¨nderungsanforderungen und eventuell notwendigen A¨nderungen wird
in dieser Arbeit nicht weiter eingegangen.
6.3.19 Autonomic Element Instance Model
Das Autonomic Element Instance Model wird fu¨r die Modellierung der Verteilung der
Autonomic Elements auf die Systemumgebung verwendet. Dabei werden die im Autonomic
Element Model identifizierten Autonomic Elements auf verschiedene Knoten im System zuge-
ordnet. Die verschiedenen Knotenarten des Systems sind bereits durch das Business Process
Model bzw. das Environment Model bestimmt. Die realen Knoten des Systems werden erst
hier festgelegt. Die Zuteilung kann wiederum nach Regeln erfolgen, welche in dieser Arbeit
noch nicht von belang sind. Die Modellierung erfolgt in einem abgewandelten Verteilungsdia-
gramm.
Abbildung 6.29 zeigt das Autonomic Element Instance Model fu¨r das zu entwickelnde
PPCS. Fu¨r das System wird eine Topologie vorausgesetzt, welche der aus Abbildung 4.1 ent-
spricht. Die Kreuzungen und die Produktdatenbank besitzen dabei jeweils nur eine Managed
Resource als Autonomic Element, wohingegen der Produktionsauftrag und die Ressourcen
zusa¨tzlich noch einen Autonomic Manager besitzen. Die Artefakte in einem Verteilungsdia-
gramm wurden durch die Autonomic Elements ersetzt, der Rest des Verteilungsdiagramms
entspricht dem Standard.
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Abbildung 6.29: Autonomic Element Instance Model
6.4 Modelltransformationen
Der letzte Abschnitt beschrieb die Transformation von Modellelementen informell. Erst
mit der Definition von formalen Modelltransformationen zwischen einem Quell- und einem
Zielmodell wird jedoch der wirkliche Nutzen der MDA im Entwicklungsansatz deutlich. Indem
eine Transformation zwischen zwei Modellen bzw. Modellebenen durch Regeln automatisiert
wird, kann meist die gesamte Aktivita¨t zur Erstellung des Zielmodells automatisiert und
dem Entwickler abgenommen werden. Von der MDA werden grundsa¨tzlich drei verschiedene
Abbildungsarten fu¨r Modelltransformationen vorgeschlagen (vgl. [21]):
Typbasierte Abbildungen Dabei werden Transformationsregeln auf Basis der verwende-
ten Typen in einem PIM und einem PSM definiert, welche durch MOF-Metamodelle
spezifiziert sind.
Instanzbasierte Abbildungen Dabei werden Modellelemente (sprich Instanzen) in einem
PIM, welche in ein PSM transformiert werden sollen, identifiziert und plattformspezi-
fisch markiert.
Musterbasierte Abbildungen Dabei werden die erwa¨hnten Markierungen in Templates
zusammengefasst, um auf unterschiedliche Modelle angewandt werden zu ko¨nnen.
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Die in dieser Arbeit definierten Transformationsregeln erleichtern zwar die Entwicklungs-
arbeit, automatisieren jedoch nur weinige Aktivita¨ten vollsta¨ndig. Die Regeln basieren auf
den in 6.3 beschriebenen Informationsflu¨ssen und Abha¨ngigkeiten zwischen den Modellen
und sind gro¨ßtenteils musterbasiert. Sie umfassen Transformationen zwischen Modellen der
CIM-Ebene, der PIM-Ebene und zwischen den beiden Ebenen. Die Notation der einzel-
nen Regeln erfolgt im if-then-Stil, d. h. wenn die Bedingung bei if wahr ist, wird die bei
then angegebene Aktion ausgefu¨hrt. Die Regelbezeichnung erfolgt nach einer festen Syntax:
TR XXX YYY ZZ. Dabei steht
• TR fu¨r transformation rule, d. h. die Kennzeichnung einer Transformationsregel,
• XXX fu¨r eine dreistellige Kennzeichnung des Quellmodells der Transformation,
• YYY fu¨r eine dreistellige Kennzeichnung des Zielmodells der Transformation,
• ZZ fu¨r eine zweistellige Nummerierung der Transformationsregel zwischen dem Quell-
und Zielmodell.
Die Zuordnung einer dreistelligen Kennzeichung zu ihrem Modell ist in Abbildung C.1 dar-
gestellt. Die Beschreibung der Regeln erfolgt in diesem Abschnitt, die Regeln selber befinden
sich im Anhang C und D ab Seite 101.
6.4.1 Transformationen im CIM
Fu¨r das CIM ergeben sich aufgrund der Abstraktionssicht nur wenig Transformations-
regeln, da sich die Charakterisierung der Umgebung eines Systems und deren Nutzen nur
begrenzt automatisieren la¨sst und in erster Linie vom Anwender bzw. von der Doma¨ne ab-
ha¨ngt.
6.4.1.1 Regel: TR BCM BPM 01
Diese Regel (siehe Abbildung C.1) bildet die Partition, welche einen Prozess im Business
Context Model ausfu¨hrt, der durch ein OCS unterstu¨tzt werden soll, in das Business Pro-
cess Model ab. Der Name der Partition wird dabei beibehalten. Wie auch fu¨r die folgenden
Transformationen wird hier vorausgesetzt, dass das Zielmodell bereits vorhanden ist, d. h. es
existieren bereits alle Modellrahmen des Entwicklungsansatzes, welche anschließend automa-
tisch durch Transformationen oder manuell durch den Entwickler gefu¨llt werden. In diesem
Fall mu¨ssen nach Anwendung der Transformationsregel im Business Process Modell die Un-
terpartitionen und deren Gescha¨ftsprozesse, welche das OCS unterstu¨tzen soll, nachgetragen
werden.
6.4.1.2 Regel: TR BPM EVM 01
Diese Regel (siehe Abbildung C.2) tra¨gt jede Unterpartition des Business Process Model
als Klasse in das Environment Model ein. Der Name der Partition und der Klasse sind iden-
tisch. Weitere Klassen, Attribute und Assoziationen mu¨ssen im Environment Modell manuell
nachgetragen werden.
6.4. Modelltransformationen 65
6.4.1.3 Regel: TR EVM UCM 01 und TR EVM UCM 02
Diese Regeln (siehe Abbildung C.3 und C.4) fu¨gen diejenigen Klassen, welche als Parti-
tion im Business Process Model existieren, in das Use Case Diagramm und in ein Sequenz-
diagramm des Use Case Model ein. Die Klassen, welche dabei einen Startpunkt im Business
Process Model besitzen, werden als prima¨re Akteure und somit als Initiatoren eines Anwen-
dungsfalls in das Use Case Diagramm eingetragen, die anderen Klassen als sekunda¨re Akteu-
re. Die Anwendungsfa¨lle selber mu¨ssen manuell nachgetragen werden. Im Sequenzdiagramm
werden die Klassen als Objekte inkl. Lebenslinie eingetragen. Klassen, welche lediglich fu¨r
das Versta¨ndnis der Umgebung im Environment Model modelliert wurden, bleiben vorerst
unberu¨cksichtigt.
6.4.1.4 Regel: TR UCM UCM 01
Diese Regel (siehe Abbildung C.5) bildet das System aus dem Use Case Diagramm in ein
Sequenzdiagramm des Use Case Models als Objekt inkl. Lebenslinie ab.
6.4.1.5 Regel: TR UCM UCM 02
Diese Regel (siehe Abbildung C.6) transformiert einen Anwendungsfall als initiierende
Nachricht in ein Sequenzdiagramm. Die Nachricht la¨uft dabei von einem prima¨ren Akteur zu
dem System hin.
6.4.1.6 Regel: TR BPM UCM 01
Diese Regel (siehe Abbildung C.7) legt den Rahmen der Nachrichten in einem Sequenzdia-
gramm des Use Case Model fest. Dazu wird eine Aktion im Business Process Model entweder
in eine Nachricht von einem Objekt an sich selber (interner Aufruf) oder an ein anderes
Objekt (externer Aufruf) transformiert. Diese Entscheidung muss der Entwickler treffen. Die
Anwendung der Regel fu¨hrt nur zu einer Referenz im Sequenzdiagramm, welche dann durch
den Entwickler gefu¨llt werden muss. In Abbildung 6.7 ist bereits das endgu¨ltige Sequenzdia-
gramm der Fallstudie gezeigt.
6.4.1.7 Regel: TR XXX ONM 01
Diese Regel (siehe Abbildung C.8) steht fu¨r eine Wildcard-Regel und kann auf alle Modelle
angewendet werden. Dabei wird jeder Begriff, welcher in einem beliebigen Modell definiert
wurde, in das Ontology Model als Klasse eingetragen. Dort kann der Begriff manuell weiter
verfeinert, d. h. die Klasse mit Attributen und Assoziationen erga¨nzt werden. Alle Klassen
ergeben bilden zusammen den Grundwortschatz, so dass Anwender und Entwickler das gleiche
Versta¨ndnis von Begriffen haben.
6.4.2 Transformationen vom CIM in das PIM
Fu¨r die Transformation zwischen CIM und PIM bestehen zum jetzigen Zeitpunkt nicht
viele formale Regeln. Je mehr Ergebnisse die Erforschung der Selbstorganisation und ihrer
Zusammenha¨nge liefert, desto mehr Regeln werden hier entstehen.
6.4.2.1 Regel: TR UCM MRM 01
Diese Regel (siehe Abbildung C.9) leitet die Rollen fu¨r das Role Model aus dem Use Case
Model ab. Dazu wird jedes Objekt im Sequenzdiagramm in eine Rolle transformiert, mit
Ausnahme des zu entwickelnden Systems an sich. Die Namen werden beibehalten.
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6.4.2.2 Regel: TR UCM MRM 02
Diese Regel (siehe Abbildung C.10) transformiert eine initiierende Nachricht aus dem
Sequenzdiagramm des Use Case Model in eine Rolle des Role Model. Die Regel erga¨nzt
die Regel TR UCM MRM 01, da das System selber nur einen Rahmen vorgibt und dessen
Repra¨sentation im Sequenzdiagramm nicht in eine Rolle transformiert werden darf.
6.4.2.3 Regel: TR UCM MNM 01
Diese Regel (siehe Abbildung C.11) identifiziert einen Teil der Normen fu¨r Rollen. Dazu
wird jeder interne Nachrichtenaustausch im Sequenzdiagramm des Use Case Model zu ei-
ner Obligation fu¨r diejenige Rolle, dessen korrespondierendes Objekt im Sequenzdiagramm
den Aufruf initiiert. Fu¨r Permissions und Prohibitions stehen noch keine Transformationsre-
geln zur Verfu¨gung. Die Bezeichnung einer Norm entspricht der Bezeichnung der Nachricht.
Zusa¨tzlich wird eine Referenz auf den Kopf der Obligation in das Role Model bei der entspre-
chenden Rolle eingetragen.
6.4.2.4 Regel: TR UCM MNM 02
Diese Regel (siehe Abbildung C.12) identifiziert ebenfalls Obligationen als Normen fu¨r
Rollen, allerdings wird durch diese Regel nur der Rahmen einer Norm im Norm Model erstellt.
Dazu wird jeder externe Nachrichtenaustausch im Sequenzdiagramm des Use Case Model in
solch einen Rahmen transformiert. Die Norm kann nicht automatisch benannt werden, da sie
mehr als nur eine Nachricht umfasst. Dies muss vom Entwickler nachgetragen werden. Die
Referenz auf den Kopf der Norm wird dennoch in das Role Model bei der entsprechenden
Rolle eingetragen.
6.4.3 Transformationen im PIM
Aufgrund der Vielzahl der Modelle im PIM ko¨nnen hier viele Transformationsregeln defi-
niert werden.
6.4.3.1 Regel: TR MNM MPM 01
Diese Regel (siehe Abbildung C.13) transformiert Normen in Bestandteile des Plan Model.
Dazu wird die Rolle, welche eine Norm erfu¨llen muss, als Partition in das Plan Model eingetra-
gen, das Aktivierungsereignis ignoriert, das Deaktivierungsereignis als Empfangsereignis vor
den Endpunkt des Diagramms und als Sendeereignis am Ende eines Plans notiert. Zusa¨tzlich
wird eine Referenz von der entsprechenden Rolle im Role Model auf den Plan eingetragen.
6.4.3.2 Regel: TR UCM MPM 01
Diese Regel (siehe Abbildung C.14) verbindet Pla¨ne im Plan Model miteinander. Dazu
wird ein Nachrichtenaustausch im Sequenzdiagramm des Use Case Model als Sende- und
Empfangsereignis an den entsprechenden Pla¨nen derjenigen Partitionen notiert, deren kor-
respondierenden Objekte im Sequenzdiagramm an dem Nachrichtenaustausch beteiligt sind.
Sowohl fu¨r diese Regel wie auch fu¨r die TR MNM MPM 01 ko¨nnten mehrere Transforma-
tionen definiert werden, welche noch genauer die Notation von Elementen im Plan Model
beschreiben.
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6.4.3.3 Regel: TR MPM MIM 01
Diese Regel (siehe Abbildung C.15) automatisiert Aktivita¨t 9 des Entwicklungsprozesses
vollsta¨ndig. Sie transformiert einen Nachrichtenaustausch zwischen zwei Partitionen im Plan
Model in ein Interaktionspattern im Interaction Model. Die initiierende Partition wird zur
initiierenden Rolle, die empfangende Partition zur partizipierenden Rolle. Die Referenz auf
das Interaktionspattern wird bei der initiierenden Rolle eingetragen.
6.4.3.4 Regel: TR MPM MSM 01
Diese Regel (siehe Abbildung C.16) automatisiert einen Teil der Aktivita¨t 10 des Entwick-
lungsprozesses. Dazu wird eine interne Aktion im Plan einer Rolle in einen privaten Service
transformiert und eine Referenz bei der Rolle im Role Model gesetzt.
6.4.3.5 Regel: TR MIM MSM 01
Diese Regel (siehe Abbildung C.17) automatisiert den restlichen Teil der Aktivita¨t 10
des Entwicklungsprozesses, so dass auch dieser vollautomatisiert ablaufen kann. Dazu wird
eine Nachricht in einem Interaktionspattern in einen o¨ffentlichen Service der partizipierenden
Rolle transformiert.
6.4.3.6 Regel: TR ANM ARM 01
Da Autonomic Manager Rollen noch nicht vom CIM abgeleitet werden ko¨nnen, mu¨ssen
sie definiert werden, sobald eine geeignete Norm fu¨r sie spezifiziert wird. Diese Regel (siehe
Abbildung D.1) erstellt lediglich eine Autonomic Manager Rolle und fu¨gt ihr eine Referenz
auf eine Norm hinzu.
6.4.3.7 Regel: TR ANM AAM 01
Diese Regel (siehe Abbildung D.2) transformiert das Aktivierungsereignis einer Norm einer
Autonomic Manager Rolle in ein Empfangsereignis im Autonomic Manager Analyze Model
und ein Sendeereignis in der Analyseregel. Die Analyseregel selber muss manuell erstellt
werden, um zu entscheiden, wann eine Norm durch das Sendeereignis aktiviert wird.
6.4.3.8 Regel: TR ANM AAM 02
Diese Regel (siehe Abbildung D.3) transformiert das Deaktivierungsereignis einer Norm
einer Autonomic Manager Rolle in ein Empfangsereignis im Autonomic Manager Analyze
Model und ein Sendeereignis in der Analyseregel. Die Analyseregel selber muss manuell erstellt
werden, um zu entscheiden, wann eine Norm durch das Sendeereignis deaktiviert wird.
6.4.3.9 Regel: TR ANM APM 01
Diese Regel (siehe Abbildung D.4) transformiert Normen von Autonomic Manager Rollen
in Bestandteile des Autonomic Manager Plan Model. Dazu wird die Rolle einer Norm als
Partition in das Plan Model eingetragen, das Aktivierungsereignis ignoriert, das Deaktivie-
rungsereignis als Empfangsereignis vor den Endpunkt des Diagramms und als Sendeereignis
am Ende eines Plans notiert. Zusa¨tzlich wird eine Referenz von der entsprechenden Auto-
nomic Manager Rolle auf den Plan im Role Model eingetragen. Der Rest des Plans muss
manuell erstellt werden.
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6.4.3.10 Regel: TR APM AIM 01
Diese Regel (siehe Abbildung D.5) automatisiert Aktivita¨t 15 des Entwicklungsprozesses
komplett. Sie transformiert einen Nachrichtenaustausch zwischen zwei Partitionen im Auto-
nomic Manager Plan Model in ein Interaktionspattern im Autonomic Manager Interaction
Model. Die initiierende Partition wird zur initiierenden Rolle, die empfangende Partition zur
partizipierenden Rolle. Die Referenz auf das Interaktionspattern wird bei der initiierenden
Rolle eingetragen.
6.4.3.11 Regel: TR APM ASM 01
Diese Regel (siehe Abbildung D.6) automatisiert einen Teil der Aktivita¨t 16 des Entwick-
lungsprozesses. Dazu wird eine interne Aktion im Plan einer Autonomic Manager Rolle in
einen privaten Service transformiert und eine Referenz bei dieser Rolle im Autonomic Mana-
ger Role Model gesetzt.
6.4.3.12 Regel: TR APM MSM 01
Diese Regel (siehe Abbildung D.7) transformiert eine interne Aktion im Plan einer Mana-
ged Resource Rolle in einem Autonomic Manager Plan Model in einen privaten Service der
Managed Resource Rolle und setzt eine Referenz bei dieser Rolle im Role Model.
6.4.3.13 Regel: TR AIM ASM 01
Diese Regel (siehe Abbildung D.8) automatisiert einen weiteren Teil der Aktivita¨t 16 des
Entwicklungsprozesses. Dazu wird eine Nachricht an eine Autonomic Manager Rolle in einem
Interaktionspattern in einen o¨ffentlichen Service der Autonomic Manager Rolle transformiert.
6.4.3.14 Regel: TR AIM MSM 01
Diese Regel (siehe Abbildung D.9) automatisiert den restlichen Teil der Aktivita¨t 16 des
Entwicklungsprozesses, so dass auch dieser vollautomatisiert ablaufen kann. Dazu wird eine
Nachricht an eine Managed Resource Rolle in einem Interaktionspattern in einen geschu¨tzten
Service der Managed Resource Rolle transformiert.
Fu¨r das Interaction Model, das Autonomic Element Model und das Autonomic Element
Instance Model ko¨nnen noch keine bzw. nur triviale Transformationsregeln angegeben werden.
Dazu liegen entweder noch zu wenige Forschungsergebnisse aus dem Bereich der Selbstorga-
nisation vor, oder eine Transformation kann nicht deterministisch durchgefu¨hrt werden. Aus
diesem Grund wird in dieser Arbeit auf die Definition weiterer Regeln verzichtet.
7. Evaluierung des Entwicklungsansatzes
Der in Kapitel 6 vorgestellte Entwicklungsprozess diente dort der Entwicklung eines selbst-
organisierenden, stigmergischen OCS, welches die Funktionsweise des Produktionsplanungs-
und -kontrollsystems aus Kapitel 4, insbesondere die Prinzipien der Stigmergie, besaß. Zusa¨tz-
lich konnten durch den Entwicklungsprozess gewisse Selbst-x Eigenschaften fu¨r das System
konsistent modelliert, erzeugt und beherrscht werden. Um u¨berpru¨fen zu ko¨nnen, ob der An-
satz auch fu¨r die Entwicklung nicht-stigmergischer OCS geeignet ist, wird der Prozess in
diesem Kapitel fu¨r die Entwicklung eines anderen Produktionsplanungs- und -kontrollsystem
verwendet. Als Vorlage dient dazu eine weitere Fallstudie aus der Doma¨ne der Fertigungs-
steuerung, welche im Gegensatz zur Fallstudie I auf einer direkten Kommunikation mittels
Auktionen basiert. Aufgrund der Ergebnisse dieser Entwicklung wird der Entwicklungsan-
satz nach verschiedenen Gesichtspunkten evaluiert, wodurch eine Identifizierung von weite-
ren, notwendigen Forschungsbereichen fu¨r die Verwendung des Entwicklungsprozesses in einer
Softwareentwicklungsmethodologie mo¨glich wird.
7.1 Fallstudie II: Rechnergestu¨tzte Fertigungssteuerung
Aufgrund des Wandels in der Produktionsindustrie haben Bussmann und Schild a¨hn-
lich wie Valckenaers ein agenten-basiertes Produktionsplanungs- und -kontrollsystem [27]
enwickelt, welches bei der DaimlerChrysler AG [3] bereits prototypisch eingesetzt wurde.
Im Gegensatz zum System von Valckenaers verwenden die Systemkomponenten jedoch kein
Selbstorganisationsmechanismus, sondern kommunizieren u¨ber Auktionen direkt miteinan-
der. Trotz des Fehlens eines derartigen Mechanismuses weist das System Charakteristika der
Selbstorganisation auf, deren Entstehung im Folgenden untersucht wird.
7.1.1 Systemarchitektur
Wie bei den meisten robusten Produktionssystemen haben auch bei diesem System die
Maschinen u¨berlappende Produktionsfa¨higkeiten. Im Gegensatz zur Fallstudie I ist das ge-
samte Produktionssystem hier jedoch nicht wie ein Graph aufgebaut, sondern besteht aus
einzelnen Modulen (siehe Abbildung 7.1). Jedes dieser Module besteht aus einer Maschine,
drei Einbahn-Transportba¨ndern, zwei Switches und einer Shifting Table. Die Anordnung dieser
sieben Komponenten ist in Abbildung 7.2 dargestellt.
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Abbildung 7.1: Architektur des Produktionsplanungs- und -kontrollsystems [27]
Abbildung 7.2: Struktur eines Moduls des Produktionsplanungs- und -kontrollsystems [27]
Jeder Switch kann eine Palette (mit einer Werkstu¨ck darauf) von einem beliebigen Eingang
zu einem beliebigen Ausgang bewegen, wobei nur jeweils eine Palette zu einem bestimmten
Zeitpunkt bewegt werden kann. In Abbildung 7.1 besitzt jeder innen liegende Switch zwei
Einga¨nge und einen Ausgang auf seiner linken Seite und zwei Ausga¨nge und einen Eingang
auf seiner rechten Seite. Eine derartige Anordnung der Module ermo¨glicht es einer Palette
entweder u¨ber das unterste Transportband zu einer Maschine zu gelangen oder u¨ber das
mittlere Transportband an ihr vorbei zu fahren. Fa¨hrt die Palette vorbei, stehen ihr zwei
weitere Optionen offen: Die Palette kann entweder in die gleiche Richtung zu einer anderen
Maschine weiterfahren oder u¨ber das oberste Transportband zuru¨ckfahren. Dadurch kann
sich eine Palette solange im Kreis bewegen, bis das unterste Transportband, welches unter
Umsta¨nden von einer anderen Palette belegt wurde, wieder frei ist und die Palette u¨ber die
Shifting Table zu einer Maschine gelangen kann. Das gesamte Produktionssystem fungiert
daher als eine Art flexibler Puffer.
7.1.2 Koordinationsmechanismus
Wie auch in der Fallstudie I ist die Kontrolle des Systems nicht zentral, sondern wird
von den einzelnen Agenten u¨bernommen. Dazu ist jeweils ein Agent jedem Werkstu¨ck, jeder
Maschine und jedem Switch zugeordnet. Ein Werkstu¨ckagent kontrolliert dabei den Produk-
tionszustand eines Werkstu¨cks auf einer Palette, ein Maschinenagent den gesamten Material-
fluss durch eine Maschine und ein Switchagent das Flussverhalten der Paletten, d. h. welcher
Eingang zuerst beachtet wird und zu welchem Ausgang die Paletten bewegt werden. Fu¨r die
Kontrolle des gesamten Materialflusses kontrolliert ein Maschinenagent nicht nur die aktuelle
Prozessschrittausfu¨hrung auf einer Maschine, sondern auch die ausgehenden Werkstu¨cke, bis
diese eine weitere Maschine fu¨r ihre Bearbeitung gefunden haben (virtueller Puffer).
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Die Koordination all dieser simultanen, jedoch voneinander abha¨ngigen Prozesse geschieht
durch spezielle Verhandlungsprotokolle. Die Auktion zwischen den Werkstu¨ck- und Maschi-
nenagenten besteht dabei aus einer einzelnen Runde und verla¨uft nach folgendem Auktions-
protokoll:
1. Die Auktion wird immer von einem Werkstu¨ckagenten angestoßen. Dies geschieht, wenn
der Werkstu¨ckagent zum ersten Mal in das Produktionssystem eintritt bzw. unmittel-
bar nach dem Verlassen einer Maschine. In beiden Fa¨llen bestimmt der Werkstu¨ckagent
den na¨chsten, beno¨tigten Prozessschritt fu¨r sein Werkstu¨ck nach einem vorgegebenen
Produktionsplan und die Maschinen, auf denen dieser Prozessschritt mo¨glicherweise
ausgefu¨hrt werden kann. Anschließend sendet der Werkstu¨ckagent eine Aufforderung
fu¨r Gebote an die ermittelten Maschinen. In dieser Aufforderung ist der beno¨tigte Pro-
zessschritt1 enthalten.
2. Erha¨lt ein Maschinenagent eine Gebotsaufforderung fu¨r einen Prozessschritt, u¨berpru¨ft
er, ob seine Maschine den Prozessschritt erfu¨llen kann und der virtuelle Puffer eine
weitere Palette aufnehmen kann. Ist dies der Fall, so erteilt der Maschinenagent ein Ge-
bot; andernfalls ignoriert er die Aufforderung. Ein Gebot entha¨lt immer (a) die aktuelle
Auslastung des virtuellen Puffers und (b) den Prozessschritt2, welchen die Maschine
ausfu¨hren kann.
3. Der Werkstu¨ckagent sammelt alle Gebote fu¨r eine bestimmte Aufforderung auf. Sollte
kein Gebot vorhanden sein, wird eine neue Aufforderung gesendet und von vorne be-
gonnen; andernfalls erteilt er dem besten Gebot den Zuschlag. Dazu werden die Gebote
anhand (a) und (b) verglichen, wobei (a) eine ho¨here Priorita¨t hat. Je kleiner die ak-
tuelle Auslastung eines virtuellen Puffers und je mehr Prozessschritte3 in (b) enthalten
sind desto besser.
Dieses Auktionsprotokoll entspricht dem Contract Net Protocol (CNP) [91]. Fu¨r gewo¨hn-
lich finden eine Vielzahl solcher Auktionen simultan statt und sind ineinander verschachtelt.
Daher kann ein einzelner Maschinenagent in mehr als eine Auktion gleichzeitig verwickelt
sein.
7.1.3 Produtkionsvorgang
Nach der Reservierung einer Maschine beginnt der Werkstu¨ckagent mit der Routenfu¨hrung
der Palette. Diese basiert auf einer Reihe von bilateralen Verhandlungen zwischen dem Werk-
stu¨ckagent und dem na¨chsten Switchagenten, welchen der Werkstu¨ckagent erreicht, solange
bis der Werkstu¨ckagent die reservierte Maschine erreicht hat.
7.1.4 Selbstorganisierendes Verhalten
Das selbstorganisierende Verhalten des Systems zeigt sich an der Selbst-Limitierung. Das
System passt sich immer dem momentanen Flaschenhals der Maschinen (die Maschine mit der
aktuell niedrigsten Kapazita¨t) an, um Staus im Transportsystem zu vermeiden. Der Flaschen-
hals des Systems wird automatisch in der entgegen gesetzten Materialflussrichtung propagiert,
1Der Einfachheit halber wird in dieser Fallstudie nur ein Prozessschritt auf einmal versteigert, in der Realita¨t
kann das System auch mehrere Prozessschritte auf einmal versteigern
2In der Realita¨t sind auch hier mehrere Prozessschritte enthalten
3Hier nur einer
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bis der Anfang der Produktionsstraße erreicht ist. Dort werden nur so viele Werkstu¨cke in die
Produktionsstraße gelassen, dass diese auch verarbeitet werden ko¨nnen, ohne dabei Staus zu
erzeugen.
Der Grund dieser automatischen Propagation liegt in den virtuellen Puffern der einzel-
nen Maschinen. Wie bereits beschrieben, ha¨lt eine Maschine sowohl die gerade bearbeiteten
Werkstu¨cke als auch diejenigen, welche noch keine na¨chste Maschine ermittelt haben, in ih-
rem vrtuellen Puffer. Erreicht der Puffer einer Maschine seine Ho¨chstgrenze, so werden keine
weiteren Werkstu¨cke mehr angenommen bzw. keine weiteren Gebote mehr erteilt. Da der Ma-
terialfluss in dem Produktionssystem vorwiegend linear ist4, la¨uft der virtuelle Puffer einer
oder mehrerer Maschinen, welche in Produktionsrichtung vor dem Flaschenhals des Systems
liegen, ebenfalls voll. Dies setzt sich solange fort, bis der Anfang der Produktionsstraße er-
reicht ist. Indem dort nur noch begrenzt Werkstu¨cke aufgenommen werden ko¨nnen, entstehen
keine Staus im System, welche die Performance des Systems beeintra¨chtigen ko¨nnten. Dabei
ist bemerkenswert, dass die Topologie des Systems und damit die Produktionsrichtung zufa¨l-
lig sein kann, da diese im Grunde genommen von den Bewegungen der Werkstu¨cke aufgestellt
wird.
7.2 Vergleich von Fallstudie I und II
Das in Fallstudie II (FS2) beschriebene Produktionsplanungs- und -kontrollsystem weist
gegenu¨ber dem System in Fallstudie I (FS1) in wesentlichen Punkten Unterschiede aber auch
Gemeinsamkeiten auf, welche auf die anschließende Entwicklung einen Einfluss haben:
7.2.1 Systemarchitektur
Die Topologie der Produktionsstraße in FS2 ist im Gegensatz zu der in FS1 modular und
nicht in einem Graphen angeordnet. Die Switches in FS2 ko¨nnen dabei mit den Kreuzungen
aus FS1 gleichgesetzt werden. Auf die Entwicklung hat dies jedoch keinen nennenswerten Ein-
fluss, da die Topologie keine Auswirkung auf die Funktionsweise eines der beiden Systeme hat
und dort nicht festgelegt wird, wie viele Ein- und Ausga¨nge ein Switch bzw. eine Kreuzung
besitzen muss. Bis auf die unterschiedlichen Namen sind auch die Agenten der beiden Fall-
studien denselben Instanzen zugeordnet. Switch- und Maschinenagent in FS2 werden in FS1
als Ressourcenagent u¨berschrieben. Lediglich der Produktagent aus FS1 tritt in FS2 nicht in
Erscheinung. Dies hat auf die Entwicklung jedoch ebenfalls keinen gravierenden Einfluss, da
die Rolle des Produktagenten aus FS1 in FS2 vom Werkstu¨ckagent mit u¨bernommen werden
kann.
7.2.2 Koordinationsmechanismus
Der deutlichste Unterschied liegt in der Art der Kommunikation. Wa¨hrend in FS1 fu¨r alle
Interaktionen zwischen zwei Basisagenten Ameisenagenten als U¨bertragungsmedium verwen-
det werden, geschieht in FS2 jegliche Interaktion zwischen zwei Agenten direkt. Nichtsdesto-
trotz ko¨nnen die drei Kontrollstufen aus FS1 in FS2 wiedergefunden werden. Die Propagation
der Produktionsfa¨higkeiten einer Maschine (Feasibility Layer) findet in FS2 nur implizit statt.
Wa¨hrend in FS1 die exploring ants der Auftragsagenten die abgelegten Produktionsfa¨higkei-
ten der Maschinen an den Kreuzungen aufnehmen, wird in FS2 eine Maschine direkt im ersten
4Dies wird u¨ber einen hier nicht na¨her beschriebenen Mechanismus bei der Auswahl der Maschinen fu¨r eine
Auktion erreicht
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Auktionsschritt nach ihren Fa¨higkeiten gefragt. Die exploring layer und intention layer in
FS1 sind zusammen im Auktionsprotokoll der FS2 enthalten. Das Einholen von Angeboten,
das Bieten und das Reservieren ist in FS1 in mehrere Schichten aufgeteilt, in FS2 hinge-
gen in einer Auktion zusammengefasst. Fu¨r die Entwicklung hat dieser Unterschied folglich
Auswirkungen auf die Interaktionsprotokolle.
7.2.3 Selbstorganisation
In beiden Fallstudien werden neue oder ausgefallene Maschinen schnell bemerkt und er-
fordern keinen Eingriff von außen. In FS1 wird beispielsweise bei einem Maschinenausfall die
Produktinstanz rechtzeitig an einer Kreuzung umgeleitet und an eine Maschine mit passenden
Fa¨higkeiten fu¨r den na¨chsten Produktionssschritt weitergeleitet. In FS2 wird das Werkstu¨ck
im Gegensatz dazu an einer ausgefallenen Maschine vorbeigeleitet um von einer anderen
Maschine bearbeitet werden zu ko¨nnen. Da in FS2 bei jeder Auktion immer alle mo¨glichen
Maschinen betrachtet werden, sto¨ren hier ebenfalls keine neuen oder ausgefallenen Maschinen.
Gewisse Eigenschaften hingegen ha¨ngen jedoch nur von der gewa¨hlten Kommunikationsart
ab. So wird das System in FS2 kaum die Vorteile durch die Verwendung der Prinzipien der
Stigmergie in FS1 aufweisen und umgekehrt. Fu¨r die Entwicklung haben diese Eigenschaf-
ten jedoch in dieser Arbeit keinen weiteren Einfluss, da sie von ho¨heren Aspekten abha¨ngen,
welche hier nicht betrachtet werden ko¨nnen.
7.2.4 Sonstiges
Der virtuelle Puffer einer Maschine in FS2 entspricht der Auslastung einer Maschine in
FS1. Die Verwaltung der von einer Maschine bearbeiteten Werkstu¨cke in FS2 findet in FS1
in dieser Form nicht statt. Dies macht jedoch keinen wesentlichen Unterschied fu¨r die Ent-
wicklung aus, da hier wiederum lediglich eine Rolle bzw. ein Teil einer Rolle einem anderen
Agenten zugeteilt wird. Ein wesentlicher Unterschied ist jedoch, dass in FS1 durch die explo-
ring ants immer eine komplette Produktionsroute gesucht wird, wohingegen in FS2 bei einer
Auktion immer nur ein weiterer Schritt5 der Produktion betrachtet wird. Dieser Unterschied
ergibt sich allerdings aus der gewa¨hlten Kommunikationsart und ist als Vorteil der FS1 zu
betrachten, hat aber keinen Einfluss auf die Entwicklung.
7.3 Anwendung des Entwicklungsprozesses
Im Folgenden wird der erstellte Entwicklungsprozess (siehe 6.2) fu¨r die Entwicklung eines
Produktionsplanungs- und -kontrollsystem als Organic Computing System auf Vorlage des
Systems aus Fallstudie II angewandt. Unter Beru¨cksichtigung des Vergleichs in 7.2 werden
dabei so weit wie mo¨glich existierende Modelle aus der Entwicklung in 6.3 wiederverwendet.
Aufgrund der Tatsache, dass das zu entwickelnde System in derselben Doma¨ne mit demsel-
ben Ziel in derselben angenommenen Umgebung eingesetzt werden soll, liefern die Aktivita¨ten
1–5 des Entwicklungsprozesses keine neuen Informationen gegenu¨ber der vorangegangenen
Entwicklung. Im CIM ergeben sich daher weder im Business Context Model, im Business
Process Model, im Environment Model, im Use Case Model noch im Ontology Model Vera¨n-
derungen, so dass alle Modelle bestehen bleiben ko¨nnen, von unterschiedlichen Bezeichnungen
abgesehen.
5In der Realita¨t zwar mehrere, jedoch selten alle
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Die Aktivita¨ten 6–10 fu¨hren im PIM beim Role Model, Norm Model, Plan Model, Interac-
tion Model und Service Model ebenfalls von unterschiedlichen Bezeichnungen abgesehen zu
keinen Vera¨nderungen. Da die unterschiedlichen Bezeichnungen weder fu¨r die Modelle, die
Transformationen noch fu¨r die Funktionsweise des Systems eine Rolle spielt, besteht keine
Veranlassung fu¨r eine neue Modellierung dieser Modelle. Die Aktivita¨ten 11-16 fu¨hren auf der
Seite der applikationsspezifischen Selbst-x Entwicklung aufgrund der Fallstudie II logischer-
weise zu keinen Vera¨nderungen, da das beschriebene System nicht u¨ber Selbst-x Eigenschaften
verfu¨gt. Daher ko¨nnen die Autonomic Manager Rollen resource und production order und die
in 6.3 entwickelten Selbst-x Eigenschaften bestehen bleiben.
Der Vergleich der beiden Fallstudien hat erst fu¨r die Interaktionsprotokolle notwendige
A¨nderungen festgestellt, so dass Aktivita¨t 17 des Entwicklungsprozesses zu einem anderen
Interaction Protocol Model fu¨hrt. Dort mu¨ssen die bestehenden, stigmergischen Interaktions-
protokolle ausgetauscht und durch passende Auktionsprotokolle ersetzt werden, welche jedoch
die bestehenden Interaktionspattern implementieren. Abbildung B.9 zeigt ein angepasstes
Contract Net Protocol, welches die Interaktionspattern request offer (siehe Abbildung 6.15)
und reserve resource (siehe Abbildung B.4) als Interaktionsprotokoll implementieren. A¨hn-
lich wie in objektorientierten Programmiersprachen kann ein einziges Interaktionsprotokoll
(Implementierung) mehrere Interaktionspattern (Schnittstellen) auf einmal implementieren.
Aktivita¨t 18 und 19 fu¨hren hingegen zu keiner Vera¨nderung fu¨r das Autonomic Element Mo-
del und das Autonomic Element Instance Model, da auch diese unabha¨ngig von der Art der
Kommunikation sind.
7.4 Bewertung des Entwicklungsansatzes
Die Ergebnisse der Entwicklungen in 6.3 und 7.3 lassen bereits in einigen Punkten Ru¨ck-
schlu¨sse u¨ber die Qualita¨t des Entwicklungsansatzes zu.
7.4.1 Unterstu¨tzung des MDA-Ansatzes
Der Entwicklungsansatz ha¨lt sich an die Vorgaben der Model Driven Architecture und ihre
definierten Modellen. Vergleicht man die beiden Entwicklungen, so wurden keine A¨nderungen
im CIM no¨tig. Dies ist insofern wichtig, da diese Ebene softwareunabha¨ngig sein soll und es
folglich keine Rolle spielt, ob ein OCS u¨ber direkte oder indirekte Kommunikation interagiert.
Auch im PIM wurden bis auf ein Modell keine Vera¨nderungen zwischen den beiden Entwick-
lungen festgestellt. Lediglich das Interaction Protocol Model musste fu¨r eine A¨nderung der
Kommunikationsart ausgetauscht werden, was aber zula¨ssig ist, da das PIM wie beschrieben
nur plattformunabha¨ngig sein soll.
Wie weiter zur erkennen ist, wurde bis zum Autonomic Element Instance Model auf der
PIM-Ebene noch nicht festgelegt, welche Technologien das System – hier das PPCS – ver-
wenden soll. Diese Entscheidung muss erst fu¨r die Transformation zwischen PIM und PSM
getroffen werden. Im vorliegenden Fall ko¨nnten beispielsweise Plattform Models der Agen-
tentechnologie eingesetzt werden um eine entsprechende Realisierung des PPCS als Multi-
Agenten-System zu erhalten. Dabei wa¨re denkbar, dass jedes Autonomic Element von einem
Agenten implementiert werden wu¨rde, aber auch, dass jede Managed Resource und jeder Au-
tonomic Manager durch einen eigenen Agenten realisiert werden ko¨nnten. Es ko¨nnen aber
genauso gut andere Technologien eingesetzt werden, welche gewisse Anforderungen an ver-
teilte Systeme erfu¨llen.
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Fu¨r die Transformation des PIM in ein PSM bietet der Ansatz eine große Unterstu¨tzung,
da jedes Modell der PIM-Ebene fu¨r sich transformiert werden kann. Durch die Einfu¨hrung
von Referenzen auf der PIM-Ebene zwischen den Role Models und den davon abha¨ngigen
Modellen ko¨nnte jedes Modell in ein eigenes PSM transformiert werden, ohne dass Zusam-
menha¨nge verloren gehen. Die Referenzen auf der PIM-Ebene ko¨nnen wo no¨tig zu Bridges
zwischen den PSM und spa¨ter zwischen den verschiedenen Codes transformiert werden. Mit
der Definition von Modelltransformationen auf CIM- und PIM-Ebene sowie zwischen den
beiden Ebenen werden bereits Hinweise auf die Art der Transformationsregeln gegeben. Erst
durch die Definition der Regeln wird das Systemkonstruktionsparadigma der MDA erfu¨llt.
7.4.2 Verwendung und begrenzte Erweiterung des UML 2.0 Standards
Die Modellierung basiert bis auf wenige Notationssymbole ausschließlich auf UML 2.0 und
die darin definierten Diagramme. Lediglich fu¨r Rollen, Normen und Services mussten neue
Notationen definiert werden um den Standard begrenzt zu erweitern.
Ein neues Konzept, welches in UML 2.0 in dieser Form nicht enthalten ist, stellt die
Referenzierung auf andere Modellelemente dar. Zwar ko¨nnen in einem Seuquenzdiagramm
verschiedene Aspekte ausgelassen werden und mit einem ref auf eine andere Modellierung
verweisen, jedoch ist dies die einzige Stelle in UML 2.0, wo dies bisher verwendet wird. Mit
der Erweiterung auf eine allgemeine Referenzierung lassen sich Konzepte wie Modularisierung
und Kapselung bereits auf Modellebene realisieren. Der Vorteil der Referenzierung zeigt sich
an mehreren Punkten, welche in den beiden Entwicklungen deutlich zum Tragen kamen:
• Im Gegensatz zu vielen anderen Entwicklungsmethodologien wird durch die Referen-
zierung ein Zusammenhang zwischen den Modellen hergestellt, welcher bei großen Ent-
wicklungen schnell verloren gehen kann. Die Ansammlung mehrerer Modelle auf den
Ebenen der MDA wu¨rde zwar viele Teilaspekte des zu entwickelnden Systems preis-
geben, es jedoch schwer machen, den U¨berblick zu bewahren und Zusammenha¨nge zu
erkennen.
• Durch die Referenzierung wird eine wiederholte Modellierung von Teilaspekten vermie-
den, da von unterschiedlichen Modellen auf dieselbe Stelle referenziert werden kann. In
vielen Systemen – insbesondere Organic Computing Systemen – mu¨ssen verschiedene
Komponenten beispielsweise gleiche Basisdienste zur Verfu¨gung stellen, welche dadurch
nicht redundant modelliert werden mu¨ssen. Das Konzept der Modularisierung wird in
Zukunft immer wichtiger werden, da so auf Modelle verwiesen werden kann, welche
nicht Bestandteil der eigenen Entwicklung sind, sondern eventuell als Modellbibliothek
extern verfu¨gbar sind.
• Das Konzept der Kapselung spielt beim Zusammenspiel von Interaktionspattern und
Interaktionsprotokollen eine Rolle, welches unten na¨her ausgefu¨hrt wird.
7.4.3 Umsetzung der Selbstorganisation
Der Entwicklungsansatz erfu¨llt zumindest fu¨r die beiden Entwicklungen die in 3.1 be-
schriebenen theoretischen Anforderungen und Charaktersitika selbstorganisierender Systeme.
So ist es mo¨glich, den Selbstorganisationsmechanismus der Stigmergie mittels Ameisenalgo-
rithmen zu realisieren. Daran ist zu erkennen, wie beispielsweise die Kontrolle des Systems
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verteilt ist, ein globales Verhalten aus den Interaktionen der Agenten entsteht oder wie robust
das System gegenu¨ber Ausfa¨llen ist. Der Großteil der Prinzipien der Stigmergie wurde dabei
von den Interaktionsprotokollen in der Entwicklung realisiert, welche die Interaktionspattern
implementieren.
Durch den simplen Austausch dieser Interaktionsprotokolle ko¨nnen ohne großen Aufwand
andere Prinzipien umgesetzt werden, wie an der Entwicklung des Systems aus Fallstudie II
zu erkennen ist. Durch die Verwendung von Auktionen als direkte Kommunikation ko¨nnen
andere Selbstorganisationseigenschaften realisiert werden, welche allein auf der Art der Kom-
munikation basieren. Genauso leicht ko¨nnen beispielsweise Auktionsprotokolle ausgetauscht
werden oder die Rollen um weitere Protokolle erga¨nzt werden. Indem ein Interaktionspat-
tern von mehreren, verschiedenen Interaktionsprotokollen implementiert wird, kann eine Rol-
le bzw. spa¨ter ein Autonomic Element zwischen diesen wa¨hlen, um seine eigenen Interessen
besser zu wahren oder mit anderen Autonomic Elements zu kommunizieren, welche eventuell
nur wenige Protokolle unterstu¨tzen. Beispielsweise ko¨nnte das Contract Net Protocol aus der
Fallstudie II auch durch ein Protokoll der englischen, holla¨ndischen oder Vickrey Auktion
ersetzt oder erga¨nzt werden6.
7.4.4 Verarbeitung unbekannter Situationen
Wie in 2.1.2 erwa¨hnt, ist in der Forschungsgemeinschaft des Organic Computing noch nicht
klar, wie die gegenla¨ufigen Tendenzen zwischen Top-Down-Kontrolle und kreativem Bottom-
Up-Verhalten in der Softwareentwicklung miteinander vereinbart werden ko¨nnen. Selbst wenn
es auf den ersten Blick so aussieht, als wu¨rde der erstellte Entwicklungsansatz durch die Ver-
wendung der MDA ein klarer Vertreter des Top-Down-Ansatzes sein, so tru¨gt der Schein.
Dieser Ansatz la¨sst auch Systemzusta¨nde zu, welche nicht bei der Entwicklung beru¨cksichtigt
werden ko¨nnen. Dazu wurde das Konzept der Non-Cooperative Situations mit aufgenommen,
um unbekannte Situationen erkennen zu ko¨nnen. Der Umgang mit neuen Situationen wird
durch Planungsalgorithmen geregelt, welche versuchen, die Situationen zu lo¨sen, so dass exis-
tierende Normen entweder wieder eingehalten oder vera¨ndert bzw. abgeschafft werden mu¨ssen.
Der Entwicklungsansatz stattet Autonomic Elements dabei nur mit initialen Pla¨nen aus, wel-
che zur Lo¨sung von bekannten Situationen verwendet werden ko¨nnen. Neue Pla¨ne mu¨ssen
von den Autonomic Elements selber erstellt werden, wobei erstere auf bestehenden Pla¨nen
basieren ko¨nnen. Diese Fa¨higkeit des Lernens steht jedoch nicht im Fokus dieser Arbeit.
7.4.5 Erga¨nzung von Selbst-x Eigenschaften fu¨r bestehende Systeme
Bestehende Systeme, welche keine Selbst-x Eigenschaften besitzen, ko¨nnen mit diesem
Entwicklungsansatz begrenzt mit solchen Eigenschaften ausgestattet werden. Falls es die
Technologie des bestehenden Systems zula¨sst, ko¨nnen durch die Trennung der Entwicklung
von Systemarchitektur und Selbst-x Eigenschaften unter Umsta¨nden diese Eigenschaften hin-
zugefu¨gt werden. Dazu muss das bestehende System erweiterbar sein, gut dokumentiert sein
und eine Kontrolle von Autonomic Managern unterstu¨tzen. Nichtsdestotrotz ist dieser Weg
eher unorthodox und wohl nicht effizient.
6Da diese Protokolle im Gegensatz zum Contract Net Protocol aus mehreren Runden bestehen, wu¨rden sie
jedoch fu¨r die Fallstudie II keinen Vorteil in der Performance liefern
8. Zusammenfassung und Ausblick
In dieser Arbeit wurde mit der Erstellung eines modellbasierten Entwicklungsprozesses fu¨r
Organic Computing Systeme die Grundlage fu¨r eine konsistente und durchga¨ngige Software-
entwicklungsmethodologie fu¨r diese Systeme geschaffen. Durch die Untersuchung von Selbst-
organisationsmechanismen in der Natur – insbesondere der Stigmergie –, der Analyse eines
selbstorganisierenden, stigmergischen IT-Systems und der technischen Erzeugung von Selbst-
x Eigenschaften im Autonomic Computing konnten dazu wesentliche Anforderungen an die
Architektur von Organic Computing Systemen identifiziert werden. Diese wurden in einem
Metamodell fu¨r OCS umgesetzt, welches zur Erfu¨llung der identifizierten Anforderungen auch
geeignete Konzepte aus Entwicklungsmethodologien fu¨r Multi-Agenten-Systeme verwendet
und als Basis fu¨r den Entwicklungsprozess dient. Mit der Definition von Modelltransfor-
mationen wurde zudem dafu¨r gesorgt, dass das Framework der Model Driven Architecture
unterstu¨tzt wird. Weiter wurde exemplarisch vorgefu¨hrt, wie der Prozess fu¨r die Entwicklung
eines stigmergischen OCS eingesetzt werden kann und wie Selbst-x Eigenschaften fu¨r die-
ses System modelliert werden ko¨nnen. Durch die Evaluierung des Entwicklungsansatzes an
einer Fallstudie konnte gezeigt werden, dass der Prozess nicht nur fu¨r die Entwicklung von
OCS verwendbar ist, welche indirekt miteinander kommunizieren, sondern auch fu¨r OCS,
welche direkt miteinander kommunizieren. Weitere Ergebnisse der Evaluierung waren, dass
der Ansatz auf dem Standard von UML 2.0 basiert, diesen wo no¨tig begrenzt erweitert und
dass die zugrunde liegende Architektur mit unbekannten und nicht im Vornherein geplanten
Situationen umgehen kann.
Der Entwicklungsansatz verwendet und erweitert zudem aktuelle Forschungsansa¨tze im
Organic Computing und kann dadurch auch mit anderen Forschungsprojekten kombiniert wer-
den. So wurde durch die Verwendung des Autonomic Manager-Konzepts im OCS-Metamodell
eine Basis fu¨r die Entwicklung einer mehrschichtigen Observer/Controller-Architektur ge-
schaffen. Fu¨r die Realisierung und Implementierung ko¨nnen spa¨ter Constraints auf der PSM-
Ebene und Assertions auf der Code-Ebene des MDA-basierten Ansatzes genutzt werden. Letz-
tere ko¨nnen fu¨r die Zusicherung von Zusta¨nden bzw. das Melden von fehlerhaften Zusta¨nden
eingesetzt werden, so dass durch ausgegebene Warnungen (Exceptions) ein Autonomic Mana-
ger entsprechend reagieren kann, um so einen Teil fu¨r die Erhaltung der Selbst-Eigenschaften
beizutragen.
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Des Weiteren zeigt der Ansatz, wie die Selbst-x Eigenschaften eines OCS durch die Inter-
aktionen zwischen einzelnen Systemkomponenten, vorwiegend zwischen Autonomic Managers
und Managed Resources, entstehen und sich nicht allein durch die Gesamtheit aller System-
komponenten erzeugen lassen. In diesem Sinne sind die Selbst-x Eigenschaften als emergent
zu betrachten. Durch die Untersuchung natu¨rlicher und ku¨nstlicher, selbstorganisierender
Systeme wurde allerdings festgestellt, dass die Verwendung eines Selbstorganisationsmecha-
nismuses fu¨r die Kommunikation der Systemkomponenten, wie z. B. der Stigmergie, nicht zur
Entstehung der Selbst-x Eigenschaften beitragen kann. Da die Stigmergie nur die applikati-
onsspezifische Art der Kommunikation festlegt, kann sie zwar ein selbstorganisierendes bzw.
emergentes Verhalten des Systems hervorrufen, jedoch nicht dessen Selbst-x Eigenschaften
explizit erzeugen. Fu¨r diese Erzeugung wurden andere Mechanismen gefunden, welche der
Entwicklungsansatz mit der Verwendung von Normen beru¨cksichtigt.
Durch die Spezifikation von (low-level) Normen kann das Verhalten des Systems bereits
zur Entwicklungszeit genau festgelegt werden, so dass das Verhalten zur Laufzeit die ge-
wu¨nschten Ziele erreicht. Nichtsdestotrotz existiert gerade in diesem Bereich noch großer
Forschungsbedarf. Da die Wissenschaft der Selbstorganisation im Vergleich zu anderen Wis-
senschaften noch recht jung ist, fehlen trotz bereits guter Ergebnisse – wie die Untersuchung
der Nahrungssuche bei Ameisenkolonien zeigte – noch viele Informationen u¨ber verschiedene
Zusammenha¨nge. Bleibt man bei dem Beispiel der Stigmergie, so ist es zwar mo¨glich, einzelne
Managed Resources mit spezifischen Normen auszustatten, um ein exploratives und emergen-
tes Gesamtverhalten eines System zu erzeugen, jedoch ist noch nicht klar, wie die Ru¨ck-
richtung funktioniert, d. h. wie man von dem gewu¨nschten Gesamtverhalten eines Systems
auf die spezifischen Normen einer einzelnen Komponente kommt. Solange diese Forschungs-
ergebnisse fehlen, werden die low-level Normen weiterhin fu¨r jede einzelne Komponentenart
nach bestehendem Wissen festgelegt. Gleiches gilt fu¨r Autonomic Managers: Durch die geziel-
te Spezifikation von low-level Normen fu¨r einzelne Autonomic Managers lassen sich gewisse
Selbst-x Eigenschaften realisieren. Jedoch werden auch hier Forschungsergebnisse beno¨tigt,
welche das Zusammenspiel von Normen verschiedener Autonomic Managers erkla¨ren und so
Ru¨ckschlu¨sse auf die Spezifikation von Normen einzelner Autonomic Managers zulassen.
Der Entwicklungsansatz beru¨cksichtigt diese fehlenden Ergebnisse bereits und sieht eine
zuku¨nftige Erweiterung um (high-level) Normen vor. Sobald die Ergebnisse verfu¨gbar sind,
ko¨nnen high-level Normen auf der CIM-Ebene in einem weiteren Modell definiert werden
und durch die dann mo¨glich gewordene, automatische Transformation auf die PIM-Ebene
abgebildet und so fu¨r Rollen als low-level Normen zuga¨nglich gemacht werden. Die Ergebnisse
werden auch fu¨r die automatische Ableitung von Rollen aus ho¨heren Modellen dienlich sein.
In gleicher Weise ha¨ngt die Adaptivita¨t eines Systems von diesen Ergebnissen ab. Da erstere
durch das komponenteneigene Aufstellen neuer Normen realisiert wird (Selbst-Optimierung),
muss die Mo¨glichkeit einer Kontrolle gefunden werden, welchen Einfluss die Adaption einer
Norm auf das Gesamtverhalten eines verteilten Systems besitzt.
Es gibt allerdings einige Aspekte, welche nicht von diesen Forschungsergebnissen abha¨n-
gen, jedoch vor dem Einsatz des Entwicklungsprozesses noch beru¨cksichtigt werden mu¨ssen.
So stammt ein Teil der identifizierten Anforderungen an die Architektur von OCS aus einem
selbstorganisierenden, stigmergischen IT-System, welches mit Agenten realisiert wurde und
der Doma¨ne der Fertigungssteuerung angeho¨rt. Dies deckt zwei weitere Untersuchungsgebiete
auf: Zum einen muss analysiert werden, welche Technologien sich neben den Agenten fu¨r eine
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Realisierung von OCS einsetzen lassen, zum anderen, ob die identifizierten Anforderungen
auch fu¨r weitere Doma¨nen bzw. weitere Selbstorganisationsmechanismen gelten. Beide Un-
tersuchungen haben Einfluss auf die weiteren Schritte im Entwicklungsprozess, besonders fu¨r
die Modelle auf PSM- und Code-Ebene. Nach diesen Untersuchungen muss die praktische
Umsetzbarkeit des Ansatzes gezeigt werden, indem ein OCS vollkommen neu entwickelt und
nicht allein fu¨r das Reengineering eines bestehenden Systems verwendet wird. Dadurch kann
gepru¨ft werden, ob die in dem Metamodell verwendeten Konzepte den gewu¨nschten Nutzen
bringen oder welche Konzepte ausgetauscht bzw. erga¨nzt werden mu¨ssen.
Der erfolgreiche Einsatz des Entwicklungsprozesses ha¨ngt zudem stark vom Fortschritt
bei der Definition von Modelltransformationen ab. Hier liegt ein großes Potential fu¨r die Zu-
kunft, welches erst durch die Verwendung der MDA freigelegt wird. Je mehr Transformationen
definiert werden ko¨nnen, desto mehr Aktivita¨ten ko¨nnen im Entwicklungsprozess von Werk-
zeugen automatisiert werden und desto weniger Aufwand entsteht fu¨r einen Entwickler. Dieses
Prinzip ist vergleichbar mit der zeitlichen Entwicklung der Programmiersprachen. Zu anfangs
existierten lediglich maschinennahe Sprachen, wie z. B. Assembler. Durch die Hinzunahme
von immer abstrakteren Konstrukten entstanden ho¨herwertige Sprachen, deren automatische
Transformation auf eine maschinennahe Sprache ein Compiler u¨bernahm und so einem Ent-
wickler die Arbeit erleichterte. Je weniger Aufwand fu¨r die Entwicklung von OCS betrieben
werden muss, desto ho¨her wird die Akzeptanz des Entwicklungsprozesses sein.
Trotz der wichtigen Grundlagen, welcher dieser Ansatz fu¨r die Zukunft bereitstellt, darf
eine ethische und moralische Betrachtung der Ergebnisse nicht fehlen. Die durch den Ansatz
mo¨glich gewordene, gezielte Entwicklung von Selbst-x Eigenschaften von Organic Compu-
ting Systemen und die dadurch entstehende Entlastung von Administratoren erfu¨llen zwar
die gesetzten Vorgaben des Organic Computing, mu¨ssen jedoch auch kritisch gesehen werden.
Ko¨nnen durch die Autonomita¨t der OCS Arbeitspla¨tze gefa¨hrdet werden? Ko¨nnen mit diesem
Ansatz OCS entwickelt werden, welche durch Lernen intelligenter werden als der Entwickler
selber? Ko¨nnen OCS durch ihre Autonomita¨t von alleine weitere OCS entwickeln und diese
gegen den Entwickler oder gar gegen die Menschheit einsetzen? Viele Naturwissenschaftler
und Philosophen haben sich mit Fragen dieser Art im Bereich der ku¨nstlichen Intelligenz be-
reits auseinander gesetzt und sind zu verschiedenen Ergebnissen gekommen (siehe [90]). Aus
einem pessimistischen Blickwinkel heraus betrachtet kann meines Erachtens jede Erfindung
negative Folgen haben. Weiß man hingegen um die Gefahren, so lassen sie sich bei der zu-
ku¨nftigen weiteren Entwicklung der positiven Folgen beru¨cksichtigen und umgehen, so dass
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1. /* Initialization phase */
For each pair (r, s) τ (r, s) := τ0 End-for
For k:=1 to m do
Let rk1 be the starting city for an agent k
Jk (rk1) := {1, . . . , n} − rk1
/* Jk (rk1) is the set of yet to be visited cities for agent k in city rk1rk1 */
rk := rk1 /* rk is the city where agent k is located */
End-for
2. /* This is the phase in which agents build their tours.
The tour of agent k is stored in Tourk. */
For i := 1 to n do
if i < n
Then
For k:=1 to m do
Choose the next city sk according to formula 3.1 and formula 3.2
If i < n− 1 Then Jk (sk) := Jk (rk)− sk
If i = n− 1 Then Jk (sk) := Jk (rk)− sk + rk1
Tourk (i) := (rk, sk)
End-for
Else
For k:=1 to m do /* In this cycle all the agents go back to the initial city rk1 */
sk := rk1
Tourk (i) := (rk, sk)
End-for
/* In this phase local updating is computed and τ -values are updated using formula 3.3 */
For k:=1 to m do




3. /* In this phase delayed reinforcement is computed and τ -values are updated */
For k:=1 to m do
Compute Lk /* Lk is the length of the tour done by agent k */
End-for
Compute Lbest−iter
/*Update edges belonging to Lbest−iter using formula 3.4 */
For each edge (r, s)
τ (r, s) := (1− α) · τ (r, s) + α · (Lbest−iter)−1
End-for
4. If (End condition = True)
Then
Print shortest of Lk
Else
goto phase 2
Abbildung A.1: Der ACS-Algorithmus von Dorigo und Gambardella [46]
B. Diagramme und Tabellen
Solution Topology
Knowlegde
Dies umfasst Wissen u¨ber die Komponenten und deren Konstruk-
tion bzw. Konfiguration fu¨r eine Lo¨sung oder ein Business System.
Installations- und Konfigurationswissen sind in einem allgemeinen
Installationseinheitsformat gekapselt, um Komplexita¨t zu reduzie-
ren. Die Planungsfunktion eines Autonomic Managers kann dieses
Wissen fu¨r die Installations- und Konfigurationsplanung verwen-
den.
Policy Knowledge Eine Policy umfasst eine Menge von Verhaltensbedingungen oder
Pra¨ferenzen, welche die Entscheidungen einer Autonomic Mana-
gers beeinflussen. Policy Knowledge wird zu Rate gezogen, um
zu bestimmen, ob A¨nderungen am System notwendig sind oder
nicht. Ein Autonomic Computing System beno¨tigt ein einheitli-
ches Verfahren fu¨r die Definition der Policies, welche die Entschei-
dungsfindung von Autonomic Managers beeinflussen. Durch eine
standardisierte Definition ko¨nnen Policies von mehreren Autono-
mic Managers genutzt werden, so dass das gesamte System von
einer gemeinsamen Menge von Policies verwaltet werden kann.
Problem Determi-
nation Knowledge
Problem Determination Knowledge schließt beobachtete Daten,
Symptome und Entscheidungsba¨ume mit ein. Der Problem Deter-
mination Prozess kann ebenfalls Wissen erstellen. Durch die Beob-
achtung, wie das System auf korrigierende Aktionen reagiert, kann
das gelernte Wissen im Autonomic Manager gespeichert werden.
Ein Autonomic Computing System beno¨tigt auch hier ein einheitli-
ches Verfahren fu¨r die Repra¨sentation von Problem Determination
Wissen, wie beobachtete Daten, Symptome und Entscheidungsba¨u-
me.
Tabelle B.1: Wissensarten im Autonomic Manager [56]
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Abbildung B.1: Role Model nach der Identifikation der Rollen
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Abbildung B.2: Norm Model
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Abbildung B.3: Role Model nach der Spezifikation der Normen
Abbildung B.4: Interaktionspattern request process plan, reserve resource, request transport
und request process step execution
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Abbildung B.5: Autonomic Manager Norm fu¨r die Selbst-Heilung des Systems
Abbildung B.6: Modifizierter Plan offer acquiring im Plan Model
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Abbildung B.7: Interaktionsprotokoll propagate capabilities
Abbildung B.8: Interaktionsprotokoll reserve resource
100
Abbildung B.9: Interaction Protocol Model
C. Modelltransformationsregeln - Teil 1
Entwicklungsmodell Abku¨rzung
Business Context Model BCM
Business Process Model BPM
Environment Model EVM







Autonomic Manager Role Model ARM
Autonomic Manager Norm Model ANM
Autonomic Manager Analyze Model AAM
Autonomic Manager Plan Model APM
Autonomic Manager Interaction Model AIM
Autonomic Manager Service Model ASM
Interaction Protocol Model IPM
Autonomic Element Model AEM
Autonomic Element Instance Model EIM
Tabelle C.1: Entwicklungsmodelle und ihre Abku¨rzungen
Die folgenden Modelltransformationsregeln werden fu¨r Transformationen zwischen Mo-
dellen auf der CIM-Ebene, der PIM-Ebene und zwischen den beiden Ebenen eingesetzt bis
Aktivita¨t 10. Die Notation der Regeln erfolgt im if-then-Stil, d. h. wenn die Bedingung bei
if wahr ist, wird die bei then angegebene Aktion ausgefu¨hrt. Die Erkla¨rung der einzelnen
Regeln befindet sich in 6.4.
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TR BCM BPM 01
if Prozess <p> im BCM soll durch ein OCS unterstu¨tzt werden
then Trage Partition <name>, welche <p> ausfu¨hrt, aus dem BCM in das
BPM als Partition <name> ein
Abbildung C.1: Transformationsregel TR BCM BPM 01
TR BPM EVM 01
if true
then Trage jede Unterpartition <p> aus dem BPM als Klasse <p> in das EVM ein
Abbildung C.2: Transformationsregel TR BPM EVM 01
TR EVM UCM 01
if Klasse <k> im EVM existiert als Partition im BPM
and <k> entha¨lt als Partition einen Startpunkt im BPM
then Trage <k> als prima¨ren Akteur in das Use Case Diagramm des UCM ein
and Trage <k> als Objekt mit Lebenslinie in ein Sequenzdiagramm des UCM ein
Abbildung C.3: Transformationsregel TR EVM UCM 01
TR EVM UCM 02
if Klasse <k> im EVM existiert als Partition im BPM
and <k> entha¨lt als Partition keinen Startpunkt im BPM
then Trage <k> als sekunda¨ren Akteur in das Use Case Diagramm des UCM ein
and Trage <k> als Objekt mit Lebenslinie in ein Sequenzdiagramm des UCM ein
Abbildung C.4: Transformationsregel TR EVM UCM 02
TR UCM UCM 01
if true
then Trage System <s> aus dem Use Case Diagramm als
Objekt <s> mit Lebenslinie in das Sequenzdiagramm ein UCM ein
Abbildung C.5: Transformationsregel TR UCM UCM 01
TR UCM UCM 02
if true
then Trage Anwendungsfall <bezeichung> aus dem Use Case Diagramm
als aufrufende Nachricht zwischen einem prima¨ren Akteur und dem
Sytem <s> in ein Sequenzdiagramm ein
Abbildung C.6: Transformationsregel TR UCM UCM 02
TR BPM UCM 01
if true
then Trage Aktion <name> aus dem BPM als Referenz <name> in das
Sequenzdiagramm des UCM ein
Abbildung C.7: Transformationsregel TR BPM UCM 01
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TR XXX ONM 01
if true
then Trage jeden Begriff aus dem Modell XXX in das ONM als Klasse ein
Abbildung C.8: Transformationsregel TR XXX ONM 01
TR UCM MRM 01
if Objekt <name> im Sequenzdiagramm des UCM ist nicht das System selber
then Trage Rolle <name> in das MRM ein
Abbildung C.9: Transformationsregel TR UCM MRM 01
TR UCM MRM 02
if Nachricht <name> ist initiierende Nachricht im Sequenzdiagramm des UCM
then Trage Rolle <name> in das MRM ein
Abbildung C.10: Transformationsregel TR UCM MRM 02
TR UCM MNM 01
if Nachricht <name> ist ein interner Aufruf eines Objekts <o>
then Trage Norm <name> als Obligation in das MNM ein
and Trage Referenz auf <name> in das MRM bei Rolle <o> ein
Abbildung C.11: Transformationsregel TR UCM MNM 01
TR UCM MNM 02
if Nachricht <name> ist ein externer Aufruf eines Objekts <o>
then Trage eine Norm als Obligation in das MNM ein
and Trage eine Referenz auf die Norm in das MRM bei Rolle <o> ein
Abbildung C.12: Transformationsregel TR UCM MNM 02
TR MNM MPM 01
if true
then Trage die Rolle <r> einer Norm <n> als Partition <r> in das MPM ein
and Trage das Deaktivierungsereignis <d> der Norm <n> als Empfangsereignis <d>
in die Partition <r> im MPM ein
and Trage das Deaktivierungsereignis <d> der Norm <n> als Sendeereignis <d>
in die Partition <r> des Plans <p> im MPM ein
and Trage eine Referenz auf den Plan <p> in das MRM bei Rolle <r> ein
Abbildung C.13: Transformationsregel TR MNM MPM 01
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TR UCM MPM 01
if Nachricht <name> ist ein externer Aufruf eines Objekts <o>
and <name> fu¨hrte zur Norm <n> im MNM
and <p> ist ein Plan fu¨r die Erfu¨llung von <n> im MPM
then Trage Parameter <x> von <name> als Sendeereignis bei <p> ein
and Trage Parameter <x> von <name> als Empfangsereignis bei derjenigen
Partition im MPM ein, welche zu dem Empfangsobjekt <q> der
Nachricht <name> korrespondiert
and Trage einen Pfeil zwischen Sende- und Empfangsereignis ein
Abbildung C.14: Transformationsregel TR UCM MPM 01
TR MPM MIM 01
if Ereignis <e> ist Sendeereignis im Plan einer Partition <m> im MPM
and Ereignis <f> ist Empfangsereignis einer Partition <n> im MPM
and <e> und <f> sind miteinander u¨ber einen Pfeil verbunden
then Trage <m> als Objekt mit Lebenslinie in ein Interaktionspattern <i> im MIM ein
and Trage <n> als Objekt mit Lebenslinie in <i> im MIM ein
and Trage <e> als Nachricht zwischen <m> und <n> im MIM ein
and Trage eine Referenz auf <i> bei der Rolle <m> im MRM ein
Abbildung C.15: Transformationsregel TR MPM MIM 01
TR MPM MSM 01
if Aktion <a> liegt innerhalb eines Plans einer Partition <m> im MPM
then Trage <a> als privaten Service <s> im MSM ein
and Trage den Eingangspin <a1> als Eingangsparameter von <s> ein
and Trage den Ausgangspin <a2> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der Rolle <m> im MRM ein
Abbildung C.16: Transformationsregel TR MPM MSM 01
TR MIM MSM 01
if Rolle <r> ist Partizipant in einem Interaktionspattern <i> im MIM
then Trage den Namen der erhaltenen Nachricht in <i>
als o¨ffentlichen Service <s> im MSM ein
and Trage den Parameter <n1> von <name> als Eingangsparameter von <s> ein
and Trage den Ru¨cknachricht <n2> in <i> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der Rolle <r> im MRM ein
Abbildung C.17: Transformationsregel TR MIM MSM 01
D. Modelltransformationsregeln - Teil 2
Die in diesem Teil aufgefu¨hrten Transformationsregeln befassen sich mit Regeln ab Aktivita¨t
11 des Entwicklungsprozesses.
TR ANM ARM 01
if Norm <n> im ANM wird noch nicht referenziert
then Erstelle eine Rolle <r> im ARM
and Trage eine Referenz auf <n> bei <r> im ARM ein
Abbildung D.1: Transformationsregel TR ANM ARM 01
TR ANM AAM 01
if Ereignis <e> ist Aktivierungsereignis einer Norm <n> der AM-Rolle <a>
then Trage Partition <a> in das AAM ein
and Trage <e> als Empfangsereignis bei Partition <a> im AAM ein
and Trage <e> als Sendeereignis bei in der Analyzeregel der Partition <a> im AAM ein
Abbildung D.2: Transformationsregel TR ANM AAM 01
TR ANM AAM 02
if Ereignis <f> ist Deaktivierungsereignis einer Norm <n> der AM-Rolle <a>
then Trage Partition <a> in das AAM ein
and Trage <e> als Empfangsereignis bei Partition <a> im AAM ein
and Trage <e> als Sendeereignis bei in der Analyzeregel der Partition <a> im AAM ein
Abbildung D.3: Transformationsregel TR ANM AAM 02
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TR ANM APM 01
if true
then Trage die Rolle <r> einer Norm <n> im ANM als Partition <r-am> in das APM ein
and Trage das Deaktivierungsereignis <d> der Norm <n> in die Partition <r>
als Empfangsereignis <d> im APM ein
and Trage das Deaktivierungsereignis <d> der Norm <n> in die Partition <r>
als Sendeereignis <d> des Plans <p> im APM ein
and Trage eine Referenz auf den Plan <p> in das ARM bei Rolle <r> ein
Abbildung D.4: Transformationsregel TR ANM APM 01
TR APM AIM 01
if Ereignis <e> ist Sendeereignis im Plan einer AM-Partition <m> im APM
and Ereignis <f> ist Empfangsereignis einer Partition <n> im APM
and <e> und <f> sind miteinander u¨ber einen Pfeil verbunden
then Trage <m> als Objekt mit Lebenslinie in ein Interaktionspattern <i> im AIM ein
and Trage <n> als Objekt mit Lebenslinie in <i> im AIM ein
and Trage <e> als Nachricht zwischen <m> und <n> im AIM ein
and Trage eine Referenz auf <i> bei der Rolle <m> im ARM ein
Abbildung D.5: Transformationsregel TR APM AIM 01
TR APM ASM 01
if Aktion <a> liegt innerhalb eines Plans einer AM-Partition <p> im APM
then Trage <a> als privaten Service <s> im ASM ein
and Trage den Eingangspin <a1> als Eingangsparameter von <s> ein
and Trage den Ausgangspin <a2> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der Rolle <p> im ARM ein
Abbildung D.6: Transformationsregel TR APM ASM 01
TR APM MSM 01
if Aktion <a> liegt innerhalb eines Plans einer Partition <p> im APM
then Trage <a> als privaten Service <s> im MSM ein
and Trage den Eingangspin <a1> als Eingangsparameter von <s> ein
and Trage den Ausgangspin <a2> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der Rolle <p> im MRM ein
Abbildung D.7: Transformationsregel TR APM MSM 01
TR AIM ASM 01
if AM-Rolle <r> ist Partizipant in einem Interaktionspattern <i> im AIM
then Trage den Namen der erhaltenen Nachricht in <i>
als o¨ffentlichen Service <s> im ASM ein
and Trage den Parameter <n1> von <name> als Eingangsparameter von <s> ein
and Trage den Ru¨cknachricht <n2> in <i> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der AM-Rolle <r> im ARM ein
Abbildung D.8: Transformationsregel TR AIM ASM 01
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TR AIM MSM 01
if MR-Rolle <r> ist Partizipant in einem Interaktionspattern <i> im AIM
then Trage den Namen der erhaltenen Nachricht in <i>
als geschu¨tzten Service <s> im MSM ein
and Trage den Parameter <n1> von <name> als Eingangsparameter von <s> ein
and Trage den Ru¨cknachricht <n2> in <i> als Ausgabeparameter von <s> ein
and Trage eine Referenz auf <s> bei der MR-Rolle <r> im MRM ein
Abbildung D.9: Transformationsregel TR AIM MSM 01
