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Glosario
Ana´lisis de documentos: Proceso que consiste en encontrar caracter´ısticas de un
documento, y dividirlo en sus componentes ba´sicos (pa´rrafos, l´ıneas, palabras y ca-
racteres).1
Reconocimiento o´ptico de caracteres (OCR): Un OCR como proceso de co´mputo, es
un conjunto de algoritmos cuyo resultado esperado es la extraccio´n de informacio´n
que este contenida dentro de una imagen, que sea parte de un sistema de escritura
humano, y que pueda ser codificada posteriormente como texto entendible.2
Manhattan layout: Es una forma de distribucio´n de los elementos de un documento
escrito o impreso, en la que los elementos (como pa´rrafos o ima´genes) se pueden
inscribir dentro de recta´ngulos de a´rea mı´nima, de modo que la pendiente entre dos
lados sea igual para todos los recta´ngulos.3
Escala de grises: Una imagen en la que cada p´ıxel es representado como un valor
entre 0 y 255, siendo 0 negro y 255 blanco y cualquier otro valor intermedio algu´n
tipo de gris. 4
Binarizacio´n: Es el proceso de asignar un valor binario (uno o cero por ejemplo) a
una variable dependiendo de ciertas condiciones, en el contexto del procesamiento de
ima´genes se le llama binarizacio´n al proceso de cambiar el valor de un p´ıxel dentro
de un formato de imagen esta´ndar a 1 o 0, dependiendo generalmente de un valor
l´ımite conocido como valor umbral. 5
Filtrado de imagen: Consiste en remover de una imagen elementos indeseables, que
no son interesantes para el procesamiento requerido de la imagen y que en algunos
casos dificultan o imposibilitan obtener los resultados deseados. 6
1BREUEL, Thomas. The OCRopus Open Source OCR System. DOCUMENT RECOGNITION AND
RETRIVAL. (15: 29-31, febrero, 2008: San Jose´, Estados Unidos). Memorias, 2008, p. 68-150
2Ib´ıd., p.2
3Ib´ıd., p.5
4BREUEL Thomas M. Efficient implementation of local adaptative thersholding techniques using inte-




P´ıxel adyacente: Dos p´ıxeles (x1, y1), (x2, y2) son adyacentes, si |x1 − x2| ≤ 1 y
|y1 − y2| ≤ 1
Componente conectado: Despue´s de tener una imagen binarizada (blanco y negro),
un componente conectado es un conjunto de p´ıxeles negros adyacentes rodeados por
un fondo blanco.
Caracter´ısticas o momentos invariantes: Son vectores nume´ricos que se calculan a
partir de una imagen, y dependen de la forma de la imagen, pero son independientes
de la rotacio´n, translacio´n y escalamiento. 7
7Shafait, Keysers y Breuel. Performance Evaluation and Benchmarking of Six-Page segmentation Algo-
rithms, IEEE Transactions on Pattern Analysis And Machine Intelligence, 2008, p.6
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Resumen
Este proyecto propone una alternativa para asistir a las personas invidentes en la lectura
de documentos impresos usando un celular inteligente con ca´mara fotogra´fica. A lo largo
del documento se muestran los algoritmos utilizados para procesar las ima´genes, extraer
caracter´ısticas de las ima´genes y clasificarlas para hacer reconocimiento o´ptico de d´ıgitos
nume´ricos. Tambie´n se exponen los retos planteados por el problema y las soluciones que
se propusieron para lograr una buena tasa de reconocimiento.
Finalmente se analizan los resultados obtenidos por los diferentes algoritmos implemen-
tados para el reconocimiento de d´ıgitos, y se muestra la flexibilidad y escalabilidad del
sistema, al incluir reconocimiento de los caracteres del alfabeto latino en mayu´sculas. Se
analizan los resultados del reconocimiento o´ptico de caracteres y se plantean proyectos




1.1. Descripcio´n del problema
Los problemas visuales afectan a una gran parte de la poblacio´n tanto en Colombia1 como
a nivel mundial2. Estos traen consigo consecuencias devastadoras para las personas que
los sufren, afectando su calidad de vida significativamente. Entre todos los problemas que
afectan a las personas con discapacidades visuales uno de los ma´s cr´ıticos es el del acceso
a la informacio´n; esto es debido a que la mayor´ıa de la informacio´n que los seres humanos
reciben del entorno llega a trave´s de los ojos. Los problemas para obtener informacio´n
causan que las personas con discapacidades visuales queden rezagadas con respecto a los
dema´s miembros de la sociedad, impidiendo as´ı que tengan las mismas oportunidades de
vida que una persona con sus cinco sentidos intactos. Generalmente esto causa un efecto
de exclusio´n y segregacio´n en estas personas, que muchas veces son vistas como una carga
tanto por s´ı mismas como por las personas que los rodean.
A partir de la incidencia del problema, una manera de ayudar a que las personas con
discapacidades visuales tengan una mejor calidad de vida es lograr que puedan acceder a la
informacio´n que se encuentra en documentos escritos tales como cartas, libros, y volantes.
Esto puede ser logrado a trave´s de un sistema de reconocimiento o´ptico de caracteres
que reconozca el texto escrito en estos documentos y, mediante s´ıntesis de voz, le lea
a la persona invidente lo que esta´ escrito en el papel. Sin embargo, para que sea una
solucio´n efectiva al problema, se requiere un sistema que les permita a los discapacitados
visuales acceder a la informacio´n escrita en cualquier momento en que lo necesiten, lo
cual implica gran movilidad. Si bien existen mu´ltiples sistemas de reconocimiento o´ptico
de caracteres para computadores de escritorio estos no poseen dicha movilidad ya que,
1Segu´n el DANE en su gran censo nacional realizado en el an˜o 2005, se estima que el 6.3 % de la
poblacio´n colombiana sufre de alguna discapacidad. De estas personas con discapacidad se estima que el
43.4 % tienen dificultades para ver aun con lentes.
2La organizacio´n mundial de la salud estima que en el mundo hay 161 millones de personas con problemas
visuales, de los cuales 37 millones son ciegos.
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adema´s del computador, tambie´n necesitan de un esca´ner para funcionar. As´ı pues, para
que un sistema de este tipo pueda ser utilizado en cualquier momento se requiere de algu´n
dispositivo que sea: pequen˜o, fa´cilmente transportable y capaz de hacer el trabajo en un
tiempo razonable. Los tele´fonos inteligentes parecen ser una buena alternativa para este
problema. No obstante, existen grandes diferencias entre un computador de escritorio y
un tele´fono inteligente, de las cuales se pueden resaltar las siguientes:
La memoria y la capacidad de procesamiento son muy reducidas en los tele´fonos
inteligentes con respecto a los computadores de escritorio.
El taman˜o de la memoria cache es mucho ma´s pequen˜o en los tele´fonos inteligentes.
Como resultado de esto, los algoritmos disen˜ados para computadores de escritorio
pueden ser muy lentos en los tele´fonos inteligentes, ya que normalmente se hicieron
pensando en caches de varios megabytes.
Un computador de escritorio promedio tiene instaladas mu´ltiples librer´ıas de propo´si-
to general que son utilizadas por distintos programas. Un tele´fono inteligente, en
cambio, solo provee las librer´ıas ma´s ba´sicas.
La diferencia ma´s importante, sin embargo, es que en los computadores de escritorio las
ima´genes son obtenidas utilizando un esca´ner, logrando condiciones de iluminacio´n altas
y uniformes a trave´s del documento. En los tele´fonos inteligentes, en cambio, las ima´ge-
nes deben ser obtenidas por medio de una ca´mara fotogra´fica. Esta diferencia es muy
importante para el reconocimiento o´ptico de caracteres, en especial si quien toma la foto
es una persona invidente, ya que en este caso variables como la inclinacio´n del texto, la
iluminacio´n no uniforme y las deformaciones ela´sticas del papel dejan de ser despreciables.
La persona invidente podr´ıa tomar la fotograf´ıa inclinada, en el sentido contrario o en un
lugar con poca luminosidad, y debido a su discapacidad dif´ıcilmente se percatar´ıa de su
error.
Para dar solucio´n al problema de la limitacio´n en la capacidad de procesamiento de los
tele´fonos inteligentes es posible utilizar una de sus grandes ventajas: son por naturaleza
dispositivos de alta conectividad. Cada vez los planes de telefon´ıa son ma´s econo´micos
y hay una mayor disponibilidad de redes inala´mbricas en diferentes sitios pu´blicos como
institutos educativos y bibliotecas. Esta alta conectividad posibilita la construccio´n de
un sistema de reconocimiento o´ptico de caracteres con una arquitectura cliente-servidor,
en la cual el tele´fono inteligente pueda enviar la imagen por internet, para que esta sea
procesada por un servidor con una capacidad de co´mputo mucho mayor. La capacidad de
procesamiento de los celulares inteligentes ha venido incrementando en los u´ltimos an˜os,
as´ı que ser´ıa posible hacer parte del procesamiento en el celular, reduciendo el ancho de
banda requerido para enviar la imagen al servidor. Este sistema tendr´ıa la movilidad y
rapidez necesarias para dar solucio´n al problema de una manera efectiva.
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Para solucionar los problemas asociados con la inclinacio´n del texto, que se pueden producir
en las ima´genes tomadas por una persona invidente, se hace necesario un sistema de
reconocimiento o´ptico de caracteres que pueda reconocer exitosamente fotos tomadas con
distintos grados de inclinacio´n o incluso en el sentido contrario.
La literatura cient´ıfica relacionada con el reconocimiento o´ptico de caracteres en tele´fonos
mo´viles es limitada3. Despue´s de una bu´squeda en ma´s de 20 art´ıculos cient´ıficos rela-
cionados al tema de reconocimiento o´ptico de caracteres, y de revisar la documentacio´n
te´cnica de varios OCRs libres, no se encontro´ un sistema de reconocimiento de caracteres
por un medio o´ptico que haya sido desarrollado para ser usado por personas invidentes en
tele´fonos inteligentes, que sea de co´digo libre y abierto, y que solucione los problemas de
inclinacio´n y luminosidad antes presentados.
1.1.1. Definicio´n del problema
No existe un sistema de reconocimiento o´ptico de caracteres que haya sido desarrollado
para ser utilizado por personas invidentes utilizando la ca´mara de celulares inteligentes,
que sea de co´digo abierto, y con un porcentaje de reconocimiento satisfactorio.
1.2. Justificacio´n del proyecto
Un sistema mo´vil para reconocer texto de documentos impresos presentar´ıa los siguientes
beneficios respecto de los sistemas tradicionales como las impresoras braille y los lectores
basados en esca´ner:
Un menor costo, al no ser necesario adquirir un computador de escritorio, esca´ner o
impresora braille.
Portabilidad: ninguno de los sistemas tradicionales esta´ disen˜ado para ser llevado
en todo momento por el usuario, dificultando el acceso por parte de las personas
invidentes a la informacio´n impresa que no se encuentre en el lugar f´ısico en el que
se encuentra alguno de estos sistemas.
Una solucio´n econo´mica que pueda ejecutarse en un dispositivo mo´vil, sin necesidad
de hardware adicional, har´ıa posible que cada invidente pudiera tener su propio
sistema de OCR personal. Los sistemas tradicionales usualmente son adquiridos por
instituciones en cantidad limitada, ya que son costosos.
3ZHOU, Steven; SYED, Gilani y WINKLER, Stefan. Open Source OCR Framework Using Mobile
Devices. MULTIMEDIA ON MOBILE DEVICES (1: 28-29 enero, 2008: San Jose´, California, Estados
Unidos). Memorias, 2008, vol. 6821, p. 41-46
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Aportar al conocimiento: Al desarrollar este aplicativo se tendra´n que hacer pruebas
experimentales cuyos resultados aporten a otras investigaciones.
1.3. Objetivo
1.3.1. Objetivo general
Desarrollar un sistema prototipo de reconocimiento o´ptico de d´ıgitos nume´ricos bajo condi-
ciones especificadas, usando para el reconocimiento una distribucio´n normal multivariable
con el teorema de Bayes y un vector de caracter´ısticas invariantes (momentos de Hu y
Flusser).
1.3.2. Objetivos espec´ıficos
Realizar un estudio del funcionamiento de la distribucio´n normal multivariable para
dar solucio´n a problemas de reconocimiento en general utilizando el teorema de
Bayes.
Realizar la extraccio´n de caracter´ısticas de un conjunto de ima´genes de d´ıgitos. Las
caracter´ısticas a extraer sera´n invariantes a la rotacio´n, translacio´n y escalamiento
(Momentos de Hu y Flusser).
Disen˜ar e implementar una aplicacio´n que integre estos algoritmos y permita el
reconocimiento o´ptico de d´ıgitos.
Realizar pruebas de la aplicacio´n implementada.
Realizar un ana´lisis comparativo de los resultados obtenidos.
1.4. Antecedentes
La tecnolog´ıa actual permite que las personas invidentes tengan un acceso cada vez mayor a
la informacio´n y al conocimiento escrito. En el a´rea de acceso al texto, existen sistemas que
convierten texto ASCII a voz, conocidos como sistemas Text-To-Speech. Tambie´n existen
sistemas que permiten reconocer el texto de una imagen y convertirlo a texto en ASCII,
conocidos como sistemas OCR, los cuales funcionan usualmente con ima´genes adquiridas
utilizando un esca´ner. Segu´n pruebas de eficacia realizadas por la TUK4, los OCRs de
co´digo libre con mejores resultados son Tesseract y Ocropus. Cuando la imagen se adquiere
4BREUEL, Thomas. The OCRopus Open Source OCR System. DOCUMENT RECOGNITION AND
RETRIVAL. (15: 29-31, febrero, 2008: San Jose´, Estados Unidos). Memorias, 2008, p. 68-150
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mediante una ca´mara digital, se deben seguir diferentes enfoques. Investigaciones pasadas
han concluido5 que los retos ma´s importantes son la proyeccio´n de la imagen en perspectiva
en el plano y la resolucio´n requerida para lograr un buen porcentaje de reconocimiento.
En cuanto a realizar el trabajo de reconocimiento o´ptico de caracteres en celulares, se
encontro´ una investigacio´n6 en la que se utilizan ima´genes de muy baja resolucio´n (640
x 480), y como resultado solo pueden reconocer textos muy cortos, tales como avisos y
carteles, pero no documentos completos. En una investigacio´n distinta7 se propone tomar
varias ima´genes de baja resolucio´n en lugar de una sola, unie´ndolas posteriormente para
lograr una mejor resolucio´n. Esto, sin embargo incrementa significativamente la carga de
procesamiento dentro del celular y de uso de ancho de banda. Adema´s de ello la solucio´n
es poco practica para personas invidentes, ya que requerir´ıa que el usuario supiera con
anterioridad como esta´ la estructura del documento para poder mover el celular en la
direccio´n en la que esta´ el texto.
1.4.1. Investigaciones de temas relacionados en la Universidad Tecnolo´gi-
ca de Pereira
Un proyecto interesante desarrollado en Ingenier´ıa de Sistemas y Computacio´n, llamado
Proyecto IRIS, permite a los invidentes reconocer ima´genes con colores a trave´s de vibra-
ciones a diferentes frecuencias. Para lograrlo se utiliza un guante con imanes permanentes
y una matriz de electroimanes.
En la maestr´ıa en Ingenier´ıa Ele´ctrica se encontro´ una investigacio´n8 para la cual se cons-
truyo´ un sistema que reconoce algunos caracteres y d´ıgitos manuscritos, un problema
similar al de reconocimiento o´ptico de caracteres. Se intentaron dos ma´quinas de apren-
dizaje diferentes: el perceptro´n multicapa (comu´nmente conocido como red neuronal) y la
ma´quina de vectores de soporte (Tambie´n llamada ma´quina de soporte vectorial). Sus re-
sultados demostraron que las maquinas de vectores fueron superiores a las redes neuronales
en todas las pruebas.
En la tesis9 se utilizaron redes neuronales para lograr reconocimiento de voz en hardware
sobre una FPGA. Los resultados de esta investigacio´n permiten inferir que es posible
5SMITH, Ray. Progress in Camera-Based Document Image Analysis. INTERNATIONAL CONFE-
RENCE ON DOCUMENT ANALYSIS AND RECOGNITION (7: 3-6, agosto, 2003: Edimburgo, Escocia).
Memorias, 2003, p. 606-617
6ZHOU, Steven; SYED, Gilani y WINKLER, Stefan. Open Source OCR Framework Using Mobile
Devices. MULTIMEDIA ON MOBILE DEVICES (1: 28-29 enero, 2008: San Jose´, California, Estados
Unidos). Memorias, 2008, vol. 6821, p. 41-46
7SENDA, Shuji, et al. Camera-Typing Interface for Ubiquitous Information Services. IEEE ANNUAL
CONFERENCE ON PERVASIVE COMPUTING AND COMMUNICATIONS (2: 14-17, marzo, 2004:
Orlando, Florida, Estados Unidos). Memorias, 2004, p. 366-372
8MUN˜OZ, Pablo Andre´s. Ma´quinas de aprendizaje para reconocimiento de caracteres manuscritos. Tesis
de Maestr´ıa en Ingenier´ıa Ele´ctrica. Pereira: Universidad Tecnolo´gica de Pereira, 2005
9RINCO´N, Jaime; LOAIZA, Johan Eric. Reconocimiento de palabras aisladas mediante redes neuronales
sobre FPGA. Trabajo de grado Ingeniero Electricista. Pereira: Universidad Tecnolo´gica de Pereira, 2008
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implementar maquinas de aprendizaje sofisticadas (como las redes neuronales) con un
bajo uso de memoria y con relativa eficiencia.
Estudiantes de ingenier´ıa ele´ctrica desarrollaron un proyecto de grado para contar tran-
seu´ntes en una imagen utilizando un sistema de visio´n artificial10. Los resultados de la
investigacio´n indican que el uso de histogramas puede ser de gran utilidad a la hora de
distinguir componentes conectados de p´ıxeles. As´ı mismo, permiten entender distintos pro-
blemas que se pueden presentar a la hora de separar estos componentes correctamente,
como por ejemplo la identificacio´n de varios componentes conectados como uno solo. Pro-
blemas similares a los evidenciados en este proyecto se pueden presentan al separar los
caracteres en un sistema de OCR.
1.5. Modelo general de sistema OCR
1.5.1. Reconocimiento de caracteres y ana´lisis de documentos
En esta seccio´n se hara´ una introduccio´n al reconocimiento o´ptico de caracteres (OCR) y
las etapas que son necesarias para realizarlo. Estas etapas son: binarizacio´n de la imagen,
ana´lisis y segmentacio´n del documento, y reconocimiento o´ptico de caracteres.
1.5.2. Binarizacio´n de imagen
Se refiere a convertir una imagen de escala de grises a una imagen en blanco y negro.
Tambie´n se puede ver como el proceso mediante el cual se separa la parte que es de intere´s
para el reconocimiento o´ptico de caracteres (foreground o primer plano) de la parte que
no lo es (background o fondo). Una te´cnica que da buen resultado es la binarizacio´n de
Sauvola, en la cual se hace un ana´lisis del vecindario de cada uno de los p´ıxeles de la
imagen para determinar si el p´ıxel es negro o blanco. El hecho de que el ana´lisis sea local,
y no global, le brinda un mejor resultado en condiciones de luz variable como las que se
pueden encontrar en fotos capturadas por la ca´mara de un celular.
1.5.3. Ana´lisis del documento
Esta etapa puede11 ser vista como un ana´lisis sinta´ctico en el que el documento se divide
en sus partes estructurales, de una manera similar a como se hace en un a´rbol de ana´li-
10VALENCIA, Joan Mauricio; ABRIL Mauricio. Registro de transeu´ntes en tiempo real utilizando un
sistema de visio´n artificial sobre un ambiente controlado. Trabajo de grado Ingeniero Electricista. Pereira:
Universidad Tecnolo´gica de Pereira, 2007
11MAO Song; AZRIEL, Rosenfelda y KANUNGOB, Tapas. Document structure analysis algorithms: A
literature survey. DOCUMENT RECOGNITION AND RETRIVAL. (10: enero, 2003: San Jose´, Estados
Unidos). Memorias, 2003, p. 197-207
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sis sinta´ctico. Como todo ana´lisis gramatical es posible seguir los enfoques buttom-up y
top-down. Un enfoque buttom-up comenzar´ıa desde los p´ıxeles y luego los relacionar´ıa en
grupos ma´s grandes (caracteres, palabras, l´ıneas y pa´rrafos). Un enfoque top-down, por el
contrario, comienza con la imagen de un documento y la divide hasta llegar a sus compo-
nentes. Cada algoritmo tiene sus limitaciones, ventajas y distintos tiempos de ejecucio´n.
Una investigacio´n realizada sobre diferentes algoritmos12, indica que los mejores resulta-
dos sobre documentos escogidos aleatoriamente con distintas estructuras visuales fueron
para Docstrum y Voronoi con porcentajes de error del 4.3 % y 4.7 % respectivamente. Otro
me´todo interesante es el RLSA, que es bastante sencillo y puede brindar buenos resultados
en documentos Manhattan-Layout. 13
Probablemente la mejor solucio´n para un sistema OCR resulte de la mezcla de varios de
los algoritmos existentes. En una investigacio´n en el tema14 se observa co´mo se pueden
mejorar los resultados mezclando los beneficios de diferentes algoritmos para soluciones
particulares. Esta investigacio´n aporta elementos importantes para escoger cua´l de estos
algoritmos es ventajoso para cada solucio´n en particular.
1.5.4. Reconocimiento o´ptico de caracteres OCR
Esta etapa se puede clasificar como un subproblema del reconocimiento de patrones. Exis-
ten varias aproximaciones para solucionar el problema de reconocimiento de patrones,
entre ellos se pueden encontrar algunos modelos inspirados en la biolog´ıa como los que
usan redes neuronales. Otros modelos son puramente matema´ticos, como las ma´quinas de
vectores de soporte, o estad´ısticos, como la distribucio´n normal multivariable aplicando el
teorema de Bayes.
La mayor´ıa de los me´todos para el reconocimiento de patrones tienen como entrada un
vector de caracter´ısticas. Para el problema de reconocimiento de d´ıgitos o caracteres es
deseable que estas caracter´ısticas cambien muy poco frente a ciertas variables de cada
imagen como el escalamiento o la rotacio´n. Ejemplos de este tipo de caracter´ısticas son los
momentos de Hu y Flusser, los cuales se calculan realizando una integral. En una imagen
digital, por el hecho de ser discreta, la integral se convierte en una sumatoria en la que
se le asignan diferentes pesos a cada p´ıxel, dependiendo de la posicio´n. Posteriormente
se realizan operaciones sobre estos p´ıxeles que permitan obtener un conjunto limitado de
caracter´ısticas. El objetivo es que estas caracter´ısticas sean independientes a la rotacio´n,
12SHAFAITA Faisal; KEYSERSA, Daniel y BREUEL, Thomas. Performance Evaluation and Bench-
marking of Six-Page segmentation Algorithms. En: IEEE Transactions on Pattern Analysis And Machine
Intelligence. Junio, 2008. vol. 30, no. 6, p. 941-954
13FERILLI, Stefano y NAGY, George. Automatic Digital Document Processing and Management: Pro-
blems, Algorithms and Techniques. Berlin, Alemania: Springer, 2011. 297 p.
14KISE, Koichi; SATO Akinori y MATSUMOTO, Keinosuke. Document Image Segmentation as Selec-
tion of Voronoi Edges. IEEE COMPUTER SOCIETY: CONFERENCE ON COMPUTER VISION AND
PATTERN RECOGNITION (66: 17-19, junio, 1997: San Juan, Puerto Rico). Memorias, 1997, p. 32-39
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la translacio´n y el escalamiento. Al ser caracter´ısticas que no var´ıan significativamente con
respecto a estas variables se les ha dado el nombre de “momentos invariantes”.
Para realizar el entrenamiento se deben tomar muchas ima´genes de un solo tipo, ya sea una
letra, un nu´mero o una forma. Despue´s se calculan, para cada una de ellas, sus caracter´ısti-
cas invariantes. Posteriormente se etiqueta la imagen, guardando esta informacio´n en una
base de datos. Cuando el sistema se pone en marcha se obtienen las caracter´ısticas de la
imagen y se aplica un algoritmo de aprendizaje sobre las mismas. Uno de los me´todos ma´s
sencillos consiste en tomar la distancia euclidiana normalizada entre valores de la misma
clase y entre clases diferentes. Con esto se pueden crear regiones en el h´ıper-espacio15 para
las diferentes clases. En este caso para clasificar una imagen de entrada se tomar´ıan sus
caracter´ısticas, y se ubicar´ıa en que regio´n de este h´ıper-espacio se encuentran. Esto se
explica con ma´s detalle en el cap´ıtulo 2.
15Un espacio de varias dimensiones
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Cap´ıtulo 2
Me´todos estad´ısticos para la
clasificacio´n
2.1. Introduccio´n
Los me´todos de aprendizaje de ma´quinas, sean de clasificacio´n o de regresio´n, tienen en
comu´n que buscan construir un sistema que modele un cierto comportamiento de una
muestra tomada y que luego permita generalizar, es decir, estimar como va a variar este
comportamiento en cualquier otro elemento de la misma poblacio´n. En el caso espec´ıfico
de la clasificacio´n lo que se busca es que este sistema permita asignar una instancia de la
poblacio´n a una de varias clases1. En otras palabras, lo que se busca en la clasificacio´n es
aprender a clasificar a partir de ejemplos.
Figura 2.1: Modelo general de un clasificador
En la figura 2.1 se puede apreciar el esquema general de un algoritmo clasificador. Lo que
se encuentra en la caja “clasificador” es el modelo que va a ser utilizado para clasificar.
Uno de los problemas que hay que resolver antes de proceder a la clasificacio´n es encontrar
un modelo que pueda aproximar lo mejor posible la realidad del problema que se desea
solucionar. Varios autores han especificado que hasta el momento no se ha encontrado un
modelo que se ajuste de la mejor manera a todos los problemas, a esto le han llamado “no
free lunch theorem”, es espan˜ol esto traducir´ıa “teorema no hay almuerzo gratis”. En algo
si concuerdan la mayor´ıa de investigadores, y es en que si varios modelos funcionan bien se
1ALPAYDIN, Ethem. Introduction to Machine Learning. Estados Unidos: MIT Press, 2004
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debe escoger el ma´s sencillo de ellos. Esta observacio´n se desprende del principio filoso´fico
conocido como la navaja de Ockham, propuesto por Guillermo de Ockham (1280-1349),
segu´n el cual “cuando dos teor´ıas en igualdad de condiciones tienen las mismas consecuen-
cias, la teor´ıa ma´s simple tiene ma´s probabilidades de ser correcta que la compleja” 2. Este
principio se aplica en muchos campos, y para el caso del aprendizaje de ma´quinas tiene
especial sentido, ya que usualmente los modelos ma´s sencillos son ma´s fa´ciles de entrenar,
de comprender y sobre todo de depurar.
2.1.1. El aprendizaje de ma´quinas
Con los avances en las tecnolog´ıas de co´mputo la sociedad tiene la posibilidad de almacenar
y procesar grandes cantidades de informacio´n. Por ejemplo, las cadenas de supermercado
poseen grandes volu´menes de informacio´n de sus ventas, y las entidades financieras poseen
la informacio´n crediticia de todos sus clientes. Para los supermercados es muy u´til saber que
personas compran ciertos tipos de productos y con que´ periodicidad, y para las entidades
financieras es u´til saber que personas son de mayor y menor riesgo crediticio.
Si, por ejemplo, se supiera con exactitud co´mo establecer si una persona es de riesgo o no
para una central de cre´dito, partiendo de sus datos financieros, no seria necesario utilizar
aprendizaje de ma´quinas; en dicho caso seria mucho ma´s conveniente escribir las reglas que
determinan si una persona es de riesgo o no y disen˜ar un sistema encargado de aplicarlas.
Pero dado que muchas veces no es posible establecer estas reglas, lo que se busca al realizar
aprendizaje de ma´quinas es extraer esta informacio´n de los mismos datos.
Alpaydin indica que las personas usualmente sabemos que existen procesos que explican
los datos que observamos. Por ejemplo, en el caso del supermercado, el comportamiento de
los clientes no es completamente aleatorio; por tanto, se espera encontrar algunos patrones
recurrentes en los datos. Aunque este autor indica que muchas veces no es posible identificar
el modelo completamente, usualmente se puede construir una buena aproximacio´n. Este
es el nicho de trabajo del aprendizaje de ma´quinas, pues esta aproximacio´n puede ser
u´til para encontrar patrones en el problema estudiado o para hacer estimaciones de datos
futuros, asumiendo que en el futuro los datos van a comportarse de una manera similar a
como se comportaron en el pasado.
2.2. Algunos algoritmos de clasificacio´n
Como se indico´ en la seccio´n anterior, no hay ningu´n algoritmo que sea la mejor eleccio´n
para todo tipo de problemas. En esta seccio´n se pretende presentar algunos de los algorit-
2Robert Audi, ed. Ockham’s razor. The Cambridge Dictionary of Philosophy (2nd Edition). Cambridge
University Press
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mos o modelos de aprendizaje de ma´quinas, sin ahondar en cada uno de ellos, simplemente
expondra´ brevemente de que se tratan y cua´les son sus ventajas y desventajas.
2.2.1. A´rboles de decisio´n
Un a´rbol de decisio´n es un modelo utilizado principalmente para clasificacio´n. Como su
nombre lo indica el modelo sigue una estructura de a´rbol, donde los nodos no terminales
son condiciones sobre las variables de entrada y los nodos terminales, o nodos hoja, son
las clases.
Figura 2.2: Ejemplo de a´rbol de decisio´n, tomado de MIT OpenCourseware.
En la figura 2.2, se muestra un ejemplo de un a´rbol de decisio´n3. Se puede observar que
dependiendo del valor de las variables en cada nodo no terminal se escoge un camino
diferente, realizando as´ı un proceso de clasificacio´n por etapas. En ese ejemplo las clases
son “caminar” y “conducir”. Es posible examinar el proceso de decisio´n utilizado para
llegar a estas variables. Naturalmente, existen procesos automa´ticos para generar a´rboles
como el del ejemplo a partir de un conjunto de datos de entrenamiento.
De los a´rboles de decisio´n se puede concluir:
Son fa´cilmente interpretables por un ser humano.
En general son ma´s efectivos en los problemas que tienen entradas discretas.
Si el a´rbol esta balanceado correctamente la velocidad de clasificacio´n es alta.
Se debe optimizar la profundidad ma´xima del a´rbol, pues un valor adecuado es
importante para obtener un buen resultado.
El poder clasificatorio de los a´rboles es limitado, especialmente si se comparan con
otros algoritmos de clasificacio´n.
3Tomado de “http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-034-artificial-
intelligence-spring-2005/”, 12 de Marzo de 2011
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La mayor´ıa de algoritmos existentes para generar a´rboles de decisio´n solo permiten
condiciones sobre una u´nica variable por nodo. En estos casos se limita aun ma´s su
poder clasificatorio.
2.2.2. Me´todos estad´ısticos
La estad´ıstica es uno de los me´todos ma´s antiguos para inferir el comportamiento de una
poblacio´n a trave´s de una muestra y, sin embargo, todav´ıa esta´ vigente. Se profundizara´ en
este tema en las secciones posteriores, as´ı que por ahora solo se mencionan sus ventajas y
desventajas:
No necesita configuracio´n, lo u´nico que se debe saber en un me´todo estad´ıstico a-
priori es la distribucio´n de probabilidad con la que se va a aproximar el modelo
real.
Un modelo estad´ıstico es fa´cil de interpretar por un humano, aunque no es tan fa´cil
de interpretar como los a´rboles de decisio´n.
El poder clasificatorio es ma´s alto que el de los a´rboles de decisio´n.
Brinda mucha informacio´n, en vez de solo determinar a que´ clase pertenece una
instancia, brida la probabilidad de que la instancia pertenezca a cada una de las
dema´s clases.
2.2.3. Redes neuronales artificiales
Las redes neuronales artificiales son un paradigma de aprendizaje ampliamente tratado en
la literatura de la inteligencia artificial.4. Las redes neuronales artificiales (RNA) intentan
imitar la naturaleza de la neuronas del cerebro humano. Uno de los modelos ma´s conocidos
de redes neuronales son los perceptrones multicapa, cuya estructura se puede apreciar en
la figura 2.3.5.
Cada neurona tiene una estructura simple. Cada neurona de un perceptro´n multicapa
recibe un vector de datos de entrada ~x, y tiene un vector de pesos sina´pticos ~w y una
funcio´n de activacio´n f(x). Dado sus entradas, la salida y de una neurona es:
y = f(~w.~x)
Algunas ventajas y desventajas de las redes neuronales son:
4ALPAYDIN, Ethem. Introduction to Machine Learning. Estados Unidos: MIT Press, 2004. 415 p.
5Imagen tomada de Wikimedia Commons “http://upload.wikimedia.org/wikipedia/commons/6/64/RedNeuronalArtificial.png”,
13 de Marzo de 2011)
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Figura 2.3: Ejemplo de un perceptro´n con una capa oculta, tomado de Wikimedia
El poder clasificatorio de este me´todo es mayor que el de los me´todos anteriormente
mencionados. Matema´ticamente se ha demostrado que no exigen ninguna distribu-
cio´n determinada de los datos, ni tampoco que estos sean separables linealmente.
Al igual que el me´todo estad´ıstico, con una funcio´n de activacio´n adecuada se puede
calcular la probabilidad de que una instancia pertenezca a cada clase.
Dada la cantidad de para´metros que se pueden configurar, estos algoritmos son muy
dif´ıciles de afinar para un problema determinado.
Las redes neuronales son dif´ıciles de interpretar. Una vez entrenadas pueden dar
buenos o malos resultados, pero es dif´ıcil saber cua´l es el error real, o si es posible
mejorar los resultados cambiando los para´metros.
2.3. Algunos elementos de probabilidad
Un experimento aleatorio es aquel del cual no se conoce el resultado con certeza6. El
conjunto de todos los posibles resultados es llamado espacio muestral S, y a cualquier
subconjunto de S se le llama evento E. Se puede interpretar la probabilidad como una
frecuencia: cuando un experimento aleatorio es repetido continuamente bajo las mismas
condiciones, la proporcio´n de veces que ocurre en el tiempo el evento E se aproxima a un
valor constante; a esto lo denotamos P (E) e indica la probabilidad que el evento E ocurra.
Una variable aleatoria es aquella que puede tomar cualquier valor en distintos experimen-
tos, es decir, su valor no se puede determinar con certeza.
2.3.1. Probabilidad condicional y el teorema de Bayes
La probabilidad condicional es la probabilidad de que un evento A ocurra, dado que se
conoce la ocurrencia del evento B, y se denota P (A|B). La probabilidad condicional se




P (A|B) = P (A ∩B)
P (B)
(2.1)
Al saber que ocurrio´ el evento B, el espacio muestral se reduce al subconjunto B. Dado
que la interseccio´n es conmutativa, de la ecuacio´n 2.1 se obtiene:
P (A ∩B) = P (A|B)P (B) = P (B|A)P (A)
Y con esto se llega al teorema de Bayes:
P (A|B) = P (B|A)P (A)
P (B)
(2.2)
Cuando el espacio muestral se compone de varios eventos mutuamente exclusivos Ai, es
decir, ∪ni=1Ai = S entonces:




P (B|Ai)P (Ai) (2.3)
Entonces, reemplazando la ecuacio´n 2.3 en la ecuacio´n 2.2, se tiene:
P (A|B) = P (B|A)P (A)∑n
i=1 P (B|Ai)P (Ai)
(2.4)
2.3.2. La esperanza matema´tica
Suponga que se realiza un experimento sobre una variable aleatoria x un nu´mero infinito
de veces, entonces la esperanza de la variable x es el promedio del valor de x en los infinitos
experimentos y se denota E[x] (que se lee valor esperado de x o esperanza de x). El concepto
de esperanza es importante en la probabilidad porque adema´s de tener usualmente un
significado de intere´s para la variable aleatoria estudiada, se espera que independiente de
la distribucio´n de probabilidad que sigue la variable x, la esperanza de x converja a un
valor constante si las condiciones del experimento no cambian. Matema´ticamente, el valor




i xiP (xi) si X es una variable discreta∫
xp(x)dx si X es una variable continua
La esperanza es entonces un promedio ponderado, en donde el peso de cada valor tomado
es la probabilidad de que la variable X tome dicho valor. Suponiendo que X y Y son dos
variables aleatorias, la esperanza cumple las siguientes propiedades:
E[aX + b] = aE[X] + b
E[X + Y ] = E[X] + E[Y ]
La esperanza de toda funcio´n g para la cual imagen(g) ∈ < es:
E[g(X)] =
{ ∑
i g(xi)P (xi) si X es una variable discreta∫
g(x)p(x)dx si X es una variable continua





i P (xi) si X es una variable discreta∫
xnp(x)dx si X es una variable continua
Esta funcio´n se denomina el ene´simo momento de X. El primer momento, por ejemplo, es
la media.
2.3.3. Desviacio´n esta´ndar, varianza y covarianza
La varianza mide que tanto varia X alrededor del valor esperado. Si X es una variable
aleatoria entonces la varianza se define como el segundo momento menos el cuadrado del
primer momento:
V ar(X) = E[X2]− E[X]2 = E[X2]− µ2
La desviacio´n esta´ndar es la ra´ız cuadrada de la varianza, y como se expresa en las mismas
unidades de X es ma´s utilizada que la varianza, pues puede ser interpretada de una manera
ma´s fa´cil. La desviacio´n esta´ndar se denota usualmente con el s´ımbolo σ.
La covarianza indica la relacio´n que existe entre dos variables aleatorias X y Y . Si la
ocurrencia de X hace ma´s probable la ocurrencia de Y entonces la covarianza es positiva.
Si por el contrario la ocurrencia de X hace menos probable la ocurrencia de Y entonces
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la covarianza entre ambas es negativa. Si las dos variables no esta´n relacionadas, entonces
la covarianza sera´ 0. La covarianza se define matema´ticamente como:
Cov(X,Y ) = E[XY ]− µXµY
2.3.4. Distribucio´n de probabilidad
Una distribucio´n de probabilidad de una variable aleatoria X es una funcio´n que asigna
una probabilidad a cada posible valor que puede tomar la variable X. Cuando X es una
variable discreta, la funcio´n definira´ un valor de probabilidad para cada uno de los valores
queX puede tomar. Sin embargo, cuando la variableX es continua, existen infinitos valores
posibles que puede tomar y por tanto la probabilidad de obtener un valor especifico es 0.
Por esta razo´n tiene poco sentido hablar de la probabilidad de un valor especifico y la
distribucio´n de probabilidad se convierte en una funcio´n de distribucio´n, la cual define,
para cada real x, la probabilidad de que la variable X sea menor o igual a x. En esto caso
la distribucio´n de probabilidad D se definir´ıa matema´ticamente como:









2.3.5. La distribucio´n normal
Muchos feno´menos de la naturaleza siguen una distribucio´n normal, al menos de manera
aproximada. Esta distribucio´n tiene forma de campana, lo que significa que los datos
se obtienen alrededor de un valor t´ıpico con ligeras variaciones. Matema´ticamente, si µ
representa el valor t´ıpico y σ representa cuanto var´ıan las instancias al rededor de este











Donde exp[x] es la funcio´n exponencial ex, µ son la media y σ se conoce como desviacio´n
esta´ndar, que se calculan como se especifica en las secciones anteriores. En una distribucio´n
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normal el 68.27 % de los datos esta´ entre (µ− σ, µ+ σ), el 95.45 % de los datos esta´ entre
(µ− 2σ, µ+ 2σ) y el 99.73 % de los datos esta´ entre (µ− 3σ, µ+ 3σ).
2.4. La distribucio´n normal multivariable
En muchas ocasiones, en lugar de calcular un u´nico valor x de cada elemento muestreado,
se calculan varios valores diferentes generando un vector ~x. Suponga que se tiene un vector











Esto se denota como ~x ∼ N(~µ,Σ) y significa que ~x sigue una distribucio´n normal multiva-
riable cuya media es el vector ~µ y cuya matriz de covarianza es la matriz Σ. Si para cada








(~x− ~µi)Σ−1i (~x− ~µi)
]
(2.7)
La distribucio´n normal multivariable puede ser utilizada como un algoritmo de clasifica-
cio´n, pues es un modelo que ha demostrado ser robusto para varias aplicaciones diferentes7.
El objetivo es encontrar P (Ci|x), que es la probabilidad posterior de que el vector ~x perte-
nezca a la clase Ci. Si se calcula P (Ci|x) para cada clase i, se escoge como la clase correcta
la que posea la probabilidad posterior ma´s alta.
Es importante notar que en lugar de simplemente determinar a que´ clase pertenece la
instancia dada, se esta´n calculando tambie´n las probabilidades de que pertenezca a cada
una de las otras clases, lo que permite calcular el porcentaje de seguridad con el cual el
algoritmo esta´ dando su respuesta. Esto es una gran ventaja para el problema de reco-
nocimiento o´ptico de caracteres, ya que algunas correcciones pueden realizarse en etapas
posteriores, por ejemplo, utilizando un diccionario.
Como se puede observar en la ecuacio´n (2.7) lo que permite calcular la distribucio´n normal
multivariable es p(x|Ci), que es la densidad de probabilidad de la variable aleatoria ~x dada
la clase Ci; lo que se desea calcular, en cambio, es la probabilidad de que un ~x dado
pertenezca a la clase Ci, es decir, la probabilidad posterior P (Ci|~x). Para eso se utiliza el
teorema de Bayes (ecuacio´n 2.4), con el cual la probabilidad posterior se calcula como:
7Jerome H. Friedman. Regularized discriminant analysis. Journal of the american statistical association,
84:165–175, 1989.
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De la ecuacio´n 2.8 se puede deducir que
∑
i P (Ci|~x) = 1, y por tanto que 0 ≤ P (Ci|~x) ≤ 1
para todas las clases.
2.4.1. Entrenamiento
Ya se ha visto como se puede llevar a cabo la clasificacio´n una vez que los para´metros ~µi y
Σi han sido calculados para cada clase Ci. El entrenamiento consiste entonces en calcular
los para´metros ~µi y Σi a partir de un conjunto de datos de entrenamiento T . Primero, el
conjunto de entrenamiento se parte en diferentes conjuntos de entrenamiento Ti, donde
cada conjunto Ti contiene solamente instancias de la clase Ci. Entonces, los para´metros se
calculan a partir de las ecuaciones:
~µi = E[~xi]
Σi(a, b) = E[(~xi − ~µa)(~xi − ~µb)]
(2.9)
Donde ~xi son las instancias del conjunto Ti, E[x] es el valor esperado o media de x y
Σi(a, b) es el valor en la fila a y la columna b de la matriz Σi.
2.4.2. Simplificaciones de la distribucio´n normal multivariable
Dado que la matriz de covarianza es de taman˜o d × d, el nu´mero de para´metros de la
distribucio´n normal multivariable crece cuadra´ticamente con el nu´mero de dimensiones
d. Esto se convierte en un problema cuando no hay suficientes datos para estimar los
para´metros de manera apropiada8. Suponga que de una muestra de tres instancias se desea
calcular la media y la varianza de la poblacio´n. Es claro que aunque los para´metros pueden
ser calculados, probablemente no representara´n bien los para´metros de la poblacio´n. De
la misma manera, cuantos ma´s para´metros se deban calcular, sera necesario una mayor
cantidad de datos para obtener una mejor generalizacio´n.
Una manera de realizar la clasificacio´n es calcular la distancia Mahalanobis entre la en-
trada y la media de cada clase, y escoger la que tenga la menor distancia. La distancia
Mahalanobis di entre la entrada ~x y la clase Ci, esta´ dada por:
di = (~x− ~µi)Σ(~x− ~µi) (2.10)
8Wald and Kornmal. Discriminant functions when covariances are unequal and sample sizes are mode-
rate. Biometrics, 33:479–484, 1977.
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Cuando la matriz de covarianza es igual a la matriz identidad la distancia Mahalanobis se
convierte en la distancia euclidiana al cuadrado, pero en los dema´s casos puede propor-
cionar valores mucho ma´s adecuados para calcular la cercan´ıa de una entrada a cada una
de las clases. En el caso de una distribucio´n normal multivariable, es posible utilizar una
matriz de covarianza compartida por todas las clases para calcular la distancia Mahalano-
bis. Las probabilidades posteriores pueden ser calculadas de la misma manera, y se sigue
escogiendo la clase con mayor probabilidad posterior.
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Cap´ıtulo 3
Extraccio´n de caracter´ısticas de
los caracteres
3.1. Introduccio´n
Como se explico´ en la seccio´n 2.1.1, para hacer aprendizaje de maquinas es necesario
primero obtener unas caracter´ısticas que permitan diferenciar entre las distintas clases. En
el caso del reconocimiento o´ptico de caracteres se requieren caracter´ısticas que permitan
diferenciar, por ejemplo, el nu´mero ’5’ del nu´mero ’8’. Para obtener estas caracter´ısticas se
requieren realizar algunas etapas de procesamiento que detecten donde esta´n los caracteres
y que forma tienen. En las siguientes secciones se describira´n las etapas de procesamiento
que se realizaron en este proyecto.
3.2. Escala de grises
Antes de computar las caracter´ısticas es necesario hacer un preprocesamiento. Primero la
imagen debe convertirse a un formato ma´s apropiado para extraerle las caracter´ısticas.
Dado que las letras no var´ıan con el color, y que el objetivo del sistema no es reconocer
colores, es conveniente convertir la imagen a una escala de grises. En este proyecto se
trabajo con el modelo RGB. En este modelo se asigna una intensidad a cada uno de los
tres colores primarios de la luz: rojo, verde y azul1, de esta manera cada p´ıxel en una
fotograf´ıa se representa mediante un valor que identifique la intensidad de cada uno de
estos tres colores que, mezclados por adicio´n, se acerque ma´s al color verdadero del p´ıxel.
Las ca´maras digitales modernas utilizan valores entre2 0 y 255 (28) permitiendo de esta
manera ma´s de 16 millones de colores distintos. En una escala de grises, en cambio, cada
1que en ingles son red, green, y blue, de all´ı las in´ıciales RGB
2en donde 0 representa que el color no se utiliza y 255 representa la mayor intensidad
31
p´ıxel es representado con un u´nico valor entre 0 y 255, el cual representa que tan oscuro
es el mismo. Para convertir un p´ıxel de una imagen en color a uno en escala de grises se
suele hacer un promedio ponderado de la intensidad de cada uno de los tres colores, en
donde a cada color se le asigna un peso. Al ser un promedio ponderado la suma de los tres
pesos debe ser igual a 1. Los pesos utilizados ma´s comu´nmente son:
gris = 0,2989 ∗ rojo+ 0,5870 ∗ verde+ 0,1140 ∗ azul (3.1)
Estos pesos se utilizan en la librer´ıa de visio´n computador OpenCV3 y fueron calculados
a partir de observaciones de la sensibilidad del ojo humano a cada uno de los tres colores.
Haciendo uso de la ecuacio´n 3.1 se implemento´ un algoritmo para obtener una imagen en
escala de grises a partir de una imagen RGB.
3.3. Binarizacio´n
Una vez obtenida la imagen en escala de grises se procedio´ a hacer una binarizacio´n. La
binarizacio´n es un proceso que transforma una imagen en escala de grises a una imagen en
dos colores: blanco o negro. Esto es u´til para el reconocimiento de caracteres debido a que
las letras y los d´ıgitos en escala de grises no se distinguen por la intensidad de los p´ıxeles
que los componen sino por la forma que estos producen. De esta manera, al convertir las
ima´genes a blanco y negro se pierde muy poca informacio´n relevante y se simplifica la
representacio´n de cada p´ıxel, pasando de 256 posibles valores a tan solo 2. Un me´todo
muy utilizado para binarizar una imagen es escoger un valor umbral T (x, y) para cada
p´ıxel (x, y) y establecer el valor de cada p´ıxel como:
I2(x, y) =
{
0 si I1(x, y) < T (x, y)
255 en cualquier otro caso
(3.2)
Donde I1(x, y) es la imagen original y I2(x, y) es la imagen binarizada. Usualmente, la
diferencia entre los distintos me´todos de binarizacio´n se encuentra en como elige cada uno
el valor umbral T (x, y).
Cuando las ima´genes son adquiridas mediante un esca´ner, es comu´n escoger un T (x, y)
constante para todos los p´ıxeles. Esto es debido a que en una imagen escaneada se logra
una iluminacio´n aproximadamente constante en todo el documento. Como en este caso la
imagen es adquirida utilizando una ca´mara digital, en condiciones de iluminacio´n no tan
constantes, se decidio´ elegir un me´todo de binarizacio´n local adaptativo. En un me´todo de
3tomado de http : //opencv.willowgarage.com/documentation/c/miscellaneousimagetransformations.html,
abril 4 de 2011
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este tipo T (x, y) puede ser distinto para cada p´ıxel, y se dice que es local porque T (x, y)
se calcula utilizando informacio´n sobre el vecindario de p´ıxeles del p´ıxel (x, y). Uno de los
me´todos que ha dado los mejores resultados4 para el reconocimiento de caracteres es el de
Sauvola, en el cual T (x, y) se obtiene utilizando la siguiente ecuacio´n:








Donde m(x, y) es la media y s(x, y) la desviacio´n esta´ndar de los p´ıxeles en algu´n a´rea
alrededor de (x, y), y R es el ma´ximo valor de la desviacio´n esta´ndar (128 para una imagen
en escala de grises). La forma ma´s sencilla de implementar este algoritmo es calcular para
cada p´ıxel (x, y) el valor de m y s de manera directa, es decir, iterar por todos los p´ıxeles
en el vecindario de (x, y). Sin embargo, si el a´rea a considerar para m y s es de taman˜o
A×A, entonces la complejidad computacional de calcular T (x, y) para todos los p´ıxeles de
una imagen de taman˜o N ×M ser´ıa O(N ×M ×A2)5. Con esta complejidad el algoritmo
ser´ıa demasiado lento para procesar ima´genes de varios mega p´ıxeles, incluso con valores
relativamente pequen˜os de A.
3.3.1. Optimizacio´n al algoritmo de binarizacio´n
Dada la complejidad del algoritmo esta´ndar de binarizacio´n, se hizo una investigacio´n para
buscar algoritmos ya existentes que realizaran la tarea en un tiempo ma´s razonable. En
un art´ıculo escrito por los creadores del proyecto Ocropus6 se propone7 un algoritmo que
binariza una imagen en un tiempo O(N ×M) utilizando ima´genes integrales y el me´todo
de Sauvola. Una imagen integral se define para un p´ıxel (x, y) como la suma de todos los
p´ıxeles por encima y a la izquierda de este p´ıxel. Matema´ticamente la imagen integral del







Donde Im(i, j) es el valor del p´ıxel ubicado en la posicio´n (i, j). Dado que es posible
obtener la imagen integral de una imagen en tiempo O(N ×M), los autores indicaron
que es posible calcular el valor de la media m del a´rea A2 alrededor del p´ıxel (x, y) en un
tiempo constante de la siguiente forma:
4De hecho es el que se utiliza en varios OCRs libres.
5La funcio´n O(f) se usa para indicar que la complejidad algor´ıtmica es una funcio´n f(N) que depende
de la talla del problema N . Sea T (N) el tiempo de ejecucio´n del algoritmo para una talla de problema N ,
entonces existe una constante K tal que ∀N(K ∗ f(N) < T (N))
6Un proyecto de co´digo abierto cuyo objetivo es crear un sistema de reconocimiento o´ptico de caracteres
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Figura 3.1: Imagen integral (Tomado de ACM Student Reseach Competition)
En el cuadrado de taman˜o A × A alrededor del p´ıxel (x, y), esto equivale simplemente a
sumar los valores de la imagen integral en el p´ıxel de ma´s abajo a la derecha y en el p´ıxel
de ma´s arriba a la izquierda, y restar los valores de la imagen integral en el p´ıxel de ma´s
abajo a la izquierda y en el p´ıxel de ma´s arriba a la derecha. La representacio´n gra´fica
de las ima´genes integrales se puede apreciar en la figura 3.18. La fo´rmula para hallar la
desviacio´n esta´ndar no es presentada en el art´ıculo de los creadores de Ocropus, y solo se
menciona que se puede calcular utilizando la imagen integral de los p´ıxeles al cuadrado.












El resultado obtenido es consistente con la formula que se utilizo en la implementacio´n de
dicho algoritmo en el proyecto Ocropus9.
Posteriormente se implemento´ el algoritmo. Ya que era una de las partes de mayor com-
plejidad algor´ıtmica en el sistema, se implemento´ de la manera ma´s eficiente posible, utili-
zando las recomendaciones del libro oficial de OpenCV. En especial se utilizaron punteros
en donde fuera posible en vez de contadores, reemplazando la matriz por un u´nico arreglo,
el cual se accedio´ a trave´s de un u´nico puntero. Es decir, para acceder a cada posicio´n en
una matriz normalmente se requiere multiplicar la fila actual por el taman˜o de cada fila, a
esto sumarle la posicio´n de la columna actual, multiplicar todo esto por el taman˜o de cada
elemento dentro del arreglo, y finalmente sumarle este valor al puntero base de la matriz.
8Xu Liu. “Mobile Currency Reader for People with Visual Impairments”. ACM Student research com-
petition
9Ocropus es un software de OCR libre desarrollado por Google, esta licenciado bajo Apache Licence 2.0
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(a) Antes de binarizar (b) Despue´s de binarizar
Figura 3.2: Figuras antes y despue´s de la binarizacio´n
De la forma en que se implemento, en cada iteracio´n u´nicamente era necesario sumarle
el taman˜o de cada elemento al puntero. La funcio´n resultante realiza la binarizacio´n 7
veces ma´s ra´pido que la funcio´n utilizada en el proyecto Ocropus, ya que se prefirio´ darle
mayor importancia a la eficiencia, pues en un futuro esta funcio´n podr´ıa utilizarse para
binarizar ima´genes en un dispositivo mo´vil con una capacidad de procesamiento limitada.
El resultado del algoritmo implementando sobre una imagen se muestra en la figura 3.2, la
figura 3.2a muestra la imagen original y la figura 3.2b muestra la misma imagen despue´s
de aplicarle el algoritmo de binarizacio´n implementado.
3.4. Componentes conectados
Antes de reconocer los caracteres es necesario saber en que´ partes de la imagen se encuen-
tran ubicados. Para encontrarlos es necesario agrupar los p´ıxeles de tal forma que todos los
puntos pertenecientes a un caracter queden en un mismo grupo. Si se asume que I2(x, y)
es la imagen binarizada resultante de aplicar el me´todo de Sauvola de la ecuacio´n (3.3)
en la ecuacio´n (3.2), entonces se puede definir que un p´ıxel (x, y) pertenece al fondo de la
imagen si I2(x, y) = 255, y pertenece a algu´n caracter si I2(x, y) = 0. Si se establece que
un p´ıxel (x′, y′) es vecino de un p´ıxel (x, y) si |x− x′| = 1 y |y− y′| = 1 entonces se puede
definir un componente conectado como un conjunto de p´ıxeles C = {(xi, yi)} en donde
∀(xi, yi), I2(xi, yi) = 0 y para cada i, j existe un camino entre (xi, yi) y (xj , yj) movie´ndose
u´nicamente a trave´s de p´ıxeles vecinos de C. La idea de los componentes conectados fue
utilizada, entre muchos otros, por O’Gorman10 para realizar el ana´lisis del documento,
una de las etapas del reconocimiento o´ptico de caracteres.
Lemma 1. Cada p´ıxel (x, y) tal que I2(x, y) = 0 pertenece a un u´nico componente conec-
tado.
Demostracio´n. Suponga que un p´ıxel (x, y) pertenece a ma´s de un componente conectado.
10O’GORMAN Lawrence. The Document Spectrum for Page Layout Analysis.
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Figura 3.3: Componentes conectados extra´ıdos por la aplicacio´n
En particular, suponga que (x, y) pertenece tanto al componente Ci como al componente
Cj . Entonces hay un camino desde cualquier Pi ∈ Ci a (x, y) y desde cualquier Pj ∈ Cj
a (x, y). Por tanto hay al menos un camino desde todo Pi a todo Pj , este camino es
Pi → (x, y) → Pj . Esto significa que Ci y Cj pueden ser unidos en un u´nico componente
conectado, y al unirlos (x, y) pertenecer´ıa a un u´nico componente conectado.
Despue´s de esto se puede utilizar un algoritmo de relleno por difusio´n (flood-fill) para en-
contrar cada componente conectado. Dado un p´ıxel (x, y) con I2(x, y) = 0, se encuentra
el componente conectado al que este pertenece, se guarda, y se borra de la imagen. De
esta manera por cada p´ıxel encontrado en un u´nico recorrido por toda la imagen se ex-
traera´ un componente conectado, y al finalizar este recorrido se habra´n extra´ıdo todos los
componentes conectados. Este algoritmo se implemento´ utilizando una pila para evitar la
recursividad.
La figura 3.3 muestra dos componentes conectados extra´ıdos por la aplicacio´n implemen-
tada de la misma imagen. Observe que, a pesar de estar en la misma imagen, ser del mismo
taman˜o y de la misma clase (d´ıgito ’6’), ambas instancias son ligeramente diferentes.
3.5. Extraccio´n de caracter´ısticas
Como se explico´ en el cap´ıtulo 2, los me´todos de clasificacio´n necesitan unas caracter´ısticas
de entrada que permitan diferenciar los objetos a clasificar. En el caso espec´ıfico de los
me´todos estad´ısticos, se necesitan vectores de nu´meros reales que sean similares para el
mismo caracter, independiente del taman˜o o inclinacio´n que tenga el caracter en cuestio´n.
Si las ima´genes fueran adquiridas mediante un esca´ner, la inclinacio´n podr´ıa ser muy
pequen˜a, incluso tanto que podr´ıa despreciarse. Sin embargo, cuando las ima´genes son
adquiridas mediante una ca´mara digital, la inclinacio´n entra a ser un factor importante,
ma´s aun cuando quien las obtiene es una persona invidente. Por estas razones es necesario
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encontrar caracter´ısticas que sean invariantes a la rotacio´n y al escalamiento, es decir, que
al rotar o escalar un mismo caracter el valor nume´rico de las caracter´ısticas sea similar.
Dado que la entrada del me´todo estad´ıstico es un vector, esta similitud se puede expresar
en te´rminos vectoriales como una distancia Mahalanobis (ecuacio´n 2.10) relativamente
pequen˜a entre el vector de caracter´ısticas de la imagen original y de la imagen rotada.
Para lograr un cierto grado de independencia de las caracter´ısticas a la rotacio´n y al
escalamiento se pueden tomar dos enfoques: un primer enfoque es transformar la imagen,
esto significa rotarla y escalarla para hacerla lo mas similar posible a un patro´n esta´ndar,
despue´s de esto se pueden extraer caracter´ısticas nume´ricas de la imagen que sean lo ma´s
similares posibles para objetos de la misma clase y lo mas diferentes posibles para objetos
de distintas clases. Un segundo enfoque consiste en trabajar la imagen tal cual es tomada
por la ca´mara, y utilizar caracter´ısticas en las que se obtengan valores nume´ricos similares
para una misma imagen rotada y escalada, es decir, que sean invariantes a la rotacio´n y
el escalamiento.
3.5.1. Rotacio´n y escalamiento mediante transformacio´n geome´trica
Si se utilizan caracter´ısticas dependientes a la rotacio´n, se debe entrenar el clasificador
con distintas instancias que tengan distintos a´ngulos de rotacio´n. Si se hace dif´ıcil obtener
ejemplos reales, una opcio´n puede ser construir ejemplos virtuales11. El problema con este
enfoque es que tiene una alta complejidad computacional y que instancias de una misma
clase pueden quedar ampliamente repartidas por el h´ıper-espacio de clasificacio´n. Como
resultado ser´ıa ma´s dif´ıcil para un algoritmo de clasificacio´n separar las distintas clases.
Un enfoque mucho ma´s pra´ctico es detectar la rotacio´n y el escalamiento del texto, y poste-
riormente aplicar transformaciones geome´tricas para ajustar la rotacio´n y el escalamiento
a valores preestablecidos. Despue´s de esto se podr´ıan obtener caracter´ısticas dependien-
tes a la rotacio´n y al escalamiento para clasificar cada letra. Para detectar la rotacio´n se
pueden utilizar me´todos ya existentes, como los utilizados en el algoritmo de ana´lisis de
documentos Docstrum12, los cuales permiten establecer cua´l es la inclinacio´n de cada l´ınea
de texto. Al tener la inclinacio´n de las l´ıneas, se puede aproximar cual es la inclinacio´n
da cada caracter en particular. Para corregir la inclinacio´n se utilizar´ıa una matriz de
rotacio´n: si el algoritmo de deteccio´n de rotacio´n determina que el caracter esta´ rotado un
a´ngulo θ alrededor de su centroide, se puede detectar cual es la nueva ubicacio´n (x′, y′)







cos θ − sin θ





11Niyogi, P. and Girosi, F. and Poggio, T. Incorporating prior information in machine learning by creating
virtual examples
12O’GORMAN Lawrence. The Document Spectrum for Page Layout Analysis
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El escalamiento se podr´ıa ajustar haciendo una interpolacio´n de los p´ıxeles al taman˜o
deseado. Existen, sin embargo, dos problemas con esta solucio´n. En cuanto a la rotacio´n,
si el a´ngulo θ no es un mu´ltiplo de 90 grados, las coordenadas de los nuevos p´ıxeles (x′, y′)
no ser´ıan enteras. Esto se puede solucionar interpolando (x′, y′) a sus vecinos enteros ma´s
cercanos, pero este proceso conlleva una pe´rdida de informacio´n importante cuando la
calidad de las ima´genes no es muy buena. En cuanto al escalamiento, la interpolacio´n
tambie´n produce una pe´rdida de informacio´n. Tal vez el problema ma´s grave de esta
pe´rdida de informacio´n en el reconocimiento de caracteres, es que en algunos casos se
puede partir un u´nico caracter en varias partes, dificultando el proceso de reconocimiento.
Para el problema de reconocimiento de caracteres es entonces conveniente encontrar me´to-
dos de extraccio´n de caracter´ısticas que minimicen la pe´rdida de informacio´n, pero que al
mismo tiempo sean invariantes a la rotacio´n y al escalamiento. Los momentos invariantes
son caracter´ısticas que cumplen dicha propiedad.
3.5.2. Momentos invariantes de Hu
Los momentos invariantes fueron propuestos por primera vez por Hu13. Estos momentos
pueden ser considerados como un promedio ponderado de los p´ıxeles de una imagen. Hu
computo sus invariantes utilizando los momentos geome´tricos, los cuales son variantes a
la rotacio´n y al escalamiento. Los momentos geome´tricos se definen como:
µpq =
∫∫
(x− x¯)p(y − y¯)qf(x, y)dydx (3.5)
Donde µpq es el momento geome´trico de orden (p+q), f(x, y) es el valor del p´ıxel en la po-
sicio´n (x, y) de la imagen y (x¯, y¯) es el centroide de la misma. Partiendo de estos momentos








Utilizando npq, Hu logro un conjunto de momentos invariantes, todos con un grado menor
o igual a 3. Sus siete momentos invariantes son:
13M.K Hu. Visual pattern recognition by moment invariants
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φ1 =n20 + n02,
φ2 =(n20 − n02)2 + 4n211,
φ3 =(n30 − 3n12)2 + (3n21 − n03)2,
φ4 =(n30 + n12)
2 + (n21 + n03)
2,
φ5 =(n30 − 3n12)(n30 + n12)((n30 + n12)2
− 3(n21 + n03)2) + (3n21 − n03)(n21 + n03)
× (3(n30 + n12)2 − (n21 + n03)2),
φ6 =(n20 − n02)((n30 + n12)2 − (n21 + n03)2)
+ 4n11(n30 + n12)(n21 + n03),
φ7 =(3n21 − n03)(n30 + n12)((n30 + n12)2
− 3(n21 + n03)2)− (n30 − 3n12)(n21 + n03)
× (3(n30 + n12)2 − (n21 + n03)2) (3.7)
3.5.3. Momentos complejos y momentos de Flusser
En 1984 Mostafa y Psaltis propusieron los momentos complejos como una forma alternativa
de lograr momentos invariantes. Un momento complejo Cpq de orden (p + q) para una
imagen f(x, y) se define como:
Cpq =
∫∫
(x+ iy)p(x− iy)qf(x, y)dxdy




Una propiedad interesante de los momentos complejos, que se deriva de la ecuacio´n 3.8,
es que, si hay una imagen f ′(r, θ) que es una versio´n rotada un a´ngulo α sobre el origen
de la imagen f(r, θ), es decir, que f ′(r, θ) = f(r, θ + α) entonces:
C ′pq = e
−i(p−q)αCpq (3.9)
Donde C ′pq es el momento complejo de f ′(r, θ) y Cpq es el momento complejo de f(r, θ).
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* Matriz de covarianza independiente
Caracter Hu Flusser
0 99.86 % 100.00 %
1 100.00 % 100.00 %
2 91.21 % 93.91 %
3 100.00 % 100.00 %
4 100.00 % 96.41 %
5 26.95 % 38.95 %
6 93.61 % 86.83 %
7 100.00 % 99.87 %
8 96.76 % 99.44 %
9 65.40 % 65.03 %
Total 87.21 % 87.84 %
Cuadro 3.1: Precisio´n del algoritmo clasificador en el primer experimento
Flusser noto14 que aun cuando se puede probar de la ecuacio´n 3.9 que |Cpq| es invariable
a la rotacio´n, estos momentos no generan un conjunto completo de invariantes. Flusser
tambie´n demostro´ que los momentos de Hu no eran ni completos ni independientes, y
propuso un me´todo para generar un conjunto completo de momentos invariantes de orden
arbitrario. Cuando este me´todo se utiliza para generar momentos de grado menor o igual
a cuatro, se obtienen 11 momentos invariantes.
3.6. Primeros resultados
Para el primer experimento se implemento´ un me´todo de clasificacio´n estad´ıstico multi-
variable y se implementaron las caracter´ısticas de Hu y de Flusser como se indica en el
cap´ıtulo de disen˜o, implementacio´n y pruebas del aplicativo. Despue´s de haber corregido
los errores encontrados en la etapa de pruebas se obtuvieron los resultados que se muestran
en la tabla 3.1.
Los porcentajes para algunos de los d´ıgitos fueron inusualmente bajos con relacio´n a lo
que se esperaba. Si bien se esperaba que los d´ıgitos que presentan cierta simetr´ıa, como el
0 y el 8, tuvieran porcentajes de reconocimiento menor, lo que sucedio´ en realidad fue que
tuvieron un porcentaje muy alto, mientras que otros como el 2 y el 5 tuvieron porcentajes
muy bajos. Dado que el 6 y el 9 son completamente sime´tricos respecto a la rotacio´n los
resultados fueron cercanos a lo esperado, con la excepcio´n de que el 6 tuvo un porcentaje
bastante alto.
Dado los problemas antes mencionados, se decidio´ indagar las razones por las que algunos
d´ıgitos ten´ıan porcentajes muy bajos. En el proceso de depuracio´n se descubrio´ que el de-
14FLUSSER Jan y SUK, Thomas. Rotation moment invariants for recognition of symmetric objects.
IEEE Transactions on Pattern Analysis and Machine Intelligence. Diciembre, 2006. vol. 15 p. 3784-3790
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terminante de la matriz de covarianza era muy cercano a cero (con cifras cercanas a 10−40),
por lo cual era muy probable que ciertos ca´lculos con nu´meros de punto flotante tuvieran
pe´rdidas importantes de precisio´n. Se estudio la posibilidad de utilizar aritme´tica de pre-
cisio´n arbitraria, sin embargo, dada la complejidad algor´ıtmica, se concluyo que el uso de
aritme´tica implementada en software har´ıa demasiado lento el proceso de reconocimiento.
Otra posibilidad que se exploro´ fue encontrar matema´ticamente una manera en la cual
los ca´lculos pudieran realizarse sin perder mucha precisio´n, para lo cual se partio´ de la






(~x− ~µi)Σ−1i (~x− ~µi)
Como puede observarse, el determinante de la matriz de covarianza afecta al resultado
en dos partes de la misma: hace parte del denominador y del exponente. Dado que para
el ca´lculo de la distancia Mahalanobis se hab´ıa calculado la matriz de covarianza com-
partida para todas las clases, se decidio´ reemplazar el valor de su determinante (que era
mucho mayor) por el determinante de la matriz de covarianza. Esto se decidio´ dado que
matema´ticamente el valor tiene un significado similar, y por cuanto se considero que los
resultados con el valor tan pequen˜o que se estaba utilizando pod´ıan tener poco sentido.






(~x− ~µi)Σ−1i (~x− ~µi) (3.10)
Es decir, lo que se hizo fue una mezcla entre el me´todo completo de distribucio´n normal
multivariable y un modelo con matriz de covarianza compartida. Los resultados mejoraron
significativamente como se esperaba, el resultado se puede apreciar en la tabla 3.2.
De los resultados de las tablas 3.1 y 3.2 se puede concluir que esta mezcla en general
da mejores resultados porque el determinante de la matriz de covarianza normal es muy
cercano a cero. La u´nica diferencia entre la ecuacio´n de la distribucio´n normal multiva-
riable y la ecuacio´n modificada (3.10) es que la matriz de covarianza en el coeficiente es
compartida para todas las clases Σ; pero la matriz de covarianza en el exponente Σi sigue
siendo diferente para todas las clases (no es compartida).
Dado que no se encontro´ descrito en la literatura cient´ıfica, a este me´todo se le denomi-
nara´ “distribucio´n normal multivariable con matriz de covarianza semi-compartida”.
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* Matriz de covarianza semi-compartida
Caracter Hu Flusser
0 99.34 % 99.21 %
1 100.00 % 100.00 %
2 100.00 % 100.00 %
3 100.00 % 100.00 %
4 100.00 % 100.00 %
5 97.97 % 99.32 %
6 91.65 % 86.96 %
7 100.00 % 100.00 %
8 85.53 % 92.97 %
9 89.52 % 81.06 %
Total 96.38 % 95.83 %
Cuadro 3.2: Precisio´n del algoritmo clasificador en el segundo experimento
Experimento Matriz de covarianza semi-compartida Matriz de covarianza independiente
1 96.38 % 87.84 %
2 98.77 % 92.47 %
Cuadro 3.3: Comparacio´n de los me´todos estad´ısticos en el problema de OCR
3.6.1. Problemas de simetr´ıa mutua
Si se analizan los resultados de la tabla 3.2 para el me´todo de clasificacio´n de matriz de
covarianza semi-compartida se puede observar que el peor porcentaje se obtuvo en los
d´ıgitos 6 y 9. De hecho, se noto´ que estos d´ıgitos se estaban confundiendo entre ellos.
Cabe recordar que las caracter´ısticas son invariantes a la rotacio´n. Una situacio´n en donde
los seres humanos hacen reconocimiento de d´ıgitos con caracter´ısticas invariantes a la
rotacio´n ocurre cuando juegan billar y deben reconocer los d´ıgitos marcados en las bolas
de billar independientemente de la rotacio´n de la bola. En este caso incluso los seres
humanos tenemos problemas para reconocer entre la bola 6 y la 9, y necesitamos de una
sen˜a (que puede ser una raya) para reconocer entre estos dos d´ıgitos de manera apropiada.
En este caso, el problema no estaba previsto y solo se detecto´ cuando se realizaron las
pruebas. Lo que sucede es que los d´ıgitos 6 y 9 tienen simetr´ıa mutua, y son dif´ıciles de
reconocer entre ellos por cuanto en los documentos impresos no se hacen sen˜as como en el
billar. Sin embargo, cabe recordar que en los objetivos se restringio´ a que los documentos
analizados tendr´ıan una rotacio´n entre −30◦ y 30◦. Si el documento tuviese un a´ngulo de
rotacio´n por fuera de este rango, se podr´ıa llevar a un rango cercano rotando la imagen en
mu´ltiplos de 90◦ sin ninguna pe´rdida de informacio´n (ver seccio´n 3.5.1), esto, si se cuenta
con alguna referencia que indique la rotacio´n adecuada, porque de lo contrario no se podr´ıa
determinar con exactitud entre el 6 y el 9.
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Con estas restricciones, se creo´ el siguiente me´todo para resolver el problema de la simetr´ıa
mutua utilizando las ecuaciones de los momentos complejos. Suponga que existe un pro-
blema de simetr´ıa mutua entre las clases Ci y Cj , y que se desea clasificar una imagen
f(x, y) en una de estas dos clases. Entonces una rotacio´n cercana a 180◦ de la instancia
f(x, y) respecto a la clase Ci indica que f(x, y) tiene mayor similitud a la clase Cj que a la
clase Ci. Definamos tambie´n fi(x, y) como una instancia de la clase Ci que representa una
instancia promedio de la clase Ci. Entonces se establecer´ıa que f(x, y) pertenece a Ci si el
a´ngulo de rotacio´n con respecto a fi(x, y) es menor que 90
◦, y si el a´ngulo es mayor que
90◦ se escoger´ıa la clase Cj . En el caso de que el a´ngulo sea exactamente igual a 90◦ no se
podr´ıa determinar a cua´l de las dos clases pertenece, por lo cual se asignar´ıa cualquiera
de las dos.
Para hallar el a´ngulo se utilizaron los momentos complejos de la siguiente manera. Sea C ′pq
el promedio de los momentos complejos de orden p+ q de las instancias de la clase Ci, sea
Cpq el momento complejo de orden p+ q de la imagen f(x, y).




En la ecuacio´n 3.11 se observa que siempre es posible calcular el a´ngulo α entre f(x, y)
y fi(x, y) dividiendo sus momentos complejos de orden p + q si p 6= q y la magnitud de
los momentos es diferente de cero. Definamos n =
C′pq
Cpq
. El nu´mero complejo n debe tener
magnitud unitaria para poder encontrar una solucio´n a la ecuacio´n 3.9, en la teor´ıa esto
se garantiza, pero con ima´genes reales esta suposicio´n puede no siempre ser cierta. Para
solucionar este problema se normalizo´ el numero complejo n′ = n|n| . Utilizando la identidad
de Euler en la ecuacio´n 3.11, se obtiene:
n′ = cos((p− q)α)− i sin((p− q)α) (3.12)
Si se considera al nu´mero complejo n′ como un vector de dos posiciones, este se mover´ıa en
un circulo unitario respecto al origen dependiendo del valor del a´ngulo α. Si se considera
un vector ~R con α = 0 como el vector de referencia, se tendr´ıa ~R = (1, 0). Es de notar que
~R es un vector normal a un plano clasificador A. El algoritmo explicado se puede observar
gra´ficamente en la figura 3.4.
Se define que el lado positivo del plano A es al que apunta ~R. Entonces se escoger´ıa que
f(x, y) pertenece a Ci si n









Figura 3.4: Clasificacio´n de figuras con simetr´ıa mutua dado el plano A
* Matriz de covarianza semi-compartida
Caracter Hu Flusser
6 99.47 % 99.48 %
9 99.49 % 96.72 %
Cuadro 3.4: Precisio´n de los d´ıgitos 6 y 9 luego de la correccio´n
el lado negativo de A y no hay ninguna pista si n′ esta en el plano A. Se determina en
que´ lado del plano A esta el vector n′ calculando el producto punto entre n′ y el vector
normal al plano ~R, por cuanto:
~R.n′ = real(n′)
Donde real(x) es una funcio´n que retorna la parte real del nu´mero complejo x. La clasifi-







Los resultados obtenidos para los d´ıgitos 6 y 9 despue´s de implementar el algoritmo pueden
ser apreciados en la tabla 3.4.
Los resultados fueron bastante buenos, y permitieron dar solucio´n al problema de simetr´ıa
entre estos dos d´ıgitos. Dado que esta funcio´n solo se aplico para el 6 y el 9, los resultados
en los otros d´ıgitos no variaron, como puede apreciarse en la tabla .
3.6.2. Problemas de simetr´ıa a la rotacio´n
Se puede observar en las tablas 3.1 y 3.2 que el resultado de el me´todo de clasificacio´n
con matriz de covarianza semi-compartida fue significativamente mejor que el me´todo de
matriz de covarianza independiente. La razo´n por la que esto sucede, como se explico´ an-
teriormente, es porque el determinante de la matriz de covarianza es muy cercano a cero.
Un problema similar ocurre cuando los d´ıgitos presentan simetr´ıa a la rotacio´n. Flusser15
15FLUSSER Jan y SUK, Thomas. Rotation moment invariants for recognition of symmetric objects.
IEEE Transactions on Pattern Analysis and Machine Intelligence. Diciembre, 2006. vol. 15 p. 3784-3790
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* Matriz de covarianza semi-compartida
Caracter Hu Flusser
0 99.34 % 99.21 %
1 100.00 % 100.00 %
2 100.00 % 100.00 %
3 100.00 % 100.00 %
4 100.00 % 100.00 %
5 97.97 % 99.32 %
6 99.47 % 99.48 %
7 100.00 % 100.00 %
8 85.53 % 92.97 %
9 99.49 % 96.72 %
Total 98.18 % 98.77 %
Cuadro 3.5: Precisio´n del algoritmo clasificador despue´s de aplicar la correccio´n al 6 y al 9
demostro´ que muchos de estos momentos son iguales a cero cuando los objetos que se in-
tentan reconocer con ellos tienen algu´n grado de simetr´ıa y, para solucionar este problema,
propuso un nuevo me´todo para generar momentos adecuados para reconocer objetos con
simetr´ıa de grado N. A pesar de que en el art´ıculo en que se propusieron se utilizaron
para reconocer u´nicamente entre objetos sime´tricos, se intento utilizar estos momentos
para reconocer entre todos los d´ıgitos, para lo cual se construyo´ un conjunto de momentos
sime´tricos utilizando el procedimiento explicado por Flusser:
#! /bin/python
print ’Este script calcula una base de invariantes de flusser para objetos simetricos’
N = int(raw_input(’N-fold rotation symmetry: ’))
r = int(raw_input(’Invariants up to order: ’))
if (r<N):
print ’The order must be at least equal to N’
else:
for q in range(0,(r/2)+1):
for p in range(q,r+1):
if (p-q)%N == 0 and (p+q)>=2 and (p+q)<=r:
k=(p-q)/N;
print ’C[’+str(p)+’,’+str(q)+’]*C[q0,p0]^’+str(k)
Para explorar distintas posibilidades se creo´ un script que recibe como para´metro los
nu´meros N y R, que representan la simetr´ıa al girar un objeto 2piN radianes y el orden hasta
el cual se desean generar los momentos respectivamente. Este script entrega un conjunto de
momentos generados utilizando el procedimiento de Flusser. Los resultados de este tercer
conjunto de caracter´ısticas fueron significativamente ma´s altos que el de las dos anteriores,
como puede observarse en la tablas 3.6 y 3.7.
Si se tiene en cuenta que tanto el conjunto de entrenamiento como el de validacio´n fueron
elegidos aleatoriamente, y que el conjunto de validacio´n consistio´ de 7461 instancias, se
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* Matriz de covarianza independiente
Caracter Hu Flusser 2-Fold flusser
0 99.86 % 100.00 % 100.00 %
1 100.00 % 100.00 % 100.00 %
2 91.21 % 93.91 % 47.14 %
3 100.00 % 100.00 % 99.42 %
4 100.00 % 96.41 % 100.00 %
5 26.95 % 38.95 % 100.00 %
6 93.61 % 99.48 % 100.00 %
7 100.00 % 99.87 % 100.00 %
8 96.76 % 99.44 % 100.00 %
9 65.40 % 96.72 % 100.00 %
Total 87.38 % 92.47 % 94.44 %
Cuadro 3.6: Precisio´n del clasificador en los tres experimentos




0 99.34 % 99.21 % 100.00 %
1 100.00 % 100.00 % 100.00 %
2 100.00 % 100.00 % 100.00 %
3 100.00 % 100.00 % 100.00 %
4 100.00 % 100.00 % 100.00 %
5 97.97 % 99.32 % 100.00 %
6 99.47 % 99.48 % 100.00 %
7 100.00 % 100.00 % 100.00 %
8 85.53 % 92.97 % 100.00 %
9 99.49 % 96.72 % 100.00 %
Total 98.18 % 98.77 % 100.00 %
Cuadro 3.7: Precisio´n del clasificador en los tres experimentos
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puede concluir de los resultados que los momentos propuestos con Flusser son tambie´n muy
efectivos para hacer reconocimiento entre objetos sime´tricos y no sime´tricos. Tambie´n se
puede observar que el me´todo propuesto utilizando la matriz de covarianza compartida
fue ma´s efectivo que el me´todo esta´ndar utilizando la matriz de covarianza independiente.
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Cap´ıtulo 4
Metodolog´ıa de la investigacio´n
4.1. Disen˜o metodolo´gico
4.1.1. Hipo´tesis
Es posible desarrollar un sistema de reconocimiento o´ptico de d´ıgitos usando el teorema
de Bayes con una distribucio´n normal multivariable y tomando como caracter´ısticas los
momentos invariantes de Hu y de Flusser al procesar una imagen de un documento que
cumpla con las restricciones establecidas (ver poblacio´n), tomando la imagen con una
ca´mara de un celular inteligente y ejecutando el programa en un sistema de co´mputo.
4.1.2. Tipo de investigacio´n
En esta investigacio´n se utilizara´ un enfoque cuantitativo.
4.1.3. Poblacio´n




Letra de color negro y con un u´nico tipo de letra o fuente.
El taman˜o de los d´ıgitos var´ıa entre 12 y 20 puntos.
La inclinacio´n de los d´ıgitos var´ıa entre -30◦ y 30◦.
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4.1.4. Unidad de ana´lisis
Fotos de textos con las condiciones mencionadas en la poblacio´n, con una u´nica fuente.
4.1.5. Muestra
Se tomara´ una muestra de 10 pa´ginas, una pa´gina por cada d´ıgito. Cada pa´gina con-
tendra´ entre 100 y 120 instancias de cada d´ıgito con una u´nica fuente pero con diferentes
taman˜os de letra en el rango especificado. De cada pa´gina se tomara´n 5 fotos con dife-
rentes inclinaciones en el rango de inclinacio´n especificado. Las fotos deben ser tomadas
desde un punto perpendicular al papel. De todo el conjunto de instancias recolectadas, se
seleccionara´ aleatoriamente un 70 % de los datos para el conjunto de entrenamiento, un
15 % para el conjunto de validacio´n y otro 15 % para el conjunto de pruebas. Los datos
se dividen para verificar la capacidad de generalizacio´n del me´todo de aprendizaje sobre
datos que no se le mostraron en el entrenamiento.
4.1.6. Variables
Las variables a tener en cuenta para ejecucio´n de la aplicacio´n son:
Porcentaje de caracteres reconocidos exitosamente en total.
Porcentaje de caracteres reconocidos exitosamente por cada d´ıgito.
Porcentaje de seguridad con el que se reconocieron los d´ıgitos en total.
Porcentaje de seguridad con el que se reconocio´ cada d´ıgito.
Latencia (Tiempo que se demora el OCR en comenzar a entregar salida)
4.2. Escenario de pruebas
En esta seccio´n se pretende ilustrar cual fue la metodolog´ıa seguida para las pruebas y
las condiciones bajo las que se tomaron los datos. Para realizar las mediciones se debe
contar con un conjunto de datos de entrenamiento y un conjunto de datos de validacio´n,
ya que como se explico´ en el cap´ıtulo 2, primero se debe crear el modelo con los datos de
entrenamiento y luego se debe probar la habilidad de generalizacio´n sobre un conjunto de
datos no utilizado para el entrenamiento.
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4.2.1. Levantamiento de datos
Se entiende por un conjunto de datos de entrada etiquetado, un conjunto de datos de
entrada en el que para cada dato de entrada se conoce la clase a la que pertenece. Tanto
el conjunto de entrenamiento T como el conjunto de validacio´n V deben ser conjuntos
etiquetados.
La forma ma´s fa´cil de construir estos dos conjuntos es construir un u´nico conjunto etique-
tado S y luego dividirlo aleatoriamente en los dos conjuntos disjuntos T y V , es decir, que
T ∩ V = ∅ y T ∪ V = S donde ∅ representa el conjunto vac´ıo.
Para construir el conjunto de datos etiquetados S se realizo el siguiente procedimiento:
Se imprimio´ una hoja por cada s´ımbolo a reconocer. Cada hoja conten´ıa entre 350
y 450 instancias del mismo s´ımbolo, con taman˜o de fuente variando entre 12 puntos
y 20 puntos, pero todos los s´ımbolos fueron impresos con el mismo tipo de letra o
fuente.
Por cada pa´gina se tomaron 5 fotos con una ca´mara digital de 4 mega p´ıxeles. En cada
foto se vario ligeramente la distancia desde la que se tomaba la foto para incluir mas
variabilidad en la escala de las ima´genes. Tambie´n se vario el a´ngulo de inclinacio´n
del texto en a´ngulos entre −30◦ y 30◦.
A cada imagen se le dio un nombre que le permitiera saber al sistema que s´ımbolos
se encontraban en la foto. A todas las ima´genes de nu´meros se les dio un nombre
de la forma t<num>_<consec>.jpg, donde <num> representa el d´ıgito que contiene
la foto y <consec> es un consecutivo para diferenciar cada una de las fotos. A
las ima´genes de caracteres no nume´ricos, en cambio, se les dio un nombre de la
forma n<ascii>_<consec>.jpg, donde <ascii> significa el co´digo ascii del caracter
contenido en la imagen.
Se extrajeron los componentes conectados de cada imagen como se explico´ en el capi-
tulo 3, haciendo las etapas de preprocesamiento correspondientes. Los componentes
conectados se guardaron en una base de datos con el nombre de la imagen del que
se saco´ cada componente. Esta base de datos se convirtio´ en el conjunto etiquetado
S explicado anteriormente.
4.2.2. Construccio´n del conjunto de entrenamiento y validacio´n
Para dividir el conjunto etiquetado S en los conjuntos T y V se itero´ por todas las instancias
en S y se selecciono´, para cada instancia, a que conjunto pertenecer´ıa, con una cierta
probabilidad. Suponiendo que Pt es la probabilidad de que una instancia sea asignada al
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conjunto de entrenamiento T y Pv es la probabilidad de que una instancia sea asignada al
conjunto de validacio´n V , el procedimiento para construir los conjuntos S y V se ilustra
en la figura 4.1.
El algoritmo requiere que Pv + Pt ≤ 1. Si la suma Pv + Pt < 1 es posible que alguna
instancia no quede asignada ni al conjunto de validacio´n ni al de entrenamiento, esto es
deseable en ocasiones, y a este tercer conjunto C se le denomina conjunto de pruebas.
Figura 4.1: Procedimiento para producir los conjuntos de entrenamiento y validacio´n
4.2.3. Mediciones
Una vez entrenado el modelo de la distribucio´n normal multivariable como se explico´ en
el capitulo 2, se llevaron a cabo las mediciones de precisio´n sobre las instancias del con-
junto de validacio´n, es decir, aquellas instancias que no fueron utilizadas en el proceso de
entrenamiento. Para esto se utilizo´ el modelo entrenado y se observaron las predicciones
realizadas por este modelo sobre este conjunto de validacio´n. Dado que en el proceso de
construccio´n de conjunto de validacio´n cada componente fue etiquetado, se conoc´ıa cual
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era la salida esperada para cada instancia con la que se probaba el modelo. En te´rminos
formales, el conjunto de entrenamiento V se podr´ıa definir de la siguiente manera:
V = {~xi, ri}Ni=0
Donde N es la cantidad de elementos del conjunto de validacio´n y ri es la salida esperada
para el valor de entrada ~xi. Suponga que la salida observada del modelo entrenado para
el valor ~xi es yi, entonces se considera que el clasificador comete un error si ri 6= yi y
acierta si ri = yi. Considerando que cada acierto cuenta una igualdad tenga por valor 1 si







Se puede observar que el valor medido A significa la cantidad de aciertos sobre el nu´mero
total de intentos de prediccio´n. Y por tanto mide el porcentaje de efectividad del clasifi-
cador para el problema de reconocimiento de caracteres.
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Cap´ıtulo 5
Disen˜o, implementacio´n y pruebas
del aplicativo
5.1. Ana´lisis
La primera etapa en el desarrollo de software es la de levantamiento de requerimientos.
Los requerimientos fueron tomados de los objetivos de desarrollo del proyecto (ver seccio´n
1.3). Los objetivos exponen que se requiere desarrollar una aplicacio´n para reconocimiento
de d´ıgitos que utilice para clasificar el modelo estad´ıstico multivariable detallado en la
seccio´n 2.4 y para la extraccio´n de caracter´ısticas los momentos invariantes expuestos en
la seccio´n 3.5.2.
Se determino´ que es posible modelar la aplicacio´n mediante dos casos de uso, ya que desde
el punto de vista de los actores solo hay dos funciones que pueden desempen˜ar con la
aplicacio´n. El diagrama se muestra en la figura 5.1. Un caso de uso, cuyo actor principal
es un usuario administrador, se denomina “entrenamiento del sistema de clasificacio´n”.
El otro caso de uso, que tiene como actor al usuario final, es el de “reconocimiento de
caracteres en el documento fotografiado”.
5.1.1. Documentacio´n de casos de uso
La documentacio´n de los casos de uso se encuentra en la tabla 5.1 y en la tabla 5.2.
5.2. Disen˜o
El disen˜o del aplicativo se realizo´ con los diagramas de secuencia y clases pertenecientes
al esta´ndar UML. Los diagramas de secuencia se pueden apreciar en las figuras 5.2 y 5.3.
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Caso de uso Entrenamiento del sistema de clasi-
ficacio´n
Actor: Usuario administrador Referencia: 1
Precondicio´n: Sistema no entrena-
do. Ima´genes de entrenamiento en
un mismo directorio nombradas co-
mo se explica en la seccio´n 4.2
Postcondicio´n: Sistema entrenado.
Sistema Usuario
1. El usuario administrador indica
en que directorio se encuentran las
ima´genes de entrenamiento.
2. El sistema construye un conjun-
to de entrenamiento como se expli-
ca en la seccio´n 4.2.2 con todas las
ima´genes del directorio pasado por
el usuario.
4. El usuario recibe un mensaje
que indica que el procedimiento se
realizo´ con e´xito.
3. El sistema se entrena como se ex-
plica en el cap´ıtulo 2 y guarda el mo-
delo en disco.
Cuadro 5.1: Caso de uso 1
Caso de uso Reconocimiento de caracteres en el
documento fotografiado
Actor: Usuario final Referencia: 2
Precondicio´n: Sistema entrenado Postcondicio´n: El usuario tiene el
texto solicitado.
Sistema Usuario
1. El usuario le env´ıa al sistema una
imagen del documento que desea
leer. Las condiciones de captura de
la imagen deben estar entre las es-
pecificadas en la seccio´n 4.1.3.
2. El sistema binariza la imagen, la
segmenta y reconoce los caracteres
segmentados en la imagen.
4. El usuario recibe el texto recono-
cido por el sistema
3. El sistema env´ıa al usuario el tex-
to reconocido de la imagen enviada.
Cuadro 5.2: Caso de uso 2
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Figura 5.1: Diagrama de casos de uso
En el diagrama de clases (Fig. 5.4) se encuentran las clases con las que se pueden llevar
a cabo los casos de uso con sus respectivos me´todos pu´blicos. La clase ImgMatrix es
responsable de la representacio´n de la imagen en el computador como una matriz. La clase
ConComponent representa los componentes conectados de la imagen binarizada, hay un
componente conectado por cada caracter de la imagen. La clase OcrServer, es la encargada
de recibir las peticiones IP y coordinar las otras clases para dar respuesta a la peticio´n. La
clase Transform es la responsable de hacer la binarizacio´n de las ima´genes con el algoritmo
de Sauvola. La clase DocLayout es la responsable de dividir la imagen en los componentes
conectados. La clase ChrMoments es responsable de calcular los momentos invariantes de
Hu y Flusser para los componentes conectados, entregando un vector de caracter´ısticas.
Los momentos de Flusser implementados son tanto los momentos esta´ndares, como los de
momentos para objetos sime´tricos a N-rotaciones (Ver cap´ıtulo 3), que se agregaron en el
curso de la investigacio´n.
La clase OcrLearning es una clase gene´rica que encapsula los me´todos que debe tener un
me´todo de aprendizaje para la clasificacio´n de caracteres. Se tomo la decisio´n de crear una
clase padre porque en un futuro se pueden intentar me´todos de aprendizaje distintos como
redes neuronales, y el tener esta clase facilitar´ıa la migracio´n, ya que en este caso solo
ser´ıa necesario crear otra clase que herede de OcrLearning con un me´todo de aprendizaje
nuevo. La clase OcrMultivariate es la que contiene la implementacio´n de OcrLearning
para el me´todo espec´ıfico de clasificacio´n estad´ıstica, en la que se utiliza la distribucio´n
normal multivariable y el teorema de Bayes. Adema´s de los me´todos de entrenamiento
y clasificacio´n de los que se hablo´ en el cap´ıtulo 2, se agregaron me´todos de guardado y
carga. La idea de estos dos me´todos es que no sea necesario entrenar el me´todo cada vez
que se carga el programa, en cambio se puede guardar el modelo entrenado en un archivo





















































































En esta seccio´n se explican las pruebas que se hicieron al software para determinar si los
algoritmos fueron implementados correctamente. El objetivo de esta seccio´n no es precisar
si el resultado de los algoritmos es satisfactorio o no, ya que esto se explica en los cap´ıtulos
2, 3 y 6.
Usualmente las pruebas se hacen creando un conjunto de casos de prueba para los que se
conoce la salida esperada. En estos casos el proceso de pruebas consiste en alimentar al
software con los casos de prueba y observar si la salida coincide con la salida esperada.
Si la salida obtenida no coincide con la salida esperada, entonces se considera que el
software tiene un error y se procede a depurarlo y corregirlo. Este proceso no garantiza
un software libre de errores, pero si permite hallar muchos errores comunes y por tanto
producir software de mejor calidad. Es de notar que los algoritmos de clasificacio´n y de
extraccio´n de caracter´ısticas implementados (descritos en los cap´ıtulos 2 y 3), son de una
naturaleza matema´tica y, por tanto, no es fa´cil aplicarle este tipo de pruebas. Esto es
debido a que muchas veces no es posible determinar cua´l deber´ıa ser la salida esperada,
pues para hacerlo se tendr´ıan que realizar una gran cantidad de operaciones y solo un
computador podr´ıa realizarlas en un tiempo razonable.
5.3.1. Etapas de preprocesamiento
Para el cambio de color a escala de grises se compararon los resultados de la funcio´n imple-
mentada, y de una funcio´n de la librer´ıa OpenCV que realizaba el mismo procedimiento.
La binarizacio´n se implemento´ en la clase Transform, como se explico´ en la seccio´n 3.3.
Dado que el mismo me´todo esta implementado en Ocropus 1, la forma en la que se probo´ la
implementacio´n fue la siguiente:
1. Se tomaron 5 ima´genes de documentos.
2. Para cada foto, se binarizaron utilizando Ocropus y la clase Transform.
3. Se compararon las ima´genes resultado de la binarizacio´n con ambos me´todos para
comprobar que fueran iguales.
5.3.2. Extraccio´n de caracter´ısticas
Esta etapa fue un reto en cuanto a las pruebas de software, dado que, por el gran nu´mero
de ecuaciones, era fa´cil cometer errores y dif´ıcil encontrarlos. En el cap´ıtulo 3 se explica
que en la extraccio´n de caracter´ısticas la entrada es una imagen y la salida es un vector
1Ocropus es un software de OCR libre desarrollado por Google, esta licenciado bajo Apache Licence 2.0
59
nume´rico calculado sobre la imagen. En el caso especial de los momentos invariantes, que
fueron las caracter´ısticas escogidas e implementadas, el vector se calcula con una integral
sobre la imagen, que se convierte en una sumatoria de los p´ıxeles de la imagen.
Dada la gran cantidad de p´ıxeles, para un ser humano es dif´ıcil saber cua´l es el vector
nume´rico de salida a partir de una imagen de entrada. Adema´s de esto, las fo´rmulas
son bastante extensas (ver ecuaciones 3.7) y por tanto es fa´cil cometer algu´n error en su
implementacio´n. Por estas razones, las pruebas se hicieron de la siguiente manera:
1. Los momentos de Hu fueron implementados por 2 personas diferentes, es decir,
se realizo´ una doble implementacio´n de las funciones que los calculaban. Se con-
sidero´ que este me´todo de implementacio´n minimiza la posibilidad de que los errores
no sean detectados, por cuanto la probabilidad de que dos personas cometan exac-
tamente el mismo error es muy baja.
2. Los momentos de Flusser fueron probados de la siguiente manera: para cada com-
ponente del conjunto de entrenamiento se calcularon los momentos de Flusser y de
Hu y posteriormente se comprobaba si los de Flusser estaban bien revisando las
equivalencias matema´ticas que deben existir entre ambos vectores de caracter´ısticas.
3. Dado que los momentos de Hu son un subconjunto de los de Flusser, no era posible
probar todos los momentos de Flusser con los Hu. Para probar los momentos de
Flusser restantes se utilizo el hecho de que estos momentos son invariantes a la
rotacio´n, as´ı que la u´ltima prueba consistio´ en rotar todas las ima´genes 90◦, 180◦ y
270◦, y verificar que los valores fueran similares.
Gracias al punto 1, se detecto´ un error en un signo de los momentos de Hu en una de
las implementaciones, y se corrigio´ el problema. El resto de los momentos coincidieron en
ambas implementaciones. Al hacer las comprobaciones del punto 2, no se detecto´ ningu´n
error, aunque como se explico´ anteriormente, esto prueba solo parte de los momentos,
no todos. Con el punto 3 de las comprobaciones, se detecto´ un cambio de signo al rotar
la imagen en una de las variables del vector de caracter´ısticas. Al revisar el co´digo se
detecto´ que el problema era causado por un error de digitacio´n en el exponente de la
formula, as´ı que se corrigio´.
5.3.3. Distribucio´n normal multivariable y clasificacio´n
Para calcular el determinante de las matrices de covarianza y la distancia Mahalanobis
se utilizaron las funciones de la librer´ıa OpenCV cvCalcCovarMatrix, cvMahalanobis y
cvInvert para realizar el ca´lculo de la matriz de covarianza, la distancia Mahalanobis y de
la inversa de una matriz respectivamente. Estas funciones han sido probadas extensamente
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por la comunidad de desarrolladores de OpenCV desde el lanzamiento de esta librer´ıa en
el an˜o 2000, y cabe anotar que son estas funciones en las que se pueden cometer errores
ma´s fa´cilmente.
Para probar el resto de la lo´gica referente a los modelos estad´ısticos y la clasificacio´n, se
comprobaron las equivalencias que deb´ıan existir entre las etapas de los diferentes me´to-
dos implementados. Por ejemplo se comprobo´ que el resultado del me´todo de distancia de
Mahalanobis usando una matriz de covarianza diferente para cada instancia fuera equiva-




Ana´lisis de los datos, conclusiones
y resultados
A lo largo de este documento, se ha expuesto el disen˜o general de un sistema de reco-
nocimiento o´ptico de caracteres y se han mostrado te´cnicas y algoritmos existentes para
cada una de las etapas. Adema´s en cada etapa se selecciono´ algu´n algoritmo o grupo
de algoritmos que por sus caracter´ısticas teo´ricas resultaban mejores para el problema
OCR, y se explicaron las razones por las cuales se hab´ıan escogido los algoritmos que se
implementaron y se mostraron los resultados de estos algoritmos sobre el proyecto.
6.1. Resultados de la investigacio´n
Como ya se ha expuesto a lo largo del documento, el sistema de reconocimiento o´ptico de
caracteres al igual que otros sistemas de visio´n por computador, se divide en tres etapas
principales: el preprocesamiento (binarizacio´n, filtrado y segmentacio´n de la imagen), la
extraccio´n de caracter´ısticas (entrega un vector de nu´meros que representa las caracter´ısti-
cas deseadas de la imagen) y el reconocimiento (clasificacio´n del vector de caracter´ısticas
usando aprendizaje de ma´quinas).
6.1.1. Etapas de preprocesamiento
Para la etapa de preprocesamiento se utilizaron 3 algoritmos para cada una de sus sub-
etapas. En la sub-etapa de binarizacio´n se utilizo´ el algoritmo de Sauvola con la mejora
en tiempo de Breuel, los resultados de la binarizacio´n se muestran en la seccio´n 3.3. En la
implementacio´n del algoritmo de binarizacio´n se cambio´ la forma en la que se referenciaba
la memoria para lograr au´n mejores tiempos de respuesta, con esta mejora se disminuyo´ el
tiempo a 15 del tiempo de la implementacio´n original de Breuel para ima´genes de 4 mega
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p´ıxeles. La sub-etapa de segmentacio´n, que divide la imagen en los componentes de intere´s,
se implemento´ con un algoritmo de Flood-fill como se explica en la seccio´n 3.4. Para la sub-
etapa de filtrado se aplicaron condiciones sobre el taman˜o de los componentes obtenidos
en la sub-etapa de segmentacio´n, ya que otros me´todos comunes como filtros Gaussianos
causaban dan˜os a la imagen que no permit´ıan luego una correcta segmentacio´n.
6.1.2. Etapa de extraccio´n de caracter´ısticas
En la etapa de extraccio´n de caracter´ısticas, el reto era conseguir buenas caracter´ısticas
que fueran invariantes a la rotacio´n. Era necesario tener caracter´ısticas invariantes a la
rotacio´n ya que es dif´ıcil que una persona invidente pueda tomar una imagen siempre
con el mismo a´ngulo de rotacio´n. En el cap´ıtulo 3 se exploraron diferentes conjuntos de
caracter´ısticas que pod´ıan resolver el problema con diferentes enfoques y se seleccionaron
3 explicando por que´ las otras caracter´ısticas no eran buenas para el reconocimiento de
caracteres bajo las condiciones deseadas.
Las caracter´ısticas seleccionadas fueron los momentos invariantes de Hu, Flusser y los de
Flusser para simetr´ıa a la rotacio´n. El funcionamiento de cada uno de estos conjuntos de
caracter´ısticas y las razones matema´ticas por las que pod´ıan dar un buen resultado para
el problema del reconocimiento o´ptico de caracteres se exponen en el cap´ıtulo 3.
Los resultados de estos 3 conjuntos de caracter´ısticas fueron en general buenos. Para el
mejor me´todo de clasificacio´n el conjunto de caracter´ısticas con el resultado ma´s bajo fue
el de Hu con una precisio´n del 98.18 % para el reconocimiento de d´ıgitos (Vea la tabla 3.7).
Teniendo en cuenta que la cantidad de s´ımbolos en este experimento son 10 (Los d´ıgitos
del 0 al 9), un me´todo de eleccio´n aleatoria tendr´ıa una respuesta correcta en un 10 % de
los casos, el rendimiento de los momentos invariantes es en general muy bueno.
De estos 3 conjuntos de caracter´ısticas, para el mejor me´todo de clasificacio´n probado en
los experimentos, el conjunto de caracter´ısticas con mejor resultado fue el de Flusser para la
simetr´ıa a la rotacio´n con un porcentaje de precisio´n del 100 %, el siguiente fue el conjunto
de Flusser con un porcentaje de precisio´n del 98.77 % y el siguiente fue el conjunto de Hu
con un porcentaje de precisio´n del 98.18 %. Para la clasificacio´n de d´ıgitos realmente no fue
mucha la diferencia entre los momentos de Flusser y lo de Hu. Sin embargo los momentos
de Flusser para objetos sime´tricos a la rotacio´n obtuvieron un porcentaje mayor debido a
que d´ıgitos como el 0 y el 8 tienen un cierto grado de simetr´ıa que causa confusio´n en los
dos primeros conjuntos de caracter´ısticas.
Cabe anotar que un resultado de 100 % no quiere decir que el software nunca se vaya a
equivocar, lo que este porcentaje indica es que en el conjunto de instancias de validacio´n
(que contiene 7461 instancias) el software no cometio´ ningu´n error. Sin embargo se pue-
den obtener conclusiones estad´ısticas, suponga que hay una poblacio´n infinita de posibles
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instancias de los d´ıgitos, y se toma una muestra de n instancias. De cada instancia se dice
que se clasifico´ correctamente con una probabilidad p y que se cometio´ un error con una
probabilidad (1 − p), esto corresponde perfectamente a una distribucio´n de probabilidad
binomial. Se desea calcular cual es la probabilidad a de que p > pi, esto es:
pni = (1− a)
a = 1− pni (6.1)
Dado que en el experimento realizado n = 7461, la probabilidad de que la precisio´n del
sistema para el reconocimiento de nu´meros en las condiciones especificadas sea mayor a
99,9 % se calcula usando la ecuacio´n 6.1 y es del 99,94 %.
6.1.3. Etapa de clasificacio´n
Para la etapa de clasificacio´n se exploraron distintos algoritmos que se explican brevemente
en el cap´ıtulo 2. Los algoritmos de bajo poder clasificatorio, como los a´rboles binarios de
decisio´n, no son buenos para el problema OCR. Para el problema OCR usualmente se
usan los algoritmos ma´s potentes como las redes neuronales, que no exigen separabilidad
lineal. Sin embargo se tomo´ la decisio´n de no utilizar redes neuronales porque son dif´ıciles
de depurar, entonces en caso que el resultado del sistema no sea bueno, no se puede
detectar fa´cilmente que parte del sistema no funciona correctamente. Por otro lado, las
caracter´ısticas utilizadas en este disen˜o de sistema son buenas y teo´ricamente generaban
vectores separables linealmente para cada clase.
Por esta razo´n se considero´ utilizar el me´todo estad´ıstico de distribucio´n normal multi-
variable explicado en la seccio´n 2.4, y dado que se sab´ıa que las caracter´ısticas pod´ıan
entregar vectores cercanos a cero, se considero´ una variacio´n de este me´todo, propuesta
por los autores, en la que la matriz de covarianza se compart´ıa en el coeficiente pero no
en el exponente, a la que le fue dada el nombre de distribucio´n multivariable con matriz
de covarianza semi-compartida. Los resultados para cada uno de los me´todos se pueden
apreciar en las tablas 3.1, 3.2, 3.4 y 3.5.
La experiencia mostro´ que el me´todo de matriz de covarianza semi-compartida tuvo mejor
resultado en todos los experimentos. El me´todo modificado es mejor para las caracter´ısticas
escogidas porque estas tienen una varianza pequen˜a, por lo que el determinante de la
matriz de covarianza tiende a cero y causa gran inestabilidad al estar en el denominador
(ver ecuaciones 2.7 y 3.10).
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S´ımbolo TP TN FP FN Precisio´n
0 366 3273 51 0 100.000000 %
1 370 3320 0 0 100.000000 %
2 255 3306 0 129 66.406250 %
3 342 3348 0 0 100.000000 %
4 384 3306 0 0 100.000000 %
5 110 3324 0 256 30.054646 %
6 338 3337 0 15 95.750710 %
7 367 3323 0 0 100.000000 %
8 341 3077 250 22 93.939392 %
9 387 3166 129 8 97.974686 %
Total 3260 N/A 430 88.346878 %
Cuadro 6.1: Resultados con las caracter´ısticas de Hu (matriz de covarianza independiente)
6.2. Resultados finales con los nu´meros
En esta seccio´n se presentan los resultados finales obtenidos por el sistema en el reconoci-
miento de d´ıgitos ya explicados a lo largo de este documento. Las tablas que muestran los
resultados del reconocimiento de los d´ıgitos nume´ricos muestran la tasa de reconocimiento
para cada una de las clases. La comunidad cient´ıfica que trabaja en el tema de aprendizaje
de ma´quinas propone que los errores y aciertos del sistema de reconocimiento se deben
dar en te´rminos de verdaderos positivos (TP), verdaderos negativos (TN), falsos positivos
(FP) y falsos negativos (FN). Para explicar en que´ consisten estos conceptos veamos el
ejemplo del s´ımbolo ’8’ en la tabla 6.1. La tabla indica que el ocho tiene 341 verdaderos
positivos, 3077 verdaderos negativos, 250 falsos positivos y 22 falsos negativos. Esto quiere
decir que 341 instancias que se deb´ıan reconocer como ocho efectivamente se reconocieron
como ochos; 3077 instancias que no se deb´ıan reconocer como ocho, efectivamente no se
reconocieron como ochos; 250 instancias que no se deb´ıan reconocer como ochos, se recono-
cieron como ochos; y 22 instancias que se deb´ıan reconocer como ochos no se reconocieron
como ochos. Los resultados obtenidos en estas tablas son distintos a los resultados presen-
tados en el capitulo de construccio´n del sistema debido a que, para esta publicacio´n final
de resultados, se generaron nuevamente los conjuntos de validacio´n y entrenamiento. De
esta manera se pudo demostrar que el algoritmo tiene capacidad de generalizacio´n. Los
resultados confirman que el sistema construido, ademas de poder generalizar, es bastante
preciso, pues obtuvo nuevamente un 100 % de efectividad en el experimento de matriz de
covarianza semi-compartida con momentos de Flusser N-fold.
6.3. Resultados al ingresar el alfabeto
Aunque los objetivos in´ıciales consist´ıan en trabajar solamente con d´ıgitos nume´ricos, se
tomo la decisio´n de ingresar los caracteres del alfabeto (u´nicamente de letras mayu´scu-
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S´ımbolo TP TN FP FN Precisio´n
0 366 3247 77 0 100.000000 %
1 370 3320 0 0 100.000000 %
2 304 3306 0 80 79.166664 %
3 342 3348 0 0 100.000000 %
4 375 3306 0 9 97.656250 %
5 152 3323 1 214 41.530056 %
6 334 3337 0 19 94.617561 %
7 367 3323 0 0 100.000000 %
8 358 3145 182 5 98.622589 %
9 383 3216 79 12 96.962029 %
Total 3351 N/A 339 90.813011 %
Cuadro 6.2: Resultados con las caracter´ısticas de Flusser (matriz de covarianza indepen-
diente)
S´ımbolo TP TN FP FN Precisio´n
0 366 3324 0 0 100.000000 %
1 370 3320 0 0 100.000000 %
2 181 3306 0 203 47.135418 %
3 340 3145 203 2 99.415207 %
4 384 3306 0 0 100.000000 %
5 366 3324 0 0 100.000000 %
6 353 3337 0 0 100.000000 %
7 367 3323 0 0 100.000000 %
8 363 3325 2 0 100.000000 %
9 395 3295 0 0 100.000000 %
Total 3485 N/A 205 94.444443 %
Cuadro 6.3: Resultados con las caracter´ısticas de Flusser N-fold (matriz de covarianza
independiente)
S´ımbolo TP TN FP FN Precisio´n
0 362 3324 0 4 98.907104 %
1 370 3320 0 0 100.000000 %
2 384 3262 44 0 100.000000 %
3 342 3348 0 0 100.000000 %
4 384 3306 0 0 100.000000 %
5 341 3283 41 25 93.169395 %
6 351 3335 2 2 99.433426 %
7 367 3323 0 0 100.000000 %
8 311 3327 0 52 85.674934 %
9 390 3294 1 5 98.734177 %
Total 3602 N/A 88 97.615173 %
Cuadro 6.4: Resultados con las caracter´ısticas de Hu (matriz de covarianza semi-
compartida)
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S´ımbolo TP TN FP FN Precisio´n
0 361 3324 0 5 98.633881 %
1 370 3320 0 0 100.000000 %
2 384 3280 26 0 100.000000 %
3 342 3348 0 0 100.000000 %
4 384 3306 0 0 100.000000 %
5 362 3302 22 4 98.907104 %
6 352 3335 2 1 99.716713 %
7 367 3323 0 0 100.000000 %
8 338 3326 1 25 93.112946 %
9 379 3295 0 16 95.949364 %
Total 3639 N/A 51 98.617889 %
Cuadro 6.5: Resultados con las caracter´ısticas de Flusser (matriz de covarianza semi-
compartida)
S´ımbolo TP TN FP FN Precisio´n
0 366 3324 0 0 100.000000 %
1 370 3320 0 0 100.000000 %
2 384 3306 0 0 100.000000 %
3 342 3348 0 0 100.000000 %
4 384 3306 0 0 100.000000 %
5 366 3324 0 0 100.000000 %
6 353 3337 0 0 100.000000 %
7 367 3323 0 0 100.000000 %
8 363 3327 0 0 100.000000 %
9 395 3295 0 0 100.000000 %
Total 3690 N/A 0 100.000000 %
Cuadro 6.6: Resultados con las caracter´ısticas de Flusser N-fold (matriz de covarianza
semi-compartida)
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las) debido al buen resultado obtenido con los caracteres nume´ricos. Los resultados del
reconocimiento de caracteres para el me´todo de reconocimiento de distribucio´n normal
multivariable con matriz semi-compartida se presenta en las tablas 6.7, 6.8 y 6.9 para las
caracter´ısticas invariantes de Hu, Flusser y Flusser para simetr´ıa a la rotacio´n respectiva-
mente. Los resultados del reconocimiento de caracteres para el me´todo de reconocimiento
de distribucio´n normal multivariable con matriz independiente se presenta en las tablas
6.10, 6.11 y 6.12 para las caracter´ısticas invariantes de Hu, Flusser y Flusser para simetr´ıa
a la rotacio´n respectivamente. La efectividad relativa entre los dos metodos se mantuvo.
6.4. Proyectos que se pueden derivar de esta investigacio´n
En esta investigacio´n se desarrollo un sistema de reconocimiento o´ptico de caracteres para
reconocer los d´ıgitos del 0 al 9. Aunque se agregaron las letras mayu´sculas, y los resultados
fueron buenos, el sistema no esta´ optimizado para utilizarlas. As´ı que el primer paso en
un proyecto futuro ser´ıa desarrollar un sistema capaz de reconocer las letras del alfabeto
latino, tanto mayu´sculas como minu´sculas, as´ı como los signos de puntuacio´n. Para hacerlo
se tendr´ıan que solucionar problemas como la separacio´n de la letra minu´scula i en dos
componentes conectados, entre muchos otros que no fueron tratados en este proyecto.
El sistema desarrollado permite reconocer caracteres con taman˜os entre 12 y 20 puntos,
e ima´genes con inclinaciones entre -30◦ y 30◦. No obstante, el problema se restringio´ a
documentos con un mismo tipo de letra. En ejemplos de la vida real normalmente se
encontrar´ıan documentos con diversos tipos de letra, lo que aumentar´ıa la complejidad
del problema. En un proyecto futuro se podr´ıan intentar varios enfoques para solucionar
este problema. Una posibilidad es hacer un preprocesamiento para reconocer el tipo de
letra de cada documento y posteriormente aplicarle un modelo ya entrenado al documento
dependiendo del tipo de letra. Otra posibilidad es aplicar un me´todo de aprendizaje no
supervisado para separar en clusters todas las letras de la misma clase, sin importar su tipo
de letra, y posteriormente realizar la clasificacio´n con este nuevo modelo. El reto en estos
casos ser´ıa no aumentar significativamente la complejidad computacional de la solucio´n.
La etapa de reconocimiento de caracteres es muy importante, sin embargo, como fue ex-
plicado en el capitulo 1, es solo una de las etapas en el proceso de reconocimiento o´ptico
de caracteres. Una etapa muy importante que no fue desarrollada en este proyecto es la
de ana´lisis del documento. Una gran ventaja que provee la solucio´n estad´ıstica planteada
en este proyecto es que, para cada componente conectado, se entrega un arreglo con las
probabilidades de que el componente conectado pertenezca a cada clase. Esto podr´ıa ser
especialmente u´til para una etapa de post-procesamiento en el ana´lisis del documento, en
donde se podr´ıa utilizar un diccionario y modelos de Markov para determinar la probabi-
lidad de que una secuencia de caracteres forme una palabra. De esta manera se podr´ıan
corregir fa´cilmente errores en los cuales se reconocieron erro´neamente algunas letras de una
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S´ımbolo TP TN FP FN Precisio´n
0 853 26099 7 106 88.946823 %
1 956 26109 0 0 100.000000 %
2 981 26037 45 2 99.796539 %
3 967 26098 0 0 100.000000 %
4 1015 26050 0 0 100.000000 %
5 882 25931 129 123 87.761192 %
6 968 26068 0 29 97.091270 %
7 931 26134 0 0 100.000000 %
8 852 26064 0 149 85.114883 %
9 971 26049 0 45 95.570869 %
A 496 26569 0 0 100.000000 %
B 618 26318 0 129 82.730927 %
C 510 26555 0 0 100.000000 %
D 632 26378 0 55 91.994179 %
E 786 26279 0 0 100.000000 %
F 937 26128 0 0 100.000000 %
G 636 26291 5 133 82.704811 %
H 741 26108 126 90 89.169678 %
I 1298 25756 0 11 99.159660 %
J 886 26176 0 3 99.662544 %
K 688 26370 5 2 99.710144 %
L 903 26156 6 0 100.000000 %
M 31 26725 0 309 9.117647 %
N 474 26440 1 150 75.961540 %
O 232 26711 0 122 65.536720 %
P 786 26278 0 1 99.872932 %
Q 411 26593 52 9 97.857140 %
R 578 26484 0 3 99.483650 %
S 406 26313 8 338 54.569893 %
T 636 26429 0 0 100.000000 %
U 707 26358 0 0 100.000000 %
V 518 26543 2 2 99.615387 %
W 2 26989 5 69 2.816901 %
X 566 24931 1560 8 98.606270 %
Y 614 26450 0 1 99.837395 %
Z 645 26356 1 63 91.101692 %
Total 25113 N/A 1952 92.7877 %
Cuadro 6.7: Resultados con el alfabeto utilizando momentos de Hu (matriz semi-
compartida)
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S´ımbolo TP TN FP FN Precisio´n
0 944 26099 7 15 98.435867 %
1 956 26106 3 0 100.000000 %
2 982 25883 199 1 99.898270 %
3 967 26098 0 0 100.000000 %
4 1014 26050 0 1 99.901482 %
5 996 25572 488 9 99.104477 %
6 991 26068 0 6 99.398193 %
7 931 26134 0 0 100.000000 %
8 932 26016 48 69 93.106895 %
9 987 26049 0 29 97.145668 %
A 496 26569 0 0 100.000000 %
B 661 26315 3 86 88.487282 %
C 510 26555 0 0 100.000000 %
D 614 26378 0 73 89.374092 %
E 786 26279 0 0 100.000000 %
F 936 26128 0 1 99.893280 %
G 769 26227 69 0 100.000000 %
H 765 26210 24 66 92.057762 %
I 1302 25717 39 7 99.465240 %
J 889 26176 0 0 100.000000 %
K 688 26374 1 2 99.710144 %
L 903 26157 5 0 100.000000 %
M 320 26725 0 20 94.117645 %
N 234 26441 0 390 37.500000 %
O 347 26711 0 7 98.022598 %
P 786 26278 0 1 99.872932 %
Q 419 26633 12 1 99.761902 %
R 581 26484 0 0 100.000000 %
S 705 26317 4 39 94.758064 %
T 636 26424 5 0 100.000000 %
U 707 26358 0 0 100.000000 %
V 518 26541 4 2 99.615387 %
W 16 26994 0 55 22.535212 %
X 562 26490 1 12 97.909409 %
Y 596 26449 1 19 96.910568 %
Z 697 26348 9 11 98.446327 %
Total 26143 N/A 922 96.5934 %
Cuadro 6.8: Resultados con el alfabeto utilizando momentos de Flusser (matriz semi-
compartida)
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S´ımbolo TP TN FP FN Precisio´n
0 959 26106 0 0 100.000000 %
1 956 26109 0 0 100.000000 %
2 982 26082 0 1 99.898270 %
3 967 26098 0 0 100.000000 %
4 1015 26050 0 0 100.000000 %
5 1005 26060 0 0 100.000000 %
6 997 26068 0 0 100.000000 %
7 931 26134 0 0 100.000000 %
8 1001 26064 0 0 100.000000 %
9 1016 26049 0 0 100.000000 %
A 463 26569 0 33 93.346771 %
B 747 26318 0 0 100.000000 %
C 510 26555 0 0 100.000000 %
D 655 26378 0 32 95.342064 %
E 786 26262 17 0 100.000000 %
F 937 26128 0 0 100.000000 %
G 758 26296 0 11 98.569572 %
H 831 26179 55 0 100.000000 %
I 1309 25756 0 0 100.000000 %
J 889 26176 0 0 100.000000 %
K 688 26342 33 2 99.710144 %
L 903 26161 1 0 100.000000 %
M 319 26725 0 21 93.823532 %
N 579 26441 0 45 92.788460 %
O 354 26711 0 0 100.000000 %
P 786 26278 0 1 99.872932 %
Q 419 26602 43 1 99.761902 %
R 558 26484 0 23 96.041306 %
S 743 26321 0 1 99.865593 %
T 636 26429 0 0 100.000000 %
U 707 26358 0 0 100.000000 %
V 518 26512 33 2 99.615387 %
W 53 26989 5 18 74.647888 %
X 574 26484 7 0 100.000000 %
Y 612 26450 0 3 99.512192 %
Z 708 26357 0 0 100.000000 %
Total 26871 N/A 194 99.283203 %
Cuadro 6.9: Resultados con el alfabeto utilizando momentos de Flusser 2-Fold (matriz
semi-compartida)
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S´ımbolo TP TN FP FN Precisio´n
0 945 25963 143 14 98.540146 %
1 956 26109 0 0 100.000000 %
2 885 26081 1 98 90.030518 %
3 967 26093 5 0 100.000000 %
4 1013 26050 0 2 99.802956 %
5 297 25976 84 708 29.552238 %
6 934 26064 4 63 93.681046 %
7 931 26134 0 0 100.000000 %
8 948 25431 633 53 94.705292 %
9 998 25892 157 18 98.228348 %
A 496 26569 0 0 100.000000 %
B 735 26121 197 12 98.393578 %
C 469 26555 0 41 91.960785 %
D 679 26259 119 8 98.835518 %
E 786 25631 648 0 100.000000 %
F 937 26128 0 0 100.000000 %
G 625 25832 464 144 81.274384 %
H 14 26234 0 817 1.684717 %
I 1308 25756 0 1 99.923607 %
J 889 26176 0 0 100.000000 %
K 76 26373 2 614 11.014493 %
L 903 26159 3 0 100.000000 %
M 337 26709 16 3 99.117645 %
N 624 25943 498 0 100.000000 %
O 127 26215 496 227 35.875706 %
P 786 26278 0 1 99.872932 %
Q 0 26645 0 420 0.000000 %
R 581 26484 0 0 100.000000 %
S 742 26027 294 2 99.731186 %
T 636 26429 0 0 100.000000 %
U 707 26358 0 0 100.000000 %
V 518 26543 2 2 99.615387 %
W 1 26991 3 70 1.408451 %
X 0 26490 1 574 0.000000 %
Y 614 26450 0 1 99.837395 %
Z 699 26225 132 9 98.728813 %
Total 23163 N/A 3902 85.582855 %
Cuadro 6.10: Resultados con el alfabeto utilizando momentos de Hu (matriz independiente)
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S´ımbolo TP TN FP FN Precisio´n
0 397 25042 1064 562 41.397289 %
1 956 26105 4 0 100.000000 %
2 881 25992 90 102 89.623604 %
3 967 26098 0 0 100.000000 %
4 975 26049 1 40 96.059113 %
5 440 25594 466 565 43.781094 %
6 912 26068 0 85 91.474426 %
7 930 26134 0 1 99.892586 %
8 712 25630 434 289 71.128868 %
9 989 25994 55 27 97.342522 %
A 496 26567 2 0 100.000000 %
B 744 25863 455 3 99.598396 %
C 510 26555 0 0 100.000000 %
D 220 26149 229 467 32.023289 %
E 786 26279 0 0 100.000000 %
F 937 25800 328 0 100.000000 %
G 533 25936 360 236 69.310791 %
H 269 26234 0 562 32.370636 %
I 1225 25717 39 84 93.582886 %
J 889 26176 0 0 100.000000 %
K 360 26375 0 330 52.173912 %
L 903 26160 2 0 100.000000 %
M 338 26708 17 2 99.411766 %
N 624 25866 575 0 100.000000 %
O 354 26639 72 0 100.000000 %
P 786 26278 0 1 99.872932 %
Q 58 26645 0 362 13.809524 %
R 581 26483 1 0 100.000000 %
S 735 25735 586 9 98.790321 %
T 636 26428 1 0 100.000000 %
U 707 26358 0 0 100.000000 %
V 516 26544 1 4 99.230766 %
W 0 26994 0 71 0.000000 %
X 0 26491 0 574 0.000000 %
Y 152 26450 0 463 24.715446 %
Z 544 26136 221 164 76.836159 %
Total 22062 N/A 5003 81.514870 %
Cuadro 6.11: Resultados con el alfabeto utilizando momentos de flusser (matriz indepen-
diente)
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S´ımbolo TP TN FP FN Precisio´n
0 959 26106 0 0 100.000000 %
1 956 26109 0 0 100.000000 %
2 981 26082 0 2 99.796539 %
3 959 26098 0 8 99.172699 %
4 1015 26050 0 0 100.000000 %
5 1005 26060 0 0 100.000000 %
6 987 26062 6 10 98.996994 %
7 931 26110 24 0 100.000000 %
8 1001 26055 9 0 100.000000 %
9 1014 26049 0 2 99.803146 %
A 496 25435 1134 0 100.000000 %
B 747 26259 59 0 100.000000 %
C 0 26555 0 510 0.000000 %
D 684 25924 454 3 99.563316 %
E 786 25556 723 0 100.000000 %
F 937 26128 0 0 100.000000 %
G 769 25874 422 0 100.000000 %
H 36 26234 0 795 4.332130 %
I 1309 25756 0 0 100.000000 %
J 889 26176 0 0 100.000000 %
K 0 26373 2 690 0.000000 %
L 877 26161 1 26 97.120712 %
M 338 26695 30 2 99.411766 %
N 624 25685 756 0 100.000000 %
O 354 26711 0 0 100.000000 %
P 786 26278 0 1 99.872932 %
Q 0 26645 0 420 0.000000 %
R 581 26479 5 0 100.000000 %
S 743 26319 2 1 99.865593 %
T 636 25811 618 0 100.000000 %
U 703 26358 0 4 99.434227 %
V 0 26544 1 520 0.000000 %
W 0 26990 4 71 0.000000 %
X 0 26487 4 574 0.000000 %
Y 0 26450 0 615 0.000000 %
Z 708 26357 0 0 100.000000 %
Total 22811 N/A 4254 84.282288 %
Cuadro 6.12: Resultados con el alfabeto utilizando momentos de flusser (matriz indepen-
diente)
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palabra. Adema´s de esto, para lograr un sistema de reconocimiento o´ptico de caracteres
que pueda ser utilizado en la vida diaria por una persona invidente, es necesario realizar
una etapa de ana´lisis de documento que permita distinguir palabras, l´ıneas y frases.
El sistema planteado en este proyecto es solo uno de muchos aportes que la tecnolog´ıa
puede brindar a las personas invidentes. En un futuro no tan distante se podr´ıa desarrollar
un sistema que reconozca no solo documentos, sino todo tipo de objetos en general. Este
sistema podr´ıa darle al usuario, por medio de ayudas auditivas, un panorama general de
todo lo que lo rodea. De esta manera se podr´ıa finalmente lograr que las personas invidentes
no necesitaran de gu´ıas humanos ni caninos para desarrollar sus actividades cotidianas, lo
que les permitir´ıa ser ma´s independientes y auto´nomos.
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Ape´ndice A
GNU Free Documentation License
0. PREA´MBULO
El propo´sito de esta Licencia es permitir que un manual, libro de texto, u otro documento
escrito sea libre en el sentido de libertad: asegurar a todo el mundo la libertad efectiva de
copiarlo y redistribuirlo, con o sin modificaciones, de manera comercial o no. En segundo
te´rmino, esta Licencia proporciona al autor y al editor[2] una manera de obtener reconoci-
miento por su trabajo, sin que se le considere responsable de las modificaciones realizadas
por otros.
Esta Licencia es de tipo copyleft, lo que significa que los trabajos derivados del documento
deben a su vez ser libres en el mismo sentido. Complementa la Licencia Pu´blica General
de GNU, que es una licencia tipo copyleft disen˜ada para el software libre.
Hemos disen˜ado esta Licencia para usarla en manuales de software libre, ya que el software
libre necesita documentacio´n libre: un programa libre debe venir con manuales que ofrezcan
la mismas libertades que el software. Pero esta licencia no se limita a manuales de software;
puede usarse para cualquier texto, sin tener en cuenta su tema´tica o si se publica como
libro impreso o no. Recomendamos esta licencia principalmente para trabajos cuyo fin sea
instructivo o de referencia.
1. APLICABILIDAD Y DEFINICIONES
Esta Licencia se aplica a cualquier manual u otro trabajo, en cualquier soporte, que conten-
ga una nota del propietario de los derechos de autor que indique que puede ser distribuido
bajo los te´rminos de esta Licencia. Tal nota garantiza en cualquier lugar del mundo, sin
pago de derechos y sin l´ımite de tiempo, el uso de dicho trabajo segu´n las condiciones
aqu´ı estipuladas. En adelante la palabra Documento se referira´ a cualquiera de dichos ma-
nuales o trabajos. Cualquier persona es un licenciatario y sera´ referido como Usted. Usted
acepta la licencia si copia, modifica o distribuye el trabajo de cualquier modo que requiera
permiso segu´n la ley de propiedad intelectual.
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Una Versio´n Modificada del Documento significa cualquier trabajo que contenga el Do-
cumento o una porcio´n del mismo, ya sea una copia literal o con modificaciones y/o
traducciones a otro idioma.
Una Seccio´n Secundaria es un ape´ndice con t´ıtulo o una seccio´n preliminar del Documento
que trata exclusivamente de la relacio´n entre los autores o editores y el tema general del
Documento (o temas relacionados) pero que no contiene nada que entre directamente en
dicho tema general (por ejemplo, si el Documento es en parte un texto de matema´ticas,
una Seccio´n Secundaria puede no explicar nada de matema´ticas). La relacio´n puede ser
una conexio´n histo´rica con el tema o temas relacionados, o una opinio´n legal, comercial,
filoso´fica, e´tica o pol´ıtica acerca de ellos.
Las Secciones Invariantes son ciertas Secciones Secundarias cuyos t´ıtulos son designados
como Secciones Invariantes en la nota que indica que el documento es liberado bajo esta
Licencia. Si una seccio´n no entra en la definicio´n de Secundaria, no puede designarse
como Invariante. El documento puede no tener Secciones Invariantes. Si el Documento no
identifica las Secciones Invariantes, es que no las tiene.
Los Textos de Cubierta son ciertos pasajes cortos de texto que se listan como Textos de
Cubierta Delantera o Textos de Cubierta Trasera en la nota que indica que el documento
es liberado bajo esta Licencia. Un Texto de Cubierta Delantera puede tener como mucho
5 palabras, y uno de Cubierta Trasera puede tener hasta 25 palabras.
Una copia Transparente del Documento, significa una copia para lectura en ma´quina, repre-
sentada en un formato cuya especificacio´n esta´ disponible al pu´blico en general, apto para
que los contenidos puedan ser vistos y editados directamente con editores de texto gene´ri-
cos o (para ima´genes compuestas por puntos) con programas gene´ricos de manipulacio´n de
ima´genes o (para dibujos) con algu´n editor de dibujos ampliamente disponible, y que sea
adecuado como entrada para formateadores de texto o para su traduccio´n automa´tica a
formatos adecuados para formateadores de texto. Una copia hecha en un formato definido
como Transparente, pero cuyo marcaje o ausencia de e´l haya sido disen˜ado para impedir
o dificultar modificaciones posteriores por parte de los lectores no es Transparente. Un
formato de imagen no es Transparente si se usa para una cantidad de texto sustancial.
Una copia que no es Transparente se denomina Opaca.
Como ejemplos de formatos adecuados para copias Transparentes esta´n ASCII puro sin
marcaje, formato de entrada de Texinfo, formato de entrada de LaTeX, SGML o XML
usando una DTD disponible pu´blicamente, y HTML, PostScript o PDF simples, que sigan
los esta´ndares y disen˜ados para que los modifiquen personas. Ejemplos de formatos de
imagen transparentes son PNG, XCF y JPG. Los formatos Opacos incluyen formatos
propietarios que pueden ser le´ıdos y editados u´nicamente en procesadores de palabras
propietarios, SGML o XML para los cua´les las DTD y/o herramientas de procesamiento
no este´n ampliamente disponibles, y HTML, PostScript o PDF generados por algunos
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procesadores de palabras so´lo como salida.
La Portada significa, en un libro impreso, la pa´gina de t´ıtulo, ma´s las pa´ginas siguientes que
sean necesarias para mantener, de manera legible, el material que esta Licencia requiere en
la portada. Para trabajos en formatos que no tienen pa´gina de portada como tal, Portada
significa el texto cercano a la aparicio´n ma´s prominente del t´ıtulo del trabajo, precediendo
el comienzo del cuerpo del texto.
El Editor se refiere a cualquier persona o entidad que distribuya copias del Documento a
el pu´blico.
Una seccio´n Titulada XYZ significa una parte del Documento cuyo t´ıtulo es precisamente
XYZ o contiene XYZ entre pare´ntesis, a continuacio´n de texto que traduce XYZ a otro
idioma (aqu´ı XYZ se refiere a nombres de seccio´n espec´ıficos mencionados ma´s abajo,
como Agradecimientos, Dedicatorias , Aprobaciones o Historia). Conservar el T´ıtulo de tal
seccio´n cuando se modifica el Documento significa que permanece una seccio´n Titulada
XYZ segu´n esta definicio´n.[3]
El Documento puede incluir Limitaciones de Garant´ıa cercanas a la nota donde se declara
que al Documento se le aplica esta Licencia. Se considera que estas Limitaciones de Ga-
rant´ıa esta´n incluidas, por referencia, en la Licencia, pero so´lo en cuanto a limitaciones de
garant´ıa: cualquier otra implicacio´n que estas Limitaciones de Garant´ıa puedan tener es
nula y no tiene efecto en el significado de esta Licencia.
2. COPIA LITERAL
Usted puede copiar y distribuir el Documento en cualquier soporte, sea en forma comercial
o no, siempre y cuando esta Licencia, las notas de copyright y la nota que indica que
esta Licencia se aplica al Documento se reproduzcan en todas las copias y que usted
no an˜ada ninguna otra condicio´n a las expuestas en esta Licencia. Usted no puede usar
medidas te´cnicas para obstruir o controlar la lectura o copia posterior de las copias que
usted haga o distribuya. Sin embargo, usted puede aceptar compensacio´n a cambio de las
copias. Si distribuye un nu´mero suficientemente grande de copias tambie´n debera´ seguir
las condiciones de la seccio´n 3.
Usted tambie´n puede prestar copias, bajo las mismas condiciones establecidas anterior-
mente, y puede exhibir copias pu´blicamente.
3. COPIADO EN CANTIDAD
Si publica copias impresas del Documento (o copias en soportes que tengan normalmente
cubiertas impresas) que sobrepasen las 100, y la nota de licencia del Documento exige
Textos de Cubierta, debe incluir las copias con cubiertas que lleven en forma clara y legible
todos esos Textos de Cubierta: Textos de Cubierta Delantera en la cubierta delantera y
Textos de Cubierta Trasera en la cubierta trasera. Ambas cubiertas deben identificarlo a
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Usted clara y legiblemente como editor de tales copias. La cubierta debe mostrar el t´ıtulo
completo con todas las palabras igualmente prominentes y visibles. Adema´s puede an˜adir
otro material en las cubiertas. Las copias con cambios limitados a las cubiertas, siempre
que conserven el t´ıtulo del Documento y satisfagan estas condiciones, pueden considerarse
como copias literales.
Si los textos requeridos para la cubierta son muy voluminosos para que ajusten legiblemen-
te, debe colocar los primeros (tantos como sea razonable colocar) en la verdadera cubierta
y situar el resto en pa´ginas adyacentes.
Si Usted publica o distribuye copias Opacas del Documento cuya cantidad exceda las 100,
debe incluir una copia Transparente, que pueda ser le´ıda por una ma´quina, con cada co-
pia Opaca, o bien mostrar, en cada copia Opaca, una direccio´n de red donde cualquier
usuario de la misma tenga acceso por medio de protocolos pu´blicos y estandarizados a
una copia Transparente del Documento completa, sin material adicional. Si usted hace
uso de la u´ltima opcio´n, debera´ tomar las medidas necesarias, cuando comience la dis-
tribucio´n de las copias Opacas en cantidad, para asegurar que esta copia Transparente
permanecera´ accesible en el sitio establecido por lo menos un an˜o despue´s de la u´ltima vez
que distribuya una copia Opaca de esa edicio´n al pu´blico (directamente o a trave´s de sus
agentes o distribuidores).
Se solicita, aunque no es requisito, que se ponga en contacto con los autores del Docu-
mento antes de redistribuir gran nu´mero de copias, para darles la oportunidad de que le
proporcionen una versio´n actualizada del Documento.
4. MODIFICACIONES
Puede copiar y distribuir una Versio´n Modificada del Documento bajo las condiciones de
las secciones 2 y 3 anteriores, siempre que usted libere la Versio´n Modificada bajo esta
misma Licencia, con la Versio´n Modificada haciendo el rol del Documento, por lo tanto
dando licencia de distribucio´n y modificacio´n de la Versio´n Modificada a quienquiera posea
una copia de la misma. Adema´s, debe hacer lo siguiente en la Versio´n Modificada:
A. Usar en la Portada (y en las cubiertas, si hay alguna) un t´ıtulo distinto al del Do-
cumento y de sus versiones anteriores (que deber´ıan, si hay alguna, estar listadas en la
seccio´n de Historia del Documento). Puede usar el mismo t´ıtulo de versiones anteriores al
original siempre y cuando quien las publico´ originalmente otorgue permiso. B. Listar en
la Portada, como autores, una o ma´s personas o entidades responsables de la autor´ıa de
las modificaciones de la Versio´n Modificada, junto con por lo menos cinco de los autores
principales del Documento (todos sus autores principales, si hay menos de cinco), a menos
que le eximan de tal requisito. C. Mostrar en la Portada como editor el nombre del edi-
tor de la Versio´n Modificada. D. Conservar todas las notas de copyright del Documento.
E. An˜adir una nota de copyright apropiada a sus modificaciones, adyacente a las otras
notas de copyright. F. Incluir, inmediatamente despue´s de las notas de copyright, una
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nota de licencia dando el permiso para usar la Versio´n Modificada bajo los te´rminos de
esta Licencia, como se muestra en el Ape´ndice [Ape´ndice] al final de este documento. G.
Conservar en esa nota de licencia el listado completo de las Secciones Invariantes y de los
Textos de Cubierta que sean requeridos en la nota de Licencia del Documento original.
H. Incluir una copia sin modificacio´n de esta Licencia. I. Conservar la seccio´n Titulada
Historia, conservar su T´ıtulo y an˜adirle un elemento que declare al menos el t´ıtulo, el an˜o,
los nuevos autores y el editor de la Versio´n Modificada, tal como figuran en la Portada. Si
no hay una seccio´n Titulada Historia en el Documento, crear una estableciendo el t´ıtulo,
el an˜o, los autores y el editor del Documento, tal como figuran en su Portada, an˜adiendo
adema´s un elemento describiendo la Versio´n Modificada, como se establecio´ en la oracio´n
anterior. J. Conservar la direccio´n en red, si la hay, dada en el Documento para el acceso
pu´blico a una copia Transparente del mismo, as´ı como las otras direcciones de red dadas
en el Documento para versiones anteriores en las que estuviese basado. Pueden ubicarse
en la seccio´n Historia. Se puede omitir la ubicacio´n en red de un trabajo que haya sido
publicado por lo menos cuatro an˜os antes que el Documento mismo, o si el editor original
de dicha versio´n da permiso. K. En cualquier seccio´n Titulada Agradecimientos o Dedica-
torias, conservar el T´ıtulo de la seccio´n y conservar en ella toda la sustancia y el tono de
los agradecimientos y/o dedicatorias incluidas por cada contribuyente. L. Conservar todas
las Secciones Invariantes del Documento, sin alterar su texto ni sus t´ıtulos. Nu´meros de
seccio´n o el equivalente no son considerados parte de los t´ıtulos de la seccio´n. M. Borrar
cualquier seccio´n titulada Aprobaciones. Tales secciones no pueden estar incluidas en las
Versiones Modificadas. N. No cambiar el t´ıtulo de ninguna seccio´n existente a Aproba-
ciones ni a uno que entre en conflicto con el de alguna Seccio´n Invariante. O. Conservar
todas las Limitaciones de Garant´ıa. Si la Versio´n Modificada incluye secciones o ape´ndices
nuevos que califiquen como Secciones Secundarias y contienen material no copiado del Do-
cumento, puede opcionalmente designar algunas o todas esas secciones como invariantes.
Para hacerlo, an˜ada sus t´ıtulos a la lista de Secciones Invariantes en la nota de licencia de
la Versio´n Modificada. Tales t´ıtulos deben ser distintos de cualquier otro t´ıtulo de seccio´n.
Puede an˜adir una seccio´n titulada Aprobaciones, siempre que contenga u´nicamente aproba-
ciones de su Versio´n Modificada por otras fuentes –por ejemplo, observaciones de peritos
o que el texto ha sido aprobado por una organizacio´n como la definicio´n oficial de un
esta´ndar.
Puede an˜adir un pasaje de hasta cinco palabras como Texto de Cubierta Delantera y un
pasaje de hasta 25 palabras como Texto de Cubierta Trasera en la Versio´n Modificada.
Una entidad solo puede an˜adir (o hacer que se an˜ada) un pasaje al Texto de Cubierta
Delantera y uno al de Cubierta Trasera. Si el Documento ya incluye un textos de cubiertas
an˜adidos previamente por usted o por la misma entidad que usted representa, usted no
puede an˜adir otro; pero puede reemplazar el anterior, con permiso expl´ıcito del editor que
agrego´ el texto anterior.
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Con esta Licencia ni los autores ni los editores del Documento dan permiso para usar
sus nombres para publicidad ni para asegurar o implicar aprobacio´n de cualquier Versio´n
Modificada.
5. COMBINACIO´N DE DOCUMENTOS
Usted puede combinar el Documento con otros documentos liberados bajo esta Licencia,
bajo los te´rminos definidos en la seccio´n 4 anterior para versiones modificadas, siempre
que incluya en la combinacio´n todas las Secciones Invariantes de todos los documentos
originales, sin modificar, listadas todas como Secciones Invariantes del trabajo combinado
en su nota de licencia. As´ı mismo debe incluir la Limitacio´n de Garant´ıa.
El trabajo combinado necesita contener solamente una copia de esta Licencia, y puede
reemplazar varias Secciones Invariantes ide´nticas por una sola copia. Si hay varias Secciones
Invariantes con el mismo nombre pero con contenidos diferentes, haga el t´ıtulo de cada
una de estas secciones u´nico an˜adie´ndole al final del mismo, entre pare´ntesis, el nombre
del autor o editor original de esa seccio´n, si es conocido, o si no, un nu´mero u´nico. Haga
el mismo ajuste a los t´ıtulos de seccio´n en la lista de Secciones Invariantes de la nota de
licencia del trabajo combinado.
En la combinacio´n, debe combinar cualquier seccio´n Titulada Historia de los documentos
originales, formando una seccio´n Titulada Historia; de la misma forma combine cualquier
seccio´n Titulada Agradecimientos, y cualquier seccio´n Titulada Dedicatorias. Debe borrar
todas las secciones tituladas Aprobaciones.
6. COLECCIONES DE DOCUMENTOS
Puede hacer una coleccio´n que conste del Documento y de otros documentos liberados bajo
esta Licencia, y reemplazar las copias individuales de esta Licencia en todos los documentos
por una sola copia que este´ incluida en la coleccio´n, siempre que siga las reglas de esta
Licencia para cada copia literal de cada uno de los documentos en cualquiera de los dema´s
aspectos.
Puede extraer un solo documento de una de tales colecciones y distribuirlo individual-
mente bajo esta Licencia, siempre que inserte una copia de esta Licencia en el documento
extra´ıdo, y siga esta Licencia en todos los dema´s aspectos relativos a la copia literal de
dicho documento.
7. AGREGACIO´N CON TRABAJOS INDEPENDIENTES
Una recopilacio´n que conste del Documento o sus derivados y de otros documentos o tra-
bajos separados e independientes, en cualquier soporte de almacenamiento o distribucio´n,
se denomina un agregado si el copyright resultante de la compilacio´n no se usa para limitar
los derechos de los usuarios de la misma ma´s alla´ de lo que los de los trabajos individuales
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permiten. Cuando el Documento se incluye en un agregado, esta Licencia no se aplica a
otros trabajos del agregado que no sean en s´ı mismos derivados del Documento.
Si el requisito de la seccio´n 3 sobre el Texto de Cubierta es aplicable a estas copias del
Documento y el Documento es menor que la mitad del agregado entero, los Textos de
Cubierta del Documento pueden colocarse en cubiertas que enmarquen solamente el Do-
cumento dentro del agregado, o el equivalente electro´nico de las cubiertas si el documento
esta´ en forma electro´nica. En caso contrario deben aparecer en cubiertas impresas enmar-
cando todo el agregado.
8. TRADUCCIO´N
La Traduccio´n es considerada como un tipo de modificacio´n, por lo que usted puede dis-
tribuir traducciones del Documento bajo los te´rminos de la seccio´n 4. El reemplazo las
Secciones Invariantes con traducciones requiere permiso especial de los duen˜os de derecho
de autor, pero usted puede an˜adir traducciones de algunas o todas las Secciones Invarian-
tes a las versiones originales de las mismas. Puede incluir una traduccio´n de esta Licencia,
de todas las notas de licencia del documento, as´ı como de las Limitaciones de Garant´ıa,
siempre que incluya tambie´n la versio´n en Ingle´s de esta Licencia y las versiones originales
de las notas de licencia y Limitaciones de Garant´ıa. En caso de desacuerdo entre la tra-
duccio´n y la versio´n original en Ingle´s de esta Licencia, la nota de licencia o la limitacio´n
de garant´ıa, la versio´n original en Ingle´s prevalecera´.
Si una seccio´n del Documento esta´ Titulada Agradecimientos, Dedicatorias o Historia el
requisito (seccio´n 4) de Conservar su T´ıtulo (Seccio´n 1) requerira´, t´ıpicamente, cambiar
su t´ıtulo.
9. TERMINACIO´N
Usted no puede copiar, modificar, sublicenciar o distribuir el Documento salvo por lo
permitido expresamente bajo esta Licencia. Cualquier intento en otra manera de copia,
modificacio´n, sublicenciamiento, o distribucio´n de e´l es nulo, y dara´ por terminados au-
toma´ticamente sus derechos bajo esa Licencia.
Sin embargo, si usted cesa toda violacio´n a esta Licencia, entonces su licencia proveniente
de un titular de copyright queda restaurada (a) provisionalmente, a menos y hasta que el
titular del copyright expl´ıcita y finalmente termine su licencia, y (b) permanentemente, si
el titular del copyright falla en notificarle de la violacio´n por algu´n medio razonable en un
tiempo menor a 60 d´ıas despue´s del cese.
Adema´s, su licencia proveniente de un titular del copyright particular queda restaurada
permanentemente si el titular del copyright le notifica de la violacio´n por algu´n me´todo
razonable, es la primera vez que usted ha recibido aviso de la violacio´n de esta Licencia
(para cualquier trabajo) de ese titular del copyright, y usted remedia la violacio´n en un
tiempo menor a 30 d´ıas despue´s de recibir dicho aviso.
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La terminacio´n de sus derechos bajo e´sta seccio´n no termina la licencia de terceros que
hayan recibido copias o derechos de usted bajo e´sta Licencia. Si sus derechos han sido
terminados y no restaurados permanentemente, recibir una copia de alguna parte o el
total del mismo material no le da ningu´n derecho de usarlo.
10. REVISIONES FUTURAS DE ESTA LICENCIA
De vez en cuando la Free Software Foundation puede publicar versiones nuevas y revisa-
das de la Licencia de Documentacio´n Libre GNU. Tales versiones nuevas sera´n similares
en esp´ıritu a la presente versio´n, pero pueden diferir en detalles para solucionar nuevos
problemas o intereses. Vea http://www.gnu.org/copyleft/.
Cada versio´n de la Licencia tiene un nu´mero de versio´n que la distingue. Si el Documento
especifica que se aplica una versio´n numerada en particular de esta licencia o cualquier
versio´n posterior, usted tiene la opcio´n de seguir los te´rminos y condiciones de la versio´n
especificada o cualquiera posterior que haya sido publicada (no como borrador) por la
Free Software Foundation. Si el Documento no especifica un nu´mero de versio´n de esta
Licencia, puede escoger cualquier versio´n que haya sido publicada (no como borrador)
por la Free Software Foundation. Si el Documento especifica que un apoderado puede
decidir que´ versio´n futura de esta Licencia puede ser utilizada, esa frase de aceptacio´n
del apoderado de una versio´n le autoriza permanentemente a escoger esa versio´n para el
Documento.
11. Re-Licenciamiento
Un Sitio de Colaboracio´n Masiva Multiautor (o Sitio CMM) significa cualquier servidor
World Wide Web que publique trabajos que puedan ser sujetos a copyright y que tambie´n
provea medios prominentes para que cualquiera pueda editar esos trabajos. Una Wiki
pu´blica que cualquiera puede editar es un ejemplo de tal servidor. Una Colaboracio´n
Masiva Multiautor (o CMM) contenida en el sitio significa cualquier coleccio´n de trabajos
que puedan ser sujetos a copyright publicados en el sitio de CMM.
CC-BY-SA significa la licencia Creative Commons Attribution-Share Alike 3.0 (Reconocimiento-
Compartir bajo la misma licencia 3.0 de Creative Commons) publicada por Creative Com-
mons Corporation, una corporacio´n sin fines de lucro con base en San Francisco, California,
as´ı como versiones futuras copyleft de esa licencia publicada por esa misma organizacio´n.
Incorporar significa publicar o re-publicar un Documento, como un todo o parcialmente,
como parte de otro Documento.
Un sitio CMM es elegible para re-licenciamiento si es licenciado bajo esta Licencia, y si
todos los trabajos que fueron publicados originalmente bajo esta Licencia en algu´n otro
lugar diferente a esta CMM, y subsecuentemente incorporado como un todo o parcialmente
a la CMM, (1)no ten´ıa textos de cubierta o secciones invariantes, y (2) fueron incorporados
previo a Noviembre 1, 2008.
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El operador de un Sitio CMM puede volver a publicar una CMM contenida en el sitio bajo
CC-BY-SA en el mismo sitio en cualquier momento antes de Agosto 1, 2009, siempre que
la CMM sea elegible para re-licenciamiento.
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