On the ruin probability in a dependent discrete time risk model with insurance and financial risks  by Yang, Yang et al.
Journal of Computational and Applied Mathematics 236 (2012) 3286–3295
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
On the ruin probability in a dependent discrete time risk model with
insurance and financial risks✩
Yang Yang a,b,c, Remigijus Leipus c,d, Jonas Šiaulys c,∗
a School of Mathematics and Statistics, Nanjing Audit University, Nanjing 210029, China
b Department of Mathematics, Southeast University, Nanjing 210096, China
c Faculty of Mathematics and Informatics, Vilnius University, Naugarduko 24, Vilnius LT-03225, Lithuania
d Institute of Mathematics and Informatics, Vilnius University, Akademijos 4, Vilnius LT-08663, Lithuania
a r t i c l e i n f o
Article history:
Received 15 April 2011
Received in revised form 13 February 2012
MSC:
primary 62P05
secondary 62E20
60F10
Keywords:
Finite-time ruin probability
Ultimate ruin probability
Asymptotic independence
Insurance risk
Financial risk
Heavy tailed distribution
a b s t r a c t
This paper considers the discrete-time risk model with insurance risk and financial risk in
some dependence structures. Under assumptions that the insurance risks are heavy tailed
(belong to the intersection of the long-tailed class and thedominatedly varying-tailed class)
and the financial risks satisfy some moment conditions, the asymptotic and uniformly
asymptotic relations for the finite-time and ultimate ruin probabilities are derived.
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1. Introduction
In this paper we consider the discrete-time stochastic risk model with insurance risk and financial risk. We suppose that
the discrete-time risk model satisfies the following basic requirements.
Assumption A1. The successive net losses for an insurance company X1, X2, . . . constitute a sequence of real-valued random
variables (r.v.s) with distribution functions (d.f.s) F1, F2, . . . respectively. (A net loss Xi is understood as the total claim
amount minus the total premium income within year i both calculated at the end of year i.)
Assumption A2. The discount factors θi (from year i to year 0), i = 1, 2, . . . are nonnegative and nondegenerate at zero r.v.s
with distribution functions Gi, i = 1, 2, . . . , respectively. (Usually θi = ij=1 Yj, where the r.v.s Yj represents the discount
factor from year j to year j− 1.)
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Assumption A3. The sequences {X1, X2, . . .} and {θ1, θ2, . . .} are mutually independent.
This model was introduced in [1] (see also [2,3]), where {Xi, i ≥ 1} are assumed to be independent and identically
distributed (i.i.d.) and {Yi, i ≥ 1} are also i.i.d. The sequences {Xi, i ≥ 1} and {Yi, i ≥ 1} constitute the insurance and
financial risks, respectively. Obviously, the discounted value of the total risk amount accumulated till the end of year n can
be modeled by a stochastic sequence
Sn =
n
i=1
θiXi, n ≥ 1.
Let x ≥ 0 be the initial capital reserve. Then the finite-time ruin probability is defined as
Ψ (x, n) = P

max
1≤m≤n
Sm > x

, (1.1)
and the ultimate ruin probability as
Ψ (x) = P

sup
n≥1
Sn > x

. (1.2)
In the present paper, we address the uniform asymptotic behavior of the finite-time and ultimate ruin probabilities
Ψ (x, n) andΨ (x) in the described stochastic riskmodelwhen the Xi’s are heavy-tailed and the θi’s satisfy somemildmoment
conditions.
The finite-time and ultimate ruin probabilities in the discrete-time stochastic risk model with insurance and financial
risks were studied in [1,4–7] among others. Tang and Tsitsiashvili [1] established the asymptotic formula for the finite-time
ruin probability in the case where the distribution of insurance risk Xi belongs to the intersection of the long-tailed class
(L ) and the dominatedly varying-tailed class (D). Tang and Tsitsiashvili [8], Chen and Su [9] extended this result to wider
classes of subexponential distributions, but considered more restrictive assumptions on the financial risk {Yi, i ≥ 1}. Tang
and Tsitsiashvili [4] considered some other cases where the distribution of Xi is extended regularly-varying tailed or rapidly
varying-tailed, and derived various precise estimates for the ruin probabilitiesΨ (x, n) andΨ (x), some of which are uniform
with respect to n. Most of the latter papers required that {θi, i ≥ 1} are constructed through the i.i.d. r.v.s {Yi, i ≥ 1} in
Assumption A2. Tang and Tsitsiashvili [8], Wang et al. [5], Goovaerts et al. [10], Wang and Tang [6] further pointed out that
the i.i.d. assumption of {Yi, i ≥ 1} is not necessary, and {θi, i ≥ 1} can be allowed to be generally structured (except some
moment conditions). However, these results are all established under the assumption that {Xi, i ≥ 1} are i.i.d. Recently,
Zhang et al. [11], Gao and Wang [12], Shen et al. [13], Wang and Yin [14] considered the class of dependent r.v.s, called
bivariate upper tail independent r.v.s, and obtained the asymptotics for the finite-time and ultimate ruin probabilities by
proving some approximate results of the tail probability of randomly weighted sums and their maxima. Simultaneously,
Chen and Yuen [15], Yi et al. [16], Chen et al. [17] introduced similar dependence structures, which allow nonidentically
distributed Xi’s, and derived corresponding asymptotic results for the classes C ,D,L ∩ D , respectively. The established
results show that
Ψ (x, n) ≍
n
i=1
P(θiXi > x), Ψ (x) ≍
∞
i=1
P(θiXi > x), x →∞ (1.3)
provided that the corresponding moment conditions for the θi hold. (Here a(x) ≍ b(x) means that 0 < lim infx→∞ a(x)/
b(x) ≤ lim supx→∞ a(x)/b(x) <∞.)
Motivated by the above-mentioned papers, in the present work we aim to investigate the same dependence structure as
in [17] (see Assumption B below in Section 2.2) and to derive some further asymptotic and uniformly asymptotic results for
Ψ (x, n) and Ψ (x) under some mild conditions on the θi’s and for the Xi’s belonging to the classL ∩ D .
The rest of the paper is organized as follows. Section 2 recollects preliminaries of some well-known heavy-tailed
distribution classes and some dependence structures, and states our main results. Section 3 establishes several auxiliary
results related to the product of independent r.v.s in the presence of heavy tails. Section 4 presents the proofs of main
results.
2. Preliminaries and main results
Hereafter, without special statement, all limit relationships hold for x tending to ∞. For two positive functions a(x)
and b(x), we write a(x) ∼ b(x) if lim a(x)/b(x) = 1; write a(x) . b(x) or b(x) & a(x) if lim sup a(x)/b(x) ≤ 1; write
a(x) = o(b(x)) if lim a(x)/b(x) = 0 and a(x) = O(b(x)) if lim sup a(x)/b(x) < ∞. Furthermore, for two positive bivariate
functions a(x, n) and b(x, n), we write a(x, n) . b(x, n) or b(x, n) & a(x, n) uniformly for all n = 1, 2, . . . , if
lim sup
x→∞
sup
n≥1
a(x, n)
b(x, n)
≤ 1.
The indicator function of an event A is denoted by 1A. For a real number a, its positive and negative parts are denoted by
a+ = max{a, 0} and a− = −min{a, 0}, respectively.
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2.1. Heavy-tailed distribution classes
Results of this work are closely related to some heavy-tailed distribution classes. An important class of heavy-
tailed distributions is D , which consists of all distributions V = 1 − V with dominated variation, i.e. satisfying
lim sup V (xy)/V (x) <∞ for any 0 < y < 1. A slightly smaller class is C of consistently varying distributions. V belongs to
the class C , if limy↘1 lim infx→∞ V (xy)/V (x) = 1. Closely related is a wider classL of long-tailed distributions. V belongs to
the classL , if lim V (x+y)/V (x) = 1 for any y > 0. A proper inclusion relationship between the forementioned classes holds:
C ⊂ L ∩ D ⊂ L .
In this paper we consider the class L ∩ D as a main class of heavy-tailed distributions, other classes are needed
for comparing the corresponding results. For a distribution V , denote the upper and lower Matuszewska indices of V ,
respectively, by
J+V = − limy→∞
log V ∗(y)
log y
with V ∗(y) := lim inf
x→∞
V (xy)
V (x)
for y > 1,
J−V = − limy→∞
log V
∗
(y)
log y
with V
∗
(y) := lim sup
x→∞
V (xy)
V (x)
for y > 1.
Additionally, denote LV = limy↘1 V ∗(y) (clearly, 0 ≤ LV ≤ 1). The presented definitions yield that the following assertions
are equivalent (for details, see [18]):
(i)V ∈ D, (ii) V ∗(y) > 0 for some y > 1, (iii) LV > 0, (iv) J+V <∞.
It also holds that V ∈ C if and only if LV = 1.
2.2. Dependence structures
Suppose that r.v.s X1, X2, . . . satisfy the following dependence condition:
Assumption B. For every pair of indices (i, j), such that i ≠ j, it holds that
lim
x∧y→∞ P(|Xi| > x | Xj > y) = 0.
This dependence structure was introduced in [19] and later used in [17,20]. Note that, for example, Assumption B is
satisfied if for some positiveM , every pair i ≠ j and large x, y it holds P(|Xi| > x, Xj > y) ≤ MP(|Xi| > x)P(Xj > y). Hence,
the class of nonnegative r.v.s X1, X2, . . . satisfying Assumption B is wider than the class of pairwise upper extended negative
dependent (UEND) r.v.s for which, according to Liu [21], P(Xi > x, Xj > y) ≤ MP(Xi > x)P(Xj > y) for all i ≠ j and x, y.
On the other hand, the class of r.v.s satisfying Assumption B is related to the notion of pairwise quasi-asymptotic
independence introduced in [15]. Recall that the real-valued r.v.s X1, X2, . . . are pairwise quasi-asymptotically independent
if for all i ≠ j it holds P(X+i > x, X+j > x) = o

P(X+i > x)+ P(X+j > x)

and P(X+i > x, X
−
j > x) = o

P(X+i > x)+ P(X−j >
x)

. Clearly, by the definition, the dependence in Assumption B is stronger than the pairwise quasi-asymptotic independence
structure. Similar is the concept of bivariate upper tail independence, where the Xi’s satisfy P(Xi > x, Xj > x) = o

P(Xj > x)

for all i ≠ j.
2.3. Main results
Denote by Hi a d.f. of the product θiXi, i ≥ 1. The following statement is due to Chen et al. [17].
Theorem 2.1 (Chen et al. [17, Theorem 1]). Let the risk model satisfy the basic Assumptions A1, A2, A3. Let, in addition, r.v.s
X1, . . . , Xn satisfy Assumption B, Fi ∈ L ∩D and Eθpi <∞ for each i = 1, . . . , n and for some p > max

J+F1 , . . . , J
+
Fn

. Then the
following asymptotic relation holds:
Ψ (x, n) ∼
n
i=1
H i(x). (2.1)
The first main result of our paper deals with the behavior of the ultimate ruin probability in the case where all net losses
are identically distributed.
Theorem 2.2. Let the risk model satisfy the basic Assumptions A1, A2, A3. Let the r.v.s X1, X2, . . . satisfy Assumption B with
common d.f. F ∈ L ∩ D such that J−F > 0. If, in addition, there exist two constants 0 < p1 < J−F ≤ J+F < p2 such that
∞
i=1

max

Eθp1i , Eθ
p2
i
min{1,1/p2}
<∞, (2.2)
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then
∞
i=1
H i(x) . Ψ (x) . L−1F
∞
i=1
H i(x), (2.3)
where LF := limy↓1 lim infx→∞ F(xy)/F(x).
The second main result gives the uniform asymptotic bounds for Ψ (x, n).
Theorem 2.3. Under conditions of Theorem 2.2,
n
i=1
H i(x) . Ψ (x, n) . L−1F
n
i=1
H i(x)
holds uniformly for n ≥ 1.
In the case of nonidentically distributed and pairwise quasi-asymptotically independent random variables asymptotics
for Ψ (x, n) and Ψ (x) were obtained in [15] (the class C ) and in [16] (the class D), respectively. Yi et al. [16] considered
the case where X1, X2, . . . and θ1, θ2, . . . satisfy Assumptions A1 –A3 with X1, X2, . . . being pairwise quasi-asymptotically
independent r.v.s, such that Fi(−x) = o(F i(x)) (in fact, this condition is redundant), Fi ∈ D, i ≥ 1, and with θ1, θ2, . . .
satisfying Eθpi <∞, i ≥ 1, for some p > max{J+F1 , . . . , J+Fn}. They proved that the following relationships hold:
L¯n
n
i=1
H i(x) . Ψ (x, n) . L¯−1n
n
i=1
H i(x), (2.4)
where L¯n := min{LF1 , . . . , LFn}. The similar asymptotic relationships hold for ultimate ruin probability Ψ (x): if X1, X2, . . .
are identically distributed with common d.f. F then under certain moment conditions on the θi’s it holds that
LF
∞
i=1
H i(x) . Ψ (x) . L−2F
∞
i=1
H i(x). (2.5)
Similar results have been also obtained for the identically distributed and bivariate upper tail independent structure. Note
that the concept of bivariate upper tail independence is equivalent to the pairwise quasi-asymptotic independence structure
in the case of nonnegative and identically distributed Xi’s. In the case of real-valued Xi’s the pairwise quasi-asymptotic
independence ismore restrictive than the bivariate upper tail independence in the sense that for the latter case the additional
condition F(−x) = o(F(x)) is needed in order to obtain the asymptotics for Ψ (x, n) and Ψ (x). We refer to Zhang et al. [11],
Shen et al. [13], Gao andWang [12] for the results in the case of bivariate upper tail independence structure.We remark that,
under this dependence structure, [14] obtained (2.1) and (2.3) for the class L ∩ D but assuming that θi = ij=1(1 + rj)−1
with deterministic rj’s satisfying some summability condition.
The results above tell that, in general, it is hard to obtain exact asymptotic relation (2.1). However, by Theorem 2.1, in
the case when the net losses X1, X2, . . . satisfy Assumption B, d.f.s F1, F2, . . . belong to the narrower classL ∩D and the θi’s
satisfy somemoment conditions, the exact asymptotic relation in (2.4) holds. Theorem 2.2 shows that, in the case when the
Xi’s satisfy Assumption B and the d.f. F is inL ∩D , the more precise asymptotic bounds than those in (2.5) hold. Finally, the
uniformity for n ≥ 1 in Theorem 2.3 partially strengthens the results obtained in the above-mentioned papers.
3. Some results related to the product of random variables
In this section, we present several results related to the product of independent r.v.s in the presence of heavy tails. The
lemmas of this section will be used in the proofs of Theorems 2.2 and 2.3.
Lemma 3.1. Let V be a d.f. in the class D . For any p1 < J−V , there exist positive constants c1 = c1(V ) and d1 = d1(V ) such that
V (y)
V (x)
≥ c1
y
x
−p1
for all x ≥ y ≥ d1.
For any p2 > J+V there exist positive constants c2 = c2(V ) and d2 = d2(V ) such that
V (y)
V (x)
≤ c2
y
x
−p2
for all x ≥ y ≥ d2. (3.1)
Proof. The assertion of this lemma follows immediately from Proposition 2.2.1 of Bingham et al. [18]. 
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Lemma 3.2. Let V be a d.f. in the class D . For any p > J+V , it holds that
x−p = oV (x).
Proof. The statement follows from the second estimate of Lemma 3.1. This lemma can also be found in [1] (see
Lemma 3.5). 
Lemma 3.3. Assume that ξ is a general r.v. and η is a nonnegative r.v. which is nondegenerate at zero and independent of ξ . Let
Fξ , Fη and Fξη be the distributions of r.v.s ξ, η and ξη, respectively.
(i) If Fξ ∈ D , then Fξη ∈ D .
(ii) If Fξ ∈ D , then
lim inf
x→∞
Fξη(x)
Fξ (x)
≥ c3
with some positive constant c3 = c3(Fξ , Fη).
(iii) If Fξ ∈ D and Fη(x) = o

Fξ (x)

then
lim sup
x→∞
Fξη(xy)
Fξη(x)
≤ lim sup
x→∞
Fξ (xy)
Fξ (x)
for every fixed y ∈ (0, 1].
Proof. (i) The proof of this part of the lemma can be found in [22] (see Theorem 3.3 (i)). In order to prove this result, the
authors applied the representation theorem for O-regularly varying functions. Observe that the representation theorem is
not necessary for the proof of statement (i). In the case Fη(D) = 0 for some positive constantD, statement (i) follows from
the estimate
Fξη(x/2)
Fξη(x)
=

(0,D] Fξ (x/(2u))dFη(u)
(0,D] Fξ (x/u)dFη(u) ≤ supz≥x/D
Fξ (z/2)
Fξ (z)
.
When Fη(x) > 0 for all x, statement (i) follows from the estimate
Fξη(x/2)
Fξη(x)
=

(0,x/D] Fξ (x/(2u))dFη(u)+

(x/D,∞) Fξ (x/(2u))dFη(u)
(0,x/D] Fξ (x/u)dFη(u)+

(x/D,∞) Fξ (x/u)dFη(u)
≤ max

sup
z≥D
Fξ (z/2)
Fξ (z)
,
Fξ (0)
Fξ (D)

,
which holds for x > D > 0 by the inequality
min

a1
b1
, . . . ,
an
bn

≤ a1 + · · · + an
b1 + · · · + bn ≤ max

a1
b1
, . . . ,
an
bn

(3.2)
provided that ai, bi, i = 1, . . . , n are positive.
(ii) This part is due to the proof of Theorem 3.3 (iv) of Cline and Samorodnitsky [22]. Recall the definition that for u > 0
lim inf
x→∞
Fξ (x/u)
Fξ (x)
= Fξ ∗(1/u).
Since Fξ ∈ D , we get that

Fξ

∗ (1/u) > 0 for all u. As r.v. η is not degenerate at zero, the expectation E

Fξ

∗ (1/η) is positive
and statement (ii) follows from the Fatou lemma.
(iii) Let ϕ(x) be some infinitely increasing function such that Fη(x/ϕ(x)) = o

Fξ (x)

, and let ∆ be a positive number
satisfying Fη(∆) > 0. Then for all x > ∆ and any fixed y ∈ (0, 1]
Fξη(xy)
Fξη(x)
≤

(0,x/ϕ(x)] Fξ (xy/u)dFη(u)
(0,x/ϕ(x)] Fξ (x/u)dFη(u)
+

(x/ϕ(x),∞) Fξ (xy/u)dFη(u)
(∆,∞) Fξ (x/u)dFη(u)
≤ sup
z≥ϕ(x)
Fξ (zy)
Fξ (z)
+ Fη(x/ϕ(x))
Fξ (x/∆)Fη(∆)
.
According to the conditions of the lemma, the desired estimate follows. 
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Lemma 3.4. Let ξ be a real-valued r.v. with distribution Fξ ∈ D , such that J−Fξ > 0, and let η be nonnegative r.v. which is
nondegenerate at zero and independent of ξ . Then, for any fixed p1, p2 with 0 < p1 < J−Fξ ≤ J+Fξ < p2 < ∞, there exist two
positive constants c4 = c4(Fξ , p1, p2), c5 = c5(Fξ , p1, p2) irrespective to η, such that for all x ≥ c5
P(ξη > x) ≤ c4Fξ (x)max

Eηp1 , Eηp2

.
Proof. The proof of the lemma is analogous to the proof of Lemma 4.1.5 ofWang and Tang [6] (see also Lemma 1 in [16]). 
Lemma 3.5. Let ξ and η be two independent nonnegative r.v.s, where ξ has d.f. Fξ ∈ D , and η is nondegenerate at zero. Then,
for any fixed p > J+Fξ , there exists a positive constant c6 = c6(Fξ , p) irrespective to η, such that for all positive x
E

(ξη)p1{ξη≤x}
 ≤ c6 xpP(ξη > x).
Proof. Write
E

(ξη)p1{ξη≤x}
 = 
(0,∞)
vp

(0,x/v]
up dFξ (u)

dFη(v)
≤

(0,∞)

vp
 x/v
0
p up−1Fξ (u) du

dFη(v). (3.3)
According to Lemma 3.1, there exist four positive constants d3 = d2

Fξ , p

, d4 = d2

Fξ , (p + J+Fξ )/2

, c7 = c2

Fξ , p
 ≥
1, c8 = c2

Fξ , (p+ J+Fξ )/2

such that
Fξ (y)
Fξ (x)
≤ c7
y
x
−p
if x ≥ y ≥ d3, (3.4)
Fξ (y)
Fξ (x)
≤ c8
y
x
−(p+J+Fξ )/2 if x ≥ y ≥ d4. (3.5)
Let d := max{d3, d4}. If x/v ≤ d, then
vp
 x/v
0
p up−1Fξ (u) du ≤ vp
 x/v
0
p up−1du = xp ≤ xpFξ
 x
v
 c7
Fξ (d)
. (3.6)
If x/v > d then, according to (3.4) and (3.5),
vp
 x/v
0
p up−1Fξ (u) du = vp
 d
0
+
 x/v
d

p up−1Fξ (u) du
≤ vpdp + c8v(p−J
+
Fξ
)/2
Fξ

x
v

x
(p+J+Fξ )/2
 x/v
d
pu
(p−J+Fξ )/2−1du
≤ vpdp Fξ
 x
v

Fξ (d)
Fξ (d)
Fξ
 x
v
 + 2c8p
p− J+Fξ
v
(p−J+Fξ )/2Fξ
 x
v

x
(p+J+Fξ )/2
 x
v
(p−J+Fξ )/2
≤ xpFξ
 x
v
 c7
Fξ (d)
+ 2c8p
p− J+Fξ

. (3.7)
Inequalities (3.3), (3.6) and (3.7) imply the estimate of the lemma with c6 = c7/Fξ (d)+ 2c8p/(p− J+Fξ ). 
Lemma 3.6. Let {ξ1, ξ2, . . .} and {η1, η2, . . .} be two independent sequences of nonnegative r.v.s, where the ξi’s have common
d.f. Fξ ∈ D , such that J−Fξ > 0 and the ηi’s are nondegenerate at zero. In addition, suppose that there exist two constants
0 < p1 < J−Fξ ≤ J+Fξ < p2 <∞ such that
∞
i=1

max{Eηp1i , Eηp2i }
min{1,1/p2}
<∞.
Then
lim
n→∞ lim supx→∞
1
Fξ (x)
P
 ∞
i=n
ηiξi > x

= 0.
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Proof. Using the standard approach and Lemma 3.4we obtain that for some positive constant c9 = c4(Fξ , p1, p2) and large x
P
 ∞
i=n
ηiξi > x

≤
∞
i=n
P(ηiξi > x)+ P
 ∞
i=n
ηiξi1{ηiξi≤x} > x

≤ c9Fξ (x)
∞
i=n
max

Eηp1i , Eη
p2
i
+K, (3.8)
where
K = x−p2E
 ∞
i=n
ηiξi1{ηiξi≤x}
p2
.
If p2 ≤ 1, then applying the inequality∞j=1 aj ≤ ∞j=1 aqj 1/q, where a1 ≥ 0, a2 ≥ 0, . . . , 0 < q ≤ 1, we obtain that
K ≤ x−p2
∞
i=n
E

ηiξi1{ηiξi≤x}
p2
.
Now, according to Lemmas 3.4 and 3.5, for some positive constant c10 = c6(Fξ , p2) it holds that
K ≤ c10x−p2
∞
i=n
xp2P(ηiξi > x)
≤ c10c9Fξ (x)
∞
i=n
max

Eηp1i , Eη
p2
i

if x is sufficiently large. This and estimate (3.8) imply that
lim sup
x→∞
1
Fξ (x)
P
 ∞
i=n
ηiξi > x

≤ (c9 + c10c9)
∞
i=n
max

Eηp1i , Eη
p2
i

,
and statement of the lemma follows from the moment condition.
If p2 > 1, then by the integral Minkowski’s inequality and Lemmas 3.4 and 3.5 it follows that for large x
K ≤ x−p2
 ∞
i=n

E

ηiξi1{ηiξi≤x}
p21/p2p2
≤ c10
 ∞
i=n

P(ηiξi > x)
1/p2p2
≤ c10c9Fξ (x)
 ∞
i=n

max

Eηp1i , Eη
p2
i
1/p2p2
.
Therefore, in the case p2 > 1 we have from (3.8) that
lim sup
x→∞
1
Fξ (x)
P
 ∞
i=n
ηiξi > x

≤ (2c9 + c10c9)
 ∞
i=n

max

Eηp1i , Eη
p2
i
1/p2p2
, (3.9)
because of inequalities
∞
i=n
max

Eηp1i , Eη
p2
i
 ≤ ∞
i=n
Eηp1i +
∞
i=n
Eηp2i
≤
 ∞
i=n

Eηp1i
1/p2p2 +  ∞
i=n

Eηp2i
1/p2p2
≤ 2
 ∞
i=n

max

Eηp1i , Eη
p2
i
1/p2p2
. (3.10)
Thus, for p2 > 1, the statement of the lemma follows from estimate (3.9) and the moment condition. 
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4. Proofs of main results
Proof of Theorem 2.2. First we obtain the lower asymptotic estimate. For any fixed nwe have
lim inf
x→∞
Ψ (x)
∞
i=1
H i(x)
≥ lim inf
x→∞
Ψ (x, n)
n
i=1
H i(x)
lim inf
x→∞
n
i=1
H i(x)
∞
i=1
H i(x)
= lim inf
x→∞
Ψ (x, n)
n
i=1
H i(x)

1− lim sup
x→∞
∞
i=n+1
H i(x)
∞
i=1
H i(x)

. (4.1)
According to Theorem 2.1,
lim inf
x→∞
Ψ (x, n)
n
i=1
H i(x)
≥ 1. (4.2)
On the other hand, Lemma 3.3 (ii) and Lemma 3.4 imply that for some positive constant c11
lim sup
x→∞
∞
i=n+1
H i(x)
∞
i=1
H i(x)
≤ lim sup
x→∞
∞
i=n+1
H i(x)
H1(x)
≤ c11
∞
i=n+1
max

Eθp1i , Eθ
p2
i

.
The last estimate and moment condition (2.2) imply that in the case p2 ≤ 1
lim sup
x→∞
∞
i=n+1
H i(x)
∞
i=1
H i(x)
= 0. (4.3)
If p2 > 1 then, according to estimate (3.10), equality (4.3) holds as well. The lower estimate now immediately follows from
relations (4.1)–(4.3).
For the upper estimate observe that
Ψ (x) = P

sup
m≥1
Sm > x

≤ P

sup
m≥1
S+m > x

= PS+ > x,
where S+m :=
m
i=1 θiX
+
i , S
+ :=∞i=1 θiX+i . Hence, for all x > 0, ϵ ∈ (0, 1) and n ≥ 1 we have
Ψ (x) ≤ PS+n > (1− ϵ)x+ P
 ∞
i=n+1
θiX+i > ϵx

. (4.4)
Here, by Theorem 2.1 (for r.v.s X+1 , X
+
2 , . . .) and (3.2),
lim sup
x→∞
P(S+n > (1− ϵ)x)
∞
i=1
H i(x)
≤ lim sup
x→∞
P(S+n > (1− ϵ)x)
n
i=1
H i((1− ϵ)x)
lim sup
x→∞
n
i=1
H i((1− ϵ)x)
∞
i=1
H i(x)
≤ max
1≤i≤n
lim sup
x→∞
H i((1− ϵ)x)
H i(x)
.
The moment condition of the theorem, and Lemma 3.2 imply that Gi(x) = o(F(x)) for all i = 1, 2, . . . , because
lim sup
x→∞
Gi(x)
F(x)
≤ lim sup
x→∞
xp2Gi(x) lim sup
x→∞
1
xp2F(x)
.
3294 Y. Yang et al. / Journal of Computational and Applied Mathematics 236 (2012) 3286–3295
Hence, by Lemma 3.3 (iii), we obtain
lim sup
x→∞
P(S+n > (1− ϵ)x)
∞
i=1
H i(x)
≤ lim sup
x→∞
F((1− ϵ)x)
F(x)
.
By (4.4) and Lemma 3.3 (ii), we get for all ϵ ∈ (0, 1) and n ≥ 1 that
lim sup
x→∞
Ψ (x)
∞
i=1
H i(x)
≤ lim sup
x→∞
F((1− ϵ)x)
F(x)
+ lim sup
x→∞
P

∞
i=n+1
θiX+i > ϵx

∞
i=1
H i(x)
≤ lim sup
x→∞
F((1− ϵ)x)
F(x)
+ 1
c12
lim sup
x→∞
P

∞
i=n+1
θiX+i > ϵx

F(ϵx)
lim sup
x→∞
H1(ϵx)
H1(x)
with some positive constant c12 = c3(F ,G1).
Since H1 ∈ D (see Lemma 3.3 (i)), the upper estimate follows from Lemma 3.6 letting first n →∞ and then ϵ ↓ 0 in the
last estimate. 
Proof of Theorem 2.3. For every positive x and every N ≥ 2 we have
sup
n≥1
Ψ (x, n)
n
i=1
H i(x)
= max

max
1≤n<N
Ψ (x, n)
n
i=1
H i(x)
, sup
n≥N
Ψ (x, n)
n
i=1
H i(x)

≤ max

max
1≤n<N
Ψ (x, n)
n
i=1
H i(x)
,
Ψ (x)
∞
i=1
H i(x)
sup
n≥N

1+
∞
i=n+1
H i(x)
H1(x)

. (4.5)
According to Lemma 3.3 (ii) and Lemma 3.4, for sufficiently large x
F(x)
H1(x)
∞
i=n+1
H i(x)
F(x)
≤ c13
∞
i=n+1
max

Eθp1i , Eθ
p2
i

(4.6)
with some positive c13 = c13(F ,G1, p1, p2).
Hence, using Theorems 2.1 and 2.2, we obtain from (4.5) and (4.6) that
lim sup
x→∞
sup
n≥1
Ψ (x, n)
n
i=1
H i(x)
≤ max

1, L−1F

1+ c13
∞
i=N+1
max

Eθp1i , Eθ
p2
i

.
The upper estimate follows now from the last inequality, conditions of the theorem and inequality (3.10).
For the lower bound, suppose that x is sufficiently large and N is such that c13
∞
i=N+1 max

Eθp1i , Eθ
p2
i

< 1. For such x
and N , according to estimate (4.6), we have that
inf
n≥1
Ψ (x, n)
n
i=1
H i(x)
= min

min
1≤n<N
Ψ (x, n)
n
i=1
H i(x)
, inf
n≥N
Ψ (x, n)
n
i=1
H i(x)

≥ min

min
1≤n<N
Ψ (x, n)
n
i=1
H i(x)
,
Ψ (x,N)
N
i=1
H i(x)
inf
n≥N

1−
n
i=N+1
H i(x)
H1(x)

≥ min

min
1≤n<N
Ψ (x, n)
n
i=1
H i(x)
,
Ψ (x,N)
N
i=1
H i(x)
inf
n≥N

1− c13
∞
i=N+1
max

Eθp1i , Eθ
p2
i

.
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Using Theorem 2.1 and conditions of the theorem, from the last estimate we derive that
lim inf
x→∞ infn≥1
Ψ (x, n)
n
i=1
H i(x)
≥ 1.
This completes the proof of the theorem. 
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