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Sommario
Negli ultimi anni è aumentato notevolmente l'interesse per la virtualizza-
zione, cioè quella tecnologia che permette di astrarre delle risorse per creare
degli ambienti di esecuzione software, detti macchine virtuali. Il lavoro svolto
in questa tesi sfrutta molti vantaggi oﬀerti da questa tecnologia, focalizzan-
dosi sull'aumento della sicurezza che introduce e dimostrando che può essere
adottata per monitorare l'esecuzione dei processi su un host virtualizzato e,
quindi, per rilevare attacchi portati ai processi stessi. Infatti, le tecnologie di
virtualizzazione permettono di esaminare lo stato della memoria, dei registri
del processore e dei dispositivi di I/O della macchina virtuale (introspezione).
Inoltre, la complessità di un attacco che modiﬁca lo stato di una macchina vir-
tuale è estremamente elevata poiché il software di virtualizzazione è isolato
dai processi in esecuzione su di una virtual machine. La virtualizzazione oﬀre
anche strumenti eﬃcaci che permettono di reagire agli attacchi: ad esempio, è
possibile sospendere l'esecuzione delle macchine virtuali o salvarne lo stato per
eseguire controlli più accurati. Lo strumento descritto in questa tesi permette di
difendere i processi da attacchi che ne modiﬁcano il comportamento. Tale stru-
mento integra tecniche di introspezione e modelli di identità dei processi basati
sulla deﬁnizione statica delle sequenze legali di invocazioni al sistema operativo
e su assunzioni relative al valore delle variabili e dei parametri delle chiamate di
sistema. L'architettura dello strumento è distribuita su due macchine virtuali:
una che esegue il processo da proteggere ed una con funzionalità di introspezio-
ne/controllo. La macchina di introspezione/controllo monitora un processo in
esecuzione sull'altra macchina virtuale e, in caso di attacco, può agire sullo sta-
to di esecuzione della macchina virtuale stessa o direttamente sul processo, ad
esempio terminandone l'esecuzione. La tesi descrive l'architettura complessiva,
le varie componenti e presenta una prima valutazione delle prestazioni.
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Capitolo 1
Introduzione
Questa tesi descrive uno strumento per difendere un processo da attacchi che ne
alterano il ﬂusso d'esecuzione, integrando componenti statiche e dinamiche. Le
prime generano una descrizione del comportamento atteso del processo, mentre
le seconde veriﬁcano che il comportamento attuale corrisponda a quello atteso.
I concetti principali che hanno guidato il lavoro della tesi sono la virtualiz-
zazione, l'introspezione delle macchine virtuali, il tracciamento di system call
invocate da un processo e la deﬁnizione dell' identità di un processo trami-
te analisi statica del programma sorgente. L'integrazione di questi concetti ha
permesso di deﬁnire e realizzare PsycoTrace, uno strumento per il monitoraggio
di processi basato sulla veriﬁca del ﬂusso di esecuzione tramite tracciamento
delle system call e tecniche di introspezione. Di seguito descriviamo brevemente
i concetti introdotti, presentando il lavoro descritto in questa tesi.
1.1 Virtualizzazione
In informatica, il concetto di virtualizzazione è odiernamente molto vasto e
denota, in generale, una visione astratta di una determinata risorsa. Il minimo
comune denominatore di tutte le tecnologie di virtualizzazione è la creazione
di un livello software che permette di gestire, in modo uniforme, un insieme di
risorse diﬀerenti.
Nel caso in cui le risorse esportate siano quelle ﬁsiche, le tecnologie di virtua-
lizzazione vengono adottate a livello del sistema operativo tramite l'introduzione
del Virtual Machine Monitor (VMM). Il VMM è un livello software che si in-
1
CAPITOLO 1. Introduzione
terpone fra le risorse hardware della macchina e l'OS e che crea, gestisce e
controlla degli ambienti di esecuzione virtuali, detti Virtual Machines (VMs).
A loro volta, le VMs mettono a disposizione dei livelli superiori un'interfaccia
virtuale delle risorse sottostanti. I Sistemi Operativi ospiti sono installati ed
eseguiti all'interno delle VMs, che dunque incapsulano completamente lo stato
di un host.
Negli ultimi anni, anche grazie all'aumento delle risorse di calcolo, questa
tecnologia di virtualizzazione ha suscitato grande interesse soprattutto perché
permette di eseguire concorrentemente, sulla stessa macchina ﬁsica, istanze di
sistemi operativi diversi. Ad esempio, è possibile eseguire Linux, Windows e
FreeBSD in concorrenza sulla stessa macchina.
Questa tecnologia permette anche di impiegare un minor numero di macchi-
ne ﬁsiche (consolidamento) e di bilanciare il carico di lavoro fra server in modo
rapido e preciso (migrazione). Inoltre, il VMM garantisce alcune importanti
proprietà quali il controllo dei sistemi operativi in esecuzione, l'isolamento e
quindi la protezione delle risorse assegnate.
I numerosi beneﬁci descritti hanno spinto, recentemente, i produttori di com-
ponenti hardware a facilitare il processo di virtualizzazione delle risorse tramite
supporti hardware/ﬁrmware alla virtualizzazione. I due esempi maggiori so-
no l'Intel Virtualization Technology (Intel-VT) e l'AMD Paciﬁca Virtualization
Technology (AMD-VT) che discuteremo in seguito.
1.2 Introspezione delle macchine virtuali
L'introspezione è la tecnica che permette di controllare lo stato corrente di una
Macchina Virtuale in esecuzione. Tale tecnica permette, quindi, di analizzare in
dettaglio un host poiché il suo stato è incapsulato nella VM monitorata. Ana-
lizzando questo stato è possibile accedere a determinate locazioni di memoria
assegnate alla VM o veriﬁcare il contenuto di speciﬁci registri della CPU.
Nell'implementazione dell'introspezione ha un ruolo critico il VMM introdot-
to in precedenza, poiché permette di esaminare lo stato di un host al di fuori
dell'host stesso e ad un livello più basso. In questo modo, è possibile implemen-
tare l'introspezione a livello software senza ricorrere a componenti hardware
specializzati, rendendo più ﬂessibile e potente il processo d'introspezione.
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1.3 Tracing system call e identità di un processo
Nel seguito illustriamo una strategia che permette di identiﬁcare tutti gli at-
tacchi di redirezione dell'esecuzione di un processo osservando le chiamate di
sistema che esso genera.
La metodologia adottata identiﬁca un processo in base alle system call invo-
cate, costruendo un'identità che rappresenta il comportamento atteso del pro-
cesso stesso in termini di sequenze di chiamate di sistema. Ogni deviazione
rispetto all'identità deﬁnita è considerata un'anomalia dovuta ad un intervento
esterno. Quindi, gli eventi che vengono monitorati sono brevi sequenze di sy-
stem call di cui può interessare l'ordinamento temporale ed anche i valori dei
parametri trasmessi.
Inoltre, un'analisi statica del programma può dedurre asserzioni sul valo-
re delle variabili del programma stesso che possono essere utilizzate per ve-
riﬁcare il corretto comportamento a tempo di esecuzione, tramite tecniche di
introspezione.
L'approccio adottato deve, perciò, integrare strumenti statici e dinamici. Gli
stumenti statici permettono di dedurre l'identità di un processo minimizzando il
problema dei falsi positivi , cioè deviazioni dell'identità non dovute ad attacchi,
mentre gli strumenti dinamici permettono di veriﬁcare l'identità a tempo di
esecuzione.
1.4 PsycoTrace
PsycoTrace è uno strumento per proteggere processi da attacchi che alterano
il normale ﬂusso d'esecuzione deﬁnito dal codice sorgente. Integra strumenti
dinamici e statici:
• Gli strumenti statici analizzano il codice sorgente del programma da mo-
nitorare e restituiscono:
 Una context-free grammar che descrive le sequenze delle invocazioni
al sistema operativo che il processo può generare.
 Un'asserzione sullo stato del processo per ogni invocazione della
sequenza. L'asserzione coinvolge il valore di alcune variabili del
programma o dei parametri delle chiamate di sistema.
• Gli strumenti dinamici pemettono di intercettare le system call generate
da un processo. Per ogni chiamata essi veriﬁcano che la sequenza prodotta
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ﬁno a quell'istante sia coerente con la grammatica e valutano l'asserzione
associata all'attuale invocazione del Sistema Operativo.
La tecnologia di virtualizzazione è utilizzata introducendo due VMs:
• VM Monitorata (Monitored Virtual Machine, Mon-VM ): VM che esegue
il Monitored Process (P) e ne conserva e gestisce lo stato.
• VM Introspezione (Introspection Virtual Machine, I-VM ): VM che moni-
tora l'esecuzione del processo ed accede, tramite introspezione, allo stato
di P.
L'adozione di più VMs permette di aumentare notevolmente la robustezza di
PsycoTrace poiché tutti i controlli sono implementati su una VM diversa da
quella monitorata. In questo modo è possibile ottenere un elevato grado di iso-
lamento fra il Processo Monitorato (Monitored Process) ed il Processo Analista
(Analyst Process), senza ricorrere a soluzioni di separazione hardware. La I-VM
è privilegiata poiché può sfruttare la tecnologia di virtualizzazione per accedere
alla memoria del processo monitorato in modo da valutare l'integrità dello stato
corrente tramite le asserzioni associate al processo.
Il lavoro descritto in questa tesi si concentra prevalentemente sugli stru-
menti dinamici, focalizzandosi sulla veriﬁca di coerenza delle system call e la
valutazione delle asserzioni tramite introspezione delle macchine virtuali.
Per veriﬁcare la coerenza della sequenza di invocazioni, sono stati integrati
in PsycoTrace strumenti che implementano l'analisi lessicale e sintattica delle
sequenze di system call prodotte, mentre per eﬀettuare la valutazione di asser-
zioni è stata introdotta una libreria d'introspezione che permette di accedere
alla memoria e alle altre risorse virtuali assegnate ad un processo.
L'attuale prototipo di PsycoTrace è stato realizzato utilizzando il linguaggio
di programmazione C, mentre Xen Ver. 3.1.0 è stato usato come Virtual Machi-
ne Monitor. Le distribuzioni di Linux Debian e Slackware sono state utilizzate
sulle macchine virtuali.
Inﬁne, i test eﬀettuati valutano l'eﬃcacia dell'architettura realizzata e l'o-
verhead introdotto dalla virtualizzazione e dalle tecniche di controllo e traccia-
mento implementate.
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1.5 Struttura della tesi
I successivi capitoli della tesi sono organizzati come segue.
Capitolo 2 - Stato dell'arte
Contiene una rassegna sullo stato dell'arte.
Capitolo 3 - Virtualizzazione e Xen
Questo capitolo descrive Xen, un esempio di tecnologia di virtualizzazione,
e gli aspetti essenziali della sua architettura con particolare attenzione alla vir-
tualizzazione della Memoria e della CPU.
Capitolo 4 - Grammatiche formali e Bison
Questo capitolo introduce le grammatiche formali e le tipologie di parsing.
Introduce brevemente Bison, un generatore di Parser LALR(1) e GLR utilizzato
in PsycoTrace.
Capitolo 5 - Architettura di PsycoTrace
Questo capitolo presenta l'architettura generale di PsycoTrace, le sue com-
ponenti e le principali scelte implementative.
Capitolo 6 - Introspezione
Questo capitolo analizza le tecniche di Introspezione a livello della Memoria
e della CPU Virtuale. Inoltre, descrive in dettaglio l'implementazione della li-
breria di introspezione utilizzata da PsycoTrace.
Capitolo 7 - Controlli dinamici
Questo capitolo descrive l'implementazione degli strumenti di PsycoTrace
utilizzati per i controlli di identità.
Capitolo 8 - Test e Conclusioni
Questo capitolo presenta i test eseguiti per veriﬁcare l'eﬃcacia e le perfor-
mance di PsycoTrace. Inoltre, riassume le conclusioni sul lavoro svolto.
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Stato dell'arte
Negli ultimi anni, le strategie real-time per individuare attacchi ai processi han-
no dimostrato di apportare signiﬁcativi vantaggi rispetto agli approcci di analisi
post-attacco. Infatti, le strategie di tipo real-time possono individuare un attac-
co prima che possa essere portato a termine con successo e questo permette sia
di garantire l'integrità del sistema su cui è in esecuzione il processo monitorato,
sia di individuare il tentativo di attacco in modo molto preciso. Al contrario, i
sistemi di analisi post-attacco non possono garantire l'integrità del sistema e de-
vono adottare strategie molto complesse, e non sempre eﬃcaci, per individuare
ed analizzare l'attacco a posteriori.
Molte strategie real-time si basano sulla deﬁnizione di un'identità che spe-
ciﬁca il comportamento atteso di un processo a tempo di esecuzione. Questa
identità può essere deﬁnita in funzione di diversi parametri di valutazione co-
me, ad esempio, le sequenze di invocazioni al sistema operativo, il valore dei
parametri delle system call, il valore delle variabili, i ﬁles acceduti, i permessi
di esecuzione o le modalità di utilizzo delle risorse ﬁsiche quali, ad esempio, le
schede di rete.
In generale, i due metodi principali per deﬁnire l'identità di un processo sono:
1. Metodo Statico: l'identità di un processo è deﬁnita a partire dall'analisi
del codice sorgente e/o del binario.
2. Metodo Dinamico: l'identità di un processo è deﬁnita osservando il com-
portamento a tempo di esecuzione del processo stesso. In questo caso,
è necessaria una fase di learning dove viene costruito un database di
informazioni da cui è dedotta l'identità del processo considerato.
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La metodologia dinamica, benchè sia di più semplice implementazione, ha due
difetti principali correlati all'esistenza della fase learning:
1. Può generare falsi positivi poiché è complesso osservare tutti i comporta-
menti nella fase di learning. Di conseguenza, può essere necessario eseguire
più volte il processo da monitorare per acquisire una corretta identità.
2. L'identità deﬁnita nella fase di learning può essere corrotta a causa di
esecuzioni anomale. Ad esempio, se viene sfruttata una vulnerabilità
del processo durante la fase di learning, l'identità dedotta conterrà il
comportamento deﬁnito dall'exploit che, dunque, non verrà rilevato in
seguito.
In particolare, l'analisi delle sequenze di chiamate di sistema si è dimostrata
molto eﬃcace per deﬁnire l'identità in modo che sia possibile individuare attac-
chi che modiﬁcano il ﬂusso di esecuzione dei processi, indipendentemente dalla
vulnerabilità sfruttata (i.e. buﬀer overﬂow, stack overﬂow o format string).
L'approccio si basa sul presupposto che tali invocazioni sono il mezzo princi-
pale per eseguire operazioni privilegiate che possono violare la sicurezza di un
sistema.
[1, 5] descrivono per primi un modello che permette di individuare attacchi di
redirezione del ﬂusso d'esecuzione osservando sequenze di system call. Per ogni
programma analizzato, si costruisce un'identità che rappresenta il comporta-
mento normale del programma in termini di sequenze di chiamate di sistema:
ogni deviazione da tale proﬁlo è considerata un'anomalia. L'identità è generata
tramite una fase di learning che registra in un database tutte le sequenze di
system call di lunghezza K, per K ﬁssato, che il processo monitorato può gene-
rare. A tempo di esecuzione si controlla se ogni sequenza di invocazioni della
lunghezza ﬁssata K, generata dal processo, appartiene al modello deﬁnito e si
segnala un attacco in caso contrario. Quindi, gli eventi che vengono monitorati
sono brevi sequenze di system call di cui interessa esclusivamente l'ordinamento
temporale. In questo modo è possibile identiﬁcare l'iniezione di codice maligno
all'interno della memoria di un processo, qualunque sia la vulnerabilità sfruttu-
ta per implementare l'iniezione. L'approccio descritto in [1, 5] non considera,
però, il valore delle variabili del programma e dei parametri delle chiamate di
sistema. E' stato dimostrato in [8] che è possibile realizzare un attacco man-
tenendo inalterata la sequenza di invocazioni al sistema operativo e cambiando
esclusivamente i parametri delle invocazioni stesse. Ad esempio, si possono ese-
guire azioni illecite cambiando i parametri delle system call read e write per
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eseguire letture e scritture di ﬁles non previste o modiﬁcando i permessi di ese-
cuzione di un processo tramite la manipolazione dei parametri delle invocazioni
setuid o seteuid.
[3] deﬁnisce l'identità dei processi secondo un approccio di tipo speciﬁcation-
based in cui sono valutate le sequenze delle invocazioni al sistema operativo e
sono previsti ulteriori controlli sul comportamento atteso di un processo. E' de-
ﬁnito un linguaggio di speciﬁca, detto ASL (Auditing Speciﬁcation Language),
che permette di deﬁnire il comportamento normale o anormale di un proces-
so tramite asserzioni logiche, sequenze di system call, ﬁles acceduti e permes-
si d'esecuzione. Il linguaggio permette anche di associare ad ogni asserzione
un'azione semantica che speciﬁca le operazioni da eseguire quando è veriﬁcata
un'asserzione. Inoltre, possono essere utilizzate anche tecniche di isolamento
che permettono di tracciare tutte le azioni eseguite da un attaccante in modo
trasparente senza permettere, però, di danneggiare il sistema. Il limite prin-
cipale dell'approccio proposto consiste nella mancanza di strumenti per la ge-
nerazione automatica di una speciﬁca ASL. Le asserzioni devono essere scritte
manualmente e questo comporta, com'è ovvio, la possibilità di non deﬁnire in
modo completo il comportamento dei processi. A sua volta, l'assenza di una
descrizione completa del comportamento può provocare falsi positivi.
[33] descrive un'evoluzione degli strumenti presentati in [3] dove ASL è sosti-
tuito dal linguaggio REE (Regular Expression Extended) che permette di deﬁni-
re delle speciﬁche sul comportamento atteso di un processo che possono essere
compilate in un EFSA (Extended Finite State Automaton). L'adozione di que-
sta classe di automi riduce notevolmente l'overhead dovuto al pattern matching
fra le sequenze di eventi deﬁnite dal modello e quelle intercettate, al prezzo di
una minore granularità dei controlli. Anche in questo caso, le asserzioni sul
comportamento del processo devono essere scritte manualmente.
[31, 32] propongono una soluzione, simile alla precedente, che permette di
associare ad un programma un insieme di speciﬁche che deﬁniscono il compor-
tamento atteso a tempo di esecuzione. Queste speciﬁche sono descritte in un
linguaggio basato su predicati logici ed espressioni regolari. In particolare, in-
teressa controllare l'accesso ai ﬁle intercettando le system call open, write e
close e sono implementati dei controlli sui permessi di esecuzione dei proces-
si. L'innovazione principale consiste nell'analisi distribuita dei dati: i processi
monitorati, eseguiti su più host, comunicano i dati raccolti ad un Dispacher re-
moto che istanzia più Analyzer per eﬀettuare i controlli di consistenza. In questo
modo, si ottiene una separazione ﬁsica fra i processi monitorati e quelli di con-
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trollo. [34] propone un approccio basato su FSA (Finite State Automaton) che
deﬁniscono il comportamento normale di un processo in termini di invocazioni
al sistema operativo. In questo caso, gli FSA sono generati tramite una fase
di learning e sono estesi con informazioni sullo stato di esecuzione del processo
monitorato per catturare in modo corretto il comportamento del processo stesso
[33].
[4] è il primo approccio che prevede una metodologia statica, basata sull'a-
nalisi del codice sorgente, per produrre una speciﬁca del comportamento atteso
di un processo. Si veriﬁca un'intrusione quando è invocata una chiamata di si-
stema che non è coerente con il modello deﬁnito staticamente. Anche in questo
caso, non sono previste delle asserzioni sul valore dei parametri delle chiamate
di sistema e sulle variabili del programma. Questo lavoro è particolarmente
importante poiché introduce diversi modelli, basati sul control-ﬂow graph del
processo monitorato, che permettono di descrivere il comportamento atteso del
processo con precisione crescente: callgraph model, digraph model ed abstract
stack model.
Il callgraph model utilizza un NDFA (Non-Deterministic Finite-state Au-
tomaton) per deﬁnire le sequenze legali di system call che il processo monitorato
può invocare. Questo modello non speciﬁca in modo preciso il comportamen-
to normale dei processi poiché non registra la storia delle chiamate di sistema
eseguite e permette ad un attaccante di generare degli impossible path, ovve-
ro sequenze di chiamate di sistema che l'NDFA riconosce come valide, ma che
violano il ﬂusso di esecuzione del processo.
L'abstract stack model utilizza un NDPDA (Non-Deterministic Push-
Down Automata) per risolvere il problema dell'impossible path. Infatti, in que-
sto caso, viene memorizzato lo stack delle system call invocate. Questo modello
ha dimostrato di generare un overhead elevato per applicazioni di dimensioni
considerevoli.
Il digraph model è stato introdotto per ridurre l'overhead generato dal
modello precedente. Esso si basa sull'abstrack stack model, ma utilizza un
grado di asincronia K, con K ﬁssato, per eﬀettuare la veriﬁca di coerenza delle
system call. In pratica, a partire da un punto di esecuzione i, l'NDPDA valuta la
sequenza di invocazioni (i, i+K) anzichè la singola chiamata di sistema. Questo
permette di migliorare considerevolmente le prestazioni pur introducendo una
limitata ﬁnestra di attacco.
Il Dick Model [36] si basa sul callgraph model descritto in [4], ma introduce
uno stack per memorizzare gli indirizzi di ritorno delle funzioni in modo da ef-
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fettuare controlli più accurati sul processo monitorato, eliminando gli impossible
path ed ottenendo prestazioni superiori.
[35] propone un approccio che identiﬁca chiamate di sistema illegali tramite
l'analisi del binario di un programma. Anche questa soluzione utilizza un control
ﬂow graph, estratto a partire dal binario, per generare un FSA o un NDPDA,
come descritto in [4]. Come [31, 32], anche questo lavoro tenta di garantire
l'isolamento fra il processo monitorato e quello di controllo tramite esecuzione
su macchine ﬁsiche separate. Nel caso considerato, lo stream di system call
generato dal processo monitorato è trasmesso ad un agente remoto che veriﬁca
se sono violate le speciﬁche del modello.
PAID [41, 42] (Program semantic-Aware Intrusion Detection) è un compiler-
based intrusion detection system che deduce un modello molto preciso delle
sequenze di system call a partire dal binario e dal codice sorgente di un pro-
gramma. Utilizza strumenti statici e dinamici: quelli statici analizzano il codi-
ce sorgente per deﬁnire il comportamento atteso del processo, quelli dinamici
(run-time veriﬁer) controllano il processo stesso durante l'esecuzione sfruttando
il modello deﬁnito staticamente. PAID analizza la sequenza di system call ge-
nerata dal processo monitorato ed introduce tecniche supplementari per ridurre
i falsi positivi/negativi e per migliorare le prestazioni:
1. Il primo modello di identità generato dagli strumenti statici di PAID
è un NDPDA. Questo automa è successivamente raﬃnato, tramite un graph-
traversing algorithm, per ottenere un EFSA (Extended Finite State Automaton)
che permette di ridurre la complessità del parsing delle sequenze di invocazioni.
2. L'analisi statica genera dei vincoli sui valori dei parametri delle chiamate
di sistema che sono utilizzate come contromisura per il mimicry attack a tempo
di esecuzione.
3. Sono introdotte delle notify system call per segnalare al run-time ve-
riﬁer eventi non determinabili dall'analisi statica come, ad esempio, segnali,
caricamento dinamico di moduli ed uso di puntatori a funzione.
4. Sono introdotte staticamente delle null system calls per rendere ulterior-
mente più complesso il mimicry attack. In pratica, queste system call introduco-
no dell' entropia nel ﬂusso di esecuzione del processo monitorato, rendendo più
complessa l'imitazione delle sequenze lecite di invocazioni al sistema operativo.
L'approccio descritto in [43] permette di prevenire l'esecuzione di system call
illegali tramite la costruzione di una tabella, IAT (Interrupt Address Table). In
particolare, l'analisi del binario o del sorgente del programma da monitorare
genera delle coppie <punti di esecuzione ; system call> che sono registrate nella
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IAT. E' segnalato un attacco se la system call generata al punto di esecuzione
i non è coerente con quella memorizzata nella IAT alla posizione F(i). F è una
funzione hash che utilizza come chiave di ricerca il punto di esecuzione i raggiun-
to dal programma monitorato. Per limitare il mimicry attack sono introdotte
anche alcune tecniche di code obfuscation per evitare che un attaccante possa
ricostruire in modo semplice le sequenze di system call valide.
Janus [49] è un ﬁltering sandbox system che deﬁnisce un'architettura costi-
tuita da un modulo per il Kernel (tracing interface) ed un processo Monitor
eseguito in spazio utente. Il Monitor deﬁnisce delle speciﬁche che impongono
vincoli sul ﬁle system, le schede di rete ed i permessi di esecuzione dei processi.
Poiché le system call sono il mezzo principale per alterare lo stato di un sistema,
ad ogni invocazione dell'OS sono controllati i vincoli deﬁniti dal Monitor. In
particolare, la tracing interface s'interpone fra il Kernel ed il processo monito-
rato per intercettare l'esecuzione di system call ad elevato grado di pericolosità
(i.e. open, write e setuid/seteuid). Ogni system call intercettata è trasmessa
al Monitor che eﬀettua i controlli di sicurezza deﬁniti nelle speciﬁche. Anche
questo approccio ha il limite di dover deﬁnire manualmente le speciﬁche e non
garantisce la continuità dell'audit poiché la tracing interface ed il Monitor sono
eseguiti sulla stessa macchina ﬁsica.
Ostia [48] è un system call interposition-based sandbox system che deﬁnisce
un'architettura costituita da agents e da un'emulation library. Ogni agent è
eseguito in spazio utente e deﬁnisce una speciﬁca per un particolare processo
da monitorare. L'emulation library risiede nello spazio di indirizzamento di cia-
scun processo monitorato e converte ogni system call invocata in una richiesta
IPC, destinata ad uno speciﬁco agent. Quando un agent riceve una notiﬁca via
IPC, esegue le operazioni segnalate per conto del processo monitorato se e solo
se esse sono coerenti con le speciﬁche deﬁnite. Come in [49] le speciﬁche degli
agents vincolano le operazioni sul ﬁle system, le schede di rete ed i permessi di
esecuzione dei processi e devono essere scritte manualmente. In questo caso è
molto complesso eludere l'emulation library, ma è possibile escludere o modiﬁ-
care il comportamento degli agents dato che sono in esecuzione sulla macchina
che esegue il processo monitorato.
VtPath [37] adotta un approccio di tipo anomaly detection che osserva gli
indirizzi di ritorno delle chiamate per costruire degli abstract execution path
fra coppie di punti di esecuzione del programma. Viene segnalato un attacco
quando il ﬂusso di esecuzione diﬀerisce dagli abstract execution path registra-
ti. Questa strategia è diﬀerente da quelle viste in precedenza poiché non è
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esplicitamente system-call-driven. Dal punto di vista delle prestazioni, questo
approccio si rivela particolarmente eﬃciente rispetto ai precedenti, ma il suo
limite principale è nuovamente dovuto all'approccio dinamico: è necessaria una
fase di learning per costruire gli abstract execution path e quindi il numero di
falsi positivi può essere elevato. Inoltre, non è garantito alcun isolamento fra il
processo di controllo e quello monitorato.
Esistono anche strumenti compiler-based che non sono generali come i pre-
cedenti, ma che permettono comunque di difendere i processi da determinati
attacchi di redirezione dell'esecuzione. StackGuard [44] e StackShield [45] so-
no estensioni del GCC progettate come contromisura per i Buﬀer Overﬂow.
Entrambi utilizzano la tecnica dei canary word , cioè inseriscono una parola
casuale prima dell'indirizzo di ritorno memorizzato sullo stack. Si segnala un
attacco, basato su buﬀer overﬂow, quando una procedura termina ed il canary
word è diverso da quello generato da StackGuard/StackShield. In questi casi è
possibile interrompere immediatamente l'esecuzione del processo. Ovviamente,
queste patch non proteggono da Stack Overﬂow ed Heap Overﬂow ed è sta-
to dimostrato che può essere abbastanza semplice individuare il canary word
in modo da mantenerlo inalterato durante l'attacco. Inoltre, i programmi da
proteggere devono essere ricompilati poiché queste patch inseriscono controlli
direttamente all'interno dei programmi.
LibSafe [46] è una libreria in grado di catturare ed interpretare le chiamate
a funzioni notoriamente poco sicure. Si interpone fra i processi e la libc in modo
da catturare le invocazioni di funzioni unsafe che possono essere riscritte in mo-
do sicuro o sostituite con altre funzioni safe. Questo approccio paga l'overhead
di dover interpretare ogni chiamata, ma risulta comunque eﬃcace per attacchi
di tipo Format String Overﬂow che sfruttano vulnerabilità delle funzioni di for-
mattazione quali sprintf o fprintf.
Fra gli strumenti utilizzati per l'analisi della memoria, FATKit [39] è un fra-
mework per l'estrazione ed analisi di dati che illustra come può essere eﬀettuato
l'accesso agli spazi di indirizzamento dei processi e del Kernel, sia per il siste-
ma operativo Linux che per Windows, in architetture IA-32. Inoltre, mette a
disposizione degli strumenti per ricercare oggetti all'interno della memoria ana-
lizzata che permettono di ricostruire sezioni di memoria corrotte a partire dalla
deﬁnizione degli oggetti speciﬁcata nel codice sorgente.
[38] descrive tecniche di introspezione della memoria e dei dischi virtuali
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per sistemi operativi paravirtualizzati tramite Xen. La libreria di monitoraggio
proposta illustra come può essere eﬀettuato l'accesso alla tabella delle pagine sia
per i processi che per il Kernel dei GuestOS. Inoltre, implementa alcune funzioni
per accedere ai dischi di I/O virtuali che permettono di eseguire operazioni sui
ﬁlesystem al di fuori del GuestOS stesso quali, ad esempio, la cancellazione e lo
spostamento di ﬁles.
[40] implementa tecniche di debugging per Kernel e processi di GuestOS
eseguiti all'interno di Hardware Virtual Machine, ovvero sistemi operativi non
modiﬁcati che sono eseguiti su architetture con supporto hardware/ﬁrmware al-
la virtualizzazione (Sez. 3.1.4). Descrive un'architettura basata su Xen e GDB
che permette di monitorare il Kernel ed i processi. In particolare, si possono
analizzare i simboli del Kernel e si possono inserire break point all'interno dei
programmi per analizzare la memoria durante l'esecuzione. In caso di Hardware
Virtual Machine, la visione della memoria è diﬀerente rispetto al caso paravir-
tualizzato e necessita, quindi, di una gestione diversa degli indirizzi. L'archi-
tettura proposta sfrutta le proprietà di isolamento oﬀerte dalla tecnologia di
virtualizzazione instanziando due macchine virtuali diﬀerenti:
• La VM Monitorata esegue il processo da controllare ed il GDB-Server.
Quest'ultimo permette di impostare i break-point all'interno del program-
ma da monitorare e comunica con il GDB-Control da cui riceve le opera-
zioni da eseguire.
• La VM di Controllo esegue il GDB-Control ed invia le richieste di control-
lo al GDB-Server. Ad esempio, può richiedere la lettura di determinate
locazioni di memoria appartenenti allo spazio di indirizzamento del pro-
cesso monitorato.
In deﬁnitiva, le strategie di difesa da attacchi ai processi dovrebbero garantire:
1. Controlli accurati limitando i falsi positivi e negativi.
2. Isolamento fra il processo controllore e quello monitorato.
3. Prestazioni ragionevoli.
Lo stato dell'arte attuale, però, si concentra prevalentemente solo su alcuni
aspetti, tendendo ad ignorare principalmente l'isolamento, che è una delle fonti
principali del degrado delle prestazioni. Inoltre, i numerosi approcci dinami-
ci proposti possono generare un numero considerevole di falsi positivi, mentre
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molti approcci statici possono generare falsi negativi [8]. Gli strumenti compiler-
based, invece, individuano solo certe classi di attacchi di redirezione dell'esecu-
zione e, generalmente, possono essere elusi semplicemente.
PsycoTrace adotta un insieme di strategie che deﬁniscono e controllano l'i-
dentità di un processo in modo da limitare i falsi positivi/negativi ed utilizza la
tecnologia di virtualizzazione per garantire l'isolamento dei processi ed ottenere,
nel contempo, buone prestazioni.
L'identità di un processo è deﬁnita tramite una metodologia statica basata
sull'analisi del codice sorgente per generare una grammatica libera da contesto.
Questa grammatica speciﬁca, in modo accurato, le sequenze legali di system
call che il processo monitorato può generare e permette, quindi, di riconosce-
re un ampio spettro di attacchi di redirezione dell'esecuzione. Inoltre, grazie
all'analisi statica, la grammatica può essere arricchita prevedendo asserzioni,
o invarianti, sul valore dei parametri delle chiamate di sistema e, in generale,
sulle variabili del programma. Di conseguenza, l'approccio di deduzione statica
dell'identità permette di limitare considerevolmente i falsi positivi, mentre l'a-
dozione di una context-free grammar e la valutazione degli invarianti riducono
i falsi negativi, introducendo una contromisura eﬃcace per il mimicry attack
[8]. Inoltre, PsycoTrace utilizza la tecnologia di virtualizzazione per sfruttare le
proprietà di isolamento e di introspezione che essa oﬀre. Infatti, sono adottate
tecniche di introspezione per accedere alle locazioni di memoria coinvolte nella
valutazione degli invarianti ed è possibile anche valutare lo stato di altre risorse
virtuali come, ad esempio, la CPU. Sempre grazie alla tecnologia di virtua-
lizzazione adottata, PsycoTrace implementa un'architettura di controllo molto
robusta poiché la macchina di introspezione/controllo è isolata dalla macchina
monitorata, senza arrivare, però, ad una separazione a livello hardware. In que-
sto modo, è possibile ottenere l'isolamento fra il processo di controllo e quello
monitorato mantenendo buone prestazioni e garantendo l'integrità dell'attività
di audit.
14
Capitolo 3
Virtualizzazione e Xen
Questo capitolo introduce e descrive il concetto di virtualizzazione presentando
i vantaggi e le principali problematiche che esso pone. Inoltre, tratta il Xen
Virtual Machine Monitor [7] che è la tecnologia di virtualizzazione utilizzata
per realizzare PsycoTrace.
Gli aspetti implementativi descritti nel seguito fanno riferimento principal-
mente all'architettura x86 32-bit poiché il prototipo è stato implementato per
questo tipo di architettura.
3.1 Virtualizzazione
In informatica la virtualizzazione [2] è un concetto molto vasto che si riferisce,
in generale, all'astrazione di una determinata risorsa. La virtualizzazione intro-
duce il concetto di Virtual Machine (VM), ovvero un meccanismo di astrazione
che presenta un'interfaccia di più alto livello verso le risorse della macchina
sottostante che può essere ﬁsica o virtuale a sua volta.
Teoricamente, ogni risorsa hardware o software può essere virtualizzata, co-
me i sistemi operativi, la memoria o i dischi rigidi. In generale, una tecno-
logia di virtualizzazione implementa un livello intermedio, detto software di
virtualizzazione, che può interporsi fra due dei livelli mostrati in Fig. 3.1.
Negli ultimi anni, c'è stato un rinnovato interesse per le tecnologie di vir-
tualizzazione a livello hardware soprattutto perché permettono di eseguire
concorrentemente diverse istanze di sistemi operativi sulla stessa macchina ﬁsica.
Ad esempio, è possibile eseguire Linux, Windows e FreeBSD in concor-
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renza sulla stessa macchina, instanziando degli ambienti di esecuzione virtua-
li, le Virtual Machines (VMs), che mettono a disposizione dei livelli supe-
riori un'interfaccia virtuale per la gestione condivisa delle risorse hardware
sottostanti.
Figura 3.1: Visione a livelli del Calcolatore
I Sistemi Operativi ospiti, detti anche Guest Operating System (GuestOS),
vengono installati ed eseguiti all'interno delle VMs che, dunque, incapsulano
completamente lo stato di un host.
I beneﬁci principali oﬀerti dalla tecnologia di virtualizzazione sono:
• Consolidamento (Fig. 3.2a): più macchine ﬁsiche sottosfruttate possono
essere consolidate in un'unica macchina ﬁsica eseguendo i sistemi operativi
su diﬀerenti VMs.
• Migrazione (Fig. 3.2b): una VM può migrare tra diverse macchine ﬁsiche,
ad esempio per facilitare il bilanciamento del carico tra macchine diverse.
• Isolamento (Fig. 3.2c): ogni macchina virtuale è isolata dalle altre. Non
è possibile che le VMs interferiscano fra loro ed è più complesso violare i
meccanismi di protezione implementati dal VMM. Le interazioni fra com-
ponenti software critici possono essere controllate instanziando più VMs,
ovvero i componenti possono essere isolati su macchine virtuali diverse in
modo tale che la compromissione di un processo, e quindi di una VM, non
si ripercuota immediatamente sulla sicurezza oﬀerta dalle altre VMs.
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Figura 3.2: Beneﬁci della virtualizzazione
3.1.1 Virtual Machine Monitor
Il Virtual Machine Monitor (VMM) è un livello intermedio che permette di
eseguire concorrentemente più OS sulla stessa macchina ﬁsica in modo indipen-
dente ed isolato. Questo software di virtualizzazione, detto anche Hypervisor
[7], ha il compito di creare, gestire e controllare le Virtual Machines.
Si possono individuare due tipi principali di VMM:
• Type-I VMM o Unhosted VMM: il software di virtualizzazione si interpone
fra il livello hardware/ﬁrmware della macchina e il Sistema Operativo. Xen
è un esempio di questa tecnologia.
• Type-II VMM o Hosted VMM: il software di virtualizzazione è a sua volta
un processo all'interno di un Sistema Operativo. Il VMM si interpone tra
il sistema operativo e le applicazioni che esso esegue. User Mode Linux
(UML) [12] è un esempio di questa tecnologia.
L'architettura tipica dei Type-I e Type-II VMM è mostrata in Fig. 3.3.
Il VMM è in grado di gestire lo stato di ogni sistema operativo in esecuzione
nelle VMs, in modo simile a come un sistema operativo tradizionale tiene traccia
dello stato dei processi. Infatti, il VMM può creare più macchine virtuali su
una singola macchina reale e permette di eseguire i programmi scritti per la
macchina ﬁsica poiché esporta la stessa interfaccia deﬁnita dal livello hardware
17
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Figura 3.3: Type-I VMM e Type-II VMM
sottostante. Quindi, un componente software eseguito su una macchina virtuale
si comporta come se fosse eseguito direttamente sull'architettura ﬁsica e come
se ne avesse pieno controllo.
Nel caso dei Type-I VMM, la performance eﬀettiva di un GuestOS è mol-
to vicina a quella nativa, cioè a quella che si può ottenere senza utilizzare il
sofware di virtualizzazione. L'interfaccia virtuale è identica, o molto simile, a
quella reale e questo permette di ridurre l'overhead dovuto al trasferimento delle
richieste fra le due interfacce. Il VMM interviene solamente quando deve pren-
dere controllo della macchina virtuale, ad esempio per mantenere l'isolamento
tramite la gestione degli spazi d'indirizzamento del GuestOS e dei processi in
esecuzione. Negli altri casi, la VM utilizza le risorse in modo diretto poiché le
istruzioni non privilegiate possono essere eseguite direttamente sulla macchina
reale.
Inoltre, la dimensione ridotta, in termini di numero di istruzioni, di un
VMM rispetto ad un sistema operativo moderno, rende il VMM stesso più eﬃ-
ciente nell'esecuzione delle operazioni e permette di veriﬁcarne formalmente la
correttezza.
3.1.2 Livelli di privilegio
I processori dell'architettura IA32 supportano politiche di protezione che uti-
lizzano il concetto di ring. Ad ogni ring è associato un valore di 2 bit che
rappresenta il livello di privilegio.
Il software eseguito a ring-0 gode dei privilegi più elevati, mentre quello
eseguito a ring-3 possiede i privilegi più bassi (Fig. 3.4). Ad esempio, il livello
di privilegio è fondamentale per eseguire istruzioni privilegiate senza causare
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Figura 3.4: Livelli di privilegio
eccezioni. Solitamente i sistemi operativi x86-Compatible sono eseguiti a ring-
0, mentre le applicazioni vengono eseguite a ring-3. Normalmente, ring-1 e
ring-2 non vengono utilizzati.
Ovviamente, un VMM non può permettere che un GuestOS sia eseguito a
ring-0. Dunque, si utilizza la tecnica del Ring Deprivileging [15] che permette
di eseguire un GuestOS ad un livello di privilegio più alto.
Esistono due modelli principali:
1. 0/1/3: i GuestOS vengono eseguiti a ring-1, mente le applicazioni sono
eseguite a ring-3.
2. 0/3/3: sia i GuestOS che le applicazioni sono eseguite a ring-3.
3.1.3 Full Virtualization e Paravirtualization
Si possono distinguere due modalità di virtualizzazione:
1. Full Virtualization (virtualizzazione completa): il sistema operativo ospi-
te può essere eseguito all'interno di una VM creata dall'Hyperisor senza
alcuna modiﬁca al Kernel.
2. Para-virtualization (para-virtualizzazione): il sistema operativo ospite de-
ve essere modiﬁcato per poter essere eseguito da una VM.
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Nella full virtualization, il VMM esporta un'interfaccia virtuale del tutto identi-
ca all'hardware sottostante. In questo caso, il VMM è più complesso rispetto alla
seconda modalità e deve adottare tecniche quali la dynamic recompilation [14]
o la binary translation [13], per catturare ed eseguire le operazioni privilegiate
richieste dal GuestOS.
Nella para-virtualization, il VMM esporta un'interfaccia simile, ma non iden-
tica, all'hardware sottostante. E' necessario modiﬁcare il codice del GuestOS
per eﬀettuare la comunicazione con l'Hypervisor, ma non è richiesta alcuna
modiﬁca al codice dei programmi eseguiti. Il vantaggio principale di questa
modalità è che permette di ottenere performance molto elevate, generalmente
superiori a quelle ottenibili dalla virtualizzazione completa. Di contro, il limite
di questo approccio è il numero di sistemi operativi che possono essere eseguiti
poiché si possono utilizzare solo gli OS di cui è possibile modiﬁcare il codice.
3.1.4 HVM: Supporto hardware alla virtualizzazione
Considerati i limiti della virtualizzazione completa e della para-virtualizzazione,
AMD ed Intel hanno sviluppato propri supporti hardware/ﬁrmware a questa tec-
nologia che sono denominati, rispettivamente, Intel Virtualization Technology
(Intel-VT) e AMD Paciﬁca Virtualization Technology (AMD-VT). Queste tec-
nologie introducono nuove istruzioni che permettono di non modiﬁcare il codice
del GuestOS o eseguire dynamic/binary recompilation/translation. L'introdu-
zione di nuove istruzioni nel set d'istruzioni del processore permette, di fatto,
di eseguire un ampio numero di sistemi operativi sul VMM ottenendo elevate
prestazioni. Se si adottano queste tecnologie, si fa riferimento alle macchine
virtuali con il termine di Hardware Virtual Machine (HVM).
3.1.4.1 Esempio: Intel VT-x
Intel ha sviluppato due tecnologie di supporto hardware/ﬁrmware alla virtua-
lizzazione:
• VT-x: estende il set di istruzioni sui processori IA-32.
• VT-i: estende il set di istruzioni sui processori della famiglia Itanium.
La tecnologia VT-x [15] introduce due nuove modalità di esecuzione del proces-
sore:
• VMX root operation.
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• VMX non-root operation.
La prima riproduce il comportamento dei processori IA-32 senza VT-x ed è la
modalità di funzionamento speciﬁca per il VMM.
La seconda fornisce un ambiente di esecuzione controllato da un VMM e viene
utilizzata per sempliﬁcare la creazione e la gestione delle macchine virtuali. I
quattro livelli di privilegio sono utilizzati in entrambe le modalità.
Questa tecnologia sfrutta principalmente l'introduzione di una struttura da-
ti, la Virtual Machine Control Structure (VMCS), che contiene due campi
principali:
1. Guest-state Area: salva lo stato del processore associato ad una macchina
virtuale.
2. Host-state Area: salva lo stato del processore associato al VMM.
La commutazione degli stati del processore è associata a due transizioni:
1. VM_Entry: salva lo stato del VMM nell'area Host-state e carica lo stato
del processore dall'area Guest-state.
2. VM_Exit: salva lo stato del processore associato ad una macchina virtuale
nell'area Guest-state e carica lo stato del processore dall'area Host-state.
Alcune istruzioni privilegiate come, ad esempio, l'aggiornameno della tabella
delle pagine di un processo, causano una VM_Exit che riporta in esecuzione il
VMM per gestire l'operazione. A seconda dell'implementazione dell'Hypervisor,
la VM_Exit può essere abilitata/disabilitata per alcune istruzioni.
3.2 Xen
Xen è un Type-I VMM Open-Source nato come progetto di ricerca all'Università
di Cambridge [10]. Attualmente è giunto alla versione 3.1.0 ed è sviluppato
principalmente dalla XenSource Foundation che riceve contributi da parte di
importanti aziende del settore informatico quali Intel, IBM, Hp e Novell.
Xen è basato sul modello di ring-deprivileging 0/1/3 e supporta architet-
ture a 32 e 64 bit. E' stato inizialmente sviluppato per supportare la para-
virtualizzazione ma, dalla versione 3.0, è stato introdotto anche il supporto alla
full virtualization tramite l'uso delle tecnologie Intel-VT ed AMD-VT. Quindi,
è attualmente possibile eseguire Microsoft Windows come GuestOS ottenendo
ottimi livelli di performance.
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XenEnterprise e XenServer rappresentano le due versioni commerciali di Xen
che implementano soluzioni di virtualizzazione ad elevate prestazioni per sistemi
operativi *NIX e Windows.
3.2.1 Architettura di Xen
L'hypervisor implementa delle API che permettono di controllare i GuestOS che
possono interagire direttamente o indirettamente con il livello hardware/ﬁrm-
ware sottostante.
In Xen, le macchine virtuali prendono il nome di domini (domains) e possono
essere di due tipi:
1. Domain-0 (Dom0) o Control Domain: rappresenta una Privileged Virtual
Machine che gestisce e controlla gli altri domini utilizzando laManagement
API e il Management Code.
2. Domain-U (DomU) o XenVM: sono le virtual machine in cui vengono
eseguiti i GuestOS.
In Fig. 3.5 è mostrata l'architettura complessiva di Xen.
Figura 3.5: Architettura di Xen
Dom0 viene avviato automaticamente al boot della macchina ed è abilitato
a gestire la schedulazione delle CPU virtuali assegnate ai domU, l'allocazione
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della memoria e l'accesso ai device ﬁsici come, ad esempio, i dischi e le schede
di rete.
La Virtual Hardware API permette di gestire le risorse hardware e deﬁnisce
le seguenti risorse virtuali:
• Virtual Network Interfaces (VIFs)
• Virtual Firewall e Routers (VFRs)
• Virtual Block Devices (VBDs)
Ad ogni risorsa è associata un'Access Control List (ACL) che speciﬁca se un
determinato domU può accedere alla risorsa e quali sono i permessi che può
utilizzare. Di seguito, sono elencate alcune operazioni che Dom0 può eﬀettuare
tramite strumenti di controllo implementati a livello utente:
• Creare, distruggere, mettere in pausa e riavviare i domU.
• Creare e distruggere i device di I/O virtuali.
• Monitorare l'attività di rete.
• Monitorare le performance dell'intera macchina o di un singolo dominio.
• Migrare i domU da un macchina ﬁsica ad un'altra durante l'esecuzione
(migrazione a caldo).
L'interazione fra i domU e l'hypervisor avviene tramite le hypercalls, cioè un
meccanismo di comunicazione sincrono che permette di eﬀettuare una trap a
Xen quando i domini tentano di eseguire operazioni privilegiate. L'hypercalls
interface è deﬁnita nelle Virtual Hardware API e permette di modiﬁcare il livello
di privilegio corrente, da Ring-1 a Ring-0, tramite un meccanismo simile a quello
delle system calls.
L'hypervisor interagisce con i domini in modo asincrono, emulando un mecca-
nismo simile a quello delle interruzioni. In questo modo, Xen può rispondere ad
una richiesta, segnalata da un domU, via hypercall o inviare notiﬁche asincrone
di controllo alle xenVM come, ad esempio, l'arresto o la pausa.
Le strutture dati per la comunicazione tra dom0 ed un domU e il meccanismo
di emulazione delle interruzioni verranno descritti più dettagliatamente nel Par.
3.2.5.
3.2.2 Virtualizzazione della CPU
Come descritto in precedenza, gli OS x86-Compatible sono sviluppati in modo
da essere eseguiti direttamente sull'architettura hardware/ﬁrmware a ring-0.
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Alcuni VMM per architetture x86 adottano il modello di ring deprivileging 0/3/3
che prevede l'esecuzione dei GuestOS e delle applicazioni allo stesso livello di
privilegio. Questo schema, però, provoca una perdita di prestazioni a causa
del continuo intervento del VMM per trasferire indirettamente il controllo fra
il domU e le sue applicazioni. Inoltre, anche i meccanismi di isolamento e
protezione sono necessariamente più complessi e meno ﬂessibili.
Per garantire più facilmente l'isolamento e la protezione fra i domU e le
applicazioni senza permettere ai GuestOS di eﬀettuare direttamente operazioni
privilegiate, Xen utilizza il modello di ring-deprivileging 0/1/3: i GuestOS sono
modiﬁcati per girare a ring-1, mentre le applicazioni continuano a girare a ring-3.
Quindi, Xen para-virtualizza i sistemi operativi guest in modo tale che quando
viene richiesta un'operazione privilegiata, il processore generi un'eccezione che
trasferisce il controllo a Xen.
I valori dei registri della CPU sono salvati in unVirtual CPU-Context (VCPU-
C) associato a ciascun dominio. Quando viene schedulato un domU, i valori
correnti vengono salvati all'interno del VCPU-C che, dunque, viene utilizzato
per ripristinare lo stato del processore nel momento in cui il VMM deve tornare
a gestire il dominio.
Gli handlers delle eccezioni come, ad esempio, le system calls e i fault di pa-
gina sono registrati in una Trap Table, ovvero una struttura dati privata di ogni
dominio che contiene i puntatori alle routine di gestione. Tramite l'hypercall
set_trap_table i domini registrano la tabella dei gestori delle eccezioni con
Xen che controlla il codice degli handlers per veriﬁcare che non contenga sezioni
di codice eseguite a ring-0.
Nello speciﬁco, Xen tratta diversamente le system calls dai fault di pagina:
• System calls: tramite la Trap Table, Xen valida la richiesta di una system
call ma non la esegue per conto del domU. La chiamata di sistema viene
eseguita direttamente a ring-1.
• Page fault: la gestione della tabella delle pagine avviene ad opera dell'hy-
pervisor a livello di privilegio ring-0, come descritto nella Sez. 4.2.
3.2.3 Virtualizzazione della Memoria
Dal punto di vista delle prestazioni e per la complessità dell'implementazione,
la virtualizzazione della memoria rappresenta l'aspetto più complesso e critico
nello sviluppo del VMM. Nel seguito, distinguiamo i seguenti aspetti:
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• Gestione della memoria ﬁsica: l'hypervisor deve evitare la frammenta-
zione e mantenere compatibilità con gli OS sviluppati per architettura
x86.
• Gestione della memoria virtuale: l'hypervisor deve minimizzare l'overhead
nelle commutazioni di contesto con l'hypervisor.
• Gestione delle Page Tables: per soddisfare la proprietà di isolamento,
l'hypervisor deve garantire che più macchine virtuali non possano accedere
alle stesse aree di memoria, validando ogni accesso critico. Quindi, tutti gli
accessi che modiﬁcano la mappa di memoria di un processo eseguito da un
GuestOS devono essere intercettati dal VMM per garantire che i processi
lavorino esclusivamente sugli spazi d'indirizzamento ad essi assegnati.
3.2.4 Gestione della memoria ﬁsica e virtuale
Dal punto di vista della memoria ﬁsica, Xen instanzia un modello di allocazione
diverso a seconda dell'architettura hardware, come riportato in Fig. 3.6.
Figura 3.6: Allocazione memoria ﬁsica x86 32-bit PAE e non-PAE
Per ogni VM, Xen deﬁnisce una quantità massima di memoria ﬁsica che può
essere occupata. L'hypervisor utilizza il cosiddetto ballon driver per allocare
dinamicamente la memoria necessaria durante l'esecuzione di un GuestOS. Que-
sto meccanismo utilizza un processo speciale che è eseguito da ciascun domU
e che permette di allocare memoria ﬁno al raggiungimento della quota massima
deﬁnita. In questo modo, si può utilizzare al meglio la memoria ﬁsica della
macchina minimizzando la frammentazione ma, di contro, è molto complesso
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assegnare porzioni contingue di memoria ﬁsica ai GuestOS. Quindi, Xen non
garantisce che le pagine ﬁsiche siano contigue e ciò impedisce il corretto fun-
zionamento della maggior parte degli OS x86-Compatible che richiedono tale
condizione.
Per risolvere questo problema, sono stati deﬁniti due spazi di indirizzamento
diﬀerenti:
• Machine Memory : memoria ﬁsica totale di un host.
• Pseudo-Physical Memory : è un'astrazione dellaMachine Memory che per-
mette ai GuestOS di comportarsi come se avessero a disposizione pagine
di memoria ﬁsica contigue.
Per mantenere il corretto mapping fra i due spazi di indirizzamento sono state
deﬁnite due tabelle:
• Machine-to-Physical (M2P): mappa le pagine della machine memory in
quelle della pseudo-physical memory ed ha dimensione proporzionale alla
memoria ﬁsica.
• Physical-to-Machine (P2M): esegue la mappatura inversa alla precedente
ed ha dimensione proporzionale alla memoria allocata al dominio. Ogni
dominio possiede una propria copia di questa tabella.
Dal punto di vista della memoria virtuale, Xen occupa i primi 64MB dello spazio
di indirizzamento virtuale di ogni processo, come mostrato in Fig. 3.7. Ciò è
necessario per evitare una perdita elevata di prestazioni dovuta alla gestione
hardware del Translation Lookaside Buﬀer (TLB) per architetture x86.
Figura 3.7: Memoria virtuale dei processi in Xen
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In particolare, poiché l'invalidazione del TLB e i conseguenti accessi in me-
moria principale sono una delle fonti principali del degrado delle prestazioni,
l'allocazione descritta permette di non invalidare il TLB ad ogni cambio di
contesto con l'Hypervisor.
La Sez. 6.1.5 descrive dettagliatamente la gestione dell'emulazione del TLB.
Ovviamente, la regione di memoria riservata a Xen, sia a livello ﬁsico che vir-
tuale, non è accessibile o rimappabile dai GuestOS. Questo tipo di protezione è
implementata tramite segmentazione.
3.2.4.1 Gestione delle Page Tables
La gestione delle tabelle delle pagine (PT) di un GuestOS è uno dei problemi
più critici dal punto di vista delle prestazioni del VMM. Esistono due approcci
principali alla virtualizzazione delle PT:
1. Shadow Page Tables.
2. Gestione diretta delle PT da parte dei GuestOS.
La prima tecnica prevede che ogni GuestOS possieda delle PT virtuali (VPT)
non direttamente visibili all'MMU. L'Hypervisor è responsabile di catturare gli
accessi ad una VPT, validarli e propagare i cambiamenti alla PT reale, detta
shadow poiché nascosta ai GuestOS. Questo meccanismo sempliﬁca i controlli
di correttezza sugli aggiornamenti delle PT, ma incrementa i costi di alcune
operazioni del GuestOS come, ad esempio, la creazione di un nuovo spazio
di indirizzamento. Per OS non-paravirtualizzabili (i.e. Microsoft Windows),
Xen adotta la tecnica delle Shadow Page Tables. Tale tecnica è tipicamente
adottata anche da VMs Complete come, ad esempio, VMWARE [16].
La gestione diretta delle PT è più eﬃciente per OS paravirtualizzabili poiché
è possibile modiﬁcare i GuestOS allo scopo di catturare direttamente i tentativi
di accesso alle PT reali. In questo modo, i GuestOS hanno solamente accesso
in lettura ad una PT ed ogni volta che devono aggiornare una tabella o crearne
una nuova, invocano l'Hypervisor che aggiorna le PT del dominio.
In alternativa, è anche possibile dare l'illusione ai GuestOS che una determi-
nata PT sia scrivibile. Al momento della scrittura in una pagina appartenente
alle PT, viene eseguita una trap a Xen che rimuove temporaneamente la pagina
dalla PT, controlla che l'operazione sia valida e reinserisce la pagina in modo
che possa essere utilizzata dal GuestOS [10].
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L'aggiornamento delle PT deve essere, quindi, validato dall'Hypervisor per
veriﬁcare le due seguenti proprietà:
• I processi appartenenti ad un determinato dominio possono accedere solo
alle proprie PT.
• Gli aggiornamenti delle entrate di una PT devono essere validi.
E' possibile richiedere più aggiornamenti delle PT in modo da invocare l'Hy-
pervisor una sola volta per ridurre l'overhead associato e soddisfare tutte le
richieste.
3.2.4.2 Esempio: gestione dei Page Fault
La procedura descritta nel seguito è valida per l'architettura x86 32-bit con
Regular Paging e sotto l'ipotesi di dover allocare una nuova Page Table (Cap.
6). In caso di PAE, la procedura può, oltre ad eseguire le azioni precedenti,
dover aggiornare anche un'entrata del livello PDPT.
Figura 3.8: Gestione dei Page Fault in Xen
Quando l'accesso alla PT di un processo genera un Page Fault, viene trasfe-
rito il controllo all'Hypervisor che aggiorna le Page Tables (Fig. 3.8) eseguendo
le seguenti azioni:
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1. Notiﬁca al GuestOS la ricezione del Page Fault e imposta in modalità read-
only la regione di memoria dedicata alle strutture dati per la traslazione
dell'indirizzo. La notiﬁca avviene tramite la struttura dati Trap Table,
collegata al GuestOS via set_trap_table().
2. Veriﬁca il Page Fault.
3. Predispone l'aggiornamento delle PT con le seguenti azioni:
• Alloca una nuova pagina per le Page Tables (get_page()).
• Traduce l'indrizzo pseudo-ﬁsico della pagina allocata in un indirizzo
ﬁsico tramite la tabella P2M. Le entrate dei livelli di paginazione
contengono indirizzi ﬁsici e devono essere aggiornati dal VMM.
4. Aggiorna, mediante l'hypercall mmu_update(), il valore dell'entrata della
PD del GuestOS con l'indirizzo base della nuova Page Table.
5. Assegna la pagina alla Page Table del GuestOS che ha generato il Page
Fault tramite l'hypercall mmuext_op che utilizza la macro MMUEXT_PIN_
L2_TABLE. Questa macro può essere usata per gestire anche ulteriori
livelli di paginazione.
6. Aggiorna l'entrata della PT con l'indirizzo ﬁsico della pagina richiesta.
3.2.5 Virtualizzazione dei dispositvi di I/O
Xen astrae i dispositvi mediante due livelli di drivers:
• Front-end driver: viene eseguito dai domU.
• Back-end driver: viene eseguito da dom0.
Il front-end driver fornisce al GuestOS un'interfaccia uguale a quella reale per
accedere al dispositivo, riceve le richieste dal sistema operativo guest e le rei-
noltra al back-end driver che ha la responsabilità di soddisfare le richieste di
I/O dopo aver veriﬁcato la politica di sicurezza deﬁnita per il device. Quando
il dispositivo ha terminato l'operazione richiesta, il back-end driver segnala al
GuestOS, tramite il front-end driver, che i dati sono pronti.
I drivers comunicano mediante memoria condivisa e utilizzano un event
channel come canale di segnalazione. Per trasferire i dati di I/O da e ver-
so i domini, Xen utilizza dei descriptor rings che identiﬁcano blocchi conti-
gui di memoria ﬁsica allocata dal dominio e sono gestiti secondo un protocollo
produttore-consumatore.
29
CAPITOLO 3. Virtualizzazione e Xen
3.2.6 Event-Channel e XenStore
In Xen, gli Event-Channel emulano il meccanismo delle interruzioni, ovvero per-
mettono la trasmissione asincrona di notiﬁche ai domini. I domini associano ad
ognuno degli eventi una funzione callback tramite l'hypercall set_callbacks.
Xen ha il compito di stabilire, per ogni interruzione, a quale dominio essa è
indirizzata [10].
Per ogni dominio viene creata una bitmap, con un bit associato ad ogni
evento, che Xen setta ogni volta che deve essere notiﬁcato il sistema operativo.
Dunque, quando viene eseguita la procedura di gestione per uno speciﬁco evento
viene resettato il bit corrispondente all'interno della bitmap.
Inoltre, è deﬁnito anche un ﬂag che speciﬁca se l'evento corrispondente deve
essere mascherato o meno e che viene utilizzato per emulare la disabilitazione
delle interruzioni di un processore.
XenStore è un database condiviso che consente di scambiare informazioni
di conﬁgurazione fra dom0 e le XenVMs. E' organizzato come un namespace
gerarchico in cui ogni dominio possiede un proprio directory tree dove sono
memorizzate tutte le informazioni di conﬁgurazione. Inoltre, il kernel di un
GuestOS può utilizzare XenStore per scambiare altre informazioni con il dom0
aggiornando i dati presenti nel proprio albero delle directory.
Quindi, esiste un meccanismo di notiﬁca che permette di segnalare le mo-
diﬁche al dom0. Principalmente, il privileged domain utilizza XenStore per
segnalare cambiamenti di conﬁgurazione ai domU, senza che questi debbano
essere necessariamente riavviati.
Ad esempio, può essere possibile cambiare l'astrazione del CD-Rom device
passando dall'uso del dispositivo ﬁsico ad un ﬁle ISO.
Per ogni dominio, le directory principali contenute in XenStore sono:
• /vm: contiene tutte le informazioni di conﬁgurazione del dominio come il
numero di cpu virtuali assegnate, la quantità massima di memoria ﬁsica
occupabile, il nome e l'ID permanente (uuid).
• /local/domain/<dom_id>: contiene le informazioni di conﬁgurazione che
possono variare a tempo di esecuzione di un dominio. Ad esempio, durante
la migrazione alcune informazioni possono cambiare come l'ID o i puntato-
ri ai gestori delle eccezioni nella Trap Table. Si utilizza questo namespace
per scambiare anche altre informazioni fra il domU e il dom0. Le primiti-
ve xenbus_transaction_start e xenbus_transaction_end sono
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utilizzate per aprire una sessione di scambio dati fra il domU e il dom0,
mentre la primitiva xenbus_write è utilizzata per scrivere all'interno
del namespace.
• /tool: contiene informazioni sui tools di gestione (Management Code).
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Capitolo 4
Grammatiche formali e Bison
Questo capitolo riassume i concetti generali relativi alle grammatiche formali.
In particolare, sono trattate le context-free grammar poiché sono utilizzate da
PsycoTrace per descrivere il comportamento normale, o identità, del processo
da monitorare. Inoltre, le metodologie di analisi sintattica descritte nel seguito
saranno utili per comprendere il funzionamento di Bison che è stato utilizzato
in PsycoTrace come generatore di parser per grammatiche libere da contesto.
4.1 Grammatiche formali
Una grammatica formale è una struttura astratta che descrive un linguaggio
formale tramite un insieme di regole che trasformano o riscrivono stringhe. Una
grammatica G è deﬁnita da una tupla <N, T, R, S>:
• N: insieme ﬁnito di simboli non-terminali della grammatica.
• T: insieme ﬁnito di simboli terminali della grammatica, disgiunto da N.
• R: insieme di regole di produzione. Ogni regola è costituita da un lato
sinistro (left-hand-side) ed un lato destro (right-hand-side). In generale,
hanno la seguente forma: [stringa in (N
⋃
T)* → stringa in (N ⋃ T)*],
left-hand-side 6= .
• S: simbolo di partenza (assioma) per le derivazioni sintattiche.
Il linguaggio generato da una grammatica formale G = <N, T, R, S>, è denotato
come L(G) e deﬁnisce tutte le stringhe che possono essere generate su T a partire
dal simbolo S ed applicando iterativamente le regole produttive di R ﬁno a
32
CAPITOLO 4. Grammatiche formali e Bison
quando sono stati elisi i simboli non-terminali. T rappresenta l'insieme delle
parole (lessico) di L(G).
Negli anni 50, Noam Chomsky ha classiﬁcato le grammatiche in quattro tipi
principali deﬁnendo la cosiddetta Gerarchia di Chomsky (Tab. 4.1):
• TYPE-0 (Grammatiche illimitate): include tutte le grammatiche formali.
Le regole di produzione possono avere qualsiasi forma, ma il lato sinistro
non deve essere vuoto: Φ → Ω tale che Ω \ Φ = . Queste grammatiche
generano linguaggi che possono essere riconosciuti da una Macchina di
Turing (linguaggi ricorsivamente enumerabili).
• TYPE-1 (Grammatiche Sensibili al Contesto, Context-Sensitive): genera-
no linguaggi sensibili al contesto. Queste grammatiche hanno regole della
forma αAβ → αΦβ, con A simbolo non-terminale e α, β e Φ stringhe di
simboli terminali e non-terminali. Le stringhe α e β possono anche essere
vuote, mentre Φ non deve esserlo. La regola di produzione S →  è per-
messa se e solo se S non compare nel lato destro delle regole di produzione.
Queste grammatiche generano linguaggi che possono essere riconosciuti da
un Automa Lineare Limitato (Linear Bounded Automaton, LBA), ovvero
una Macchina di Turing non deterministica in cui il nastro è limitato dalla
lunghezza dell'input.
• TYPE-2 (Grammatiche Libere da Contesto, Context-Free, CFG): genera-
no linguaggi liberi dal contesto. Queste grammatiche hanno regole della
forma A → γ, con A simbolo non-terminale e γ una stringa di simbo-
li terminali e non-terminali, anche vuota. Queste grammatiche generano
linguaggi che possono essere riconosciuti da un Automa a Pila Non De-
terministico (Non-Deterministic PushDown Automaton, NDPDA). Rego-
le con questa forma sono espresse con un formalismo anche noto come
notazione BNF (Backus-Naur Form).
• TYPE-3 (Grammatiche Lineari o Regolari): generano linguaggi lineari,
detti anche regolari. Queste grammatiche hanno regole della forma A→ x
o A→ xB o A→ Bx, con A e B simboli non-terminali e x simbolo termi-
nale. La regola S →  è permessa se e solo se S non compare nel lato destro
delle regole di produzione. Queste grammatiche generano linguaggi rico-
nosciuti da un Automa a Stati Finiti (Finite State Automaton, FSA) che
può essere deterministico (DFA) o non deterministico (NFA). Inoltre, que-
sta famiglia di linguaggi formali può essere descritta anche da espressioni
regolari.
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Grammatica Linguaggio Automa Regole
Type-0
Ricorsivamente
enumerabile
Macchina di
Turing
Nessuna
restrizione
Type-1
Sensibile al
contesto
LBA αAβ → αΦβ
Type-2
Libero da
contesto
PDA/NDPDA A→ γ
Type-3 Lineare/Regolare DFA,NFA
A→ x o
A→ xB o
A→ Bx
Tabella 4.1: Gerarchia di Chomsky
Questa classiﬁcazione mostra che ciascuna categoria di linguaggio o gram-
matica è un sottoinsieme della categoria direttamente superiore. Dunque, ogni
grammatica regolare è libera da contesto che, a sua volta, è sensibile al conte-
sto. Le inclusioni fra queste categorie sono proprie, ovvero esistono grammatiche
sensibili al contesto che non sono context-free e grammatiche libere da contesto
che non sono regolari.
4.1.1 Grammatiche Context-Free
La classe delle grammatiche context-free è particolarmente importante perché
permette di descrivere molti aspetti dei linguaggi di programmazione che non
possono essere rappresentati esclusivamente da espressioni regolari. Ad esempio,
tramite una CFG è possibile esprimere la sequenza di parentesi bilanciate di un
linguaggio o validare sequenze di if ed else deﬁnite dal programmatore. In
C, come in altri linguaggi di programmazione, le clausole if ed else possono
apparire in forma bilanciata o sbilanciata.
Una CFG che genera sequenze ammissibili di if ed else è la seguente:
S →  | SS | if S | if S else S
Ad esempio, la grammatica genera sequenze lecite quali if else if else o if if else
o if else if, ma non else if o if else else.
In generale, le grammatiche libere da contesto sono in grado di modellare
correttamente invocazioni ricorsive, anche di mutua ricorsione, mentre ciò non
è possibile per le grammatiche inerentemente regolari.
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4.1.1.1 Alberi di Derivazione (Parse Tree)
Il modo più semplice di generare una stringa da una grammatica è quello di
costruire un albero di derivazione.
Data una grammatica CFG G = <N, T, R, S>, un parse tree di G è un
albero in cui i nodi sono etichettati con simboli della grammatica ∈ N ⋃ T e
sono rispettati i seguenti vincoli:
• La radice è etichettata con il simbolo iniziale S.
• Ogni foglia dell'albero è etichettata con un simbolo terminale.
• Ogni nodo interno dell'albero è etichettato con un simbolo non-terminale
A i cui ﬁgli, da sinistra verso destra, sono etichettati con i simboli X1...
Xn presenti al lato destro di una produzione A → X1... Xn.
Una stringa w data, appartiene alla grammatica G se può essere ricostruita
concatenando le foglie dell'albero sintattico da sinistra verso destra. Quindi,
queste strutture mostrano, in modo non ambiguo, come i simboli di una stringa
terminale sono raccolti in sottostringhe, ciascuna appartenente alle produzioni
associate ai simboli non-terminali della grammatica G. In Fig. 4.2 è mostrato
un esempio.
4.1.1.2 Derivazioni Sintattiche e Forme Sentenziali
Il concetto di derivazione è alternativo a quello dei parse tree, ma viene parti-
colarmente utilizzato per descrivere l'algoritmo di parsing bottom-up trattato
nel Par. 4.1.4.2.
Data una grammatica CFG G = <N, T, R, S>, deﬁniamo la stringa α =
γAβ che contiene almeno un simbolo non-terminale A. Possiamo applicare ad α
un passo di derivazione (=⇒) sostituendo A con il lato destro di una produzione
P ∈ R in cui compare A al lato sinistro.
Una derivazione (=⇒ ∗) è una sequenza di passi di derivazione che riscrive i
simboli non terminali di α per riconoscere una data stinga w.
Una forma sentenziale, o forma di frase, è una qualunque stringa α ∈ (N ⋃
T)* / S =⇒ ∗ α, ovvero α è il prodotto di una qualsiasi derivazione ottenuta a
partire dal simbolo iniziale della gramamtica G.
Distinguiamo due tipi di derivazione:
1. Derivazione sinistra (leftmost derivation): ad ogni passo si sostituisce il
simbolo non-terminale più a sinistra nella forma di frase corrente.
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2. Derivazione destra (rightmost derivation): ad ogni passo si sostituisce il
simbolo non-terminale più a destra nella forma di frase corrente.
Di conseguenza, una forma sentenziale può essere destra o sinistra se è generata,
rispettivamente, da una derivazione leftmost o rightmost.
4.1.2 Compilatori: Parser e Scanner
Ai ﬁni del lavoro di tesi, siamo speciﬁcatamente interessati ai seguenti compo-
nenti di un compilatore:
1. Scanner (Analizzatore Lessicale, Lexical Analyzer o Lexer): ha il compito
di veriﬁcare se una data sequenza di caratteri in input può essere decom-
posta in parole, dette tokens, che appartengono al lessico di un certo L(G),
come le keyword, operatori o nomi di variabile. Lo scanner restituisce un
errore lessicale se una stringa in input non deﬁnisce alcuna parola apparte-
nente al lessico di L(G). Le grammatiche regolari possono essere utilizzate
per deﬁnire, ad alto livello, un analizzatore lessicale.
2. Parser (Analizzatore Sintattico): rileva la struttura di L(G) e la rappre-
senta, a livello logico, tramite un albero sintattico. Il parser restituisce
un errore sintattico se la derivazione applicata alla stringa in input non
permette la costruzione del parse tree, in base alle regole di produzione di
G. Uno degli aspetti più importanti delle grammatiche libere da contesto
è la possibilità di automatizzare la generazione di un parser.
In un compilatore, l'analizzatore sintattico richiede i tokens allo scanner e veri-
ﬁca se la sequenza restituita appartiene ad L(G).
Sono detti simboli di look-ahead quei tokens che il parser non consuma, ma
che comunque richiede all'analizzatore lessicale per decidere quale produzione
della grammatica applicare. Solitamente si richiede che il numero k di simboli
di look-ahead non sia superiore ad 1, poiché generalmente minore è k e maggiori
sono le prestazioni del parser.
I due analizzatori accedono ad una Symbol Table per identiﬁcare in modo
univoco le parole del lessico che condividono, come mostrato in Fig. 4.1. Questa
tabella è utilizzata anche in fasi successive della compilazione come, ad esem-
pio, nell'analisi semantica in cui si accede alla Symbol Table per recuperare
informazioni sugli elementi simbolici incontrati (nome, scope, tipo, etc...).
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Figura 4.1: Analizzatore Lessicale ed Analizzatore Sintattico
4.1.2.1 CFG e Parser
In generale, il riconoscimento di una stringa rispetto ad una CFG è un'opera-
zione intrinsecamente non deterministica. Questo comporta, generalmente, una
complessità esponenziale del riconoscimento della stringa e quindi dell'analisi
sintattica.
Infatti, il processo di parsing può avere complessità diﬀerente a seconda di co-
me è deﬁnita una CFG. Di seguito distinguiamo tre caratteristiche principali del-
le grammatiche libere da contesto che hanno ripercussioni sull'implementazione
degli analizzatori sintattici.
• Grammatiche ambigue
Una grammatica G si deﬁnisce ambigua se e solo se esiste una stringa ∈ L(G) che
ammette due o più alberi sintattici distinti (o derivazioni distinte). Ad esempio,
consideriamo la seguente grammatica per espressioni aritmetiche:
S → S S+S | S-S | S*S | S/S | (0|1|2|3|4|5|6|7|8|9)
Per la stringa in input s = 5 + 4 * 9, il parser può generare due alberi
sintattici diversi come mostrato in Fig. 4.2.
Figura 4.2: Alberi sintattici per un grammatica ambigua
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A partire dalla deﬁnizione di G, l'analizzatore sintattico non può distin-
guere a priori quale risultato è corretto. Per evitare l'ambiguità è necessario
riscrivere la grammatica o imporre al parser determinati schemi di decisione o
funzionamento [17].
• Grammatiche a preﬁssi comuni (o a costrutti ambigui)
Una grammatica G si deﬁnisce a preﬁssi comuni o a costrutti ambigui se:
∃ A → aa e A → aB con a ∈ T e B ∈ N
Il parser può risolvere queste situazioni applicando sequenzialmente le possibili
derivazioni della forma sentenziale corrente e veriﬁcando, a posteriori, quale di
queste porta ad un riconoscimento.
Un funzionamento di questo tipo implica che il parser esegua backtracking
quando una derivazione fallisce e ve ne sono altre possibili. Ciò può rendere mol-
to ineﬃciente l'analizzatore sintattico poiché, nel caso pessimo, deve eﬀettuare
tutte le derivazioni possibili per un nodo non-terminale del parse tree.
E' anche possibile riscrivere la grammatica applicando la fattorizzazione a
sinistra che permette di posticipare la scelta della produzione da applicare. Ad
esempio, le regole del caso precedente sono trasformate come segue:
A → aA', A' → a | B
Non tutte le grammatiche possono essere fattorizzate perché in alcuni casi la
riscrittura per fattorizzazione a sinistra delle regole diventa ciclica e quindi
impedisce di eliminare tutti i preﬁssi comuni.
• Grammatiche con ricorsione a sinistra
Una grammatica G si deﬁnisce con ricorsione a sinistra se:
∃ una regola della forma X → Xγ, X ∈ N, γ stringa di simboli ∈ N ⋃ T
Regole con questa struttura non permettono alcuni tipi di analisi sintattica,
come vedremo nel seguito. E' possibile risolvere il problema applicando altre
forme di analisi sintattica o trasformando ogni regola che presenta una ricorsione
a sinistra in ricorsione destra, tramite l'aggiunta di nuovi simboli non-terminali.
Ad esempio:
X → Xγ | β con γ e β stringhe di simboli ∈ N ⋃ T che non iniziano con X
Le due produzioni sono trasformate in due regole:
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X → βX' ; X' → γX' | 
In alcuni casi può essere complicato eliminare la ricorsione, anche indiretta [19],
a causa di cicli ed -produzioni. In questi casi è fondamentale applicare altre
strategie di parsing.
4.1.2.2 Modelli di analisi sintattica
Le produzioni di una CFG G sono utilizzate per dedurre se determinate stringhe
appartengono al linguagio L(G). Tale deduzione può basarsi su due modelli di
analisi sintattica:
1. Top-Down (o Derivazione): l'albero sintattico della stringa di input viene
generato a partire dal simbolo iniziale cercando di derivare i simboli termi-
nali appartenenti alla stringa. In particolare, si espande il simbolo iniziale
usando una delle sue produzioni e successivamente si continua ad espan-
dere la forma di frase sostituendo uno dei simboli non-terminali con il lato
destro di un'altra produzione. Il processo continua iterativamente ﬁno a
quando non si ottiene una stringa costituita solo da simboli terminali. In
caso contrario, il processo di analisi fallisce.
2. Bottom-Up (o Inferenza Ricorsiva): l'albero sintattico della stringa di
input viene generato a partire dai simboli terminali della stringa stessa,
cercando di risalire le derivazioni della grammatica ﬁno al simbolo iniziale.
In particolare, si riduce una sottostringa dell'input ad un simbolo non-
terminale quando questa corrisponde al lato destro di una produzione. In
caso non sia possibile individuare alcuna produzione, il processo di analisi
fallisce.
I parser Top-Down riconoscono la stringa in input eﬀettuando la derivazione
sinistra.
Ad esempio, consideriamo la seguente grammatica libera da contesto G:
G = { S→AB | cSc ; A→a ; B→bB | b }
La derivazione sinistra che riconosce la stringa cabbc$ ($ simbolo di ﬁne stringa)
è descritta dalle seguenti trasformazioni:
S=⇒cSc=⇒cABc=⇒caBc=⇒cabBc=⇒cabbc
La terza trasformazione espande il simbolo non-terminale A poiché è il primo a
partire da sinistra.
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Le CFG che possono essere riconosciute da questo tipo di parser sono dette
LL(k). Si tratta di un sottoinsieme limitato delle grammatiche context-free che
ammette un parser deterministico in grado di costruire la derivazione sinistra
della stringa in input usando k simboli di look-ahead e leggendo la stringa da
sinistra verso destra (Leftmost derivation, Left-to-right). Per ragioni di eﬃcienza
del parser, solitamente si richiede che queste grammatiche siano ridotte a LL(1)
usando, quindi, un solo simbolo di look-ahead.
Come detto in precedenza, parser top-down con backtracking non sono eﬃ-
cienti. Generalmente, si adottano parser predittivi ricorsivi [21] o non-ricorsivi
[20] che richiedono, ad ogni passo, di determinare univocamente quale produ-
zione deve essere applicata per espandere un non terminale, dato un qualsiasi
simbolo di look-ahead.
Quindi, una CFG non è LL(1) se si veriﬁca la presenza di almeno uno dei
seguenti casi:
1. Ricorsione a sinistra.
2. Preﬁssi comuni.
3. Ambiguità.
In generale, i parser predittivi non-ricorsivi sono più utilizzati perché sono par-
ticolarmente eﬃcienti. Questi parser eﬀettuano l'analisi sintattica top-down ba-
sandosi sulla costruzione di una matrice bidimensionale, detta tabella di parsing
LL(1):
• I simboli non-terminali rappresentano gli indici di riga.
• I simboli teminali rappresentano gli indici di colonna.
• Ogni entrata della matrice contiene il lato destro di una regola di pro-
duzione della grammatica che permette di ottenere una derivazione per il
simbolo terminale corrispondente.
Le tre condizioni sopracitate generano tabelle di parsing LL(1) con entrate mul-
tideﬁnite. Quindi, un parser predittivo non-ricorsivo può riconoscere che una
grammatica non è LL(1) analizzando la cardinalità delle entrate nella tabella di
parsing.
I parser Bottom-Up riconoscono la stringa in input eﬀettuando la deriva-
zione destra.
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In particolare, questi parser scandiscono la stringa in input da sinistra ver-
so destra e utilizzano un automa a pila (stack) che implementa le seguenti
operazioni:
• Shift: posiziona i tokens della stringa di input sullo stack.
• Reduce: quando sullo stack si trova una sottostringa associabile ad un
non-terminale, questa è ridotta al simbolo non-terminale stesso.
• Accept/Error: si ha il riconoscimento quando tutta la stringa in input
è stata ridotta al simbolo iniziale della grammatica, altrimenti si ha un
fallimento.
Inizialmente la pila è vuota e l'automa si arresta quando non si possono più
applicare operazioni di shift o reduce.
Ad esempio, consideriamo la seguente grammatica libera da contesto G:
G = { S→aABe ; A→Abc | b ; B→d }
La stringa in input abbcde$ è valutata come segue:
Step Pila Input Azione
1  abbcde shift
2 a bbcde shift
3 ab bcde reduce A→b
4 aA bcde shift
5 aAb cde shift
6 aAbc de reduce A→Abc
7 aA de shift
8 aAd e reduce B→d
9 aAB e shift
10 aABe $ reduce S→aABe
11 S $ accept
La sequenza di passi eﬀettuata dall'automa corrisponde esattamente alla
seguente derivazione rightmost:
S=⇒aABe=⇒aAde=⇒aAbcde=⇒abbcde
Il parser eﬀettua la scelta della sottostringa da ridurre sullo stack sfruttan-
do il concetto di maniglia (handle) che permette di ricostruire all'indietro una
corretta derivazione destra.
Se γ è una forma sentenziale destra, una maniglia di γ è una coppia <Pro-
duzione A→β ; Posizione i di γ in cui appare β> tale che se β è rimpiazzata
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con A allora il risultato è la forma sentenziale destra precedente a γ, in una
derivazione rightmost di γ stessa.
Il parser eﬀettua operazioni di shift ﬁnchè non individua una maniglia e a
questo punto esegue un'operazine di reduce, come mostrato in Fig 4.3.
Figura 4.3: Parser Bottom-Up Shift/Reduce
L'automa è deterministico quando non c'è mai più di una frase riducibile
sullo stack. Le CFG che possono essere riconosciute da questo tipo di parser
sono dette LR(1). Si tratta di un sottoinsieme delle grammatiche context-free,
più ampio della classe LL(1), che ammette un parser deterministico in grado
di costruire la derivazione canonica destra della stringa in input usando 1 solo
simbolo di look-ahead e leggendo la stringa da sinistra verso destra (Leftmost
derivation, Left-to-right).
Alcune grammatiche posso generare i seguenti conﬂitti :
• shift/reduce: in base allo stato della pila e al simbolo di look-ahead, è
applicabile sia un'operazione di shift che di reduce.
• reduce/reduce: in base allo stato della pila e al simbolo di look-ahead, si
possono applicare due o più operazioni di reduce diﬀerenti.
In questi casi, la grammatica ed il parser relativo non sono strettamente LR(k).
Lo stato attuale della pila ed i simboli di look-ahead non sono suﬃcienti per
determinare il prossimo stato.
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Un caso tipico di conﬂitto shift/reduce è dato dalla seguente grammatica
per gli if-then/if-then-else statements che modella il dangling else problem
[18]:
STMT→if EXPR then STMT | if EXPR then STMT else STMT
Dove if, then ed else ∈ T, mentre EXPR ed STMT ∈ N.
Il parser, considerando esclusivamente lo stato della pila ed il simbolo di
look-ahead else, può applicare una riduzione utilizzando la prima produzione,
ma può anche eﬀettuare lo shift dell'else per poi applicare la riduzione tramite
la seconda produzione. In altre parole, il parser potrebbe eﬀettuare operazioni
diverse in base all'input che segue l'else. La grammatica ed il parser relativo
non sono LR(1) ed, in generale, LR(k) poiché è possibile annidare i costrutti
condizionali per riproporre il conﬂitto, dato un qualunque k.
In realtà, i parser LR(1) possono essere conﬁgurati per risolvere questo con-
ﬂitto in favore di una delle due operazioni. Nel caso precedente, la convenzione
comune consiste nel preferire l'operazione di shift a quella di reduce per legare
una clausola else al più vicino if pendente.
Inoltre, in questi parser è solitamente possibile deﬁnire delle precedenze
esplicite senza modiﬁcare la grammatica. Le precedenze degli operatori nelle
espressioni aritmetiche rappresentano un tipico esempio.
Un conﬂitto reduce/reduce è generato da un'ambiguità della grammati-
ca. Come si è visto in precedenza, le grammatiche ambigue permettono al
parser di generare due o più alberi sintattici distinti per la stessa sequenza di
input. In questi casi, il problema principale è la gestione delle azioni semantiche
del parser. Infatti, qualsiasi analizzatore sintattico esegue determinate opera-
zioni durante l'applicazione delle regole di produzione della grammatica. Se i
set di operazioni associati agli alberi sintattici sono diﬀerenti, allora il parser
non può decidere quali azioni semantiche eseguire e deve segnalare uno stato
inconsistente.
In questi casi il parser può eﬀettuare una scelta dell'operazione di reduce da
applicare secondo un criterio di precedenza, oppure si possono adottare altri tipi
di parser LR come, ad esempio, quelli GLR (Generalized LR) [22].
In condizioni di non determinismo, i parser GLR istanziano più stack per
ogni conﬂitto individuato e procedono con più derivazioni in parallelo. Di fatto,
essi generano un albero i cui nodi sono a loro volta alberi di derivazione. Le
azioni semantiche non sono eseguite immediatamente, ma vengono salvate in
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attesa di una decisione. Quando un albero porta ad un fallimento, lo stack cor-
rispondente viene eliminato insieme alle azioni semantiche associate. Le azioni
semantiche salvate sono eseguite quando il parser eﬀettua una transizione che
riconduce ad una situazione deterministica, fondendo più stati in un unico stato.
In generale, la classe delle grammatiche LR(1) è particolarmente importante
poiché include un vasto sottoinsieme delle CFG. Ad esempio, può essere co-
struito un parser LR(1) per tutti i costrutti dei linguaggi di programmazione
deﬁniti da una grammatica libera da contesto. Inoltre, i parser appartenenti
alla categoria LR(k) rilevano un errore sintattico prima di quelli LL(k). Le
due classi di grammatiche più importanti appartenenti all'insieme LR(1) sono
SLR(1) (Simple LR) e LALR(1) (Look-Ahead LR).
La diﬀerenza fra i parser LR(0), LR(1), SLR(1) e LALR(1) è data dalla
diversa dimensione della tabella di parsing che, di conseguenza, riduce lo spettro
di grammatiche riconoscibili (Fig. 4.4).
Figura 4.4: Classi di grammatiche/parser
In particolare, la strategia di analisi sintattica LALR(1) è la più utilizzata
dai generatori di parser poiché, pur riconoscendo un ampio insieme di gramma-
tiche context-free, permette di limitare notevolmente le entrate della tabella di
parsing rispetto al caso LR(1). Ad esempio, tutti i tipici costrutti dei linguaggi
di programmazione possono essere descritti tramite grammatiche LALR(1). Per
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un linguaggio come il C, la tabella di parsing LALR(1) deﬁnisce alcune centinaia
di stati contro molte migliaia in caso LR(1). Di conseguenza, i parser LALR(1)
sono più eﬃcienti rispetto agli LR(1).
In Fig. 4.4 è illustrata la gerarchia delle classi di grammatiche/parser rias-
sunta in questa sezione.
4.2 Parser Generator: Bison
La complessità del parsing LR ha portato allo sviluppo di strumenti che generano
in modo automatico un parser LR a partire dalla deﬁnizione di una context-free
grammar. Alcuni esempi sono Bison [23], Beaver [24], Happy [25] o Hjacc [26]
che generano parser GLR, LALR(1) o LR(1) scritti in diﬀerenti linguaggi quali
C, C++, Java ed Haskell.
Nonostante le strategie di parsing LL siano meno complesse di quelle LR,
esistono molti strumenti che generano parser anche per questa classe di gram-
matiche come, ad esempio, Coco/R [27] o ANTLR [28]. Considerata la maggior
potenza dei parser LR, di seguito descriviamo l'architettura generale di Bison:
un esempio di parser generator per grammatiche LR utilizzato in PsycoTrace.
4.2.1 Bison
Bison è un generatore di parser LALR(1) e GLR, rilasciato con licenza GNU
GPL. L'input di Bison è sostanzialmente una grammatica in forma BNF, I'out-
put è un programma (parser) C o C++. Bison adotta una strategia di parsing
GLR in caso di grammatiche ambigue o a costrutti ambigui che richiedono un
numero di simboli di look-ahead superiore ad uno.
In particolare, la dichiarazione %glr-parser permette di costruire un ana-
lizzatore sintattico GLR che generalizza il parsing LALR(1) a LALR(k). In
questo modo possono essere riconosciute molte grammatiche libere da contesto
non-LALR(1).
Bison, come molti altri parser generator, non include un generatore di scan-
ner. Quindi, la funzione di analisi lessicale (yylex) deve essere scritta manual-
mente o si deve utilizzare un generatore di lexical analyzer apposito come, ad
esempio, FLex [29].
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4.2.1.1 Struttura del ﬁle di input
Il ﬁle di input di Bison è strutturato in quattro sezioni:
% {
Prologue
% }
Bison Declarations
%%
Grammars rules
%%
Epilogue
La sezione Prologue contiene le deﬁnizioni delle macro e le dichiarazioni delle
funzioni e delle variabili utilizzate nelle azioni semantiche associate alla gram-
matica ed, eventualmente, nell'epilogo. Il codice dichiarato in questa sezione è
copiato all'inizio del ﬁle di output prima della deﬁnizione della funzione di par-
sing (yyparse). Si può utilizzare anche la direttiva #include per includere
ﬁle di header utili. Questa sezione è opzionale e può essere esclusa eliminando
la sequenza %{ %}.
La sezione Bison Declaration contiene le dichiarazioni che deﬁniscono i sim-
boli terminali e non-terminali della grammatica, speciﬁcano eventuali preceden-
ze di simboli terminali e la tipologia di parsing, come descritto in precedenza.
I simboli terminali possono anche essere dichiarati fra apici all'interno delle
Grammar Rules.
La sezione Grammar Rules contiene le regole grammaticali espresse nella
seguente forma:
NON_TERMINAL: TERMINAL NON_TERMINAL { C/C++ STATEMENT } ;
Gli spazi vengono usati solo per separare i simboli e non hanno alcuna spe-
ciﬁca semantica associata. Per separare le produzioni di una regola si usa l'ope-
ratore pipe |. Il codice all'interno di { C/C++ STATEMENT } costituisce le
azioni semantiche che il parser deve eseguire mentre valuta le regole. Nel caso
precedente, queste azioni sono eseguite quando è terminata la valutazione della
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produzione. E' possibile deﬁnire azioni semantiche all'interno della produzione
stessa:
NON_TERMINAL: TERMINAL { C/C++ STATEMENT } NON_TERMINAL ;
In questo caso, il codice contenuto all'interno delle parentesi graﬀe è eseguito
appena viene riconosciuto il primo simbolo terminale. Tuttavia, la correttezza
di queste porzioni di codice non è veriﬁcata da Bison che delega questo tipo di
contollo al compilatore utilizzato per generare il codice oggetto del parser.
La sezione Epilogue contiene codice C/C++ che è copiato alla ﬁne del ﬁle
di output. Questa sezione viene solitamente utilizzata per integrare la funzione
di parsing con sezioni di codice ad-hoc. Ad esempio, se si utilizza FLex per
generare la funzione di analisi lessicale è suﬃciente includere nel prologo l'header
generato da FLex che riferisce la funzione yylex. Al contrario, la funzione di
scanning può essere integrata all'interno del ﬁle di input implementandola in
questa sezione. Inoltre, normalmente la funzione di analisi lessicale accetta
le stringhe dallo standard in, ma sono abbastanza comuni applicazioni del
parser che richiedono di accettare input da un ﬁle o da una pipe. In questi casi
si può utilizzare questa sezione per rideﬁnire la struttura condivisa dallo scanner
e dal parser (yyin) che contiene i token in ingresso.
Quindi, si possono inserire in questa sezione delle righe di codice per leggere
la stringa in input da un ﬁle, pipe o linea di comando:
//INPUT DA PIPE O FILE.
...
extern FILE *yyin;
FILE *fin;
//PIPE
fin = fopen("PIPE.pipe", "r");
//FILE
fin = fopen(“FILE.file”, "rt");
yyin = fin;
...
...
//INPUT DA PAREMETRO.
yytext = v[1];
yy_scan_string(yytext);
...
In caso di lettura da linea di comando deve essere utilizzata la variabile yytext
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che è trasmessa ad yyin tramite la funzione yy_scan_string.
La funzione yyerror deve essere implementata in questa sezione per esegui-
re operazioni di error recovery deﬁnite dall'utente. Quando il parser veriﬁca un
errore sintattico, normalmente termina la sua esecuzione restituendo un messag-
gio di syntax error. In questo caso, si può implementare nell'epilogo la funzione
yyerror per eseguire altre azioni prima della terminazione del parser.
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Architettura di PsycoTrace
Questo capitolo presenta l'architettura generale di PsycoTrace e ne descrive le
componenti principali. Tali componenti sono anche quelle implementate nel
prototipo.
Nei capitoli precedenti sono stati introdotti in dettaglio gli strumenti impie-
gati. Nel seguito vedremo come questi strumenti sono stati utilizzati, descriven-
do i vari problemi implementativi aﬀrontati.
5.1 PsycoTrace: Strumenti
PsycoTrace è uno strumento realizzato per proteggere un processo da attacchi
che alterano il normale ﬂusso d'esecuzione deﬁnito dal codice sorgente.
Da un punto di vista formale, lo strumento deﬁnisce il comportamento
normale di un processo P, ovvero la sua identità, considerando i seguenti
aspetti:
• L'ordine di invocazione delle chiamate di sistema.
• Il valore dei parametri delle chiamate e delle altre variabili del programma.
La metodologia alla base dello sviluppo di PsycoTrace assume che sia possibile
identiﬁcare tutti gli attacchi di redirezione dell'esecuzione osservando l'ordine
delle invocazioni di sistema generate da un processo durante la sua esecuzio-
ne. Questa ipotesi sfrutta il fatto che le system call sono il mezzo principale
per eseguire operazioni privilegiate e che la manipolazione di tali operazioni è
fondamentale per violare la sicurezza di un sistema.
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poiché è già stato dimostrato che è possibile portare attacchi ad un processo
mantenendo inalterata la sequenza di invocazioni al sistema operativo [3] ed
operando esclusivamente sui valori trasmessi all'invocazione, occorre integrare
questa metodologia con controlli di consistenza sul valore delle variabili del pro-
gramma. Ad esempio, è possibile imitare la sequenza di chiamate di sistema
deﬁnita nel codice sorgente di un programma e modiﬁcare i valori dei parametri
delle system call per eﬀettuare operazioni privilegiate non previste. Ad esem-
pio, potrebbe essere possibile alterare i parametri di chiamate di sistema legali,
come write o seteuid, in modo da scrivere valori scorretti su un ﬁle/stream o
cambiando arbitrariamente l'ID reale del processo in esecuzione.
PsycoTrace implementa un'eﬃcace contromisura per questo tipo di attacchi
eﬀettuando controlli di consistenza sulle variabili del programma monitorato e
quindi anche sui valori dei parametri delle chiamate di sistema.
In questo modo, PsycoTrace integra strumenti dinamici (dynamic tools) e
statici (static tools):
• Gli strumenti statici analizzano il codice sorgente del programma da mo-
nitorare e restituiscono:
 Una context-free grammar, CFG(P), che descrive le sequenze legali
delle system call che il processo P può generare. La scelta di una
grammatica di questo tipo permette di descrivere in modo fedele le
possibili sequenze di chiamate di sistema generate da un program-
ma, individuando un maggior numero di inconsistenze rispetto, ad
esempio, a grammatiche regolari.
 Un set di invarianti Inv(P) = { I (P,1) , ... , I (P,n) } dove ogni coppia
I (P,i) rappresenta un invariante per il processo P che deve valere se
e quando P raggiunge il punto d'esecuzione i. Ad esempio, I (P,i)
deﬁnisce un vincolo sul valore dei parametri delle system call o su
altre variabili del programma, quando l'esecuzione di P raggiunge il
punto i.
• Gli strumenti dinamici permettono di intercettare le chiamate di sistema
generate da un processo, veriﬁcano che la sequenza intercettata sia coe-
rente con la grammatica e valutano gli invarianti mediante introspezione.
La tecnologia di virtualizzazione permette di deﬁnire un'implementazione che
utilizza due Macchine Virtuali :
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• VM Monitorata (Monitored Virtual Machine, Mon-VM ): VM che segue il
Monitored Process (P) e ne conserva e gestisce lo stato.
• VM Introspezione (Introspection Virtual Machine, I-VM ): VM che moni-
tora l'esecuzione del processo ed accede, tramite introspezione, allo stato
di P.
L'adozione di due VMs permette di incrementare notevolmente la robustezza
di PsycoTrace implementando tutti i controlli su una VM separata da quella
monitorata. In questo modo è possibile ottenere un elevato grado di isolamento
fra il processo da monitorare e quello che lo controlla, senza ricorrere a soluzioni
di separazione hardware.
La virtualizzazione, tramite il Virtual Machine Monitor (VMM ), permette
di eﬀettuare introspezione a livello software ottenendo una soluzione ﬂessibile e
potente, rispetto all'uso di appositi apparati hardware.
La I-VM è una Virtual Machine privilegiata che sfrutta la tecnologia di vir-
tualizzazione per accedere ai componenti della Mon-VM, quali la memoria ﬁsica
o il contesto della CPU virtuale, per valutare gli invarianti sullo stato corrente
del processo. L'eventuale compromissione della Mon-VM, non ha ripercussioni
sull'I-VM che ha comunque il pieno controllo della macchina virtuale monitorata
ed è in grado di sospenderla, distruggerla o riavviarla.
Durante l'esecuzione di P, la Mon-VM trasferisce il controllo alla I-VM ogni
volta che P invoca una system call. A questo punto, la I-VM applica due tipi
di controlli previsti dall'approccio adottato:
1. Veriﬁca che l'ordine delle chiamate di sistema eseguite da P sia coerente
con la CFG(P).
2. Se P ha raggiunto il punto d'esecuzione i, valuta l'invariante I (P,i) acce-
dendo alla memoria, o ad altre componenti, della Mon-VM.
Oltre a quelle già citate, sono necessarie altre assunzioni per poter applicare
correttamente l'approccio considerato:
• Il codice sorgente eseguito da P deve essere noto.
• Il VMM e la libreria d'introspezione devono poter essere considerati com-
ponenti trusted che estendono il Trusted Computing Base (TCB). In par-
ticolare, il VMM ha completa visibilità della Mon-VM poiché può ac-
cedere a tutti i suoi componenti ed è particolarmente robusto dato che
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mette a disposizione dei livelli superiori un'interfaccia estremamente sem-
plice. Inoltre, le dimensioni ridotte del VMM rispetto ad un comune si-
stema operativo, permettono di validarne la correttezza attraverso analisi
formali.
Figura 5.1: Architettura di PsycoTrace
Come illustrato in Fig. 5.1, l'architettura di PsycoTrace include i seguenti
strumenti dinamici:
Monitored-VM
• HiMod: intercetta le chiamate di sistema invocate da P e le notiﬁca all'I-
VM.
Introspection-VM
• Analyst: implementa l'interfaccia per lo scambio d'informazioni con Hi-
Mod tramite comunicazione a memoria condivisa. E' formato dalle se-
guenti componenti:
 Introspection Library: libreria d'introspezione utilizzata per accedere
ai componenti della Mon-VM, come la memoria o i registri della CPU
virtuale.
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 Lexical Analyzer: veriﬁca che la system call ricevuta appartenga
all'alfabeto delle chiamate di sistema che P può invocare.
 Parser: veriﬁca che l'ordine delle chiamate di sistema invocate sia
coerente con la CFG(P).
 Assertion Checker: valuta l'invariante I(P,i) utilizzando l'Introspec-
tion Library in base ai controlli da eﬀettuare.
5.2 PsycoTrace: Runtime
Al caricamento, HiMod alloca una pagina condivisa con l'Analyst, in spazio
kernel, dove salva il numero ed i parametri delle system call intercettate. Ogni
volta che P esegue una system call, HiMod notiﬁca l'evento all'Analyst che legge
dalla pagina condivisa la chiamata di sistema intercettata e la passa all'input
del Lexical Analyzer. La comunicazione fra Analyst ed HiMod è a rendez-vous
esteso: ogni volta che l'Analyst riceve una notiﬁca, sospende l'esecuzione della
Mon-VM ﬁnchè non sono terminati i controlli di sicurezza.
Un funzionamento di questo tipo non fornisce all'attaccante alcuna ﬁnestra
temporale di attacco e permette di valutare le prestazioni del prototipo conside-
rando il massimo livello di sicurezza ottenibile. E' possibile rendere asincrona la
cooperazione tra Analyst ed HiMod, evitando di sospendere la Mon-VM ad ogni
invocazione del sistema operativo. Questa soluzione rappresenta un compromes-
so tra prestazioni e sicurezza, poiché una comunicazione asincrona permette di
migliorare le prestazioni del sistema riducendo, di contro, la sicurezza comples-
siva. In questo modo, infatti, si fornisce all'attaccante una ﬁnestra di attacco
di dimensioni che dipendono dal grado di asincronia scelto.
Il Lexical Analyzer veriﬁca se la system call ricevuta appartiene all'alfabeto
delle chiamate di sistema che P può invocare e trasmette il relativo token al
Parser che controlla se la sequenza è coerente con la CFG(P).
Il Parser restituisce un syntax error, o propaga un errore lessicale, se la
chiamata di sistema corrente non può essere derivata da alcuna produzione
sintattica di CFG(P) o non appartiene all'insieme delle system call invocabili da
P. Se non si rileva alcun errore, il Parser memorizza l'attuale chiamata di sistema
e modiﬁca il proprio stato interno in modo da poter successivamente riprendere il
parsing dal punto in cui si è arrestato. Di conseguenza, PsycoTrace implementa
una soluzione di parsing stream-oriented molto diversa dalla situazione standard
in cui il Parser riceve tutta la sequenza di token da analizzare all'atto della sua
invocazione. La soluzione descritta permette di evitare di ripetere il parsing di
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tutta la sequenza di system call ad ogni invocazione dell'Analyst, migliorando
considerevolmente la performance complessiva.
Tramite l'Introspection Library, l'Analyst conosce i registri del processore
virtuale della Mon-VM, il numero della chiamata di sistema, i suoi parametri e
può recuperare i valori di qualsiasi variabile nella memoria del processo monito-
rato. Di conseguenza, l'Assertion Checker può valutare gli invarianti in Inv(P)
mappando, nel proprio spazio di indirizzamento, le aree di memoria del Moni-
tored Process che contengono i valori d'interesse e accedendo ai registri della
CPU virtuale associata alla Mon-VM.
L'Introspection Library supporta architetture x86 32-bit con Paginazione
Regolare e PAE e permette di tradurre qualsiasi indirizzo virtuale appartenente
a P nel corrispondente indirizzo ﬁsico, che viene successivamente mappato nello
spazio di indirizzamento dell'Assertion Checker. Inoltre, è possibile eﬀettuare
introspezione anche a livello del contesto della CPU Virtuale per veriﬁcare il
contenuto dei registri come, ad esempio, quelli utilizzati per salvare i valori dei
parametri delle system call.
Sfruttando la tecnologia di virtualizzazione è quindi possibile implementare
l'introspezione sulla Mon-VM in modo ﬂessibile e potente, senza dover utilizzare
unità hardware specializzate.
Coerentemente con l'adozione di un approccio di tipo default deny, il processo
monitorato viene terminato appena PsycoTrace veriﬁca che una system call non
è coerente con la grammatica o quando un invariante non è veriﬁcato.
Inﬁne, la terminazione del processo P è gestita come segue:
• In caso di terminazione di P tramite exit o exit_group, HiMod ed
Analyst terminano autonomamente la propria esecuzione.
• In caso di terminazione inattesa di P, ad esempio in caso di segmentation
fault, HiMod notiﬁca la ﬁne dello stream di system call all'Analyst che,
a sua volta, termina l'esecuzione delle sue componenti inviando il carattere
terminatore al Lexical Analyzer e quindi al Parser.
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Introspezione
L'introspezione delle VMs [6] è la tecnica che permette di controllare lo stato
corrente di una VM in esecuzione. Grazie alla tecnologia di virtualizzazione
è possibile analizzare in dettaglio un host al di fuori dell'host stesso poiché
il suo stato è completamente incapsulato nella VM monitorata. Ad esempio,
è possibile ricercare determinati valori all'interno della memoria assegnata alla
VM o veriﬁcare il contenuto di speciﬁci registri della CPU.
In generale, ciò consente di ottenere i seguenti beneﬁci:
• E' possibile analizzare e confrontare i dati ottenuti tramite introspezio-
ne con quelli ottenuti dall'analisi statica del processo o del Kernel del
GuestOS ospitato dalla Mon-VM. La libreria implementata è in grado di
accedere alle regioni di memoria riservate al Kernel e ai processi. Una
inconsistenza tra i dati ottenuti, segnala la presenza di un attaccante
che ha modiﬁcato il software e/o il Kernel monitorati per ottenere un
comportamento diverso da quello originale.
• E' possibile analizzare e pilotare a run-time il ﬂusso di esecuzione di un
processo accedendo al contesto della CPU Virtuale associata alla VM.
Ad esempio, conoscendo a priori l'indirizzo della prossima istruzione da
eseguire è possibile individuare una redirezione dell'esecuzione.
• E' possibile veriﬁcare il contenuto dei registri della CPU virtuale come,
ad esempio, quelli associati ai parametri delle system call invocate da un
processo.
L'Introspection Library di PsycoTrace implementa le seguenti tipologie di
intropezione:
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1. Introspezione della Memoria: permette di eﬀettuare controlli sulle regioni
di memoria associate ai processi ed al GuestOS della Mon-VM.
2. Introspezione del VCPU-Context: permette di eﬀettuare controlli sullo
stato del processore virtuale associato alla Mon-VM.
6.1 Introspezione della Memoria
L'implementazione dell'introspezione a livello della memoria assegnata alla Mon-
VM richiede di aﬀrontare i seguenti problemi:
• Distinguere e convertire le diverse tipologie d'indirizzi che Xen introduce
virtualizzando la memoria.
• Gestire direttamente l'accesso alla tabella delle pagine dei processi, o del
Kernel, in relazione alla modalità di paginazione abilitata.
• Mappare nello spazio di indirizzamento dell'I-VM le aree di memoria
associate ad un processo, o al Kernel, ospite di un GuestOS.
PsycoTrace è stato testato su macchine 32-bit x86 con supporto per Regular
Paging e Physical Address Extension (PAE). Quindi, la libreria d'introspezio-
ne implementata supporta queste modalità di paginazione per GuestOS para-
virtualizzati. La gestione della paginazione in modalità HVM è descritta nel
Par. 6.1.4.
6.1.1 Paginazione e traduzione degli indirizzi in Xen
L'implementazione dell'introspezione a livello dei processi richiede di poter ac-
cedere alla posizione di memoria che contiene il valore di una certa variabile di
un processo. Ciò implica l'accesso alla locazione di memoria ﬁsica di una Mon-
VM che corrisponde ad un indirizzo appartenente allo spazio di indirizzamento
virtuale di un processo ospitato da un GuestOS. Quindi, dalla I-VM è neces-
sario accedere direttamente alla PT del processo attualmente in esecuzione su
un GuestOS e risalire i livelli di paginazione in base all'architettura hardware
sottostante.
Per GuestOS para-virtualizzati, tutti gli indirizzi contenuti all'interno dei
livelli di paginazione sono di tipo machine (Cap. 3). Ad ogni modiﬁca della
mappa di memoria di un processo, l'Hypervisor accede alla tabella P2M ed
aggiorna il contenuto dell'entry con l'indirizzo machine corrispondente.
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Di seguito riportiamo i due modelli di paginazione d'interesse per il prototipo
implementato: 32bit x86 Regular Paging e PAE Paging.
6.1.1.1 Regular Paging
In questa modalità di paginazione un indirizzo virtuale è formato da tre campi:
• Directory : 10 bit più signiﬁcativi.
• Table: 10 bit intermedi.
• Oﬀset : 12 bit meno signiﬁcativi.
Come si può notare dall'oﬀset, la dimensione delle pagine è pari a 4Kb. Per pa-
gine di dimensione superiore (4Mb) si adottano altre modalità come l'Extended
Paging che trascuriamo per semplicità. La traduzione da indirizzo virtuale ad
indirizzo machine avviene accedendo a due livelli di tabelle: Page Directory e
Page Table. L'adozione di uno schema a due livelli ha come obiettivo quello
di ridurre la quantità di memoria necessaria per le PT di un processo. Infatti,
se si utilizza un solo livello, sono necessarie ﬁno a 220 entrate (considerando 4
byte per entrata si occupano ﬁno a 4 MB di RAM) per rappresentare le PT di
ogni processo, anche se non viene utilizzato tutto lo spazio di indirizzamento
virtuale. Quindi, risulta più eﬃciente adottare uno schema a due livelli allo-
cando memoria per una Page Table solo quando il processo la utilizza. Ogni
processo ha un indirizzo di Page Directory che è registrato nel proprio PCB.
Per il processo correntemente in esecuzione tale indirizzo è salvato nel registro
di controllo CR3, che quindi punta alla locazione ﬁsica della Page Directory.
A partire da un indirizzo virtuale di un processo ospite della Mon-VM è pos-
sibile ottenere il corrispondente indirizzo machine (Cap. 3) secondo lo schema
riportato in Fig. 6.1.
Ogni tabella contiene 210 entrate e quindi è possibile indirizzare 232 locazioni
di memoria. Ogni entrata comprende i seguenti campi:
• Present ﬂag : se settato indica che la pagina ﬁsica contenente l'indirizzo
che si vuole riferire è contenuta in memoria. Viceversa, l'indirizzo virtuale
viene copiato nel registro CR2 e viene generata un'eccezione di Page Fault.
• Accessed ﬂag: settato ogni volta che viene acceduta la pagina ﬁsica cor-
rispondente. Questo ﬂag può essere utilizzato dal sistema operativo per
decidere se trasferire una pagina su memoria secondaria.
• Dirty ﬂag: è applicato solo alle entrate della Page Table. Se settato indica
che il contenuto della pagina ﬁsica è cambiato.
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Figura 6.1: Paginazione x86 32bit - Regular Paging
• Read/Write ﬂag: bit di protezione per indicare se una pagina ﬁsica è in
sola lettura o lettura/scrittura.
• User/Supervisor ﬂag: indica il livello di privilegio necessario per accedere
la pagina ﬁsica o una Page Table.
• PCD ﬂag: se settato indica che è disabilitato il caching dati.
• PWT ﬂag: signiﬁcativo solo se il PCD ﬂag è pari a 0. Speciﬁca la modalità
di gestione della cache: write-back o write-through.
• Page Size ﬂag: se settato indica che le pagine hanno dimensione di 2Mb
in caso sia abilitato il supporto PAE o 4Mb in caso di Regular Paging.
Applicato solo alle entrate della Page Directory.
• Global ﬂag: introdotto nella classe dei processori Pentium Pro per preve-
nire il TLB ﬂushing di entrate accedute di frequente. Deve essere abilitato
il PGE ﬂag del registro CR4.
• Address (20 bit): per un'entrata della Page Table indica l'indirizzo base
della pagina ﬁsica richiesta, mentre per un'entrata della Page Directory
indica l'indirizzo base di una Page Table.
6.1.1.2 PAE (Physical Address Extension)
Utilizzando indirizzi ﬁsici a 32 bit è possibile indirizzare ﬁno a 4 GB di memoria
ﬁsica.
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Nelle applicazioni memory intensive, tuttavia, si è richiesto negli ultimi anni
di superare questo limite e Intel è stata spinta ad espandere la quantità di RAM
supportata dalle architetture x86-32bit. A partire dal Pentium Pro gli indirizzi
ﬁsici sono stati estesi da 32 a 36 bit permettendo di indirizzare ﬁno a 64 GB (236)
di RAM. L'aumento dello spazio di indirizzamento ﬁsico può essere sfruttato solo
con l'introduzione di un nuovo meccanismo di paginazione che traduce indirizzi
virtuali a 32bit in indirizzi ﬁsici a 36bit. Quindi, è stato introdotto un nuovo
sistema di paginazione denominato Physical Address Extension (PAE):
• I 64 GB di RAM indirizzabili sono suddivisi in 224 pagine ﬁsiche (dimen-
sione pari a 4Kb).
• L'indirizzo di pagina ﬁsica viene ampliato da 20 a 24 bit.
Un'entrata di una Page Table, quindi, deve essere rappresentata da 64 bit ri-
ducendo le entrate da 1024 a 512. Viene introdotto un nuovo livello chiamato
Page Directory Pointer Table (PDPT) costituito da quattro entrate. la PDPT è
allocata sempre entro i primi 4GB di memoria ﬁsica e quindi l'indirizzo a 32bit
contenuto in CR3 punta sempre ad una PDPT valida.
A partire da un indirizzo virtuale di un processo ospite della Mon-VM è pos-
sibile ottenere il corrispondende indirizzo machine secondo lo schema ripotato
in Fig. 6.2.
Figura 6.2: Paginazione x86 32bit - PAE
Per pagine da 2Mb viene eliminato il livello Page Table e si utilizza un oﬀset
a 21bit.
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6.1.1.3 Accesso alla Page Table del Kernel
In generale, tutti gli indirizzi contenuti nei registri di contesto virtuale di una
Mon-VM sono di tipo machine. Al contrario, gli indirizzi allocati staticamente
come, ad esempio, quelli relativi ai simboli del Kernel Linux, vengono trattati
come pseudo-physical (Cap. 3).
L'accesso alla PT del Kernel di un GuestOS para-virtualizzato rappresen-
ta un caso particolare di traduzione degli indirizzi in Xen. L'indirizzo relativo
alla PD/PDPT del Kernel è deﬁnito staticamente all'interno della Tabella dei
Simboli (Symbols Table) del Kernel ed è associato all'entry swapper_pg_dir.
Quando un GuestOS Linux viene avviato all'interno di una Mon-VM, gli indi-
rizzi statici presenti nella symbols table vengono rilocati e gli indirizzi originari
vengono trattati come pseudo-ﬁsici.
Per ottenere l'indirizzo della PD/PDPT del Guest OS Kernel è quindi ne-
cessario che la libreria d'introspezione implementi le azioni descritte nel seguito,
come illustrato in Fig. 6.3:
Figura 6.3: Traduzione indirizzi della Tabella dei Simboli
1. Si accede alla tabella P2M per tradurre l'indirizzo pseudo-ﬁsico del simbolo
in indirizzo machine.
2. Si mappa l'indirizzo ottenuto nel proprio spazio d'indirizzamento e si acce-
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de tale locazione per ottenere l'indirizzo pseudo-ﬁsico rilocato del simbolo.
La mappatura degli indirizzi è descritta nel Par. 6.1.3.
3. Si accede alla tabella P2M per tradurre l'indirizzo pseudo-ﬁsico rilocato
in indirizzo machine.
4. Si mappa l'indirizzo ottenuto nel proprio spazio d'indirizzamento. La
mappatura degli indirizzi è descritta nel Par. 6.1.3.
Anche gli altri simboli del Kernel di un GuestOS Linux possono essere tradotti
allo stesso modo. Ovviamente, dopo aver ottenuto l'indirizzo machine del sim-
bolo swapper_pg_dir è più eﬃciente accedere direttamente alla PT del Kernel
per ottenere la traduzione.
6.1.2 Mapping degli spazi d'indirizzamento
Per indirizzare una locazione di memoria ﬁsica assegnata ad una Mon-VM è
necessario che l'Analyst dell'I-VM generi un nuovo indirizzo virtuale, apparte-
nente al proprio spazio di indirizzamento, che punti alla locazione ﬁsica associata
ad un indirizzo virtuale della Mon-VM.
La chiamata di sistema mmap è utilizzata per questo scopo poiché permette
di mappare il contenuto di un ﬁle, di una regione di memoria associata ad un
dispositivo o un'altra locazione di memoria ﬁsica.
La deﬁnizione di mmap è la seguente:
void *mmap(void *start, size_t length, int prot, int flag,
int fd, off_t offset);
• start: indirizzo virtuale per il nuovo mapping. Comunemente si setta
questo parametro pari a NULL in modo da ottenere il primo indirizzo
virtuale utile.
• length: dimensione della pagina. Se questo valore non è un multiplo
della dimensione di una pagina, viene ritornato un codice d'errore.
• prot: PROT_READ, PROT_WRITE, PROT_EXEC.
• flag:
 MAP_PRIVATE: le scritture sulla copia del ﬁle in memoria principale
non si riﬂettono sulla copia in memoria secondaria. Utilizzato in
alternativa a MAP_SHARED.
 MAP_SHARED: le scritture sul ﬁle mappato in memoria principale si
riﬂettono sul ﬁle presente in memoria secondaria.
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 MAP_FIXED: impone di utilizzare l'indirizzo speciﬁcato dal parame-
tro start, se non è disponibile la chiamata fallisce.
 MAP_ANONYMOUS: viene allocata una regione di memoria virtua-
le non direttamente connessa ad alcun ﬁle. Gli argomenti fd ed
offset vengono ignorati.
• fd: descrittore del ﬁle per cui si richiede il mapping.
• offset: posizione del ﬁle a cui si vuole accedere espresso come numero
di byte dall'inizio del ﬁle.
Ovviamente, questa chiamata di sistema non è suﬃciente a mappare il conte-
nuto dell'area di memoria della Mon-VM ispezionata dalla I-VM. Infatti, es-
sapredispone un indirizzo virtuale allocando una nuova entrata per una Page
Table ed, eventualmente, anche per la PD/PDPT se deve essere allocata una
pagina per una nuova Page Table/Page Directory.
La chiamata ioctl viene utilizzata dal VMM per impostare i bit del campo
Address della Page Tables all'indirizzo base della pagina a cui appartiene la
locazione ﬁsica richiesta.
La deﬁnizione di ioctl utilizzata da Xen è la seguente:
int ioctl(int xc_handle, int privcmd, void* ioctlx);
• xc_handle: identiﬁcatore corrente dell'interfaccia di controllo dell'Hy-
pervisor.
• privcmd:
 IOCTL_PRIVCMD_MMAP: mapping per una singola richiesta.
 IOCTL_PRIVCMD_MMAP_BATCH: mapping per un insieme di richie-
ste.
• ioctlx: puntatore ad una struttura dati contenente due insiemi di car-
dinalità [1..n] di indirizzi virtuali, generati dalla chiamata mmap, e di in-
dirizzi di pagina ﬁsica (con n < num−pag−tot−domX dove X dipende dalla
quantità di memoria ﬁsica assegnata al dominio). Contiene anche altre in-
formazioni di controllo come l'ID del dominio per cui si richiede il mapping
ed il numero di pagine totali assegnate alla Mon-VM.
mmap ed ioctl sono utilizzate dalla funzione xc_map_foreign_range con-
tenuta nelle librerie di controllo di Xen (libxc). Quindi, in relazione allo
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schema di Regular Paging mostrato nel Par. 6.1.1.1, la traduzione di un in-
dirizzo virtuale di un processo, o del Kernel, di un GuestOS è implementata
come descritto in Fig. 6.4. Per uno schema di paginazione PAE il funziona-
mento è analogo. L'indirizzo virtuale appartenente allo spazio d'indirizzamento
dell'Analyst sarà dato da IVM_VA_PF_MAP + OFFSET. Quest'indirizzo per-
mette di accedere alla locazione ﬁsica d'interesse associata all'indirizzo virtuale
del processo, o del Kernel, monitorato. Attualmente, il sistema di mapping de-
gli indirizzi appartenenti allo spazio Kernel del GuestOS ospite della Mon-VM
viene utilizzato per individuare, nello spazio d'indirizzamento dell'Analyst, la
pagina condivisa allocata da HiMod. In generale, è possibile eﬀettuare intro-
spezione su qualsiasi area di memoria allocata in spazio Kernel. Disponendo di
un set di invarianti per il Kernel stesso, è possibile eﬀettuare controlli sulle sue
variabili utilizzando la libreria sviluppata.
Figura 6.4: Mapping indirizzo virtuale GuestOS
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6.1.3 Paginazione in modalità HVM
In modaltà HVM, Xen utilizza la tecnica delle shadow page table (Par. 4.2.3.2).
Quindi, all'interno dei livelli di paginazione gli indirizzi sono di tipo pseudo-
physical e le modiﬁche vengono propagate dall'hypervisor alla tabella delle
pagine reale, nota all'MMU. In questo caso, l'accesso alla tabella delle pagi-
ne sfrutta la struttura dati page_array, allocata da Xen all'avvio di ogni
dominio, che contiene la corrispondenza fra le pagine pseudo-physical e quel-
le machine. Quindi, page_array[physical_pfn] ritorna il corrispondente
machine_pfn.
L'informazione sulla tipologia di dominio, para-virtualizzato od HVM, è me-
morizzata in una struttura dati di tipo xs_handle che viene inizializzata tra-
mite un accesso a XenStore. La Tab. 6.1 illustra un frammento di codice che
descrive la traduzione degli indirizzi in caso di HVM.
...
#define PAGE_SHIFT 12
...
static int is_hvm(int ID) {
struct xs_handle *xsh = NULL;
xs_transaction_t xth = XBT_NULL;
char *vmpath = NULL;
char *ostype = NULL;
char *path_vm = malloc(100);
vmpath = xa_get_vmpath(id);
sprintf(path_vm, "%s/image/ostype", vmpath);
xsh = xs_domain_open();
ostype = xs_read(xsh, xth, path_vm, NULL);
if (strcmp(ostype, "hvm") == 0) {
return 1;
}
return 0;
}
...
static uint64_t mach_trasl(int cpu, uint64_t addr,
int ID)
{
if(is_hvm(ID) && paging_enabled(&ctxt[cpu]))
ma = page_array[addr >> PAGE_SHIFT] << PAGE_SHIFT;
return ma;
}
Tabella 6.1: Codice: Traduzione indirizzi HVM
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Il codice della funzione paging_enabled è descritto nel seguito.
6.1.4 TLB e virtualizzazione
Il Translation Lookaside Buﬀer è una cache della CPU che contiene un sottoin-
sieme ridotto delle entrate della page table del processo in esecuzione. Permette
di ridurre la latenza della traduzione di un indirizzo virtuale in indirizzo ﬁsico,
poiché evita l'accesso diretto alla tabella delle pagine in memoria principale se
l'entry richiesta è presente in cache.
6.1.4.1 Hardware e Software TLB
Il Translation Lookaside Buﬀer è tipicamente una memoria cache di tipo asso-
ciativo (Content Addressable Memory, CAM ) che utilizza come chiave di ricerca
l'indirizzo virtuale e fornisce come output l'indirizzo ﬁsico corrispondente.
Quando la CAM non contiene l'entrata richiesta, viene generato un TLB
Miss.
Le architetture moderne adottano due schemi di gestione diﬀerenti per i TLB
Miss:
1. Hardware-TLB management.
2. Software-TLB management.
Nella prima soluzione, adottata nell'architettura x86, la CPU si fa carico di
accedere alla tabella delle pagine per recuperare l'entry associata ad uno spe-
ciﬁco indirizzo virtuale. Se è possibile individuare l'entry, allora viene salvata
la coppia <indirizzo virtuale ; indirizzo fisico> all'interno del
TLB e si rieﬀettua l'accesso. In caso contrario, viene generata una Page Fault
Exception, l'indirizzo virtuale è salvato nel registro CR2 del VCPU-Context e si
richiede all'OS l'esecuzione della routine di gestione dei Page Fault che, di fatto,
viene demandata al VMM (Par. 4.2.3.3).
Nel secondo caso, un TLB miss genera una TLB Miss Exception ed è il VMM
ad accedere, via software, alla tabella delle pagine per eﬀettuare la traduzione.
Quindi, è l'hypervisor che carica nel TLB la coppia <indirizzo virtuale
; indirizzo fisico>.
Se l'entrata richiesta non appartiene alla tabella delle pagine, viene gene-
rata una Page Fault Exeption e viene eseguita la routine di gestione descritta
precedentemente.
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6.1.4.2 Emulazione del TLB
Dal punto di vista della virtualizzazione, il principale svantaggio nell'architet-
tura x86 è quello di non prevedere un controllo software del TLB che, quindi,
non può essere direttamente virtualizzato. Gli sviluppatori di Xen, per evitare
i TLB ﬂushing al cambio di contesto con l'hypervisor, hanno incluso Xen nei
primi 64Mb dello spazio di indirizzamento virtuale (Par. 4.2.3.1). Questa scelta
implementativa permette di mantenere nel TLB un certo numero di associazio-
ni <indirizzo virtuale ; indirizzo fisico> relative all'hypervisor,
durante l'esecuzione di ogni processo.
Come mostrato in precedenza, la libreria d'introspezione mappa una pa-
gina quando si richiede di tradurre un indirizzo appartenente allo spazio di
indirizzamento del monitored process.
Per il principio di località si suppone che, in un certo intervallo di tempo,
i controlli eﬀettuati dall'Analyst coinvolgano variabili che sono localizzate in
un'area di memoria limitata. Quindi, può accadere che indirizzi virtuali contigui
del monitored process generino più volte la traduzione della stessa pagina ﬁsica
all'interno dello spazio di indirizzamento dell'Analyst. Per evitare l'overhead
dovuto a questo comportamento è possibile reimplementare a livello software
il meccanismo del TLB, in modo da non accedere alla tabella delle pagine in
memoria principale ad ogni richiesta di mapping. Per questo, si può parlare di
emulazione del TLB, piuttosto che di virtualizzazione.
Per quanto già detto, l'implementazione utilizza una lista concatenata ba-
sata su strategia Last Recently Used (LRU ). Ogni nodo della lista contiene la
coppia <Virtual Base Addr. ; Mapped Base Addr.>, ovvero la cor-
rispondenza fra un indirizzo virtuale del monitored process e l'indirizzo vir-
tuale mappato nello spazio di indirizzamento dell'Analyst. Prima di eﬀettuare
l'accesso alla tabella delle pagine, si accede alla lista e si veriﬁca se l'indiriz-
zo virtuale corrente è già stato mappato in memoria. In caso positivo, viene
restituito il corrispondende indirizzo base del proprio spazio d'indirizzamento
virtuale che viene concatenato con l'oﬀset dell'indirizzo passato. Altrimenti,
viene eﬀettuata la traduzione tramite la tabella delle pagine e viene salvata la
coppia <Virtual Base Address ; Mapped Base Addr.> in testa alla
lista concatenata, come riportato in Fig. 6.5.
Come mostrato in precedenza, in caso di architettura x86 con Regular Paging
si devono eﬀettuare normalmente 2 accessi alla memoria per recuperare le entries
dalla tabella delle pagine e 3 operazioni di mapping. In caso di PAE si hanno 3
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Figura 6.5: Emulazione TLB: lista LRU
accessi alla memoria principale e 4 operazioni di mapping.
Formalmente deﬁniamo:
• TMR : tempo di accesso in lettura alla memoria principale.
• TMW : tempo di accesso in scrittura alla memoria principale.
• TCMap : tempo di completamento dell'operazione di mapping.
In assenza dell'emulazione del TLB, il tempo di completamento delle operazioni
di mapping ed accesso alla tabella delle pagine (TTrad) è pari a:
Regular Paging:
TTrad ≈ 2*TMR + 3*TCMap
PAE:
TTrad ≈ 3*TMR + 4*TCMap
Dove TCMap è pari a:
TCMap ≈ β + TMW
β è un tempo costante relativo alla predisposizione della memoria virtuale
tramite la chiamata mmap. Eventualmente, si paga l'allocazione di una nuova
pagina per una Page Table e la scrittura di una nuova entry per la Page Direc-
tory, ma questi eventi hanno probabilità trascurabile pari a 1512 in caso PAE e
1
1024 in caso RP.
Utilizzando l'emulazione del TLB, si traducono gli indirizzi virtuali del pro-
cesso monitorato accedendo direttamente alla lista LRU dopo aver eﬀettuato il
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primo mapping di una pagina. Quindi, la traduzione degli indirizzi relativi alla
medesima pagina ha un costo pari a:
TTrad ≈ TMR
Dunque, accedendo alla testa della coda si riduce di circa 5 volte il TTrad
in caso RP e 7 volte in caso PAE. Per evitare che la dimensione della lista
possa crescere eccessivamente, si pone un limite in un range fra 16 e 32 nodi.
L'overhead dovuto alla ricerca è da considerarsi trascurabile poiché è molto
più probabile l'accesso ai primi nodi della lista, come descritto in precedenza.
Inoltre, ogni volta che si accede ad un nodo a profondità maggiore o uguale a
due, questo viene riportato in testa alla lista poiché si suppone che verrà riferito
nuovamente negli accessi seguenti.
L'emulazione del TLB è predisposta per il monitoraggio di più processi,
infatti permette di allocare diverse liste LRU per ciascuno processo monitorato
(identiﬁcato tramite il proprio PID).
6.2 Introspezione del VCPU-Context
L'introspezione a livello del contesto virtuale della CPU permette di controllare,
ed eventualmente modiﬁcare, il contenuto dei registri. Il Xen Hypervisor man-
tiene la struttura vcpu_guest_context_t per descrivere lo stato corrente
della CPU.
I campi principali di tale stuttura, deﬁnita nell'header Xen.h, sono:
• unsigned long ctrlreg[8]: registri di controllo della CPU virtuale.
Ad esempio, possono essere utilizzati per:
 Accedere alla PD/PDPT in uso tramite il registro CR3.
 Veriﬁcare se la paginazione è abilitata accedendo al PG ﬂag del
registro CR0.
 Individuare la modalità di paginazione accedendo al PAE ﬂag del
registro CR4.
 Veriﬁcare se il processore supporta il Page Global Enable accedendo
al PGE ﬂag del registro CR4.
• struct cpu_user_regs user_regs: contiene i registi utente ed è
deﬁnita negli header Xen-arch.h in base alle diverse architetture hard-
ware sottostanti. Questa struttura memorizza il puntatore all'istruzione
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corrente nel registro EIP e deﬁnisce i registri dedicati al salvataggio dei
parametri delle chiamate di sistema.
La scrittura e la lettura dei registri del contesto virtuale devono essere validate
dall'Hypervisor che mette a disposizione le primitive xc_vcpu_getcontext
e xc_vcpu_setcontext.
6.2.1 Esempio 1: accesso all'Instruction Pointer Register
La libreria d'introspezione può accedere a questo registro per due scopi princi-
pali:
1. Veriﬁcare che l'istruzione correntemente in esecuzione sia quella attesa.
2. Modiﬁcarne il contenuto pilotando il ﬂusso d'esecuzione.
Il codice in Tab. 6.2 mostra come si può realizzare la lettura e scrittura dell'EIP.
...
static vcpu_guest_context_t eip_s[64];
...
uint32_t *read_EIP(int xc, uint32_t cpu,
uint32_t dom_id)
{
if (xc_vcpu_getcontext(xc, dom_id, cpu, eip_s) != 0)
return NULL;
return (uint32_t *)eip_ctxt[cpu].user_regs.eip;
}
int write_EIP(int xc, uint32_t cpu, uint32_t dom_id,
uint32_t new_eip)
{
if (xc_vcpu_getcontext(xc, dom_id, cpu, eip_s) != 0)
return -1;
eip_s[cpu].user_regs.eip = new_eip;
if (xc_vcpu_setcontext(xc, dom_id, cpu, &eip_s) != 0)
return -1;
return 0;
}
Tabella 6.2: Codice: accesso all'Instruction Pointer Register
6.2.2 Esempio 2: accesso ai parametri delle Syscall
In architetture x86 32-bit, gli argomenti delle Syscall dei Kernel Linux vengono
salvati nei registri generali mostrati in Tab. 6.3.
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Argomento Registro
#1 EBX
#2 ECX
#3 EDX
#4 ESI
#5 EDI
#6 EBP
Tabella 6.3: Registri generali - Parametri System Call
Nel registro EAX viene salvato il valore di ritorno relativo ad una syscall: se
si veriﬁca un errore allora viene ritornato un valore numerico intero negativo,
altrimenti si ottiene un valore positivo o pari a 0.
La libreria d'introspezione può accedere a questi registri per veriﬁcare, ad
esempio, la consistenza dei parametri delle system call. Poiché questi regi-
stri sono contenuti nella struttura user_regs del VCPU-Context corrente, è
possibile accedervi come mostrato nel codice in Tab. 6.4.
...
static vcpu_guest_context_t regs_ctxt[64];
...
uint32_t tv_read_syscall_regs(..., char *reg_to_read)
{
if (xc_vcpu_getcontext(..., regs_ctxt) != 0)
return -1;
if(strcmp(reg_to_read, "eax") == 0)
return regs_ctxt[cpu].user_regs.eax;
else if(strcmp(reg_to_read, "ebx") == 0)
return regs_ctxt[cpu].user_regs.ebx;
...
...
else return -1;
}
Tabella 6.4: Codice: accesso ai parametri delle System Call
6.2.3 Esempio 3: controllo sulla paginazione
Per veriﬁcare che la paginazione sia abilitata, è necessario accedere al PG ﬂag
ed al PE ﬂag che indica se è abilitato il Protected Mode.
Il frammento di codice della Tab. 6.5 mostra l'accesso al registro CR0 per
eﬀettuare questo tipo di controllo.
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...
#define X86_CR0_PE 0x00000001 //Protected Mode
#define X86_CR0_PG 0x80000000 //Paging
...
static int paging_enabled(vcpu_guest_context_t *v) {
unsigned long cr0 = v->ctrlreg[0];
return (cr0 & X86_CR0_PE) && (cr0 & X86_CR0_PG);
}
Tabella 6.5: Codice: controllo sulla paginazione
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Controlli dinamici
PsycoTrace deﬁnisce l'identità dei processi utilizzando una metodologia statica.
In questo modo, è possibile evitare i falsi positivi garantendo un'estrazione cor-
retta dell'identità. Inoltre, l'identità è integrata con asserzioni sui valori delle
variabili.
Analizzando staticamente il programma sorgente è possibile estrarre inva-
rianti sulle variabili di un programma che permettono di veriﬁcare il corretto
comportamento a tempo di esecuzione tramite tecniche di introspezione (Cap.
6).
Come descritto nel Cap 5, PsycoTrace integra strumenti dinamici e statici
per deﬁnire e veriﬁcare l'identità di un processo.
Non tutti gli strumenti statici sono oggetto del lavoro di tesi. Nel seguito
descriviamo alcuni aspetti degli strumenti statici unicamente per chiarire il fun-
zionamento di quelli dinamici.
Strumenti Statici:
• Grammar Generating Algorithm (GGA): PsycoTrace descrive la sequenza
di system call generate da un processo P tramite una context-free grammar
CFG(P). Utilizzando una grammatica di questo tipo è possibile deﬁnire, in
modo molto preciso, le possibili sequenze di chiamate di sistema generate
dal processo monitorato. Nel seguito, descriviamo il Grammar Genera-
ting Algorithm (GGA) che permette di estrarre la CFG(P) a partire dal
programma sorgente.
• Assertion Generator (AG): PsycoTrace introduce degli invarianti I(P, i)
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che devono valere al punto di esecuzione i di P. Tali invarianti rappresen-
tano assunzioni, generate dall'analisi statica del sorgente di P, che riguar-
dano i valori delle variabili del programma e dei parametri delle chiama-
te di sistema. Nel seguito, descriviamo l'output restituito dall'Assertion
Generator speciﬁcando come viene valutato dagli strumenti dinamici di
PsycoTrace.
Strumenti Dinamici:
• Introspection Library: descritta nel Cap. 6.
• Lexical Analyzer: veriﬁca che la system call ricevuta appartenga all'alfa-
beto delle chiamate di sistema che P può invocare. Nel seguito, descri-
viamo come un analizzatore lessicale è stato integrato in PsycoTrace per
eﬀettuare questo tipo di analisi.
• Parser: la sequenza delle system call generata ad un determinato istante è
ritenuta legale se e solo se corrisponde ad un preﬁsso di almeno una stringa
del linguaggio generato da CFG(P). Nel seguito, descriviamo come Bison
(Cap. 4) è stato integrato in PsycoTrace per eﬀettuare questo tipo di
analisi.
• Assertion Checker: veriﬁca gli invarianti I(P, i) a tempo di esecuzione. I
controlli eﬀettuati da questo componente implementano un'eﬃcace con-
tromisura per il mimicry attack [8] che sostituisce i parametri delle system
call senza modiﬁcarne la sequenza di invocazione. La libreria d'introspe-
zione descritta nel Cap. 6 è lo strumento dinamico principale utilizzato
dall'Assertion Checker (Fig. 7.1).
7.1 Grammar Generating Algorithm (GGA)
I simboli terminali e non-terminali della CFG(P) dipendono dalle chiamate di
sistema che P invoca e dalle funzioni deﬁnite nel codice sorgente.
Formalmente la CFG(P) generata è una tupla <T, F, S, R>:
• T: set di system call tracciate individuabili nel programma sorgente. Rap-
presentano i simboli terminali della grammatica.
• F: set di funzioni deﬁnite nel programma come il main ed altre fun-
zioni ausiliarie. Ognuna contiene un sottoinsieme di T, anche vuoto.
Rappresentano i simboli non-terminali della grammatica.
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Figura 7.1: Architettura di PsycoTrace
• S: simbolo di partenza rappresentato dal main del programma da moni-
torare.
• R: insieme di regole di produzione della forma X→β dove X è un simbolo
non-terminale e β è una sequenza di simboli terminali e non-terminali
(anche vuota).
PsycoTrace deﬁnisce un algoritmo detto GGA, Grammar Generating Algorithm,
per generare la CFG(P).
L'algoritmo analizza il codice sorgente e per ogni funzione di P inserisce
nell'insieme F un nuovo simbolo non-terminale FUN. Inoltre, aggiunge ad R
una nuova regola Rnew che ha FUN al left-hand-side.
A questo punto, GGA genera il right-hand-side di Rnew analizzando il codice
contenuto in FUN:
• Se FUN contiene un blocco block_1 di istruzioni senza costrutti condi-
zionali o cicli, aggiunge le chiamate di sistema che compaiono in block_1
al right-hand-side di Rnew rispettando la sequenza di apparizione.
• Se FUN contiene uno statement di tipo if(cond) { block_1 } :
1. Genera una nuova regola <A>→<B> | , dove B è un nuovo simbolo
non-terminale che rappresenta il left-hand-side di una nuova regola
di produzione generata applicando ricorsivamente GGA su block_1.
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2. Aggiunge il simbolo A al right-hand-side di Rnew.
• Se FUN contiene uno statement di tipo if(cond) { block_1 } else {
block_2 } :
1. Genera una nuova regola <A> → <B> | <C>, dove B e C sono
nuovi simboli non-terminali che rappresentano il left-hand-side di due
nuove regole di produzione generate applicando ricorsivamente GGA
su block_1 e block_2.
2. Aggiunge il simbolo A al right-hand-side di Rnew.
• Se FUN contiene uno statement di tipo if(cond) { block_1 } else
if(cond) { block_2 } ... else if(cond) { block_n } oppure swit-
ch(expr) case(val_1): { block_1 } ... case(val_n): { block_n }
:
1. Genera una nuova regola <A> → <B1> | <B2> ... | <Bn>, dove
B1, B2 e Bn sono nuovi simboli non-terminali che rappresentano il
left-hand-side di n nuove regole di produzione generate applicando
ricorsivamente GGA sui block_1, block_2 ... block_n.
2. Aggiunge il simbolo A al right-hand-side di Rnew.
• Se FUN contiene un ciclo di tipo while(cond) { block_1 } o for(...)
{ block_1 } :
1. Genera una nuova regola <A>→ <A> |  dove A è un nuovo simbolo
non-terminale che rappresenta il left-hand-side di una nuova regola
di produzione iterativa generata applicando ricorsivamente GGA su
block_1.
2. La produzione <A> →  è inserita per dichiarare l'uscita dal ciclo.
3. Aggiunge il simbolo A al right-hand-side di Rnew.
Tab. 7.1 mostra alcuni semplici esempi di grammatiche generate dal GGA.
7.1.1 CFG(P): approccio Meta-Compiler-Compiler
Gli strumenti statici di PsycoTrace adottano un approccio di tipo meta-compiler-
compiler per generare automaticamente la CFG(P) a partire dal sorgente del
programma da monitorare.
L'approccio proposto consiste di tre passi, come illustrato in Fig. 7.2.
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f() {
open();
read()
g();
close();
}
g() {
getpid();
}
F → open read G close;
G → getpid();
f() {
open();
if(x)
read();
}
F → open A;
A → read | ;
f() {
open();
if(x)
read();
else
close();
}
F → open A;
A → read | close;
f() {
open();
while(x);
read();
}
F → open A;
A → read A | ;
f() {
open();
read();
if(x)
f();
close();
}
F → open read A close;
A → F | ;
Tabella 7.1: Esempi di GGA
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Figura 7.2: Meta-Compiler-Compiler
1. Si deﬁnisce una grammatica estesa del linguaggio C (ECG) in cui le sy-
stem call monitorate sono introdotte come nuovi simboli terminali. Le
azioni semantiche dell'ECG (Sez. 4.2) permettono di generare la gram-
matica delle system call, CFG(P), durante il parsing del programma C
applicando GGA per ogni funzione incontrata.
2. Si applica Bison alla ECG per produrre il parser del programma P che
permette di generare la CFG(P). Le azioni semantiche della CFG(P) inclu-
dono la deﬁnizione degli invarianti che devono valere ad ogni invocazione
di una system call.
3. Si applica Bison alla CFG(P) per produrre il parser che permette di con-
trollare l'ordine corretto delle system call e valutare gli invarianti a tempo
di esecuzione di P.
7.2 Assertion Generator (AG)
Ai ﬁni del lavoro descritto in questa tesi, una descrizione di questo componente
è superﬂua. E' suﬃciente speciﬁcare che l'Assertion Generator restituisce inva-
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rianti I(P, i) della forma [ i, { nomi var. : indirizzo var. :
tipo var. } { espressioni su var. } ]:
• i: punto di esecuzione di P in cui devono essere eﬀettuati i controlli di
consistenza. Corrisponde all'esecuzione di una system call di P.
• { nomi var. : indirizzo var. : tipo var. }: insieme
di nomi simbolici, indirizzi virtuali e tipi delle variabili di P coinvolte nei
controlli. Possono essere nomi, indirizzi e tipi relativi anche ai parametri
della chiamata di sistema invocata al punto i. Ovviamente, l'indirizzo
var. non è estratto direttamente dal codice sorgente, ma una possibile
soluzione prevede un'analisi statica del binario per estrarre gli indirizzi di
interesse.
• { espressioni su var. }: insieme di relazioni sulle variabili.
In particolare, l'insieme { espressioni su var. } può contenere relazio-
ni della seguente forma:
• Relazioni assolute:
< variabile (OP variabile)* REL valore >
Con OP operatore aritmetico/logico e REL operatore relazionale.
Ad esempio: a > 10; length(buﬀ) < 50; a + b >= 0; c && d == true;
• Relazioni fra variabili:
< variabile (OP variabile)* REL variabile >
Con OP operatore aritmetico/logico e REL operatore relazionale.
Ad esempio: a + b > c; c == d;
Nella Sez. 7.6 è descritto come l'Assertion Checker valuta questi invaranti a
tempo di esecuzione.
7.3 Lexical Analyzer
L'analisi lessicale dei tokens di L(CFG(P)) deve solo veriﬁcare che una system
call appartenga all'insieme delle chiamate di sistema invocabili. Infatti, le invo-
cazioni che P può generare rappresentano i soli tokens validi per il linguaggio
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L(CFG(P)). In questo caso non è necessario adottare generatori automatici di
scanner quali FLex o YooLex [30], senza limitare la generalità dell'implementa-
zione. Infatti, tutti gli scanner generator accettano in input la descrizione dei
tokens di un linguaggio tramite espressioni regolari.
Di conseguenza, il processo automatico che genera un analizzatore lessicale
per il linguaggio L(CFG(P)) è ovviamente parametrico nelle system call che
possono essere generate da P. Un esempio di ﬁle in input per FLex è il seguente:
%%
open { return(OPEN); }
getuid { return(GETUID); }
exit { return(EXIT); }
[ \t\n]+ [a-z]* { return("ERROR"); }
%%
In questo esempio, lo scanner generato da FLex accetta esclusiamente i to-
kens open, getuid ed exit, restituendo un errore lessicale in tutti gli altri
casi.
La funzione di analisi lessicale yylex discussa nella Sez. 4.2, è stata scritta
manualmente ed inclusa nel Prologo di Bison in modo che possa essere invocata
prima di eﬀettuare l'analisi sintattica. Questa procedura è anch'essa parametri-
ca nelle system invocabili da P e quindi può essere facilmente generata in modo
automatico durante l'analisi statica del programma sorgente di P. Analogamen-
te, adottando uno scanner generator si dovrebbe comunque generare l'insieme
delle espressioni regolari precedenti. In [Appendice A - Codice] sono riportati
alcuni esempi di questa funzione in alcuni casi d'uso studiati.
7.4 Parser: Bison
Una invocazione dell'I-VM, non viola l'identità del processo monitorato se la
stringa di system call ottuale rappresenta un preﬁsso della CFG(P). Quindi, il
parser eﬀettua l'analisi sintattica per veriﬁcare che il ﬂusso di esecuzione del
processo, in termini di chiamate di sistema, rispetta l'identità deﬁnita dalla
CFG(P).
La CFG(P) generata dal GGA è inclusa nella sezione Grammar Rules del
ﬁle di input di Bison (Par. 4.2.1.1).
L'Analyst ed il parser generato da Bison sono eseguiti come processi separati
che comunicano fra loro mediante pipe. Quando l'Analyst riceve una notiﬁca
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da parte di HiMod, legge la system call invocata dalla pagina condivisa (Cap.
5) e passa la chiamata di sistema al parser che invoca la funzione yylex prima
di eﬀettuare l'analisi sintattica.
Coerentemente con l'adozione di un approccio di tipo default deny, il processo
monitorato viene terminato appena il parser veriﬁca che una system call non è
coerente con la CFG(P).
Le grammatiche relative ai semplici costrutti mostrati in Tab. 7.1 ammet-
tono un analizzatore sintattico deterministico top-down. In altre parole, quelle
grammatiche appartengono alla classe LL(1). Questa sempliﬁcazione è dovuta
al fatto che gli esempi di codice mostrati in Tab. 7.1 sono isolati dal contesto
di un programma reale.
Infatti, se applichiamo GGA al programma di test mostrato nel Cap. 8,
otteniamo le seguenti regole espresse nella sintassi di Bison:
S0: TIME CLOSE DUP2 DUP2 DUP2 F0 | TIME CLOSE DUP2 DUP2 DUP2 S0
;
F0: READ F1 CLOSE | READ F1 WRITE F0
;
F1: F2 | /* empty */
;
F2: OPEN WRITE F2 CLOSE | OPEN WRITE CLOSE
;
Un'analisi statica non può individuare quali rami di codice saranno eseguiti
a tempo di esecuzione. Per ottenere una corretta identità di P è necessario
includere nella CFG(P) tutte le possibilità. In questo caso, il non determinismo
descritto si traduce in una grammatica non-LL(1) e non-LALR(1) a causa dei
tre conﬂitti di tipo reduce/reduce presenti. Il parser GLR generato da Bison,
però, implementa correttamente l'analisi sintattica delle possibili sequenze legali
di invocazioni al sistema operativo, permettendo di eﬀettuare tutti i controlli
descritti. Quindi, l'elevata complessità di parsing, causata da una grammatica
context-free intrinsecamente ambigua, è giustiﬁcata dalla migliore accuratezza
dei controlli eﬀettuabili anche in presenza di conﬂitti.
7.5 Assertion Checker
La generazione del codice per la valutazione degli invarianti deﬁniti nella Sez.
7.3, avviene mediante le azioni semantiche associate alle produzioni della CFG(P)
(Par. 4.2.1.1). L'Assertion Checker utilizza la libreria d'introspezione descritta
nel Cap. 6 per accedere ai valori delle variabili.
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Ad esempio, consideriamo il seguente invariante:
[ i, {a:0xB7EC00DA:int ; b:0xB7EC00DB:int}, {a+b > 5 ;} ]
L'azione semantica corrispondente dell'assertion checker, al punto di esecuzione
i di P, è la seguente:
if(!((int)(*map(0xB7EC00DA))+(int)(*map(0xB7EC00DB)) > 5)) {
//Segnala violazione di un invariante.
//Termina processo monitorato.
...
}
Dove map è la funzione di mappatura (Cap. 6) degli indirizzi virtuali appar-
tenenti allo spazio di indirizzamento di un processo in un GuestOS.
Ad esempio, se nella precedente grammatica il punto di esecuzione i è re-
lativo all'invocazione della prima DUP2 in S0, avremo la seguente grammatica
annotata con l'azione semantica:
S0: DUP2
{ if(!((int)(*map(0xB7EC00DA))+(int)(*map(0xB7EC00DB)) > 5)) {
//Segnala violazione di un invariante.
//Termina processo monitorato.
...
}
} DUP2 { ... } DUP2 { ... } F0 { ... }
;
...
In base alla politica di default deny adottata, la gestione della violazione
di un invariante è eﬀettuata invocando la funzione di error recovery yyerror
descritta nel Par 4.2.1.1. In questa funzione è implementata la segnalazione della
violazione e la terminazione del processo o della Virtual Machine monitorata
(Vedasi [Appendice A - Codice]).
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Test e Conclusioni
Questo capitolo descrive i test eseguiti per veriﬁcare l'eﬃcacia dei controlli a
runtime e per valutare l'overhead introdotto dall'implementazione attuale di
PsycoTrace.
Gli strumenti dinamici dell'Analyst trattati in questa tesi sono implementati
in circa 3K righe di codice C, escluso il parser generato da Bison che è costituito
da circa 2.5K righe di codice C.
8.1 Test di sicurezza
Nel seguito descriviamo i seguenti tre test per veriﬁcare l'eﬃcacia di PsycoTrace:
1. Veriﬁca della sequenza legale di system call.
2. Valutazione degli invarianti tramite introspezione.
3. Introspezione della CPU Virtuale tramite modiﬁca del ﬂusso di esecuzione
di un semplice processo.
4. Esempio di accesso ai Simboli del Kernel di un GuestOS.
8.1.1 Veriﬁca sequenze legali di System Call
In questo test, il processo monitorato P1 implementa un server che apre un
socket e legge uno stream di caratteri in ingresso. La funzione parse_str
analizza il comando in ingresso ed esegue l'operazione richiesta. Se il comando
inizia con copy, allora P1 invoca una funzione strcpy per copiare la stringa in
ingresso in un buﬀer. strcpy espone una vulnerabilità di P1, poiché la funzione
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non controlla la quantità di dati da copiare all'interno del buﬀer e quindi può
essere utilizzata per eseguire un exploit che sfrutta un buﬀer overﬂow . Se la
stringa in ingresso inizia con ﬁle, allora P1 invoca la funzione logfile. Inﬁne,
se la stringa inizia con exit, il server abbatte la connessione stabilita con il
client.
In Tab. 8.1 è mostrato il codice del processo P1, mentre in Tab. 8.2 è
mostrata la CFG(P1), generata dal GGA (Cap. 7), che rappresenta l'identità
corretta di P1 a partire dalla prima accept. In Tab. 8.2 tralasciamo le azioni
semantiche che illustriamo nel Par 8.1.2.
#include ...
#define BUFF 1024
#define SMALL_BUFF 512
#define PORT 5000
#define FILENAME "log.txt"
int n = 10;
void logfile() {
int fd;
if((fd = open(FILENAME, O_CREAT|O_WRONLY|O_APPEND, S_IRWXU)) == -1)
perror("open");
else {
n--;
write(fd, "", 6);
if(n>0) logfile();
else n = 10;
}
close(fd);
}
int parse_str(char *buff, int print) {
char lbuff[SMALL_BUFF];
if(print) printf("buff = [%p]\n", &buff);
if(!strncmp(buff, "change", 6)) return -1;
if(!strncmp(buff, "copy", 4)) strcpy(lbuff, buff); /*VULNERABILITA’*/
if(!strncmp(buff, "file", 4)) logfile();
if(!strncmp(buff, "exit", 4)) return 1;
return 0;
}
int main() {
int fd, afd, ret, on, clen;
struct sockaddr_in sin;
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struct hostent *h;
pid_t pid;
char buffer[BUFF];
time_t start, end;
int change = 0;
fd = socket(AF_INET, SOCK_STREAM, 0);
memset(&sin, 0, sizeof(sin));
h = gethostbyname("localhost");
sin.sin_family = AF_INET;
sin.sin_port = htons(PORT);
sin.sin_addr.s_addr = INADDR_ANY;
on = 1;
ret = setsockopt(fd, SOL_SOCKET, SO_REUSEADDR, &on, sizeof(int));
ret = bind(fd, (struct sockaddr *) &sin, sizeof(sin));
ret = listen(fd, 5);
clen = sizeof(struct sockaddr_in);
time(&start);
while(1) {
afd = accept(fd, (struct sockaddr *)&sin, &clen);
time(&end);
if((end - start) > 20) change=1;
if(change) {
close(fd);
dup2(afd, STDIN_FILENO);
dup2(afd, STDOUT_FILENO);
dup2(afd, STDERR_FILENO);
while(1) {
memset(buffer, 0, BUFF);
read(afd, buffer, BUFF);
if(parse_str(buffer, 0) == 1) break;
write(afd, "ok\n", 3);
}
close(afd);
exit(0);
}
pid = fork();
if(pid == 0) {
close(fd);
dup2(afd, STDIN_FILENO);
dup2(afd, STDOUT_FILENO);
dup2(afd, STDERR_FILENO);
while(1) {
memset(buffer, 0, BUFF);
read(afd, buffer, BUFF);
if(parse_str(buffer, 0) == 1) break;
write(afd, "ok\n", 3);
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}
close(afd);
exit(0);
}
else close(afd);
}
}
Tabella 8.1: Codice P1
MAIN → (time close dup2 dup2 dup2)* (read PARSE_STR (write)?)* close
PARSE_STR → (LOGFILE)?
LOGFILE → open write (LOGFILE)? close
S0: TIME CLOSE DUP2 DUP2 DUP2 F0 | TIME CLOSE DUP2 DUP2 DUP2 S0 ;
F0: READ F1 CLOSE | READ F1 WRITE F0 ;
F1: F2 | /* empty */ ;
F2: OPEN WRITE F2 CLOSE | OPEN WRITE CLOSE ;
Tabella 8.2: GGA CFG(P1)
Ad esempio, il caso di esecuzione in Tab. 8.3:
> telnet 192.168.1.5 5555
Trying 192.168.1.5...
Connected to 192.168.1.5.
Escape character is ’^]’.
copy me
ok
file
ok
file
ok
copy me
ok
exit
Connection closed by foreign host.
Tabella 8.3: Caso di esecuzione normale di P1
genera la seguente sequenza di system call:
time close (dup2)3 read (write read (open write)10 (close)10)2
(write read)2 close
L'attacco implementato sfrutta la vulnerabilità introdotta dalla funzione
strcpy. Lo shellcode è iniettato all'interno del buﬀer riferito dalla strcpy
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per ottenere una shell con gli stessi privilegi del processo P1. La stringa tra-
smessa dopo il comando copy contiene una sequenza di nop, lo shellcode stesso
e l'indirizzo che punta all'inizio dello shellcode. Tale indirizzo è ripetuto più vol-
te in modo da essere certi di sovrascrivere l'indirizzo di ritorno della funzione
parse_str sullo stack. In Tab. 8.4 è illustrato il codice dell'exploit.
#include ...
#define BUFFER 600
#define NOP_LEN 350
#define NOP 0x90
char shellcode[]=
"\x31\xc0\x31\xdb\xb0\x17\xcd\x80"
"\xeb\x17\x5e\x31\xc0\x88\x46\x07\x89\x76\x08\x89\x46\x0c\xb0\x0b"
"\x89\xf3\x8d\x4e\x08\x31\xd2\xcd\x80\xe8\xe4\xff\xff\xff\x2f\x62"
"\x69\x6e\x2f\x73\x68";
char *build_buffer(int addr, char *Shellcode);
int main(int argc, char **argv) {
char *buffer;
char *endptr;
unsigned long val = strtoul(argv[1], &endptr, 16);
buffer = build_buffer(val, shellcode);
printf("%s", buffer);
return 0;
}
char *build_buffer(int addr, char *Shellcode) {
int *p, h;
char *c, *buffer;
buffer = (char *)malloc(BUFFER);
p = (int *)(buffer);
for(h = 0; h - 4 < BUFFER; h+=4) {
*p = addr;
p++;
}
buffer[BUFFER] = ’\0’;
buffer[BUFFER-1]= ’\n’;
memset(buffer, NOP, NOP_LEN);
memcpy(buffer + NOP_LEN, Shellcode, strlen(Shellcode));
memcpy(buffer, "copy", 4);
return buffer;
}
Tabella 8.4: Codice Exploit per P1
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Figura 8.1: System Call Tracciate da HiMod
Quindi, si inietta lo shell code avviando una sessione con il server tramite
netcat:
> (./exploit 0xbf88d97c;cat)|nc 192.168.1.5 5555
dove 0xbf88d97c è l'indirizzo a cui si trova lo shell code. Di conseguenza, la
sequenza di system call generata è la seguente:
(dup2)3 read setuid brk open close (open read close)3 open close (brk)3
time brk ioctl brk (open read close)2 brk
Come si nota dalla Tab. 8.2, la chiamata di sistema setuid non appartiene
ad alcuna sequenza legale di system call generabile da P1, dopo la prima read.
Quindi, PsycoTrace termina il processo e produce il messaggio:
dup2 dup2 dup2 read
System Call Sequence Violation! Received: setuid
Process killed. [pid=1054]
La Fig. 8.1 illustra il set di system call intercettate da HiMod nella versione
attuale di PsycoTrace.
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8.1.2 Valutazione invarianti
Consideriamo ancora il processo P1 visto in precedenza ed il seguente invariante:
[ 96, {afd:0xBFE252F8:int}, {afd > 0} ]
relativo al parametro afd della prima write. La grammatica di Tab. 8.5 conterrà
la seguente azione semantica:
...
S0: TIME CLOSE DUP2 DUP2 DUP2 F0 | TIME CLOSE DUP2 DUP2 DUP2 S0 ;
F0: READ {
unsigned long *addr_map = (unsigned long *)mapmem_domu(xc,
cpu, did, 0xBFE252F8, PROT_READ | PROT_WRITE, PROCESS_PGD);
if(!((int)*addr_map > 0)) {
assert_violation = 1;
yyerror();
}
}
F1 CLOSE | READ F1 WRITE F0 ;
F1: F2 | /* empty */ ;
F2: OPEN WRITE F2 CLOSE | OPEN WRITE CLOSE ;
...
Tabella 8.5: GGA CFG(P1). Esempio di Azione Semantica.
dove yyerror è la procedura di gestione delle violazioni dei controlli, vedi
Appendice A - Codice.
Eseguiamo P1 come illustrato in Tab. 8.3 e simuliamo la violazione dell'in-
variante modiﬁcando la locazione di memoria relativa alla variabile afd tramite
il seguente frammento di codice, eseguito da I-VM.
...
unsigned long *addr_map = (unsigned long *)mapmem_domu
(xc_handle, vcpu, domid, 0xBFE252F8,
PROT_READ | PROT_WRITE, PROCESS_PGD);
*addr_map = -1;
...
L'esecuzione della prima write produce il seguente output:
dup2 dup2 dup2 read write
Assert Violation! Valuated System Call: write
Expected Value: > 0. Actual Memory Value: -1.
Process killed. [pid=1054]
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8.1.3 Introspezione VCPU-C: EIP
Questo test descrive un semplice esempio di introspezione del contesto della
CPU virtuale, modiﬁcando il registro EIP di un processo P2 in esecuzione sulla
Mon-VM. Tab. 8.6 illustra il codice di P2.
#include ...
int main (int argc, char *argv[]) {
//...
printf(“Start Infinite Cycle!\n”);
while(1) {
//...
}
printf(“Impossible Infinite Cycle Exit!\n”);
}
Tabella 8.6: Codice P2
Per brevità omettiamo il corpo del while che, comunque, non contiene break
od exit che permettano l'uscita dal ciclo. L'esecuzione di questo programma al-
l'interno della Mon-VM, ovviamente stampa a video la frase “Start Infinite
Cycle!” prima di iniziare l'elaborazione inﬁnita delle istruzioni all'interno
del ciclo while. Tab 8.7 illustra il codice, eseguito dalla I-VM, per controllare il
ﬂusso di esecuzione di P2.
#include ...
int main (int argc, char *argv[]) {
int xc_handle = xc_interface_open();
uint32_t vcpu = 0;
uint32_t dom = 0;
if(argc == 1) {
printf("ERROR: Insert a domain ID as first parameter.");
}
else {
dom = atoi(argv[1]);
if(!dom) {
printf("ERROR: Insert a valid domain ID.\n");
return 0;
}
}
uint32_t *eip = tv_read_eip(xc_handle, vcpu, dom);
int code = tv_write_eip(xc_handle, vcpu, dom, 0x80483AD);
}
Tabella 8.7: Modiﬁca del ﬂusso di esecuzione di P2
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...
8048394: c7 04 24 d4 84 04 08 movl $0x80484d4,(%esp)
804839b: e8 10 ff ff ff call 80482b0 <_init+0x38>
80483a0: c7 45 fc 01 00 00 00 movl $0x1,0xfffffffc(%ebp)
80483a7: 83 7d fc 00 cmpl $0x0,0xfffffffc(%ebp)
80483ab: 75 fa jne 80483a7 <main+0x23>
80483ad: c7 04 24 e0 84 04 08 movl $0x80484e0,(%esp)
80483b4: e8 f7 fe ff ff call 80482b0 <_init+0x38>
80483b9: c9 leave
80483ba: c3 ret
...
Tabella 8.8: Disassembly di P2
Come si nota dal disassemblato in Tab. 8.8, l'indirizzo 0x80483AD è relati-
vo all'istruzione MOVL eseguita immediatamente prima della CALL che invoca
l'ultima funzione printf di P2.
Normalmente, P2 non può mai uscire dal ciclo while. Se eseguiamo il codi-
ce mostrato nella Tab. 8.5 otteniamo la terminazione di P2 con il messaggio
“Impossible Infinite Cycle Exit!”, a dimostrazione del fatto che l'istru-
zione eseguita da P2, dopo la modiﬁca del'instruction pointer, è relativa all'ul-
tima printf.
Come descritto nel Cap. 6, la libreria di introspezione implementa altre
funzioni per modiﬁcare e leggere il VCPU-Context.
La versione attuale di PsycoTrace sfrutta esclusivamente le funzionalità di
introspezione della memoria, ma la VCPU-Introspection apre interessanti sce-
nari per implementazioni future.
Ad esempio, si può utilizzare questo tipo di introspezione per implementare
una soluzione di code obfuscation del codice di un processo monitorato P.
PsycoTrace può cifrare le sezioni di codice contenute fra le chiamate di siste-
ma di P. Ogni volta che viene notiﬁcata a seguito di una invocazione, l'I-VM può
decifrare la sezione di codice che P potrà eseguire ﬁno alla prossima system call
e modiﬁcare l'instruction pointer di P per puntare all'inizio di questa sezione di
codice.
8.1.4 Accesso ai simboli del Kernel
Come descritto nel Cap. 6, la libreria di introspezione permette di accedere
anche ai simboli del Kernel di un GuestOS contenuti nella tabella dei simboli
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System.map. La funzione get_kernel_address_from_symbol permet-
te di ottenere l'indirizzo di un simbolo dalla System.map Table che viene
successivamente mappato nello spazio di indirizzamento dell'Analyst.
Anche in questo caso, tale funzionalità può essere utilizzata per controlli
futuri da eﬀettuarsi sul Kernel di un GuestOS.
L'esempio in Tab. 8.9 illustra come si può eﬀettuare l'accesso a tre simboli
del Kernel di un GuestOS.
#include ...
int main (int argc, char *argv[])
{
int xc = xc_interface_open();
uint32_t vcpu = 0;
uint32_t id = 0;
if(argc == 1) {
printf("ERROR: Insert a domain ID as first parameter.\n");
return 0;
}
void *va =
get_kernel_address_from_symbol("/boot/System.map", "total_pages");
unsigned long *addr_map =
tv_mapmem_domu(xc, vcpu, id, va, PROT_READ | PROT_WRITE, KERNEL_PGD);
printf("\nTOTAL PAGES SYMBOL (total_pages): %d\n", *addr_map);
va =
get_kernel_address_from_symbol("/boot/System.map", "sys_call_table");
addr_map =
tv_mapmem_domu(xc, vcpu, id, va, PROT_READ | PROT_WRITE, KERNEL_PGD);
printf("SYS CALL TABLE ADDR (sys_call_table): %x\n", *addr_map);
va =
get_kernel_address_from_symbol("/boot/System.map", "maxcpus");
addr_map =
tv_mapmem_domu(xc, vcpu, id, va, PROT_READ | PROT_WRITE, KERNEL_PGD);
printf("MAX CPUS SUPPORTED (maxcpus): %d\n\n", *addr_map);
}
Tabella 8.9: Accesso ai simboli del Kernel
L'output ottenuto è il seguente:
TOTAL PAGES SYMBOL (total_pages): 34816
SYS CALL TABLE ADDR (sys_call_table): c012e2e0
MAX CPUS SUPPORTED (maxcpus): 91
Restituisce il numero totale di pagine assegnate al GuestOS, l'indirizzo della
System Call Table e il numero massimo di CPU Virtuali supportate.
91
CAPITOLO 8. Test e Conclusioni
8.2 Valutazione delle performance
La conﬁgurazione hardware utilizzata per testare le performance del prototipo
è la seguente:
• Pentium Centrino DUO T2250 1.7Ghz, 1GB RAM DDR2.
• 128Mb RAM assegnata alla Mon-VM su cui è installata la distribuzione
Linux Debian come GuestOS. Modalità di paginazione PAE.
• 874Mb RAM assegnata al Dom0 su cui è installata la distribuzione Linux
Slackware.
Le Tab. 8.10 e 8.11 riportano la media dei tempi di esecuzione di tre tipiche
chiamate di sistema eseguite da un processo monitorato P, in tre casi di test:
1. Esecuzione normale.
2. Esecuzione con tracciamento.
3. Esecuzione con tracciamento e mappatura di una pagina di P1. La Tab.
8.11 illustra il tempo medio di esecuzione in caso si adotti il supporto al
TLB, mentre la Tab. 8.10 si riferisce all'esecuzione senza questo supporto.
In Fig. 8.2 è mostrato il tempo medio di esecuzione della system call time
all'interno di un loop in cui l'Analyst valuta degli invarianti che coinvolgono da
1 a 10 variabili allocate in pagine distinte. Un numero di pagine superiore a 10,
implica l'uso di invarianti molto complessi che coinvolgono la valutazione di un
numero elevato di variabili. In ogni caso, il costo ha un andamento lineare.
System Call Normal Traced Traced+Introspection
time
open
write (1k buﬀer)
2µ
3µ
8µ
55µ
58µ
67µ
141µ
116µ
177µ
Tabella 8.10: Overhead Tracciamento ed Introspezione. No TLB.
System Call Normal Traced Traced+Introspection
time
open
write (1k buﬀer)
2µ
3µ
8µ
55µ
58µ
67µ
94µ
84µ
126µ
Tabella 8.11: Overhead Tracciamento ed Introspezione. TLB.
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Figura 8.2: Assertion Checker Overhead
Gli inviarianti possono coinvolgere un elevato numero di variabili memoriz-
zate nella stessa pagina. In Fig. 8.3 è mostrato il tempo medio di esecuzione
della system call time all'interno di un loop in cui l'Analyst valuta degli inva-
rianti che coinvolgono da 1 a 10 variabili, memorizzate nella medesima pagina.
E' da notare che, in questi casi, il supporto al TLB incrementa notevolmente
le prestazioni dell'operazione di mappatura degli indirizzi, come descritto dal
modello illustrato nella Sez. 6.1.4.
Figura 8.3: Assertion Checker Overhead. TLB e No-TLB
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La Fig. 8.3 dimostra come, anche in presenza di località, i tempi di mappa-
tura delle variabili sono uguali al caso precedente (Fig. 8.2) se non si adotta il
supporto al TLB.
Inﬁne, le Tab. 8.12 e 8.13 mostrano il tempo di esecuzione di P1 nel caso in
cui un client generi uno stream continuo di richieste.
Accedendo ad una pagina di P1 e valutando invarianti che coinvolgono ﬁno
a 10 variabili, abbiamo un overhead complessivo del 29% per 63.234 system call
generate da P1.
Normal Traced Traced+Full Checks
60 sec 63.4 sec (+5.6%) 77,4 sec (+29%)
Tabella 8.12: 1. Overhead esecuzione di P1. 63.234 System Call
In un caso particolarmente sfavorevole in cui si accede a 5 pagine distinte
per ogni invariante, l'overhead complessivo è del 45%, come illustrato in Tab.
8.13.
Normal Traced Traced+Full Checks
60 sec 63.4 sec (+5.6%) 87 sec (+45%)
Tabella 8.13: 2. Overhead esecuzione di P1. 63.234 System Call
8.3 Conclusioni
Questa tesi ha presentato PsycoTrace, uno strumento per individuare attacchi
che modiﬁcano il ﬂusso di esecuzione di un processo tramite iniezione di codice
maligno. PsycoTrace integra strumenti statici e dinamici: quelli statici restitui-
scono una speciﬁca (identità) del comportamento del processo da monitorare,
mentre quelli dinamici monitorano il processo controllando se sono rispettate
le speciﬁche del modello a tempo di esecuzione. L'identità del processo da mo-
nitorare è deﬁnita tramite una grammatica libera da contesto che speciﬁca le
sequenza legali di system call che possono essere generate e un insieme di inva-
rianti, ognuno dei quali è valutato quando è invocata una chiamata di sistema.
A tempo di esecuzione, ogni volta che il processo monitorato invoca una system
call, gli strumenti dinamici analizzano lo stato del processo stesso per veriﬁcare
che la sequenza attuale di chiamate di sistema sia coerente con la grammatica
restituita dagli strumenti statici e che siano soddisfatti gli invarianti associati
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ad una invocazione. Si veriﬁca un attacco se gli strumenti dinamici individuano
una chiamata di sistema non coerente con la grammatica o se non è veriﬁcato
un invariante. In questi casi, il processo monitorato viene terminato. L'approc-
cio di deduzione statica dell'identità permette di evitare i falsi positivi, mentre
l'adozione di una context-free grammar e la valutazione degli invarianti ridu-
cono notevolmente i falsi negativi. La tecnologia di virtualizzazione a livello
hardware, è stata utilizzata per costruire un'architettura di controllo particolar-
mente robusta. Infatti, PsycoTrace utilizza due virtual machines: una monitora
il processo e l'altra applica i controlli di consistenza utilizzando tecniche di in-
trospezione per recuperare il valore delle variabili in memoria. In particolare,
questa tesi si è focalizzata sugli strumenti dinamici che controllano l'identità dei
processi tramite analisi delle sequenze di system call ed eﬀettuano l'introspezio-
ne della memoria, e del VCPU-Context, per valutare gli invarianti. Inﬁne, sono
stati presentati alcuni test di eﬃcacia e di performance. Questi ultimi mostrano
che l'implementazione del prototipo attuale introduce un overhead comunque
accettabile sia in termini assoluti sia rispetto ad altri approcci che permettono
di ottenere lo stesso livello di sicurezza.
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Analyst - Introspection Library
Headers - pt_mm_intros_fun.h
#include <xenc t r l . h>
#include <xen/xen . h>
#include <s t d l i b . h>
#include <errno . h>
#include <sys /mman. h>
#include <sys /wait . h>
#include <s td i o . h>
#include <sys /param . h>
#include <sys / d i r . h>
#include <sys / ptrace . h>
#include <sys / user . h>
#include <s i g n a l . h>
#include <sys / i o c t l . h>
#include <asm/page . h>
#include <unis td . h>
#include <s t r i n g . h>
#include <f c n t l . h>
#include "pt_page_macro.h"
stat ic enum { MODE_UNKNOWN, MODE_64, MODE_32, MODE_PAE } mode ;
typedef enum { KERNEL_PGD, PROCESS_PGD } pgd_access ;
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typedef struct {
int cpu ;
int domid ;
} setup_parser ;
/∗∗
∗ Check paging mode and map a v i r t u a l address in your address space .
∗ Ca l l o t h e r s map func t i on s f o r x86_32 ad x86_32PAE paging mode .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] guest_va Vi r tua l gue s t address to map .
∗ @param [ in ] perm Location address permiss ions .
∗ @param [ in ] pgd ID to i n d e n t i f y PGD Kernel or PGD Process .
∗ @return A v i r t u a l address in your space address .
−1 i f f a i l s ge tContex t f o r domU.
NULL i f f a i l s PT walk .
∗/
void ∗pt_mapmem_domu(
int xc_handle ,
int cpu ,
int current_domid ,
void ∗guest_va ,
int perm ,
pgd_access pgd ) ;
/∗∗
∗ Convert a PFN (Kernel address ) to MFN via P2M t a b l e .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] perm Location address permiss ions .
∗ @param [ in ] pfn Phys i ca l Frame number to conver t .
∗ @return A MFN from PFN.
−1 i f f a i l s getSgharedMemoryInfo f o r domU.
∗/
unsigned long pt_convert_pfn_to_mfn (
int xc_handle ,
int current_domid ,
int perm ,
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unsigned long pfn ) ;
/∗∗
∗ Map a gues t v i r t u a l address in your v i r t u a l address space .
∗ Implemented f o r x86_32 ( Regular Paging ) paging mode .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] guest_va Vi r tua l gue s t address to map .
∗ @param [ in ] perm Location address permiss ions .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] pgd ID to i n d e n t i f y PGD Kernel or PGD Process .
∗ @return A v i r t u a l address in your space address .
NULL i f f a i l s PT walk or ge tContex t f o r domU.
∗/
stat ic void ∗pt_mapmem_domu_rp(
int xc_handle ,
int cpu ,
void ∗guest_va ,
int perm ,
int current_domid ,
pgd_access pgd ) ;
/∗∗
∗ Map a gues t v i r t u a l address in your v i r t u a l address space .
∗ Implemented f o r x86_32PAE paging mode .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] guest_va Vi r tua l gue s t address to map .
∗ @param [ in ] perm Location address permiss ions .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] pgd ID to i n d e n t i f y PGD Kernel or PGD Process .
∗ @return A v i r t u a l address in your space address .
NULL i f f a i l s PT walk or ge tContex t f o r domU.
∗/
stat ic void ∗pt_mapmem_domu_pae(
int xc_handle ,
int cpu ,
void ∗guest_va ,
int perm ,
int current_domid ,
98
pgd_access pgd ) ;
/∗∗
∗ Retr i eve a k e rne l symbol address t a b l e .
∗ @param [ in ] symbol_t System .map path .
∗ @param [ in ] symbol Symbol name .
∗ @return A address r e l a t i v e to symbol passed .
−1 i f symbol i sn ' t found or occur an error opening System .map .
∗/
unsigned long get_kernel_address_from_symbol (
char ∗symbol_t ,
char ∗ symbol ) ;
/∗∗
∗ Retr i eve a v a l i d MFN fo r CR3 Kernel r e g i s t e r address .
∗ CR3 MFN va lue i s wr i t t en in cr3 s i gna tu r e parameter .
∗ [NOTE] This MFN need map in your address space .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] perm Location address permiss ions
∗ @param [ in ] cr3 The cr3 address
∗ @return 0 i f occur no error , −1 o the rw i s e .
∗/
int get_mfn_cr3_kernel (
int xc_handle ,
int current_domid ,
int perm ,
unsigned long ∗ cr3 ) ;
/∗∗
∗ Retr i eve a curren t IP f o r a s p e c i f i e d domU.
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] current_domid Domain ID .
∗ @return The ac t ua l IP (an address ) f o r a domU.
NULL i f f a i l s ge tContex t f o r domU.
∗/
uint32_t ∗pt_read_eip (
int xc_handle ,
uint32_t cpu ,
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uint32_t current_domid ) ;
/∗∗
∗ Retr i eve a curren t IP f o r a s p e c i f i e d domU.
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] current_domid Domain ID .
∗ @return 0 i f IP i s s e t c o r r e c t l y , −1 o the rw i s e .
∗/
int pt_write_eip (
int xc_handle ,
uint32_t cpu ,
uint32_t current_domid ,
uint32_t new_eip ) ;
/∗∗
∗ Retr i eve a curren t va lue f o r s y s c a l l parameters r e g i s t e r s .
∗ @param [ in ] xc_handle Xen handle .
∗ @param [ in ] cpu Vi r tua l CPU id .
∗ @param [ in ] current_domid Domain ID .
∗ @param [ in ] reg_to_read A name o f r e g i s t e r to read .
∗ @return The ac t ua l va lue f o r s y s c a l l parameters r e i s t e r s .
−1 i f f a i l s ge tContex t f o r domU or f o r bad r e g i s t e r s .
∗/
uint32_t pt_read_syscal l_regs (
int xc_handle ,
uint32_t cpu ,
uint32_t current_domid ,
char ∗ reg_to_read ) ;
/∗∗
∗ Ver f i f y i f an address i s in Kernel space memory .
∗ @param [ in ] address a v i r t u a l address .
∗ @return 1 i f i s Kernel address , 0 o the rw i s e .
∗/
int i s_kerne l_address (
void ∗ address ) ;
/∗∗
∗ Set a TLB entry .
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∗ @param [ in ] virt_base_addr A v i r t u a l address .
∗ @param [ in ] mach_base_addr A v i r t u a l address mapped .
∗ @param [ in ] p id Process PID .
∗/
void set_TLB_entry (
unsigned long virt_base_addr ,
unsigned long mach_base_addr ,
int pid ) ;
/∗∗
∗ Get a TLB entry . Re t r i eve a v i r t u a l address mapped .
∗ @param [ in ] virt_base_addr A v i r t u a l address .
∗ @param [ in ] p id Process PID .
∗/
unsigned long get_TLB_entry (
unsigned long virt_base_addr ,
int pid ) ;
/∗∗
∗ Send a token to b i son v ia named pipe .
∗ @param [ in ] s y s c a l l a s y s c a l l token .
∗ @param [ in ] f i f o named pipe .
∗/
void pipeCom(
char ∗ s y s c a l l ,
unsigned long ∗addr ,
FILE ∗ f i f o ) ;
/∗∗
∗ S p l i t a s t r i n g based on charac t e r separa to r .
∗ @param [ in ] s t r i n g s t r i n g to s p l i t .
∗ @param [ in ] f i e l d s [ ] s t r i n g array f o r f i e l d s s p l i t t e d .
∗ @param [ in ] n f i e l d s number o f f i e l d s .
∗ @param [ in ] sep charac t e r separa tor .
∗/
int s p l i t (
char ∗ s t r i ng ,
char ∗ f i e l d s [ ] ,
int n f i e l d s ,
char ∗ sep ) ;
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Macro - pt_page_macro.h
#define _PAGE_PRESENT 0x001
#define MAX_LINE_KT 200
#define MAX_SYMBOL_KNAME 150
#define MAX_SYMBOL_ADDRESS 9
#define TV_PFN_FRAME 1024
#define L1_PAGETABLE_SHIFT_I386 12
#define L2_PAGETABLE_SHIFT_I386 22
#define L1_PAGETABLE_ENTRIES_I386 1024
#define L2_PAGETABLE_ENTRIES_I386 1024
#define L1_PAGETABLE_SHIFT_PAE 12
#define L2_PAGETABLE_SHIFT_PAE 21
#define L3_PAGETABLE_SHIFT_PAE 30
#define L1_PAGETABLE_ENTRIES_PAE 512
#define L2_PAGETABLE_ENTRIES_PAE 512
#define L3_PAGETABLE_ENTRIES_PAE 4
#define L1_PAGETABLE_SHIFT L1_PAGETABLE_SHIFT_I386
#define L2_PAGETABLE_SHIFT L2_PAGETABLE_SHIFT_I386
#define L1_PAGETABLE_ENTRIES L1_PAGETABLE_ENTRIES_I386
#define L2_PAGETABLE_ENTRIES L2_PAGETABLE_ENTRIES_I386
#define l 1_tab le_of f s e t_i386 (_a)
( ( (_a) >> L1_PAGETABLE_SHIFT_I386) & (L1_PAGETABLE_ENTRIES_I386 − 1) )
#define l 2_tab le_of f s e t_i386 (_a)
( ( (_a) >> L2_PAGETABLE_SHIFT_I386) & (L2_PAGETABLE_ENTRIES_I386 − 1) )
#define l1_table_of fset_pae (_a)
( ( (_a) >> L1_PAGETABLE_SHIFT_PAE) & (L1_PAGETABLE_ENTRIES_PAE − 1) )
#define l2_table_of fset_pae (_a)
( ( (_a) >> L2_PAGETABLE_SHIFT_PAE) & (L2_PAGETABLE_ENTRIES_PAE − 1) )
#define l3_table_of fset_pae (_a)
( ( (_a) >> L3_PAGETABLE_SHIFT_PAE) & (L3_PAGETABLE_ENTRIES_PAE − 1) )
#define normalize_phys_address (_a) (_a) − 0xc0000000
#define get_mfnpfn_from_address (_a) (_a) >> PAGE_SHIFT
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#define get_base_from_address (_a) (_a) & 0xFFFFF000
#define get_offset_from_address (_a) (_a) & XC_PAGE_SIZE−1;
1. Introspection Library Functions - pt_mm_intros_fun.c
#include "pt_mm_intros_fun.h"
#define PRINT 0
#define TLB 1
stat ic vcpu_guest_context_t eip_ctxt [ 6 4 ] ;
stat ic vcpu_guest_context_t regs_ctxt [ 6 4 ] ;
stat ic unsigned long cr3 = −1;
stat ic int cr3_setup = 1 ;
stat ic char address [ 1 1 ] ;
void ∗pt_mapmem_domu(
int xc_handle ,
int cpu ,
int current_domid ,
void ∗guest_va ,
int perm ,
pgd_access pgd )
{
unsigned long va = (unsigned long ) guest_va ;
long npgs = xc_get_tot_pages ( xc_handle , current_domid ) ;
//Assume Paging enab led . Check paging mode .
i f ( mode == MODE_UNKNOWN )
{
xen_capab i l i t i e s_in fo_t caps ;
(void ) xc_vers ion ( xc_handle , XENVER_capabilities , caps ) ;
i f ( s t r s t r ( caps , "-x86_32p") ) {
mode = MODE_PAE;
}
else i f ( s t r s t r ( caps , "-x86_32") ) {
mode = MODE_32;
}
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}i f ( mode == MODE_PAE )
return pt_mapmem_domu_pae(
xc_handle , cpu , guest_va ,
perm , current_domid , pgd ) ;
return pt_mapmem_domu_rp(
xc_handle , cpu , guest_va ,
perm , current_domid , pgd ) ;
}
stat ic void ∗pt_mapmem_domu_rp(
int xc_handle ,
int cpu ,
void ∗guest_va ,
int perm ,
int current_domid ,
pgd_access pgd )
{
unsigned long l2e , l1e , va = (unsigned long ) guest_va ;
uint32_t ∗ l2 , ∗ l 1 ;
stat ic void ∗v [MAX_VIRT_CPUS] ;
vcpu_guest_context_t c txt [ 1 0 ] ;
i f ( xc_vcpu_getcontext ( xc_handle , current_domid , cpu , c tx t ) != 0) {
pe r ro r ("ERROR: Failed to retrieve vcpu context.\n" ) ;
return NULL;
}
i f ( pgd == PROCESS_PGD) {
i f ( cr3_setup ) {
// Ret r i e ve a co r r e c t MFN fo r a proces s address .
//CR3 vcpu_context i s a machine address .
cr3 = get_mfnpfn_from_address ( c tx t [ cpu ] . c t r l r e g [ 3 ] ) ;
cr3_setup = 0 ;
}
}
else {
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i f ( cr3 == −1) {
i f ( get_mfn_cr3_kernel ( xc_handle , current_domid ,
perm , &cr3 ) == −1) {
return NULL;
}
}
}
#i f TLB
i f ( pgd == PROCESS_PGD) {
i f ( ( v [ cpu ] =
(void ∗) get_TLB_entry ( va , current_domid ) ) ) {
return (void ∗ ) ( (unsigned long ) v [ cpu ] |
( va & (PAGE_SIZE − 1 ) ) ) ;
}
}
#endif
// Map pgd in your space address from cr3 domU con t ex t .
l 2 = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, cr3 ) ;
i f ( l 2 == NULL ) {
#i f PRINT
per ro r ("l2 NULL Exit.\n" ) ;
#endif
return NULL;
}
/∗
Generate pgd entry address :
1 . S h i f t >> 22 f o r the v i r t u a l address :
take f i r s t 10 b i t s used as d i sp lacement in pgd t a b l e .
2 . Add o f f s e t c a l c u l a t e d above to cr3 address ( base ) and
then have pgd entry address .
∗/
l 2 e = l 2 [ l2_tab le_of f s e t_i386 ( va ) ] ;
munmap( l2 , PAGE_SIZE) ;
i f ( ! ( l 2 e & _PAGE_PRESENT) ) {
#i f PRINT
per ro r ("ERROR: l2e NOT PRESENT\n" ) ;
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#endif
return NULL;
}
//Map PGD entry address in your address space .
l 1 = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, l 2 e >> PAGE_SHIFT) ;
i f ( l 1 == NULL ) {
#i f PRINT
per ro r ("l1 NULL Exit.\n" ) ;
#endif
return NULL;
}
//As de s c r i b ed above f o r l e v e l 1 .
l 1 e = l 1 [ l1_tab le_of f s e t_i386 ( va ) ] ;
munmap( l1 , PAGE_SIZE) ;
i f ( ! ( l 1 e & _PAGE_PRESENT) ) {
#i f PRINT
per ro r ("ERROR: l2e NOT PRESENT\n" ) ;
#endif
return NULL;
}
i f ( v [ cpu ] != NULL )
munmap(v [ cpu ] , PAGE_SIZE) ;
v [ cpu ] = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, perm , l 1 e >> PAGE_SHIFT) ;
i f ( v [ cpu ] == NULL ) {
#i f PRINT
per ro r ("Page Table NULL Exit.\n" ) ;
#endif
return NULL;
}
#i f TLB
i f ( pgd == PROCESS_PGD) {
set_TLB_entry ( va , (unsigned long ) v [ cpu ] , current_domid ) ;
}
#endif
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return (void ∗ ) ( (unsigned long ) v [ cpu ] | ( va & (PAGE_SIZE − 1 ) ) ) ;
}
stat ic void ∗pt_mapmem_domu_pae(
int xc_handle ,
int cpu ,
void ∗guest_va ,
int perm ,
int current_domid ,
pgd_access pgd )
{
uint64_t l3e , l2e , l 1 e ;
unsigned long va = (unsigned long ) guest_va ;
uint64_t ∗ l3 , ∗ l2 , ∗ l 1 ;
stat ic void ∗v [MAX_VIRT_CPUS] ;
vcpu_guest_context_t c txt [ 1 0 ] ;
i f ( xc_vcpu_getcontext ( xc_handle , current_domid , cpu , c tx t ) != 0) {
pe r ro r ("ERROR: Failed to retreive vcpu context.\n" ) ;
return NULL;
}
i f ( pgd == PROCESS_PGD) {
i f ( cr3_setup ) {
// Ret r i e ve a co r r e c t MFN fo r a proces s address .
//CR3 vcpu_context i s a machine address .
cr3 = get_mfnpfn_from_address ( c tx t [ cpu ] . c t r l r e g [ 3 ] ) ;
cr3_setup = 0 ;
}
}
else {
i f ( cr3 == −1) {
i f ( get_mfn_cr3_kernel ( xc_handle , current_domid ,
perm , &cr3 ) == −1) {
return NULL;
}
}
}
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#i f TLB
i f ( pgd == PROCESS_PGD) {
i f ( ( v [ cpu ] =
(void ∗) get_TLB_entry ( va , current_domid ) ) ) {
return (void ∗ ) ( (unsigned long ) v [ cpu ] |
( va & (PAGE_SIZE − 1 ) ) ) ;
}
}
#endif
//Walking l e v e l i s as d e s c r i b ed above f o r rp .
l 3 = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, cr3 ) ;
i f ( l 3 == NULL ) {
#i f PRINT
per ro r ("l3 NULL Exit.\n" ) ;
#endif
return NULL;
}
l 3 e = l3 [ l3_table_of f set_pae ( va ) ] ;
munmap( l3 , PAGE_SIZE) ;
i f ( ! ( l 3 e & _PAGE_PRESENT) ) {
#i f PRINT
per ro r ("ERROR: l3e NOT PRESENT\n" ) ;
#endif
return NULL;
}
l 2 = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, l 3 e >> PAGE_SHIFT) ;
i f ( l 2 == NULL ) {
#i f PRINT
per ro r ("l2 NULL Exit.\n" ) ;
#endif
return NULL;
}
l 2 e = l2 [ l2_table_of f set_pae ( va ) ] ;
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munmap( l2 , PAGE_SIZE) ;
i f ( ! ( l 2 e & _PAGE_PRESENT) ) {
#i f PRINT
per ro r ("ERROR: l2e NOT PRESENT\n" ) ;
#endif
return NULL;
}
l 1 = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, l 2 e >> PAGE_SHIFT) ;
i f ( l 1 == NULL ) {
#i f PRINT
per ro r ("l1 NULL Exit.\n" ) ;
#endif
return NULL;
}
l 1 e = l1 [ l1_table_of f set_pae ( va ) ] ;
munmap( l1 , PAGE_SIZE) ;
i f ( ! ( l 1 e & _PAGE_PRESENT) ) {
return NULL;
#i f PRINT
per ro r ("ERROR: l1e NOT PRESENT\n" ) ;
#endif
}
i f ( v [ cpu ] != NULL )
munmap(v [ cpu ] , PAGE_SIZE) ;
v [ cpu ] = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, perm , l 1 e >> PAGE_SHIFT) ;
i f ( v [ cpu ] == NULL ) {
#i f PRINT
per ro r ("Page Table NULL Exit.\n" ) ;
#endif
return NULL;
}
#i f TLB
i f ( pgd == PROCESS_PGD) {
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set_TLB_entry ( va , (unsigned long ) v [ cpu ] , current_domid ) ;
}
#endif
return (void ∗ ) ( (unsigned long ) v [ cpu ] | ( va & (PAGE_SIZE − 1 ) ) ) ;
}
unsigned long pt_convert_pfn_to_mfn (
int xc_handle ,
int current_domid ,
int perm ,
unsigned long pfn )
{
xc_dominfo_t i n f o ;
shared_info_t ∗ l i v e_sh in f o = NULL;
unsigned long ∗ l ive_pfn_to_mfn_frame_list_list = NULL;
unsigned long ∗ l ive_pfn_to_mfn_frame_list = NULL;
// Live mapping o f the t a b l e mapping each PFN to i t s curren t MFN.
unsigned long ∗ live_pfn_to_mfn_table = NULL;
unsigned long nr_pfns = 0 ;
unsigned long r e t = −1;
// I n i t i a l i s e domain in f o s t r u c t .
i f ( xc_domain_getinfo ( xc_handle , current_domid , 1 , &i n f o ) != 1) {
pe r ro r ("ERROR: Failed to get domain info.\n" ) ;
r e t = −1;
goto e r ro r_ex i t ;
}
nr_pfns = i n f o .max_memkb >> (XC_PAGE_SHIFT − 10 ) ;
l i v e_sh in f o = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, i n f o . shared_info_frame ) ;
i f ( l i v e_sh in f o == NULL){
pe r ro r ("ERROR: failed to init live_shinfo\n" ) ;
goto e r ro r_ex i t ;
}
// l i v e_sh i n f o s t r u c t i s d e f ined in xen . h .
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l ive_pfn_to_mfn_frame_list_list =
xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ,
l i ve_sh in fo−>arch . pfn_to_mfn_frame_list_list ) ;
i f ( l ive_pfn_to_mfn_frame_list_list == NULL) {
pe r ro r ("ERROR: failed to init live_pfn_to_mfn_frame_list_list\n" ) ;
goto e r ro r_ex i t ;
}
live_pfn_to_mfn_frame_list =
xc_map_foreign_batch ( xc_handle , current_domid ,
PROT_READ, live_pfn_to_mfn_frame_list_list ,
( nr_pfns+(TV_PFN_FRAME∗TV_PFN_FRAME)−1)/
(TV_PFN_FRAME∗TV_PFN_FRAME) ) ;
i f ( live_pfn_to_mfn_frame_list == NULL) {
pe r ro r ("ERROR: failed to init live_pfn_to_mfn_frame_list\n" ) ;
goto e r ro r_ex i t ;
}
live_pfn_to_mfn_table =
xc_map_foreign_batch ( xc_handle , current_domid ,
PROT_READ, live_pfn_to_mfn_frame_list ,
( nr_pfns+TV_PFN_FRAME−1)/TV_PFN_FRAME) ;
i f ( live_pfn_to_mfn_table == NULL) {
pe r ro r ("ERROR: failed to init live_pfn_to_mfn_table\n" ) ;
goto e r ro r_ex i t ;
}
r e t = live_pfn_to_mfn_table [ pfn ] ;
e r ro r_ex i t :
i f ( l i v e_sh in f o ) munmap( l i v e_sh in fo , XC_PAGE_SIZE) ;
i f ( l ive_pfn_to_mfn_frame_list_list )
munmap( live_pfn_to_mfn_frame_list_list , XC_PAGE_SIZE) ;
i f ( live_pfn_to_mfn_frame_list )
munmap( live_pfn_to_mfn_frame_list , XC_PAGE_SIZE) ;
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return r e t ;
}
int get_mfn_cr3_kernel (
int xc_handle ,
int current_domid ,
int perm ,
unsigned long ∗ cr3 )
{
//Take from System .map entry f o r XEN−Kernel swapper_pg_dir .
//This i s a k e rne l v i r t u a l address s t a t i c a l l y mapped .
// I s a pseudo−ph y s i c a l address .
//We need conver t PFN to MFN via phys i ca l−to−machine t a b l e .
/∗
swapper_pg_dir symbol i s a k e rne l v i r t u a l address s t a t i c a l l y
mapped f o r PD/PDPT but f o r k e rne l running on bare metal .
For a k e rne l ' s domU t h i s address i s r e l o c a t e d in another
v i r t u a l l o c a t i o n f o r the k e rne l address space .
To r e t r i e v e the v i r t u a l address r e l o c a t e d we need :
1 . Obtain PFN swapper_pg_dir and take o f f s e t .
2 . Convert PFN to MFN and map t h i s MFN in your space address .
3 . Add o f f s e t to MFN ca l c u l a t e d above and acces s t h i s l o c a t i o n
t ha t conta in a r e l o c a t e d pseudo−ph y s i c a l address f o r
PD/PDPT t a b l e .
4 . Take cr3 address base , normal ize and c a l c u l a t e PFN
fo r a r e a l domU PD/PDPT address .
5 . Convert PFN to MFN.
∗/
// [NOTE] RETURN A MFN NOT MAPPED!
// In walk PT code t h i s i s mapped at f i r s t l e v e l acces s .
unsigned long ksysmap_cr3 , pfn_kcr3 ,
mfn_kcr3 , mfn_kcr3_mapped1 ,
kpgd_addr_addr , cr3_phys_dom_reloc ;
unsigned long ∗mfn_kcr3_mapped ;
uint32_t o f f s e t ;
i f ( ( ksysmap_cr3 = get_kernel_address_from_symbol (
"/boot/System.map-2.6.18-xenU" ,
"swapper_pg_dir" ) ) == −1) {
return −1;
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}ksysmap_cr3 = normalize_phys_address ( ksysmap_cr3 ) ;
// 1 .
pfn_kcr3 = get_mfnpfn_from_address ( ksysmap_cr3 ) ;
o f f s e t = get_offset_from_address ( ksysmap_cr3 ) ;
// 2 .
i f ( ( mfn_kcr3 = tv_convert_pfn_to_mfn ( xc_handle ,
current_domid , perm , pfn_kcr3 ) ) == −1) {
pe r ro r ("ERROR: convert pfn to mfn! 1" ) ;
return −1;
}
mfn_kcr3_mapped = xc_map_foreign_range ( xc_handle , current_domid ,
PAGE_SIZE, PROT_READ, mfn_kcr3 ) ;
// 3 .
mfn_kcr3_mapped1 = (unsigned long )mfn_kcr3_mapped ;
kpgd_addr_addr = mfn_kcr3_mapped1 + o f f s e t ;
cr3_phys_dom_reloc = ∗ ( (unsigned long ∗) kpgd_addr_addr ) ;
// 4 .
cr3_phys_dom_reloc = normalize_phys_address ( cr3_phys_dom_reloc ) ;
cr3_phys_dom_reloc = get_mfnpfn_from_address ( cr3_phys_dom_reloc ) ;
// 5 .
i f ( (∗ cr3 = tv_convert_pfn_to_mfn ( xc_handle , current_domid ,
perm , cr3_phys_dom_reloc ) ) == −1) {
pe r ro r ("ERROR: convert pfn to mfn! 2" ) ;
return −1;
}
return 0 ; // A l l ok .
}
unsigned long get_kernel_address_from_symbol (
char ∗symbol_t ,
char ∗ symbol )
{
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FILE ∗ f_pointer ;
char kst_symbol_line [MAX_LINE_KT] ,
kst_symbol_name [MAX_SYMBOL_KNAME] ,
kst_symbol_address [MAX_SYMBOL_ADDRESS] ,
kst_symbol_address_hex [MAX_SYMBOL_ADDRESS+2] ;
int l enght ;
i f ( ( f_pointer = fopen ( symbol_t , "r" ) ) == NULL) {
p r i n t f ("ERROR: opening System Map Table: %s" , symbol_t ) ;
return −1;
}
while ( f g e t s ( kst_symbol_line , MAX_LINE_KT, f_pointer ) != NULL) {
//Address and i d e n t i f i e r i s 11 p o s i t i o n
// be f o r e k e rne l symbol name .
//Copy the Symbol Name ( ' l engh t −12 ') from
// po s i t i o n 11 o f kst_symbol_l ine .
l enght = s t r l e n ( kst_symbol_line ) ;
s t rncpy (kst_symbol_name , kst_symbol_line+11, lenght −12);
kst_symbol_name [ lenght −12] = ’\0’ ;
i f ( ! strcmp (kst_symbol_name , symbol ) ) {
strncpy ( kst_symbol_address , kst_symbol_line ,
MAX_SYMBOL_ADDRESS) ;
kst_symbol_address [MAX_SYMBOL_ADDRESS] = ’\0’ ;
//Generate an hex format address .
s t rncpy ( kst_symbol_address_hex , "0x" , 2 ) ;
s t rncpy ( kst_symbol_address_hex+2, kst_symbol_address ,
MAX_SYMBOL_ADDRESS) ;
kst_symbol_address_hex [MAX_SYMBOL_ADDRESS+2] = ’\0’ ;
//Convert and re turn a s t r i n g in base 16.
return s t r t o u l ( kst_symbol_address_hex , NULL, 16 ) ;
}
}
p r i n t f ("ERROR: Symbol %s not found!\n" , symbol ) ;
return −1;
}
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uint32_t ∗pt_read_eip (
int xc_handle ,
uint32_t cpu ,
uint32_t current_domid )
{
i f ( xc_vcpu_getcontext ( xc_handle , current_domid ,
cpu , e ip_ctxt ) != 0) {
pe r ro r ("ERROR: Failed to retreive vcpu context.\n" ) ;
return NULL;
}
return ( uint32_t ∗) e ip_ctxt [ cpu ] . user_regs . e ip ;
}
int pt_write_eip (
int xc_handle ,
uint32_t cpu ,
uint32_t current_domid ,
uint32_t new_eip )
{
e ip_ctxt [ cpu ] . user_regs . e ip = new_eip ;
i f ( xc_vcpu_setcontext ( xc_handle , current_domid ,
cpu , &eip_ctxt ) != 0) {
pe r ro r ("ERROR: Failed to set vcpu context.\n" ) ;
return −1;
}
return 0 ;
}
uint32_t pt_read_syscal l_regs (
int xc_handle ,
uint32_t cpu ,
uint32_t current_domid ,
char ∗ reg_to_read )
{
i f ( xc_vcpu_getcontext ( xc_handle , current_domid ,
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cpu , regs_ctxt ) != 0) {
pe r ro r ("ERROR: Failed to retreive vcpu context.\n" ) ;
return −1;
}
i f ( strcmp ( reg_to_read , "eax") == 0)
return regs_ctxt [ cpu ] . user_regs . eax ;
else i f ( strcmp ( reg_to_read , "ebx") == 0)
return regs_ctxt [ cpu ] . user_regs . ebx ;
else i f ( strcmp ( reg_to_read , "ecx") == 0)
return regs_ctxt [ cpu ] . user_regs . ecx ;
else i f ( strcmp ( reg_to_read , "edx") == 0)
return regs_ctxt [ cpu ] . user_regs . edx ;
else i f ( strcmp ( reg_to_read , "esi") == 0)
return regs_ctxt [ cpu ] . user_regs . e s i ;
else i f ( strcmp ( reg_to_read , "edi") == 0)
return regs_ctxt [ cpu ] . user_regs . ed i ;
else i f ( strcmp ( reg_to_read , "ebp") == 0)
return regs_ctxt [ cpu ] . user_regs . ebp ;
else
return −1;
}
int i s_kerne l_address (
void ∗ address )
{
i f ( (unsigned long ) address >= 0xc0000000 ) {
return 1 ;
}
return 0 ;
}
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void pipeCom(
char ∗ s y s c a l l ,
unsigned long ∗addr ,
FILE ∗ f i f o )
{
char bison_info [ 3 5 ] = "" ;
s p r i n t f ( address , "%p" , (unsigned long ) addr ) ;
s t r c a t ( bison_info , s y s c a l l ) ;
s t r c a t ( bison_info , "-" ) ;
s t r c a t ( bison_info , address ) ;
s t r c a t ( bison_info , "\n" ) ;
f pu t s ( bison_info , f i f o ) ;
f f l u s h ( f i f o ) ;
}
int s p l i t (char ∗ s t r i ng , char ∗ f i e l d s [ ] , int n f i e l d s , char ∗ sep )
{
register char ∗p = s t r i n g ;
register char c ; // l a t e s t charac t e r
register char sepc = sep [ 0 ] ;
register char sepc2 ;
register int fn ;
register char ∗∗ fp = f i e l d s ;
register char ∗ sepp ;
register int t r im t r a i l ;
/∗ whi te space ∗/
i f ( sepc == ’\0’) {
while ( ( c = ∗p++) == ’ ’ | | c == ’\t’)
continue ;
p−−;
t r im t r a i l = 1 ;
sep = " \t" ;
sepc = ’ ’ ;
} else
t r im t r a i l = 0 ;
sepc2 = sep [ 1 ] ;
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/∗ catch empties ∗/
i f (∗p == ’\0’)
return ( 0 ) ;
/∗ s i n g l e s epara to r ∗/
i f ( sepc2 == ’\0’) {
fn = n f i e l d s ;
for ( ; ; ) {
∗ fp++ = p ;
fn−−;
i f ( fn == 0)
break ;
while ( ( c = ∗p++) != sepc )
i f ( c == ’\0’)
return ( n f i e l d s − fn ) ;
∗(p−1) = ’\0’ ;
}
// we have over f l owed the f i e l d s v e c t o r .
fn = n f i e l d s ;
for ( ; ; ) {
while ( ( c = ∗p++) != sepc )
i f ( c == ’\0’)
return ( fn ) ;
fn++;
}
}
/∗ two separa to r s ∗/
i f ( sep [ 2 ] == ’\0’) {
fn = n f i e l d s ;
for ( ; ; ) {
∗ fp++ = p ;
fn−−;
while ( ( c = ∗p++) != sepc && c != sepc2 )
i f ( c == ’\0’) {
i f ( t r im t r a i l && ∗∗( fp−1) == ’\0’)
fn++;
return ( n f i e l d s − fn ) ;
}
i f ( fn == 0)
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break ;
∗(p−1) = ’\0’ ;
while ( ( c = ∗p++) == sepc | | c == sepc2 )
continue ;
p−−;
}
/∗ we have over f l owed the f i e l d s v e c t o r . ∗/
fn = n f i e l d s ;
while ( c != ’\0’) {
while ( ( c = ∗p++) == sepc | | c == sepc2 )
continue ;
p−−;
fn++;
while ( ( c = ∗p++) != ’\0’ && c != sepc && c != sepc2 )
continue ;
}
/∗ might have to trim t r a i l i n g whi te space ∗/
i f ( t r im t r a i l ) {
p−−;
while ( ( c = ∗−−p) == sepc | | c == sepc2 )
continue ;
p++;
i f (∗p != ’\0’) {
i f ( fn == n f i e l d s +1)
∗p = ’\0’ ;
fn−−;
}
}
return ( fn ) ;
}
/∗ n separa to r s ∗/
fn = 0 ;
for ( ; ; ) {
i f ( fn < n f i e l d s )
∗ fp++ = p ;
fn++;
for ( ; ; ) {
c = ∗p++;
i f ( c == ’\0’)
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return ( fn ) ;
sepp = sep ;
while ( ( sepc = ∗ sepp++) != ’\0’ && sepc != c )
continue ;
i f ( sepc != ’\0’) // i t was a separa tor
break ;
}
i f ( fn < n f i e l d s )
∗(p−1) = ’\0’ ;
for ( ; ; ) {
c = ∗p++;
sepp = sep ;
while ( ( sepc = ∗ sepp++) != ’\0’ && sepc != c )
continue ;
i f ( sepc == ’\0’) // i t wasn ' t a separa tor
break ;
}
p−−;
}
}
2. Introspection Library Functions - pt_TLB.c
#include "pt_mm_intros_fun.h"
#define DEEPNESS 20
struct TLB_entry {
//This i s gue s t v i r t u a l address .
unsigned long virt_base_address ;
//This i s mapped gue s t v i r t u a l address .
unsigned long mach_base_address ;
int pid ;
struct TLB_entry ∗next ;
struct TLB_entry ∗prev ;
} ;
struct TLB_entry ∗head = NULL;
struct TLB_entry ∗ curr = NULL;
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struct TLB_entry ∗ t a i l = NULL;
stat ic int ta i l_count = 1 ;
stat ic int curr_depth = 0 ;
stat ic int re_head_cc = 0 ;
void set_TLB_entry (unsigned long virt_base_addr ,
unsigned long mach_base_addr ,
int pid ) {
//Ver i f y t h a t t h i s page i s not conta ined in TLB.
curr = ( struct TLB_entry ∗) mal loc ( s izeof ( struct TLB_entry ) ) ;
curr−>virt_base_address =
(unsigned long ) ( get_base_from_address ( virt_base_addr ) ) ;
curr−>mach_base_address =
(unsigned long ) ( get_base_from_address (mach_base_addr ) ) ;
curr−>pid = pid ;
curr−>next = head ;
//Current head i s t a i l on ly f o r f i r s t head != NULL.
i f ( head != NULL && tai l_count ) {
t a i l = head ;
ta i l_count = 0 ;
}
// Set the prev when l i s t have > 1 nodes .
i f ( ta i l_count == 0)
head−>prev = curr ;
head = curr ;
curr_depth++; //Deepness chek .
i f ( curr_depth > DEEPNESS) {
t a i l = ( struct TLB_entry ∗ ) ( t a i l−>prev ) ;
f r e e ( t a i l−>next ) ;
t a i l−>next = NULL;
}
}
unsigned long get_TLB_entry (unsigned long virt_base_addr ,
int pid ) {
curr = head ;
re_head_cc = 0 ;
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while ( curr ) {
i f ( curr−>virt_base_address ==
(unsigned long ) ( get_base_from_address ( virt_base_addr ) ) ) {
i f ( re_head_cc > 0) {
//Re−i n s e r t l i k e head . May be l a s t en try .
i f ( curr−>next == NULL) {
( ( struct TLB_entry ∗)
curr−>prev)−>next = NULL;
set_TLB_entry ( curr−>virt_base_address ,
curr−>mach_base_address , pid ) ;
}
else {
( ( struct TLB_entry ∗)
curr−>prev)−>next = curr−>next ;
( ( struct TLB_entry ∗)
curr−>next)−>prev = curr−>prev ;
set_TLB_entry ( curr−>virt_base_address ,
curr−>mach_base_address , pid ) ;
}
}
return curr−>mach_base_address ;
}
else {
curr = ( struct TLB_entry ∗ ) ( curr−>next ) ;
re_head_cc++;
}
}
return 0 ;
}
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Analyst - Parser e Lexer per P1
Di seguito è illustrato un esempio di ﬁle di input di Bison per il programma di
test P1. I seguenti comandi generano e compilano il parser ed il lexical analyzer
utilizzati dall'Analyst per eﬀettuare i controlli di identità su P1:
bison CFG-P1.y
gcc CFG-P1.tab.c pt_mm_intros_fun.c pt_TLB.c -lxenctrl -ly -o PL-P1
Bison Context-Free Grammar - CFG-P1.y
%{
#inc lude <s t r i n g . h>
#inc lude <ctype . h>
#inc lude <s td i o . h>
#inc lude "pt_mm_intros_fun.h"
unsigned long ∗map(unsigned long ∗addr_to_intros ) ;
int yylex (void ) ;
void yyer ro r (char const ∗ s ) ;
int main ( int argc , char ∗argv [ ] ) ;
stat ic int s y s c a l l_v i o l = 1 ;
stat ic int xc , domid , cpu ;
stat ic int setup_token = 1 ;
unsigned long ∗parameters_page ;
char ∗ sys_addr_sep [ 2 ] ;
%}
%token TIME CLOSE DUP2 READ WRITE SOCKETCALL OPEN
%glr−par s e r
%expect−r r 3
%%
S0 : TIME
CLOSE { // [89 , { fd :0 xBFE252F4 : i n t } , { fd > 0}]
unsigned long ∗addr_map = map(0xBFE252F4 ) ;
i f ( ! ( ( int )∗addr_map > 0)) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
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}}
DUP2 DUP2 DUP2 F0 |
TIME
CLOSE { // [89 , { fd :0 xBFE252F4 : i n t } , { fd > 0}]
unsigned long ∗addr_map = map(0xBFE252F4 ) ;
i f ( ! ( ( int )∗addr_map > 0)) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
}
DUP2 DUP2 DUP2 S0
;
F0 : READ { // [96 , { a fd :0 xBFE252F8 : i n t } , { a fd > 0}]
unsigned long ∗addr_map = map(0xBFE252F8 ) ;
i f ( ! ( ( int )∗addr_map > 0)) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
} F1 CLOSE { // [100 , {change :0 xBFE2532F : i n t } , { change == 1}]
unsigned long ∗addr_map = map(0xBFE2532F ) ;
i f ( ! ( ( int )∗addr_map == 1)) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
} |
READ F1
WRITE { // [98 , {change :0 xBFE2530C : i n t } , {on == 1}]
unsigned long ∗addr_map = map(0xBFE2530C ) ;
i f ( ! ( ( int )∗addr_map == 1)) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
} F0
;
F1 : F2 | /∗ empty ∗/
;
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F2 : OPEN { // [97 , {change :0 xBFE2530C : ( char ∗)} , {param1 == log . t x t } ]
unsigned long ∗addr_map = map(0xBFE2530C ) ;
i f ( ! strcmp ( ( ( char ∗)∗addr_map ) , "log.txt" ) ) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
} WRITE F2 CLOSE |
OPEN { // [97 , {change :0 xBFE2530C : i n t } , {param1 == log . t x t } ]
unsigned long ∗addr_map = map(0xBFE2530C ) ;
i f ( ! strcmp ( ( ( char ∗)∗addr_map ) , "log.txt" ) ) {
a s s e r t_v i o l a t i o n = 1 ;
yyer ro r ( ) ;
}
} WRITE CLOSE
;
%%
#define NSYSCALL 7
//Return 1 i f occur a pars ing error , 0 o the rw i s e .
main ( int c , char ∗∗v )
{
s i ze_t r ;
setup_parser setup ;
i f ( ( r = f r ead (&setup , 1 , s izeof ( setup_parser ) , s td in ) ) == −1) {
pe r ro r ("ERROR: Reading Setup Infos.\n" ) ;
}
xc = xc_interface_open ( ) ;
cpu = setup . cpu ;
domid = setup . domid ;
return yyparse ( ) ;
}
//Lexer w i l l be Auto−Generated . This i s a manual implementat ion .
int yylex (void )
{
char ∗ sys_tokens [NSYSCALL] = { "time" , "close" , "dup2" ,
"read" , "write" , "socketcall" ,
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"open" } ;
char sys_addr_received [ 3 5 ] ;
int c , i ;
// Skip whi te space .
while ( ( c = getchar ( ) ) == ’ ’ | | c == ’\t’ ) ;
i f ( setup_token ) {
//Process se tup message .
s can f ("%s" , sys_addr_received ) ;
setup_token = 0 ;
}
// Process s y s c a l l .
s can f ("%s" , sys_addr_received ) ;
s p l i t ( sys_addr_received , sys_addr_sep , 2 , "-" ) ;
parameters_page = (unsigned long ∗) s t r t o u l ( sys_addr_sep [ 1 ] , NULL, 1 6 ) ;
for ( i = 0 ; i < NSYSCALL; i++) {
i f ( strcmp ( sys_addr_sep [ 0 ] , sys_tokens [ i ] ) == 0) {
switch ( i )
{
case ( 0 ) : return TIME;
break ;
case ( 1 ) : return CLOSE;
break ;
case ( 2 ) : return DUP2;
break ;
case ( 3 ) : return READ;
break ;
case ( 4 ) : return WRITE;
break ;
case ( 5 ) : return SOCKETCALL;
break ;
case ( 6 ) : return OPEN;
break ;
}
}
}
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// Return end−of−inpu t .
i f ( c == EOF)
return 0 ;
}
void yyer ro r (char const ∗ s ) {
i f ( s y s c a l l_v i o l ) {
p r i n t f ("\n<---------------------------------->\n" ) ;
p r i n t f ("System Call Sequence Violation! Received:
%s\n" , sys_addr_sep [ 0 ] ) ;
p r i n t f ("Recovery VM with DomID: %d\n" , domid ) ;
}
else {
p r i n t f ("\n<---------------------------------->\n" ) ;
p r i n t f ("Assert Violation! Valuated System Call:
%s\n" , sys_addr_sep [ 0 ] ) ;
p r i n t f ("Recovery VM with DomID: %d\n" , domid ) ;
}
//Recovery procedure .
char id [ 2 ] ;
s p r i n t f ( id , "%d" , domid ) ;
char ∗cmd [ ] = { "xm" , "destroy" , id , NULL } ;
int pid_xm = fork ( ) ;
i f (pid_xm == 0) {
i f ( execv ("/usr/sbin/xm" , cmd) == −1) {
p r i n t f ("Error Halting VM, ID: %d\n" , domid ) ;
}
}
}
unsigned long ∗map(unsigned long ∗addr_to_intros ) {
return (unsigned long ∗)tv_mapmem_domu( xc , cpu , domid ,
addr_to_intros ,
PROT_READ | PROT_WRITE,
PROCESS_PGD) ;
}
127
Analyst - Comunicazione con HiMod e Bison
Analyst.c
#include <s td i o . h>
#include <s t d l i b . h>
#include <s t r i n g . h>
#include <time . h>
#include <xenc t r l . h>
#include <xen/ i o /xenbus . h>
#include <xs . h>
#include <l inux / ke rne l . h>
#include <l inux / un i s td . h>
#include <sys / s t a t . h>
#include <asm/posix_types . h>
#include <l inux / types . h>
#include "pv_mm_intros_fun.h"
#define page_addr (_a) ( ( ( unsigned long ) (_a) ) & 0xFFFFF000)
#define munmap_page(_a) (munmap( ( void ∗) page_addr ( (_a) ) , XC_PAGE_SIZE) )
#define PRINT 0
#define PIPE 1
typedef __kernel_uid32_t qid_t ;
stat ic int xc_handle = −1;
stat ic uint32_t domid = 0 ;
stat ic unsigned long pag_addr ;
stat ic FILE ∗p_bison ;
void ∗page_mapped_address ;
int main ( int argc , char ∗∗ argv )
{
struct xs_handle ∗xs ; /∗ xens to re hand ler ∗/
xs_transact ion_t th ; /∗ t r an sac t i on hand ler ∗/
char ∗path ;
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char ∗port_path = "/monitor" ;
char ∗port_token = "port" ;
char ∗pag_token = "pageaddr" ;
int e r r ;
int fd ;
fd_set s e t ;
char ∗∗ vec ;
struct t imeva l tv = { . tv_sec = 0 , . tv_usec = 0 } ;
unsigned int num;
char ∗ buf ;
unsigned int l en ;
int read = 0 ;
char ∗∗p ; /∗ used by the s t r t o u l f unc t ∗/
i f ( argc < 3) {
f p r i n t f ( s tde r r , "usage: %s <DomID> <Parser>\n" , argv [ 0 ] ) ;
return 1 ;
}
domid = a to i ( argv [ 1 ] ) ; /∗ ID dominio ∗/
p r i n t f ("\tloading...\n" ) ;
xc_handle = xc_interface_open ( ) ;
i f ( xc_handle == −1) {
f p r i n t f ( s tde r r , "connection to hypervisor failed\n" ) ;
return 1 ;
}
int xce_handle = xc_evtchn_open ( ) ;
i f ( xce_handle == −1) {
f p r i n t f ( s tde r r , "opening of event channel failed\n" ) ;
return 1 ;
}
#i f PIPE
/∗ SETUP BISON COMUNICATION. ∗/
i f ( ( p_bison = popen ( argv [ 2 ] , "w" ) ) == NULL) {
pe r ro r ("Error!\n" ) ;
}
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//Send se tup parameters .
setup_parser setup_info ;
setup_info . cpu = 0 ;
setup_info . domid = domid ;
fw r i t e (&setup_info , 1 , s izeof ( setup_info ) , p_bison ) ;
f f l u s h ( p_bison ) ;
pipeCom("setup" , 0 , p_bison ) ;
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
#endif
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ read the remote por t va lue v ia XenStore
/∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
xs = xs_daemon_open ( ) ;
i f ( xs == NULL) {
f p r i n t f ( s tde r r , "ERROR: opening xenstore daemon\n" ) ;
return 1 ;
}
path = xs_get_domain_path ( xs , domid ) ;
i f ( path == NULL) {
f p r i n t f ( s tde r r , "ERROR: reading xenstore local path\n" ) ;
return 1 ;
}
#i f PRINT
p r i n t f ("\tdomain path: %s\n" , path ) ;
#endif
path = r e a l l o c ( path , s t r l e n ( path ) + s t r l e n ( port_path ) + 1 ) ;
i f ( path == NULL ) {
f p r i n t f ( s tde r r , "ERROR: reallocating path var\n" ) ;
return 1 ;
}
s t r c a t ( path , port_path ) ;
#i f PRINT
p r i n t f ("\tlocal path: %s\ttoken: %s\n" , path , port_token ) ;
#endif
e r r = xs_watch ( xs , path , port_token ) ; /∗ watch on path ∗/
i f ( e r r == 0 ) {
f p r i n t f ( s tde r r , "ERROR: watching the port value\n" ) ;
return 1 ;
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}evtchn_port_t remote_port ;
fd = xs_f i l eno ( xs ) ;
path = r e a l l o c ( path , s t r l e n ( path ) + 2 ) ;
s t r c a t ( path , "/" ) ;
path = r e a l l o c ( path , s t r l e n ( path ) + s t r l e n ( port_token ) + 1 ) ;
s t r c a t ( path , port_token ) ;
while ( ! read ) {
FD_ZERO(&se t ) ;
FD_SET( fd , &s e t ) ;
i f ( s e l e c t ( fd+1, &set , NULL, NULL, &tv ) > 0 && FD_ISSET( fd , &s e t ) ) {
vec = xs_read_watch ( xs , &num) ;
i f ( ! vec ) {
f p r i n t f ( s tde r r , "ERROR: reading the port value\n" ) ;
return 1 ;
}
#i f PRINT
p r i n t f ("\tPath content: %s\n" , path ) ;
#endif
/∗ Prepare a t r an sac t i on and do a read . ∗/
th = xs_transact ion_start ( xs ) ;
buf = xs_read ( xs , th , path , &len ) ;
i f ( buf ) {
remote_port = ( evtchn_port_t ) a t o i ( buf ) ;
/∗ read the page base address ∗/
path = xs_get_domain_path ( xs , domid ) ;
path = r e a l l o c ( path , s t r l e n ( path)+
s t r l e n ( port_path)+
s t r l e n ( pag_token )+3);
s t r c a t ( path , port_path ) ;
s t r c a t ( path , "/" ) ;
s t r c a t ( path , pag_token ) ;
#i f PRINT
p r i n t f ("\tPage address path: %s\n" , path ) ;
#endif
buf = xs_read ( xs , th , path , &len ) ;
i f ( buf ) {
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pag_addr = s t r t o u l ( buf , p , 1 0 ) ;
p r i n t f ("\tpage address: %lx\n" , pag_addr ) ;
read = 1 ;
}
xs_transaction_end ( xs , th , 1 ) ;
}
else
read = 0 ;
}
}
evtchn_port_t loca l_port = ( evtchn_port_t ) −1;
while ( l oca l_port == ( evtchn_port_t ) −1 ) {
loca l_port = xc_evtchn_bind_interdomain ( xce_handle ,
domid ,
remote_port ) ;
}
int i = 0 , map = 0 ;
p r i n t f ("\tStart tracing...\n" ) ;
while (1 ) {
evtchn_port_t next_port ;
i f ( ( next_port = xc_evtchn_pending ( xce_handle ) ) == ( evtchn_port_t )−1)
pe r ro r ("xc_evtchn_pending" ) ;
i f ( xc_evtchn_unmask ( xce_handle , next_port ) == −1)
f p r i n t f ( s tde r r , "unable to umask\n" ) ;
xc_domain_pause ( xc_handle , domid ) ;
void ∗page_base_address ;
void ∗page_mapped_address ;
i f ( !map ) {
{
page_mapped_address =
pt_mapmem_domu( xc_handle , 0 , domid ,
(void ∗) pag_addr ,
PROT_READ | PROT_WRITE, KERNEL_PGD) ;
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page_base_address = (void ∗ ) ( get_base_from_address (
(unsigned long ) page_mapped_address ) ) ;
++map ;
}
int sy s ca l l_nr = ∗( int ∗) page_base_address ;
page_mapped_address = page_base_address + s izeof ( int ) ;
#i f PRINT
p r i n t f ("\n%d. event!\tsyscall nr: %d\n" , ++i , sy s ca l l_nr ) ;
#endif
switch ( sy s ca l l_nr ) {
case __NR_exit :
get_exit_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("exit" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_read :
get_read_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("read" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_write :
get_write_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("write" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_open:
get_open_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("open" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
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case __NR_close :
get_close_params ( page_mapped_address ) ; /∗ 5 ∗/
#i f PIPE
pipeCom("close" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_waitpid :
get_waitpid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("waitpid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_creat :
get_creat_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("creat" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_link :
get_link_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("link" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_unlink :
get_unlink_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("unlink" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_chdir :
get_chdir_params ( page_mapped_address ) ; /∗ 10 ∗/
#i f PIPE
pipeCom("chdir" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
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break ;
case __NR_time :
get_time_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("time" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_mknod:
get_mknod_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("mknod" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_chmod:
get_chmod_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("chmod" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_stat :
get_stat_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("stat" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_lseek :
get_lseek_params ( page_mapped_address ) ; /∗ 15 ∗/
#i f PIPE
pipeCom("lseek" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_getpid :
get_getpid_params ( page_mapped_address ) ;
#i f PIPE
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pipeCom("getpid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_mount:
get_mount_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("mount" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_fchown :
get_fchown_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("fchown" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setuid :
get_setuid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setuid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setregid :
get_setregid_params ( page_mapped_address ) ; /∗ 20 ∗/
#i f PIPE
pipeCom("setregid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setfsgid :
get_setfsgid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setfsgid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_lchown :
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get_lchown_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("lchown" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_symlink :
get_symlink_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("symlink" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_chown:
get_chown_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("chown" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setgid :
get_setgid_params ( page_mapped_address ) ; /∗ 25 ∗/
#i f PIPE
pipeCom("setgid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setgroups :
get_setgroups_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("segroups" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setresuid :
get_setresuid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setresuid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
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case __NR_rename :
get_rename_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("rename" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_fchmod:
get_fchmod_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("fchmod" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setreuid :
get_setreuid_params ( page_mapped_address ) ; /∗ 30 ∗/
#i f PIPE
pipeCom("setreuid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setfsuid :
get_setfsuid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setfsuid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setresgid :
get_setresgid_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setresgid" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_mkdir :
get_mkdir_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("mkdir" , (unsigned long ∗) pag_addr , p_bison ) ;
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#endif
break ;
case __NR_ioctl :
get_ioctl_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("ioctl" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_ftruncate :
get_ftruncate_params ( page_mapped_address ) ; /∗ 35 ∗/
#i f PIPE
pipeCom("ftruncate" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_flock :
get_flock_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("fclock" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_brk:
get_brk_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("brk" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_reboot :
get_reboot_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("reboot" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_swapoff :
get_swapoff_params ( page_mapped_address ) ;
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#i f PIPE
pipeCom("swapoff" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_stime :
get_stime_params ( page_mapped_address ) ; /∗ 40 ∗/
#i f PIPE
pipeCom("stime" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_socketcall :
get_socketcal l_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("socketcall" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_syslog :
get_syslog_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("syslog" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_rmdir :
get_rmdir_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("rmdir" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_dup2:
get_dup2_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("dup2" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
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case __NR_quotactl :
get_quotactl_params ( page_mapped_address ) ; /∗ 45 ∗/
#i f PIPE
pipeCom("quotactl" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_kill :
get_kil l_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("kill" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setpriority :
get_setpr ior i ty_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setpriority" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_adjtimex :
get_adjtimex_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("adjtimex" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_vhangup :
get_vhangup_params ( page_mapped_address ) ; /∗ 50 ∗/
#i f PIPE
pipeCom("vhangup" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_delete_module :
get_delete_module_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("delete_module" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
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break ;
case __NR_mlock :
get_mlock_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("mlock" , (unsigned long ∗) pag_addr , pipe_to_bison ) ;
#endif
break ;
case __NR_settimeofday :
get_settimeofday_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("settimeofday" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setdomainname :
get_setdomainname_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("setdomainname" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_umount:
get_umount_params ( page_mapped_address ) ; /∗ 55 ∗/
#i f PIPE
pipeCom("umount" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_truncate :
get_truncate_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("truncate" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_setrlimit :
get_setr l imit_params ( page_mapped_address ) ;
#i f PIPE
142
pipeCom("setrlimit" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_ioperm :
get_ioperm_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("ioperm" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_sched_setparam :
get_sched_setparam_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("sched_setparam" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_sched_setscheduler :
get_sched_setscheduler_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("sched_setscheduler" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_swapon :
get_swapon_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("swapon" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_mlockall :
get_mlockall_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("mlockall" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_nice :
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get_nice_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("nice" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR_sethostname :
get_sethostname_params ( page_mapped_address ) ;
#i f PIPE
pipeCom("sethostname" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
case __NR__sysctl :
get_sysctl_params ( page_mapped_address ) ; /∗ 65 ∗/
#i f PIPE
pipeCom("sysctl" , (unsigned long ∗) pag_addr , p_bison ) ;
#endif
break ;
default :
#i f PRINT
p r i n t f ( "\t no syscall number match! %d\n" , s y s ca l l_nr ) ;
#endif
break ;
}
int sync = 0 ;
memcpy( page_base_address+100 , &sync , s izeof ( int ) ) ;
xc_domain_unpause ( xc_handle , domid ) ;
munmap_page( page_mapped_address ) ;
}
xc_evtchn_unmask ( xce_handle , l oca l_port ) ;
xc_evtchn_close ( xce_handle ) ;
xc_inte r face_c lo se ( xc_handle ) ;
return 0 ;
}
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