For testing the statistical significance of a treatment effect, we usually compare between two parts of a population, one is exposed to the treatment, and the other is not exposed to it.
µ and variance σ 2 . Assume that p 1 proportion of individuals from the first sub-population and p 2 proportion of individuals from the second sub-population are exposed to a treatment, and the rest belong to the control group. Also assume that the treatment has the same effect on each of these sub-populations, and in each sub-population, it is supposed to increase the average value of the measurement variable by an amount δ. So, while F is a mixture of N (0, 0.25) and N (3, 0.25) with mixing proportions p 1 and p 2 , G turns out to be a mixture of N (δ, 0.25) and N (3 + δ, 0.25) with mixing proportions 1 − p 1 and 1 − p 2 , respectively. Here we test H 0 : δ = 0 against H 1 : δ > 0.
Let us first consider the case δ = 0. In this case, if p 1 is smaller than p 2 and the samples are drawn randomly, most of the sample observations from F (and G, respectively) come from the sub-population having the lower (and the higher, respectively) value of the measurement variable.
As a result, the direct use of a two-sample location test is expected to give a false alarm. We carried out our experiment with p 1 = 0.25 and p 2 = 0.75, where 100 observations were taken from each of F and G to perform the test. The light and the dark grey curves in Figure 1 (a) show the density functions corresponding to F and G, respectively. Recall that in t-test, we assume the normality of the underlying distributions and test for the equality of their means. Figure 1(b) shows the estimated density functions of F and G under the normality assumption. It is quite clear from this figure that the mean of G is much higher than that of F . So, the t test rejected the null hypothesis H 0 : δ = 0. We observed the same phenomenon for WMW and KS tests as well. Figure 1 (c) shows the histogram of the pair-wise differences {d ij = x 2j − x 1i , i = 1, . . . , n 1 ; j = 1, . . . , n 2 } between the observations from F and G. Since most of the differences were positive (indicated using the dark grey color), the WMW test rejected H 0 . Also, the dominance of the empirical version of F (i.e., the empirical distribution function) over that of G is quite evident in Figure 1(d) . So, as expected, the KS test rejected the null hypothesis as well. Now, consider the case δ = 1. Note that if p 1 is much larger than p 2 , most of the observations from G come from the sub-population having relatively lower values of the measurement variable.
As a result, the usual two-sample tests often fail to detect the significance of the treatment effect.
That is what we observed when we carried out our experiment with p 1 = 0.75 and p 2 = 0.25. Like before, we used 100 observations each from F and G, and the results of our analysis are presented in Figure 2 . From this figure, it is quite clear that none of the standard parametric (t-test) and nonparametric (WMW and KS tests) tests rejected the null hypothesis. Not only for univariate problems, one can observe similar phenomenon for multivariate cases as well, which we will see later. In this article, we make an attempt to overcome these limitations of the standard methods in testing the significance of a treatment effect.
Description of the methodology
Let X 1 = {x 11 , x 12 , . . . , x 1n 1 } and X 2 = {x 21 , x 22 , . . . , x 2n 2 } be independent realizations of the measurement vector X obtained from F and G, respectively. In order to test the significance of the treatment effect based on these two sets of independent observations X 1 and X 2 , we usually consider a location model (i.e., F (x) = G(x + ∆) for all x ∈ R d ) and use a standard parametric or nonparametric method to test H 0 : ∆ = 0 against H 1 : ∆ = 0 (in the univariate case, one can also consider one-sided alternatives). But as we have demonstrated in Section 1, these standard tests often yield misleading results if the populations corresponding to F and G have several clusters or sub-populations, and the proportions of representatives from these sub-populations in X 1 and X 2 are widely different. Suppose that F and G both have k sub-populations (k is unknown), and the distribution of the measurement vector X in these sub-populations are denoted by F 1 , F 2 , . . . , F k and G 1 , G 2 , . . . , G k , respectively. Here we consider a more general location model F r (x) = G r (x + ∆)
for all x and r = 1, . . . , k, and carry out a test for H 0 : ∆ = 0 against H 1 : ∆ = 0. Note that here the mixing proportions in F and G may not be the same.
Elimination of sub-population effects
Form our discussions in Section 1, it is quite clear that the presence of several sub-populations in the control and the treatment groups is the main source of the problem. If the number of subpopulations k is known, and if we know which of these sub-populations each x ji is coming from, this problem can be resolved easily. For instance, one can make suitable transformations of the observations to merge these sub-populations before using any standard two-sample test. Let us assume that F has k sub-populations, and F r is Gaussian with the mean µ r and the scatter Σ r (r = 1, 2, . . . , k). Therefore, if H 0 holds, X 1 ∪ X 2 will contain observations from k different clusters. Now, if we know that x is from r-th cluster (r = 1, 2, . . . , k), the transformation x * = Σ −1/2 r (x−µ r ) will give us an observation from the standard normal distribution. In this way we can transform all n 1 observations from F and n 2 observations from G. Under H 0 , all of them will follow the standard normal distribution. But if H 0 does not hold, the distributions of the transformed observations from F and G will differ. Note that unlike F or G, the distributions of these transformed observations do not have further sub-populations. This transformation helps us to eliminate the effect of different clusters on the measurement variables. Instead of normal, one can assume any other suitable parametric models for the sub-populations. However, as long as the sub-populations differ only in their locations and scale, the same transformation will work. For other parametric models, similarly one can find the appropriate transformations. If we do not assume any parametric structure for the sub-populations, we can use a transformation based on the spatial quantiles (see e.g., Chaudhuri, 1996 ; Koltchinskii, 1997) so that after the transformation, measurement vectors from different subpopulations have the same spatial quantiles. However, in practice, we do not know how many clusters there are, and which of the clusters an observation is coming from. So, in that case, one can use a suitable clustering algorithm to find the clusters in X 1 ∪ X 2 , and after finding the clusters, s/he can use the observations in each cluster to estimate the mean vectors and the scatter matrices, and hence the transformation function. We will discuss that in Sections 2.3 and 2.4.
Test based on transformed observations
After finding the clusters based on X 1 and X 2 , if we make the transformation discussed above, the transformed variables in each group (control and treatment) can be as viewed as independent observations from a distribution with no sub-clusters. Therefore, one can use any standard twosample test on these transformed observations. Note that here we make the transformations based on the full set of observations X 1 ∪ X 2 . So, in the univariate case, if we compute the WMW statistic or the KS statistic based on the transformed observations, because of the exchangeability of the observations, the test statistic will still have the distribution-free property. Therefore, one can perform the WMW and the KS tests using the standard statistical tables. However, the multivariate non-parametric tests we considered in this article do not have the distribution free property. In such cases, one can either use the conditional test based on the permutation principle (see e.g., Puri and Sen, 1971; Hollander and Wolfe, 1999) or the test based on large sample distribution of the test statistic. In this article, we adopted the permutation method. The test performed in this way removes the sub-population or cluster effect, and it usually yields better results, which we will see later. One should also notice that since the clustering is done based on all n = n 1 + n 2 observations, class labels of the observations do not have any influence on the formation of the clusters. So, one does not need to run the clustering algorithm repeatedly for different permutations. The permutation principle can be used directly on the transformed variables. This leads to a substantial saving in the computing time.
Choices for the clustering algorithm and the number of clusters
For the implementation of our method, one needs to estimate the number of sub-populations k as well. We can run any suitable clustering algorithm (see e.g., Ripley, 1996; Duda et. al., 2001; Hastie et. al., 2009 ) for different numbers of sub-populations and choose the value of k using an appropriate cluster validation index. In this article, we use the PAM (partitioning around medoids) algorithm (see e.g., Ripley, 1996; Hastie et. al., 2001) for clustering. It is based on the k-medoids algorithm and preferred over the k-means algorithm because of its robustness against outliers. We use the PAM algorithm for different choices of k, and finally k is chosen using the Dunn index (see Dunn, 1974) . Note that Dunn index can be used to choose a value of k when it is known that there are at least two clusters. So, if k = 2 is selected, we use the gap statistic (see Tibshirani et. al., 2001) to choose between k = 1 and k = 2. Of course, one can directly use the gap statistic to choose the value of k, but here we avoid that to reduce the computing cost. In the presence of outliers in the data, often we get clusters consisting of one or a very few observations. Those observations, which belong to a cluster containing less than 2% of the observations, are treated as outliers, and we ignore them while determining the number of clusters. Jornsten (2004) used similar method for clustering and classification based on data depth. First we use this method separately on X 1 and X 2 to estimate the number of clusters in F and G, respectively. Let these numbers be k 1 and k 2 , respectively. Note that under the location model assumed at the beginning of this section, if not same, k 1 and k 2 are expected to be quite close. If they turn out to be same (k 0 , say), we consider k 0 as the final value of k and use PAM algorithm on X 1 ∪ X 2 to find the final clusters. If k 1 and k 2 differ, we choose k 0 = min{k 1 , k 2 }. This often prevents us from false detection of clusters.
Suppose that F and G both are unimodal and there is a statistically significant treatment effect.
In such cases, if we use any clustering algorithm on X 1 ∪ X 2 , we may find two clusters, one for each group. Now, if we use the transformation based on these two clusters, the treatment effect may get eliminated, and as a consequence, we may fail to detect the treatment effect even though it is statistically significant. But if we use the clustering algorithm on X 1 and X 2 separately, both k 1 and k 2 are likely to be 1. As a result, k 0 = 1 is used, and the treatment effect is preserved.
In some cases, clustering based on X 1 ∪ X 2 may lead to some clusters having almost all observations from one group. This gives an indication of a strong treatment effect. Such situations may arise in some rare cases where each of the control and the treatment groups has two or more sub-populations (i.e., k 0 ≥ 2) and the effect due to the sub-population difference is negligible compared to the treatment effect. In such cases, the above transformation may have an adverse effect, and we do not recommend it. For instance, if the control group is a mixture of N (0, 0.5) and N (2, 0.5) and the treatment group is a mixture of N (10, 0.5) and N (12, 0.5), we may select k 0 = 2, and in that case, each of the two clusters on X 1 ∪ X 2 will be formed by observations from one group only. However, in such cases, detection of treatment effect is rather easy, and one can directly use any standard two-sample test to get the desired result or even without a formal test, using clustering on X 1 ∪ X 2 , one gets enough indication to reject H 0 . Our proposed method is particularly helpful when the problem is more difficult and treatment effect is either zero or so small that it gets dominated by the sub-population effect. So, we recommend to use our method when each of the clusters obtained from X 1 ∪ X 2 contains a certain proportion (β, say) of observations from each group. In this article, we used β = 0.1, and during our data analysis, we faced this situation only once while analyzing the synthetic data in Section 5. In that case, we used the usual two-sample tests, and they rejected the null hypothesis.
Model based clustering
If we assume some parametric models for the sub-population distributions, the clustering algorithm can also be modified further. In that case, one can use the expectation-maximization (EM) algorithm (see e.g., Dempster, Larid and Rubin, 1977) to estimate the model parameters. After estimating these parameters, for any observation x, we can estimate the posterior probabilities for different clusters, and the observation x can be assigned to the cluster having the largest estimated posterior. For estimating these posteriors, here we use equal priors for all k 0 sub-populations. It is non-informative and gives no preference to any of the sub-populations. Note that the EM algorithm needs the number of clusters k 0 and the initial values of the model parameters to be specified. For choosing k 0 , here we use the method based on the Dunn index and the gap statistic as described before. We use the PAM algorithm with k = k 0 to find the initial clusters, and the initial estimates of the model parameters are computed from that. In the case of model based clustering, one can also run the EM algorithm for different numbers of clusters and select the value of k 0 using other model selection criteria. However, to avoid extra computations involved in the repeated use of the EM algorithm, here we do not adopt these methods. In the case of Gaussian mixture models, some 
Results on the simulated example with mixture normal distributions
Let us recall the simulated example discussed in Section 1, where F was a mixture of N (0, 0.25) and N (3, 0.25) with mixing proportions p 1 and p 2 , and G was a mixture of N (δ, 0.25) and N (3 + δ, 0.25) with mixing proportions 1 − p 1 and 1 − p 2 . First consider the case p 1 = 0.25, p 2 = 0.75 and δ = 0. In this case, the t-test, the WMW test and the KS test all rejected the true null hypothesis H 0 : δ = 0. But when we used these tests on the transformed observations, all of them yielded the right decision. Figure 3 shows the performance of these tests when they were applied on the transformed observations. From this figure it is quite evident that there was no visible difference between the distributions of the transformed variables from the two groups. Generating different samples from F and G, we repeated this experiment 100 times. In all these cases, the t-test, the WMW test and the KS test rejected the null hypothesis. But when they were used on transformed observations, they rejected H 0 in 5, 4 and 4 out of these 100 cases, respectively. Given that we fixed the nominal level of significance of these tests at 0.05, this result is quite encouraging.
Next we consider the case p 1 = 0.75, p 2 = 0.25 and δ = 1. Recall that in this case, the t-test, the WMW test and the KS test all failed to detect the statistical significance of the treatment effect. But when we used these tests on the transformed observations, they led to the right decision. This is quite transparent from Figure 4 . We repeated this experiment 100 times, and in all these cases, the transformation of the variable led to the rejection of the null hypothesis by all these methods. But when these standard tests were blindly used on the original observations, they had poor performance. The t-test and the WMW test failed to reject the null hypothesis even in a single occasion, while the KS test could reject it in 39 out of 100 cases. Note that if we assume that the sub-populations differ only in their location, after finding the clusters, one can also perform a two-way analysis of variance (ANOVA) considering the treatment and the cluster as the two factors. When we carried out this analysis, it yielded satisfactory performance. In the case of δ = 0 (p 1 = 0.25, p 2 = 0.75), it rejected the null hypothesis H 0 in 6 out 100 cases, but in the case of δ = 1 (p 1 = 0.75, p 2 = 0.25), it rejected H 0 in all 100 occasions.
A modified method based on Bayesian model averaging
The method described in the previous section works well when the clusters (sub-populations) are well separated. But if there are several overlapping clusters, depending on the cluster labels assigned to the observations in the overlapping region, it may lead to different inferences. Suppose that we have a sample from a univariate population with two overlapping sub-populations. Now, if an observation in the overlapping region is assumed to come from the left cluster (the cluster formed by relatively lower values of the variable), after the transformation, it will lie at the right tail of the distribution of the transformed variable, but if we consider it as an observation from the other cluster, after the transformation, it will become an observation at the left tail. Clearly, the value of the parametric and the non-parametric test statistic will depend on that. So, if we have a reasonably large number of observations in the overlapping region, depending on the cluster levels assigned to them, the method described in the previous section can lead to diametrically opposite inferences. In order to overcome this limitation, here we modify our algorithm using the Bayesian model averaging technique (see e.g., Hoeting et. al., 1996; Claeskens and Hjort, 2008) .
Let X 1 and X 2 be the data clouds from the control and the treatment groups (i.e., F and G), respectively, and let us define a random variable Z, which takes the value 1 when H 0 is rejected, and 0 if it is accepted. In usual two-sample tests, we do not search for the sub-populations and compute the test statistic T (X ) and the corresponding test function φ(X ) = P (Z = 1 | X ) based on X = (X 1 , X 2 ) only. However, in our method, we take the cluster labels of the observations into consideration. Let C 1 = (c 11 , . . . , c 1n 1 ) and C 2 = (c 21 , . . . , c 2n 2 ) be the cluster labels corresponding to X 1 and X 2 , respectively. Now based on this particular assignment of clusters, we can make the transformation of the variables as discussed above, and compute the test statistic and the associated test function. But, in addition to X , this test function depends on the choice of C = (C 1 , C 2 ), and instead of computing P (Z = 1 | X ), we actually compute the conditional probability P (Z = 1 | X , C). Clearly the resulting test statistic depends on the choice of C, and depending on the nature of the problem and the separability among the clusters, the final inference can be sensitive on this 
where P (C | X ) is the conditional probability distribution of C given X . Now, from the Bayes' theorem, we know that
, where π(C) is the prior distribution of C, and f (X | C) is the conditional density of X given C. Throughout this article, we consider a uniform prior distribution for C. Note that this prior is non-informative and it gives no preference to any of the k 0 clusters. For this choice of prior, we have P (C | X ) = f (X | C)/ C f (X | C). If n k 0 is not large, we can compute the test function P (Z = 1 | X , C) for all possible n k 0 choices of C, and using the formula given above, φ(X ) can be obtained as an weighted average of those conditional test functions. If n k 0 is large, it may not be computationally feasible to consider all possible choices of C, In that case, we can generate sufficiently large number of observations C (1) , . . . , C (M ) from the posterior distribution P (C | X ), and approximate φ(X ) by its sample analog, which is given by
In practice, in order to compute the weighted average or to generate from P (C | X ), we need to estimate the unknown quantity f (X | C) for different choices of C. If f 1 , . . . , f k 0 denotes the sub-population distributions, f (X | C) can be approximated by the psudo-likelihood function
, wheref r is the estimate of the density function f r for r = 1, 2, . . . , k 0 . If we assume a parametric model f j (·) = ψ j (·, θ j ) for f j , where ψ j (·) is a known function and θ j is a unknown parameter (scalar or vector valued), we find an estimate θ j from the data to computê f j (·) = ψ j (·, θ j ). Otherwise, a nonparametric estimate can be used. In this article, we assume these sub-population distributions to be Gaussian, and the mean vectors and dispersion matrices of these distributions are estimated using the EM algorithm. This Bayesian model averaging technique makes the final decision free from the choice of C, and it usually improves the performance of the resulting test procedure, which we will see in the subsequent sections.
Note that if the clusters are well separated, we have P (C | X ) ≃ 1 for one particular choice (correct choice) of C, while for other choices of C, it becomes close to zero. In that case, our modified method matches with the method described in Section 2. So, it can be viewed as a generalization of the method described earlier. In this article, we used both of these methods for our data analysis.
Henceforth, the earlier method will be referred to as Method-1, and the method based on Bayesian model averaging will be referred to as Method-2. One should also notice that if there is only one cluster in the data, we do not need to make any transformation at all. In those cases, our tests based on the WMW statistic and the KS statistic coincide with their usual versions, and those based on Hotelling's T 2 (or t-statistic in the univariate case), coordinate-wise ranks and spatial ranks differ from their usual versions only in the method of computing the cut-off values. So, in those cases, our proposed methods are expected to perform like the usual two-sample tests. In Section 5, our analysis of Iris data will make it more clear.
Results from the analysis of simulated datasets
Using some simulated examples, in the earlier sections, we have already demonstrated the importance of our proposed methods in the case of univariate one sided alternatives. In this section, we use some univariate and bivariate simulated examples to evaluate its performance for two-sided alternatives. In the univariate set up, we use the t-test, the WMW test and the KS test as before.
In the multivariate case, we use a parametric test based on the Hotelling Table   1 . From this table, one can easily assess the importance of the transformation to eliminate cluster effect. In the case of δ = 0, the usual parametric and non-parametric tests failed to maintain the nominal level of 0.05, but Method-1 and Method-2 had good level properties. The usual tests were biased towards negative values of δ. As a result, they rejected H 0 too often when we considered δ = −0.5 and δ = −0.25. But, for positive values of δ, they had poor power properties. In this example, Method-1 had reasonably good performance, but Method-2 performed even better. Note that in cases with µ = 3, due to higher difference among the sub-populations, clustering becomes much easier. So, as expected, the proposed methods yielded superior performance in those cases.
Next we consider some examples involving mixtures of bivariate normal distributions. Here
F is a mixture of N 2 (0, Σ), N 2 (µ, Σ) and N 2 (2µ, Σ) and G is a mixture of N 2 (0 + ∆, Σ), N 2 (µ + ∆, Σ) and N 2 (2µ + ∆, Σ), where 0 = (0, 0) ′ , µ = (3, 3) ′ , and Σ is the 2 × 2 symmetric matrix with two diagonal entries equal to 1 and the off-diagonal entry -0.5. We considered ∆ of the form ∆ = (δ, δ) and studied the performance of different tests for five different choices of δ as used in Table 1 . We used the same mixing proportions for F and G as in the univariate case, and each experiment was repeated 100 times as before. Here also we observed the same phenomenon as in the univariate case. While direct applications of the usual two-sample tests failed to maintain the nominal level of 0.05 and led to poor power properties for positive values of δ, the tests based on Method-1 and Method-2 yielded better performance both in terms of level and power properties.
In Table- 2, one can also observe that the tests based on our proposed methods had higher power for δ = −0.5 and −0.25 as compared to that for the corresponding positive values of δ. The reason for such asymmetry becomes clear from Figure 5 , which shows the scatter plots of the observations in two groups (indicated using light grey and dark grey dots) in cases of δ = 0.5 and δ = −0.5. In Figure 5 (a), the three clusters are not that evident as they are in Figure 5 (b). We observed this several times over the 100 simulations we carried out. Since clustering was much easier in the latter case, our proposed methods had relatively better performance for negative values of δ. Keeping all location and scatter parameters unchanged, we repeated the same experiment with mixtures of Cauchy distributions. Because of the heavy tails of the Cauchy distributions, we did not always get three distinct clusters. As a result, the proposed method could only have marginal improvements over the standard methods. For instance, in the case of δ = 0.5, while direct application of the coordinate-wise rank test and the spatial rank test both led to the rejection of H 0 in 7 out of 100 cases, using Method-1 (Method-2), we could reject it in 11 and 12 (16 and 18) occasions, respectively. So, for mixtures of bivariate Cauchy distributions, we chose µ = (5, 5) and carried out experiment for five choices of δ (-1, 0.5, 0, 0.5 and 1). The results in Table 3 show that even in this case, the proposed methods, especially Method-2 had better level and power properties. So, far we have considered the cases where µ and ∆ are in the same (or opposite) direction, and the mixing proportions in the control and the treatment groups are different. Now we consider the situation, where the two groups have the same mixing proportion, and µ = (3, 3) and ∆ = (0, δ)
are not in the same direction. We consider the same bivariate normal sub-populations for F , but the mixing proportions for N 2 (0, Σ), N 2 (µ, Σ) and N 2 (2µ, Σ) are taken as .3 .4 and .3, respectively.
We used the same mixing proportions for N 2 (∆, Σ), N 2 (µ + ∆, Σ) and N 2 (2µ + ∆, Σ) in G as well.
Here the powers of different tests do not depend on the sign of δ. So, we report the results only for five non-negative values (0, 0.25, 0.5, 0.75 and 1) of δ. Unlike previous cases, here the usual parametric and nonparametric tests maintained their levels (see Table 4 ), but from Table 4 , it is quite transparent that the proposed methods had better power properties.
Next we consider a case, where the centers of the sub-population distributions do not lie on the same straight line, and these distributions differ also in the scatter. We chose ′ , marginal variances σ 2 1 and σ 2 2 , and the correlation coefficient ρ. Here also, we consider the same mixing proportion (0.3, 0.4 and 0.3) for G, where G(x) = F (x + ∆) for all x and ∆ = (0, δ). We carried out this experiment for δ = −0.5, −0.25, 0, 0.25 and 0.5, and the results are reported in Table 5 . The superiority of the proposed methods is quite evident from this table.
Also, as it is expected, we got nearly the same result for positive and negative value of δ. 5 Results from the analysis of some benchmark data sets
In this section, we analyze three benchmark data sets for further evaluation of the proposed methods. These data sets, namely Abalone data, Synthetic data and Iris data, and their descriptions are available at the UCI Machine Learning Repository (http://www.archive.ics.uci.edu/ml/datasets.html).
Abalone data
In this data set, though there are observations from 28 classes, for our analysis, we considered the two largest classes (class 9 and class 10) only. This data set contains information on seven continuous
variables, but most of these variables are highly correlated, and that makes the estimated dispersion matrix nearly singular in most of the cases. That is why instead of considering all these variables, we used the first principle component as our measurement variable. This principal component explained 97.5% of the total variation. In addition to this, there was another variable that indicated whether the abalone was a male or a female or an infant. We did not use it for our analysis and considered it as a hidden factor. Table 6 . In this case, the usual tests based on the t-statistic, the WMW statistic and the KS all rejected the null hypothesis in more than 10% of the cases. But, Method-1 and
Method-2, especially, the later one, showed better level properties. Next, we use the observations from both class-9 and class-10 to investigate the power properties of different tests. Figure 6 shows the histogram of the distribution of this first principal component in the three sub-populations (male, female and infant) of these two classes. In this figure, one can notice that in all the three cases (males, females and infants), the distribution in class-10 has a marginal shift towards the positive direction of the X-axis. So, naturally, one would be interested in testing H 0 : ∆ = 0 against H 1 : ∆ > 0. When we performed a two-sample test using all males from these two classes, the t-test, the WMW test and the KS test, all rejected H 0 . We observed the same phenomenon for the females and the infants as well. So, ideally one would expect the null hypothesis to be rejected when observations from all these sub-populations are considered simultaneously. However, if we use the whole data set for testing, any test will either accept or reject H 0 . Based on that single experiment, it will be difficult to compare among different test procedures. So, instead of using all observations, here we perform these tests based on randomly chosen subsets of size 100 from each class, and repeated the experiment 200 times. In case of class-9, we chose observations from the three clusters with equal probability, but for class-10, these probabilities were 0.2, 0.2 and 0.6, respectively, for males, females and infants. In the presence of these sub-populations, direct application of the standard two-sample tests yielded poor power (see Table 6 ). Note that in this example, three sub-populations were highly overlapped. So, it was very difficult to find out these three clusters distinctly. In fact in many cases, the number of clusters was over estimated and in a few cases, it was under estimated too. But instead of that, the proposed methods performed better, and they rejected H 0 more often than the standard methods.
Synthetic data
In synthetic data set, each class is a mixture of two bivariate normal distributions differing only in their location. A scatter plot of this data set is given in Figure 5 , where the dots (·) and the crosses (×) represent the observations from the two classes. Here we consider these two classes as the control and the treatment groups. From this figure, it is quite clear that for each sub-population, the shift is nearly in the same direction. So, one should expect H 0 to be rejected. We randomly chose 30 observations from each group to perform the test. In this example, the standard two-sample tests worked well, and they rejected H 0 in all occasions. Since the clusters were well separated, our clustering method rightly detected the two sub-populations in each group in 197 out of 200 cases, while the number of clusters k 0 was over-estimated in other three cases. So, as expected, the proposed methods performed well. Only in one occasion, we obtained a cluster containing less than 10% observations from one group. In that case, we used the usual two-sample tests and they rejected H 0 . Because of the multi-modal nature of the data, in this example, these proposed methods were expected to outperformed the traditional methods, but that did not happen. Note that here the treatment effect is along the Y -axis, but in each group the sub-population effect is in an orthogonal direction along the X-axis. So, unlike the previous cases, this sub-population effect did not have any effect on the final outcome when the usual two-sample tests were used. To investigate the level properties of different tests, we randomly generated two independent set of 30 observations from the class indicated using dots and used them as observations from control and treatment groups. We repeated this experiment 200 times, and all testing procedures rejected H 0 in nearly 5% of the cases. But, the result was quite different when the samples were generated in a different way. We randomly chose 30 observations from each of the two clusters. While 20 observations from the left cluster and 10 from the right cluster were used as observations from F , the rest 10 from the left and 20 from the right clusters were used as observations from G. In this case, as expected, the usual tests failed to maintain their levels (see Table 6 ). The Hotelling T 2 test rejected H 0 in all 200 occasions. The coordinate-wise rank test and spatial rank test also rejected H 0 in more than 150 cases. However, our proposed methods had good level properties even in this situation. In all cases, the proportion of rejection was close to the nominal level of 0.05.
Iris data
Finally, we consider the Fisher's iris data. This data set contains four-dimensional observations from three different classes. For our analysis, we used observations from two classes: iris versicolor and iris verginica. So far, we have carried out our analysis with data sets having two or more hidden clusters. In this data set, the distributions corresponding to each of these two classes are known to be unimodal, and they have no hidden clusters. It is also well known that these two distributions differ in their location. So, the standard two-sample tests are expected to perform well. We considered this data set to see how the proposed methods perform in such cases. We randomly chose 25 observations from each class to constitute the sample and perform two-sample tests based on these 50 observations. This experiment was repeated 200 times as before. In all these cases, the standard two-sample tests rejected the null hypothesis. When we used the clustering method, in all these 200 cases, only one cluster was selected. As a result, the proposed methods could match the performance of the traditional ones. In order to investigate the level properties of different tests, we partitioned the observations in the versicolor class into two groups of size 25, which were used as observations from F and G. This random partitioning was done 200 times as before, and for all these tests, the proportion of rejecting H 0 was close to the nominal level of 0.05. 
Concluding remarks
This article shows the limitations of the usual two-sample parametric and nonparametric methods in testing the significance of a treatment effect. Direct use of these two-sample tests often yield misleading inferences, especially when the underlying population has several hidden sub-populations, and the impact of the sub-population difference on the measurement vector dominates the treatment effect. This problem becomes even more evident if the control and the treatment groups have widely different proportions of representatives from these sub-populations. The methods we proposed in this article take care of these problems. Using a clustering algorithm, they detect the hidden clusters (sub-populations) in these groups and then eliminate the cluster effect using a suitable transformation. So, in the presence of hidden sub-populations, while direct use of the standard two-sample tests leads to unsatisfactory performance, our proposed methods perform better and yield reliable results. Moreover, when there are no hidden clusters, these methods can perform as good as the standard two-sample tests. Using several simulated and benchmark data sets, in this article, we have amply demonstrated these two important features of the proposed methods.
In this article, after estimating k 0 , we used the EM algorithm to fit a mixture of k 0 Gaussian models to the data. The estimates of density functions corresponding to different clusters and hence the posterior probabilities of different clusters were computed from that. These estimated posteriors were used by the Bayesian model averaging method to take care of the uncertainty involved in the formation of k 0 clusters. However, instead of working with a fixed k 0 , one can also consider the results for different choices of k 0 and judiciously aggregate them. For instance, as an alternative, one can use Bayesian nonparametric density estimation using Gaussian mixtures with Dirichlet process prior. In that case, the number of clusters is also treated as random, and along with the parameters of sub-population distributions, it follows a joint prior distribution D(α, G 0 ), which is a Dirichlet process defined by a positive scalar α and a specified base distribution G 0 (·) (see e.g, Escober and West, 1995). However, to keep our methods simple, here we did not consider them.
Note that in comparison to Dirichlet modeling, these proposed methods are far more amenable for computation and they do not depend on a number of hyper-parameters. 
