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Abstract
In this thesis I explore the evidence for whether gravity is an emer-
gent phenomenon. I provide a review of black hole thermodynamics and
demonstrate how it provides evidence that gravity is an emergent phe-
nomenon. In addition I provide a review of Jacobson's calculation which
shows how the Einstein field equations can be interpreted as a thermo-
dynamic equation of state. I then use Jacobson's work and the Seiberg-
Witten map to derive a new gravitational equation of state which shows
what gravity on a non-commutative manifold would look like.
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Introduction
Gravity, as a force, was first studied rigorously and mathematically by Newton.
For many years the prevailing wisdom was that gravity was one of a few funda-
mental forces of nature which acted on material bodies in a fixed background
geometry [5]. The inverse-square law
F =
GNM1M2
r2
worked fairly well in predicting the orbits of planets and in predicting the mo-
tions of objects on earth. Nevertheless, this formulation of gravity could not be
reconciled with the later discoveries of special relativity and that of a massless
photon. Observation confirmed that the Lorentz invariance required by special
relativity is indeed in operation in the universe we inhabit. Attempts to make
Newton's gravitational field satisfy Lorentz invariance met with failure.
Additionally, Newton's law of gravitation states that a massless photon
would not be influenced by the gravitational field of any massive bodies in
the universe. In this scheme, therefore, the bending of light by stars and other
massive objects would not occur. Einstein's theory of General Relativity which
succeeded Newton's Law of Gravitation provided a far better fit to observation
and reproduces the inverse-square force law when appropriate limits are taken.
It is, therefore, obvious why we consider General Relativity and its tenet of
gravity-as-geometry to be the best description of the universe we live in [5].
For all of its successes, however, General Relativity remains a classical theory
[5][11]; a theory at odds with the physical assumptions underlying the immensely
successful quantum theory. Being classical, General Relativity places no limita-
tions on the accuracy of measurement and does not specify that particles live
in a Hilbert space. Unfortunately, attempts to turn the gravitational field of
General Relativity into a quantum field, like was done for electromagnetism,
have met with failure. Finding a quantum theory of gravity remains one of the
biggest challenges in theoretical physics today.
There is, however, evidence to indicate that attempts to quantize classical
gravity have met with failure for a specific reason - gravity itself is an emergent
phenomenon[8][12][22]. If it is emergent, trying to quantize gravity would be
like trying to quantize the classical variable of pressure and doing so is not a
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reasonable proposition. The first evidence for the emergent nature of gravity
comes from the fact that black holes, solutions to the Einstein field equations,
satisfy four laws which are extremely similar to the four laws of thermodynam-
ics [14]. Black hole variables thus begin to look like classical thermodynamic
variables which appear in the equation of state of a gas.
It was also shown by Jacobson [12], without heavy reliance black hole ther-
modynamics, that by assuming the proportionality of the area of a null surface
to the entropy contained within that surface, that the Einstein field equations
themselves are an equation of state. By doing this, spacetime thermodynamics
comes full circle - we have an equation of state and variables of a solution to
that equation which satisfy four laws. This provides strong evidence that the
gravity of General Relativity is the limit, or average of some other theory.
A key difference between spacetime thermodynamics and classical thermo-
dynamics then remains - we know of many equations of state for classical ther-
modynamics yet there seems to be only one for spacetime thermodynamics. I
will show, however, that this need not be the case. It is possible to arrive at new
equations of state in classical thermodynamics by changing the assumptions of
the microscopic nature of the gas, say, by assuming that the particles are of
non-negligible size. Proceeding by analogy and changing some assumptions of
General Relativity by saying that if we were able to probe accurately enough, we
would find the microscopic structure of spacetime to have a minimum measur-
able length, we can derive a new gravitational equation of state. By doing this,
it is like moving from the ideal gas equation in which the particles are negligible
in size to the Van der Waals equation, in which the size of the particles is taken
into account.
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Part I
General Relativity and Black Holes
1 The Nature of Gravity
1.1 The Newtonian View
The Newtonian formulation of space time is intuitive and straightforward. To
do Newtonian mechanics, set up three mutually orthogonal Cartesian axes to
measure distances in the three-dimensional universe. These three axes function
only as a background, they perform a spatial bookkeeping, always providing us
with a measurement of distance in the Newtonian universe. It does not matter
where you travel, (or how fast you travel) in the universe, the axes are always
the same, always undistorted by whatever physical processes they keep track of
[5].
Now imagine that at each point in space there is a perfect clock; each of
these perfect clocks will be synchronized with every other clock. The ticking
of these perfect clocks is what defines time. The most important part of this
construction is the idea that space and time do not influence one another - they
are independent. If an observer were to build a clock which never loses time, she
could leave earth, travel around the universe and return home to notice that the
time on her perfect clock is still perfectly synchronized with whatever perfect
clocks were left on earth.
Time, in this formulation, functions as an independent variable. It is always
moving forward undeterred, undeterrable, by the machinations of anything in
the Newtonian universe. We frequently use it as a parameter when we plot
trajectories in our three-dimensional space. No matter what we do decide to do,
we cannot ever speed or slow the passage of time or shrink or grow our Cartesian
axes. In a nutshell, time and space give us tools to label physical processes but
they do not influence those processes and we are never able to influence the
time-and-space bookkeeping, no matter what experiments we perform.
In this rigid universe, Newton's laws reign supreme. They tell us all we ever
need to know about the motion of masses. An object will move in a straight line
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until a net force is exerted on it. If this occurs, the acceleration of the object is
given by Newton's Second Law:
~F = m~a. (1)
In Newton's scheme, gravity is experienced as a force, governed by the law
F = G
Mm
r2
, (2)
where M and m are the masses of the bodies exerting a force on one another.
Any body with mass will set up a force field in all parts of the universe. Any
other massive particle in this field will always be attracted to whatever is setting
up the field. This field occurs in space but does not influence space or time in
any way. We need the spatial bookkeeping of our axes to determine how far
apart objects are, but (2) has nothing further to tell us about the axes. Likewise,
time is unaffected by (2). We can use universal time to plot the trajectory of the
masses, but we can't change the ticking of clocks with (2). Gravity, therefore,
acts in a fixed background of space and time.
1.2 Gravity and Special Relativity
The theory of special relativity presents a challenge to the Newtonian view of
gravity. Equation (2) states quite unambiguously that the gravitational force is
communicated instantaneously between two massive objects; it seems to com-
pletely ignore the universal speed limit imposed by special relativity. Never-
theless, maybe we can modify Newton's law of gravitation to work with special
relativity without changing the essential character of equation (2). What is
meant by this is that we want a theory of gravity which satisfies the equation
[8]
∇2φ = 4piGρm (3)
in the limit c→∞, while also satisfying:
1. Lorentz covariance - a physical equation which is true in one frame is true
in all frames.
2. The fact that mass is always attractive.
3. The equality of gravitational and inertial mass. This is an experimental
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fact which inspired the principle of equivalence - no local experiment can
distinguish between uniform acceleration and uniform gravitational fields.
For the time being we will work in units where c 6= 1; this will change later. In
order to build this new theory, we are going to assume that gravity is a scalar
field φ and try adding this to a particle's Lagrangian. The action for a free,
relativistic particle is
S = −
ˆ
dt mc2
√
1− v
2
c2
= −
ˆ
dτ
(
mc2
)
, (4)
where τ is the proper time. The action for a particle moving in our new gravi-
tation field φ is
S = −
ˆ
dτ
(
mc2 + λφ
)
. (5)
Now vary the action with respect to xµ(τ) to get
S =
ˆ
dδxµuµ
(
mc2 + λφ
)
+−λ
ˆ
dτ (∂µφδx
µ) ;
where we are using the relation δφ = [∂µφ] δx
µ. Expanding the above gives us
δS = −
ˆ
dτ
[(
λ∂µφ+
d
[
uµ
(
mc2 + λφ
)]
dτ
)
δxµ +
(
mc2 + λφ
)
uµδx
µ
]
(6)
where uµ is the particle's 4-velocity. Now assume that the variation vanishes at
the endpoints to get:
duµ
dτ
= −λ ∂
µφ
(mc2 + λφ)
− λuµuν ∂νφ
(mc2 + λφ)
. (7)
Notice that when we take the c → ∞ limit, we get the spatial part of (7) to
satisfy [8]
m
(
d~v
dt
)
= −λ∇φ (8)
which is the equation for a non-relativistic particle moving in the potential λφ.
So far this looks promising. We have recovered something which looks like a
gravitational field.
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Upon further inspection, however, we notice that there is a problem with (7).
The trajectory of the particle depends on the mass of the particle - this violates
the principle of equivalence. To circumvent this, we need to give the coupling
constant the dimensions of mass. So set λ = lm where l is some fundamental
constant with dimensions of length. For convenience, we also redefine the scalar
field by writing Φ = lφ. Our equations of motion then become
duµ
dτ
= −λ ∂
µ (Φ/c2)
1 + (Φ/c2)
− λuµuν ∂ν (
Φ/c2)
1 + (Φ/c2)
(9)
which neatly demonstrates that all particles, regardless of mass, will follow the
same trajectory in some gravitational potential Φ, provided they begin with the
same initial conditions. With this coupling, the action for a particle will be
S = −mc2
ˆ
dτ
(
1 +
Φ
c2
)
. (10)
So far so good. It appears that we can have a scalar field in special relativity
which obeys the principle of equivalence. Let's now find a Lagrangian for the
field itself and see if we can repeat our success. A simple guess for the Lagrangian
is
Lfield = − 1
2l2
∂aφ∂
aφ = − 1
8piGc
∂aΦ∂
aΦ (11)
where l is rewritten as l =
√
4piGc so that we can recover G when we take the
non-relativistic limit. By varying (11) we arrive the equations of motion [8]
Φ = 4piGρm (12)
where
 = ∂
2
∂t2
− ∂
2
∂x2
− ∂
2
∂y2
− ∂
2
∂z2
.
The equation (12) appears to be a perfectly reasonable generalization of New-
ton's gravitational field to the special-relativistic case. The only immediate
problem that we need to deal with is the mass-energy equivalence of matter.
To do this, we will couple the field Φ to the stress-energy tensor instead of just
the mass of the matter. Bear in mind that the only Lorentz-invariant quantity
which can be constructed from Tab is its trace, T
a
a = T. Let's therefore write
(12) as
9
Φ = −4piG
c2
T. (13)
This seems to solve the problem of gravity and special relativity completely.
We have an equation which is Lorentz invariant and which reduces to classical
gravity in the non-relativistic limit, the problems seem to be completely solved!
Before we declare our construction a complete success, let's perform a check.
Consider a system of electrons and positrons which interact with, and annihilate
each other. Before they interacted, we would have a non-zero mass density
which would set up a gravitational field. After they interact, we would have
some massless electromagnetic radiation, in the form of photons. Equation (13)
should accommodate this because we are no longer using the mass density ρm
but the trace of the stress-energy tensor, T. The problem arises when we consider
the fact that the trace of the stress-energy tensor for the electromagnetic field
is always zero. If we accept that (13) is the equation which describes gravity in
special relativity, then we will have a scalar field which does not couple to the
electromagnetic field.
Our system of positrons and electrons which set up a gravitational field
before annihilation will cease to set up a field after they annihilate one another.
Furthermore, since this theory will not couple the photon to gravity, the bending
of light by a gravitational field will never occur - a direct contradiction with
observation. Our attempt to reconcile Newton's gravity with special relativity
has failed.
1.3 Gravity as Geometry
Instead of trying to generalise Newton's theory to work with special relativ-
ity, general relativity approaches the problem of gravity in another direction
[5][9][11]. We will not try to get two existing theories to work together; we will
instead demonstrate that special relativity and Newtonian gravity can be recov-
ered from a single, larger theory. By doing this we will not only solve existing
problems but also discover new physical phenomena and a radically different
way of thinking about time and space.
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1.3.1 Manifolds and Metrics
We define a manifold to be a set of points which everywhere looks like Rn [11].
By this we mean that around every point there exists a neighbourhood which
can be mapped, using a one-to-one mapping, to Rn - allowing us to always use
Rn as a way to label points in our manifold. The reason we employ the idea of
a manifold is we are going to say that every event in spacetime is a point on a
manifold. On this manifold we are now going to define the metric tensor, gµν .
In the pantheon of the tensor gods, the metric tensor reigns supreme. From it,
we can calculate any geometric quantity we would like to. The most important
quantity we would want to calculate using gµν is, of course, the distance between
two points.
On our manifold we define the square of the distance between two infinites-
imally nearby points to be
ds2 = gµνdx
µdxν (14)
where gµν is evaluated at one spacetime point. Since the metric tensor is defined
at all points on the spacetime manifold, we have a measure for distance no matter
where we are in spacetime. General relativity is radically different from special
relativity and Newtonian mechanics because the way to measure distance, the
metric, changes from point to point in space and time. In the Newtonian scheme,
all of space was governed by the flat Euclidean metric at all times. In special
relativity the Minkowski metric measures not only distances in space, but also
distances in time.
1.3.2 Motion on a Manifold
Motion in the Newtonian universe is simple - everything moves in a straight line
unless a net force acts on it. Motion in Einstein's general relativity is not so
simple because straight line is not a concept which carries over unchanged from
Newtonian mechanics. To see this, let's use what we know regarding distance.
We are going to make the statement that a particle moving through space will
follow a parameterized curve which minimizes distance between two spacetime
points. To this end, we will write down the action [8][9][11]
S = −m
ˆ √−gµνdxµdxν (15)
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and vary it. To do so, we use
δ (−gµνdxµdxµ) = −dxµdxν (∂κgµν) δxκ − 2gµνdxµd (δxν) (16)
and
δ
√−gµνdxµdxν = 1
2
16√−gµνdxµdxν
and insert them into (15) to get
δS = m
ˆ [
1
2
dxµ
dλ
dxν
dλ
(∂κgµν) δx
κ + gµν
dxµ
dλ
d (δxν)
dλ
]
dλ (17)
where we have parameterized our curve by λ. Integrating by parts gives us:
δS = m
ˆ [
1
2
dxµ
dλ
dxν
dλ
(∂κgµν) δx
κ − d
dλ
(
gµν
dxµ
dλ
)
δxν
]
dλ+mgµν
dxµ
dλ
δxν
∣∣∣∣λ1
λ2
.
(18)
We now demand that the variation δS vanishes for paths with δxµ = 0, which
will give us the equations of motion
d
dλ
(gµνu
µ) =
1
2
(∂κgµν)u
µuν (19)
or alternatively
gµν
duµ
dλ
+ uµuκ∂κgµν =
1
2
uµuκ∂νgµκ. (20)
We can cast this in a more symmetric form by writing
uµuκ∂κgµν =
1
2
uµuν [∂νgµα + ∂µgνα] (21)
which will give us,
gµν
duµ
dλ
=
1
2
(∂νgµα − ∂µgνα − ∂αgνµ)uµuα. (22)
Using the fact that gαβgκβ = δ
α
β , we eliminate the gµν on the left hand side of
(22), which gives us the final result [8][11]:
duµ
dλ
= −1
2
gµν (−∂νgαβ + ∂βgαν + ∂αgνβ)uαuβ . (23)
If we define the Christoffel symbols
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Γµνα =
1
2
(−∂νgαβ + ∂βgαν + ∂αgνβ) (24)
then we can say that a massive particle moving in an arbitrary spacetime with
the metric gµν will follow a trajectory which obeys
d
dλ
dxµ
dλ
+ Γµαβu
αuβ = 0, (25)
which is called the geodesic equation. A geodesic is a generalization of the
straight line into a spacetime with any metric. Instead of following a straight
line, like in the Newtonian paradigm, particles move along geodesics. If a region
of space has a geodesic running through every point in that region, then we say
that the region is filled by a geodesic congruence.
1.3.3 The Covariant Derivative
Neither the Christoffel symbols nor the partial derivative obey the tensor trans-
formation law. However, we can use both of them to define the covariant deriva-
tive ∇α :
∇αuβ = ∂αuβ + Γβακuκ. (26)
This is an operator which obeys similar properties to the partial derivative op-
erator, but it is a covariant quantity. From (26), we see that that the Christoffel
symbol is what we need to turn the partial derivative into a covariant quantity.
We have added the Christoffel symbol to the partial derivative and ended up
with something which transforms according to the tensor transformation law,
but how are we to interpret this new quantity? Let's work with the Euclidean
plane and consider two different coordinate systems - rectilinear and polar [6]:r =
√
x2 + y2 x = r cos θ
θ = arctan
(
y
x
)
y = r sin θ.
(27)
We can compute the transformations between basis vectors as
~er =
∂x
∂r
~ex +
∂y
∂r
~ey
= cos θ~ex + sin θ~ey (28)
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and
~eθ =
∂x
∂θ
~ex +
∂y
∂θ
~ey
= −r sin θ~ex + r cos θ~ey. (29)
The vector fields ~ex and ~ey are constant vector fields - they do not vary as one
moves around the Euclidean plane. We are going to demonstrate that this is
not the case for the basis vectors ~er and ~eθ. As we move around the plane, the
polar basis vectors change as
∂
∂r
~er =
∂
∂r
(cos θ~ex + sin θ~ey) = 0 (30)
and
∂
∂θ
~er =
∂
∂r
(cos θ~ex + sin θ~ey)
=
1
r
~eθ. (31)
Similarly we have
∂
∂r
~eθ =
∂
∂r
(−r sin θ~ex + r cos θ~ey)
=
1
r
~eθ (32)
as well as
∂
∂θ
~eθ = −r cos θ~ex − r sin θ~ey = −r~er. (33)
This demonstrates that if we want to take the derivative of any ordinary vector
~V which has components
(
V r, V θ
)
, we will have to write
∂~V
∂r
=
∂
∂r
(V α~eα)
or for any vector with some arbitrary coordinate xb [6]:
∂~V
∂xβ
=
∂V α
∂xβ
~eα + V
α ∂ ~eα
∂xβ
. (34)
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The first term on the right hand side in (34) is the term we are used to seeing,
it is simply the derivative of a vector component. The second term looks new,
it tells us that if we assign some basis vector field to our manifold, then we need
to account for the fact that the basis vectors themselves can change as we move
around the manifold. The second factor of the second term is exactly what the
Christoffel symbol is - it compensates for the twisting and warping of the basis
vectors as we move around the manifold.
1.3.4 The Lie Derivative and Killing Vectors
The covariant derivative is not the only derivative we can define on a manifold.
To define the Lie derivative on a manifold, we need to define a curve γ, its
tangent vector uα = dx
α
/dλ and a vector field Aα. Let there be points P and Q
on the curve with coordinate values xα and xα + dxα respectively. We can use
these points to define a new coordinate system x′α by writing [7][9]
x′α = xα + dxα = xα + uαdλ (35)
which is nothing but an infinitesimal shift along the curve. If we transform the
coordinates in this way, the vector field will transform as
A
′α(x′) =
∂x′α
∂xβ
Aβ(x)
= Aα(x) + ∂βu
αAβ(x)dλ (36)
or in terms of the points P and Q
A′α(Q) = Aα(P ) + ∂βuαAβ(P )dλ. (37)
We can also write the value of Aα at Q as
Aα(Q) = Aα(x+ dx)
= Aα(P ) + uβ∂βA
α(P )dλ. (38)
We can use the results in (37) and (38) to define the Lie derivative of the vector
field Aα as
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¿uA
α =
Aα(Q)−A′α(Q)
dλ
(39)
and use earlier results to write this in the form:
¿uA
α = uβ∂βA
α −Aβ∂βuα. (40)
The Lie derivative needs no Christoffel symbol and no notion of the covariant
derivative. We can use the same steps illustrated above to arrive at the Lie
derivative for a tensor of any number of indices, for example a tensor with 2
indices is written as [7][9]
¿uT
α
β = u
κ∂κT
α
β − Tκβ∂κuα + Tακ∂βuκ. (41)
We can attach an important concept to this derivative. Suppose we take
¿ugαβ = ∂βuα + ∂αuβ (42)
where gαβ is the metric tensor. If we have that
¿ugαβ = 0 (43)
there will be some constants of motion associated with movement along a
geodesic. To see this, suppose that va is tangent to some geodesic parame-
terized by t on the manifold. If we compute
d
dt
(uαvα) = v
β∇β(vαuα)
=
(
vβ∇βvα
)
uα + (∇βuα) vαvβ = 0
where the second term is zero because the factor in brackets is an antisymmetric
tensor and the factor outside the brackets is symmetric. This shows that uαvα
is constant along the geodesic provided that ¿ugαβ = 0.
1.3.5 Curvature
If one writes down the Minkowski metric in the form
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ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (44)
or the Euclidean metric in the form
gµν =
 1 0 00 1 0
0 0 1
 (45)
it is easy to see that the quantity in (24) will be zero for both metrics. However,
these forms are correct only if we are using rectilinear coordinates; one can
transform to spherical coordinates and, for example, we can rewrite (45) in the
form
gµν =
 1 0 00 r2 sin2 φ 0
0 0 r2
 . (46)
This seems like an odd result. At first glance it appears that the Christoffel
symbols would be able to provide us with a definition of what it means for a
space to be curved. We might've been tempted to define flat space as a space
which has zero Christoffel symbols, and a curved space as a space which has non-
zero Christoffel symbols. This definition fails because spherical coordinates and
rectilinear coordinates both label the same Euclidean space and so we should
draw the same conclusion about the space's flatness from either (28) or (29).
For a correct definition of what it means for a space to be curved, we will need
to use the geodesic equation.
Imagine a tiny closed loop of geodesics living on the manifold. Let the loop
be given by the parameterized curve x(λ) and let the vector tangent to the curve
be given by dx
α
/dλ. We want to know how this vector changes as we move it
around the little loop. To do this, use (25)
d
dλ
dxµ
dλ
= −Γµαβuαuβ (47)
which tells us how the tangent vector changes as we change the parameter λ -
exactly what we need. Call the point at which λ = 0, P . When we move the
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tangent vector to some new parameter value λ, we will have:
ua(λ) = uaP −
λˆ
0
Γµαβu
αuβdλ. (48)
Since we have assumed that the loop is very small, we can use a Taylor expansion
as an accurate approximation to the behaviour of the functions ua and Γµαβ .
To this end, write [6]
Γµαβ = Γ
µ
αβ
∣∣∣
P
+ ∂ν Γ
µ
αβ
∣∣∣
P
[xν(λ)− xνP ] + . . . (49)
and
ua(λ) = uaP − Γaαβ
∣∣
P
uαP
[
xβ(λ)− xβP
]
+ . . . . (50)
After substituting this into (31) we will get:
ua = uaP−Γaαβ
∣∣
P
uαP
λˆ
0
dxβ
dλ
dλ−(∂νΓaαβ − ΓaeβΓeαν)∣∣P uαP
λˆ
0
(xν − xνP )
dxβ
dλ
dλ.
(51)
Once we integrate around a closed loop, the second term is going to vanish as
well as the term involving xνP . This will leave us with a net change of
∆ua = − (∂νΓaαβ − ΓaeβΓeαν)∣∣P uαP ‰ xνdxβ (52)
which clearly demonstrates that a vector changes when moves around a closed
loop, provided that a particular combination of the Christoffel symbols is non-
zero. If we interchange the dummy indices ν and β and also use the fact that
the integral of xνdxβ + xβdxν will vanish when we integrate around a closed
loop, then we can write
∆uα = −1
2
(
∂κΓ
α
βδ − ∂δΓαβκ + ΓαηκΓηβδ − ΓαηδΓηβκ
)∣∣∣
P
uβP
‰
xκdxδ (53)
and therefore define
Rαβκδ = ∂κΓ
α
βδ − ∂δΓαβκ + ΓαηκΓηβδ − ΓαηδΓηβκ (54)
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and call it the Riemann curvature tensor. We say that a manifold is flat if and
only if:
Rαβκδ = 0. (55)
Notice that we are not saying that a manifold is flat if the Christoffel symbols
are zero, but we are saying that a manifold is flat if a specific combination of the
Christoffel symbols and their first derivatives is zero. One could compute the
Riemann curvature tensor using the metrics in (28) and (29) and discover that
they are both equal to zero - confirming that they both describe a flat manifold.
1.3.6 The Einstein Field Equations
So far we have established how the curvature of spacetime will tell a particle to
move, but we have not yet established exactly what will determine the curvature
of spacetime. To do this, we will have to write down the Einstein field equations
- the equations which tell us exactly how matter influences the geometry of
spacetime. While doing this it is important to remember that we are not going
to be proving the equality in the field equations. We are going to make a
reasonable argument for what form the equations must have and then we are
going to write down equations which can be empirically tested. We must bear
in mind that even though we have field equations for the spacetime geometry,
it is still possible that they may not be correct - there may exist very subtle
physical phenomena which we have not yet measured which are captured by
some other, more correct, set of field equations.
By saying that matter moves along geodesics, we have described how curva-
ture affects the motion of matter but we have not yet described how the presence
of matter will affect the curvature of the manifold. To do this, first note that
the energy-momentum tensor will satisfy
∇βTαβ = 0 (56)
so if we want to set some geometrical quantity (call it Gαβ) equal to the stress
energy tensor, we will require that
∇αGαβ = 0. (57)
An obvious choice for Gαβ is the metric tensor itself, as it can be shown that
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∇αgαβ = 0. This can't be right, however, because in empty space we have that
Tαβ = 0 but gαβ 6= 0. To fix this problem, first construct the Ricci tensor by
taking the trace of the Riemann tensor:
Rαβ = R
κ
ακβ . (58)
It can be shown that the Ricci tensor is not necessarily divergence free, so it too
cannot be what we need for Gαβ . Yet if we combine the metric tensor and the
Ricci tensor into
Rαβ − 1
2
Rgαβ (59)
where R = Rαα, then this combination will be divergence free. If we therefore
set
Gαβ = Rαβ − 1
2
gαβ = κTαβ (60)
we will have a set of field equations (with some constant κ) which will satisfy
the condition in (47). These field equations are theoretically sound and the
empirical data which have been collected give strong evidence that they are, at
the very least, an accurate description of spacetime.
Note that this heuristic argument isn't the only way to arrive at the Einstein
Field Equations. If we write down the action S =
´
d4x
√−g R, then by varying
this action and setting the variation δS equal to zero, we get the same equation
as that in (60).
2 Black Holes in the Study of Space and Time
The black holes of nature are the most perfect macroscopic objects
there are in the universe: the only elements in their construction
are our concepts of space and time. And since the general theory of
relativity provides only a single unique family of solutions for their
descriptions, they are the simplest objects as well.
The unique two-parameter family of solutions which describes the
space-time around black holes is the Kerr Family discovered by Roy
Kerr in July, 1963. The two parameters are the mass of the black
hole and the angular momentum of the black hole. The static solu-
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tion, with zero angular momentum, was discovered by Karl Schwarzschild
in December, 1915. A study of the black holes of nature is then a
study of these solutions.
-S Chandrasekhar [4]
Black holes, are objects which are simply perfect but, as we shall see, not per-
fectly simple. For the following sections we are going to work in units where
GN = c = 1. Take, for example, the Schwarzschild metric,
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
(61)
and consider that all it is, is the metric which solves the Einstein Field Equations
Rµν − 1
2
gµνR = 8piTµν (62)
for a matter source which is neither charged nor rotating. The metric is a well-
known and thoroughly studied piece of mathematics which is interesting in its
own right. Since its discovery it has been subjected to all manner of inquiry
in order for us to determine what exactly space and time behave like near
spherical sources of matter. It can be shown that the singularity at 2M = r can
be removed using a better coordinate system than the one used above [5][11],
but that the singularity at r = 0 is a genuine singularity which is a feature of all
coordinate systems. The surface at R = 2M is a surface of infinite redshift and
that once it has been penetrated by some matter, we can never again observe
that matter - any photons bouncing off the matter would remain forever trapped
within the black hole. By stopping us from making these measurements, the
black hole is hiding all the details about the matter which we would normally
be able to acquire which makes it look like the black hole is hiding information.
All these inquiries and results are, of course, perfectly valid and highly in-
teresting physical results. They provide invaluable information which tells us
about what happens when matter is yoked to the geometry of time and space.
For the sake of this study they are, however, not of the utmost importance. We
will be happy to take at face value the mathematics which describes what it will
be like to fall into a black hole. We are not going to explore the behaviour of
rods and clocks orbiting a spherical body in spacetime. Rather, we are going to
explore the nature of black holes as solutions to Einstein's Equations and ask
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questions about the nature of the theory, instead of what it implies for intrepid
galactic explorers.
To see what is meant by `the nature of the theory', consider the Kerr metric,
ds2 = −
(
1− 2Mrρ2
)
dt2 + ρ
2
∆ dr
2 + ρ2dθ2
+
(
r2 + α2 + 2Mrα
2
ρ2 sin
2θ
)
sin2θdφ2 − 4Mrαsin2θρ2 dtdφ
(63)
where
α =
J
M
(64)
tells us about the angular momentum of the black hole. As usual, M is the
mass of the black hole. The other two symbols ρ and ∆ are
ρ2 = r2 + α2 cos2 θ (65)
and
∆ = r2 − 2Mr + α2. (66)
Suppose we have a Kerr black hole. Let's now dump some matter into it. This
will change the mass of the black hole, the size of the black hole and possibly
the angular momentum. At this stage we don't know how this change will be
effected but we know with certainty that whatever remains after the process
will be another Kerr black hole due to the fact that it is a unique solution to the
Einstein equations. In this section we are going to study what the mathematics
tells us about the change from one black hole to another. What we will discover
is that the form of the equations describing the change is identical to the form
of equations used for thermodynamics.
This raises the remarkable prospect that we can describe a black hole using
thermodynamics because a black hole is a thermodynamic object. Recall that a
black hole is, most emphatically, not like a spherical ball of gas with some mass.
The gas will also be described by a Kerr metric but it will have no null horizon
and we can thus in principle acquire whatever information we want about the
gas setting up the gravitational field. To this gas we can assign a temperature,
a volume and an entropy. It is important to remember that by carrying out this
study of the gas, we are not studying the metric set up by the gas, but rather
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the gas itself. By contrast a black hole is nothing other than a metric and the
parameters which go into that metric; studying the thermodynamics of black
holes is therefore studying the thermodynamic behaviour of geometry itself.
A black hole, as opposed to a gas, seems to defy everything we know about
thermodynamics. One is a collection of particles, the other is a piece of geometry.
The gas radiates, the black hole gives off nothing (classically at least). Entropy
is well defined for a gas but we do not know what constitutes a microstate of a
black hole (if such a thing even has meaning). It is easy to define the energy of
a gas but not easy to define the global energy of a spacetime.
The idea of studying a geometric object as a thermodynamic entity thus
seems unintuitive, unproductive and ultimately doomed to failure. Nevertheless
we are going to demonstrate that our intuition is not quite correct on the issue
and that there is extremely strong evidence that a black hole is thermodynamic.
If we can talk about black holes in the language of thermodynamics then the
implications will be profound. Recall that statistical physics is a theory which
we use to talk about systems which possess a huge number of degrees of freedom
- far more than we could possibly accommodate in an explicit computation. A
black hole thermodynamics would therefore be evidence, but not proof, that
a purely geometric piece of physics has undiscovered degrees of freedom. The
spacetime metric could be no more fundamental than pressure, a variable which
emerges when we discard a large amount of information about the system under
study.
Let's carry the analogy to its limit. We know that in the kinetic theory of
gases that pressure is the result of huge numbers of particles colliding with the
walls of the container. The thermodynamic variable P therefore incorporates
information only about the average momenta of the particles and is not part
of a fundamental theory about the behaviour of individual particles. The area
of a black hole might play the same role as pressure in the kinetic theory; it
might tell us something about the average behaviour of some physical variable
we do not yet know about. Remember that the particle nature of matter was
not always uncontroversial, in the same way, the continuous nature of space
and time, while taken for granted now, might be an illusion. It is black hole
thermodynamics which provides the first pieces of evidence that will allow us to
start building a convincing case for spacetime being an emergent phenomenon.
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3 Some Mathematical Preliminaries
3.1 The Raychaudhuri Equation and the Behaviour of Hy-
persurfaces
Before we move on to study black holes in detail, we need to develop the math-
ematics which describes how surfaces in our spacetime will behave. It is not
enough to merely know that the horizon of a black hole is a null surface, we
have to know how the horizon stretches, shrinks and rotates in response to the
movement of matter. By studying the differential geometry of our spacetime,
we are going to develop a powerful mathematical toolbox which will allow us to
investigate the behaviour of spacetime in sufficient detail to come to conclusions
about the behaviour of black holes and causal horizons in general.
It's important to realise that when we study spacetime in this way, we are
not assuming that the Einstein Equations hold. Our treatment of the differential
geometry will be completely independent of the idea that matter is the source
of spacetime curvature. Once we have finished the description of the geometry,
we will then be able to add the Einstein Equations into the mathematics and
investigate, in detail, the behaviour of the spacetime assuming that it is governed
by the field equations in (53). By pursuing this general approach to the study
of spacetime, we will be able to study spacetime in greater generality than if we
had just assumed the Einstein Equations from the outset.
3.1.1 The Kinematics of Deformable Media
In order to develop some intuition about the behaviour of geodesics in a space-
time, we are first going to study the behaviour of a piece of rubber. We will
then demonstrate that there are remarkable similarities between the behaviour
of the rubber in absolute Newtonian space and the behaviour of spacetime itself.
For a small displacement −→x between two points O and P , we can express
the time dependence of −→x as [7][8]:
d
dt
xa = Babx
b +O(x2), (67)
where Bab is the tensor which describes the deformation and is determined by
the properties of the medium. If the time interval is very short, we can say
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xa(t1) = x
a(t0) + ∆x
a(t0) (68)
such that
∆xa = Bab(t0)x
b(t0)∆t+O(∆t
2) (69)
which is a fairly accurate approximation.
Figure 1: The lines intersecting a given point on the rubber sheet change position
relative to another as time elapses. The changes are governed by the matrix
Bab.
Now set xa(t0) = r0(cosφ, sinφ) in order to use polar coordinates. Let's
assume that the matrix representing Bab is proportional to the identity matrix
(the off-diagonal entries are both 0),
Bab =
(
1
2θ 0
0 12θ
)
, (70)
which will give us a trace of Baa = θ. The change in x
a is therefore
∆xa =
1
2
r0θ∆t(cosφ, sinφ) (71)
which tells us that the area of the circle of radius r0 has changed to r1 =
r0 +
1
2θr0∆t and that the area change is ∆A = A1 − A0 = pir20θ∆t so we can
therefore interpret θ as:
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θ =
1
A0
∆A
∆t
(72)
Therefore we conclude that the trace of the tensor Bab tells us about how the
rubber sheet expands. It is for this reason that we call θ the expansion.
Now let's assume that the tensor Bab has diagonal as well as off-diagonal
entries, but is trace free. For this case we will have:
Bab =
(
σ+ σx
σx −σ+
)
(73)
The change in the displacement vector is thus ∆xa = r0∆t(σ+ cosφ+σx sinφ,−σ+ sinφ+
σx cosφ) and the parametric equation which describes the radius of the new fig-
ure is:
r1(φ) = r0(1 + ∆tσ+ cos 2φ+ ∆tσx sin 2φ) (74)
This tells us that after applying a symmetric, traceless, Bab, we will have an
ellipse oriented at some angle. For this reason, we say that the parameters σ+
and σx are the shear parameters.
Finally assume that the tensor Bab is traceless and antisymmetric:
Bab =
(
0 ω
−ω 0
)
(75)
This will give us a change of ∆xa = r0ω∆t(sinφ,− cosφ), with a new displace-
ment vector xa(t1) = r0(cosφ
′, sinφ′) where φ′ = φ − ω∆t. A tensor of this
form will therefore rotate the displacement vector; we call the parameter ωthe
rotation parameter. These results allow us to break Bab up into its trace part,
its traceless symmetric part and its traceless antisymmetric part and interpret
each part in turn:
Bab =
(
1
2θ 0
0 12θ
)
+
(
σ+ σx
σx −σ+
)
+
(
0 ω
−ω 0
)
(76)
An alternate notation is:
Bab =
1
2
θδab + σab + ωab (77)
These results are not too surprising. The deformation of the sheet is governed
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by a matrix and we can always decompose a matrix into the sum of a symmetric,
anti-symmetric and trace part.
3.1.2 The Raychaudhuri Equation for Timelike Geodesics
Let O be a congruence of timelike geodesics defined on our spacetime. Pa-
rameterize the geodesics with some parameter λ, such that the vector field of
tangents, ξα, is always normalized to unit length ξαξα = −1. Use this to define
the tensor field [7][8][11]
Bαβ = ∇βξα (78)
which is purely spatial:
Bαβξ
α = Bαβξ
β = 0 (79)
Now that we have defined Bαβ , we will need to interpret it. Consider a one-
parameter subset γs(λ) of geodesics in the congruence; s is the variable which
selects the geodesic and λ is the variable which tells us where we are on the
selected geodesic. Let ηα be the deviation vector from the geodesic γ0(λ). The
vector ηa therefore represents and infinitesimal spatial displacement from γ0(λ)
to a nearby geodesic in the congruence. We therefore have
¿ξη
α = 0 (80)
which tells us
ξβ∇βηα = ηβ∇βξα = Bαβηβ (81)
so Bab is the tensor which tells us how the geodesics in the congruence are
stretched and rotated.
Now define the spatial metric
hαβ = gαβ + ξαξβ (82)
which functions as the projector onto the subspace of the tangent space per-
pendicular to the tangent vectors ξα. We say that it is spatial because it is
orthogonal to ξα: ξαhαβ = hαβξ
β = 0. It is also effectively three-dimensional
and we can see this by thinking about a comoving Lorentz frame at some point
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Figure 2: The tangent vector ξβ for some geodesic γ0(λ) is orthogonal to the
vector ηα which describes a movement from γ0(λ) to a nearby geodesic. As the
parameter λ is varied, the change in ηα is governed by Bαβ - analogous to the
behaviour of the rubber sheet.
P in the congruence. In the comoving frame,
ξα = (−1, 0, 0, 0) (83)
gαβ = diag(−1, 1, 1, 1) (84)
and therefore the spatial metric is,
hαβ = diag(0, 1, 1, 1). (85)
With this in mind we will define the expansion, shear and twist of the congruence
by
θ = Bαβhαβ (86)
σαβ = B(αβ) − 1
3
θhαβ (87)
ωαβ = B[αβ] (88)
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so, as before, we can decompose the tensor as [7][8][11]:
Bαβ =
1
2
θδαβ + σαβ + ωαβ (89)
Now let's study how the deformation tensor Bab varies along the geodesics in
the congruence. To do this we can write:
ξκ∇κBαβ = ξκ∇κ∇βξα = ξκ∇β∇κξα +R δκβαξκξδ (90)
= ∇β(ξκ∇κξα)− (∇βξκ)(∇κξα)R δκβαξκξδ (91)
= −BκβBακ +R δκβαξκξδ (92)
and then take the trace, giving us [7][8][11]
ξκ∇κθ = d
dλ
θ = −1
3
θ2 − σαβσαβ − ωαβωαβ −Rκδξκξδ (93)
which is the Raychaudhuri equation for a timelike congruence of geodesics.
Equation (93) describes how the geodesics in the congruence move away from
or closer to one another as the value of λ is adjusted.
The Raychaudhuri equation derived above is a result which is entirely in-
dependent of any theory of gravity. At no point did we need to invoke the
Einstein equation. Since it is a purely geometric result, we are free to use it to
reason about spacetime without writing down specifics regarding how geometry
is yoked to matter.
We saw that for the deformable medium, that θ could be interpreted as the
normalized change in area of a patch of the medium. For the above Raychaud-
huri equation, we will now show that θ can be interpreted as the fractional
change in the congruence's cross-sectional volume:
θ =
1
δV
d
dλ
δV. (94)
In order to see this, begin by selecting a particular geodesic, γs, in the congru-
ence. On this geodesic, pick a point P such that γs(λp) = P . Now construct in
a small neighbourhood around P , a small set, δΣ(λp) , of points P
′ such that:
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Figure 3: The behaviour of the submanifold δΣ(λp) can be deduced by studying
the behaviour of geodesics intersecting the submanifold.
1. Through each of these points there passes another geodesic (not γs) from
the congruence
2. At each point P ′, λ = λp
This set will then give us a small, three-dimensional region; a segment of the hy-
persurface λ = λp. Further assume that the parameterization has been adjusted
so that γs intersects δΣ(λp) orthogonally, which we won't require for the other
geodesics in δΣ(λp). We are going to call δΣ(λp) the congruence's cross section
around γs at λ = λp. What we are interested in is calculating the volume of
δΣ(λp) and then comparing it to the volume of δΣ(λq), which is another hyper-
surface made up from the same congruence and geodesic γs but at a different
value of the parameter λ.
Let us introduce coordinates on δΣ(λp) by assigning a label y
a(a = 1, 2, 3)
to each point P ′ in the hypersurface. Since a geodesic passes through each point
in P ′, we can use our ya coordinate system to label the geodesics themselves.
Now force each geodesic to keep its label as it moves away from δΣ(λp), so that
we have a coordinate system in δΣ(λq) or, indeed, at any other point along the
geodesic γs, as shown in figure 3. We have now specified enough to be able to
define a coordinate system in our full 4-dimensional space, namely (λ, ya); so
we know which geodesic we are on and how far along that geodesic we are. If
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Figure 4: Since displacements along the submanifold are still displacements in
the greater manifold, they can still be measured by the metric gab. By restricting
the metric to measuring only displacements in the submanifold, we arrive at the
idea of an induced metric.
the original coordinate system in use was xa, there is a transformation between
this original coordinate system and the one which has just been defined [7][8]:
xα = xα(λ, ya). (95)
Since we have specified that ya be constant along the geodesics, we get
ξα =
(
∂
∂λ
xα
)
ya
(96)
and can also specify vectors
eαa =
(
∂
∂ya
xα
)
λ
(97)
which run tangent to the cross sections. Using these relations, we get that
¿ξe
α
a = 0 while on γS (but not on other geodesics) we have ξαe
α
a = 0.
By using (29) we can introduce the three-tensor
hab = gαβe
α
ae
β
a (98)
which is a tensor with respect to transformations of the kind ya → ya′ but
a scalar when the transformation is of the form xa → xa′ . This three-tensor
actually gives us a metric tensor on δΣ(λp), as in figure 4. To see this, restrict
a displacement to the cross section, so that dλ = 0 and xa = xa(ya), then:
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ds2 = gαβdx
αdxβ (99)
= gαβ
(
∂xα
∂ya
dya
)(
∂xβ
∂yb
dyb
)
(100)
=
(
gαβe
α
ae
β
a
)
dyadyb (101)
= habdy
adyb. (102)
Since γs is orthogonal to the cross section, hab = hαβe
α
ae
β
b on γs where hαβ =
gαβ + ξαξβ is the transverse metric. By doing this, we have constructed a
manifold of lower dimension than the manifold in which the hypersurface lives.
Since this new manifold lives within the higher-dimensional manifold, it will
inherit the geometry of the higher-dimensional manifold.
The three-dimensional volume element on δΣ(λp) is δV =
√
hd3y. Since the
coordinates ya are comoving, d3y does not vary as δΣ goes to δΣ(λq) which tells
us that a change in δV is due entirely to a change in
√
h:
1
δV
d
dλ
δV =
1√
h
d
dλ
√
h =
1
2
hab
d
dλ
hab (103)
Let us now calculate the rate of change of this three-metric:
d
dλ
hab = ξ
µ∇µ
(
gαβe
α
ae
β
b
)
= gαβ (ξ
µ∇µeαa ) eβb + gαβeαa
(
ξµ∇µeβb
)
= gαβ (∇µξαeµa) eβb + gαβeαa
(∇µξβeµb )
= ∇αξβeαaeβb +∇βξαeαaeβb
= (Bαβ +Bβα)e
α
ae
β
b .
Now multiply by hab and evaluate this on γs:
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hab
d
dλ
hab = (Bαβ +Bβα)h
abeαae
β
b
= 2Bαβh
αβ
= 2Bαβg
αβ
= 2θ
Which shows us that [7][8]:
θ =
1√
h
d
dλ
√
h
and formally establishes that, like in the case of the rubber sheet, the variable
θ tells us about the changes in size of the medium.
3.1.3 The Raychaudhuri equation for Null Geodesics
The Raychaudhuri equation for timelike geodesics does not carry over unmodi-
fied to the case of null geodesics, even though the geometric setup is the same.
We are going to demonstrate that this is the result of the fact that a vector
tangent to a null surface is also orthogonal to it. Denote the tangent vector
to the null congruence as kα and assume that the geodesics have been affinely
parameterized by λ. We now have that a movement along a geodesic in the
congruence is given by dxα = kαdλ. Call the deviation vector ηα and let it by
orthogonal to, and Lie dragged by, the geodesics. All told, these conditions give
us [7][8]:
kαkα = 0
kβ∇βkα = 0
ηβ∇βkα = kβ∇βηα
kαηα = 0
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Just like before, we want to know about the behaviour of the deviation vector
ηα but, unlike before, the property kαηα = 0 does not remove the component
of ηα in the direction of kα. This is due to the first condition and is thus an
unavoidable condition of a null congruence; it is not an artifact of the chosen pa-
rameterization or the coordinate system. We now see that we have an additional
task - we need to isolate the purely transverse part of ηα.
Unfortunately, we can't employ the same analysis as before. Simply writing
hαβ = gαβ + kαkβ (104)
no longer suffices because hαβk
β = kα and this expression, in general, is not 0.
Without loss of generality, we can solve this problem by going to a local Lorentz
frame at a point P in the congruence and defining the null coordinates:
u = t− x
v = t+ x.
This new coordinate system will give us a line element, in the local Lorentz
frame, of ds2 = −dudv + dy2 + dz2. Suppose kαis tangent to curves of u =
constant. This will give us a transverse line element ds2 = dy2 + dz2, which is
two-dimensional, not three-dimensional. That the surface is of dimension two
is a feature of all null surfaces.
Let's now isolate the transverse part of the metric. Introduce another null
vector field, call it Nα and choose it such that Nαk
α 6= 0. Since the normal-
ization of a null vector is entirely arbitrary, we will also impose kαNα = −1.
For example, if we set kα = −∂αu in our Lorentz frame, then a choice of
Nα = − 12∂αv would suffice for our construction. With this in mind, consider
the tensor
hαβ = gαβ + kαNβ +Nαkβ (105)
which is orthogonal to both kα and Nα. We also have that
hαβ = diag(0, 0, 1, 1)
in our local Lorentz frame. This firmly establishes that hαβ is transverse and
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two-dimensional and is exactly the transverse metric we need to derive the
Raychaudhuri equation for null surfaces. It satisfies:
hαβk
β = hαβN
β = 0
hαα = 2.
Just like before, we introduce the tensor
Bab = ∇bka (106)
which measures the failure of the deviation vector to be parallel transported:
kb∇bηa = ηb∇bka = Babηb (107)
Like before, Bab is orthogonal to k
a, but it is not orthogonal to Na. This implies
that (104) has a non-transverse component which we need to remove. We do
this by isolating the transverse part of ηa, call it η˜a, by contracting it with our
transverse metric:
η˜α ≡ hαµην = ηα + (Nµηµ) kα
The covariant derivative of η˜a in the direction of kα represents the relative
velocity of two neighbouring geodesics and is given by
kβ∇β η˜µ = hµνBνβηβ + kβ∇βhµνην
and upon calculation the second term gives us
kβ∇β η˜µ = hµνBνβηβ +
(
kβ∇βNνην
)
kµ
which tells us that kβ∇β η˜µ has a component along kµ. To remove this, we do
as before and project using hαµ:
˜(kβ∇β η˜µ) = hαµ
(
kβ∇β η˜µ
)
= hαµB
µ
νη
ν
= hαµB
µ
ν η˜
ν
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= hαµh
ν
βB
µ
ν η˜
β
Which gives us the transverse components of the relative velocity of the geodesics.
We have obtained
˜(kβ∇β η˜µ) = B˜αβ η˜β
where
B˜αβ = h
α
µh
ν
βB
µ
ν .
We can also write the tensor B˜αβ out more explicitly:
B˜αβ = Bαβ + kαN
µBµβ + kβBαµN
µ + kαkβBµνN
µNν .
Just like before, we can decompose B˜αβ into three parts
B˜αβ =
1
2
θhαβ + σαβ + ωαβ
which have the same interpretation as before, namely expansion, shear and
rotation. Notice, however, that the numerical factor before θ is now 12 due to
the fact that the space is two-dimensional, not three-dimensional like it was for
timelike geodesics.
The Raychaudhuri equation for null geodesics now proceeds exactly as be-
fore, we get
dθ
dλ
= −BαβBβα −Rαβkαkβ
from the same series of steps and we can check that
BαβBβα = B˜
αβB˜βα =
1
2
θ2 + σab +−ωabωab
which finally leads us to [7][8]
d
dλ
θ = −1
2
θ2 − σabσab − ωabωab −Rabkakb. (108)
We now need to interpret the variable θ, just like we did for the timelike case.
To do this, pick a particular null geodesic γs from the congruence and on this
geodesic pick a point P at some value of the parameter λp. Now consider the
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null curves to which Nα is tangent; let µ be the parameter on these curves
and adjust µ so that it is constant on the geodesics in the congruence. Call the
auxiliary curve which passes though P , β and let µ = µγ at P . As before, define
the cross section δS (λp) to be the small set of points P
′ in a neighbourhood of
P such that:
1. Through each of these points there passes another geodesic in the congru-
ence and another auxiliary curve
2. At each point in P ′, we have λ = λp and µ = µγ
Further assume that we have correctly adjusted the parameters so that both
γs and β intersect δS (λp) orthogonally. Introduce coordinates in δS (λp) by
assigning a label yA(A = 2, 3) to each point in the set P ′. Since there is one
geodesic through each point in the set, we can use the coordinates yA to label
the geodesics themselves. Now demand that each geodesic keeps its yA label as
it moves away from δS (λp) so that we have a coordinate system for any other
cross section δS (λ). By this set up, we have a new coordinate system
(
λ, µ, yA
)
and there exists a transformation between the original coordinates and the new
system: xa = xa
(
λ, µ, yA
)
. Since µ and yA are constant along the geodesics,
we obtain:
kα =
(
∂xα
∂λ
)
µ,yA
.
We also have that the vectors
eαA =
(
∂xα
∂yA
)
λ,µ
are tangent to the cross sections. These imply that ¿ξe
α
A = 0 and on γs: kαe
α
A =
Nα, e
α
A = 0. The steps from the previous section on timelike congruences can
now be carried out with little change. The tensor
σAB = gαβe
α
Ae
β
B
acts as a tensor on δS (λ). Now we see that the cross-sectional area is defined
by δA =
√
σd2y and that the relation
d
dλ
σAB = (Bαβ +Bβα) e
α
Ae
β
B
will give us, upon taking its trace,
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θ =
1√
σ
d
dλ
√
σ
which is equivalent to
θ =
1
δA
d
dλ
δA. (109)
This demonstrates that instead of a change of volume, we have a change of area.
In the case of null geodesics, we are dealing with a 2-dimensional submanifold
as opposed to a 3-dimensional submanifold [7][8].
3.1.4 Integration on Hypersurfaces
For our purposes, a hypersurface is a three-dimensional submanifold of the
spacetime manifold. We can define this submanifold in two ways; we can either
put a restriction on the coordinates [7],
Φ (xα) = 0
or we can specify a parametric equation
xα = xα (ya)
where the ya are coordinates on the hypersurface. The vector ∂aΦ is normal
to the hypersurface Σ because the value of Φ changes only in the direction
orthogonal to Σ. Let's now introduce a unit normal nα, define it by
nαnα =  ≡
−1 Σ spacelike+1 Σ timelike (110)
and insist that nα point in the direction of increasing Φ. This implies that
nα∂αΦ > 0 and that nα itself is given by
nα =
∂αΦ
|gµν∂µΦ∂νΦ|
but only if the hypersurface is timelike or spacelike. A null hypersurface would
result in a denominator of zero. To circumvent this problem, let's call the normal
vector kα = −∂αΦ; the sign is chosen so that the vector kα is future-directed
when Φ increases towards the future. Due to the nature of null vectors, we
have kαk
α = 0 which demonstrates that the null vector is actually orthogonal
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to itself and is therefore tangent to the hypersurface as well. Let's now calculate
(∇βkα) kβ :
(∇βkα) kβ = (∇β [∂αΦ]) ∂βΦ
= (∇α [∇βΦ]) ∂βΦ
=
1
2
(∇α [∂βΦ∂βΦ]) .
Since ∂βΦ∂
βΦ is everywhere zero on Σ,its gradient must be along kα and we
get that ∇α
[
∂βΦ∂
βΦ
]
= 2κkα (where κ is a scalar) and the normal vector will
satisfy
(∇βkα) kβ = κkα (111)
which is the general form of the geodesic equation. We therefore have that the
hypersurface is comprised of ('generated by') null geodesics and the vector kαis
tangent to these geodesics. Let us parameterize the geodesics by λ so that a
small displacement along a geodesic is dxα = kαdλ.
Let's now install a coordinate system on Σ which is well adapted to the
behaviour of the null generators. Let the parameter λ be one of the coordinates
and introduce two additional coordinates θA(A = 2, 3) to label the generators.
To describe a point on the hypersurface we need to supply 3 numbers,
ya =
(
λ, θA
)
where the variable θA tells which geodesic we are on and the parameter λ tells
us how far we are along the selected geodesic.
The hypersurface is a manifold in its own right and therefore it is possible
to define an intrinsic metric on the hypersurface using the metric of the space
in which the hypersurface is embedded. We call this metric the induced metric
and we obtain it by restricting the line element to displacements confined to
the hypersurface. If we specify the hypersurface by means of the parametric
equations xα = xα (yα), then the vectors
eαa =
∂xα
∂ya
(112)
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are tangent to curves in the hypersurface Σ. For a displacement along a curve
in Σ, use the original metric gαβ
ds2Σ = gαβdx
αdxβ
= gαβ
(
∂xα
∂ya
dya
)(
∂xβ
∂yb
dyb
)
= gαβe
α
ae
β
b dy
adyb
= habdy
adyb (113)
to define the induced metric hab = gαβe
α
ae
β
b . What about the case of a null
hypersurface? Using the coordinates we have defined, we have [7]
eα1 =
(
∂xα
∂λ
)
θA
≡ kα
and it follows that the elements of the induced metric are h11 = gαβk
αkβ = 0,
h1A = gαβk
αeβA = 0. This is due to the fact that e
α
A = (∂x
α
/∂θ)λ is orthogonal
to kα. So in the null case:
ds2Σ = σABdθ
AdθB (114)
where
σAB = gαβe
α
Ae
β
B
and
eαA =
(
∂xα
∂θA
)
λ
.
We now have all the geometric tools we need to define the surface element of a
null surface of our spacetime. Since we have identified y1 with λ, the remaining
coordinates are constant on the generators of the horizon and eα1 = k
α. We can
now write the directed surface element as
dΣµ = k
νdSµνdλ (115)
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where the element of two-dimensional surface area dSµν is
dSµν = µνβγe
β
2 e
γ
3d
2θ
and µνβγ is the Levi-Civita tensor. An alternate expression for (115) is [7]
dΣα = −kα√σd2θdλ. (116)
Let's now interpret (107) in order to build up some intuition. The left hand
side has one up index; it is therefore a vector area and it is directed along kα.
The factor dλ is a small displacement along the chosen generator and the factor√
σd2θ is a small piece of cross-sectional area which runs transverse to the vector
kα.
4 Black Hole Thermodynamics
4.1 Emergent Physics
Notice that equation (108) is of a form which is extremely similar to that of
equation (89), giving the impression that spacetime itself is behaving like a
rubber sheet. The differences seem only to account for the fact that (89) is
the result of a deformed sheet in a flat, Newtonian spacetime and that (108)
describes the intrinsic geometry of a deformed manifold on which a metric tensor
has been defined. It is tempting, therefore, to jump to the conclusion that the
form of (108) provides evidence that differential geometry, and hence gravity, is
something with an emergent interpretation. However, this cannot be the case.
To see this, remember that gravity is not a theory of geometry itself, rather
it is a theory of how matter couples to geometry and the implications of that
coupling.
Investigating whether gravity is an emergent phenomenon is not the same
as investigating whether or not results which are purely geometric in nature are
the result of some other mathematical theory. A study of emergent gravity must
tell us not about geometry, but about the coupling of matter and geometry via
some suitable set of field equations. The ultimate goal would be to demonstrate,
theoretically, that the empirical results about gravity we know to be true are
in fact the limit of some other physical theory describing the relation between
matter, space and time. It is for those reasons that we don't consider the
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similarity in form between (89) and (108) to provide evidence that gravity is
emergent
To understand exactly what is meant by describing physics as emergent,
we are going to analyze the way in which fluids are studied. The continuum
mechanics description of a fluid uses continuous functions like the mass density
ρ(x, t) and the velocity field v(x, t) to describe the physics of a fluid. These
functions, however, are only approximations to the underlying physics. Discrete
particles, even in incredible quantities, will never have a continuous mass density.
We are able to perform meaningful physical calculations with ρ(x, t) because it
functions as an excellent approximation. Likewise we know that the particles
in a fluid will not all be moving in exactly the same direction at the same time;
we decompose their velocities into two parts
v = 〈v〉+ vr
where 〈v〉 represents the mean velocity of the particle and vr represents the
random component. This decomposition tells us that, on average the particles
will be moving in a given direction but that it is entirely possible for some
particles to not be moving in the direction of 〈v〉 . But these errant particles will
be so small in number that the fluid will be described extremely accurately by
only considering the average velocity.
The variables ρ(x, t) and v(x, t) are therefore not fundamental. They arise
as a result of averaging over large numbers of particles described by other, more
fundamental, physical quantities. After performing this averaging we say that
the velocity field emerges as a new variable with which we will construct theories
and perform calculations. When the claim is made that gravity is emergent, we
mean that the geometric variables such as the metric (and therefore distance)
are emergent. The claim is that if we knew the underlying theory we would be
able to recover variables like gab, geodesic length and black hole surface area by
taking averages and making approximations.
The idea of emergence is linked to the resolution of the physical measure-
ments we make of some system; a physical system may look different if examined
with increasing levels of accuracy. When our eyes look at an LCD monitor,we
are able to perceive a large spectrum of colours, but the pixels of the monitor
are only capable of displaying red, green or blue. It is the aggregate behaviour
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of large numbers of red, green and blue pixels which we will see as colours and
movement on the screen, all the while being indifferent to the changes in colour
of the individual pixels. If we were to increase the resolution of our measure-
ment by looking through a magnifying glass at the screen, then we would be
able to see the individual pixels.
4.2 The Laws of Black Hole Mechanics
We have defined and developed the necessary mathematical technology to de-
scribe the behaviour of null geodesics in a spacetime. Since the generators of a
black hole's horizon are null geodesics we have almost all we need to describe
the behaviour of a black hole. To complete the preliminaries, let the coordinates
on the event horizon be [7]
ya =
(
v, θA
)
where the advanced-time coordinate v is a non-affine parameter for the horizon's
generators. As before, θA are the coordinates which label the generators. The
vectors tangent to the horizon are then
ξα =
(
∂xα
∂v
)
θA
eαa
(
∂xα
∂θA
)
v
,
they satisfy ξαe
α
A = 0 = ¿ξe
α
A and ξ
α = tα + ΩHφ
α is a Killing vector. Intro-
duce an auxiliary null vector Nα and normalize it with Nαξ
α = −1, then the
spacetime metric in terms of the induced metric on the black hole horizon is
gαβ = −ξαNβ −Nαβ + σABeαAeβB
where σAB is the inverse of σAB = gαβe
α
Ae
β
B . As before, the vectorial two-
surface element is dΣα = −ξαdSdv (we have only changed variable names)
and the two-dimensional surface element on a cross section of constant v is
dSαβ = 2 [ξαNβ −Nαξβ ] dS.We will denote this cross-sectional horizon byH(v).
Finally, once we contract the Einstein Field Equations with null vectors, we
can write the Raychaudhuri equation as [7][8][11]:
dθ
dv
= κθ − 1
2
θ2 − σαβσαβ − 8piTαβξαξβ . (117)
We are now in a position to formulate the laws of black hole mechanics.
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4.3 The Zeroth Law
The surface gravity of a stationary black hole is uniform over the entire event
horizon.
The zeroth law tacitly identifies surface gravity with the temperature of a
thermodynamic object. Just like a warm solid at equilibrium is equally hot no
matter where one touches it, the surface gravity of a black hole does not vary
across the black hole. In order to prove the zeroth law, we need to prove
1. κ is constant along the null geodesics which generate the horizon (it does
not depend on the variable by which the generators are parameterized).
2. κ does not vary from generator to generator.
To begin, use the expression [7][11]
κ2 = −1
2
∇βξα∇βξα (118)
and the identity
∇µ∇νξα = Rαµνβξβ (119)
which is valid for any killing vector. Now differentiate (46) in the directions
tangent to the horizon to get:
∂ακ
2 = 2κ∂ακ = −∇νξµRµναβξβ . (120)
Contracting this with ξα leads us to ∂ακξ
α = 0 which demonstrates that the
surface gravity is constant on each generator of the black hole horizon, proving
1. To investigate whether or not κ varies from generator to generator, we must
now contract (120) with the vectors which tell us about displacements from one
generator to another. Doing this yields
2κ∂ακe
α
A = −∇νξµRµναβξβeαA
and by showing that this is equal to zero, we will prove 2. To do this, assume
that the event horizon is geodesically complete, so it contains a bifurcation
two-sphere on which ξα = 0, this immediately tells us that ∂ακe
α
A = 0 on the
sphere. Since ∂ακe
α
A is constant on the null generators, we immediately have
that ∂ακe
α
A = 0 on all cross sections of v = constant on the horizon thus proving
that κ is uniform over the entire event horizon [7][11].
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How important is assuming the existence of a bifurcation two-sphere? Con-
sider two stationary black holes, identical in every respect in the future of v = 0
but different in the past in such a way that only one of them has a bifurcation
two-sphere. Our proof applies to the first black hole, but not the other. How-
ever, since the spacetimes are identical for v > 0, the proof must work for the
second black hole regardless of geodesic completeness. This establishes that the
zeroth law holds for all stationary black holes.
4.4 The First Law
The changes in mass, angular momentum and surface area (discounting the
charge of the black hole) of the black hole are related by
δM =
κ
8pi
δA+ ΩHδJ (121)
4.4.1 The Generalised Smarr Formula
Before we can prove this, we need to generalize Smarr's Formula which relates
the mass of the black hole to its angular momentum, angular velocity and surface
area. Consider the Komar expressions for the total mass and angular momentum
[7][11]
M = − 1
8pi
‰
S
∇αtβdSαβ (122)
J =
1
16pi
‰
S
∇αφβdSαβ (123)
where the integration occurs over a closed two-surface at infinity. Now consider
a spacelike hypersurface Σ extending from the event horizon to spatial infinity.
The inner boundary of Σ we will call H, it is a two-dimensional cross-section of
the event horizon. The outer boundary of Σ is S, the place where the integration
occurs. Now use Gauss' Theorem without the inner boundary. The results tell
us that M and J can be expressed as
M = MH + 2
ˆ
Σ
(
Tαβ − 1
2
Tgαβ
)
nαtβ
√
hd3y (124)
and
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J = JH − 2
ˆ
Σ
(
Tαβ − 1
2
Tgαβ
)
nαφβ
√
hd3y (125)
whereMH and JH are the mass and angular momentum of the black hole. They
are given by expressions (50) and (51) with the integration over H:
M = − 1
8pi
‰
H
∇αtβdSαβ (126)
J =
1
16pi
‰
H
∇αφβdSαβ (127)
The interpretation of (124) and (125) is fairly straightforward, the equations
demonstrate that the total mass and the total angular momentum are given by
the black hole plus the matter distribution outside the black hole. Now let's use
dSαβ = 2 [ξαNβ −Nαξβ ] dS with expressions (126) and (127) to derive Smarr's
formula [7][11]:
MH − 2ΩHJH = − 1
8pi
‰
H
∇α (tβ + ΩHφβ) dSαβ
= − 1
8pi
‰
H
∇αξβdSαβ
= − 1
8pi
‰
H
ξα∇αξβNβdS
= − 1
4pi
‰
H
κξβNβdS
=
κ
4pi
‰
H
dS.
Note that we have used the Zeroth Law in the last step in order to take κ outside
of the integral. This finally gives us [7][11][14]
MH = 2ΩHJH +
κA
4pi
(128)
which is the generalised Smarr Formula.
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4.4.2 Proof of the First Law
Consider a black hole initially in a stationary state. Let's drop a small amount
of matter into the black hole so that the mass and angular momentum change
slightly. M and J will change according to
δM = −
ˆ
H
Tαβ t
βdΣα
and
δJ =
ˆ
H
Tαβ φ
βdΣα
where H is the event horizon. We are only going to work to the first order
in the perturbation of Tαβ while keeping t
α, φα and dΣαat their unperturbed
values. Once the process of adding matter to the hole is over, the hole will return
to another stationary state which is also a solution of the Einstein Equations.
This process is, therefore, a way of moving from one solution of the Einstein
Equations to another solution albeit with a different set of parameters.
Let's now substitute dΣα = −ξαdSdv into our expressions for the changes
in M and J :
δM − ΩHδJ = −
ˆ
H
Tαβ
(
tβ + ΩHφ
β
)
ξαdSdv (129)
=
ˆ
dv
‰
H
Tβαξ
βξαdS. (130)
We can now use Raychaudhuri's equation to work out the integral in (58). First
we will neglect the quadratic terms since they are higher-order terms and we
are only working to first order. We therefore use
dθ
dv
= κθ − 8piTαβξαξβ
which will give us
δM − ΩHδJ = − 1
8pi
ˆ
dv
‰
H
(
dθ
dv
− κθ
)
dS
= − 1
8pi
‰
H
θdS
∣∣∣∣∞
−∞
+
κ
8pi
ˆ
dv
‰
H
θdS.
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Before the perturbation, the black hole was stationary so the expansion term θ
will vanish. The same is true for after the perturbation, therefore the first term
will vanish. Using the definition of θ as the fractional rate of change of area, we
get [7][11][14]
δM − ΩHδJ = κ
8pi
ˆ
dv
‰
H
(
1
dS
d
dv
dS
)
dS
=
κ
8pi
‰
H
dS
=
κ
8pi
δA
which establishes the first law of black hole mechanics.
4.4.3 A Brief Comparison to the Thermodynamics of Gases
We can draw an analogy between what we have just done and the treatment of
an ideal gas. Given an ideal gas, we can say that it satisfies the equation:
p1V1 = nRT1.
Let's now change the volume of the container containing the gas according to
the first law of thermodynamics:
dU = TdS − PdV.
We know that while the walls of the container are moving that the system will
not be in equilibrium, but we assume that since the change is infinitesimal and
occurs extremely slowly we can ignore the non-equilibrium processes and use
equilibrium thermodynamics. Once the change in the container has been made,
we will still have an ideal gas and it will therefore still satisfy the ideal gas
equation
p2V2 = nRT2
albeit with different values for the variables. This is the same process we are
describing for a black hole. Instead of moving from one solution of the ideal gas
equation to another, we are moving from one solution of the Einstein Equations
to another. Just like for the gas, we are not effecting a large change; the change
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will be small enough for it to be adequately described by only considering the
first order in Tαβ . Like in the case of the gas, we will not pursue a detailed
description of the black hole while the change is occurring, we are interested
only in the initial and final states.
4.5 The Second Law of Black Hole Mechanics
The surface area of a black hole can never decrease.
By stating the second law of black hole mechanics, we are saying that the
quantity which plays the role of entropy is the surface area of a black hole, the
constant increase in area is therefore the same thing as the constant increase
of entropy in thermodynamics. To prove the second law, consider the focusing
theorem [7][11][14]
dθ
dλ
= −1
2
θ2 − σαβσαβ −Rαβkαkβ ≤ 0 (131)
which is a consequence of the Raychaudhuri equation applied to hypersurface-
orthogonal geodesics. In addition, we have that Rαβk
αβ ≥ 0 by assuming the
null energy condition and the Einstein equations. Upon integration of dθ/dλ ≤
− 12θ2 we get
1
θ
(λ) ≥ 1
θ0
+
λ
2
(132)
which tells us that is the congruence is initially converging, then θ (λ) → −∞
within an affine parameter value of λ ≤ 2/|θ0| which signals the occurrence
of a caustic. Since the event horizon is generated by null geodesics with no
future end points, the generators can never run into caustics. The expansion
of the generators must therefore be zero or positive everywhere on the horizon
otherwise a contradiction will occur. The fact that θ can never be negative for
the null geodesics generating the horizon proves the second law.
4.6 The Third Law of Black Hole Mechanics
If the stress-energy tensor is bounded and satisfies the weak energy condition,
the surface gravity of a black hole cannot be reduced to zero in a finite advanced
time.
Recall that a black hole of zero surface gravity is an extreme black hole,
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therefore if Tαβ satisfies the stated conditions the third law can also be inter-
preted as saying that a black hole cannot become extremal in a finite advanced
time. To demonstrate that the third law is a consequence of the condition that
for every timelike vector field the matter density seen by the observer on that
geodesic
(
Tαβk
αkβ
)
will be positive, we need to specify a spacetime containing a
black hole which has the potential to become extremal at some finite advanced
time v. We will choose the charged generalization of the metric [7][11][14]
ds2 = −fdv2 + 2dvdr + r2 + r2dΩ2 (133)
where
f = 1− 2m(v)
r
+
q2(v)
r2
.
This metric describes a black hole which has a mass and charge that change
with time due to irradiation by dust. To see this, consider the stress-energy
tensor
Tαβ = Tαβdust + T
αβ
em
where
Tαβdust = ρl
αlβ ,
and
ρ =
1
4pir2
∂
∂v
(
m− q
2
2r
)
are the contribution from the dust. The contribution from the electromagnetic
field is:
T αem β = diag (−P,−P, P, P ) , P =
q2
8pir4
. (134)
This spacetime will become extremal when m(v0) = q(v0) and will produce a
violation of the third law if this occurs at some finite value of the advanced
time v0. Suppose our observe is restricted to move in the radial direction only,
then Tαβu
αuβ = ρ
(
dv
dτ
)2
+ P . Since dvdτ is allowed to be arbitrarily large, the
weak energy condition requires ρ > 0 at the apparent horizon, r = r+ where
r+ = m+
(
m2 − q2)1/2 . This implies the following condition:
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4pir3+ρ (r+) = mm˙− qq˙ +
(
m2 − q2)1/2 m˙ > 0 (135)
where the overdot implies differentiation with respect to v. Now imagine that
the black hole has become extremal at some finite advanced time v0. This gives
us ∆ (v0) = 0 where ∆v = m(v) − q(v). Since the black hole was not extremal
before v = v0 we must have ∆(v) > 0 for v < v0 and ∆(v) must be decreasing
as v approaches v0. But by (63) we have
m (v0) ∆˙ (v0) > 0
which tells us that ∆(v) must actually be increasing. This contradiction tells us
that the weak energy condition prevents the black hole from becoming extremal
within a finite advanced time.
4.7 Black Holes and Entropy
Let's perform an incredibly simple thought experiment. Take a container filled
with some fluid and dump the contents into a black hole. Right before the fluid
is dumped into the hole, we can calculate its entropy. After it is dumped into
the black hole, the entropy of the fluid has vanished behind the event horizon.
It appears that the black hole has managed to erase the entropy of the fluid
from our universe, implying that if we wanted to, we could lower the entropy of
the universe simply by throwing matter into black holes.
However, when we throw the matter into the black hole the area of the
horizon will increase. Since we have identified horizon area with the entropy of
a black hole, it appears that the total entropy of the universe does not decrease.
Let's therefore write down the generalised second law of thermodynamics [34]
∆Sbh + ∆Srest of universe ≥ 0 (136)
which tells us that if we take the entropy of matter together with what we
conjecture to be the entropy of a black hole, we will still have a net entropy
increase. Black holes therefore cannot reduce the amount of entropy in the
universe.
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4.8 How Hot is a Black Hole?
A classical black hole, by definition, emits nothing. If nothing escapes, then
there can be no thermal emission. If there is no thermal emission, there can be
no way to heat up a black hole. If we can't heat a black hole, then it doesn't have
a temperature and this renders our attempts to treat a black hole as a thermal
object quite pointless. Even if we concede that area measures the entropy of a
black hole, the coefficient of entropy in the first law of black hole mechanics is
a surface gravity, not a temperature. Unless we can somehow demonstrate that
a black hole looks hot (like any other thermodynamic system) then we must
accept that the equations we have look like thermodynamic equations but have
no deeper connection to thermodynamics.
In order to prove that a black hole looks hot, we need to turn to quantum
field theory.
4.8.1 Quantum Field Theory in Curved Spacetime
We can fix the usual Klein-Gordon Lagrangian by inserting a metric determinant
to make sure that we are always integrating over the correct region of spacetime
and by replacing ordinary derivatives with covariant derivatives. This will give
us [2][13]:
L = 1
2
√−g [gµν∂µφ∂νφ−m2φ2] . (137)
It's possible to expand the field φ into a sum of wave modes
φ(x) =
∑
i
[
aiui(x) + a
†
iu
∗
i (x)
]
just like we can do in Minkowski space. So far, we have not said anything new.
However, let's consider the inner product of a field ψ living in Minkowski space.
We define the scalar product
(ψ1, ψ2) = −i
ˆ
{ψ1(x)∂tψ∗2(x)− [∂tψ1(x)]ψ∗2(x)} dn−1x (138)
= −i
ˆ
t
ψ1(x)
←→
∂t ψ
∗
2(x)d
n−1x
where the subscript t denotes a spacelike hyperplane of simultaneity at some
instant t (a Cauchy surface). This inner product ensures that the modes are
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orthogonal:
(uk, uk′) = 0, k 6= k′.
Let's now invoke the principle the general covariance, relabel the coordinates
in our spacetime and expand our field in terms of new modes
φ(x) =
∑
j
[
aj u¯j(x) + a¯
†
j u¯
∗
j (x)
]
which, like before, will have a vacuum state
aj |0〉n = 0
where the n stands for 'new'. The field itself must be completely described by
either set of modes, so let's expand the new modes in terms of the old,
u¯j =
∑
i
[αjiui + βjiu
∗
i ]
conversely we have:
ui =
∑
j
[
α∗jiuj − βjiu∗j
]
.
These relationships are known as Bogolubov Transformations and they tell us
how one field expansion is related to another. The matrices αji and βji are
known as Bogolubov coefficients and we can evaluate them by evaluating the
inner products of the field modes
αij = (ui, uj) (139)
and
βij = −(ui, u∗j ). (140)
Since we also know how to expand fields in terms of creation and annihilation
operators, we can rearrange our expressions to express the Bogolubov matrices
in terms of creation and annihilation operators. We have
ai =
∑
j
(
αjia¯j + β
∗
jia
†
j
)
(141)
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and
aj =
∑
i
(
α∗jiai − β∗jia†i
)
. (142)
We have gone over the mathematics of how two mode expansions of the same
field are related, but this seems like a purposeless exercise in algebra. Physically,
the two equations tell us about the same field so whenever we try to calculate
a number to be checked by an experiment, we must get the same answer re-
gardless of what expansion we use. It might be tempting to say that if a field
is in the ground state in one description, then it will be in the ground state in
all descriptions. Consider, however, what happens when we try to count the
number of ui modes in the ground state of the second expansion [13]:
n 〈0| a†iai |0〉n =
∑
j
∣∣β2ji∣∣ . (143)
This tells us that the vacuum of the second expansion contains ui modes pro-
vided that the right hand side of (134) is not zero.
It seems intuitive that we will always have βji = 0, because all descriptions
of the same field should agree on what the vacuum state is. To see that this is
not the case, consider the Lie derivative of the uk modes along some timelike
vector v. If the uj are positive frequency modes which satisfy [13]
¿vuj = −iωuj (144)
for ω > 0, and the uk modes are linear combinations of the uj alone, (they then
contain only positive frequencies with respect to the vector v) then we have that
βij = 0. Thus
aj |0〉n = 0
and
aj |0〉n = 0
so the vacuum will be the same for any expansion, either in uj or uj . If this is
not true and βji 6= 0, then the modes uj will contain a mix of both positive and
negative frequency uj modes - particles will be present.
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4.8.2 Hawking's Calculation
In (112), the coefficient of the area, A (and therefore the entropy S) is the surface
gravity, κ. The comparison to make between regular thermodynamics and black
hole thermodynamics is, therefore, that the role of temperature is played by the
surface gravity of the black hole. Classically, any object with some temperature
T, will emit particles at a rate proportional to that temperature. By turning to
quantum field theory, we can show that a black hole emits particles in a way
which depends on κ, demonstrating quite convincingly that surface gravity does
play the role of temperature and supplying further evidence to the claim that a
black hole is a thermodynamic object [35].
By varying (117), we can arrive at the Klein-Gordon equation for curved
space time
1√−g ∂ν
(√−ggµν∂µφ)−m2φ = 0 (145)
which can be rewritten in terms of the covariant derivative as:
(∇µ∂µ −m2)φ = 0. (146)
Now let's define a new inner product for a field ψ in a similar way to (138),
(ψi, ψj) =
ˆ
Σ
dΣµ
√
gΣ [ψ
∗
i∇µψj − ψj∇µψ∗i ] (147)
where Σ denotes a Cauchy surface and gΣ is the induced metric on that hyper-
surface. Just like before, we can specify two different orthogonal bases, {ψi} and
{ψ′i} and write the two in terms of each other by using Bogoliubov coefficients:
ψ′i = Σj
[
αijψj + βijψ
∗
j
]
. (148)
By using the fact the the complex bases satisfy
(ψi, ψj) = −
(
ψ∗i , ψ
∗
j
)
= δij (149)
and
(ψ∗i , ψj) =
(
ψi, ψ
∗
j = 0
)
, (150)
we can use (147) to show that the Bogoliubov matrices satisfy:
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αα† − ββ† = 1 (151)
αβT − βαT = 0. (152)
Inserting (151) and (152) into (147), we can calculate the inverse of (148) as:
ψ′i = Σj
[
αijψj + βijψ
∗
j
]
ψ′i = Σj
[
αijΣk
(
α′jkψ
′
k + β
′
jkψ
′∗
k
)
+ βijΣk
(
α′jkψ
′∗
k + β
′
jkψ
′
k
)]
= Σj,k
[(
αijα
′
jk + βijβ
′
jk
)
ψ′k +
(
αijβ
′
jk + βijα
′
jk
)
ψ′∗k
]
(153)
which gives us the extra conditions
αα′ + ββ′∗ = 1 (154)
αβ′ − βα′∗ = 0. (155)
Comparing (154) and (155) with (151) and (152), we can see that our conditions
are satisfied uniquely when α′ = α† and β′ = −βT . Thus giving us the further
conditions [13]:
α†α− βTβ∗ = 1 (156)
α†β − βTα∗ = 0. (157)
To prove that particles are created during gravitational collapse, we are going
to study the behaviour of a massless Klein-Gordon field during the creation of
a black hole. The general solution of the massless scalar wave equation are
r−1Rωl(r)Ylm (θ, φ) e−iωt (158)
where Ylm are the usual spherical harmonics and the function Rωl(r) obeys the
differential equation:
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d2Rωl
dr∗2 +
{
ω2 − [l(l + 1)r−2 + 2Mr−3] [1− 2Mr−1]}Rωl. (159)
Note that for the purposes of simplification, we are using the variable r∗ =
r+2M ln
∣∣ r
2M − 1
∣∣ . Let's now consider the regions for which r is very large; these
regions correspond to past and future null infinity I− and I+. The function Rωl
will then reduce to
d2Rωl
dr∗2 + ω
2Rωl = 0 (160)
which shows us that far from the black hole, this function behaves like:
Rωl ∼ e±iωr∗. (161)
Thus, in the far past and the far future, our massless solutions look like:
r−1Ylm (θ, φ) e−iωt±iωr∗. (162)
Now make the substitutions v = t+ r∗ and u = t− r∗ so that we can arrive at
purely ingoing and outgoing solutions fω and pω:
fω ∼
(
r
√
4piω
)−1
Ylm (θ, φ) e
−iωv (163)
pω ∼
(
r
√
4piω
)−1
Ylm (θ, φ) e
−iωu. (164)
Since we have not put our black hole into a confined space, our solutions obey
the normalization conditions [13]:
(pω, pω′) = (fω, fω′) = δ (ω − ω′) . (165)
To see how this condition gives us the normalization factor in front of (163) and
(164), let's compute the inner product
(fωlm, fω′l′m′) =
ˆ
Σ
dΣµ
√
gΣ [f
∗
ωlm∂µfω′l′m′ − fω′l′m′∂µf∗ωlm] (166)
by noting that the fω solve the KG equation at I−, where dΣµ = drdφdθ
√
− (1− 2Mr ).
This will give us:
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(fωlm, fω′l′m′) = i
´
r
´ 2pi
0
´ pi
0
drdφdθ[
r2sinθ 1r2
1
4pi
√
ωω′
Y ∗l′m′ Ylm
(
eiω(t+r)∂te
−iω′(t+r) − eiω′(t+r)∂te−iω(t+r)
)]
(fωlm, fω′l′m′) = δll′δmm′
2ω
4piω
2piδ (ω′ − ω) . (167)
We are now going to study the behaviour of a wave as it moves from I−,
travels through the collapsing spherical mass and on to I+. Since the collapsing
mass will eventually form a black hole, some ingoing rays will not be able to
escape and move on to future null infinity. We will therefore study a ray which
does escape, but is infinitesimally close to a wave which goes on to form the
event horizon of the black hole. Call the ray which goes on to form the event
horizon γ and call the ray under consideration α; we will say that the two rays
are separated by a distance , measured along a future-directed null vector na,
where nala = −1 and la is a null vector tangent to γ. Begin the calculation by
writing the metric in Kruskal coordinates and setting dΩ = 0, which spherical
symmetry enables us to do. Our line element is then [13]
ds2 =
2M
r
e−
r
2M du˜dv˜ (168)
and all null rays must have either
du˜
dλ
= 0 (169)
or
dv˜
dλ
= 0 (170)
where λ is any affine parameter. These conditions tell us that for any ingoing
null ray, the affine parameter along the curve will always be proportional to u :
λ = Cu˜ = −4MCe− u4M . (171)
Make the choice that the affine parameter goes to 0 on the event horizon. When
the null rays intersect γ, we will have λ = − and therefore u = 4M (ln 4MC − ln ) .
Let's now find an expression for  in terms of v. To do this, first say that the
time at which α left I− is v0. Any ray that does not fall into the black hole, will
58
therefore have left I− some time after v0 and the distance between α and the
ray which continues on to I+ will be −. Writing the metric far from the hole
in terms of u and v gives us
ds2 = −
(
1− 2M
r
)
dudv (172)
from which it follows that the affine parameter is proportional to v and therefore
− = D (v − v0) . Combining this with our result for u, we see that the outgoing
wavefunction at I+ will have the form
pω(v) ∼
(√
4piω
)−1
exp [−iω4M (ln 4MC − lnD(v − v0))] (173)
when v < v0. We now have all we need to find the Bogoliubov coefficients and
therefore count particle numbers at I+ and I−.
To find the Bogoliubov coefficients, we write the modes pω on the basis {fω} .
Begin by taking the Fourier transform:
p˜ω(ω) =
1
2pi
ˆ
dv
[
pω(v)e
iω′v
]
. (174)
It can be shown that by plugging (163) into (174), we can arrive at the inverse
Fourier transform [13]
pω(v) =
ˆ ∞
0
dω′
[√
piω′p˜ω (ω′) fω′ (v) +
√
piω′p˜ω (−ω′) fω′ ∗ (v)
]
, (175)
which we can compare to the expression for the Bogoliubov coefficients:
pω =
ˆ ∞
0
dω′ [Aωω′fω′ +Bωω′fω′∗] . (176)
Upon inspection, we see that the Bogoliubov coefficients are
Aωω′ =
√
piω′p˜ω(ω′) (177)
and
Bωω′ =
√
piω′p˜ω(−ω′). (178)
To calculate the transform in (164), we use the approximation in (163) to write:
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p˜ω(ω) ∼ 1
4pi
√
piω
v0ˆ
−∞
exp
[
iω′v − iω4M
(
ln
4MC
D
− ln [v0 − v]
)]
dv. (179)
In order to evaluate this integral, we will need to perform contour integration
in the complex v plane. For ω′ > 0, we will close the contour in the upper half
of the plane, leaving us with the integration along v = v0 + ix:
p˜ω(ω) ∼ i
4pi
√
piω
ˆ ∞
0
exp
[
−ω′x+ iω′v0 − iω4M
(
ln
4MC
D
− ln
(
xe−ipi/2
))]
dx
=
i
4pi
√
piω
e2Mωpieiω
′v0
(
4MC
D
)−iω4M
Γ (1 + iω4M) (ω′)−1−iω4M . (180)
For ω′ < 0 we integrate as before, but this time close the contour in the lower
half of the plane:
p˜ω(ω) ∼ −i
4pi
√
piω
ˆ ∞
0
exp
[
ω′x+ iω′v0 − iω4M
(
ln
4MC
D
− ln
(
xe−ipi/2
))]
dx
=
−i
4pi
√
piω
e2Mωpieiω
′v0
(
4MC
D
)−iω4M ˆ ∞
0
eω
′xxiω4Mdx. (181)
Comparison of (171) and (170) leads us to conclude that
p˜ω(−ω′) = −e−4Mωpie−2iω′v0 p˜ω(ω′) for ω′ > 0 (182)
and we can therefore compare (167), (168), (170) and (172) in order to arrive
at the Bogoliubov coefficients
Aωω′ =
i
4pi
√
ωω′
e2Mωpieiω
′v0
(
4MC
D
)−iω4M
Γ (1 + iω4M)
−iω4M
(183)
Bωω′ = −e−4Mωpie−2iω′v0Aωω′ . (184)
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Let's suppose we now try count the number of modes by using the Bωω′
coefficient. To do this, take the continuous analogue of (133), which is the
integral:
ˆ ∞
0
|Bωω′ |2 dω′. (185)
Unfortunately, this integral diverges as (ω′)−
1/2
when ω′ gets large, indicating
that as the frequency increases, we will eventually end up finding an infinite
number of particles. This divergence is due to the fact that we did not impose
a restriction limiting the total amount of energy in spacetime to the mass of
the black hole. To remedy this, we shouldn't just calculate (175), but rather
construct finite wavepackets and calculate the number of particles per frequency
interval. This is what Hawking did in his original paper [35].
We are going to perform a simpler calculation and confine the system to a
box in order to impose periodic boundary conditions and therefore discretize
the modes. We know that the Bogoliubov coefficients satisfy
Σω′ |Aωω′ |2 − Σω′ |Bωω′ |2 = 1
and
Σω′ |Bωω′ |2 = e−8MωpiΣω′Σω′ |Aωω′ |2 .
Taken together, these expressions yield
Σω′ |Aωω′ |2 − |Bωω′ |2 =
(
e8Mωpi − 1)Σω′ |Bωω′ |2 = 1 (186)
and the number of particles counted by the Bogoliubov coefficient Bωω′ therefore
goes as
Σω′ |Bωω′ |2 = 1
(e8Mωpi − 1) . (187)
The particle flux through a sphere surrounding the black hole is then
Φ =
dω
2pi
(
1
e8Mωpi − 1
)
(188)
and upon comparing this to the Planck spectrum, we realise that the particle
flux resembles that of a black body, with a temperature of
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TH =
1
8Mpi
. (189)
Given that the surface gravity of a Schwarzschild black hole is given by κ = 1/4M,
we see that the black hole's temperature is given by
TH =
κ
4pi
(190)
which is exactly what one might guess from studying black hole thermodynam-
ics.
Hawking's calculation has one more piece of information to tell us. Write
the change of the mass of the black hole as
δM =
1
4 (8Mpi)
δA
=
1
4
THδA (191)
which allows us to fix a definite constant of proportionality into the entropy-area
relationship [13][35] (where we set ~ = 1):
S =
1
4
A. (192)
It's important that we go over some of the qualitative aspects of Hawking's
calculation in order to understand its relevance and some of the assumptions
that went into it.
4.9 Interpreting The Laws of Black Hole Mechanics
We know that when doing regular thermodynamics that the laws with which
we work are stunningly insensitive to the underlying microscopic physics.
Like in the case of spacetime as a rubber sheet, it is again tempting to jump
to conclusions based on the form of the mathematics. Let's make the statement:
The laws of black hole mechanics have a form which is identical to that of
the laws of thermodynamics describing the emergent properties (like pressure)
of a gas. This identical form proves that the variables (like area) describing
a black hole are the coarse-grained limit of some unknown theory of space and
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time. Our black hole parameters are therefore not fundamental and we know
that the geometry of spacetime is not a fundamental theory.
The most obvious problem with the above is that the form of a mathemati-
cal equation being identical to the form of another is not in any way a proof of
the two equations describing the same phenomenon. The mathematics is form
without content, the physics must provide the content and it is not immedi-
ately obvious that the physical concepts underlying black hole mechanics and
thermodynamics are the same.
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Part II
Einstein's Equations as Emergent
Physics
5 The Rindler Chart and Causal Horizons
5.1 An Accelerated Coordinate System
Before we move on to studying what a quantum field looks like to an accelerated
observer, we are going to develop a natural coordinate system for an observer
accelerating in Minkowski space. Note that we are now working in units where
c = 1.
Set up the usual Minkowski metric [8]:
ds2 = −dt2 + dx2 + dy2 + dz2. (193)
Suppose that the observer is accelerating in a straight line in our Minkowski
space. Without loss of generality, we will simplify the situation by rotating our
coordinate system so that observer moves solely along the x axis. This means
that we need only transform the coordinates x and t, we can leave the others
unchanged. The observer will have relativistic energy
E =
√
p2 +m2
and relativistic momentum
~p = E~v.
Let's assume that we are initially traveling with the observer so it is in our rest
frame. If its acceleration has a constant magnitude g, then after some coordinate
time t, its relativistic energy will be:
E =
√
(gmt)
2
+m2.
This allows us to write the velocity as
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vx =
px
E
=
gmt√
m2 + (gmt)
2
and to therefore find the accelerated detector's position by performing an inte-
gration:
ˆ
vxdt =
ˆ
gmt√
m2 + (gmt)
2
dt.
This will give us
x =
1
gm
√
m2 + (gmt)
2
x2 − t2 = g−2
which is a hyperbola in our coordinate system. We can calculate the time
elapsed on a clock carried by the observer in the usual way:
τ =
ˆ √
1− v2dt
=
ˆ √
m2
m2 + (gmt)2
dt
=
1
g
sinh−1(gt).
This allows us to write the equations for the trajectory in parametric form,
parameterized by τ
gx = cosh(gτ) gt = sinh(gτ) (194)
with a velocity which has magnitude [8]:
v = tanh(gτ). (195)
Now let's consider the above from the observer's perspective. While we are
labeling all the points in Minkowski space using t, x, y, z, the observer is going
to be labeling the same points using the coordinate system variables T, X, y,
z. Our labeling and that of the observer will differ in one key way, the observer
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will give himself constant coordinates in his own frame. Any object to which he
assigns a constant value of (T,X) will be an object which is accelerating in the
(t, x) coordinate system. If the trajectory of the observer is given in the form
x = f(τ)
t = h(τ)
it can be shown that the transform between our inertial (x, t) and the observer's
(X,T ) are related by
x− ct = f
(
T − X
c
)
− ch
(
T − X
c
)
(196)
and
x+ ct = f
(
T +
X
c
)
+ ch
(
T +
X
c
)
. (197)
Combining (90), (92) and (93), we can conclude that
x− t = 1
g
e[−g(T−X)] x+ t =
1
g
e[g(T+X)] (198)
which finally gives us
x =
1
g
egXcosh(gT ) (199)
and
t =
1
g
egXsinh(gT ). (200)
The equations (95) and (96) specify the coordinate transformation between or-
dinary Minkowski space and an accelerated coordinate system. We call this
accelerated coordinate system the Rindler Chart [8].
It is important to note that even though the observer is labeling points in
flat Minkowski space, his acceleration will cause him to label the space in such
a way that it looks curved. When he computes the value of ds2 for some small
line element, he will not get the same answer as the inertial observer (or any
inertial observer). To see this, write
66
dt2 − dx2 = e2gx (dT 2 − dX2)
therefore in the accelerated frame we will have:
ds2 = −dt2 + dx2 = e2gx(−dt2 + dx2).
A visual way to confirm that the Rindler Chart indeed represents an accelerated
observer is to plot
−t2 + x2 = 1
g2
e2gX = constant
on a diagram of the 2D Minkowski plane. Notice that a single, constant value
of X will give us a hyperbola; the path of an accelerating observer. Finally note
that the Rindler Chart does not cover all of Minkowski space. It partitions the
space into separate, causally disconnected, quadrants. The fact that the Rindler
Chart does this indicates that an accelerating observer will set up causal horizons
in Minkowski space.
5.2 The Unruh Temperature
In developing relativity, Einstein promoted the equivalence of gravitational and
inertial mass to a fundamental principle of the theory rather than a measured
result. If acceleration looks like gravitational attraction, then it might be true
that accelerating observers will register a warm spacetime just like observers
will measure black holes to have a non-zero temperature due to the Hawking
effect [8][13][36]. Well, it is true. We demonstrate this now.
Let a massless scalar field live in the Minkowski spacetime shared by the
inertial and accelerating observers. We, as inertial observers, will say that the
wave equation (
∂2
∂t2
− ∂
2
∂x2
)
φ = 0 (201)
has solutions
uk = (4piω)
− 12 eikx−iωt (202)
where the modes have positive frequency with respect to the Killing vector ∂t :
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¿∂tuk = −iωuk. (203)
The modes which have k > 0 are right-moving along u = constant, while modes
with k < 0 are left-moving along v = constant. To quantize the field φ, we
follow the recipe outlined in Section 3.8.
Now take the same field and quantize using the Rindler observer's coordi-
nates. He will say that the massless field obeys the wave equation
e2gXφ =
(
∂2
∂T 2
− ∂
2
∂X2
)
φ = 0 (204)
with mode solutions
uk = (4piω)
− 12 eikX±iωT (205)
where ω = |k| > 0. Notice that (205) includes a positive and a negative sign.
The positive sign applies to the region marked L and the negative sign applies
to the region marked R. Like before, these modes in the Rindler coordinates
satisfy:
¿±∂T uk = −iωuk.
Let's now split up the modes in (205) by defining
uRk
= (4piω)−
1
2 eikX−iωT in R
= 0 in L
(206)
and
uLk
= (4piω)−
1
2 eikX+iωT in L
= 0 in R.
(207)
By doing this, we have a set of wave modes which is complete over all of
Minkowski space, meaning that the accelerating observer and the inertial ob-
server can meaningfully talk about wave modes at any point in Minkowski
space. Both observers can expand the field φ in terms of its modes and cre-
ation/annihilation operators. The inertial observer will write
φ =
∑[
akuk + a
†
ku
∗
k
]
(208)
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while the Rindler observer will write
φ =
∑[
b
(1)
k u
L
k + b
(1)†
k u
L∗
k + b
(2)
k u
R
k + b
(2)†
k u
R∗
k
]
. (209)
Let's now assume that the two field expansions will have two different vacuum
states, |0M 〉 and |0R〉 which satisfy
ak |0M 〉 = 0
and
b
(1)
k |0R〉 = b(2)k |0R〉 = 0.
We are now going to test whether or not this assumption is true by computing
the Bogolubov transformation between the a and b coefficients.
In order to simplify the calculation, let's make some observations which will
simplify the task. First note that the exponent in (206) and (207) changes in
sign when we pass from L to R. This means that the functions do not change
smoothly at this transition point, rendering them non-analytic. To fix this
problem, define some new combinations,
uRk + e
−piω/guL∗k (210)
and
uR∗−k + e
piω/guLk (211)
which remain analytic when we cross over from L to R. Since the modes above
satisfy (89) (i.e they are share the positive frequency analyticity properties of
our uk), they will also have the vacuum state |0M 〉 . So instead of expanding our
field as we did in (205), let's expand it in terms of (210) and (211):
φ =
∑(
2sinh
(
piω
g
))−1/2 [
d
(1)
k
(
epiω/2guRk + e
−piω/2guL∗−k
)
+d
(2)
k
(
e−piω/2guR∗−k + e
piω/2guLk
)]
+ h.c
(212)
where
d
(1)
k |0M 〉 = d(2)k |0M 〉 = 0.
69
Now it will be easier to find the Bogolubov coefficients. We take the inner
products (φ, uRk ) and (φ, u
L
k ) where φ will first be given by (106) and then
(109). We then get
b
(1)
k =
(
2sinh
(
piω
g
))−1/2 [
e
piω/2gd
(2)
k + e
−piω/2gd
(1)†
−k
]
(213)
and
b
(2)
k =
(
2sinh
(
piω
g
))−1/2 [
e
piω/2gd
(1)
k + e
−piω/2gd
(2)†
−k
]
(214)
which provide the full translation between the vacuum states |0M 〉 and |0R〉 .Our
Rindler observer will detect particles counted by the number operator b
(1)†
k b
(1)
k .
If we contract this number operator with the Minkowski vacuum |0M 〉 we will
get
〈0M | b(1)†k b(1)k |0M 〉 =
e−pi/ω
2sinh
(
piω
g
) = 1
e
2piω
g − 1
(215)
particles with wave number which is precisely the Planck spectrum for radiation
at some temperature T0 = g/2pikb [13][36].
The above result tells us, unambiguously, that simply by accelerating we will
measure flat, empty Minkowski space as being 'hot'. After the idea of Hawking
radiation, it appeared that the black hole itself was radiating particles, making
spacetime look warm. In that case, it would be intuitively appealing to call the
hot black hole the thermodynamic object. The above result stands in contrast
to that conclusion. It is no longer a black hole which looks hot, it is all of flat,
empty spacetime.
5.3 Temperature and Microstructure
We have now managed to prove that an observer accelerating through empty
Minkowski space will think that the spacetime is intrinsically 'hot', just like an
observer sitting outside a black hole. Classically, temperature tells us about the
motion of the particles of a gas - if the particles are moving quickly, then the
gas is hot. Slow particles will give us a low temperature. This shows us that
the variable temperature is telling us something about the constituents of the
gas - its microstructure. The fact that the Unruh and Hawking temperatures
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are non-zero strongly hint at some hidden spacetime microstructure that we do
not yet know about.
6 Jacobson's Idea
Let's review what we have established so far. We have demonstrated that the
laws which govern the behaviour of black holes bear a striking similarity to the
laws of thermodynamics - laws which are known to describe emergent physics.
We also know that an observer hovering above a black hole and an observer
accelerating through flat space will both register a non-zero temperature and
that for a black hole we can associate the horizon area with entropy. All of these
ideas were not assumed, but were deduced from studying quantum field theory
in curved space and the behaviour of the solutions to the Einstein equations
[12].
We are now going to turn these ideas around and assume the existence of the
entropy-area identity and use it with the Unruh temperature to do spacetime
thermodynamics without any reference to the Einstein equations. This process
will lead to the idea that the Einstein equations have a purely thermodynamic
derivation - making them an equation of state, just like the ideal gas law.
6.1 The Einstein Equation of State
Pick a point p in spacetime and make the approximation that the space around
p is, locally, Minkowskian. Now choose a small patch of 2-surface which contains
p and call this patch O.
71
Figure 5: Minkowski space, with two dimensions suppressed, containing O and
p.
We need to specify one side of the boundary of the past of O.
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Figure 6: The boundary B of the past of the patch O.
Close to the point p, this boundary is a congruence of null geodesics orthog-
onal to O. This congruence constitutes the causal horizon with which we will
work.
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Figure 7: The null geodesics orthogonal to O. We can use the Raychaudhuri
equation to study these geodesics and hence the behaviour of the the patch O.
We need to be judicious in our choice of patch as we require that the ex-
pansion and shear of the congruence vanish close to p. It is always possible to
do this. We need not worry about about the rotation as this vanishes due to
the fact that the congruence is normal to our 2-surface patch. By making this
construction, we have actually defined a local Rindler horizon around p. There
are local Rindler horizons in all null directions around a spacetime point due to
the fact an observer can accelerate in any direction.
Since we have an approximately flat region of spacetime near our point p
and around the patch O, the spacetime there will have all the usual Poincare
symmetries. This means that we will always be able to find an approximate
Killing field χa generating Lorentz boosts which are orthogonal to O and which
vanish at O. Suppose now that we have some stress energy tensor Tab defined
in our spacetime. The flow of energy orthogonal to our little patch O will be
given by Tabχ
a. So far we have not said anything terribly insightful. Our geo-
metric construction has provided us with a small, approximately flat 2-surface
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in spacetime, a null congruence which is normal to that patch and some energy
which is flowing across that patch.
Let's now choose χa to be future pointing to the inside past of our patch O.
The energy flux to the past of the patch will then be
δQ =
ˆ
H
Tabχ
adΣb (216)
where the integral is over the generators of the inside past horizon of O.
Figure 8: The heat flux across the boundary B. This picture illustrates that
heat (in whatever form) is moving across the causal horizon B into an area of
spacetime from which a null ray can reach the Rindler observer.
Call the tangent vector to the horizon generators ka and let it be affinely
parameterized by a parameter λ which vanishes at the patch O and is negative
to the past of O. We can then say that
χa = −κλka
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and that the small patch of directed surface area is
dΣa = kadλdA
where the dA is an infinitesimal piece of horizon. With all this in mind, we are
ready to start doing spacetime thermodynamics. Let's rename the energy flux
to heat flux, like can be done in ordinary thermodynamics, and write it as:
δQ = −κ
ˆ
H
λTabk
akbdλdA (217)
Now let's use the entropy-area rule from black hole thermodynamics and say
that the entropy of this heat flux is associated with a small change in the area
of the horizon:
dS = ηdA.
We have left the constant of proportionality undetermined for now and we will
see that the rest of the derivation is insensitive to this. We have already devel-
oped the mathematics we need to study the behaviour of the horizon generators.
A small patch of cross-sectional area of the null horizon generators is given by:
δA =
ˆ
H
θdλdA. (218)
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Figure 9: The horizon generators expand as the entropy moves across the hori-
zon.
We now have almost everything we need. Note that the thermodynamic
relations we are using are:
δQ = TdS = ηδA.
If we use the Unruh Temperature as our temperature in the above, then we have
all we need to set
−κ
ˆ
H
λTabk
akbdλdA =
ˆ
H
θdλdA (219)
and employ the Raychaudhuri equation for null surfaces. Recall that we have
chosen our congruence to give us vanishing expansion and shear, so that the
Raychaudhuri equation reduces to
dθ
dλ
= −Rabkakb
and upon integration we get θ = −λRabkakb. This tells us that (4) becomes
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−κ
ˆ
H
λTabk
akbdλdA =
ˆ
H
−λRabkakbdλdA (220)
and we get to
Tabk
akb =
(
~η
2pi
)
Rabk
akb (221)
for all null ka. Since we have gabk
akb = 0 for null ka, we can add the metric
tensor into (6) for free
Tabk
akb =
(
~η
2pi
)
Rabk
akb + fgabk
akb
Where f is some undetermined function. What we have derived so far may
include the null vector ka but the expressions are true for any null vector, so
we can write
Tab =
(
~η
2pi
)
Rab + fgab (222)
and use the fact that Tab is divergence-free and the contracted Bianchi Identity
to specify f = − 12R+ Λ, where Λis a constant. This gives us [12]:(
2pi
~η
)
Tab = Rab − 1
2
Rgab + Λgab (223)
Why is this result important? Jacobson's calculation brings spacetime ther-
modynamics full circle. By studying the behaviour of back holes, we were able
to infer that the solutions to the Einstein Equations encode the area-entropy
relationship. By assuming that the entropy-area relationship exists, we were
then able to get back to the Einstein Equations. More importantly, by demon-
strating that there exists a thermodynamic derivation of the EFEs, the result
demonstrates that the geometrical variables of gravity (and not just the black
hole parameters) can be treated as thermodynamic variables.
6.2 Implications for Quantum Gravity
Quantizing the metric gab as a way of putting together a theory of quantum
gravity results in divergences which have hitherto proven resistant to renormal-
ization. If the metric truly is an emergent variable like pressure, then it would
be misguided to quantize it. One would not arrive at the quantum theory of
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the atom by imposing commutation relations on, say, pressure and volume. If
spacetime geometry truly is the coarse-grained limit of some other theory, then
this might explain why quantizing the metric has not yet met with success -
prompting us to abandon plans to quantize the metric and rather look for an-
other quantum theory of gravity which produces the Einstein Field Equations
in some limit.
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Part III
Extending the Einstein Equation of
State
In classical thermodynamics, there is more than a single equation of state. If
we change our assumptions about the physics describing the microscopic con-
stituents of the thermodynamic system, we will end up changing the macro-
scopic, thermodynamic description. For example, by assuming the molecules of
a gas have a non-negligible size and that the particle-particle interactions are
also non-negligible, we can derive the Van der Waals equation of state
(
p+
a
v2
)
(v − b) = kT (224)
where a is the variable which measures attraction between particles and b mea-
sures the volume excluded by the particles.
In order to arrive at (224), we needed to make very few assumptions about
the microscopic nature of gases. We did not need to study the kinetic theory of
gases, statistical mechanics or quantum theory. This tells us that it might be
possible to move from the Einstein equation of state to another gravitational
equation of state without having a detailed knowledge of the microscopic nature
of spacetime.
7 The Case for a Minimum Length Scale
It is tempting to say that, just like particles have a non-zero size, spacetime has
a minimum measurable distance. Far from being an idle assumption, there is
strong evidence that this is the case. Without resorting to quantum field theory
or string theory, we can demonstrate how general relativity and classical optics
imply a built-in minimum to the measurable distance of spacetime.
Let's try to measure the position of a particle using a test particle. The test
particle has the 4-momentum vector (ω,~k) and rest mass µ which we will later
try take to 0. We shoot the test particle along the x - axis with a velocity
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v =
k√
µ2 + k2
(225)
where k2 = ω2 − µ2 and k =
∣∣∣~k∣∣∣ . What motion does the gravitational particle
induce on the test particle as they move closer together? To obtain the met-
ric that the test particle creates, begin by boosting into the rest frame of the
particle. If we denote the new boosted coordinate frame using primes, we can
write
g′00 = 1 + 2φ
′ g′11 = −
1
g′00
g′22 = g
′
33 = −1
where
φ =
Gµ
|x′| .
If we transform back into the original frame using
gµν =
∂ (x′)β
∂xµ
∂ (x′)α
∂xν
g′βα (226)
we find that the metric components are
g00 =
1 + 2φ
1 + 2φ (1− v2) + 2φ g11 =
−1 + 2φv2
1 + 2φ (1− v2) + 2v
2φ (227)
and
g01 = g10 =
2vφ
1 + φ (1− v2) − 2vφ g22 = g33 = −1 (228)
where
φ =
φ′
1− v2 = −
Gω
R
. (229)
Note that R = vt − x is the mean distance between the test particle and the
particle being measured. In order to prevent an event horizon occurring, we
need to have 2φ < 1 and therefore
−2φ′ = 2Gω
R
(
1− v2) < 1. (230)
Let's study the regime where −φ 1. Assume that the world line of the mea-
sured particle is timelike, so that the infinitesimal interval is given by
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ds2 =
(
g00 + 2g10u+ g11u
2
)
dt2 > 0 (231)
where u is the velocity in the x-direction. If we make the simplification α =
1 + 2φ
(
1− v2) , then it can be shown that
u >
1 + 2φ (1 + α)
1− 2φv2 (1 + α) (232)
and
u
1− u > −
1
2
(1 + 2φ) . (233)
The time τ (from the point of view of the measured particle) required for
the test particle to move a distance R away from the measured particle is at
least τ & R/(1−u), in which time the measured particle moves a distance
L = uτ & R u
1− u &
R
2
(−1− 2φ) . (234)
Given the limit we are working in, we have that
L & Gω. (235)
Projection onto the x-axis gives us ∆x & Gω sin . Let us now consider a photon
with frequency ω moving along the x direction. If this photon scatters from a
particle lying on the x axis, classical optics tells us that the wavelength of the
photon sets a limit to the possible resolution ∆x :
∆x & 1
2piω sin 
. (236)
This gives us a minimum measurable length of
∆x &
√
G = lP . (237)
7.1 Imposing a Minimum Length
Since we can't perform any physical measurement to measure any lengths less
than lp, it might make sense to say that spacetime is a lattice; it resembles
a net rather than a rubber sheet. Events in spacetime can therefore only be
finitely close together and if we want to travel anywhere, we must jump from
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one point to the next. Unfortunately, simply putting spacetime on a lattice
breaks the diffeomorphism invariance of Einstein's gravity. We therefore need a
more subtle way to impose a minimal length into the theory.
7.2 Non-commutative Geometry
Although it might not be immediately obvious, non-commutative geometry
plays an important role in ordinary quantum mechanics. Classically, we are
used to dealing with a phase space of position ~x and momentum ~p and a com-
mutator between the two variables being zero:
[~x, ~p] = 0 (238)
If we think of phase space as a manifold, then in quantum mechanics the coor-
dinates on the phase space manifold obey the commutation relation
[xˆ, pˆ] = i~ (239)
which tells us that the geometry of the phase space manifold is, in fact, non-
commutative. We also know from quantum mechanics that it is not a foundation
of the theory that the variables for position and momentum must take on only
discrete values; the phase space of the quantum world is not a lattice. Posi-
tion and momentum are continuous variables but we may not measure them
to arbitrary accuracy at the same time. This forms a key realization in how a
non-commutative geometry is different to a discrete lattice of points - variables
may take on continuous values but it may not be possible to perform some
measurements to arbitrary accuracy. Imposing the commutator
[ ~x1, ~x2] = iε (240)
(where ε is some currently unspecified constant) is not the same as simply forc-
ing spacetime onto a lattice so it might be a way to implement some alternate
microstructure of spacetime while simultaneously sidestepping the problems as-
sociated with placing spacetime on a lattice.
There is an excellent reason to declare that the coordinates on a manifold
do not commute. Recall that we can write entropy as
S = k ln Ω (241)
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where Ω is the number of states accessible to the system. Since Ω is an inte-
ger, the value of S cannot be continuous - it can only take on certain values.
If we take the black hole entropy as S = 1/4A, we are met with a contradic-
tion. In classical geometry, A is continuous, but if we put this into (241) we get
that S ∼ lnA. Statistically we therefore have that S is not continuous but in
black hole thermodynamics it is. Implementing the commutation relation (240)
forces areas (such as null horizons) to only take on integer values. By introduc-
ing non-commutative geometry, we can reconcile the contradiction between our
statistical idea of entropy and entropy in black hole thermodynamics.
7.2.1 The Moyal ?-Product
Now that we have decided that we want the coordinates on our manifold to
not commute, we would like to find a simple way to work with this non-
commutativity. To do this, we are going to replace multiplication of functions
living on the manifold with a new product called the Moyal star product. This
is an operation which obeys the desirable properties of associativity, bilinearity
and the Leibniz product rule [25][26]:
(f ? g) ? h = f ? (g ? h)
af ? bg = abf ? g
∂µ(f ? g) = (∂µf) ? g + f ? (∂µg).
We can also expand the ?-product as a power series in the non-commutative
parameter by writing
f(x)?g(x) = exp
[
i
2
θij
∂
∂αi
∂
∂βj
]
f (x+ α) g (x+ β) = fg+i
1
2
θij∂if∂jg+O(θ
2)
(242)
which means that whenever we want to use the ?-product, we simply expand
the functions we are multiplying together to the desired accuracy.
Doing non-commutative geometry in this way is highly desirable because
we need only work with functions which we already know and their derivatives
which we can calculate.
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7.3 The Tetrad Formalism and Gravity as a Gauge Theory
We are going to briefly review the tetrad formalism of general relativity in order
to bring out a salient point - gravity can be thought of as a gauge theory [1]. In
the following section, we will see how this will allow us to implement a minimum
length in a fairly subtle and interesting way.
It is common to use the partial derivatives at a point on a manifold to define
a set of basis vectors eˆ(µ) = ∂µ at that point; call these the 'coordinate basis
vectors'. This is not the only set of bases which we are allowed to construct at
any given point on the manifold. We have a huge amount of freedom to choose
almost any set of bases we want and we are going to exploit that freedom in
order to set up a set of orthonormal bases. Let us therefore choose eˆ(a) and eˆ(b)
such that
g
(
eˆ(a), eˆ(b)
)
= ηab.
Since any vector can be expressed as a linear combination of the basis vectors,
we can say that eˆ(µ) = e
a
µeˆ(a), where e
a
µ is a matrix relating the vector eˆ(µ) to
the vector eˆ(a). We call these matrices 'tetrads'. To arrive at the inverse of a
tetrad, switch its upper and lower indices. These satisfy
eµae
a
ν = δ
µ
ν e
a
µe
µ
b = δ
a
b
and we can also use them to switch back to the coordinate basis vectors:
eˆ(a) = e
µ
a eˆ(µ).
The tetrads and their inverses therefore allow us to switch back and forth be-
tween the metric tensor and the Minkowski metric:
gµνe
µ
ae
ν
b = ηab
gµν = e
a
µe
b
νηab.
To set up an orthonormal basis of one forms, we need only state that we wish
to preserve the relationship
θˆ(a)eˆ(b) = δ
a
b
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from which it follows that θˆ(µ) = eµa θˆ
(a) and θˆ(a) = eaµθˆ
(µ).
Since we can write any vector as a linear combination of the basis vectors,
we can use the tetrads to transform the vector components:
V a = eaµV
µ.
This indicates that we are using tetrads to switch between Latin and Greek
indices. Regardless of the rank of the tensor, we can switch between the two
bases by contracting with the required amount of tetrads:
V a b = e
a
µV
µ
b = e
ν
bV
a
ν = e
a
µe
ν
bV
µ
ν .
If we wish to change the orthonormal basis vectors while preserving the or-
thonormality condition, we will implement changes of the type
eˆ(a) → eˆ(a′) = Λa′ a(x)eˆa
where the position-dependent transformations Λa′
a leave the form of the metric
the same:
Λa′
aΛb′
bηab = ηa′b′ .
These transformations are the usual Lorentz transformations, only now there is a
different, local Lorentz transform for each point on the manifold. By making use
of tetrads, it becomes clear that we can not only perform coordinate transforms,
but also Lorentz transforms of tensors with Greek indices.
Recall that in the usual formalism, we often dealt with the connection which,
although it carried indices, did not transform as a regular tensor. In order to get
the tetrad form of the connection, we cannot simply contract the connection with
the eaµ matrices. In order to work in the tetrad frame, we are going to introduce
something called the spin connection to replace the ordinary connection. Each
Latin index gets a spin connection:
∇µXa b = ∂µXa b + ω aµ cXc b − ω cµ bXa c.
The spin connection and regular connection are related by
Γνµλ = e
ν
a∂µe
a
λ + e
ν
ae
b
λω
a
µ b
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and
ω aµ b = e
a
νe
λ
bΓ
ν
µλ − eλb ∂µeaλ.
The spin connection obeys the transformation law:
ω a
′
µ b′ = Λ
a′
aΛb′
bω aµ b − Λb′ c∂µΛa
′
c.
A key benefit in writing out general relativity in the tetrad formalism is that
it allows us to plainly see how the theory is gauge invariant. When it comes
to differential geometry, we deal with the tangent space and cotangent space
of a manifold. In gauge theories, we have to deal with internal vector spaces
which are defined as extra information for each point on the manifold. The
combination of the tangent space and the internal vector spaces is called the
fiber bundle. We also need a structure group which tells us how to sew together
the fibers on overlapping coordinate patches.
Suppose that some field φA (xµ) lives in this bundle. If the metric is Lorentzian
and we sew the fibers together with rotations, then the field is left unchanged
under SO(3) rotations of the form
φA (xµ)→ φA′ (xµ) = OA′ A(xµ)φA (xµ) .
A theory invariant under this sort of translation is a gauge theory. If we try to
take the partial derivative ∂µ of our new field, we will gain an extra term due
to the dependence of OA
′
A on position. To combat this, we do as before and
introduce a connection which we will call A Aµ B . Under gauge transformations,
this will transform as
A A
′
µ B′ = O
A′
AO
B
B′A
A
µ B −O CB′∂µOA
′
C
which looks exactly like the transformation law for the spin connection. This
construction illustrates mathematically just how gravity is a gauge theory.
7.4 The Seiberg-Witten Map
Let's now demonstrate that if we know what a gauge theory looks like a com-
mutative manifold, we will be able to write down what the same theory looks
like if it lived on a non-commutative manifold. For Rn with coordinates xi we
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impose coordinate non-commutativity by saying that the coordinates obey the
algebra [26]:
[
xi, xj
]
= iθij
where θ is real. We want to use this to deform the algebra of functions living
on Rn to a non-commutative algebra such that
f ? g = fg + i
1
2
θij∂if∂jg +O(θ
2). (243)
The unique solution to this problem is:
f(x)?g(x) = exp
[
i
2
θij
∂
∂αi
∂
∂βj
]
f (x+ α) g (x+ β) = fg+i
1
2
θij∂if∂jg+O(θ
2).
If the functions f and g are matrix-valued functions then the star product
becomes the tensor product of matrix multiplication with the star product of
functions as just defined.
For a commutative gauge theory, we write the gauge transformations and
field strength as
δλAi = ∂i + i [λ,Ai] ,
Fij = ∂iAj − ∂jAi − i [Ai, Aj ]
and
δλFij = i [λ, Fij ] .
For a non-commutative gauge theory, we are going to use the same formulae
for the gauge transformation law and the field strength, except that the matrix
multiplication is defined by the star product. If the gauge parameter is λˆ the
gauge transformations and field strength of non-commutative Yang-Mills theory
are:
δˆλˆAˆi = ∂iλˆ+ iλˆ ? Aˆi − iAˆi ? λˆ
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Fˆij = ∂iAˆj − ∂jAˆi − iAˆi ? Aˆj + iAˆj ? Aˆi
δˆλˆFˆij = iλˆ ? Fˆij − iFˆij ? λˆ.
To the first order in θ, these expressions are:
δˆλˆAˆi = ∂iλˆ− θkl∂kλˆ∂lAˆi +O(θ2)
Fˆij = ∂iAˆj − ∂jAˆi − θkl∂kAˆi∂lAˆj +O(θ2)
δˆλˆFˆij = −θkl∂kλˆ∂lFˆij +O(θ2).
We are now going to find a mapping from ordinary gauge fields A to non-
commutative gauge fields Aˆ which are local to any finite order in θ. We also
require that if two ordinary gauge fields A and A′ are equivalent by an ordinary
gauge transformation U = exp(iλ), then the non-commutative gauge fields Aˆ
and Aˆ′ will be gauge equivalent by a non-commutative gauge transformation
U = exp(iλˆ). Note that λˆ depends on A and λ.
Let's now take the gauge fields to be of rank N , so that the gauge parameters
are N × N matrices. We want a mapping between commutative and non-
commutative fields such that
Aˆ(A) + δˆλˆAˆ(A) = Aˆ(A+ δλA) (244)
where the variables λ and λˆ are infinitesimal. This ensures that if we transformA
by λ, then the transformation of Aˆ by λˆ is equivalent. This forces ordinary fields
which are gauge-equivalent to be mapped to non-commutative gauge fields which
are also gauge-equivalent. Let's work to first order in θ and write Aˆ = A+A′(A)
and λˆ(λ,A) = λ+ λ′(λ,A). Thus, we expand (234) as
A′i(A+δλA)−A′i(A)−∂iλ′−i [λ′, Ai]−i [λ,A′i] = −
1
2
θkl (∂kλ∂lAi + ∂lAi∂kλ)+O(θ
2)
(245)
where all the products appearing in the above are ordinary matrix products.
Equation (235) is solved by
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Aˆi(A) = Ai +A
′
i(A) = Ai −
1
4
θkl {Ak, ∂lAi + Fli}+O(θ2) (246)
and
λˆi(λ,A) = λ+ λ
′
i(λ,A) = λ+
1
4
θij {∂iλ,Aj}+O(θ2). (247)
We can thus write the gauge strength as
Fˆij = Fij +
1
4
θkl (2 {Fik, Fjl} − {Ak, DlFij + ∂lFij}) +O(θ2). (248)
where Dl is the covariant derivative. Equations (236), (237) and (238) tell us
what a gauge theory would look like if it were to live on a non-commutative
manifold and it does so in terms of what the field looks like on a regular, com-
mutative manifold. We therefore have a new non-commutative theory expressed
entirely in terms of expressions and functions we already know.
So far, we have only worked to first order. To work to higher orders in θ,
consider mapping the field Aˆ(θ) to Aˆ(θ+δθ). The only property of the ?−product
that one needs to check in order to see that (236) and (237) satisfy (234) is
δθij
∂
∂θij
(f ? g) =
i
2
δθij
∂f
∂xi
?
∂g
∂xj
(249)
when θ = 0. Since this is true for any value of θ, we can write down formulas
which tell us how Aˆ(θ) and λˆ(θ) change when θ is varied. These are:
δAˆi(θ) = δθ
kl ∂
∂θkl
Aˆi(θ) = −1
4
δθkl
[
Aˆk ?
(
∂lAˆi + Fˆli
)
+
(
∂lAˆi + Fˆli
)
? Aˆk
]
(250)
δλˆ(θ) = δθkl
∂
∂θkl
λˆ(θ) = −1
4
δθkl (∂kλ ? Al +Al ? ∂kλ) (251)
and [26]
δFˆij(θ) = δθ
kl ∂
∂θkl
Fˆij(θ) =
− 14δθkl
[
2Fˆik ? Fˆjl + 2Fˆjl ? Fˆik
−Aˆk ?
(
DˆlFˆij + ∂lFˆij
)
−
(
DˆlFˆij + ∂lFˆij
)
? Aˆk
]
(252)
90
7.4.1 The Seiberg-Witten Map and Gravity
Let's take what we have learned from the Seiberg-Witten map and apply it
to the tetrad formalism of gravity. As before, this will tell us what geometric
variables would look like were they to live on a non-commutative manifold and
do so in terms of what we already know.
The U(N) gauge fields are subject to the conditions Aˆ†µ = −Aˆµ. This con-
dition is maintained under the transformation [26]:
Aˆgµ = gˆ ? Aˆµ ? gˆ
−1
? − gˆ ? ∂µgˆ−1?
where gˆ ? gˆ−1? = 1 = gˆ
−1
? ? gˆ. Introduce the gauge fields ωˆ
AB
µ which are subject
to:
ωˆAB†µ (x, θ) = −ωˆABµ (x, θ)
ωˆABµ (x, θ)
r ≡ ωˆABµ (x,−θ) = −ωˆABµ (x, θ).
Expanding these fields in terms of θ :
ωˆABµ (x, θ) = ω
AB
µ − iθνρωABµνρ + . . .
The above conditions tell us that the terms in the expansion must satisfy:
ωABµ = −ωBAµ , ωABµνρ = ωBAµνρ.
We assume that these new, deformed fields are related to the old fields via the
Seiberg-Witten map. This is defined by the property
ωˆABµ (ω) + δλˆωˆ
AB
µ (ω) = ωˆ
AB
µ (ω + δλω)
where gˆ = eλˆ and the infinitesimal transformation of of ωABµ is given by
δλω
AB
µ = ∂µλ
AB + ωACµ λ
CB − λACωCBµ .
The deformed fields are given by the same expression, but with matrix multi-
plication replaced by the star product:
δλˆωˆ
AB
µ = ∂µλˆ
AB + ωˆACµ ? λˆ
CB − λˆAC ? ωˆCBµ .
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To solve this equation we write
ωˆABµ = ω
AB
µ + ω
′AB
µ
λˆAB = λAB + λ′AB
where ω′ and λ′ are both functions of θ. We substitute this into the variational
equation to get:
ωABµ (ω + δω)− ω
′AB
µ (ω)
= ∂µλ
′AB + ωACµ λ
′CB − λ′CBωCBµ + ω
′AC
µ λ
CB − λACω′CBµ
+
i
2
θνρ
(
∂νω
AB
µ ∂ρλ
CB + ∂ρλ
AC∂νω
CB
µ
)
.
This is solved to first order in θ by:
ωˆABµ = ω
AB
µ −
i
4
θνρ {ων , ∂ρωµ +Rρµ}AB +O(θ2) (253)
λˆAB = λAB +
i
4
θνρ {∂νλ, ωρ}AB +O(θ2).
Using the same logic as in the previous section, we can write the deformed fields
to all orders as [26]
δωˆABµ =
i
4
θνρ
{
ωˆν ,? ∂ρωˆµ + Rˆρµ
}AB
, (254)
while noting that we use the ?-product when expanding the anti-commutator
where [26]
RˆABµν = ∂µωˆ
AB
ν − ∂ν ωˆABµ + ωˆACµ ? ωˆCBν − ωˆACν ? ωˆCBµ . (255)
From now on, we are going to work to second order in the non-commutative
parameter. Thus, before we can write (245) entirely in terms of undeformed
variables, we need to determine the second-order corrections to the spin connec-
tion. To do this, take the first order corrections in (243) and insert them into
(244) and then integrate. This gives us a second order correction of [26]
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1
32θ
νρθκσ ({ωκ, 2 {Rσν , Rµρ} − {ων , (DρRσµ + ∂ρRσµ)} − ∂σ {ων , (∂ρωµ +Rρµ)}}AB
+ [∂νωκ, ∂ρ (∂σωµ +Rσµ)]
AB − {{ων , (∂ρωκ +Rρκ)} , (∂σωµ +Rσµ)}AB
)
.
(256)
We need to now determine the deformed tetrad eˆaµ in terms of undeformed
variables. To do this, we treat the tetrad as the gauge field of the translational
generator of the inhomogeneous Lorentz group. This is done by contracting
SO(4, 1) to ISO(3, 1). If our SO(4, 1) gauge field is ωABµ , then we define the
field strength to be
RABµν = ∂µω
AB
ν + ∂νω
AB
µ + ω
AC
µ ω
CB
ν + ω
AC
ν ω
CB
µ (257)
where A = a, 5. Now define ωa5µ = ke
a
µ so that we get
Rabµν = ∂µω
ab
ν − ∂νωabµ + ωacµ ωcbν + k2
(
eaµe
b
ν − eaνebµ
)
(258)
and
Ra5µν = kT
a
µν = k
(
∂µe
a
ν − ∂νeaµ + ωacµ ecν − ωacν ecµ
)
. (259)
Now perform the contraction by taking k → 0 and impose the condition T aµν = 0
so that we can solve for ωabµ in terms of e
a
µ.
For the deformed case, we write ωˆa5µ = ke
a
µ and ωˆ
55
µ = kφˆµ. We need not
impose that Tˆ aµν = 0 because φu drops out when k → 0. This gives us the
deformed tetrad to second order as [26]
eˆaµ = e
a
µ − i4θνρ
(
ωacµ ∂ρe
c
µ +
(
∂ρω
ac
µ +R
ac
ρµ
)
ecν
)
+ 132θ
νρθκσ
(
2 {Rσν , Rµρ}ac ecκ − ωacκ
(
DρR
cd
σµ + ∂ρR
cd
σµ
)
edν
−{ων , (DρRσµ + ∂ρRσµ)}ad edκ − ∂σ {ων , (∂ρωµ +Rρµ)}ac ecκ
−ωacκ ∂σ
(
ωcdν ∂ρe
d
µ +
(
∂ρω
cd
µ +R
cd
ρµ
)
edν
)
+ ∂νω
ac
κ ∂ρ∂σe
c
µ
−∂ρ
(
∂σω
ac
µ +R
ac
σµ
)
∂nue
c
κ − {ων , (∂ρωκ +Rρκ)}ac ∂σecµ
− (∂σωacµ +Racσµ) (ωcdν ∂ρedκ + (∂ρωcdκ +Rcdρκ) edν)) .
(260)
We now have a deformed spin connection entirely in terms of normal geometric
variables as well as a deformed tetrad entirely in terms of normal geometric
variables. We are now going to see how we can use these 'basic' indexed objects
to build up more complex objects such as RˆABµν in (255).
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We only want terms up to the second order, so let us expand RˆABµν as:
Rˆabµν = R
ab
µν + iθ
ρτRabµνρτ + θ
ρτθκσRabµνρτκσ. (261)
Expanding the first two terms in (245) gives us
∂µω
AB
ν − ∂µiθρτωABνρτ + ∂µθρτθκσωABνρτκσ
−∂νωABµ + ∂νiθρτωABµρτ − ∂νθρτθκσωABµρτκσ
. (262)
We now need to evaluate the star product
ωˆACµ ? ωˆ
CB
ν (263)
and by doing so we need to only switch the µ and ν symbols to get the last
term. To second order, the star product is
f ? g = fg +
i
2
θij∂if∂jg − 1
4
θijθkl∂i∂kf∂j∂lg (264)
so the second-order approximation to (253) becomes
ωˆACµ ? ωˆ
CB
ν = ωˆ
AC
µ ωˆ
CB
ν +
i
2
θij∂iωˆ
AC
µ ∂jωˆ
CB
ν −
1
4
θijθkl∂i∂kωˆ
AC
µ ∂j∂lωˆ
CB
ν . (265)
It is important to remember that the spin connections in the above are still the
deformed versions, we need to expand them first and only then evaluate the star
product explicitly. Let's do this term-by-term. From ωˆACµ ωˆ
CB
ν we get
(
ωACµ − iθρτωACµρτ + θρτθκσωACµρτκσ
) (
ωCBν − iθρτωCBνρτ + θρτθκσωCBνρτκσ
)
(266)
which expands to 9 terms:
ωACµ ω
CB
ν − iθρτωACµρτωCBν + θρτθκσωACµρτκσωCBν
−iθρτωACµ ωCBνρτ − θρτθκσωACµρτωCBνκσ − iθρτθκσθδλωCBνρτωACµκσδλ
+θρτθκσωCBνρτκσω
AC
µ − iθρτθκσθδλωACµρτωCBνκσδλ + θρτθκσθδλθηφωACµρτκσωCBνδληφ
.
(267)
Now we repeat the above for the next term in (265),
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i2
θij
[
∂i
(
ωACµ − iθρτωACµρτ + θρτθκσωACµρτκσ
)
∂j
(
ωCBν − iθρτωCBνρτ + θρτθκσωCBνρτκσ
)]
(268)
which also gives us 9 terms
i
2θ
ij∂iω
AC
µ ∂jω
CB
ν +
1
2θ
ijθρτ∂iω
AC
µ ∂jω
CB
νρτ +
i
2θ
ij∂iω
AC
µ θ
ρτθκσ∂jω
CB
νρτκσ
+ 12θ
ijθρτ∂iω
AC
µρτ∂jω
BC
ν − i2θijθρτθκσ∂iωACµρτ∂jωCBνκσ
+ 12θ
ijθρτθκσθδλ∂iω
AC
µρτ∂jω
CB
νκσδλ +
i
2θ
ijθρτθκσ
(269)
The calculation for the final term in (265) proceeds in the same manner. We
get:
− 14θijθkl
[
∂i∂k
(
ωACµ − iθρτωACµρτ + θρτθκσωACµρτκσ
)
∂j∂l
(
ωCBν − iθρτωCBνρτ + θρτθκσωCBνρτκσ
)]
= − 14θijθkl
[(
∂i∂kω
AC
µ − iθρτ∂i∂kωACµρτ + θρτθκσ∂i∂kωACµρτκσ
)(
∂j∂lω
CB
ν − iθρτ∂j∂lωCBνρτ + θρτθκσ∂j∂lωCBνρτκσ
)]
= − 14θijθkl
[
∂i∂kω
AC
µ ∂j∂lω
CB
ν − iθρτ∂i∂kωACµ ∂j∂lωCBνρτ + θρτθκσ∂i∂kωACµ ∂j∂lωCBνρτκσ
−iθρτ∂i∂kωACµρτ∂j∂lωCBν + θρτθκσ∂i∂kωCBνρτ∂j∂lωCBνκσ
−iθρτθκσθµλ∂i∂kωACµρτ∂j∂lωCBνκσµλ + θρτθκσ∂i∂kωACµρτκσ∂j∂lωCBν
−iθρτθκσθµλ∂i∂kωACµρτκσ∂j∂lωCBνµλ + θρτθκσθµλθξφ∂i∂k ωACµρτκσ∂j∂lωCBνµλξφ
]
(270)
Looking at the terms in equations (267), (269) and (270), we notice that we
have begun to pick up terms which run as high as sixth order! Since we are
only working to second order, we will neglect those terms. Once we have thrown
those terms away, we can begin to match the zeroth, first and second terms to
the correct parts in (251). After changing some dummy indices, we get:
Rabµν = ∂µω
ab
ν + ∂νω
ab
µ + ω
ac
µ ω
cb
ν + ω
ac
ν ω
cb
µ
Rabµνρτ = ∂µω
ab
νρτ + ω
ac
µ ω
cb
νρτ + ω
ac
µρτω
cb
ν − 12∂ρωacµ ∂τωcbν − µ↔ ν
Rabµνρτκσ = ∂µω
ab
νρτκσ + ω
ac
µ ω
cb
νρτκσ + ω
ac
µρτκσω
cb
ν − ωacµρτωcbνκσ
− 14∂ρ∂κωacµ ∂τ∂σωcbν − µ↔ ν.
(271)
Where we already know the zeroth, first and second order values for ωacµ and ω
cb
ν .
We now have everything we need to compute the mixed tensor in (245) totally
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in terms of geometric variables we already know. Although it has required much
legwork to get to this point, we have managed to demonstrate that it is possible
to introduce a minimum length scale without needing to know anything more
than we already know from the continuous geometry of a normal manifold.
7.5 The Non-commutative Raychaudhuri Equation
7.5.1 The Deformed Riemann Tensor
From the previous section, we see that we have all we need to write down what
geometric quantities would look like if they lived on a non-commutative man-
ifold. Let us therefore take these variables and derive a new expression which
tells us what the Raychaudhuri equation would look like if it lived on a non-
commutative manifold. To do this, we are going to repeat the derivation of the
Raychaudhuri equation but we will replace multiplication with the star product
and replace all the geometric variables with their deformed counterparts.
The first step to take is to find an expression for the deformed Riemann
tensor which appears in the Raychaudhuri equation. Equation (257) will not
suffice because it mixes tetrad indices with coordinate-frame indices whereas we
want a Riemann tensor with only coordinate-frame indices. We can accomplish
this by taking a cue from (255) and writing
Rσµνρ = ∂νΓ
σ
µρ − ∂ρΓσµν + ΓσανΓαµρ − ΓσαρΓαµν (272)
as
Rˆσµνρ = ∂ν Γˆ
σ
µρ − ∂ρΓˆσµν + Γˆσαν ? Γˆαµρ − Γˆσαρ ? Γˆαµν . (273)
At this point we have expressions for the deformed tetrad and the deformed
spin connection, but we do not have an expression for the deformed Christoffel
symbol. To find expressions for the Christoffel symbols, we turn to the classical
relation
Γνµλ = e
ν
a∂µe
a
λ + e
ν
ae
b
λω
a
µb (274)
and turn it into the deformed relation
Γˆνµλ = eˆ
ν
a ? ∂µeˆ
a
λ + eˆ
ν
a ? eˆ
b
λ ? ωˆ
a
µb (275)
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by adding stars and hats. Since we already know what eˆνa and ωˆ
a
µb look like, all
that remains is to find the first and second corrections to the Christoffel symbols
by evaluating the star products. Begin by expanding to second order:
Γˆνµλ = Γ
ν
µλ − iθxyΓνµλxy + θxyθpqΓνµλxypq. (276)
Then, just as before, we can explicitly evaluate (275) and match the first and
second order terms which come out of the calculation to the correct terms in
(276). After discarding terms of order three and greater, we get the results:
Γνµλ = e
ν
a∂µe
a
λ + e
ν
ae
b
λω
a
µb, (277)
Γνµλxy =
−eνa∂µeaλxy −eνaxy∂µeaλ
− 12∂xeνa∂y∂µeaν −ebλxyeνaωaµb
+eνaxye
b
λω
a
µb
1
2∂xe
ν
a∂ye
b
λω
a
µb
+eνae
b
λω
a
µbxy −∂xevaebλ∂yωaµb
, (278)
and
Γνµλxypq =
+eva∂µe
a
λxypq −evaxy∂µeaλpq
+evaxypq∂µe
a
λ − 12∂xeva∂y∂µeaνpq
− 12∂xeνapq∂y∂µeaν − 14∂x∂peva∂y∂q∂µeaν
+ebλxypqe
v
aω
a
µb −eνaxyebλpqωaµb
+eνaxypqe
b
λω
a
µb − 12∂yebλpq∂xeνaωaµb
− 14∂x∂peνa∂y∂qebλωaµb +ebλxyeνaωaµbpq
+eνaxye
b
λω
a
µbpq +
1
2∂xe
ν
a∂ye
b
λω
a
µbpq
+eνae
b
λω
a
µbxypq − 12∂xebλpqeνa∂yωaµb
− 12∂xeνapqebλ∂yωaµb − 14∂x∂peνa∂q∂yebλωaµb
− 14∂x∂peνaebλ∂y∂pωaµb
. (279)
Encouragingly, we see that this matches to first order. Every single factor
that appears in (277), (278) and (279) has already been calculated. So even
though expressing (252) in terms of classical index quantities would be incredibly
tedious, it would be totally straightforward.
Now that we know what the Christoffel symbols would look like on a de-
formed manifold, let's calculate (273). Since we are only working to second
order, we are going to expand it as
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Rˆνµδλ = R
ν
µδλ + iθ
ρτRνµδλρτ + iθ
ρτθκσRνµδλρτκσ (280)
just like the mixed tensor. By following the exact method we used in the
calculations for equations (260) - (270), we can show that the zeroth, first and
second order terms in (280) are
Rνµδλ = ∂δΓ
ν
µλ − ∂µΓνδλ + ΓαµλΓναδ + µ↔ δ (281)
Rνµδλρτ = −∂δΓνµλρτ + ∂µΓνδλρτ − ΓαµλΓναδρτ − ΓαµλρτΓναδ
+ 12∂ρΓ
α
µν∂τΓ
ν
αδ + µ↔ δ
(282)
and
Rνµδλρτκσ = ∂δΓ
ν
µλρτκσ − ∂µΓνδλρτκσ + ΓαµλΓναδρτκσ
+ΓαµλρτΓ
ν
αδκσ +
1
2∂ρΓ
α
µν∂τΓ
ν
αδκσ
+ 12∂ρΓ
α
µνκσ∂τΓ
ν
αδ − 14∂ρ∂κΓαµλ∂τ∂σΓναδ + µ↔ δ.
(283)
Computing the terms in the deformed Riemann tensor is a necessary step we
needed to take, but one must recall that the Riemann tensor appears in the
Raychaudhuri equation due to the fact that covariant derivatives do not com-
mute. Up until this point, we have not explored what a covariant derivative
would look like if it operated on a manifold with a minimum length. It is there-
fore necessary that we develop a prescription for a covariant derivative which
reproduces (273) when we calculate its anti-commutator.
7.5.2 Inventing a Deformed Covariant Derivative
Classically, we have
∇νV ρ = ∂νV ρ + ΓρνσV σ (284)
and we say that when a covariant derivative acts on a tensor, we pick up one
Christoffel symbol for each index; positive for up indices and negative for down
indices. I propose that a deformed covariant derivative acts in almost exactly
the same way:
∇ˆνV ρ = ∂ν Vˆ ρ + Γˆρνσ ? Vˆ σ (285)
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All we need do is keep the partial derivative and use the deformed Christoffel
symbol with a star product instead of regular multiplication. The true test is
to take the star product anti-commutator and see what results. Classically, we
compute the anti-commutator as
[∇δ∇µ −∇µ∇δ]Xv (286)
= ∂δ (∇µXv)− Γαδµ∇αXv + Γvδσ∇µXσ
−∂µ (∇δXv) + Γαµδ∇αXv − Γvµσ∇δXσ
(287)
= ∂δ
(
∂µX
v + ΓvµαX
α
)− Γαδµ (∂αXv + ΓvασXσ) + Γvδσ (∂µXσ + ΓσµαXα)
−∂µ (∂δXv + ΓvδαXα) + Γαµδ (∂αXv + ΓvασXσ)− Γvµσ (∂δXσ + ΓσδαXα)
(288)
= ∂δ∂µX
v + ∂δΓ
v
µαX
α − Γαδµ∂αXv − ΓαδµΓvασXσ + Γvδσ∂µXσ + ΓvδσΓσµαXα
−∂µ∂δXv − ∂µΓvδαXα + Γαµδ∂αXv + ΓαµδΓvασXσ − Γvµσ∂δXσ − ΓvµσΓσδαXα
.
(289)
Now we assume the no-torsion condition Γijk = Γ
i
kj to arrive at the result
[
∂δΓ
v
µλ − ∂µΓvδλ + ΓvδσΓσµλ − ΓvµσΓσδλ
]
= Rvλδµ. (290)
Before we can repeat the above calculation using the star product and show
that this prescription for a deformed covariant derivative does indeed reproduce
(273), we need to show that the star product is distributive. Namely that if
f = (a+ b+ c) (291)
then we will get
f ? g = a ? g + b ? g + c ? g. (292)
It is fairly obvious that this is true, since
f?g = (a+b+c)?g = (a+b+c)g+
i
2
θρτ∂ρ(a+b+c)∂τg−1
4
θρτθκσ∂ρ∂κ(a+b+c)∂τ∂σg.
(293)
which gives us
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f ? g = ag + i2θ
ρτ∂ρa∂τg − 14θρτθκσ∂ρ∂κa∂τ∂σg
+bg + i2θ
ρτ∂ρb∂τg − 14θρτθκσ∂ρ∂κb∂τ∂σg
+cg + i2θ
ρτ∂ρc∂τg − 14θρτθκσ∂ρ∂κc∂τ∂σg.
(294)
We also know
a ? g = ag +
i
2
θρτ∂ρa∂τg − 1
4
θρτθκσ∂ρ∂κa∂τ∂σg (295)
which means that we can repeat (293) for b and c to prove distributivity.
Let us now redo the calculation for (286), but add star products and de-
formed Christoffel symbols. Begin with
[
∇ˆδ∇ˆµ − ∇ˆµ∇ˆδ
]
? Xv (296)
so we get
= ∂δ
(
∇ˆµXv
)
− Γˆαδµ ?
(
∇ˆαXv
)
+ Γˆvδσ ?
(
∇ˆµXσ
)
−∂µ
(
∇ˆδXv
)
+ Γˆαµδ ?
(
∇ˆαXv
)
− Γˆvµσ ?
(
∇ˆδXσ
)
.
(297)
Note that I should strictly be writing Xˆv and Γˆvασ ? X
σ. I am not going to do
this because I am only using the Xv to keep track of indices - nothing more.
Now do as before and expand (297):
= ∂δ
(
∂µX
v + ΓˆvµαX
α
)
− Γˆαδµ ?
(
∂αX
v + ΓˆvασX
σ
)
+ Γˆvδσ ?
(
∂µX
σ + ΓˆσµαX
α
)
−∂µ
(
∂δX
v + ΓˆvδαX
α
)
+ Γˆαµδ ?
(
∂αX
v + ΓˆvασX
σ
)
− Γˆvµσ ?
(
∂δX
σ + ΓˆσδαX
α
)
.
(298)
Now use the distributive property of the ?-product:
= ∂δ∂µX
v + ∂δΓˆ
v
µαX
α − Γˆαδµ ? ∂αXv − Γˆαδµ ? ΓˆvασXσ + Γˆvδσ ? ∂µXσ + Γˆvδσ ? ΓˆσµαXα
−∂µ∂δXv +−∂µΓˆvδαXα + Γˆαµδ ? ∂αXv + Γˆαµδ ? ΓˆvασXσ − Γˆvµσ ? ∂δXσ − Γˆvµσ ? ΓˆσδαXα.
(299)
At this stage in the undeformed version, we said that the no-torsion condition
exists, that Γijk = Γ
i
kj and a whole bunch of terms drop out to give us what we
need. However, if we were to make the statement that Γˆijk = Γˆ
i
kj we would be
saying
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Γνµλ − iθxyΓνµλxy + θxyθpqΓνµλxypq = Γνλµ − iθxyΓνλµxy + θxyθpqΓνλµxypq (300)
which is the assumption we are going to make. By doing this, we can eliminate
all the unwanted terms in (299) just like we did in (289) and arrive at
[
∂δΓˆ
v
µλ − ∂µΓˆvδλ + Γˆvδσ ? Γˆσµλ − Γˆvµσ ? Γˆσδλ
]
Xν = Rˆvλδµ (301)
which demonstrates exactly what we need - the anti-commutator of our de-
formed covariant derivative gives us the deformed Riemann tensor.
7.5.3 The Leibniz/Product Rule for the Deformed Covariant Deriva-
tive
The second property of the covariant derivative required by the Raychaudhuri
equation is that the Leibniz rule holds:
∇eXaXb = (∇eXa)Xb +Xa
(∇eXb) . (302)
This may seem trivial, but keep in mind that there is actually a way to show
this by knowing that the covariant derivative adds one Christoffel symbol for
each index
∇eXaXb = ∂e
(
XaXb
)
+ ΓaeµX
µXb + ΓbeµX
aXµ (303)
= (∂eX
a)Xb +Xa
(
∂eX
b
)
+ ΓaeµX
µXb + ΓbeµX
aXµ
which is the same thing as (302).
Does the same rule hold for a deformed covariant derivative? We noted
before that the star product obeys the Leibniz rule for an ordinary partial
derivative, but this does not constitute a proof that it will obey a Leibniz rule
for our deformed covariant derivative. Although it may seem clear that it does
obey a Leibniz rule, let us demonstrate this and remove any doubt. Working in
full, we have
∇ˆeXˆa ? Xˆb = ∂e
(
Xˆa ? Xˆb
)
+ Γˆaeµ ? Xˆ
µ ? Xˆb + Γˆbeµ ? Xˆ
a ? Xˆµ (304)
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which looks like (303). It appears then that our prescription for a covariant
derivative does obey a kind of Leibniz rule. The Leibniz rule and (291) are
really the only two pieces of information we need to repeat the derivation of
Raychaudhuri's equation.
It is not entirely obvious that the term ∂e
(
Xˆa ? Xˆb
)
will end up looking
like the first term of (303). The star-product term should behave that way to
first order, but does it behave that way to higher orders? Let us begin:
∂e
(
Xˆa ? Xˆb
)
= ∂e
(
XˆaXˆb
)
+∂e
[
i
2
θρτ∂ρXˆ
a∂τ Xˆ
b
]
+∂e
[
−1
4
θρτθκσ∂ρ∂κXˆ
a∂τ∂σXˆ
b
]
.
(305)
These results show that the star product obeys, to first order at least, the Leibniz
rule. First order
∂e
(
XˆaXˆb
)
=
(
∂eXˆ
a
)
Xˆb + Xˆa
(
∂eXˆ
b
)
(306)
and second order:
∂e
[
i
2
θρτ∂ρXˆ
a∂τ Xˆ
b
]
=
[
i
2
θρτ∂e
(
∂ρXˆ
a∂τ Xˆ
b
)]
(307)
The expressions ∂ρXˆ
a and ∂τ Xˆ
b are simply functions. This means when acted
on by ∂e, we will get:
∂e
(
∂ρXˆ
a∂τ Xˆ
b
)
=
(
∂e∂ρXˆ
a
)
∂τ Xˆ
b +
(
∂e∂τ Xˆ
b
)
∂ρXˆ
a. (308)
(307) Thus becomes:
i
2
θρτ
[(
∂e∂ρXˆ
a
)
∂τ Xˆ
b + ∂ρXˆ
a
(
∂e∂τ Xˆ
b
)]
. (309)
In a similar way, ∂ρ∂κXˆ
a and ∂τ∂σXˆ
b are also functions. In a similar way, we
process (305)
∂e
[
−1
4
θρτθκσ∂ρ∂κXˆ
a∂τ∂σXˆ
b
]
=
[
−1
4
θρτθκσ∂e
(
∂ρ∂κXˆ
a∂τ∂σXˆ
b
)]
(310)
and say
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∂e
(
∂ρ∂κXˆ
a∂τ∂σXˆ
b
)
=
(
∂e∂ρ∂κXˆ
a
)
∂τ∂σXˆ
b + ∂ρ∂κXˆ
a
(
∂e∂τ∂σXˆ
b
)
. (311)
This means that the third term in (305) becomes:
∂e
[
−1
4
θρτθκσ∂ρ∂κXˆ
a∂τ∂σXˆ
b
]
= −1
4
θρτθκσ
[(
∂e∂ρ∂κXˆ
a
)
∂τ∂σXˆ
b + ∂ρ∂κXˆ
a
(
∂e∂τ∂σXˆ
b
)]
(312)
Now we use the fact that partial derivatives commute and move the ∂e to next
to the vectors, as in ∂e∂ρ∂κXˆ
a will become ∂ρ∂κ∂eXˆ
a, Let's now rewrite the
terms in (309) as
(
∂ρ∂eXˆ
a
)
∂τ Xˆ
b +
(
∂τ∂eXˆ
b
)
∂ρXˆ
a (313)
So then (299) becomes:
i
2
θρτ
[(
∂ρ∂eXˆ
a
)
∂τ Xˆ
b
]
+
i
2
θρτ
[
∂ρXˆ
a
(
∂τ∂eXˆ
b
)]
(314)
Similarly, we have for (302):
− 14θρτθκσ
[(
∂e∂ρ∂κXˆ
a
)
∂τ∂σXˆ
b + ∂ρ∂κXˆ
a
(
∂e∂τ∂σXˆ
b
)]
= − 14θρτθκσ
[(
∂ρ∂κ∂eXˆ
a
)
∂τ∂σXˆ
b
]
− θρτθκσ 14
[
∂ρ∂κXˆ
a
(
∂τ∂σ∂eXˆ
b
)]
(315)
Now combine (306), (314) and (315)
(
∂eXˆ
a
)
Xˆb + i2θ
ρτ
[(
∂ρ∂eXˆ
a
)
∂τ Xˆ
b
]
− 14θρτθκσ
[(
∂ρ∂κ∂eXˆ
a
)
∂τ∂σXˆ
b
]
+Xˆa
(
∂eXˆ
b
)
+ i2θ
ρτ
[
∂ρXˆ
a
(
∂τ∂eXˆ
b
)]
− 14θρτθκσ 14
[
∂ρ∂κXˆ
a
(
∂τ∂σ∂eXˆ
b
)] .
(316)
This allows us to conclude:
∂e
(
Xˆa ? Xˆb
)
=
(
∂eXˆ
a
)
? Xˆb + Xˆa ?
(
∂eXˆ
b
)
. (317)
Ultimately, we have shown that the star product obeys the Leibniz rule for
the deformed covariant derivative:
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∇ˆeXˆa ? Xˆb =
(
∇ˆeXˆa
)
? Xˆb + Xˆa ?
(
∇ˆeXˆb
)
. (318)
7.5.4 Putting The Ingredients Together
We know that we have:
1. A prescription for the deformed covariant derivative.
2. A way to get from equation (296) to (301).
3. A deformed covariant derivative as well as a star product which obey the
Leibniz rule.
We now need only a single remaining ingredient necessary to reproduce the
Raychaudhuri equation - a prescription for the deformed metric. Classically,
the metric and tetrad are related by the fairly simple expression
gµν = ηmne
m
µ e
n
ν (319)
which is readily calculated if one has an explicit expression for the tetrad at all
points on the manifold. While it would be nice to use (319) for our deformed
work, there remains the possibility that if we use it, we might get imaginary
terms appearing in expressions we need to be real. To prevent this, we define
the metric as
gˆµν =
1
2
ηab
(
eˆaµ ? eˆ
b†
ν + eˆ
b
µ ? eˆ
a†
ν
)
(320)
which is real by definition. We now have all the ingredients we need to calculate
the Raychaudhuri equation; we will repeat the entire process simply by adding
stars and hats, knowing that we have explicitly justified each step we are taking.
We can feel confident just shunting symbols about knowing that we have justified
whatever symbol-shunting it is that we need to do.
Before we begin, there is an important point to make regarding the vectors
which appear in the derivation. Since they are deformed versions of the original
tensors, we are going to make the substitution ξa → ξˆa. We will, however at no
point calculate the explicit form of the ξˆa vectors. This is because the vectors
will eventually fall out of the expression for the Einstein Field Equations when
we complete Jacobson's equation. There is no need to explicitly calculate an
expansion for ξˆa when ξˆa is not going to appear in the final answer.
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Since each step has been justified, there is no need to walk through the entire
derivation again. We can do a slightly simplified derivation by writing
Bˆµν = ∇ˆν ? ξˆµ = ∂ν ξˆµ + Γˆανµ ? ξˆα (321)
and define the deformed expansion, shear and twist as
ϑˆ = Bˆµν ? hˆµν , (322)
σˆµν = Bˆ(µν) − 1
2
ϑˆ ? hˆµν (323)
and
ωˆµν = Bˆ[µν]. (324)
Note that from now on we are going to use the variable ϑ instead of θ for
the expansion variable in order to avoid confusing it with the non-commutative
parameter. The Raychaudhuri equation is then derived as
ξˆα ? ∇ˆαBˆµν = ξˆα ? ∇ˆν∇ˆαξˆµ + Rˆδανµ ? ξˆα ? ξˆδ (325)
= ∇ˆν
(
ξˆα ? ∇ˆαξˆµ
)
−
(
∇ˆν ξˆα
)
?
(
∇ˆαξˆµ
)
+ Rˆδανµ ? ξˆ
α ? ξˆδ (326)
= Bˆαν ? Bˆµα + Rˆ
δ
ανµ ? ξˆ
α ? ξˆδ. (327)
Which allows us to take the trace and arrive at
d
dλ
ϑˆ = −1
2
ϑˆ ? ϑˆ− σˆµν ? σˆµν + ωˆµν ? ωˆµν + Rˆαµ ? ξˆα ? ξˆµ. (328)
Equation (328) is a highly desirable expression. It shows that our hats and
stars prescription carries over to the Raychaudhuri equation unchanged.
7.6 A New Gravitational Equation of State
We are now going to take the deformed Raychaudhuri equation and use it to
repeat Jacobson's calculation. We can skip over the conceptual explanation and
start with
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δQ = −κ
ˆ
H
λTˆab ? kˆ
a ? kˆbdλdA (329)
and feel justified doing this integral, for the reasons outlined in. Now we are
going to make use of the deformed Raychaudhuri equation to get
−κ
ˆ
H
λTˆab ? kˆ
a ? kˆbdλdA =
ˆ
H
−λRˆab ? kˆa ? kˆbdλdA. (330)
There is an important point to be made about making the approximation of
negligible twist and shear while retaining terms which may be even smaller. We
must realize that when we set σ and ω equal to zero, we are making a conceptual
statement about spacetime thermodynamics. By doing this, we are more closely
adhering to the gravitational analog of the equilibrium approach to thermody-
namics. Although some leading-order terms of σˆµν and ωˆµν might be larger than
the higher-order terms of Rˆab, these first-order terms more properly belong in
a study of non-equilibrium gravitational thermodynamics [37]. Removing the
integrals from (330) gives us
Tˆab ? kˆ
a ? kˆbdλdA = Rˆab ? kˆ
a ? kˆbdλdA. (331)
and by requiring that our definition for a null surface still holds:
gˆab ? kˆ
a ? kˆb = 0. (332)
We recover
Tˆab ? kˆ
a ? kˆbdλdA =
(
Rˆab + gˆab
)
? kˆa ? kˆbdλdA (333)
which becomes
Tˆab = Rˆab + gˆab. (334)
The Bianchi identities carry through as before, since we are only contracting
indices, this leaves us with:(
2pi
~η
)
Tˆab = Rˆab − 1
2
Rˆ ? gˆab + Λgˆab. (335)
The result in (334) is as pleasing as it is simple, the trouble lies in expand-
ing the expressions to second order in the non-commutative parameter and in
interpreting the non-commutative stress-energy tensor.
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The first issue is not terribly problematic, we could simply work as we have
before and evaluate (334) term-by-term. The Ricci tensor would be expressed
as
Rˆµλ = Rˆ
ν
µνλ
= Rˆ0µ0λ + Rˆ
1
µ1λ + Rˆ
2
µ2λ + Rˆ
3
µ3λ,
(336)
from which we could calculate the deformed Ricci scalar. The star product-term
would be
Rˆ ? gµν = Rˆgˆµν +
i
2
θij∂iRˆ∂j gˆµν − 1
4
θijθkl∂i∂kRˆ∂j∂lgˆµν (337)
and we already have a fairly direct expression for the metric in equation (319).
There are two ways to deal with a stress-energy tensor living on a non-
commutative space. The first, more rigorous way is to proceed as in [30] and
say that Tˆµν is the stress-energy tensor of a massive field living on a non-
commutative manifold. If we assume that it is a massive scalar field which is the
gravitational source, then we can expand Tˆµν in powers of the non-commutative
parameter [30]:
Tˆµν =
1
2 (∂µφ ? ∂νφ+ ∂νφ ? ∂µφ)− 12ηµν
(
∂αφ ? ∂αφ−m2φ ? φ
)
= Tµν + ηµν
m2l4
16 θ
αβθσρ∂α∂σφ∂β∂ρφ.
(338)
By doing this, we can take an explicit form of the stress-energy tensor, calcu-
late the non-commutative corrections and match them, term-by-term, to the
corrections to the geometric variables. This, then, provides a complete descrip-
tion for calculating a full theory of deformed gravity without the need for the
approximations in [30].
Another way to approach the problem is to take a conceptually sound but
non-rigorous approach to the spacetime thermodynamics. Recall that the sta-
tistical concept of entropy does not care whether the physics we are doing is
classical or quantum, commutative or non-commutative. The entropy crossing
the null horizon in the Rindler spacetime can therefore be of any form ,which
means that if we wanted to calculate the area
ˆ
H
−λRˆab ? kˆa ? kˆbdλdA (339)
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or
ˆ
H
−λRabkakbdλdA, (340)
we would get the same result, since these are both equal to dS (up to constants)
and dS does not care about the nature of the matter which contains the entropy.
This approach cannot go as far as the first approach since it does not supply us
with any details about Tµν , only its contraction Tµνk
µkν .
8 Discussion
8.1 Relation to a Theory of Quantum Gravity
We have used the Seiberg-Witten map to construct a full theory of gravity
living on a non-commutative spacetime. The non-commutative corrections are
straightforward, if very tedious, to calculate and if we are given a scalar field,
then we can use the deformed Einstein Equations to calculate almost any quan-
tity of interest. What remains to be said is that our calculations do not con-
stitute a theory of quantum gravity. By forcing the manifold's coordinates to
be non-commutative and writing out the second-order corrections we have not
turned any of the geometric variables into quantum variables. Our metric is
still not a quantized metric.
We could use our formulas and methods to calculate, for example, non-
commutative corrections to black holes. These corrections may be more accu-
rate than the predictions made by classical gravity, they may even match the
predictions made by a true quantum theory of gravity to the first few orders,
but it is extremely unlikely they would match to all orders.
8.2 Improving the Calculations
As pointed out in [25], we need to question whether or not our calculations do
indeed break diffeomorphism invariance. If it is found that the above calcula-
tions do indeed break diffeomorphism invariance, it is still possible to change
the work to accommodate it. As was noted in the paper by Chamseddine[25],
it is possible to instead write down a different star product, not the Moyal star
product, which preserves diffeomorphism invariance on the manifold. What this
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means for the calculation is not that we will stop making star product substitu-
tions as in (255) and (275); we will in fact make the exact some substitutions.
Rather, what is going to change is the form of the corrections to the classical
variables.
We will have to start from the beginning to calculate the corrections to the
classical variables, but the rest of the work will stay as is. In this way, the
algebra we have done where we have not explicitly written down the corrections
should remain unchanged. Repeating the derivations of the correction terms
will not be trivial, but we also have not lost every bit of work we have done.
Another key point to consider is interpreting the correction terms we have
calculated. It is necessary to do the mathematics to arrive at definitive answers
for the calculations, but now that the calculations have been done it would be
nice to in some way interpret what the corrective terms are telling us about the
behaviour of gravity on a non-commutative manifold.
8.3 Further Questions
Recall that in classical General Relativity, the Raychaudhuri equation is used to
study the behaviour of hypersurfaces in spacetime; particularly the surfaces of
black holes. In order to prove the second law of black hole thermodynamics, we
used the Raychaudhuri equation, the Einstein Field Equations and the assump-
tion that an observer in spacetime must always see a positive energy density.
Since we now have
(
2pi
~η
)
Tˆab = Rˆab− 12 Rˆ ? gˆab + Λgˆab, we will be able to project
onto a null surface and use the modified Raychaudhuri equation to get
d
dλ
ϑˆ = −1
2
ϑˆ ? ϑˆ− σˆµν ? σˆµν + ωˆµν ? ωˆµν + Rˆαµ ? ξˆα ? ξˆµ ≤ 0. (341)
As before, we want to integrate, but we will not be integrating dθ/dλ ≤ − 12θ2,
rather it will be ddλ ϑˆ ≤ − 12 ϑˆ ? ϑˆ. The non-commutative expansion is manifestly
not the same thing as the ordinary expansion. It comes with many curvature
terms which are also dependent upon the parameter λ. So if we write
1
ϑˆ
(λ) ≥ 1
ϑˆ0
+
λ
2
(342)
it is not immediately obvious that we are guaranteed to run into a caustic at
the parameter value of λ ≤ 2/|θ0|; the same place we run into a caustic in the
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classical case.
Since the Raychaudhuri equation is used to study the behaviour of hyper-
surfaces in spacetime like was done above, it would be interesting to study the
behaviour of the same surfaces using the non-commutative Raychaudhuri equa-
tion instead. By doing this, we will almost certainly get different answers to the
classical case.
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Appendix A
In this appendix we will explicitly compute the expressions found in (277), (278)
and (279). Note that we will eventually end up working with a large amount
of dummy indices and more than one non-commutative parameter. Because of
this, we need to be careful when forming products such as
(iθxyeνaxy)(θ
xyθpq∂µe
a
λxypq) (343)
where the tensor product between indices is implied and the contraction is
always over all spacetime dimensions, even if the index is Latin. We could
write (341) as
iθxyθxyθpqeνaxy∂µe
a
λxypq (344)
but this is clumsy and confusing. To avoid this, we will have to relabel the
dummy indices which come with the non-commutative parameter. Thus, instead
of (342) we can instead replace x → j, y → k in the first theta; θxy → θjk.
We are, of course, allowed to do this because these are only dummy indices.
Following this relabeling, we write
iθjkθxyθpqeνajk∂µe
a
λxypq (345)
instead of (342). For what follows, note that we will keep the convention that
coordinate frame indices are Greek and tetrad frame indices are Latin, but the
dummy indices coming with the non-commutative parameter will always be
Latin and will always sum over all spacetime dimensions.
We start off by stating that the Christofell symbol on a non-commutative
spacetime, Γˆνµλ, can be expanded in terms of the non-commutative parameter,
Γˆνµλ = Γ
ν
µλ − iθxyΓνµλxy + θxyθpqΓνµλxypq. (346)
where we are going to use eˆνa ? ∂µeˆ
a
λ + eˆ
ν
a ? eˆ
b
λ ? ωˆ
a
µb to find Γ
ν
µλxy and Γ
ν
µλxypq.
Start with
Γˆνµλ = eˆ
ν
a ? ∂µeˆ
a
λ + eˆ
ν
a ? eˆ
b
λ ? ωˆ
a
µb (347)
and start the calculation by expanding the star product of the first term on the
right hand side:
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eˆνa ? ∂µeˆ
a
λ = eˆ
ν
a∂µeˆ
a
λ +
i
2
θxy∂xeˆ
ν
a∂y (∂µeˆ
a
λ) +
1
4
θxyθpq∂x∂peˆ
ν
a∂y∂q (∂µeˆ
a
λ) . (348)
We still need to expand the non-commutative tetrads
eˆνa = e
ν
a + iθ
xyeνaxy + θ
xyθpqeνaxypq (349)
eˆaν = e
a
ν + iθ
xyeaνxy + θ
xyθpqeaνxypq (350)
which we already have expressions for in (260). Now take (347) and (348) and
insert them into the first time on the right hand side of (346):
eˆνa∂µeˆ
a
λ =
(
eνa + iθ
xyeνaxy + θ
xyθpqeνaxypq
) (
∂µe
a
λ + iθ
xy∂µe
a
λxy + θ
xyθpq∂µe
a
λxypq
)
= eνa∂µe
a
λ + iθ
xyeνa∂µe
a
λxy + θ
xyθpqeνa∂µe
a
λxypq
+iθxyeνaxy∂µe
a
λ − θxyθpqeνaxy∂µeaλpq + iθxyθpqθjkeνaxy∂µeaλpqjk
+θxyθpqeνaxypq∂µe
a
λ + iθ
xyθpqθjkeνaxypq∂µe
a
λjk + θ
xyθpqθjkθlmeνaxypq∂µe
a
λjklm
.
(351)
Now do the same for the second term on the right hand side of (346):
i
2θ
xy∂xeˆ
ν
a∂y (∂µeˆ
a
λ)
= i2θ
xy
[(
∂xe
ν
a + iθ
pq∂xe
ν
apq + θ
pqθjk∂xe
ν
apqjk
)(
∂y∂µe
a
λ + iθ
pq∂y∂µe
a
λpq + θ
pqθjk∂y∂µe
a
λpqjk
)]
= i2θ
xy
[
∂xe
ν
a∂y∂µe
a
λ + iθ
pq∂xe
ν
a∂y∂µe
a
λpq + θ
pqθjk∂xe
ν
a∂y∂µe
a
λpqjk
+iθpq∂xe
ν
apq∂y∂µe
a
λ − θpqθjk∂xeνapq∂y∂µeaλjk + iθpqθjkθlm∂xeνapq∂y∂µeaλjklm.
θpqθjk∂xe
ν
apqjk∂y∂µe
a
λ + iθ
pqθjkθlm∂xe
ν
apqjk∂y∂µe
a
λlm
+θpqθjkθlmθrs∂xe
ν
apqjk ∂y∂µe
a
λlmrs]
(352)
Note that in the above we have kept terms which are of order 3 and higher.
We will discard these terms later, but they have been included in the above
calculations for completeness. And finally the third term
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1
4θ
xyθpq∂x∂peˆ
ν
a∂y∂q (∂µeˆ
a
λ) =
1
4θ
xyθpq
[(
∂x∂pe
ν
a + iθ
jk∂x∂pe
ν
ajk + θ
jkθlm∂x∂pe
ν
ajklm
)(
∂y∂q∂µe
a
λ + iθ
jk∂y∂q∂µe
a
λjk + θ
jkθlm∂y∂q∂µe
a
λjklm
)]
= 14θ
xyθpq (∂x∂pe
ν
a∂y∂q∂µe
a
λ) + . . .
(353)
where we have truncated after the only term which is second order. All of
the other terms are higher than second order and there is no need to continue
writing them down as we already have examples of higher order terms in (349)
and (350).
We have calculated all we need to calculate from the first term on the right
hand side of (345). We now turn to the second term and start by calculating
eˆνa ? eˆ
b
λ
eˆνa ? eˆ
b
λ = eˆ
ν
aeˆ
b
λ +
i
2
θxy∂xeˆ
ν
a∂y eˆ
b
λ −
1
4
θxyθpq∂x∂peˆ
ν
a∂y∂q eˆ
b
λ
and work term-by-term, as before. We start with
eˆνaeˆ
b
λ =
(
eνa + iθ
xyeνaxy + θ
xyθpqeνaxypq
) (
ebλ + iθ
xyebλxy + θ
xyθpqebλxypq
)
= eνae
b
λ + iθ
xyeνae
b
λxy + θ
xyθpqeνae
b
λxypq + iθ
xyebλe
ν
axy
−θxyeνaxyθpqebλpq + θxyθpqebλeνaxypq
(354)
where we have excluded terms higher than second order. We go on to calculate:
i
2θ
xy∂xeˆ
ν
a∂y eˆ
b
λ =
i
2θ
xy∂x
(
eνa + iθ
pqeνapq + θ
pqθjkeνapqjk
)
∂y
(
ebλ + iθ
pqebλpq + θ
pqθjkebλpqjk
)
= ∂xe
ν
a∂ye
b
λ + iθ
pqeνapq∂ye
b
λ + iθ
pq∂ye
b
λpq∂xe
ν
a.
(355)
Note that we actually only get a single term from
−1
4
θxyθpq∂x∂peˆ
ν
a∂y∂q eˆ
b
λ = −
1
4
θxyθpq∂x∂pe
ν
a∂y∂qe
b
λ (356)
since this term is already of second order. We still need to calculate the second
star product of the second term in (345) and to do this, we are going to collect
all the terms in (352), (353) and (354) and call them fˆνbaλ :
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fˆνbaλ = e
ν
ae
b
λ + iθ
xyeνae
b
λxy + θ
xyθpqeνae
b
λxypq + iθ
xyebλe
ν
axy
−θxyeνaxyθpqebλpq + θxyθpqebλeνaxypq + i2θxy∂xeνa∂yebλ − 12θxyθpq∂xeνapq∂yebλ
− 12θxyθpq∂yebλpq∂xeνa − 14θxyθpq∂x∂peνa∂y∂qebλ.
(357)
This means that the final step is to calculate
fˆνbaλ ? ωˆ
a
µb = fˆ
νb
aλωˆ
a
µb +
i
2
θxy∂xfˆ
νb
aλ∂yωˆ
a
µb −
1
4
θxyθpq∂x∂pfˆ
νb
aλ∂y∂qωˆ
a
µb (358)
where we are making the expansion
ωˆaµb = ω
a
µb − iθxyωaµbxy + θxyθpqωaµbxypq. (359)
The first term on the right hand side of (356) is expanded as
(eνa e
b
λ + iθ
xyeνae
b
λxy + θ
xyθpqeνae
b
λxypq + iθ
xyebλe
ν
axy
−θxyeνaxyθpqebλpq + θxyθpqebλeνaxypq + i2θxy∂xeνa∂yebλ − 12θxyθpq∂xeνapq∂yebλ
− 12θxyθpq∂yebλpq∂xeνa − 14θxyθpq∂x∂peνa∂y∂q ebλ
) (
ωaµb
−iθxyωaµbxy + θxyθpq ωaµbxypq
)
(360)
and all the terms up to second order are
eνae
b
λω
a
µb + iθ
xyebλxye
ν
aω
a
µb + θ
xyθpqebλxypqe
ν
aω
a
µb
+iθxyeνaxye
b
λω
a
µb − θxyθpqebλxyeνapqωaµb + θxyθpqebλeνaxypqωaµb
+ i2θ
xy∂xe
ν
a∂ye
b
λω
a
µb − 12θxyθpq∂xebλxy∂yeνaωaµb − 12θxyθpq∂xeνaxy∂yebλωaµb
− 14θxyθpq∂x∂peνa∂y∂qebλωaµb + iθxyeνaebλωµbxy + θxyθpqebλxyeνaωaµpq
+θxyθpqebλe
ν
axyω
a
µpq +
1
2θ
xyθpq∂xe
ν
a∂ye
b
λω
a
µbxy
+θxyθpqebλe
ν
aω
a
µbxypq.
(361)
Since the second term in (356) is already a first-order term, we are going to pick
up fewer terms when we expand it:
i
2θ
xy∂xe
ν
ae
b
λ∂yω
a
µb − 12θxyθpq∂xebλpqeνa∂yωaµb
− 12θxyθpq∂xeνapqebλ∂yωaµb − 12θxyθpq∂x∂peνaebλ∂y∂qωaµb.
(362)
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The third and final term of (356) is already a second-order term. This means
that we will only keep:
−1
4
θxyθpq∂x∂pe
ν
ae
b
λ∂y∂qω
a
µb. (363)
We now have all the terms up to second order from (345). If we now start
collecting first order terms and matching them to the first order term on the
right hand side of (344) we will get
Γνµλ = e
ν
a∂µe
a
λ + e
ν
ae
b
λω
a
µb, (364)
as expected. Matching the first order term in (344) to all the collected first
order terms we get
Γνµλxy =
−eνa∂µeaλxy −eνaxy∂µeaλ
− 12∂xeνa∂y∂µeaν −ebλxyeνaωaµb
+eνaxye
b
λω
a
µb
1
2∂xe
ν
a∂ye
b
λω
a
µb
+eνae
b
λω
a
µbxy −∂xevaebλ∂yωaµb
, (365)
and matching second-order to second-order gives us:
Γνµλxypq =
+eva∂µe
a
λxypq −evaxy∂µeaλpq
+evaxypq∂µe
a
λ − 12∂xeva∂y∂µeaνpq
− 12∂xeνapq∂y∂µeaν − 14∂x∂peva∂y∂q∂µeaν
+ebλxypqe
v
aω
a
µb −eνaxyebλpqωaµb
+eνaxypqe
b
λω
a
µb − 12∂yebλpq∂xeνaωaµb
− 14∂x∂peνa∂y∂qebλωaµb +ebλxyeνaωaµbpq
+eνaxye
b
λω
a
µbpq +
1
2∂xe
ν
a∂ye
b
λω
a
µbpq
+eνae
b
λω
a
µbxypq − 12∂xebλpqeνa∂yωaµb
− 12∂xeνapqebλ∂yωaµb − 14∂x∂peνa∂q∂yebλωaµb
− 14∂x∂peνaebλ∂y∂pωaµb
. (366)
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