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A mixed finite element method with reduced symmetry
for the standard model in linear viscoelasticity ∗
Gabriel N. Gatica† Antonio Ma´rquez‡ Salim Meddahi§
Abstract
We introduce and analyze a new mixed finite element method with reduced symmetry for the
standard linear model in viscoelasticity. Following a previous approach employed for linear elas-
todynamics, the present problem is formulated as a second-order hyperbolic partial differential
equation in which, after using the motion equation to eliminate the displacement unknown, the
stress tensor remains as the main variable to be found. The resulting variational formulation is
shown to be well-posed, and a class of H(div)-conforming semi-discrete schemes is proved to be con-
vergent. Then, we use the Newmark trapezoidal rule to obtain an associated fully discrete scheme,
whose main convergence results are also established. Finally, numerical examples illustrating the
performance of the method are reported.
Mathematics Subject Classification. 65N30, 65M12, 65M15, 74H15
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1 Introduction
We are interested in the problem of wave propagation in solids exhibiting a linear viscoelastic be-
haviour. Viscoelastic materials are characterized by reactions involving a combination of elastic and
viscous effects when mechanical loads are applied to them. The viscoelastic properties of solids are
modeled through constitutive equations relating the strain and the stress tensors. In the linear case,
it is shown in [14] that these constitutive relations have an integral form, which reflects that the stress
depends on the history of the strain evolution, and an equivalent differential form represented in one
dimension by different arrangements of springs and dashpots. In this paper we are concerned with
the standard linear solid model, also known as the Zener model. It consists in a parallel combination
of one spring and one Maxwell component (a serial combination of one spring and one dashpot). It is
the simplest model for viscoelasticity that takes into account important phenomena such as recovery
and stress relaxation, see [24] for more details.
∗This research was partially supported by Spain’s Ministry of Economy Project MTM2017-87162-P; by CONICYT-
Chile through the project AFB170001 of the PIA Program: Concurso Apoyo a Centros Cient´ıficos y Tecnolo´gicos de
Excelencia con Financiamiento Basal; and by Centro de Investigacio´n en Ingenier´ıa Matema´tica (CI2MA), Universidad
de Concepcio´n.
†CI2MA and Departamento de Ingenier´ıa Matema´tica, Universidad de Concepcio´n, Casilla 160-C, Concepcio´n, Chile,
email: ggatica@ci2ma.udec.cl
‡Departamento de Construccio´n e Ingenier´ıa de Fabricacio´n, Universidad de Oviedo, Oviedo, Espan˜a, e-mail:
amarquez@uniovi.es.
§Departamento de Matema´ticas, Facultad de Ciencias, Universidad de Oviedo, Calvo Sotelo s/n, Oviedo, Espan˜a,
e-mail: salim@uniovi.es.
1
The non-local version of the constitutive law can be used to eliminate the stress tensor and formulate
the linear viscoelastic system solely in terms of the displacement field. This approach gives rise to
an integro-differential weak formulation whose mathematical analysis can be found in [11]. Most
of the numerical work on linear viscoelasticity focused on this formulation. It has been used in
various contexts by engineers, in spite of the negative impact that the Volterra integral term have
on the computational performance. An overview of the different numerical techniques used to solve
this problem can be found in [10]. Convergence of schemes based on continuous and discontinuous
Galerkin finite elements in space and quadratures in time have also been explored in [25, 26, 20] for
the displacement formulation. We also refer to [16, 17, 21] for other studies of numerical methods for
linear viscoelasticity.
In this paper, we are interested in formulations based exclusively on differential equations and
relying on the stress tensor as primary unknown. To our knowledge, Be´cache et al. [4] introduced
the first mixed formulation for viscoelastic wave problems employing an H(div)-energy space for the
stress. Their numerical scheme combines an explicit time quadrature with a space discretization
based on the mixed finite element introduced in [5] for linear elastodynamics. The resulting numerical
method delivers low order symmetric approximations of the stress on regular cubical grids. Rognes and
Winther reinforced this strategy by analyzing in [22] mixed formulations for the quasi-static Maxwell
and Kelvin-Voigt models with a weak symmetry restriction on the stress tensor. This approach gives
rise to mixed variational formulations for linear viscoelasticity whose spacial discretizations can be built
upon stable families of simplicial finite elements designed for mixed approximations of the elasticity
system with reduced symmetry, see for example [1, 2, 5, 8, 15, 27] and the references therein. Recently,
this strategy has been generalized by Lee [18] for the dynamic standard linear solid model.
We point out that the articles [4, 22, 18] carry out convergence analyses for semi-discrete schemes
leading to L2-error estimates for the stress tensor. Our aim here is to introduce semi and fully
discrete versions of a new mixed formulation for the standard linear solid model and to prove optimal
convergence rates for the stress tensor in the full energy norm, namely, in the H(div)-norm. Our
approach is based on the mixed formulation introduced in [12] for linear elastodynamics. We show
that this formulation can be adapted to deal with our viscoelastic model problem on general domains,
including heterogeneous media and general boundary conditions. We analyze the continuous problem
and provide convergence analyses for the semi-discrete and fully discrete problems by using fairly
standard discrete energy decay techniques. It is also worthwhile to mention that, although we only
maintain the stress tensor as primary unknown (besides the rotation), accurate approximations of the
acceleration field can be directly obtained from the linear momentum equation.
This article is structured as follows: Section 2 is devoted to notations, definitions, and basic results
that are used throughout the document. In Section 3, we introduce a new mixed variational formulation
for the standard linear solid model. Next, we recall in Section 4 the main properties of the Arnold-Falk-
Winther [2] family of mixed finite elements and use them to construct in Section 5 a space discretization
of the variational problem. Then, we employ a Galerkin procedure to prove the existence of weak
solutions. The convergence of the semi-discrete problem is carried out in Section 6. We propose in
Section 7 a fully discrete method based on an implicit Newmark scheme and undertake its stability
and convergence analysis. Finally, we confirm in Section 8 the theoretical rates of convergence by
showing results obtained from a series of numerical tests.
2
2 Notations and preliminary results
We dedicate this section to provide part of the notations, definitions, and preliminary results that will
be employed along the paper. We first denote by I the identity matrix of Rd×d (d = 2, 3), and by 0
the null vector in Rd or the null tensor in Rd×d. In addition, the component-wise inner product of two
matrices σ, τ ∈ Rd×d is defined by σ : τ := tr(σtτ ), where tr(τ ) :=
∑d
i=1 τii and τ
t := (τji) stand
for the trace and the transpose of τ = (τij), respectively. In turn, for σ : Ω→ R
d×d and u : Ω→ Rd,
we set the row-wise divergence divσ : Ω→ Rd, the row-wise gradient ∇u : Ω→ Rd×d, and the strain
tensor ε(u) : Ω→ Rd×d as
(divσ)i :=
∑
j
∂jσij , (∇u)ij := ∂jui, and ε(u) :=
1
2
{
∇u+ (∇u)t
}
,
respectively. Next, we let Ω be a polyhedral Lipschitz bounded domain of Rd (d = 2, 3), with boundary
∂Ω. Furthermore, for s ∈ R, ‖·‖s,Ω stands indistinctly for the norm of the Hilbertian Sobolev spaces
Hs(Ω), Hs(Ω) := Hs(Ω)d or Hs(Ω) := Hs(Ω)d×d, with the convention H0(Ω) := L2(Ω). In all what
follows, (·, ·) stands for the inner product in L2(Ω), L2(Ω) := L2(Ω)d, L2(Ω) := L2(Ω)d×d, and L2(Ω) :=
L2(Ω)× L2(Ω). We also introduce the Hilbert space H(div,Ω) :=
{
τ ∈ L2(Ω) : div τ ∈ L2(Ω)
}
and
denote the corresponding norm ‖τ‖2H(div,Ω) := ‖τ‖
2
0,Ω + ‖div τ‖
2
0,Ω.
Since we will deal with a time-domain problem, besides the Sobolev spaces defined above, we need
to introduce spaces of functions acting on a bounded time interval (0, T ) and with values in a separable
Hilbert space V , whose norm is denoted here by ‖·‖V . In particular, for 1 ≤ p ≤ ∞, L
p(V ) is the space
of classes of functions f : (0, T )→ V that are Bo¨chner-measurable and such that ‖f‖Lp(V ) <∞, with
‖f‖pLp(V ) :=
∫ T
0
‖f(t)‖pV dt for 1 ≤ p <∞, and ‖f‖L∞(V ) := ess sup
[0,T ]
‖f(t)‖V .
We use the notation C0(V ) for the Banach space consisting of all continuous functions f : [0, T ]→ V .
More generally, for any k ∈ N, Ck(V ) denotes the subspace of C0(V ) of all functions f with (strong)
derivatives d
jf
dtj
in C0(V ) for all 1 ≤ j ≤ k. In what follows, we will use indistinctly the notations
f˙ := dfdt and f¨ :=
d2f
dt2
to express the first and second derivatives with respect to the variable t.
Furthermore, we will use the Sobolev space
W1,p(V ) :=
{
f : ∃g ∈ Lp(V ) and ∃f0 ∈ V such that f(t) = f0 +
∫ t
0 g(s) ds ∀t ∈ [0, T ]
}
,
and denote H1(V ) := W1,2(V ). The space Wk,p(V ) is defined recursively for all k ∈ N.
On the other hand, given two Hilbert spaces S and Q and a bounded bilinear form a : S ×Q→ R,
we denote ker(a) := {s ∈ S : a(s, q) = 0 ∀ q ∈ Q}. We say that a satisfies the inf-sup condition for
the pair {S,Q}, whenever there exists κ > 0 such that
sup
06=s∈S
a(s, q)
‖s‖S
≥ κ ‖q‖Q ∀ q ∈ Q . (2.1)
We will repeatedly use the well-known fact that (see [7]) if a satisfies the inf-sup condition for the pair
{S,Q} and if ℓ ∈ S′ vanishes identically on ker(a), then there exists a unique q ∈ Q such that
a(s, q) = ℓ(s) ∀ s ∈ S .
Throughout the rest of the paper, given any positive expressionsX and Y depending on the meshsize
h of a triangulation, the notation X . Y means that X ≤ C Y with a constant C > 0 independent
of the mesh size h and the time discretization step ∆t.
3
3 A mixed formulation of the Zener model
In what follows, Ω ⊂ Rd (d = 2, 3) is a polyhedral Lipschitz domain representing a viscoelastic
body with a piecewise constant mass density ρ. We assume that there exists a polygonal/polyhedral
disjoint partition
{
Ωj, j = 1, . . . , J
}
of Ω¯ such that ρ|Ωj := ρj > 0 for j = 1, . . . , J . In addition,
we assume that the boundary ∂Ω admits a disjoint partition ∂Ω = ΓD ∪ ΓN , and denote its outward
unit normal vector by n. Then, given a body force f : Ω × [0, T ] → Rd, we seek a displacement
field u : Ω × [0, T ] → Rd and a stress tensor σ : Ω × [0, T ] → Rd×d satisfying the equations of linear
viscoelasticity with a strain-to-stress relationship given by Zener’s material law [24]:
ρu¨− divσ = f in Ω× (0, T ],
σ + ωσ˙ = Cε(u) + ωDε(u˙) in Ω× (0, T ],
u = 0 on ΓD × (0, T ],
σn = 0 on ΓN × (0, T ],
(3.1)
where C and D are two space-dependent symmetric and positive definite tensors of order 4 and ω ∈
L∞(Ω) is such that ω(x) ≥ ω0 > 0 a.e. in Ω. In order to obtain a dissipative model, we assume that
the tensor D−C, which corresponds to the diffusive part of the elastic model, is also positive definite,
cf. [4]. In turn, the model problem (3.1) is assumed to be subject to the initial conditions
u(0) = u0, u˙(0) = u1, and σ(0) = σ0 in Ω. (3.2)
The starting point of the procedure leading to a mixed formulation for (3.1) is a decomposition of
the stress tensor σ into a purely elastic component γ := Cε(u) and a Maxwell component ζ := σ−γ,
cf. [4, 22, 18]. With these notations, the second equation of (3.1) can be rewritten as
σ˙ = Dε(u˙) − ω−1ζ in Ω× (0, T ],
which yields
ζ¨ = σ¨ − Cε(u¨) = (D − C)ε(u¨) − ω−1ζ˙ in Ω× (0, T ].
In this way, defining A := C−1 and V := (D−C)−1, we find that problem (3.1) can be stated as follows:
ρu¨− div(ζ + γ) = f in Ω× (0, T ],
V ζ¨ + 1ωV ζ˙ = ε(u¨) in Ω× (0, T ],
Aγ¨ = ε(u¨) in Ω× (0, T ].
(3.3)
The essential boundary condition on ΓN requires the introduction of the closed subspace of H(div,Ω)
given by
W :=
{
τ ∈ H(div,Ω); 〈τn,v〉∂Ω = 0 ∀v ∈H
1/2(∂Ω), v|ΓD = 0
}
,
where 〈·, ·〉∂Ω stands for the duality pairing between H
−1/2(∂Ω) and H1/2(∂Ω) with respect to the
L2(∂Ω)-inner product. In the sequel, we use the compact notations p := (ζ,γ) and q := (τ ,η) to
denote elements from L2(Ω) and set q+ := τ + η. We also introduce the L2(Ω)-orthogonal projection
π1q := (τ ,0) onto L
2(Ω) × {0}. The energy space corresponding to the variational formulation of
(3.3) is given by
S :=
{
q ∈ L2(Ω) : q+ ∈W
}
.
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It is endowed with the Hilbertian norm ‖q‖2S := ‖q‖
2
0,Ω+ ‖div q
+‖
2
0,Ω. We notice that the embeddings
W×W →֒ S →֒ L2(Ω) are continuous. On the other hand, we define the space of symmetric tensors
with square integrable entries L2sym(Ω) :=
{
τ ∈ L2(Ω) : τ = τ t
}
, and denote by Q :=
{
τ ∈ L2(Ω) :
τ = −τ t
}
its orthogonal complement in L2(Ω). We also let L2sym(Ω) :=
{
q ∈ L2(Ω) : q+ ∈ L2sym(Ω)
}
and consider the closed subspace Ssym := S ∩ L
2
sym(Ω) of S.
Lemma 3.1. The embedding W×W →֒ S is dense.
Proof. Let p := (ζ,γ) ∈ S be such that
(p, q) +
(
div p+,div q+
)
= 0 ∀q := (τ ,η) ∈W×W. (3.4)
Taking τ = η = p+ ∈ W in (3.4) we deduce that p+ := ζ + γ = 0 in H(div,Ω). Using this fact in
(3.4) and testing with π1q := (τ ,0) proves that ζ = 0 and the result follows.
We obtain a variational formulation of (3.3) by considering an arbitrary q = (τ ,η) ∈ S and by
testing the constitutive laws (second and third rows of (3.3)) with τ and η, respectively. Adding the
resulting equations, we obtain
(V ζ¨ + 1ωV ζ˙, τ ) + (Aγ¨,η) = (ε(u¨), τ + η) =
(
∇u¨− r¨, (τ + η)
)
, (3.5)
where the skew symmetric tensor r := 12
{
∇u − (∇u)t
}
is the rotation. Next, integrating by parts
in the right hand-side of (3.5) and employing the Dirichlet boundary condition u = 0 on ΓD × [0, T ]
together with the fact that q ∈ S, we obtain
(V ζ¨ + 1ωV ζ˙, τ ) + (Aγ¨,η) = −
(
u¨,div(τ + η)
)
− (r¨, τ + η). (3.6)
Now, we use the motion equation (first row of (3.3)) to eliminate the displacement field from (3.6).
Indeed, substituting back u¨ = ρ−1(f + divσ) into (3.6) we end up with
A
(
p¨, q
)
+A
(
1
ωπ1p˙, q
)
+ (r¨, q+) +
(
div p+,div q+
)
ρ
= −
(
f ,div q+
)
ρ
, (3.7)
where (u,v)ρ := (
1
ρu,v) for all u,v ∈ L
2(Ω), and
A
(
p, q
)
:= (Vζ, τ ) + (Aγ,η), ∀p = (ζ,γ), q = (τ ,η) ∈ L2(Ω).
As a consequence of our hypotheses on C and D, the bilinear form A is symmetric, bounded and
coercive, which means that there exist positive constants M and α, depending only on C and D, such
that ∣∣A(p, q)∣∣ ≤M‖p‖0,Ω‖q‖0,Ω ∀ p, q ∈ L2(Ω), (3.8)
and
A(q, q) ≥ α‖q‖20,Ω ∀ q ∈ L
2(Ω). (3.9)
Taking into account these notations and (3.7), we deduce that, given f ∈ L1(L2(Ω)), the mixed
variational formulation of our problem reads as follows: Find p ∈ L∞(S) ∩W1,∞(L2(Ω)) and r ∈
W1,∞(Q) such that
d
dt
{
A
(
p˙+ 1ωπ1p, q
)
+ (r˙, q+)
}
+
(
div p+,div q+
)
ρ
= −
(
f ,div q+
)
ρ
, ∀q ∈ S
(s, p+) = 0, ∀s ∈ Q,
(3.10)
5
and such that the initial conditions
p(0) = p0 = (ζ0,γ0) ∈ Ssym, p˙(0) = p1 = (ζ1,γ1) ∈ L
2
sym(Ω),
r(0) = r0 ∈ Q, r˙(0) = r1 ∈ Q ,
(3.11)
are satisfied with
γ0 := Cε(u0), γ1 := Cε(u1), ζ0 := σ0 − γ0, ζ1 := Dε(u1)− γ1 − ω
−1ζ0
r0 := ∇u0 − ε(u0), and r1 := ∇u1 − ε(u1).
(3.12)
4 The Arnold-Falk-Winther mixed finite element
We consider shape regular meshes Th that subdivide the domain Ω¯ into triangles/tetrahedra K of
diameter hK . The parameter h := maxK∈Th{hK} represents the mesh size of Th. In what follows, we
assume that Th is compatible with the partition Ω¯ = ∪
J
j=1Ω¯j, i.e.,
Ω¯j = ∪
{
K ∈ Th; K ⊂ Ω¯j
}
∀j = 1, · · · , J.
Hereafter, given an integer m ≥ 0, the space of piecewise polynomial functions of degree at most m
relatively to Th is denoted by
Pm(Th) :=
{
v ∈ L2(Ω); v|K ∈ Pm(K), ∀K ∈ Th
}
.
For k ≥ 1, the finite element spaces
Wh := Pk(Th)
d×d ∩W, Qh := Pk−1(Th)d×d ∩Q and Uh := Pk−1(Th)d
correspond to the Arnold-Falk-Winther family introduced in [2] for the steady elasticity problem.
We notice that due to the embedding W × {0} →֒ S, the inf-sup condition satisfied (cf. [1, 6])
by the bilinear form
(
τ , (s,v)
)
7→ (s, τ ) + (v,div τ) for the pair {W,Q × L2(Ω)} (cf. (2.1)) implies
immediately that there exists β > 0 such that
sup
q∈S
(s, q+) +
(
v,div q+
)
‖q‖S
≥ β
{
‖s‖0,Ω + ‖v‖0,Ω
}
, ∀(s,v) ∈ Q× L2(Ω). (4.1)
Similarly, it is shown in [2] that
(
τ , (s,v)
)
7→ (s, τ ) + (v,div τ) satisfies a uniform inf-sup condition
for the pair {Wh,Qh×Uh}. Therefore, if we let Sh :=Wh×Wh ⊂ S, the embeddingWh×{0} →֒ Sh
implies the existence of β∗ > 0, independent of h, such that
sup
q∈Sh
(s, q+) +
(
v,div q+
)
‖q‖S
≥ β∗
{
‖s‖0,Ω + ‖v‖0,Ω
}
, ∀(s,v) ∈ Qh ×Uh. (4.2)
We recall that the tensorial version Πh : H
1(Ω) ∩W → Wh of the BDM-interpolation operator
satisfies the following classical error estimate, see [7, Proposition 2.5.4],
‖τ −Πhτ‖0,Ω ≤ Ch
m ‖τ‖m,Ω ∀τ ∈ H
m(Ω) with 1 ≤ m ≤ k + 1. (4.3)
Moreover, if div τ ∈ Hk(Ω), the commuting diagram property implies that
‖div(τ −Πhτ )‖0,Ω = ‖div τ − Uh div τ‖0,Ω ≤ Ch
m ‖div τ‖m,Ω for 0 ≤ m ≤ k, (4.4)
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where Uh is the orthogonal projection from (L
2(Ω), ‖·‖0,Ω) onto Uh.
In order to facilitate our forthcoming analysis, we now introduce an auxiliary operator Ξh : S →
Sh, whose construction is adapted from [3, Lemma 2.1]. More precisely, for each p ∈ S we define
Ξhp := p˜h, where (p˜h, r˜h, u˜h) ∈ Sh ×Qh ×Uh is the solution of(
p˜h, q˜
)
+ (r˜h, q
+) + (u˜h,div q
+)ρ =
(
p, q
)
∀ q ∈ Sh,
(s, p˜+h ) + (v,div p˜
+
h )ρ = (s, p
+) +
(
v,div p+
)
ρ
∀ (s,v) ∈ Qh ×Uh.
(4.5)
Let Ssym,h :=
{
q ∈ Sh : (s, q
+) = 0 ∀ s ∈ Qh
}
be the kernel of the bilinear form Sh × Qh ∋
(q, s) 7→ (s, q+). It is important to realize that Ssym,h is not a subspace of Ssym. We denote by K
and Kh the kernels of the bilinear form S × (Q × L
2(Ω)) ∋
(
q, (s,v)
)
7→ (s, q+) + (v,div q+) and its
restriction to Sh × (Qh ×Uh), respectively, that is
K :=
{
q ∈ Ssym : div q
+ = 0
}
, and Kh :=
{
q ∈ Ssym,h : div q
+ = 0
}
.
Then, the fact that (q, q) = ‖q‖20,Ω = ‖q‖
2
S for all q ∈ K, the inf-sup condition (4.1), and the Babusˇka-
Brezzi theory, guarantee that the continuous counterpart of problem (4.5) is well-posed, whose unique
solution is easily seen to be (p,0,0) ∈ S × Q × L2(Ω). In turn, noting that there certainly holds
(q, q) = ‖q‖2S for all q ∈ Kh as well, and employing now the inf-sup condition (4.2) and the discrete
Babusˇka-Brezzi theory, we deduce that problem (4.5) is well-posed (uniformly in h). Moreover, Ce´a’s
estimate between (p,0,0) and (p˜h, r˜h, u˜h) implies the following approximation property for Ξh:
‖p− Ξhp‖S . inf
qh∈Sh
‖p− qh‖S ∀p ∈ S. (4.6)
Moreover, taking into account the compatibility of Th with the partition Ω¯ = ∪
J
j=1Ω¯j, it turns out
that Ξh satisfies by construction the commuting diagram property
1
ρ div(Ξhp)
+ = Uh(
1
ρ div p
+), ∀p ∈ S. (4.7)
It is important to stress in advance that the analysis that will follow also holds true for most other
known mixed finite elements [1, 8, 15, 27] for the steady elasticity problem with reduced symmetry.
However, for the sake of brevity we are restricting our choice of finite element examples to the Arnold-
Falk-Winther family [2].
5 Well-posedness of the continuous problem
We consider the following semi-discrete counterpart of (3.10)-(3.11): Find ph ∈ C
1(Sh) and rh ∈
C1(Qh) solving
d
dt
{
A
(
p˙h +
1
ωπ1ph, q
)
+ (r˙h, q
+)
}
+
(
div p+h ,div q
+
)
ρ
= −
(
f ,div q+
)
ρ
, ∀q ∈ Sh
(s, p+h ) = 0, ∀s ∈ Qh.
(5.1)
We impose to problem (5.1) the initial conditions
ph(0) = p0,h , p˙h(0) = p1,h, rh(0) = Qhr0, r˙h(0) = Qhr1, (5.2)
where p0,h is the S-orthogonal projection of p0 onto Ssym,h, p1,h is the L
2(Ω)-orthogonal projection
of p1 onto Ssym,h and Qh is the L
2(Ω)-orthogonal projector onto Qh. It is clear that the component
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ph of problem (5.1)-(5.2) solves the following reduced formulation: Find ph ∈ C
1(Ssym,h) satisfying
ph(0) = p0,h, p˙h(0) = p1,h, and such that
d
dt
A
(
p˙h +
1
ωπ1ph, q
)
+
(
div p+h ,div q
+
)
ρ
= −
(
f ,div q+
)
ρ
, ∀q ∈ Ssym,h. (5.3)
In this regard, the unique solvability of (5.3) is obtained by writing the problem in the form of a first
order system of ODEs and applying the classical Cauchy-Lipschitz-Picard theorem.
In the following result, we obtain stability estimates for the solution ph(t) in terms of the energy
functional E : W 1,∞(S)→ L∞((0, T )) defined by
E
(
q
)
(t) :=
1
2
A
(
q˙(t), q˙(t)
)
+
1
2
(
div q+(t),div q+(t)
)
ρ
. (5.4)
Theorem 5.1. Assume that f ∈ W1,1(L2(Ω)). Then, problem (5.1)-(5.2) admits a unique solution
satisfying
max
t∈[0,T ]
E(ph)
1/2(t) + max
t∈[0,T ]
‖r˙h‖0,Ω . ‖f‖W1,1(L2(Ω)) + ‖p0‖S + ‖p1‖0,Ω . (5.5)
Proof. We take q = p˙h in (5.3) and integrate the resulting identity over (0, t) to obtain
E
(
ph
)
(t) +
∫ t
0
A
(
1
ωπ1p˙h(s), π1p˙h(s)
)
ds = E
(
ph
)
(0) −
∫ t
0
(
f(s),div p˙+h (s)
)
ρ
ds.
Next, integrating by parts the second term on the right-hand side, and using that the second term on
the left hand side is non-negative, we find
E
(
ph
)
(t) ≤
∫ t
0
(
f˙(s),div p+h (s)
)
ρ
ds−
(
f(t),div p+h (t)
)
ρ
+
(
f(0),div p+0,h
)
ρ
+ E
(
ph
)
(0) . (5.6)
By virtue of the Cauchy-Schwarz inequality and the Sobolev embedding W1,1(L2(Ω)) →֒ C0(L2(Ω))
(see [23, Lemma 7.1]), it follows from (5.6) that
E
(
ph
)
(t) . ‖f‖W1,1(L2(Ω)) max
t∈[0,T ]
E
(
ph
)1/2
(t) + E
(
ph
)
(0). (5.7)
Moreover, it is clear from the definition of E that E
(
ph
)
(0) . ‖p0,h‖
2
S
+ ‖p1,h‖
2
0,Ω, which together with
(5.7), leads to
max
t∈[0,T ]
E
(
ph
)1/2
(t) . ‖f‖W1,1(L2(Ω)) + ‖p0,h‖S + ‖p1,h‖0,Ω . (5.8)
We turn now to prove the existence of a unique Lagrange multiplier rh. To this end, we let Gh(t) ∈
C1(S′h) be given as follows (in terms of r0,h, r1,h and the solution ph of (5.3)):
Gh(t)
(
q
)
:= A
(
ph(t) +
1
ω
∫ t
0
π1ph(s) ds, q
)
+
∫ t
0
( ∫ s
0
(
f(z) + div p+h (z), div q
+
)
ρ
dz
)
ds
− t
{
A
(
p1,h +
1
ωπ1p0,h, q
)
+ (r1,h, q
+)
}
−
{
A
(
p0,h, q
)
+ (r0,h, q
+)
}
.
Integrating (5.3) twice with respect to time we deduce that the functional Gh(t) ∈ S
′
h vanishes
identically on the kernel Ssym,h of the bilinear form Sh × Qh ∋
(
q, r
)
7→ (r, q+). Therefore, the
discrete inf-sup condition (4.2) implies the existence of a unique rh ∈ C
1(Qh) such that
(rh(t), q
+) = −Gh(t)
(
q
)
, ∀ t ∈ [0, T ] , ∀ q ∈ Sh. (5.9)
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Differentiating twice the last identity in the sense of distributions we deduce that
(
ph, rh
)
solves (5.1).
Moreover, evaluating (5.9) and its time derivative at t = 0, and using again the discrete inf-sup
condition (4.2), we deduce that the initial conditions rh(0) = r0,h and r˙h(0) = r1,h are fulfilled.
Finally, using (4.2) once again we obtain from the Cauchy-Schwarz inequality the estimate
β∗ ‖r˙h(t)‖0,Ω ≤ sup
q∈Sh
(r˙h(t), q
+)
‖q‖W
= sup
q∈Sh
G˙h(t)
(
q
)
‖q‖W
. max
t∈[0,T ]
E
(
ph
)1/2
(t)
+ ‖f‖W1,1(L2(Ω)) + ‖p0,h‖0,Ω + ‖p1,h‖0,Ω + ‖r1,h‖0,Ω .
(5.10)
The stability result (5.5) is then a consequence of (5.8), (5.10), and the definition of the discrete initial
data (cf. (5.2)).
The a priori estimate (5.5) permits to employ the classical Galerkin procedure (cf. [9, 19]) to prove
that the continuous problem (3.10)-(3.11) admits at least a solution. To this end, we need to assume
that for each pair (q, r) ∈ S×Q there holds
lim
h→0
{
inf
qh∈Sh
‖q− qh‖S + inf
sh∈Qh
‖r − sh‖0,Ω
}
= 0. (5.11)
This approximation property holds true if ΓD = ∂Ω or ΓN = ∂Ω because of (4.3), (4.4) and of the
density of smooth functions in W×W (cf. [13]), and therefore also in S thanks to Lemma 3.1. To our
knowledge, such density results are not known when ΓN ( ∂Ω. Nevertheless, as S×Q is a separable
Hilbert space, it is possible to avoid this technical inconvenient by performing the Galerkin dimension
reduction of (3.10)-(3.11) by means of a countable set of linearly independent elements whose linear
span is dense in S×Q, cf. [12] for an example. Here, for the sake of brevity, we illustrate the Galerkin
procedure directly in terms of the mixed finite element that defines our scheme.
Theorem 5.2. Assume that f ∈W1,1(L2(Ω)). Then, problem (3.10)-(3.11) admits a unique solution.
Moreover, there holds
sup ess
t∈[0,T ]
‖p(t)‖S + ‖p(t)‖W1,∞(L2(Ω)) + ‖r‖W1,∞(L2(Ω)) . ‖f‖W1,1(L2(Ω))
+ ‖p0‖S + ‖p1‖0,Ω + ‖r0‖0,Ω + ‖r1‖0,Ω.
(5.12)
Proof. We first observe from the definition of E and (3.9) that
‖q˙(t)‖20,Ω + ‖div q
+(t)‖20,Ω . E
(
q
)
(t), ∀q ∈ L∞(S) ∩W1,∞(L2(Ω)). (5.13)
Hence, it follows from (5.5) that
{
p˙h
}
h
,
{
ph
}
h
and {rh}h are uniformly bounded in L
∞(L2(Ω)), L∞(S)
and W1,∞(Q), respectively. We can then extract weak∗ convergent subsequences (also denoted
{
ph
}
h
and {rh}h) with limits p ∈ L
∞(S) ∩ W1,∞(L2(Ω)) and r ∈ W1,∞(Q), respectively. We deduce
immediately from the second equation of (5.1) and the density of Qh in Q that p
+ ∈ L2sym(Ω).
Moreover, multiplying the first equation of (5.1) by a function ψ ∈ C1([0, T ]) satisfying ψ(T ) = 0, and
integrating by parts with respect to t ∈ [0, T ], yield
−
∫ T
0
{
A
(
p˙h +
1
ωπ1ph, q
)
+ (r˙h, q
+)
}
ψ˙(t) dt+
∫ T
0
(
div p+h + f(t),div q
+
)
ρ
ψ(t) dt
= ψ(0)
{
A
(
p1,h +
1
ωπ1p0,h, q
)
+ (r1,h, q
+)
}
, ∀q ∈ Sh.
(5.14)
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Passing to the limit in the last equation and using (5.11) shows that p and r satisfy
−
∫ T
0
{
A
(
p˙+ 1ωπ1p, q
)
+ (r˙, q+)
}
ψ˙(t) dt+
∫ T
0
(
div p+ + f(t),div q+
)
ρ
ψ(t) dt
= ψ(0)
{
A
(
p1 +
1
ωπ1p0, q
)
+ (r1, q
+)
}
,
(5.15)
for all q ∈ S and for all ψ ∈ C1([0, T ]) such that ψ(T ) = 0. This proves that (p, r) solves the first
equation of (3.10) provided the time derivative is understood in the sense of distributions on (0, T ).
In addition, we notice that ph also converges weakly to p in H
1(L2(Ω)). Hence ph(0) converges weakly
to p(0) in L2(Ω), and since ph(0) = p0,h also converges strongly to p0 in L
2(Ω), we conclude that
p(0) = p0. Similarly, the sequence {rh(0)}h = {r0,h}h converges weakly to r(0) in Q and strongly to
r0 in Q, which gives r(0) = r0. To obtain the remaining initial conditions we take ψ in (5.15) such
that ψ(0) = 0 and integrate the first term backwardly with respect to t to get
d
dt
{
A
(
p˙+ 1ωπ1p, q
)
+ (r˙, q+)
}
= −
(
div p+ + f(t), div q+
)
ρ
, ∀q ∈ S. (5.16)
It follows that t 7→ A
(
p˙ + 1ωπ1p, q
)
+ (r˙, q+) belongs to W1,1(S′) →֒ C0(S′), and we can test (5.16)
with a function ψ ∈ C1([0, T ]) satisfying ψ(T ) = 0 to get
−
∫ T
0
{(
A
(
p˙+ 1ωπ1p, q
)
+ (r˙, q+)
)}
ψ˙(t) dt+
∫ T
0
(
div p+(t) + f(t),div q+
)
ρ
ψ(t) dt
= ψ(0)
(
A
(
p˙(0) + 1ωπ1p(0), q
)
+ (r˙(0), q+)
) (5.17)
for all q ∈ S. Comparing (5.15) with (5.17) we deduce that p˙(0) = p1 and r˙(0) = r1. Finally, the
stability estimate (5.12) is obtained by taking the limit h→ 0 in (5.5).
The usual strategy (cf. [9] or [19, Section 11.2]) providing uniqueness for second-order hyperbolic
evolution problems can be applied here as follows.
Lemma 5.1. The solution of problem (3.10)-(3.11) is unique.
Proof. Let (p, r) be the solution of (3.10)-(3.11) with vanishing source term and initial conditions.
Proceeding as in [9, 19], we introduce for each fixed s ∈ (0, T ) the function
W1,∞(Ssym) ∋ y(t) :=
{
−
∫ s
t p(u) du t < s,
(0,0) ∈ L2(Ω) t ≥ s.
It follows from the first row of (3.10) (with f = 0) that t 7→ A
(
p¨, q) = −A
(
1
ωπ1p˙, q
)
−
(
div p+,div q+
)
ρ
is a continuous linear on Ssym. Hence, we can take q = y in (3.10) and integrate the resulting equation
over [0, T ] to obtain ∫ T
0
A
(
p¨+ 1ωπ1p˙, y
)
dt+
∫ T
0
(
div p+,div y+
)
ρ
dt = 0.
As the bilinear form A is symmetric, we can integrate by parts in time to get
−
∫ T
0
A
(
p˙+ 1ωπ1p, y˙
)
dt+
∫ T
0
(
div p+,div y+
)
ρ
dt = 0,
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where we took into account that p(0) = y(T ) = (0,0). Using the fact that y˙(t) = −p(t) for 0 ≤ t < s
in the last equation gives
1
2
∫ s
0
d
dt
{
(div y+,div y+)ρ −A
(
p, p
)}
dt−
∫ s
0
A
(
1
ωπ1p, π1p
)
dt = 0,
which can equivalently be written
(
div y+(0),div y+(0)
)
ρ
+A
(
p(s), p(s)
)
+
∫ s
0
A
(
1
ωπ1p, π1p
)
dt = 0,
and the coerciveness of A implies that p = 0 in L2(Ω). Finally, we deduce from the first equation of
(3.10) and the homogeneous initial conditions on r that (r, q+) = 0 for all q ∈ S, which, thanks to
the continuous inf-sup condition (4.1), implies that r = 0.
We end this section with a couple of important remarks. Indeed, following [19, Section 11.2.4], one
can show that the solution (p, r) of (3.10)-(3.11) satisfies p ∈ C0(S) ∩ C1(L2sym(Ω)) and r ∈ C
1(Q). In
turn, in the case of zero source term , the identity
d
dt
E
(
ph
)
(t) = −A
(
1
ωπ1p˙, π1p˙
)
≤ 0 ,
which is obtained by taking q = p˙ in (3.10), proves that the viscoelastic material does dissipate energy.
6 Convergence analysis of the semi-discrete problem
The elliptic projector Ξh : S → Sh introduced in Section 4 will allow us to use standard techniques
of error analysis for our scheme. From now on we assume that p1 ∈ Ssym and we consider a solution
(ph(t), rh(t)) of problem (5.1) started up with the initial conditions
ph(0) = Ξhp0 , p˙h(0) = Ξhp1, rh(0) = Qhr0, r˙h(0) = Qhr1. (6.1)
In this way, the projected errors ep,h(t) := Ξhp(t) − ph(t) and er,h(t) := Qhr(t) − rh(t) satisfy by
construction vanishing initial conditions:
ep,h(0) = (0,0) er,h(0) = 0, e˙p,h(0) = (0,0), and e˙r,h(0) = 0 . (6.2)
Moreover, by definition of Ξh and due to the second equations of (3.10) and (5.1), it turns out that(
s,e+p,h(t)
)
=
(
s, p+(t)
)
−
(
s, p+h (t)
)
= 0, ∀s ∈ Qh. (6.3)
Theorem 6.1. Assume that the solution of problem (3.10)-(3.11) satisfies the regularity assumptions
p ∈ C2(S) and r ∈ C2(Q). Then, the following error estimate holds
max
t∈[0,T ]
‖(p− ph)(t)‖S + max
t∈[0,T ]
‖(p˙− p˙h)(t)‖0,Ω + max
t∈[0,T ]
‖(r˙ − r˙h)(t)‖0,Ω
. ‖p− Ξhp‖W2,∞(S) + ‖r −Qhr‖W2,∞(L2(Ω)) .
(6.4)
Proof. We first observe that, because of the regularity assumptions on p and r, we have
di
dti
Ξhp(t) = Ξh
di
dti
p(t) and d
i
dti
Qhr(t) = Qh
di
dti
r(t), ∀ i ∈ {1, 2} , ∀ t ∈ [0, T ]. (6.5)
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Then, using that the scheme (5.1) is consistent with (3.10), and keeping in mind (4.7) and the fact
that divWh ⊂ Uh, we readily find that
A
(
e¨p,h +
1
ωπ1e˙p,h, q
)
+ (e¨r,h, q
+) +
(
div e+p,h(t),div q
+
)
ρ
= F (q), ∀q ∈ Sh, (6.6)
with
F
(
q
)
:= A
(
Ξhp¨− p¨+
1
ωπ1(Ξhp˙− p˙), q
)
+ (Qhr¨ − r¨, q
+).
Next, choosing q = e˙p,h(t) in (6.6) and taking into account (6.3), we deduce that
E˙
(
ep,h
)
(t) +A
(
1
ωπ1e˙p,h, π1e˙p,h
)
= F (e˙p,h). (6.7)
Hence, the Cauchy-Schwarz inequality combined with (5.13) give
E˙
(
ep,h
)
2
√
E
(
ep,h
) . ∑
i=1,2
∥∥∥∥dipdti − Ξhdipdti
∥∥∥∥
0,Ω
+ ‖r¨ −Qhr¨‖0,Ω ,
from which, integrating with respect to time and using (4.6), we arrive at
max
t∈[0,T ]
E
(
ep,h
)1/2
(t) . ‖p− Ξhp‖W2,∞(L2(Ω)) + ‖r −Qhr‖W2,∞(L2(Ω)) . (6.8)
Now, it follows from (5.13) that
max
t∈[0,T ]
∥∥∥div e+p,h(t)∥∥∥
0,Ω
+ max
t∈[0,T ]
‖e˙p,h(t)‖0,Ω . ‖p− Ξhp‖W2,∞(L2(Ω)) + ‖r −Qhr‖W2,∞(L2(Ω)) . (6.9)
Actually, as ep,h(t) =
∫ t
0 e˙p,h(s)ds, we also have
max
t∈[0,T ]
‖ep,h(t)‖S + max
t∈[0,T ]
‖e˙p,h(t)‖0,Ω . ‖p− Ξhp‖W2,∞(L2(Ω)) + ‖r −Qhr‖W2,∞(L2(Ω)) . (6.10)
In order to estimate the error in the rotation r we first notice that, integrating once with respect
to time in (6.6), we obtain
(e˙r,h, q
+) = −A
(
e˙p,h +
1
ωπ1ep,h, q
)
−
∫ t
0
(
div e+p,h(s),div q
+
)
ρ
ds,
−A
(
p˙− Ξhp˙+
1
ωπ1(p− Ξhp), q
)
+A
(
p1 − Ξhp1 +
1
ωπ1(p0 − Ξhp0), q
)
− (r˙ −Qhr˙, q
+) + (r1 −Qhr1, q
+), ∀q ∈ Sh.
(6.11)
Therefore, the inf-sup condition (4.2), identity (6.11), the Cauchy-Schwarz inequality, (3.8) and (6.10)
provide
β∗ ‖e˙r,h‖0,Ω ≤ sup
q∈Sh
(e˙r,h, q
+)
‖q‖S
. ‖p−Ξhp‖W2,∞(L2(Ω)) + ‖r −Qhr‖W2,∞(L2(Ω)) . (6.12)
Using the triangle inequality relatively to the splittings p − ph = (p − Ξhp) + ep,h and r − rh =
(r −Qhr) + er,h of each component the error and taking into account (6.12) and (6.10), we conclude
that
max
[0,T ]
‖p− ph‖S +max
[0,T ]
‖p˙− p˙h‖0,Ω + max
t∈[0,T ]
‖r˙ − r˙h‖0,Ω
. ‖p− Ξhp‖W2,∞(S) + ‖r −Qhr‖W2,∞(L2(Ω)) ,
(6.13)
which gives the result.
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Corollary 6.1. Assume that the solution of problem (3.10)-(3.11) is such that p ∈ C2(Hk(Ω)2),
div p+ ∈ C2(Hk(Ω)) and r ∈ C2(Hk(Ω)). Then there holds
max
[0,T ]
‖p˙(t)− p˙h(t)‖0,Ω +max
[0,T ]
‖p(t)− ph(t)‖S + ‖r − rh‖W1,∞(L2(Ω)) . h
k. (6.14)
Proof. It is a direct consequence of (4.3), (4.4), (4.6), and Theorem 6.1.
We stress here that the quantity u¨h(t) :=
1
ρ
(
div p+h (t) + Uhf(t)
)
provides a direct and accurate
approximation of the acceleration field u¨. Indeed, under the assumptions of Corollary 6.1, the triangle
inequality yields
max
t∈[0,T ]
‖(u¨− u¨h)(t)‖0,Ω . max
t∈[0,T ]
‖div(p− ph)
+‖0,Ω + max
t∈[0,T ]
‖f − Uhf‖0,Ω . h
k.
7 The fully discrete scheme and its convergence analysis
Given L ∈ N, we consider a uniform partition of the time interval [0, T ] with step size ∆t := T/L.
Then, for any continuous function φ : [0, T ]→ R and for each k ∈ {0, 1, . . . , L}, we denote φk := φ(tk),
where tk := k∆t. In addition, we adopt the same notation for vector/tensor valued functions and
consider tk+ 1
2
:=
tk+1+tk
2 , φ
k+ 1
2 := φ
k+1+φk
2 , φ
k− 1
2 := φ
k+φk−1
2 , and the discrete time derivatives
∂tφ
k :=
φk+1 − φk
∆t
, ∂¯tφ
k :=
φk − φk−1
∆t
and ∂0t φ
k :=
φk+1 − φk−1
2∆t
,
from which we notice that
∂t∂¯tφ
k =
∂¯tφ
k+1 − ∂¯tφ
k
∆t
=
∂tφ
k − ∂tφ
k−1
∆t
.
In what follows we utilize the Newmark trapezoidal rule for the time discretization of (5.1)-(5.2)
which means that, for each k = 1, . . . , L− 1, we look for pk+1h ∈ Sh and r
k+1
h ∈ Qh such that
A
(
∂t∂¯tp
k + 1ωπ1∂
0
t p
k
h, q
)
+ (∂t∂¯tr
k
h, q
+) +
(
f(tk) + div
(pk+ 12h + pk− 12h
2
)+
,div q+
)
ρ
= 0(
s, (pk+1h )
+
)
= 0
(7.1)
for all q ∈ Sh and s ∈ Qh. In addition, for the sake of simplicity, we assume that the scheme (7.1)
is initiated as in (6.1). It is straightforward to realize that the functions ekp,h := Ξhp(tk) − p
k
h and
ek
r,h := Qhr(tk)− r
k
h solve the equations
A
(
∂t∂¯te
k
p,h +
1
ω∂
0
t π1e
k
p,h, q
)
+
(
∂t∂¯te
k
r,h, q
+
)
+
(
div
(ek+ 12p,h + ek− 12p,h
2
)+
,div q+
)
ρ
= Gk(q)
(s, (ek+1p,h )
+) = 0,
(7.2)
for all q ∈ Sh and s ∈ Qh, where
Gk(q) := A
(
Xk1 , q
)
+ (χk, q+) +
(
div(Xk2)
+,div q+
)
ρ
,
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with
Xk1 := Ξh∂t∂¯tp(tk)− p¨(tk) + π1
(
Ξh∂
0
t p(tk)− p˙(tk)
)
, χk = Qh∂t∂¯tr(tk)− r¨(tk),
and (thanks to (4.7) and because divWh ⊂ Uh)
Xk2 :=
p(tk+1)− 2p(tk) + p(tk−1)
4
.
Discrete techniques mimicking those used for the semi-discrete problem in Theorem 5.5 permit to
estimate the projected errors in terms of the consistency errors as follows.
Lemma 7.1. Assume that the solution of problem (3.10)-(3.11) satisfies p ∈ C2(L2(Ω)) and r ∈ C2(Q).
Then, the following estimate holds true
max
n
∥∥∂tenp,h∥∥0,Ω +maxn ∥∥div(enp,h)+∥∥0,Ω +maxn ∥∥∂tenr,h∥∥0,Ω
. max
n
‖Xn1‖0,Ω +maxn
‖χn‖0,Ω +maxn
∥∥div(∂tXn2 )+∥∥0,Ω +maxn ∥∥div(Xn2 )+∥∥0,Ω . (7.3)
Proof. Taking q = ∂0t e
k
p,h =
e
k+ 1
2
p,h − e
k− 1
2
p,h
∆t
=
∂te
k
p,h + ∂te
k−1
p,h
2
in (7.2) yields the identity
1
2∆t
A
(
∂te
k
p,h − ∂te
k−1
p,h , ∂te
k
p,h + ∂te
k−1
p,h
)
+A
(
1
ωπ1∂
0
t e
k
p,h, π1∂
0
t e
k
p,h
)
+
1
2∆t
(
div
(
e
k+ 1
2
p,h + e
k− 1
2
p,h
)+
,div
(
e
k+ 1
2
p,h − e
k− 1
2
p,h
)+)
ρ
= Gk(∂0t e
k
p,h),
from which we obtain the estimate
A
(
∂te
k
p,h, ∂te
k
p,h
)
−A
(
∂te
k−1
p,h , ∂te
k−1
p,h
)
+
∥∥∥∥ 1√ρ div (ek+ 12p,h )+∥∥∥∥2
0,Ω
−
∥∥∥∥ 1√ρ div (ek− 12p,h )+∥∥∥∥2
0,Ω
≤ 2∆tGk(∂0t e
k
p,h).
Then, summing the foregoing inequality over k = 1, . . . , n and using (3.9) gives∥∥∂tenp,h∥∥20,Ω +
∥∥∥∥div (en+ 12p,h )+∥∥∥∥2
0,Ω
. ∆t
n∑
k=1
Gk(∂0t e
k
p,h). (7.4)
Performing a discrete integration by parts in the summation corresponding to the term containing X2
on the right hand side of (7.4), we arrive at
∆t
n∑
k=1
Gk(∂0t e
k
p,h) = ∆t
n∑
k=1
A
(
Xk1 ,
∂te
k
p,h + ∂te
k−1
p,h
2
)
+∆t
n∑
k=1
(
χk,
(∂tekp,h + ∂tek−1p,h
2
)+)
−∆t
n−1∑
k=1
(
div ∂t(X
k
2)
+,div
(
e
k+ 1
2
p,h
)+)
ρ
+
(
div
(
Xn2
)+
,div
(
e
n+ 1
2
p,h
)+)
ρ
.
Using this expression of the right hand side of (7.4) and the Cauchy-Schwarz inequality we obtain by
means of straightforward calculations the estimate
max
n
∥∥∂tenp,h∥∥0,Ω +maxn
∥∥∥∥div en+ 12p,h ∥∥∥∥
0,Ω
. ∆t
L∑
k=1
∥∥∥Xk1∥∥∥
0,Ω
+∆t
L∑
k=1
∥∥∥χk∥∥∥
0,Ω
+∆t
L∑
k=1
∥∥∥div(∂tXk2)+∥∥∥
0,Ω
+max
n
∥∥div(Xn2 )+∥∥0,Ω .
(7.5)
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It remains to obtain bounds in the L2-norm for the projected error in the variable r. In fact, multiplying
the first equation of (7.2) by ∆t and summing over k = 1, . . . , n, we get
(∂te
n+1
r,h , τ ) = −A
(
∂te
n+1
p,h , q
)
−A
(
1
ω
en+1p,h + e
n
p,h
2
, π1q
)
−∆t
n∑
k=1
(
div
(ek+ 12p,h + ek− 12p,h
2
)+
,div q+
)
ρ
+∆t
n∑
k=1
Gk(q).
Hence, by virtue of the inf-sup condition (4.2), the Cauchy-Schwarz inequality, and (3.8), we have that
∥∥∂tenr,h∥∥0,Ω . sup
q∈Sh
(∂te
n
r,h, q
+)
‖q‖S
. max
n
∥∥∂tenp,h∥∥0,Ω +maxn ∥∥enp,h∥∥0,Ω +maxn
∥∥∥∥div (en+ 12p,h )+∥∥∥∥
0,Ω
+ max
n
‖Xn1‖0,Ω +maxn
‖χn‖0,Ω +maxn
∥∥div(∂tXn2 )+∥∥0,Ω +maxn ∥∥div(Xn2 )+∥∥0,Ω ,
and the result follows from (7.5) and the fact that
∥∥enp,h∥∥0,Ω ≤ ∆t n∑
k=1
∥∥∥∂¯tekp,h∥∥∥
0,Ω
≤ max
k
∥∥∥∂tekp,h∥∥∥
0,Ω
∀n = 1 . . . , L.
The stability estimate obtained in (7.3) for the projected errors and Taylor expansions for the
different consistency terms, provide the following quasi-optimal convergence result.
Theorem 7.1. Assume that the solution of problem (3.10)-(3.11) is such that p ∈ C4(S) and r ∈
C4(L2(Ω)). Then, it holds that
max
n
∥∥∥p(tn+ 1
2
)− pnh
∥∥∥
0,Ω
+max
n
∥∥∥∥div (p(tn+ 1
2
)− p
n+ 1
2
h
)+∥∥∥∥
0,Ω
+max
n
∥∥∥r(tn+ 1
2
)− rnh
∥∥∥
0,Ω
. ‖p− Ξhp‖W2,∞(S) + ‖r −Qhr‖W2,∞(L2(Ω)) +∆t
2
(
‖σ‖W4,∞(S) + ‖r‖W4,∞(L2(Ω))
)
.
(7.6)
Proof. It follows from the triangle inequality and the stability estimate (7.3) that
max
n
∥∥∥p˙(tn+ 1
2
)− ∂tp
n
h
∥∥∥
0,Ω
+max
n
∥∥∥∥div (p(tn+ 1
2
)− p
n+ 1
2
h
)+∥∥∥∥
0,Ω
+max
n
∥∥∥r˙(tn+ 1
2
)− ∂tr
n
h
∥∥∥
0,Ω
≤ max
n
∥∥∥p˙(tn+ 1
2
)− Ξh∂tp(tn)
∥∥∥
0,Ω
+max
n
∥∥∥div(p(tn+ 1
2
)− Ξh
p(tn+1) + p(tn)
2
)+∥∥∥
0,Ω
+max
n
∥∥∥r˙(tn+ 1
2
)−Qh∂tr(tn)
∥∥∥
0,Ω
+max
n
∥∥∂tenp,h∥∥0,Ω +maxn
∥∥∥∥div en+ 12p,h ∥∥∥∥
ρ
+max
n
∥∥∂tenr,h∥∥0,Ω . maxn ∥∥∥p˙(tn+ 12 )− Ξh∂tp(tn)∥∥∥0,Ω
+max
n
∥∥∥r˙(tn+ 1
2
)−Qh∂tr(tn)
∥∥∥
0,Ω
+max
n
∥∥∥div (p(tn+ 1
2
)− Ξh
p(tn+1) + p(tn)
2
)+∥∥∥
0,Ω
+max
n
‖Xn1‖0,Ω +maxn
‖χn‖0,Ω +maxn
∥∥div(∂tXn2 )+∥∥0,Ω +maxn ∥∥div(Xn2 )+∥∥0,Ω .
(7.7)
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Centering the following Taylor expansions at t = tn gives
Xn1 = Ξhp¨(tn)− p¨(tn) +
∆t2
6
∫ 1
−1
(1− |s|)3Ξh
d4p
dt4
(tn +∆t s) ds
+ π1
(
Ξhp˙(tn)− p˙(tn)
)
+
∆t2
2
∫ 1
−1
(1− |s|)2π1Ξh
d3 p
dt3
(tn +∆t s) ds ,
(7.8)
χn = Qhr¨(tn)− r¨(tn) +
∆t2
6
∫ 1
−1
(1− |s|)3Qh
d4r
dt4
(tn +∆t s) ds , (7.9)
Xn2 =
∆t2
4
∫ 1
−1
(1− |s|)p¨(tn +∆t s) ds , (7.10)
and
∂tX
k
2 =
p(tn+2)− 3p(tn+1) + 3p(tn)− p(tn−1)
4∆t
= ∆t2
∫ 1
0
(1− s)2
(d3p
dt3
(tn + 2∆t s)−
3
8
d3p
dt3
(tn +∆t s) +
1
8
d3p
dt3
(tn −∆t s)
)
ds.
(7.11)
Expanding this time about t = tn+ 1
2
gives
p(tn+ 1
2
)− Ξh
p(tn+1) + p(tn)
2
= p(tn+ 1
2
)− Ξhp(tn+ 1
2
)−
∆t2
4
∫ 1
−1
(1− |s|)Ξhp¨(tn+ 1
2
+
∆t
2
s) ds, (7.12)
p˙(tn+ 1
2
)− Ξh∂tp(tn) = p˙(tn+ 1
2
)− Ξhp˙(tn+ 1
2
)−
∆t2
8
∫ 1
−1
(1− |s|)2Ξh
d3p
dt3
(tn+ 1
2
+
∆t
2
s) ds, (7.13)
and
r˙(tn+ 1
2
)− ∂tr
∗
h(tn) = r˙(tn+ 1
2
)−Qhr˙(tn+ 1
2
)−
∆t2
8
∫ 1
−1
(1− |s|)2Qh
d3r
dt3
(tn+ 1
2
+
∆t
2
s) ds. (7.14)
Using that Ξh : S→ Sh and Qh : Q→ Qh are uniformly bounded in h and taking advantage of (7.8),
(7.10) and (7.11), we readily obtain the bound
max
n
‖Xn1‖0,Ω +maxn
‖χn‖0,Ω +maxn
∥∥div(∂tXn2 )+∥∥0,Ω +maxn ∥∥div(Xn2 )+∥∥0,Ω
. ‖r −Qhr‖W2,∞(L2(Ω)) + ‖p− Ξhp‖W2,∞(S) +∆t
2
(
‖r‖W4,∞(L2(Ω)) + ‖p‖W4,∞(S)
)
.
(7.15)
On the other hand, (7.12), (7.13) and (7.14) yield
max
n
∥∥∥p˙(tn+ 1
2
)− Ξh∂tp(tn)
∥∥∥
0,Ω
+max
n
∥∥∥r˙(tn+ 1
2
)−Qh∂tr(tn)
∥∥∥
0,Ω
+max
n
∥∥div (p(tn+ 1
2
)− Ξh
p(tn+1) + p(tn)
2
)+∥∥
0,Ω
. ‖p−Ξhp‖W1,∞(S)
+ ‖r −Qhr‖W1,∞(H(div,Ω)) +∆t
2
(
‖r‖W3,∞(L2(Ω)) + ‖σ‖W3,∞(S)
)
.
(7.16)
Combining (7.15), (7.16) with (7.7) we obtain
max
n
∥∥∥p˙(tn+ 1
2
)− ∂tp
n
h
∥∥∥
0,Ω
+max
n
∥∥∥∥div (p(tn+ 1
2
)− p
n+ 1
2
h
)+∥∥∥∥
0,Ω
+max
n
∥∥∥r˙(tn+ 1
2
)− ∂tr
n
h
∥∥∥
0,Ω
. ‖p− Ξhp‖W2,∞(S) + ‖r −Qhr‖W2,∞(L2(Ω)) +∆t
2
(
‖p‖W4,∞(S) + ‖r‖W4,∞(L2(Ω))
)
.
(7.17)
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Finally, to obtain error estimates for p(tn+ 1
2
)− p
n+ 1
2
h we sum the identity
(p(tk+ 1
2
)− p
k+ 1
2
h )− (p(tk− 1
2
)− p
k− 1
2
h ) = p(tk+ 1
2
)− p(tk− 1
2
)−
∆t
2
(p˙(tk+ 1
2
) + p˙(tk− 1
2
))
+
∆t
2
(p˙(tk− 1
2
)− ∂tp
k−1
h ) +
∆t
2
(p˙(tk+ 1
2
)− ∂tp
k
h)
=
∆t3
16
∫ 1
−1
(s2 − 1)
d3p
dt3
(tk +
∆t
2
s) ds+
∆t
2
(p˙(tk− 1
2
)− ∂tp
k−1
h ) +
∆t
2
(p˙(tk+ 1
2
)− ∂tp
k
h)
(7.18)
over k = 1, . . . , n to deduce that
max
n
∥∥∥∥p(tn+ 1
2
)− p
n+ 1
2
h
∥∥∥∥
0,Ω
. ∆t2 ‖p‖W3,∞(L2(Ω)) +maxn
∥∥∥p˙(tn+ 1
2
)− ∂tp
n
h
∥∥∥
0,Ω
.
Similar manipulations yield
max
n
∥∥∥∥r(tn+ 1
2
)− r
n+ 1
2
h
∥∥∥∥
0,Ω
. ∆t2 ‖r‖W3,∞(L2(Ω)) +maxn
∥∥∥r˙(tn+ 1
2
)− ∂tr
n
h
∥∥∥
0,Ω
.
The result is now a direct consequence of the last two estimates and (7.17).
Under adequate time and space regularity assumptions, we obtain the following asymptotic error
estimate.
Corollary 7.1. Assume that the solution of (3.10)-(3.11) is such that p ∈ C4(S) ∩ C2
(
[Hk(Ω)]2
)
,
div p+ ∈ C2(Hk(Ω)) and r ∈ C4(L2(Ω)) ∩ C2(Hk(Ω)). Then there holds
max
n
∥∥∥∥p(tn+ 1
2
)− p
n+ 1
2
h
∥∥∥∥
S
+max
n
∥∥∥∥r(tn+ 1
2
)− r
n+ 1
2
h
∥∥∥∥
0,Ω
. hk +∆t2. (7.19)
Proof. The result is a direct consequence of (4.3), (4.4), (4.6) and Theorem 7.1.
We remark that, as in the semi-discrete case, an accurate approximation of the acceleration field
u¨ = 1ρ
(
f + div p+
)
can be obtained by a local postprocessing with
u¨nh :=
1
ρ
{
div
(pn+1/2h + pn−1/2h
2
)+
+ Uhf(tn)
}
, n = 1, . . . , L− 1 . (7.20)
It is straightforward to deduce from Corollary 7.1 that
max
1≤n≤L−1
‖u¨(tn)− u¨
n
h‖0,Ω . h
k +∆t2.
8 Numerical results
In this section we show that the numerical rates of convergence delivered by the fully discrete
scheme (7.1) are in accordance with the theoretical ones. For simplicity, we restrict our tests to
two-dimensional model problems and assume that the medium is isotropic, namely, we assume that
the tensors C and D are given by
Cτ = 2µτ + λ tr(τ )I and Dτ = 2aµτ + bλ tr(τ )I,
with coefficients µ > 0, λ > 0, a > 1, and b > 1.
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Convergence test. In the first example, we set Ω = (0, 1) × (0, 1), T = 1 and consider an homo-
geneous medium with ρ = 1, µ = λ = 1, a = b = 3, and with a constant relaxation time ω = 1. We
select the source f in such a way that the exact solution is given by
u(x, t) =
(
(1− x1)x
2
1 sin(πx2) cos t
(1 + t) sin(πx1) sin(πx2)
)
∀x := (x1, x2) ∈ Ω, ∀t ∈ [0, T ]. (8.1)
The data necessary to initiate (7.1) are deduced directly from the exact solution.
The numerical results presented in Table 8.1 correspond to a space discretization based on the
second order AFW element for a sequence of nested uniform triangular meshes Th of Ω. For each
mesh size h we take ∆t = h and the individual relative errors produced by the fully discrete method
(7.1) are measured at the final time step as follows:
eh(p) :=
‖p(tL− 1
2
)− p
L− 1
2
h ‖S
‖p(tL− 1
2
)‖S
, eh(r) :=
‖r(tL− 1
2
)− r
L− 1
2
h ‖0,Ω
‖r(tL− 1
2
)‖0,Ω
,
eh(u¨) :=
‖u¨(tL−1)− u¨L−1h ‖0,Ω
‖u¨(tL−1)‖0,Ω
,
where (p, r) and (pkh, r
k
h) , k = 0, . . . , L, are the solutions of (3.10) and (7.1), respectively. The ap-
proximation u¨L−1h of the acceleration at t = tL−1 is obtained from formula (7.20). Additionally, we
introduce the experimental rates of convergence
rh(⋆) :=
log(eh(⋆)/eĥ(⋆))
log(h/ĥ)
∀ ⋆ ∈
{
p, r, u¨
}
,
where eh and eĥ are the errors corresponding to two consecutive triangulations with mesh sizes h and
ĥ, respectively. We observe there that the expected quadratic convergence rate of the error is attained
in each variable.
h = ∆t eh(p) rh(p) eh(r) rh(r) eh(u¨) rh(u¨)
1/8 1.06e−02 − 1.74e−02 − 2.57e+01 −
1/16 2.44e−03 2.12 3.95e−03 2.14 6.48e+00 1.99
1/32 5.89e−04 2.05 9.69e−04 2.03 1.63e+00 1.99
1/64 1.46e−04 2.01 2.37e−04 2.03 4.19e−01 1.96
1/128 3.61e−05 2.02 5.86e−05 2.01 1.06e−01 1.99
Table 8.1: Convergence history for the AFW element of second order with ∆t = h and coefficients
µ = λ = 1, a = b = 3, ρ = ω = 1. The exact solution is given by (8.1).
Locking test. We point out that the mixed finite element method given in [12] for the elastodynamic
problem (and which is extended here for viscoelasticity) was shown to be free from volumetric locking
in the nearly incompressible case. Here, we carry out experiments to test the performance of the
method for viscoelasticity when λ >> µ. We maintain the same settings established in the former
example and the same exact solution. We only change the values of the coefficients λ and µ that are
now chosen as (λ, µ) = (1.5 × 102, 3) in a first test and (λ, µ) = (1.5 × 104, 3) in a second one. Their
corresponding Poisson’s ratios are given by ν ≃ 0.49 and ν ≃ 0.4999, respectively.
We observe from Table 8.2 that there is no degeneration of the convergence rates as Poisson’s ratio
ν approaches the incompressible limit 0.5. This seems to indicate that the scheme (7.1) is inmune to
locking phenomenon in the nearly incompressible case.
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ν ≃ 0.49 ν ≃ 0.4999
h = ∆t eh(p) rh(p) eh(r) rh(r) eh(p) rh(p) eh(r) rh(r)
1/8 8.76e−03 − 2.85e−02 − 8.79e−03 − 2.44e+00 −
1/16 1.78e−03 2.30 3.49e−03 3.03 1.78e−03 2.30 2.11e−01 3.53
1/32 4.33e−04 2.04 7.19e−04 2.28 4.34e−04 2.04 2.54e−02 3.06
1/64 1.07e−04 2.02 1.70e−04 2.08 1.07e−04 2.01 3.34e−03 2.92
1/128 2.65e−05 2.02 4.18e−05 2.03 2.65e−05 2.02 4.33e−04 2.95
Table 8.2: Convergence history for the AFW element of second order with h = ∆t and coefficients
µ = 3, a = b = 3, ρ = ω = 1. The results listed on the left and right sides of the table correspond to
λ = 1.5 × 102 and λ = 1.5× 104, respectively. The exact solution is given by (8.1).
Piecewise constant relaxation time. Real materials can be modelled by allowing different re-
laxation times in different parts of the viscoelastic body. In this experiment, we test the sensibility
of our scheme regarding to jumps in the relaxation function ω(x). To this end, we let ω(x) = ω̂
in Ω1 := (0, 1) × (0, 1/2) and ω(x) = 1 in Ω2 := (0, 1) × (1/2, 1) and fix the values T = 1, ρ = 1,
µ = λ = 1, and a = b = 3 for the rest of coefficients. Non-homogeneous transmission conditions
u¨|Ω2 − u¨|Ω1 = g1(ω̂) and p
+|Ω2nΣ − p
+|Ω1nΣ = g2(ω̂) on Σ = ∂Ω1 ∩ ∂Ω2
are considered on the interface Σ, where f(ω̂), g1(ω̂), and g2(ω̂) are chosen in such a way that the
exact solution is still given by (8.1). Here, nΣ stands for the unit normal vector on Σ oriented towards
Ω2.
ω̂ = 100 ω̂ = 10 ω̂ = 1 ω̂ = 0.1 ω̂ = 0.05
h = ∆t eh(p) rh(p) eh(p) rh(p) eh(p) rh(p) eh(p) rh(p) eh(p) rh(p)
1/8 3.44e−02 − 1.13e−02 − 1.06e−02 − 3.97e−02 − 7.80e−02 −
1/16 7.26e−03 2.24 2.58e−03 2.13 2.44e−03 2.12 2.24e−02 0.83 6.48e−02 0.27
1/32 1.03e−03 2.82 6.00e−04 2.11 5.89e−04 2.05 7.08e−03 1.66 2.44e−02 1.41
1/64 2.53e−04 2.02 1.49e−04 2.00 1.46e−04 2.01 2.90e−03 1.29 1.09e−02 1.16
1/128 5.01e−05 2.34 3.70e−05 2.01 3.61e−05 2.02 1.09e−03 1.41 4.31e−03 1.35
Table 8.3: Individual relative errors for the AFW element of second order with coefficients λ = µ = 1,
a = b = 3, and ρ = 1. The relaxation time ω is equal to ω̂ in Ω1 and 1 in Ω2. The exact solution is
given by (8.1).
Table 8.3 displays the convergence history of the variable p for different values of ω̂. We notice that
the quadratic convergence remains unaltered when we allow the material in Ω1 to relax more quickly
(by at least two orders of magnitude) with respect to the one represented by the upper half of Ω.
In turn, the convergence rate worsens when ωˆ is too small because our stability estimates depend on∥∥ 1
ω
∥∥
L∞(Ω)
. For this same reason, the method presented in this paper cannot deal with materials that
are purely elastic in parts of the domain (ω(x) should vanish identically there). The important issue
of elastic-viscoelastic composite structures will be addressed in a forthcoming work.
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