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Extra Dimensions and Black Holes
SUMMARY
Early Universe cosmological phase transitions, in particular first-order transitions which
proceed through the nucleation of bubbles, provide an environment for interesting physics
with potentially detectable consequences. This thesis focuses broadly on bubble nucleation
rates and the determination of a successful transition. After providing the groundwork for
understanding these transitions and their key characteristics, this work can be considered in
two main parts: improving viability of the extra-dimensional holographic phase transition, and
quantifying the effect of black holes acting as nucleation sites for thermal phase transitions.
Extra dimensional models recently gained traction as attractive options for solving the
hierarchy problem, one of physics’ most prominent issues. Finite temperature studies of
the Randall-Sundrum model, one of the most popular models, revealed the existence of the
holographic phase transition, a first-order transition described by the radion field. Typically,
however, this transition struggles to complete while maintaining a consistent theory. Applying
knowledge from more conventional settings, this thesis firstly describes work to alleviate this
problem through the introduction of brane localised curvature, altering the kinetic term of
the radion field. Ultimately, it is shown that nucleation rates sufficient for a successful phase
transition can be achieved over a large region of parameter space.
Nevertheless, difficulties remain when describing the role of black holes in holographic
phase transitions. Inspired by these issues, the second key work of this thesis studies the
possibility of black holes acting as nucleation sites in thermal phase transitions. Within the
thin-wall limit, it is found that lower mass black holes could drastically improve nucleation
rates. Consequently, future studies of cosmological phase transitions should carefully con-
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Following the discovery of symmetry restoration at high temperatures [1–6] cosmological
phase transitions became viable events with interesting physical consequences such as the
creation of cosmological magnetic fields [7], the generation of the baryon asymmetry [8–11]
(see reviews [12–16]) and the production of a gravitational wave background [17–19] (see re-
views [20–23]). Such transitions could take place throughout a vast range of scales: from
QCD (∼ 100 MeV) [24–26] to Grand Unified Theory (GUT) (∼ 1015 GeV) [27]. A thorough
review is [28].
While these transitions can take various forms - first-order, second-order and crossover -
the focus here will be on first-order transitions in which a metastable state is separated from
an energetically favourable state by a potential barrier, with the transition proceeding through
the nucleation of bubbles. One of the most important contributions to the understanding of
these phase transitions is the work of Coleman and Callan [29, 30]. Their theory of false
vacuum decay describes the decay of such a metastable state through quantum tunnelling at
zero temperature and remains the basis of contemporary studies. Following swiftly, motivated
by the knowledge of symmetry breaking in the early universe, Linde [31, 32] adapted the
formalism to finite temperature. These studies expressed the nucleation rate of bubbles per
unit volume in the simple form
Γ
V
= Ae−B . (1.1)
While the coefficient A is typically a complex and involved quantity to compute, the expo-
nent B is comparably simple to calculate, relying solely on the finite temperature potential
describing the field and the parameters therein.
One of the most well studied transitions, because of its known existence in some form,
is the electroweak phase transition (EWPT). Despite not being first-order in the Standard
Model [33–37] many simple extensions can change this [38–45]. Originally, one of the most
exciting prospects of the EWPT was solving the baryon asymmetry; however, this has become
increasingly difficult [16]. With the landmark discovery by LIGO [46], gravitational waves now
rule as the popular phenomenological outcome. This is particularly the case for electroweak-
scale phase transitions where the stochastic background produced from the expansion and
collision of bubbles could be detectable [21–23] with the planned LISA observatory [47].
While the imminent era of gravitational wave-based astronomy provides reason to be
excited for the many extensions of the electroweak phase transition, these may not be the
only detectable electroweak-scale transitions.
Extra dimensional models have existed since the work of Kaluza and Klein in the 1920’s. It
is only rather recently however, that they have become a mainstream particle physics subject,
particularly from a cosmological phase transition viewpoint. Such models are often offered
as a potential solution to the hierarchy problem, the vast discrepancy between the weak
and Planck scales. Typically, these involve adding one or more large spatial dimensions [48]
affecting only gravity and altering its fundamental scale. However, the necessary size and
number of extra dimensions has made these theories rather unfavourable. One of the most
popular alternatives is the Randall-Sundrum (RS) model [49]. Consisting of a single warped,
spatial extra dimension bordered by branes, masses are shifted without the need of a large
extra dimension while the Standard Model is confined to a brane.
However, studies of the RS model cosmology revealed that deviations from standard cos-
mology ultimately occur above ∼ 1 TeV [50–53]. Inspired by these difficulties, the semi-
nal work of Ref. [54] developed an alternative approach from the basis of the Anti-de Sit-
ter/Conformal Field Theory (AdS/CFT) correspondence [55] and holography - the relation
between a (d + 1)-dimensional gravitational model and a d-dimensional conformal field the-
ory. It was revealed that the dominant phase at high temperatures is described by an AdS5-
Schwarzschild space in which the brane containing the Standard Model has been replaced by
the horizon of a five-dimensional (5D) Schwarzschild black hole. The transition from this high
temperature phase to the RS setup has become known as the holographic phase transition.
From the four-dimensional (4D) viewpoint, as informed by holography, this corresponds to
a CFT transitioning from a deconfined to a confined phase. Given that the aim of the RS
2
model is to solve the hierarchy problem, the scale of the transition is typically electroweak.
From the viewpoint of traditional cosmological phase transitions, the holographic phase
transition is certainly peculiar. Rather than being described by a single scalar field, the RS
model, with a certain brane separation parametrised by the radion field µ, is glued to the
black hole configuration, parametrised by the TH field representing the position of the black
hole horizon and corresponds to the Hawking temperature. The result is a potential, given by
the stitching together of the free energies of the two phases, with a large separation in minima
compared to the size of the maximum dividing them. A study of the general outcomes of
such potentials was given in Ref. [56]. In regards to the holographic phase transition, the
result is a significant amount of supercooling [57–59]. Naturally, the resulting gravitational
wave background has also been studied with promising prospects for upcoming space based
detectors [57, 59]. A recent study [60] has considered the transition in the presence of strong
backreaction, removing any previously present supercooling but remaining detectable at future
gravitational wave observatories.
Nevertheless, two key issues plague the holographic phase transition. Firstly, the limit on
the parameter N . Defined as the size of the gauge group in the corresponding CFT, N is
related to the 5D gravitational mass scale through holography. A large N is necessary for
the semi-classical gravitational description to be valid, yet harms prospects for a successful
transition by increasing the transition exponent B. Many previous studies [57–59] have found
tension here. Secondly, ambiguities exist in the description of the high temperature phase.
The kinetic term of the TH field is unknown and is approximated to be identical to that of
the radion. Hence, the true form of potential is not known.
The second part of this thesis focuses on the impact of black holes acting as bubble
nucleation sites during cosmological first-order phase transitions. Gravity was first considered
in the context of false vacuum decay by Coleman and De Luccia [61]. While it was found
that the Euclidean action B could be reduced when tunnelling from a space with positive to
zero vacuum energy, the effect is negligible for almost all conceivable applications. Yet, this
was only the beginning for gravity. Ref. [62] proposed the idea that black holes could act
as nucleation sites for bubbles, much like impurities in traditional transitions. Using Israel’s
junction conditions [63], a thin-wall formalism was developed. Depending on whether the
initial vacuum energy density is positive, zero or negative, the respective Schwarzschild metric
describes the initial state. A bubble of the lower energy state then spherically symmetrically
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forms around the black hole and expands. Applying this in a zero temperature setting,
Ref. [62] found that the introduction of black holes could reduce the transition exponent by
almost a factor of 2, providing remarkable improvements in bubble nucleation rates.
Despite the success of Ref. [62], it had two main drawbacks: an unchanging black hole mass
between phases and neglecting conical singularities. While the first is rather self-explanatory,
conical singularities arise when the inverse periods of the Euclidean times do not match the
Hawking temperature of the black holes.
After a rather long absence, the topic of black holes as nucleation sites recently gained
popularity due to the work of Ref. [64]. Developing a formalism inspired by Ref. [62], they
solved both the issue of constant mass and conical singularities, the second by implementing
the work of Ref. [65]. It became clear that conical singularities play an important role,
while a remnant mass differing from the seed mass presented opportunities for even greater
improvements in nucleation rates. In fact, it was found that such improvements can become
arbitrarily high for small seed black hole masses. Just as with Ref. [62], this study was
focused on zero temperature transitions and has been applied to the fate of the current Higgs
vacuum [66,67].
Given the remarkable consequences for nucleation rates, one has to wonder how black
hole nucleation sites would affect finite temperature cosmological phase transitions. Similar
changes could have profound consequences for the predicted gravitational wave background,
altering bubble sizes and velocities at collision.
With these topics in mind, this thesis follows the following structure. Chapter 2 intro-
duces cosmological transitions and the framework to describe them. In particular: finding
bubble profiles and calculating the transition exponent, both numerically and using the thin-
wall approximation; using the transition rate to determine a successful phase transition; and
calculating the gravitational wave power spectrum.
Using these concepts, the holographic phase transition is introduced in Chapter 3. First,
the premise of extra-dimensions is introduced before shifting focus to the Randall-Sundrum
model. After outlining issues with the cosmology, the necessity for an alternative high tem-
perature phase is apparent and the holographic phase transition is proposed. The potential
governing the dynamics is derived and the main features, as well as the limitations, are dis-
cussed. Most importantly, the restrictions on N and ambiguities in the description of the high
temperature phase are highlighted.
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Chapter 4 presents published work [68] introducing brane-localised curvature as a method
to solve the first of these restrictions. With this natural addition, it is found that a successful
phase transition is now possible at a large N (N ∼ 102). Nevertheless, the ambiguities of the
high temperature phase remain and Chapter 5 briefly outlines attempts to solve this. While
they are unsuccessful, the idea for investigating black holes as nucleation sites in cosmological
phase transitions is born.
The role of gravity and black holes in false vacuum decay is introduced in Chapter 6. By
outlining the thin-wall formalism developed and refined in Refs. [62,64] the basis is provided
for application to a finite temperature setting. Chapter 7 does just this, presenting work
submitted for publication [69] studying the role of black holes acting as nucleation sites in
cosmological phase transitions. It is found that smaller mass black holes have great potential
for improving transition rates. While concrete conclusions cannot be made without specifying
a primordial black hole distribution, the various transition scenarios and their consequences
on the resulting gravitational wave spectrum are outlined.





In particle physics, a phase transition describes the transition from one vacuum state to
another. To describe a typical scenario imagine the potential describing a scalar field V (φ, T )
in a cooling universe. At high temperatures there exists a single minimum of V (φ, T ) in
which the universe sits, known as the false vacuum. As the universe cools a new energetically
favourable minimum begins to form, known as the true vacuum, and the state transitions from
false to true vacuum. The nature of the phase transition depends on the characteristics of
this transition. If it is a continuous process it is known as a second-order phase transition. If
the change is discontinuous, however, it is known as a first-order phase transition. Figure 2.1








Figure 2.1: Left: Second-order phase transition for an example potential V (φ, T ). Right:
First-order phase transition for an example potential V (φ,T). A first-order transition is sig-
nified by the presence of a barrier separating two minima. The critical temperature Tc is the







Figure 2.2: The three methods of decay of a false vacuum at finite temperature. Blue:
Quantum decay from the ground state. Green: Quantum decay from a thermally excited
state. Red: Thermal excitation over the barrier.
order transition where there is only ever one minimum and the emergence of the true vacuum
is a continuous process. The right-hand plot instead shows a first-order transition. Here a
barrier exists between the false and true vacua, allowing the coexistence of the two phases.
At the critical temperature Tc the two minima are degenerate. Above Tc, the false vacuum
is energetically favourable; below, the true vacuum is instead preferred and the transition
begins. The transition occurs through the nucleation of bubbles, providing a unique physical
environment. The focus of this thesis is first-order phase transitions.
2.1 Describing False Vacuum Decay
The method of decay from a false vacuum takes various forms depending on the temperature
of the system. Taking an example scalar field potential V (φ), the coloured arrows in Figure 2.2
show the three methods. The aim is to quantify the probability of transition from the false
vacuum φf to the true vacuum φt and the properties therein. Decay probability per unit time
per unit volume is given by
Γ
V
= Ae−B . (2.1)
Before moving onto the details of calculating the transition rate for each of the three methods,
the basic idea of each will be introduced.
The first method is decay of the ground state at zero-temperature through quantum tun-
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nelling, demonstrated by the blue line in Figure 2.2, and was first described by Coleman and
Callan [29, 30]. Tunnelling occurs from the ground state at φf to φ0, from which the state
settles into the true vacuum φt.
Moving onto finite temperature processes, the second method is quantum tunnelling from a
thermally excited state, shown by the green line in Figure 2.2. The ground state is thermally
excited to a state with energy E = E1 at φ1 from which quantum tunnelling takes place,
emerging at φ2. This method is rarely discussed in the literature, as will be explained shortly.
Finally, if the temperature is large enough, thermal fluctuations can excite the ground state
over the barrier, shown by the red line in Figure 2.2. This description was first developed by
Linde [32]. It is important to highlight that, in contrast to the previous two methods, this
involves no quantum tunnelling.
With the three methods introduced they will now be discussed in greater detail.
2.1.1 Zero-Temperature
Vacuum decay at zero-temperature in quantum field theory was first described by Coleman
and Callan [29,30]. Building off the quantum mechanical description of a particle experiencing
quantum tunnelling, an equivalent formalism of barrier penetration in quantum field theory
was developed. The physical picture is described by the blue arrow in Figure 2.2; the aim is
to describe the transition of the field from the false vacuum φf to the true vacuum φt through
quantum tunnelling, with the intent of calculating the tunnelling rate given by Eq. (2.1). To
begin, the exponent B will be calculated as given by Coleman [29], with A mentioned later










with the boundary conditions
lim
τ→±∞
φ(τ, ~x) = φf , lim
|~x|→±∞
φ(τ, ~x) = φf ,
dφ(0, ~x)
dτ
= 0 . (2.3)
Coleman named these solutions bounces and here they will be referred to as infinite-period
bounces, a label that will commonly be used from now on.






Figure 2.3: Inverse of an example potential V (φ). The equation of motion, Eq. (2.5), describes
a particle moving in the inverse of the potential V (φ) with a damping term.














(∇φ)2 + V (φ)
]
. (2.4)
To get the true result for Γ it is necessary to sum over all contributions from all possible
solutions of φ from Eq. (2.2). Thankfully, however, Coleman proved [29] that O(4)-invariant
bounces provide the minimum of S4 and therefore dominate the transition rate. In this case,












with the boundary conditions
lim
ρ→∞
φ(ρ) = φf ,
dφ(0)
dρ
= 0 . (2.6)
The final boundary condition is to ensure the solution is regular at the origin ρ = 0. In this
scenario, the bounce action of Eq. (2.4) becomes















The equation of motion can be understood by interpreting φ as the position of a particle
and ρ as time. In this case, Eq. (2.2) describes a particle moving in the inverse potential
−V (φ), as shown in Figure 2.3, with a damping force inversely proportional to ρ. The particle
is released at rest, Eq. (2.3), and should return to rest in the false vacuum φf . The correct











Figure 2.4: The three types of solution for the equation of motion Eq. (2.5) for three different
release points φr in the range φ0 < φr < φt. Top Left: Undershoot; φr is too small to reach
the peak of −V (φ) at φf and ends up oscillating in the minimum. Top Right: Overshoot; φr
is too large, going over the maximum at φf . Bottom: Bubble; φr has just the right value such
that the particle comes to a rest on top of the maximum.
three types of solution, with an initial release point φ0 < φr < φt, for Eq. (2.5) are shown in
Figure 2.4. If φr is too small then the particle will undershoot, not having enough energy to
climb the hill to φf , and oscillate in the valley, as shown by the top left plot of Figure 2.4. On
the other hand, if φr is too large then it will simply have too much energy and overshoot the
maximum at φf , as shown by the top right plot of Figure 2.4. When φr is chosen correctly
however, the particle comes to rest on the maximum at φf , as shown in the bottom plot
of Figure 2.4, and the bubble nature of the solutions becomes transparent. At large radial
distance the state is that of the false vacuum φf . As the distance is reduced there is a region
of rapidly changing φ(r) corresponding to the bubble wall. Smaller radial distances are inside
the bubble and the state is now in the true vacuum.
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Figure 2.5: The solutions of the equation of motion Eq. (2.2) across a range of temperature
regimes from Ref. [70]. Left: Zero-temperature. Middle: Intermediate temperature. Right:
High temperature. The respective O(4) and O(3) symmetries at zero and high temperature
are apparent.
2.1.2 Finite Temperature
The scenario of finite temperature introduces two alternative methods of vacuum decay, la-
belled thermally assisted tunnelling and thermal excitation; the green and red lines in Fig-
ure 2.2 respectively.
The most known and used is the case of thermal excitation as developed by Linde [32],
describing the scenario when thermal fluctuations are large enough to excite the state over the
potential barrier. Here, the zero-temperature description of Coleman and Callan is extended
by noting that the Euclidean time has a period β = 1/T . Consequently, with symmetry in
the time direction lost, the equations no longer have a time dependence and one should now
look for O(3)-symmetric static solutions of Eq. (2.2) with a period 1/T , in partnership with
the finite temperature effective potential V (φ, T ). The solution across a range of temperature
regimes is shown in Figure 2.5. It is clear at zero-temperature the solution has O(4)-symmetry,
whereas at high temperature this is reduced to O(3)-symmetry due to the periodisation of the










dV (φ, T )
dφ
, (2.8)
with the boundary conditions
lim
r→∞
φ(r) = φf ,
dφ(0)
dr
= 0 . (2.9)
Comparing this to the zero-temperature result of Eq. (2.5) it is apparent that the only differ-
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ences are the factor of 3 becoming 2 in the friction term and the effective potential becoming

















+ V (φ, T )
]
, (2.10)
where the 1/T factor arises from the periodicity of the Euclidean time coordinate
∫ β
0 dτ .
The final method of transition is quantum tunnelling from a thermally excited state, a
process labelled thermally assisted tunnelling and is represented by the green, middle line in
Figure 2.2. As described earlier, the ground state of E = 0, at φf , is thermally promoted to
an excited state of E = E1, at φ1, from which quantum tunnelling takes place, with the state
emerging at φ2. Given the finite temperature setting, the Euclidean time coordinate has a
period β = 1/T and the boundary conditions for the equation of motion are altered:
d2φ
dτ2
+∇2φ− dV (φ, T )
dφ
= 0 , (2.11)
with the following boundary conditions
lim
|~x|→∞










= 0 . (2.12)
Just as with the zero temperature case of Eqs. (2.2) and (2.3), these solutions bounce but
now with a finite, rather than infinite, period of β. Hence, solutions of thermally-assisted
tunnelling are labelled finite-period bounces. Studying Figure 2.5, finite-period bounces are
portrayed by the middle plot describing solutions at intermediate temperatures. In the two
previous methods of infinite-period bounces at zero-temperature and static solutions at finite
temperature, the respective O(4) and O(3) symmetries allow great simplifications of the equa-
tion of motion Eq. (2.2) and Euclidean action Eq. (2.4). However, for finite-period bounces
similar symmetry arguments cannot be made; there remains a dependence on time but it is
not with an infinite period. Consequently, simplifications cannot be made and finding solu-
tions becomes difficult. Accordingly, this method is very rarely discussed and used in the
literature.
At this point it serves to briefly highlight the forms of the actions in Eqs. (2.7), (2.10). The
first term, the gradient of the field φ(r), is only significantly non-zero across the bubble wall,
clearly corresponding to a surface term. The second term, the potential V (φ), contributes










Figure 2.6: Left: An example potential in the thin-wall regime with the key characteristic of a
small potential difference ε between the minima. Right: The corresponding example thin-wall
bubble profile in which it is clear the size of the bubble is large compared to the wall width.
In the thin-wall limit, the release point is approximately the true vacuum, φr ∼ φt.
2.1.3 Thin-wall Approximation
In the limiting case when the difference between potential minima, |V (φt, T )− V (φf , T )| = ε,
is small compared to the potential barrier the problem is simplified and an analytic solution
can be found. In this regime, shown in Figure 2.6 left, the bubble solutions have a large
radius in comparison to the thickness of the bubble wall, as shown in Figure 2.6 right; a
phenomenon that can be understood by again considering the dynamics of a particle in the
inverse potential −V (φ, T ). When ε is small the initial condition (or release point) φr must
lie close to the maximum corresponding to the true vacuum φt. Consequently, the gradient
felt by the particle from the potential is gentle and therefore spends a larger amount of time
near φt. This translates to the extended plateau seen at lower r values in Figure 2.6, hence a
larger bubble radius.
The large bubble radius allows simplification of the equations of motion of Eqs. (2.5)





dV (φ, T )
dφ
, (2.13)





2V (φ, T )
(2.14)
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2V (φ, T )
≡ σ , (2.15)
a quantity which is in fact the surface tension of the bubble wall, σ, and should be calculated
































Studying Eqs. (2.16), (2.19), the surface and volume contributions highlighted earlier become
clearer and their opposing effects revealed. At small r the surface term dominates and any
bubbles formed will collapse. As r is increased the volume term eventually takes over and
bubbles will expand. This behaviour is shown in Figure (2.7). The turning point between
collapse and expansion is the critical radius rc, a solution known as a critical bubble which






Figure 2.7: The thin-wall bubble action of Eq. (2.19). The location of the turning point is
the critical bubble radius, rc. Above rc the bubble expands; below rc the bubble collapses.
2.1.4 Numerical Solutions
Typically, the equations of motion of Eqs. (2.5) and (2.8) are impossible to solve analytically
and, therefore, one must turn to numerical methods to find answers. As discussed and shown
in Figure 2.4 this is a problem of finding the correct initial condition φr. Doing so numerically
is frequently done using an overshoot-undershoot method. To begin, one chooses an initial
φr and solves the equation of motion (Eq. (2.5) or (2.8)) to find the solution. This result will
take one of the forms in Figure 2.4 and the initial condition is correspondingly altered; raise
φr for an undershoot, lower φr for an overshoot. This process is iteratively repeated until a
critical bubble to desired accuracy is found. The solution can then be substituted into the
corresponding action Eq. (2.7) or (2.10), giving the exponent of the transition rate.
2.1.5 Transition Rate and Successful Phase Transitions
With methods for finding bubbles and calculating actions outlined, transition rates can be cal-
culated. However, questions remain; what are relevant transition rates and how is a successful
phase transition defined?
Acquiring a truly accurate value for the transition rate requires calculating the factor A
in Eq. (2.1). It is typically argued that A is insignificant compared to the exponential and
therefore it becomes only necessary to calculate B as previously outlined. Such logic is followed
in this thesis, however, for completeness the forms for A in quantum and thermal transitions
are included here. Coleman and Callan [30] focused solely on deriving A for zero-temperature
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)2( det′[−+ V ′′(φ)]
det[−+ V ′′(φf )]
)−1/2
, (2.22)
where det′ denotes the determinant computed with the zero eigenvalues omitted. Ref. [32]
then demonstrates this can be estimated by realising that A has dimension m4 and its value
is determined by the three quantities φ(0),
√
V ′′(φ) and r. Hence, the ratio of determinants
can be estimated by(
det′[−+ V ′′(φ)]




r−4, φ4(0), (V ′′(φ))2
)
, (2.23)
and the transition rate takes the form
Γ ∼ O
(










)3/2( det′[−+ V ′′(φ, T )]
det[−+ V ′′(φf , T )]
)−1/2
, (2.25)
which is again simplified through dimensional considerations and the ratio of determinants is
estimated as (
det′[−+ V ′′(φ, T )]
det[−+ V ′′(φf , T )]
)−1/2
∼ T 3 . (2.26)
This leaves the finite temperature transition rate





e−S3(φ,T )/T . (2.27)
An estimate for a successful transition would be when at least one critical bubble is






e−B ∼ 1 , (2.28)
where H is the Hubble constant. With the focus being finite temperature transitions, the



















where g∗ is the number of degrees of freedom at that temperature, is used to rewrite the





where the numerical factors have been dropped. Solving for B, the estimate for a successful
phase transition is found






The temperature at which this condition is satisfied is known as the nucleation temperature
Tn and is a key parameter when studying phase transitions.
2.2 Thermodynamic Features of the Phase Transition
It serves to highlight a few thermodynamic properties of the phase transition that can be
important for physical consequences such as baryon asymmetry generation and gravitational
wave production.
The first of these is the strength of the phase transition described as the ratio of the latent
heat (density) to the radiation energy density in the high temperature symmetric phase [71–73]





Latent heat is defined as the difference in enthalpy density
L(T ) = w(T, φf )− w(T, φt) , (2.35)












4 − V (φ, T ) . (2.37)
An alternative, and that which should be used when calculating gravitational wave spectra,






where the vacuum energy is the difference in trace anomalies between the two phases divided




(θf − θt) , (2.39)
with trace anomaly
θ = ε− 3p . (2.40)













where T∗ is the relevant temperature and is usually taken to be Tn and ∆V = V (φt, T ) −
V (φf , T ).
The second important parameter is the (approximate) inverse duration of the phase tran-
sition. Taylor expanding the action S(t) around a time t∗





(t− t∗) + . . . , (2.42)





















This ratio β/H∗ again plays an important role when calculating the gravitational wave spec-
trum.
Lastly, mentioned here because of its importance for most physical consequences is the
velocity of the expanding bubble wall vw. Calculation of wall velocity is a deeply involved
process in which particle interactions at the interface on a microscopic level are needed, an
exercise beyond the scope of this thesis. Therefore, it is rather typical for estimates or certain
limits to be taken in the literature, in particular the runaway limit in which vw → 1. Further
information can be found in the plethora of studies [45,74–79].
2.3 Gravitational Waves
Gravitational waves (GWs) have become an important contemporary focus in the study of
cosmological phase transitions thanks to the landmark first detection by LISA [46] and the
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planned space-based observatories of the future [47]. While the focus of this thesis and the
works within are not on gravitational wave production, the basics will be discussed such that
dependencies on phase transition characteristics can be understood. During a first-order phase
transition three main processes involved in the production of GWs have been outlined [21]:
• Collision of expanding bubble walls and shocks in the plasma.
• Sound waves left in the plasma after bubble collision.
• Magnetohydrodynamic (MHD) turbulence forming in the plasma after bubble collision.
The total gravitational wave power spectrum is then approximately the sum of these three
contributions
h2Ω(f) ≈ h2Ωcol(f) + h2Ωsw(f) + h2Ωturb(f) . (2.45)
Basics of each contribution will now be briefly discussed, while further details can be found
in Refs. [20–23].
2.3.1 Collisions
The contribution of the scalar field to gravitational wave production comes from the collisions
of the expanding bubbles. The envelope approximation [18, 19, 80–83] is a widely adopted
approach modelling the expansion of bubbles as thin-shells which disappear once the transition
is complete, the observation being that the emitted gravitational radiation mainly depends
on the kinetic energy stored in the uncollided bubble regions. The GW power spectrum is
given by [21]











































The efficiency factor κenv, which measures the conversion of latent heat into kinetic energy,
depends on the wall velocity. Results from numerical fitting for differing regimes are shown
in Appendix A of Ref. [20]. Stated here is the result for very large wall velocities (vw → 1),







Knowledge of the relevant temperature T∗, phase transition strength α, inverse duration β/H∗
and wall velocity vw facilitates calculation of the gravitational wave spectrum due to bubble
collisions
h2Ωcol(f) ' h2Ωenv(f) . (2.51)
As noted by Ref. [22], for general thermal transitions, one expects κcol to be small as vw is
limited and therefore the contribution to gravitational waves from collisions is small. On the
other hand, vacuum transitions and those with a runaway bubble wall will have a large κcol
as essentially all latent heat goes into accelerating the bubble wall; hence, collisions provide
the main source of gravitational waves there.
2.3.2 Sound Waves
Expansion and collision of bubbles results in sound waves taking the form of bulk motion in the
plasma of the early universe. Although analytical studies have made some headway [84, 85],
they are not in complete agreement with the numerical simulations which have shown that this
long-lived source typically dominates contributions to the gravitational wave spectrum [72,
73,86]. Fitting of these numerical results provides the power spectrum [22,73]



































The efficiency factor κf follows the same description as for collisions. This form is limited to
velocities about 10% or more away from the speed of sound or light and transition strengths
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α . 0.1. Upon comparison with the result from collisions Eq. (2.46), the power spectrum of
sound waves is suppressed by one fewer power of (β/H∗)
−1, highlighting the longer lasting
nature of this source.
2.3.3 MHD Turbulence
Turbulence in the plasma is also generated during the phase transition, in particular Kolmogorov-
type turbulence [87]. The GW spectrum takes the form [21,88,89]










vw Sturb(f) . (2.55)




[1 + (f/fturb)]11/3(1 + 8πf/h∗)
, (2.56)























Note, as with the sound wave contribution, there is a factor of (β/H∗)
−1 less suppression,
indicative of a longer-lasting source. Additionally, there is a different dependence on the
efficiency factor κturb compared to the other sources.
Dependence of the GW spectrum on thermodynamic parameters
With the formulae describing the gravitational waves sourced from first-order cosmological
phase transitions in hand, the dependence on the thermodynamic parameters can be studied;
namely, the transition strength α, inverse duration β/H∗, bubble wall velocity vw and the
relevant temperature which is taken to be the nucleation temperature T∗ = Tn. Increases
in transition strength α enhance the amplitude but have no effect on the peak frequency
for each contribution. On the other hand, increases in β/H∗ decrease the amplitude, with
the effect more significant for collisions, and shifts the peak frequency to larger values. The
relevant temperature T∗ makes no changes explicitly to the amplitudes but again increases
peak frequency. Lastly, increases in the wall velocity vw increase the amplitude with the
effect much more pronounced for collisions and turbulence. Increases here also reduce the





The contents of Chapter 2 outline a framework applicable to phase transitions throughout
cosmological history. This chapter introduces the first of two main topics in this thesis - the
holographic phase transition (HPT) [54]. Arising from finite temperature studies of one of the
most popular extra-dimensional models, the Randall-Sundrum (RS) model, the holographic
phase transition is rather different to more traditional cosmological phase transitions. As a
consequence it can be highly supercooled and have prospects for a detectable gravitational
wave spectrum [57–60]. Given the extra-dimensional foundation, an introduction to extra-
dimensional models - in particular, the Randall-Sundrum model - is provided before discussing
the holographic phase transition in detail. There have been a large number of reviews and
lecture courses given on the topic of extra dimensions and some are given here for reference
and further reading [90–96].
3.1 Large Extra Dimensions
Extra dimensional models recently gained popularity as solutions to the hierarchy problem,
the large difference between the eletroweak ∼ 103 GeV and Planck ∼ 1018 GeV scales. Initially,
models of large extra dimensions [48, 97] introduced additional extra spatial dimensions into
which gravity propagated. As a result, gravity appears weakened at shorter distances. A









where M∗ is the fundamental scale of nature and n is the number of extra dimensions. To
achieve a fundamental scale at the electroweak scale M∗ ∼ TeV, the necessary size for different
numbers of extra dimensions is estimated [96]
• n = 1→ R ∼ 1015 cm, which is very large and ruled out.
• n = 2→ R ∼ 0.1 cm, which is barely ruled out by experiment.
• n = 3→ R . 10−6 cm, which has not been tested.
Introducing at least three extra dimensions provides opportunities for solving the hierarchy
problem. However, it can be argued that one should expect the size of the extra dimension to
also be of the natural scale R ∼ 1/M∗. Hence, all that’s really happened is a shift of hierarchy
from mass scales to R and M−1∗ . This is known as a problem of radius stabilisation and is
difficult to solve in the models of Refs. [48, 97].
3.2 Randall-Sundrum model of Extra Dimensions
Further developing the theory of extra dimensions, Randall and Sundrum (RS) proposed
a model of warped extra dimensions [49]. The physical setup is a single extra dimension
compactified on a circle whose upper and lower halves are identified. Formally, this is a
S1/Z2 orbifold giving the relations
y ∼ y + L , y ∼ −y , (3.2)
where y is the coordinate of the extra dimension and L = πR is its size. A graphical represen-
tation can be seen in Figure 3.1. The points y = 0 and y = L are two fixed points on each of
which lies a 3-brane, 3+1 dimensional spaces, enclosing the warped 5D bulk. Figure 3.2 shows
the physical setup. The brane at y = 0 is known as the Planck, UV or hidden brane whereas
the brane at y = L is known as the TeV, IR or visible brane and is where, generally, the
Standard Model (SM) is confined. Throughout the rest of this discussion the terms Planck
and TeV brane will be used with the corresponding subscripts P and T for brane localised
quantities.
The RS model is described by an action made of three components: a bulk term and two
brane terms




Figure 3.1: Graphical representation of the orbifolded extra dimension in the Randall-
Sundrum model. Figure from Ref. [98].
Figure 3.2: Setup of the Randall-Sundrum (RS) extra dimensional model. The extra dimen-
sion is warped and bounded by two 3-branes. Figure from Ref. [96].













where M∗ is the fundamental 5D mass scale, R is the Ricci scalar, Λ is the 5D cosmological














−gi λi , (3.5)
where i = P, T represents the Planck and TeV branes respectively such that yP = 0 and
yT = L, with gi the metric localised to that brane and λi the brane tension. The localised
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metrics are given by
g(P )µν (x
µ) ≡ gµν(xµ, y = 0) , g(T )µν (xµ) ≡ gµν(xµ, y = L) . (3.6)
To find the metric, it is assumed that the solution respects four-dimensional Poincare
invariance in the xµ-directions [49], beginning with the ansatz
ds2 = e−2A(y)ηµνdx
µdxν + dy2 , (3.7)
where ηµν = diag(−1, 1, 1, 1) is the 4D Minkowski metric. Finding the form of A(y) is therefore
the task; the 5D Einstein equations are used with the ansatz








where M,N = 0, 1, 2, 3, 5 are the 5D indices (notice it is convention to skip the index 4)







from which it is clear a real solution for A only exists if Λ is negative, demonstrating the bulk




≡ k2 , (3.10)
where k ≡ 1/l is known as the AdS curvature. Integrating the square root of this equation
determines the form of A
A(y) = k|y| , (3.11)
where |y| ensures the solution respects the orbifold symmetry. Substituting into Eq. (3.7),
the final form for the metric is found
ds2 = e−2k|y|ηµνdx
µdxν + dy2 . (3.12)
The factor multiplying the 4D coordinates is known as the “warp factor” and is responsible
for the shifting of physical scales between the two branes.
Continuing, the 4D components, µν, of the Einstein equations remain
Gµν = e
−2A(6A′2 − 3A′′)ηµν . (3.13)
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δ(y − L) . (3.14)
Additionally, by differentiating Eq. (3.10) it can also be found
A′′ = 2k (δ(y)− δ(y − L)) . (3.15)
Equating the two forms of A′′ leaves
24M3∗k(δ(y)− δ(y − L)) = λP δ(y) + λT δ(y − L) , (3.16)
which, upon matching the coefficients of the delta terms, provides the necessary condition for
satisfying the Einstein equations
λP = −λT = 24M3∗k , (3.17)
a tuning inherent in the basic RS model; the brane tensions must be equal and opposite.
3.2.1 Solving Hierarchies
Consider the situation where matter fields are confined to the TeV brane at y = L. The Higgs



































The typical Higgs action is recovered with the crucial difference that the vacuum expectation
value is now exponentially suppressed
v = e−kLv0 . (3.19)
Therefore, if the difference in scales was Planck to electroweak, that is v0 ∼ 1018 GeV and
v ∼ TeV, then an exponent of approximately
kL ≈ ln(1015) ≈ 35 , (3.20)
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is needed. Considering k is of a similar order to the 5D Planck mass M∗, such drastic
consequences only require a small extra dimension L. Additionally, perturbing the 5D action








Given that the exponential is likely to be negligible, the scale of gravity is largely independent





3.2.2 The Radion and Stabilisation
Until this point, the size of the extra dimension L has been a free parameter and chosen to
solve the hierarchy problem. Fluctuations in this radius are given by the scalar zero mode
in the perturbations of the metric, with this scalar field known as the radion. Ref. [99]









leading to the radion itself being defined
µ = ked(x)
' ke−kL−R(x)e2kL , (3.24)
where d(x) is the proper length of the extra dimension. Further details can be found in
Chapter 4. Problematically, the vanilla RS model contains no mechanism to generate an
appropriate vacuum expectation value (VEV) for µ. Hence, not only is there no natural
method of generating a hierarchy-solving radius, but the presence of a massless radion would
also generate a long range force. Therefore, a dynamical radius stabilisation mechanism is
needed.
Although there are possible alternatives [100, 101], the Goldberger-Wise (GW) mecha-
nism [102] is a simple and popular choice. The idea is to add a massive scalar field ϕ to the

























−gT VT , (3.25)
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where VP = λP (ϕ
2 − Φ2P )2, VT = λT (ϕ2 − Φ2T )2 describe the brane-localised interactions and
m is the mass of the scalar field. Focusing on the bulk part, the equation of motion reads
ϕ′′ − 4kϕ′ −m2ϕ = 0 , (3.26)








4 +m2/k2. Given that the brane terms have been ignored, this result is only
valid away from the boundaries of the extra dimension. Substituting this solution back into
the action of Eq. (3.25) and integrating over the extra dimension reveals the 4D potential












)2 − λP (ϕ2(0)− Φ2P )2 . (3.29)
Simplifying to the case in which λP and λT are large, it is clear from V that it is energetically
favourable to have ϕ(0) = ΦP and ϕ(L) = ΦT . Hence, ΦP and ΦT now describe the VEV of
the scalar field ϕ on the Planck and TeV branes respectively. Eq. (3.27) then provides the
conditions





= ΦT . (3.31)
Solving these simultaneously in the limit kL 1 gives the final forms of A and B
A = ΦT e





− ΦT e−(4+ε)kL , (3.33)
where ε = v − 2 ' m2/(4k2) for m/k  1. Finally, substituting these into Eq. (3.28) gives
the potential for the radion












where the brane VEVs have been made dimensionless via
ΦP → k3/2ΦP , ΦT → k3/2ΦT . (3.35)
The dependence on the brane VEVs can be further elucidated by writing the potential in the
form








































Figure 3.3: The GW potential of Eq. (3.34) with the example parameters ΦT = 1, ΦP = 22.5,
ε = 0.1 and k = 1016 GeV. The potential has been rescaled such that the false vacuum has a
value of zero. The vast difference in the sizes of the maximum and minimum is clear.
By simply adding a massive scalar to the bulk, the GW mechanism has dynamically generated
a potential for the radion µ, the minimum of which determines the size of the extra dimension
through the radion VEV. An example GW potential can be seen in Figure 3.3. Interestingly,
the GW potential possesses a maximum that is orders of magnitude smaller than the minimum.









where µ+ and µ− are the locations of the maximum and minimum respectively. Given that
ε  1 and k is in the region of M∗, achieving a reduction of scales necessitates ΦT < ΦP .
Indeed µ− ∼ TeV can be achieved for e.g. ΦT /ΦP ∼ 1/10 and ε ∼ 1/20; parameters of the
order ∼ 0.1− 1 can solve the hierarchy.
The possibility of ε < 0 also exists, corresponding to a negative m2 for the GW field.
In general this leads to the radion potential possessing no non-zero minimum. However,
accounting for small changes in the TeV brane tension δTT introduces a term δTTµ
4 to the









with δTT < εΦ
2
T and δTT > −Φ2T (4 + ε). Such a scenario allows for ΦP < ΦT but of course
introduces another free parameter.
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It is important to note that the original approach by Goldberger and Wise neglected any
backreaction of the GW field ϕ on the metric. This is valid when
ΦP,T  (M∗l)3/2 , (3.39)
remembering k = 1/l. For a positive ε, ΦP > ΦT and therefore ΦP is the greatest threat to
neglecting the backreaction. The opposite is true for negative ε.
3.2.3 Cosmology of the RS model
Attempts to understand the cosmology of extra dimensional models began with the work of
Ref. [50] studying the case of branes with no cosmological constants. They find the standard
cosmology of H2 ∝ ρ is instead H2 ∝ ρ2. Upon introduction of the brane cosmological
constants however, Ref. [51] demonstrated the standard Friedmann equation is recovered with
corrections of the order ρ2; albeit, with the caveat of requiring tuned cosmological constants
and a negative energy density in our universe. These issues are relieved if the extra dimension
is dynamically stabilised [52], yet deviation from standard cosmology ultimately takes place
above T ∼ 1 TeV [53].
3.3 The Holographic Phase Transition
Persistent problems with the cosmology of the RS model, particularly at early times, moti-
vated studies into viable alternative high temperature descriptions. Principal work of Ref. [54]
demonstrated how the AdS/CFT (Anti-de Sitter/Conformal Field Theory) correspondence
offers a useful 4D interpretation of the RS model, revealing the nature in 5D at high tem-
perature. The AdS/CFT correspondence relates a (d + 1)-dimensional gravitational model
described asymptotically by AdS space to a d-dimensional conformal field theory [55]. The
work of Ref. [54] finds its basis in the work of Witten [103] where attempts to extend the
AdS/CFT correspondence resulted in the concrete example of a phase transition between
AdSd+1 and AdSd+1-Schwarzschild spaces. From a 4D viewpoint, the corresponding confor-
mal field theory transitions between confined and deconfined spaces.
Of course the RS model is not simply AdS5 space but a bulk AdS5 space bordered by
the Planck and TeV branes, resulting in some alterations [54, 104, 105]. Firstly, the addition
of the Planck brane corresponds to a UV cutoff and the introduction of 4D gravity to the
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4D CFT. Meanwhile, the addition of the TeV brane corresponds to some deformation of the
CFT leading to a breakdown of the conformal invariance in the IR. Lastly, the addition of
the GW stabilisation mechanism is associated to a quasi-marginal deformation of the CFT.
Additionally, the radion field corresponds to the chemical potential in 4D.
With this knowledge, the finite temperature dynamics of the RS model, as described by
Ref. [54], are as follows. At high temperatures the stable phase is described by an AdS5-
Schwarzschild (AdS-S) geometry, where the TeV brane is replaced by the horizon of a 5D
Schwarzschild black hole (BH). The Hawking temperature of this black hole corresponds to
the temperature of the 4D CFT. As the universe cools, the RS model becomes energetically
favourable and a phase transition occurs. The TeV brane replaces the black hole horizon,
the radion acquires a VEV and the distance between the two branes is stabilised. This phase
transition is known as the holographic phase transition.
Before further discussing the specifics of the transition, it is important to understand
the 5D classical gravity description is only accurate when the dual CFT is strongly coupled,
defined by a large ’t Hooft coupling λ = Ng2YM and hence a large gauge group size N  1.
The two theories are related through
N2 = 16π2(M∗l)
3 , (3.40)
and therefore validity requires large (M∗l). This is incredibly important and it will be seen that
keeping a valid classical gravity description (N  1) restricts the possibility for a successful
phase transition.
3.3.1 Comparing Free Energies
To understand the nature of the phase transition it is first important to know which phase
is energetically favourable at a given temperature; this is done by comparing free energies.
For the RS setup the free energy is already known; it is the minimum of the GW potential,
Eq. (3.36), V (µ−) where µ− is the location of the minimum as given in Eqs. (3.37) and (3.38).
Attempts to understand the black hole phase begin with the metric. As discussed, this is

























where r0 is the event horizon of the black hole and r0 ≤ r <∞. For r0 = 0 this simply reduces
to the pure AdS metric. Using analytic continuation t → −iτ the Euclidean metric can be
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found, where the inverse period of Euclidean time τ is equal to the temperature, β−1 = T .
In fact, the metric of Eq. (3.41) is only a valid solution of the Einstein equations when the




≡ TH . (3.42)
If this is not true a conical singularity arises. Naturally, studying finite temperature dynamics
means the temperature of the system T is free and is therefore not necessarily equal to the
Hawking temperature TH . Hence, there is a conical singularity in Euclidean coordinates at
the horizon. Thankfully, Ref. [65] offers a solution, demonstrating that the integral of the
Ricci scalar is ∫
d4x
√
g R ∼ 4π(1− α) (3.43)
where α is the conical deficit angle with the value α = β/βH = TH/T . The action corre-




























With the conical contributions understood, the remaining contribution from the black hole
can be calculated and is simply the difference in free energies between the AdS5-Schwarzschild
and AdS5 spacetimes, FAdS-S−FAdS. With R = −20/l2 for both the AdS-S and AdS metrics,



































where, again, the relation F = −T · S has been used. The cutoff Λ is introduced because
both integrals are divergent, yet by now calculating the difference and taking Λ→∞ a finite
value is found. Comparison of the free energies requires imposing that the geometries of the
two solutions at the cutoff surface r = Λ must be equal, giving√
gAdS-Stt (r = Λ)βAdS-S =
√




















where Taylor expansion has been used to find the last line. Using this result and taking the
difference in free energies































= −2π4(M∗l)3T 4H , (3.50)
taking Λ → ∞ for the final line. Finally, adding the conical contribution of Eq. (3.45) gives
the free energy of the high temperature phase
FBH ≡ FAdS-S − FAdS + Fcone = 6π4(M∗l)3T 4H − 8π4(M∗l)3TT 3H . (3.51)
Determining the energetically favourable phase requires comparing the minima of the free
energies which, for FBH, is when TH = T , corresponding to the absence of a conical singularity.
Hence, the minimum of the black hole phase reads
FminBH = −2π4(M∗l)3T 4 . (3.52)
The minimum of the free energy in the two phases is now known: V (µ−) for the RS phase,
FminBH for the black hole phase. The temperature at which the two phases are energetically







For T > Tc the black hole phase is energetically favourable. Below Tc a transition to the RS
setup occurs.
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3.3.2 Dynamics of the Phase Transition
The minima of the two phases are separated by a barrier; therefore, a first-order phase tran-
sition proceeding through bubble nucleation occurs. These bubbles interpolate between the
AdS-S spacetime and the stabilised RS setup. The dynamics of the low temperature phase are
described entirely by the radion µ and its potential, Eq. (3.36). The radion gains a non-zero
VEV and stabilises the extra dimension. The dynamics of the high temperature phase are
described by the free energy of the black hole, Eq. (3.51), parametrised by TH , which can be
thought of as playing the role of a field. Typically, as described in Chapter 2, the false and
true vacua are described by the same field. Unusually, here the dynamics are described by
two fields, µ and TH . How are the two connected? As outlined by Ref. [54], the two phases,
and their topologies, can be deformed into one another by moving the horizon to r = 0 and
then moving the TeV brane back from r = 0. The bubble therefore interpolates between the
phases as follows. The centre of the bubble describes the black hole phase with the horizon
and Planck brane. Moving out from the centre, the horizon recedes to r = 0. The configu-
ration eventually arrives at pure AdS, at which point the TeV brane then approaches from
r = 0. Finally, far outside the bubble, the TeV brane is stabilised at a finite r. To summarise,
the RS model with a stabilised TeV brane, parametrised by the radion µ, is glued to the black
hole configuration, parametrised by the Hawking temperature TH , through pure AdS which
is recovered for both µ→ 0 and TH → 0.
Given that the configurations are glued in this manner, a potential describing the dynamics
can be found by combining the free energies [54] (which, from now on, will be written as

















VBH(TH , T ) = 6π
4(M∗l)
3T 4H − 8π4(M∗l)3TT 3H , (3.55)
these result in a combined potential [58]
V (ψ, T ) = 2π4(M∗l)
3T 4 +

VRS(ψ) ψ ≥ 0
VBH(ψ, T ) ψ < 0
, (3.56)
where the first term is simply −FminBH and is present to set the false vacuum to zero potential.
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Figure 3.4: A plot of the combined potential of Eq. (3.56) for ΦT = 1, ε = 0.1, (M∗l) = 0.55
and T = 200 GeV.
The field ψ is defined
ψ ≡

µ for ψ ≥ 0
−TH for ψ < 0
. (3.57)
An example of the combined potential of Eq. (3.56) is seen in Figure 3.4. This now resembles
the typical scenarios discussed in Chapter 2, a potential parametrised by a single field ψ. For
ψ < 0 the potential is described by the black hole phase, where the potential at the minimum
has been offset to zero. For ψ ≥ 0 the potential is described by the GW potential.
The regular prescription of Chapter 2 can now be followed. However, there is a crucial
approximation made in Eq. (3.56) - the µ and TH fields have the same kinetic term. While
the kinetic term for the radion is derived [52,105,108] to be
L = −12
√





the equivalent task for TH would involve finding a complete solution of the Einstein equations
describing the bubble [54], an incredibly difficult task. Therefore, combining the fields as in
Eq. (3.57) and using the subsequent potential of Eq. (3.56) is not strictly correct; the scale of
the left hand side of Figure 3.4, ψ < 0, is unknown.
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To perform an agnostic analysis, one can just write the Lagrangians


























where the second forms, which have factored out the kinetic term coefficients, can be used for
a typical analysis as outlined in Chapter 2. The transition rate is given by
Γ ∼ e−B (3.64)
where B is the Euclidean action computed from the bubble and a prefactor is assumed to be
subdominant. Concentrating on the finite temperature O(3)-invariant solutions, the bubble













∂ψ ψ < 0
, (3.65)
where V (ψ, T ) is from Eq. (3.56). The Euclidean action is made up of two contributions, from
the RS and black hole sides, given by










V (ψ, T )
]
, (3.66)










V (ψ, T )
]
, (3.67)
where r is the radial coordinate and the quantity relevant for tunnelling is then B = S3/T =
(SBH3 +S
RS
3 )/T . The same approach can be translated to the O(4)-invariant solutions. Finally,
the condition for successful tunnelling is approximated by Eq. (2.33) with g∗ ∼ 100 and
Tc ∼ 100 GeV, giving
S3
T
. 140 . (3.68)
Following this framework, one can take arbitrary forms of the kinetic term factors Y and Z
and calculate the tunnelling properties. While the radion kinetic term is known, Eq. (3.58),
the ambiguity of the black hole kinetic term Y is a key issue that has prompted a number
of different approaches from the literature [54, 57–59]. Before examining these separate ap-
proaches however, the general results and features that make the holographic phase transition
interesting will be discussed.
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3.3.3 Characteristics of the HPT
Several works have studied the characteristics of the holographic phase transition [54, 57–
59]. To attain some basic understanding of the roles the parameters play in the tunnelling
probability, the thin-wall formulae of Refs. [54, 57] can be used. Within the confines of their
























2VRS(µ) is the surface tension calculated using just the GW potential
at the critical temperature, ∆V is the difference between the BH and GW minima, and
(2N2/2π2) comes from the canonical normalisation of µ. The factors of ε and ΦT arise




− and ∆V = ε
3/2Φ2Tµ
4
−[1 − (T/Tc)4]. It is clear how increasing N hinders the
tunnelling probability. However, it is necessary to have a large N for the semi-classical gravity
description to remain valid. This tension consistently plagues HPT success. However, ε and
ΦT could yet come to the rescue. While ε 1 is a condition from the derivation of the GW
potential, small increases can still aid tunnelling. Meanwhile, ΦT offers a promising solution
- any increase greatly reduces S3/T . Indeed, following a full numerical analysis, Ref. [57]
supports these conclusions.
From this position it appears there is no issue with having a large N , one can just raise ΦT
accordingly and still find tunnelling. Of course it is never so simple, using the GW effective
potential for the radion requires negligible backreaction on the metric, Eq. (3.39). Given the





Hence, ΦT,P are always severely constrained and any possible gains are limited. The backre-
action constraint is most limiting for ε > 0. Here ΦP > ΦT (from Eq. (3.37)) and therefore
ΦT is limited by the size of ΦP rather than its own value. Consequently, Ref. [57] found that,
for ε > 0 nucleation never takes place in a regime where backreaction can be ignored. Turning
to the case of ε < 0, where it is necessary to introduce the new parameter δTT , it is now true
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that ΦT > ΦP and the previous issue is avoided - the backreaction constraint is weakened.
Hence, Ref. [57] finds a successful transition is possible for N . 12.
Indeed, this reliance on negative ε, and the relaxation on backreaction constraints it pro-
vides, to achieve a successful transition is present throughout the literature. Two further
studies [58,59], soon to be discussed for their alternative approaches when describing the BH
contribution, follow a similar theme: successful tunnelling can only occur for ε < 0 and N . 8.
Whether N ∼ 8 presents a scenario where the semi-classical gravitational description remains
valid is open to discussion, but it is nevertheless too close for comfort. A full numerical study
of the dependence of the Euclidean action on the parameters N, ΦT and ε can be found in
Chapter 4.
It is clear that finding a successful transition is difficult while maintaining a valid theory,
but what are the traits of a successful HPT? Refs. [57–59] all find that, unlike a standard
electroweak-scale transition, a large amount of supercooling, Tn  Tc, is present. The source
is the flatness of the nearly-conformal radion potential, which can be written





where conformality is broken by the small parameter ε. Here, the maximum µ+ and minimum
µ− can lie far apart, offering an alternative dependence of the Euclidean action on the temper-
ature. Greater detail can be found in Ref. [56] which studied the cosmological consequences
of such nearly-conformal potentials.
Drastic reductions in nucleation temperature will have significant consequences for any
gravitational waves produced, see Refs. [57, 59], and any other phase transitions proceeding
the HPT, see Ref. [58] for an application to the electroweak phase transition and baryogenesis.
3.3.4 Approaches to the Black Hole Kinetic Term
Issues with the kinetic term of the TH field describing the black hole contribution, as previously
mentioned, remain a stumbling block on the path to a wholly reliable analysis. Given the
lack of a concrete solution, the studies of Refs. [54,57–59] each take an alternative approach.
The respective details are discussed to highlight the ambiguities at play.
Neglecting the BH Side: To begin, Refs. [54] and [57] work off the assumption that the
black hole side is likely negligible. Considering the radion kinetic term is proportional to
38
(M∗l)
3 ∼ N2, it is clear that both free energies depend on N2 and can be rescaled: F̃RS ≡
FRS/N
2 and F̃BH ≡ FBH/N2. Comparing the two free energies at the critical temperature
Tc, where the depths of their minima are equal, the only factor in determining their relevance
is the location of their minima (width). The location of FminBH is simply Tc, whereas F
min
RS is
located at µ− ∼ 1 TeV  Tc. Hence, the width of the black hole side is assumed negligible
compared to that of the RS side, as seen in Figure 3.4, and can be neglected. At temperatures
below Tc the radion minimum will become deeper compared to the BH minimum and the
conclusion will only be reinforced. Ref. [57] performs a numerical study in this regime revealing
successful nucleation is possible for ε < 0 and N . 12. Nevertheless, their approach remains
an approximation in that it assumes there are no other factors in the kinetic term for TH
which could make it numerically relevant.
Using the Combined Potential: Instead of completely ignoring the width of the BH side,
Ref. [58] follows the suggestion of Ref. [54] in forming a combined potential of the BH and
RS fields, as given in Eq. (3.56). Given the absence of the true form, the BH kinetic term
is approximated to be identical to that of the radion, Eq. (3.58). With a complete potential
a full numerical analysis, as outlined in Chapter 2, can be performed. Again focusing on
the negative ε scenario, they find the transition is significantly supercooled and a successful
transition is only possible for an even more constraining N . 6.
Boundary Condition on the Equation of Motion: The focus of Ref. [59] was to par-
tially take into account backreaction by reconciling the radion effective potential with the
superpotential method [109,110] which fully considers backreaction but provides no effective
potential itself. During their study however, a novel approach to considering the BH side was
introduced. While the specific shape of the BH side is not considered, the depth is used as a
boundary condition when solving the radion equation of motion. As discussed in Chapter 2,
the dynamics of the equation of motion (see top line in Eq. (3.65) for the radion) are those of a
ball rolling in the inverse potential; the goal is finding the release point such that the ball stops
on the “hilltop” of the false vacuum. In the holographic phase transition however, only the
RS side of the potential is accurately known. Hence, only dynamics up to µ = 0 (approaching
from µ > 0), and not beyond, are known - in reality the field would need to evolve further to
the BH minimum. Ref. [59] attempts to capture some of these dynamics by demanding that,
upon reaching µ = 0, the field have the kinetic energy necessary to “jump” and stop on top of
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the BH minimum, Eq. (3.52). Explicitly, the solution of the finite temperature O(3)-invariant
















∣∣FminBH ∣∣ , (3.74)
where, as a reminder, Z is the kinetic term of radion field as given in Eq. (3.58). With this
approach Ref. [59] finds a result very similar to Ref. [58]. Thermal transitions are still only
possible for N . 7, despite relaxing the backreaction constraints, with supercooling by orders
of magnitude. Again, this study focuses on a negative ε.
3.4 Addressing the Problems
The numerous approaches just described offer scenarios for successful tunnelling but are re-
strained to relatively low N , leaving the theory open to validity doubts, and negative ε.
Chapter 4 presents published work [68] attempting to solve these two issues through the in-
troduction of TeV-brane localised curvature. A natural extension to the RS model, TeV-brane







gT R(gT ) , (3.75)
where the mass scale MIR is a new free parameter in the model. In the context of the phase












Aside from the limit θIR < 1, θIR is a free parameter. From Eq. (3.67) it is clear that the
Euclidean action is proportional to Z2. The simple addition of brane localised curvature
provides a parameter which can directly lower S3 and improve transition rates.
Chapter 4 demonstrates how the introduction of brane localised curvature opens up the
viable parameter space for successful tunnelling to the positive ε and large N regions. This
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work does not attempt to address the issues concerning the BH kinetic term, instead utilising
and comparing the approaches of Ref. [59], introducing a boundary condition, and Ref. [58],
using a combined potential.
Note that the published work in Chapter 4 uses some slightly different conventions to those
in this chapter. In particular, note the differences between the 5D Einstein-Hilbert actions in
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Abstract
We study the finite-temperature properties of the Randall-Sundrum model in the pres-
ence of brane-localized curvature. At high temperature, as dictated by AdS/CFT, the
theory is in a confined phase dual to the planar AdS black hole. When the radion is
stabilized, á la Goldberger-Wise, a holographic first-order phase transition proceeds. The
brane-localized curvature contributes to the radion kinetic energy, substantially decreasing
the critical bubble energy. Contrary to previous results, the phase transition completes
at much larger values of N , the number of degrees of freedom in the CFT. Moreover, the
field value of the bulk scalar on the TeV-brane is allowed to become large, while remaining
consistent with back-reaction constraints. Assisted by this fact, we find that for a wide
region in the parameter space tunneling happens rather quickly, i.e. the nucleation tem-
perature becomes of the order of the critical temperature. At zero temperature, the most
important signature of brane-localized curvature is the reduction of spin-2 Kaluza-Klein
graviton masses and a heavier radion.
4.1 Introduction
The possibility that physical reality might consist of extra spatial dimensions has intrigued
theoretical physicists since at least the work of Kaluza and Klein. The modern excitement
about extra dimensions re-surfaced when it was realized they offer a simple solution to the
hierarchy problem [48]. Most prominent is the proposal by Randall and Sundrum [49] in which
the bulk of spacetime is a slice of AdS5 bordered by two branes in which, unlike gravity, matter
is confined to propagate only on the TeV brane. The hierarchy between the weak and Planck
scales dynamically emerges due to the effect of gravitational redshift: mass scales on the TeV
brane are exponentially redshifted by the warp factor.
The cosmology of extra-dimensional models came under scrutiny immediately after their
proposal. In the absence of brane cosmological constants, the extra dimension leads to un-
conventional cosmology on the brane, i.e. H ∝ ρ [50]. Nevertheless, in the Randall-Sundrum
(RS) model standard cosmology could be recovered at low energy but at the cost of requiring
finely-tuned energy densities on the two branes [51] and negative energy matter content in our
universe. This fine tuning is lifted if the extra dimension is dynamically stabilized [52], yet,
deviation from standard cosmology ultimately takes place at early times above ∼ 1 TeV [53].
The above problems evidently prompt questions about the high temperature dynamics of the
Randall-Sundrum I (RSI) model.
Creminelli et al. sought to address these issues by employing the AdS/CFT correspondence
[54]. The holographic description of the RSI model has been discussed extensively in the
literature [104, 105]. Most importantly, the dual strongly coupled conformal field theory
(CFT) is confining where the spin-2 bound states are conjectured to be dual to the Kaluza-
Klein (KK) spin-2 spectrum of the 5D theory. At high temperature, as familiar from QCD,
one should expect the theory to undergo a phase transition and enter a de-confined phase.
In fact, Witten [112] considered a similar situation using the AdS/CFT dictionary to study
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the phase transition of a large-N gauge theory defined on S3. On the gravity side, the high
temperature phase is the AdS-Schwarzschild black hole while the low temperature phase is
thermal AdS. This is the well-known Hawking-Page phase transition [113].
The physics in our situation is now transparent: at high temperatures, the RSI is unstable
and the theory must undergo a phase transition. Similar to the Hawking-Page phase transi-
tion, the high temperature phase is described by the planar AdS black hole [106]. However,
unlike Hawking-Page, the planar AdS black hole is stable at any finite temperature unless the
extra dimension in the RSI solution is dynamically stabilized [54]. The metric fluctuations
contain a scalar degree of freedom, i.e. the radion, that controls the physical size of the extra
dimension. A stabilization mechanism, e.g. Goldberger-Wise [102], generates a potential for
the radion that renders the phase transition possible as we shall see below.
Several works have been devoted to study the dynamics of the holographic phase transition
[54,57–59] and, albeit introducing various twists, two general properties of the phase transition
(PT) were found to hold true regardless of the details. First, the PT is strongly first order
with substantial amounts of supercooling. Second, the system gets stuck in the false vacuum if
the ratio of the 5D Planck mass to the bulk cosmological constant is larger than O(1), taking
the best case scenario [59]. Although it might be desirable for certain applications to have
large amounts of supercooling, the second property threatens the framework consistency, in
particular, the holographic interpretation of the transition. Effective field theory lore tells us
that the Einstein-Hilbert action dominates the dynamics on the gravity side only if the ratio
of the 5D Planck mass to the cosmological constant is large. Precisely, AdS/CFT asserts the
correspondence [55]
N2 = 4π2(M?l)
3 + 1 , (4.1)
where M? is the 5D Planck mass, l is the AdS radius and N is the number of CFT degrees
of freedom. Ideally, for the classical gravity description to be meaningful, one must have
(M?l) 1 or large N . At large N , the 4D field theory is strongly coupled which is essential
for understanding the phase transition.










where MIR is a mass scale comprising the new parameter in the model, gL is the induced
metric on the TeV brane and R is the Ricci scalar built from the induced metric. Naturally,
one should expect MIR to be of the same order of magnitude as other mass scales in the
model, i.e. the 5D Planck mass and the bulk cosmological constant. We are concerned with
the finite temperature aspects of the model, in particular the dynamics of the holographic
phase transition. We shall see that the kinetic energy of the radion receives a non-trivial
modification due to Eq. (4.2) and allows for a large-N phase transition to proceed over a wide
range of parameters appearing in the radion potential. Moreover, the model accommodates
a wide range of nucleation temperatures: A large amount of supercooling is achieved if the
mass-squared of the bulk scalar field is small compared to the AdS curvature.
The plan of the paper is as follows. In Section 4.2, we define the radion and derive its
kinetic Lagrangian employing the orbifold formulation of the RSI model. We then move to
construct the radion potential induced via the Goldberger-Wise mechanism. Section 4.3 is
devoted to determining the free energies and discussion of the modeling of the phase transition
and its holographic interpretation. Section 4.4 offers a detailed study of the dependence of the
tunneling rate on the various model parameters paying special attention to the role brane-
localized curvature plays in the phase transition. The phenomenological consequences of
Eq. (4.2) and possible collider signatures of the radion are the subject of Section 4.5. Our
conclusions are given in Section 4.6.
4.2 Effect of brane-localized curvature on the radion
In this section we derive the effective 4D Lagrangian for the radion including the brane-
localized curvature. The radion is a scalar degree of freedom that controls the physical size
of the extra dimension. The brane-localized curvature contributes to the kinetic energy of
the radion, thereby introducing a non-trivial modification to its effective Lagrangian. In the
absence of a stabilization mechanism the radion is strictly massless. We employ a bulk scalar
field, á la Goldberger and Wise [102], to generate a potential for the radion. We review the
computation of the potential starting from the Charmousis-Gregory-Rubakov (CGR) wave-
function [99].
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4.2.1 Radion kinetic term
It is important to derive the radion kinetic term in detail because it is instructive to point
out the difference in the result obtained from the orbifold picture of the RSI model to that
obtained in the so-called interval approach [114, 115]. In the orbifold picture, the action of























gi δ(y − yi), yi = 0, L (4.4)
where the Planck (TeV) brane is located at the orbifold fixed point y = 0 (L) and gi denotes
the induced 4D metric on the branes. The extra dimension is compactified on an S1/Z2
orbifold and the theory admits a static solution
ds2 = e−2k|y|ηµνdx
µdxν − dy2 (4.5)
provided the brane tensions are fine-tuned to obtain flat brane geometries
σ0 = −σL = 6kM3? . (4.6)









as one could easily see by noticing that the induced metric on the TeV brane is flat. The 4D










where, with e−2kL  1, the dependence is indeed very mild.
It is useful to pause and comment on the holographic description of brane-localized cur-
vature. The RS models are thought to be dual to strongly coupled 4D theories that are
approximately conformal between M? and the Kaluza-Klein scale. The presence of UV and
IR branes explicitly breaks conformal symmetry, and matter fields on the UV (IR) brane are
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seen as dual to fundamental (composite) fields in the dual theory. Hence, the massless gravi-
ton (UV localized) is thought to be mostly fundamental, while the Kaluza-Klein gravitons (IR
localized) are thought to be mostly composite. In the absence of the IR brane (L→∞) the
dual theory would be conformal at all energies below M?, and the effective Planck mass would
be M2Pl = M
3
? /k. In the dual theory the bulk Einstein-Hilbert action arises dynamically via
loops of CFT fields cut off at M?, while the spontaneous breaking of conformal invariance,
due to the presence of the IR brane, generates a −e−2kLM2? /k correction to M2Pl. Now, the
presence of an IR brane kinetic term also corrects the effective Planck mass, Eq. (4.8), thus
in terms of the dual theory it should be thought of as arising due to modified dynamics asso-
ciated with the breakdown of conformal invariance in the IR. For a more thorough discussion
on the CFT interpretation we refer the reader to [116].
Formally, the radion is the scalar zero-mode in the metric perturbations. Physically,
radion fluctuations control the size of the extra dimension. It was shown in Ref. [99] that an
appropriate ansatz for scalar perturbations is
ds2 = e−2ky−2F ηµνdx
µdxν − (1 + 2F )2dy2, F ≡ F (xµ, y) (4.9)
where F is related to the physical radion field as we show below. In the absence of Eq. (4.7),
one could determine the radion wave-function by either solving the linearized Einstein equa-
tions or simply working on the action level. For example, one could expand the actions in
Eqs. (4.3) and (4.4) to quadratic order in F (xµ, y) ≡ f(y)R(x). The wave-function is then
determined by simply demanding the quadratic fluctuations to be massless, which yields the
following differential equation for the wave-function in the bulk
400k2f2 + 48ff̈ + 36ḟ2 − 368kfḟ = 0 (4.10)
with the following unique solution respecting the orbifold boundary conditions1:
f(y) = e2k|y| . (4.11)
The same solution is recovered from the equations of motion; see, e.g., Ref. [99]. The
situation is drastically different in the presence of brane curvature: Eq. (4.11) does not solve
the linearized equations of motion. Nevertheless, this poses no concern. First, the theory is
1The brane terms resulting from Eq. (4.4) force the boundary conditions, automatically satisfied by
Eq. (4.11).
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ultimately defined via a path integral that only employs the action as the fundamental object.
Second and more importantly, the wave-function in Eq. (4.11) is physically motivated as it
yields a degree of freedom whose value measures the size of the extra dimension.
To derive the kinetic term of the radion, there is a subtle issue that we wish to point out.
The available derivation in the literature starts by first expanding the action to quadratic order
in fluctuations, i.e. F (y, xµ), and proceeds using the CGR wave-function to integrate along the
extra dimension thereby obtaining the usual kinetic term. In fact, this procedure is inaccurate
for the purpose of studying the phase transition and is adequate only when discussing radion
phenomenology at zero temperature. In a nutshell, the procedure of expanding the action to
second order in F leads to a non-standard kinetic term of the form (∂µ)2/µ2. As we shall see
below, this problem is artificial and an exact computation yields a proper kinetic term for the
radion.











6e−2k|y|e−2F (1− 2F )(∂αF )(∂αF )− 8k2(1− 2F ) e−4k|y|e−4F
]
(4.12)
where we have integrated by parts and utilized Eq. (4.11) to considerably simplify the term
inside brackets. Because of orbifold boundary conditions, there are terms in the action pro-
portional to delta functions but they all cancel identically with the brane actions in Eq. (4.4).
Lastly, we need to carry out the integral over y which prompts us to recall the definition of
the radion field. Precisely,
µ(x) ≡ ke−kd(x) (4.13)




dy(1 + 2F ) = kL+R(x)(e2kL − 1) . (4.14)
Now the integral in Eq. (4.12) is performed via a change of variables











where we used that e2kL  1 and ignored a self-interaction term O(µ4). Adding Eq. (4.7)
now leads to our main result









(1− θIR), θIR ≡
M2IRk
M3?
, ξIR ≡ 1− θIR . (4.18)
Notice here that the sole effect of Eq. (4.7) is to modify the kinetic energy of the physical
radion. Indeed, we demand that θIR < 1 to insure the radion is not a ghost. Our result differs
from that obtained by employing the interval approach [115], which hinges on solving the
linearized equations of motion in the presence of Eq. (4.7). In addition, notice the interval
approach parametrizes the scalar perturbations differently than Eq. (4.9). We stick to the
CGR wave-function, and the corresponding kinetic term, since it allows for a transparent
relation between F (x, y), the radion and the size of the extra dimension.
4.2.2 Stabilization and the radion potential
We shall see in the next section that the high temperature phase of the theory, holographically
dual to the planar AdS black hole, is stable at any temperature and no phase transition can
occur. This completely changes once the extra dimension in the Randall-Sundrum set-up
is stabilized. Indeed even in the zero-temperature realization of the model, stabilization is
required to invoke a dynamical mechanism generating the large hierarchy between the weak
and Planck scales in a natural way.
The mechanism of Goldberger and Wise is minimal and serves our purposes. It relies on
adding a bulk scalar field that develops a non-trivial profile along the extra dimension. Using
this profile in the Goldberger-Wise action, a potential for the radion field is generated with a
global minimum thus dynamically fixing the size of the extra dimension.
Here, we derive the radion potential using the correct metric ansatz for the scalar pertur-
bation. In the bulk, the scalar field equation is
(+m2)ϕ(y) = 0 (4.19)
which is evaluated using the metric in Eq. (4.9) and leads to
(1 + 2F )ϕ′′ − 4(1 + 2F )(k + F ′)ϕ′ − 2F ′ϕ′ = (1 + 2F )3m2ϕ , (4.20)
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where a prime denotes derivative with respect to y. Remarkably, the bulk equation could be
solved exactly with the coordinate transformation
kȳ = ky + e2kyR(x)−R(x) (4.21)
which turns the equation simply to
ϕ̈− 4kϕ̇ = m2ϕ, ϕ̇ ≡ ∂ȳϕ . (4.22)
We see that the coordinate transformation has changed the independent variable to be











where A and B are integration constants to be fixed by boundary conditions. The exact forms
of the boundary actions do not concern us as they merely enforce the boundary conditions.
We can easily switch back to the coordinate y to determine the constants
ϕ(y = 0) = ΦP , ϕ(y = L) = ΦT . (4.24)
The potential of the radion is determined by plugging the solution back into the action




dy e−4ky−4F (1 + 2F )
[
(1 + 2F )−2ϕ′2 +m2ϕ2
]
, (4.25)
which is evaluated most simply by switching to ȳ to yield










A+B = ΦP , Ae
νkd(x) +Be−νkd(x) = e−2kd(x)ΦT . (4.27)
So far, no approximations have been made. We can follow Goldberger and Wise to solve
for the constants in the limit of large extra dimension, i.e. kd(x) 1, which indeed is a valid
limit given that we want to solve the hierarchy problem. Another convenient limit is that of
small ε ≡ m2/4k2 that enables the extraction of analytic results. In terms of the physical
radion, we finally have













where the brane vacuum expectation values (VEVs) are made dimensionless via
ΦP → k3/2ΦP , ΦT → k3/2ΦT . (4.29)
We shall thoroughly discuss the constraints on the brane VEVs in Section 4.4. This
completes our derivation of the radion effective Lagrangian.
4.3 Thermal phase transition: holographic description
It is mandatory to study the finite temperature behavior of the RS model if it were to describe
the early universe. This endeavor was initiated in Ref. [54] concluding that finite-temperature
effects tend to destabilize the extra dimension. At low enough temperature (below a TeV) and
in the absence of a stabilization mechanism, a temperature-dependent potential for the radion
is induced through its coupling to the heavy KK gravitons. When the latter are integrated out
and a thermal average of the effective action is performed, a correction of the form (−T 8/µ4)
appears [54]. Clearly, the latter correction renders the RS set-up unstable by pushing the
branes away from each other.
The authors of Ref. [54] turned to the AdS/CFT correspondence to understand the high
temperature phase of the model. The RSI is conjectured to be dual to a strongly coupled
CFT [104, 105]. The introduction of branes is then seen to break conformal symmetry. The
Planck brane explicitly breaks the symmetry by introducing a UV cut-off while coupling the
CFT to 4D gravity. The TeV brane, on the contrary, signals the spontaneous breakdown of
the symmetry in the IR where the scale of symmetry breaking is set precisely by the size of
the extra dimension. Matter fields on the TeV brane, as well as KK states, are dual to bound
states in the 4D theory.
The finite temperature physics of the RSI model becomes very transparent if one recalls
the exact AdS/CFT dictionary [103]
ZCFT[g] = Zgravity[G] (4.30)
where the rhs denotes the thermal partition function of a quantum theory of gravity formu-
lated on AdS space with metric G that induces a boundary metric g. In the saddle-point
approximation to the partition function, one finds all solutions to the Euclidean Einstein
equations representing thermal equilibrium. The partition function is then a sum over these
disconnected saddles, ideally taking loop fluctuations into account. In our case, there are two
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solutions that represent states of thermal equilibrium; the RSI model with two branes and
the planar AdS black hole. This observation, first made in Ref. [54], is key to unveiling the
high temperature characteristics of the model, and the physics turns out to be quite similar
to the Hawking-Page phase transition.

























where the transverse dimensions, i.e. xi, could be made compact by restricting the range of
coordinates. There exists a single horizon at r = r0 with R3 topology. The parameter r0 is









Armed with the two solutions, we need to compare their respective free energies to decide
on the relative stability of each phase. The Euclidean approach to black hole thermodynamics
commences with introducing the Euclidean section via an analytic continuation t→ −iτ . The





The contribution of the saddle-point to the free energy is given by the Euclidean action,
i.e. βF (β) = SE . The free energy of the black hole diverges as r →∞, so we subtract off the
pure AdS contribution




3T 4 . (4.34)
Notice that the temperature of AdS is not fixed by any requirement. The relation between the
black hole and AdS temperatures, as devised by Hawking and Page [113], is found by equating
the proper length of the thermal circle at spatial infinity. The conclusion from Eq. (4.34) is
very elegant: unlike the AdS-Schwarzschild black hole, the planar black hole is always stable
and never decays to thermal AdS.
The free energy of the RSI solution is more subtle. Simply put, the computation yields
a finite result while thermal AdS yields a divergent contribution. The situation is easily
remedied by simply sending the Planck brane to infinity to coincide with the AdS boundary.
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which is the same as AdS except that r ∈ [rTeV,∞). Upon including the Hawking-Gibbons-
York boundary term for the TeV brane, one simply finds
FRS − FAdS = 0 (4.36)
which means again that no phase transition could proceed and the theory stays in the de-
confined phase at any temperature. Indeed, there is a caveat to this result: the situation
drastically changes once stabilization is taken into account upon adding the bulk scalar.
The simplest way to see this is by inspecting the induced radion potential in Eq. (4.28)






where µ− denotes the radion VEV.
In the five-dimensional description used here, the phase transition is characterized by
a jump in the radion field, which therefore takes the role of the order parameter. As we
explained, the five-dimensional phase transition corresponds in the dual theory to a (de)-
confinement transition of the strongly coupled theory. At high temperatures, the system has
a nearly conformal symmetry, which spontaneously breaks when the strong sector confines.
This symmetry breakdown will generate a composite pseudo-Goldstone boson, i.e. the dilaton.
The VEV of the dilaton field sets the confinement scale, and so can be interpreted as the order
parameter on the four-dimensional side [117].
4.4 Dynamics of the phase transition at large N
We saw in the last section that the stabilization-induced radion potential triggers a first order
phase transition to proceed from the high temperature black hole phase to the low temperature
RSI phase. In this section, we study the dynamics of the phase transition. First, we illuminate
how the various parameters of the model affect the features of the phase transition. Second,
we discuss the effect of brane-localized curvature by making ξIR 6= 1, where ξIR is defined in
Eq. (4.18).
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Figure 4.1: A plot of the radion potential, described by Eq. (4.38), for ΦT = 1, ε = 0.1 and
(M?l) = 0.55. The inset shows the size and location of the maximum.
4.4.1 Qualitative discussion
It is instructive at this stage to discuss in detail the effect various parameters have on the
strength of the phase transition. To this end, we start by rewriting the radion Lagrangian













where we explicitly uncover that ΦT , unlike ΦP , plays a dominant role in the dynamics.
The generic features of the potential are displayed in Figure 4.1. Most importantly, for any
positive ε the potential possesses a global maximum and a minimum. The values of ΦT and
ε predominantly control both the position of, as well as the value of the potential at the
extrema.
As it stands, this Lagrangian is still not adequate to discuss the tunneling process. We need
to subtract off the energy of the false vacuum, i.e. Eq. (4.34), which serves as a temperature-
dependent offset when computing the bubble action. This leaves the potential














3T 4 . (4.39)
In conventional tunneling problems the potential describes the whole scenario and one
uses a bounce solution to find a bubble profile that ends in the false vacuum with zero kinetic
energy. The case at hand is drastically different since, as we explained, we do not consider the
contribution of the black hole to the tunneling rate and our potential therefore only describes
the dynamics of the radion. To handle this problem, we follow the approach used by Ref. [59]
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which tacitly takes care of this issue. As in the usual bounce solution approach the radion
is released somewhere between the extrema of the potential and is then required to tunnel
to µ = 0. However, given that µ = 0 is not the false vacuum we demand the radion field
reaches this point with enough kinetic energy to jump over and mount on top of the black hole









T 4 , (4.40)
which consequently introduces a non-trivial temperature dependence in the tunneling rate
in addition to the temperature dependent offset now in the potential. Once the parameters
(M?l), ΦT and ε are fixed, Eq. (4.40) associates each release point µr to a temperature value.
We believe the treatment outlined in Ref. [59] is the most suitable in our situation given our
inability to include the black hole phase in computing the tunneling rate.
Radion field configurations are found by using the boundary condition, Eq. (4.40), in







· ∂V (µ, T )
∂µ
(4.41)
where Z and V (µ, T ) are given by Eqs. (4.17) and (4.39) respectively, although note that the
temperature dependent offset plays no role here. Eq. (4.41) is solved for a range of release
points µr which in turn translate to a range of temperatures through Eq. (4.40). The solutions
















· V (µ, T )
]
. (4.42)
The tunneling rate per unit volume reads
Γ = A(T ) e−S3/T , (4.43)
where by dimensional analysis we shall estimate A(T ) ∼ (µ−)4. The requirement of nucleating














where the cosmology is radiation-dominated. Hence, if we take Tc to be of the same order as
µ−, we obtain S3/T . 140. This is the value we use throughout our study although a lower
Tc, attainable in most of our parameter space, considerably relaxes the nucleation condition.
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where E and rc are, respectively, the energy and radius of the critical bubble. In such a form
it becomes apparent that the factors influencing the bounce action are E, T , and rc. Each of
these factors has a non-trivial dependence on the input parameters which we discuss below.




3,ΦT ,ΦP /ΦT , ε
)
, (4.46)
and we plan to discuss each extensively.2 The new parameter ξIR is left to the next subsection
and so, for now, we fix ξIR = 1, restoring the usual scenario [54, 57–59]. In fact, solving the
hierarchy problem imposes a constraint that the global minimum of the potential must lie at










where, for ε > 0, µ+ and µ− are the maximum and minimum respectively. Hence, once ε
and (M?l) are fixed
3, the ratio ΦP /ΦT is uniquely determined once we make our choice of
µ− = 1 TeV.
(M?l) factor. The value of (M?l) (corresponding to the number of colors in the CFT
Eq. (4.1)) plays a crucial role in the phase transition. In Figure 4.2, the effect of (M?l) on
E, T and rc is shown for various release points. Each factor displays a dependence on (M?l)
either explicitly, implicitly through Z, or both. The rapid increase in the bubble energy, E, is
due to both the Z factor and the increase in rc. For rc, the only dependence on (M?l) comes
through Z. Finally, the increase in (M?l) for a fixed release point decreases the temperature.
It is interesting to note that the combination rcT does not scale significantly with (M?l).
2When exploring the dependence on these parameters we ignore back-reaction constraints to streamline the
discussion, but we ultimately take them into account in the following subsection.


































































Figure 4.2: The dependence of various quantities in the bounce action S3/T of Eq. (4.45) on

















Figure 4.3: The bounce action S3/T for various values of (M?l) with the benchmark values
ε = 0.05 and ΦT = 1, where the blue line represents the nucleation condition. It is clear that



































































Figure 4.4: The dependence of various quantities in the bounce action S3/T of Eq. (4.45) on
ΦT for a range of release points. We take the benchmark values ε = 0.05 and (M?l) = 0.55.
In Figure 4.3, we show the tunneling exponent for various values of (M?l). Here, the
devastating effect of large (M?l) on the tunneling rate is clear. An incremental increase causes
the system to get stuck in the false vacuum. This tension has been noted in Refs. [54,57–59]
to be the most unpleasant feature of the phase transition. In fact, large (M?l) (or N) is
required for the semiclassical analysis to be reliable. We shall see below how the inclusion of
ξIR drastically changes the situation.
Effect of ΦT . The parameter ΦT plays a major role in determining the tunneling rate.
Increasing ΦT renders the potential deeper at the minimum, thereby considerably facilitating
the tunneling to occur. We see in Figure 4.4 the effect of increasing ΦT on the various
quantities in Eq. (4.45). As we shall explain below, with ξIR = 1 the condition of limited back-
reaction on the background geometry prohibits us from leveraging the effect of ΦT . Arguably,
the most important effect of brane-localized curvature will be to enable us to prop up ΦT
consistent with back-reaction constraints. Figure 4.5 shows the dramatic effect increasing ΦT
has on aiding nucleation.


















Figure 4.5: The bounce action S3/T for various values of ΦT with the benchmark values
ε = 0.05 and (M?l) = 0.55, where the blue line represents the nucleation condition. It is clear

































































Figure 4.6: The dependence of various quantities in the bounce action S3/T of Eq. (4.45) on


















Figure 4.7: The bounce action S3/T for various values of ε with the benchmark values ΦT = 1
and (M?l) = 0.55, where the blue line represents the nucleation condition. It is clear that, for
positive values, decreasing ε increases the supercooling.













and thus a larger ε pushes µ+ closer to the minimum. This indeed facilitates the tunneling
taking place, as seen in Figure 4.7. Conversely, one could attain substantial amounts of
supercooling by lowering ε. Another important factor is the barrier height compared to the




which is exact thanks to the properties of the potential. It is clear that a larger ε leads to a
larger barrier with respect to the depth of the minimum, thus hindering the tunneling from
proceeding. Hence, the size of ε presents two competing effects on the phase transition.
Figure 4.6 shows the effect ε has on the various quantities in the bounce action of Eq. (4.45).
We observe rather more complex behaviors compared to the monotonic dependences on (M?l)
and ΦT . The bubble energy decreases with increasing ε as µ+ is brought closer to the mini-
mum, until the barrier height becomes so large that the field can no longer reach µ = 0. The
situation for rc and T is more interesting. Here, it is adequate to think in terms of a single
particle moving in the inverted potential of Eq. (4.39). Evidently, the size of ε controls the
flatness of the potential between the extrema. Increasing ε introduces a larger gradient in the
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potential, i.e. ∂V/∂µ becomes large between the extrema. Thus, the particle rolls faster lead-
ing rc to decrease. Eventually, the minimum of the inverted potential becomes so deep that
it becomes harder for the particle to climb out of the well. This is the reason why rc begins
to increase beyond a certain ε. The same physics explains the behavior of the temperature.
4.4.2 Including brane-localized curvature
We now include the effect of brane-localized curvature, represented by ξIR 6= 1. In particular,
it can take the values 0 < ξIR < 1. This changes the dynamics of the phase transition
dramatically. On the one hand, having ξIR  1 significantly enhances the tunneling rate by
suppressing the energy of the bubble. On the other hand, the size of ΦT can be made larger
thus prompting the phase transition to quickly proceed. To clarify the latter point, let us
recall that in order to ignore back-reaction of the bulk scalar on the background geometry,
the following constraints must be satisfied [102]
ΦT  (M?l)3/2, ΦP  (M?l)3/2 . (4.50)
If ξIR = 1, an enormous constraint on the parameter space is imposed since a very small
(M?l) is required to have a small Z, allowing the phase transition to proceed. The role
of ξIR is crucial in ameliorating this tension: (M?l) could be substantially large while the
normalization factor Z stays O(1). In particular, it is now possible to increase ΦT , consistent
with Eq. (4.50), to expedite the phase transition.
We begin by finding the (M?l) − ΦT parameter space for various ε and Z values, shown
in Figure 4.8. We remind the reader that ΦP is fixed by the requirement that µ− = 1 TeV.
On one hand, nucleation does not take place for parameters in the blue-shaded region. On
the other, the parameters in the orange-shaded region induce large back-reaction. This latter
region is found by setting ΦP = (M?l)
3/2 in Eq. (4.47) and solving for (M?l) as a function
of ΦT , given that µ− = 1 TeV. It is always true that ΦP > ΦT , and hence ΦP serves as the
greater threat to the small back-reaction approximation. On the right axis, we include the
ratio of the fundamental mass scales MIR/M? found from Eq. (4.17). Notice this ratio has a
weak dependence on Z, and so for the range of values in Figure 4.8 we observe no significant
change.
The sole effect of Z on the parameter space is changing the size of the blue-shaded region.






















































































































































































Figure 4.8: The parameter space of (M?l) and ΦT for varying ε and Z values. The blue-shaded
region represents values at which nucleation is never achieved while the orange-shaded region
represents values at which back-reaction is no longer negligible. The backreaction limit is
found by setting ΦP = (M?l)
3/2 in Eq. (4.47) and solving for (M?l). On the right axis we
show the ratio of the fundamental mass scales MIR/M? found from Eq. (4.17).
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gion in the parameter space. Only a 20% decrease drastically enlarges the allowed parameter
space as we clearly see in Figure 4.8. This behavior is quite non-trivial since this 20% decrease,
for example, corresponds to an infinitesimal change in the ratio of MIR/M?. Indeed it is im-
portant to note that a certain level of fine-tuning is present in our approach since we always
choose MIR/M? to keep Z fixed and O(1). If we fix (M?l) and change the ratio MIR/M? by
1% the normalization factor Z changes by O(100%) or so. Extrapolating the behaviour shown
in Figure 4.8, the completion of the phase transition in this case would require substantially
large values of both ΦT and (M?l).
The role of ε is interesting but proceeds as in previous studies. A larger ε induces faster
nucleation as evident from our previous discussion and Figure 4.8. Yet, the orange-shaded
region becomes larger with increasing ε as is clear from4 Eq. (4.47). Constant-Tc curves
are plotted using Eq. (4.37). Perhaps the most important effect of ε is to enable one to
accommodate higher values of Tc, which may be crucial for some applications. For example,
by decreasing ε one could attain higher Tc values. Notice, however, that one cannot continue
pushing ε to lower values and expect to achieve larger Tc. Below some optimum ε, the decrease
in constant-Tc curves begins to outpace that of the orange-shaded region, hindering the system
from reaching higher Tc values.
We now ask ourselves the question, what is the level of supercooling throughout our
available parameter space? Figure 4.9 shows color-maps for some of the allowed parameter
regions in which red represents larger Tn/Tc (less supercooling) while blue represents smaller
Tn/Tc (more supercooling). We immediately observe that our parameter regions allow for
Tn/Tc ∼ O(0.1 − 1), a significant difference to the previous results of Refs. [58, 59] in which
large amounts of supercooling were unavoidable. The next question is how low a Tn/Tc could
we accommodate within the allowed parameter space. It is quite interesting that Z has almost
no effect in this regard as shown in the left plot of Figure 4.10. On the contrary, the right
plot of Figure 4.10 shows that lowering ε allows for significantly smaller Tn/Tc. Notice that
the right plot uses the lowest possible (M?l), which implies there is more room to attain large
amounts of supercooling.
To summarize, brane-localized curvature allows the phase transition to be completed at
4With ξIR = 1, some previous papers [54,57–59] have employed a brane tension term in the potential of the
form δT1µ
4 to allow for a negative ε. In particular, such a scenario relaxes back-reaction limits since ΦP < ΦT ,
which permits nucleation at (M?l) of O(1).
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Figure 4.9: The variation in supercooling Tn/Tc over the allowed parameter regions for a
selection of the parameter space plots in Figure 4.8.
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much larger values of (M?l). In particular, this implies that the holographic description is well
motivated and the semi-classical treatment is well suited to describe the physics. Such large
values of (M?l) imply large values of the brane kinetic term,
5 as the parameter space discussed
in this work typically requires MIR/M? ∼ O(1) − O(10), see Figure 4.8. One should inquire
how natural our set-up is. First of all, the inclusion of brane-localized curvature is necessary in
5D models [118,119]. It suffices to notice that massive matter confined to the brane generates
a divergent contribution proportional to Eq. (4.7). This is rather simple to understand if we
realize that MIR looks like the Planck mass in ordinary 4D gravity, and the latter receives
well-known quantum corrections from massive matter (see, for example, Ref. [120]). Second,
since our operator is not forbidden by any symmetries in the model, it is natural to explore
renormalized values that satisfy the range of parameters we explored. Brane kinetic terms
in 5D models have also been studied in the context of gauge fields, and similar conclusions
were reached [121]. Finally, the presence of a brane kinetic term for gravity does not directly
affect the stabilization via the Goldberger-Wise (GW) mechanism. Nevertheless, it has been
shown that the presence of such terms contributes to a Casimir energy in the 5D bulk, which
provides an alternative stabilization mechanism for 5D models [122]. In the future, we hope
to explore alternative stabilization mechanisms within the context of our model.
4.4.3 Alternative look at the black hole contribution
It has been argued in Ref. [54] that the black hole contribution to the tunneling exponent
scales as N2. The upshot of our model is to considerably enhance, at large N , the radion
tunneling by decreasing its kinetic energy. Here, one might generally worry that at large N
the black hole contribution might kick in and dominate the tunneling process, upsetting some
of the successes of our model. Indeed, in the absence of the exact instanton configuration, one
cannot assess with certainty the dynamics of the high-temperature phase. Nevertheless, in
the original analysis of Ref. [54], it was suggested to model the black hole by a field variable
that describes the position of the horizon and investigate the tunneling problem by stitching
together the free energies of both phases.
5It is clear from our plots that lowering MIR, while keeping Z fixed, does not allow the PT to take place.
Indeed, in the extreme limit MIR → 0, and as previous works have shown, one has to consider quite small
values of M?l and ΦT . It is not possible to visualize in our plots this tiny corner of the parameter space, but


































Figure 4.10: Left: The variation in the minimum Tn/Tc (which is found at the maximum
(M?l)) with respect to Z for ε = 0.1 and ΦT = 8.0, 12.0. Notice the two ΦT lines are
degenerate. Right: The variation in the maximum Tn/Tc (which is found at the minimum
(M?l)) with respect to ε for Z = 1.0 and ΦT = 8.0, 12.0.
Although our analysis followed a totally different route to model the black hole, i.e. the
unconventional boundary condition Eq. (4.40), we find it advisable to present an alternative
analysis within the approach of Ref. [54]. The total free energy of the system in now given by
V (ψ, T ) =

VRad(ψ) ψ ≥ 0





3T 4 , (4.51)
where the second term subtracts the energy of the false vacuum. Here, VRad(ψ) is given by
the radion potential of Eq. (4.38) and the black hole free energy has the form [54]





T 4h − 2T T 3h
)
. (4.52)
A plot of the combined potential is seen in Figure 4.11. With this potential, we now have a
description linking the true and false vacua, allowing a traditional bounce solution approach
and removing the need for the boundary condition of Eq. (4.40). As before, the position of
the radion minimum is set to be µ− = 1 TeV while that of the black hole side is simply given
by T . Let us pause and comment on the traditional situation in the absence of brane-localised
curvature. In that case both kinetic terms scale as N2 and thus the contribution of each phase
to the tunneling exponent strongly depends on the width of the potential on both sides at
the time of tunneling. Since µ− = 1TeV and Tc  1TeV, the radion motion is sufficient in
analyzing the tunneling process. This simple line of reasoning fails in our model because the
brane-localized curvature suppresses the dependence of the radion kinetic term on N2, and
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Figure 4.11: A plot of the combined potential, described by Eq. (4.51), for ΦT = 1, ε =
0.1, (M?l) = 0.55 and T = 200 GeV. For this plot we ignore the kinetic terms of the fields.
thus we have to perform a full-fledged analysis of the tunneling problem. Thus the question
becomes to what extent we can raise N and still tunnel, while taking the black hole into
account in accordance with the prescription of Ref. [54].
We take the Th field to have a kinetic term with prefactor (Ml)
3 [58]. The differing kinetic
terms of the two fields change a number of important aspects of the bubble energy calculation







where, compared to Eq. (4.37), the dependence on (M?l)
−3/4 is replaced by a Z−1/2 depen-
dence.









Rad(ψ) ψ ≥ 0
1
(M?l)3
V ′BH(ψ, T ) ψ < 0,
(4.54)
where V ′ ≡ ∂V/∂ψ. As per usual, an overshoot-undershoot method is employed until the
correct bubble solution linking the two vacua is found. The latter is then used to calculate
the corresponding bubble energy. To glean the physics, we separate the tunneling exponent































Figure 4.12: A comparison of the black hole and radion contributions to the bubble energy
S3/T , as a function of temperature, for N = 2, 10, 20 (corresponding to (M?l) ∼ 0.4, 1.4, 2.2






































· V (ψ, T )
]
. (4.57)
Studying Eqs. (4.53)-(4.57) the dependence on some important parameters becomes clear,
in particular Z and (M?l) (or N). Just as before, decreasing Z reduces radion energy and
enhances tunneling. Nevertheless, decreasing Z introduces a new feature by raising the critical
temperature, which, as we discussed, increases the black hole contribution to the exponent.
On the other hand (M?l) only affects the black hole, in particular through the (M?l)
3 factor
in Eq. (4.57). In Figure 4.12, we show how the black hole contribution can quickly become
dominant as N increases from 2 to 20 (corresponding to a change in (M?l) of just ∼ 0.4− 2.2
). It therefore becomes particularly important to include black hole contributions as we
investigate large N values.
To answer our basic question, we finally investigate the parameter space available in our
model to achieve tunneling fully taking into account the black hole phase. Initial work made
it immediately obvious that there is no available parameter space for Z ∼ 1. How much
then should we suppress Z? Remarkably, Figure 4.13 shows that a reduction by a factor of


































































Figure 4.13: The parameter space of (M?l) and ΦT for varying ε and Z values for the combined
potential method. The blue-shaded region represents values at which nucleation is never
achieved while the orange-shaded region represents values at which back-reaction is no longer
negligible. The backreaction limit is found by setting ΦP = (M?l)
3/2 in Eq. (4.47) and solving
for (M?l). Critical temperature lines, as in Figure 4.8, are no longer shown given the lack of
(M?l) dependence in Eq. (4.53).
at considerably large values of (M?l). Whereas previously we found a parameter space that
rapidly opened as ΦT was increased, we now observe a bounded region available only in a
range of ΦT values.
4.5 Phenomenology of brane-localized curvature
In this section, we discuss the phenomenological signatures of localized brane curvature. After
the phase transition is completed, the radion classically rolls down its potential until it reaches
the minimum at µ−. Fluctuations around the minimum then comprise spin-0 quanta that
interact with matter on the TeV brane. We also study the KK spin-2 spectrum which is
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highly dependent on the new parameter θIR.
4.5.1 Radion phenomenology
The first aspect one inquires about is the mass of the canonically normalized quanta, which

























We can see that θIR has a significant effect on the mass of the radion. Without brane
curvature we have that Z2 = 6(M?l)3 and the upper bound on Φ2T is also (M?l)3; hence, the
radion mass will be at most O(ε3/4µ−). On the other hand, with Z ∼ O(1) the radion mass
is O(ε3/4(M?l)3/2µ−), which can easily be of the order µ− or larger depending on the precise
values chosen. In fact, in most of the allowed parameter space, Figure 4.8, we see that the
radion is order a few TeV.
Let us now consider the couplings of the radion to a real scalar field φ on the IR brane.
















Now after the radion picks a VEV, we canonically normalize the scalar field and define the







We examine fluctuations around the radion VEV as µ̂ = 〈µ̂〉+r̂, where 〈µ̂〉 ≡ µ− and r̂ denotes
the canonically normalized field with mass given in Eq. (4.58). We find that the interaction






T µµ , (4.62)
where our convention for the energy-momentum tensor reads










The above derivation is quite general; the radion couples to the trace of the energy mo-
mentum tensor constructed from canonically normalized fields and physical masses. What
is important is the effect that the brane localized curvature has on the interaction strength.
Here, we see that the effective interaction scale can be defined as Λr ≡ Zµ−, whereas in the
absence of brane curvature it is given by Λ′r =
√
6(M?l)
3/2µ−. Thus, despite having large
values of (M?l), the radion still couples to matter with Λ
−1
r ∼ 1/TeV if we fix the brane
curvature such that Z ∼ O(1).
With the Standard Model residing on the TeV brane, the radion phenomenology depends
only on two parameters; the mass and the effective interaction scale. Much work has already
been done, using results from LHC searches, to put experimental constraints on these two
parameters [123–125]. Note that our discussion so far is particularly simple in that we do not
consider a possible non-minimal coupling of the Higgs to the Ricci scalar, which should in
principle be present. To estimate the constraints on Λr and mr we can use the results from
Ref. [124]. The principal decay modes of the radion are to W+W−, ZZ and hh, with the
ZZ → 4l channel being the most constraining. Ignoring the Higgs-radion mixing, the results
in [124] reveal that the bounds on Λr range from ∼ 10 TeV for mr = 200 GeV to ∼ 4 TeV for
mr = 1 TeV. Therefore with the radion mass below 1 TeV we would expect Λr = Zµ− & 4
TeV. The results of the previous sections do not depend strongly on the exact value of µ−;
therefore, we can easily evade collider bounds by increasing the µ− scale to O(4) TeV and still
obtain a strong first order phase transition. Note that varying µ− by an O(1) amount will
have a mild effect on the phase transition parameter space, as can be seen from the nucleation
condition in Eq. (4.44). A more elegant option may be to include a curvature-Higgs mixing
term, in which certain values of the coupling constant can allow for lower bounds on Λr.
The curvature-Higgs mixing can significantly change the phenomenology of the radion;






gL δ(y − L)ξhR|H|2R(gL) (4.64)
where H is the Higgs doublet. For a particular value of the ξhR coupling known as the
conformal point, the radion couplings to the SM fields are significantly suppressed and the
bounds on the effective interaction scale are reduced. Again using the results from Ref. [124]
(Figure 9) we can estimate that when ξhR takes the value associated with this conformal
point, the experimental bound on Λr is of order 1 TeV for radion masses in the range 0.2− 1
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TeV. A dedicated study of the radion phenomenology with a larger range of radion masses
and including both the brane curvature and the curvature-Higgs mixing is required in order
to obtain a complete and accurate account of the bounds on the model considered in this
paper; however, this is beyond the scope of our present discussion.
4.5.2 Spin-2 phenomenology










dxµdxν − dy2, hµν ≡ hµν(xµ, y) . (4.65)








µν (x), we find
that in the bulk the 5D profile must obey [126]
∂2yf
g
n − 4k∂yfgn +m2ne2kyfgn = 0 . (4.66)
The above eigenvalue equation is obtained after a partial integration in the y-variable, which
also generates brane localized terms ∼ fgn∂yfgn. The boundary conditions are then determined
by requiring that these terms are zero. However, the effects of the IR brane curvature must
be accounted for here. Assuming that the KK gravitons are produced on-shell we can replace
the second derivative of the fields, generated by the brane curvature, with their KK masses.
The procedure we follow is outlined in Ref. [111]. The condition that a massless graviton
exists is simply ∂yf
g
















= 0 . (4.67)


















where αn and the mass spectrum mn are determined by the boundary conditions, Eq. (4.67),







m (k + θIRδ(y − L)) = δmn . (4.69)
It is useful here to consider θIR in terms of Z2, Eq. (4.17), and inspect the KK masses as a
















































Since we expect mn  k for the lowest-lying states and Ya(x) diverges at x → 0, we can
approximately take αn = 0 in the IR boundary condition. Therefore, the masses of the spin-2



















In fact when θIR = 1, the spin-2 mass spectrum is exactly the same as that for spin-1 KK
modes of a gauge field in the bulk of the RS model, i.e. m1/µ− = 2.40, 5.52, 8.65, 11.79.
In Figure 4.14 we show how the lightest KK graviton mass changes as we increase (M?l)
while using the brane curvature to keep Z at some fixed value. The values of Z used here
extend beyond those used in our analysis in Section 4.4; however, the figure clearly shows that
in the relevant parameter space the lightest KK graviton mass is significantly reduced. We
clearly see that for larger values of (M?l) the lightest KK graviton mass approaches that of
the lightest KK spin-1 mass. This is strikingly different than in RS models without IR brane
curvature, in which the lightest massive spin-2 mode is expected to be ∼ 3.8 TeV.
The kinetic term of the KK gravitons receives a contribution proportional to θIR thus























where TXµν is the stress-energy tensor of some field, and the coefficient c
(n)
GX depends on the

























As expected, the coupling is proportional to 1/TeV. Opposite to the radion, notice that
θIR enters with a plus sign in the pre-factor of the graviton kinetic term. The effective
interaction scale here can be written as Λg = (M?l)
3/2
√
1 + θIR µ−. With the SM confined
to the TeV brane the phenomenology of the KK gravitons is fixed by just their masses and
matter couplings. Some work has been done recently to put bounds on m1 and Λg using the
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Figure 4.14: Here we show how the lightest KK graviton mass varies as we change (M?l),
while constantly modifying the brane curvature term to keep Z at some fixed value. We
consider values of Z = 0.2, 1, 10, 50.
recent results from LHC searches [127–129]. When both are near the TeV scale it is possible
that the LHC would detect these states.
Throughout the favorable region in our parameter space, Λg is required to be O(10−100)
TeV, and thus the KK gravitons are too weakly coupled to be detected in current experiments.









The results of Section 4.4 tell us that we require Z ∼ O(1) and θIR ' 1 to obtain a strong
first order phase transition to the RS background with large-N , where N2 = 4π2(M?l)
3 + 1.
Therefore, at large-N , our model not only predicts that the radion has an O(µ−) mass and
that the KK graviton mass spectrum is shifted down but also that the interaction strength of
the KK gravitons is highly suppressed with respect to that of the radion.
4.6 Discussion
We considered modifying the RSI theory by adding a TeV brane-localized curvature, which
leaves the background solution intact, and studied the impact on the dynamics of the holo-
graphic phase transition. The holographic interpretation is very simple: the gauge theory is
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de-confined at high temperature and is dual on the gravity side to the planar AdS black hole.
The low temperature phase is dual to the RSI solution with two branes stabilized properly
to offer a solution to the hierarchy problem. The generic features of the transition were first
considered in Ref. [54], and the physics is similar to the holographic interpretation of the
Hawking-Page phase transition [103,113].
The analysis of the phase transition is rather simplified by considering the motion of
the radion in its potential that is induced by the Goldberger-Wise mechanism. Here, the
contribution of the black hole phase to the tunneling rate is estimated using only the boundary
condition in Eq. (4.40), which takes into account the free energy of the black hole. It would
indeed be quite valuable to try to find the full gravitational and bulk scalar instanton, or at
least have a better estimate of the effect of the high temperature phase on the tunneling rate.
The brane-localized curvature contributes to the kinetic energy of the radion in a fashion
that makes it possible to desensitize the dependence of the tunneling rate on the fundamental
combination (M?l). Now that (M?l) (or N) can be made large, the tunneling rate is further
enhanced by propping up ΦT , the Goldberger-Wise TeV-VEV, consistent with back-reaction
constraints. Contrary to previous studies, over a wide range of parameters we find Tn/Tc ∼
O(0.1− 1).
We end by commenting on the possibility of tunneling through O(4)-symmetric bubbles.
Although we did not perform a detailed study, it is likely that O(4) bubbles dominate over
the O(3) ones. The physics is gleaned by inspecting the O(4) bounce action






In fact, from our presented work on the O(3) case we know that the temperature roughly
scales as (M?l)
−3/4. This implies that the second term in Eq. (4.76) is uniform with respect
to (M?l). For fixed values of (M?l) and ΦT , we then expect S4 < S3/T . This indeed does
not invalidate any of our conclusions regarding the completion of the phase transition as the






Chapter 4 and the published work [68] therein presents one solution to addressing the issues
of the holographic phase transition related to a restricted parameter space, in particular a
small N and negative ε. However, as discussed in Chatper 3, further problems remain. Most
critical is the ambiguity in the kinetic term of the field describing the location of the black
hole horizon, TH , in the high temperature phase. In absence of this, a complete study of the
phase transition can never be performed. Motivated by this shortcoming, work was performed
to find a better description than those previously considered.
5.1 Deriving an Approximate Black Hole Kinetic Term
The premise is as follows: if TH is indeed a field, as it has been treated, then it should be
a function of the 4D spatial (brane) coordinates x, y, z (or ρ in spherical coordinates) and
appear as such in the metric. Substituting this metric into the Einstein-Hilbert action should
produce a kinetic-like term proportional to (∂TH(ρ))





the BH field TH is present in the metric through r0. The promotion r0 → r0(ρ) therefore
























dρ2 + ρ2dθ2 + ρ2sin2θ dφ2
)
. (5.2)





−g (R+ 12k2) , (5.3)



































where, as in Section 3.3, Λ is a cutoff. At this point it seems promising - there is a term
proportional to (∂r0)
2 that can be interpreted as the kinetic term. However, the integral over
r is yet to be performed and here the prescription breaks down. Studying the coefficient of
the supposed kinetic term, it is clear that upon integration the denominator becomes zero
and the result is divergent.
5.2 Black Holes as Nucleation Sites
If a kinetic term cannot be derived then an alternative approach is needed. Recently there have
been numerous studies [64, 66, 67] into the possibility of black holes, in particular primordial
black holes (PBHs), acting as nucleation sites for bubbles during first-order phase transitions
of scalar fields, like those described in Chapter 2. While the literature has so far focused on
4D zero temperature transitions, one could attempt to modify the formalism to the 5D finite
temperature setting of the HPT. In doing so there are a number of issues to consider. Firstly,
the HPT describes a transition from an AdS-S spacetime to RS in which there is more than
a single relevant field - the black hole field TH and the radion field µ. Secondly, in the HPT
4D bubbles nucleate and expand on the surface of the 5D BH horizon, but the nucleation site
formalism describes 4D bubbles nucleating around a 4D black hole and expanding into the
rest of the 4D space; these are two very different processes.
It was swiftly acknowledged these complications would prevent any reasonable progress.
Nevertheless, the concept of BHs acting as seeds had left an impression. Away from any HPT
considerations, could the formalism be extended to finite temperature and applied to typical
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first-order cosmological phase transitions? Zero temperature studies had found significant
improvements in transition rates. If the same were true in the finite temperature setting
there could be remarkable consequences for not only the nature of the phase transitions, but
their phenomenological predictions such as gravitational wave backgrounds.
Chapters 6 and 7 discuss work investigating and applying the concept of black holes acting




Black Holes as Nucleation Sites
Coleman [29] and Linde [32] developed the formalism describing false vacuum decay in flat-
space at zero and finite temperatures respectively. Given the vast range in scales over which
phase transitions could have occurred, it is only natural to ask what effect could gravity
have? This chapter introduces the second of two main topics in this thesis - black holes as
bubble nucleation sites during cosmological phase transitions. After initial investigation by
Hiscock [62], the topic has recently regained interest from the perspective of the decay of
the current Higgs vacuum [64, 66, 67] - a zero temperature process. With the possibility of
vast improvements in nucleation rates, the question is can similar improvements be found for
finite temperature cosmological phase transitions? Results of such an investigation is work
submitted for publication [69] presented in Chapter 7. This chapter begins simply with the
effect of gravity in the absence of black holes, before quantifying the role of black holes in the
thin-wall limit during zero temperature phase transitions.
6.1 Including Gravity: Coleman-de Luccia
Pioneering work from Coleman and de Luccia [61] quantified the effect of gravity on the decay
of the false vacuum, subject to limitations. In general, their formalism describes tunnelling
from a space of generic energy density V (φf ) = ε+ to a space of generic energy density
V (φt) = ε− < ε+, where φf and φt represent the false and true vacuum respectively. In
practice, however, they focus on two special cases
1. Decay from a space of positive energy density to a space of zero energy density,
V (φf ) = ε→ V (φt) = 0.
2. Decay from a space of zero energy density to a space of negative energy density,
V (φf ) = 0→ V (φt) = −ε.
Assuming that the bounce solutions remain O(4)-invariant in the presence of gravity, the most
general rotationally invariant Euclidean metric is constructed
ds2 = dξ2 + ρ(ξ)2dΩ2 . (6.1)








where prime denotes d/dξ. In the thin-wall limit this equation of motion resembles the flat-
space variant, Eq. (2.13), with the subtle differences that the independent variable is now ξ,
rather than r, and the thin-wall condition has changed. Following some simplification, the










where κ = 8πG = 1/M2P . Utilising the thin-wall approximation, the bounce action B can be



























+ 2π2σr3CdL , (6.4)
where ε+(−) is the vacuum energy density outside (inside) the bubble and σ is the surface
tension of the nucleated bubble. The bubble radius rCdL is found by demanding that B be
stationary, dBCdL/drCdL = 0, giving the expression
rCdL =
12σ
(16(ε− − ε+)2 + 24κ(ε− + ε+)σ2 + 9κ2σ4)1/2
. (6.5)
These expressions are rather cumbersome and CdL therefore proceed to make their point
using the two special cases outlined above.
In the first case of decay from a positive cosmological constant (de Sitter) to zero the















where r0 and B0 are the critical bubble radius, Eq. (2.17), and bounce action, Eq. (2.18), in the
absence of gravitation respectively. Due to the addition in the denominators, the introduction
of gravity reduces both the bubble radius and bounce action. A greater decrease in vacuum
energy (larger |ε|) results in a greater reduction in radius and bounce action. Gravity enhances
the tunnelling rate for vacuum decay of de Sitter spaces.
The second case concerns decay from a zero to negative cosmological constant (Anti-de
















Quite simply, the denominator has changed from an addition to subtraction, yet the con-
sequences are considerable; the inclusion of gravity now decreases the tunnelling rate, with
greater decreases in vacuum energy (larger |ε|) increasing bubble radius and bounce action.
Gravity diminishes the tunnelling rate for vacuum decay of flat-spaces.
It seems, therefore, that gravity should be included whenever discussing nucleation rates
in phase transitions. However, in almost all practical applications ε will be minimal in com-
parison to the Planck mass factor, M2P , suppressing all the gravitational terms. Any effect
gravity could have is likely negligible.
While the CdL description provides valuable insight into the role gravity plays during false
vacuum decay, its limitations should be kept in mind. Firstly, the assumption that the bounce
solution remains O(4)-invariant is crucial to the whole formalism, allowing use of the most
general rotationally invariant Euclidean metric. And while this is a reasonable assumption,
the authors admit there is no theorem to back this up as in the case of scalar field theory
without gravity. Second is the thin-wall limit, where simply the boundaries it sets should be
remembered and considered throughout application. Finally, it should be stressed this is a
formalism describing the quantum decay of a metastable state at zero-temperature, as outlined
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in Section 2.1.1. Main interests here, however, concern cosmological phase transitions at finite
temperature where the likely dominant processes are not described by the CdL approach.
One may consider adapting the CdL formalism for this finite temperature application but one
problem immediately appears. As just discussed, the formalism relies on an O(4)-invariant
bounce, yet the typical thermal processes are O(3)-invariant (see Section 2.1.2); a different
formalism would have to be developed.
6.2 Black Holes Nucleating Zero Temperature Phase Transi-
tions
6.2.1 An Initial Investigation
For those with an interest in the effects of gravitation on false vacuum decay, it is a logical
step to consider what role black holes could play. Hiscock [62] established the idea that a
black hole could act as a nucleation site, similar to the role of an inhomogeneity in everyday
phase transitions; bubbles form in a spherically symmetric fashion around the black hole
and subsequently expand. Working at zero temperature with the thin-wall approximation,
Hiscock studied bubble nucleation rates in the presence of a Schwarzschild black hole with
an arbitrary cosmological constant (positive, zero or negative giving Schwarzschild-de Sitter,
Schwarzschild and Schwarzschild-anti-de Sitter spacetimes respectively).
Similar to Chapter 2, the decay rate is given by
Γ = Ae−B , (6.10)
but now without a volume factor V; this is a decay rate and not a decay rate per unit volume.
Hiscock, as is rather typical, focuses on determining the, likely dominant, exponent B. In the
thin-wall approximation the bubble wall can be assumed to be infinitely thin and Israel’s [63]
formalism describing surface layers in general relativity can be used to derive the equations
of motion describing the bubble. Demanding the black hole mass remain constant, the false


























where M is the mass of the black hole and Λ± are the cosmological constants of the false
and true vacua. The cosmological constants can be written in the form of energy densities
with the relation Λ± = ε±/M
2
P . Israel’s formalism has two conditions: first, the induced
metrics on both sides of the wall must match; second, the surface tension of the bubble wall
is proportional to the difference in extrinsic curvatures. The induced metric on the wall has
the form
ds2wall = dλ
2 +R2(λ)dΩ22 , (6.14)
where λ is the proper time on the wall, R(λ) is the position of the wall and dΩ22 is the standard
metric of a unit two-sphere. Explicit details can be found in Section 7.3 but, following Israel’s









where Ṙ = dR/dλ. With the Hiscock metric function of Eq. (6.13), the equation of motion
for the bubble wall reads









+ 4π2G2σ2 . (6.17)
The “potential” U(R) describing the bubble wall motion can be seen in Figure 6.1 for some
example parameters. Valid solutions only exist if Ṙ2 ≥ 0 ⇒ U(R) ≥ 0. Increasing the black
hole mass lowers U(R) hence, there is an upper limit on M . Explicitly, the upper limit is
given by Mmax = (33/2Gζ)−1. Here, there is a single valid solution, the root of the equation,
at the radius Rs known as the static solution. For masses below M
max the equation of motion
possess two zeros, Rmin and Rmax, between which the solution oscillates with a period βλ.
These are known as oscillating solutions, examples of which can be seen in Figure 6.2. Taking
M → 0 recovers the CdL result with a single root RCdL = ζ−1. Clearly, from Figure 6.1, the
introduction of black holes has reduced the size of bubbles nucleated.
To understand changes in tunnelling rate provided by black holes, the Euclidean action












Figure 6.1: An example potential U(R) of Eq. (6.15) describing the trajectory of bubbles
nucleated in the Hiscock [62] formalism for varying black hole mass M . The mass has an
upper limit Mmax, above which U(R) < 0 and there are no viable solutions.
The Euclidean times τ± have respective periods βτ± . If these periods are not identified with
that of the event horizons then conical singularities arise at the horizons, as discussed in
Section 3.3.1. In de-Sitter space there are two horizons, black hole and cosmological, and at
least one conical singularity is therefore unavoidable. Hiscock, in the absence of an appropriate
method to deal with them, chooses to neglect any conical singularity effects; however, later
studies reveal they are important [64,66].
Calculating the Euclidean action is split into two contributions: bulk and surface (wall).
Beginning with the bulk contributions, these come from the false and true vacua. The








































































Figure 6.2: Example oscillating solutions for M = 0.5Mmax (black) and M = 0.2Mmax
(grey). The labels correspond to the black line. The solution oscillates between Rmin and
Rmax with a period βλ.
scalars in each vacuum and
√
g = r2 sin θ. It is also important to notice that one period in λ is
a complete oscillation of the bubble solution, meaning Rmin → Rmax → Rmin. Hence, a factor
of 2 appears when changing variable λ → R, as can be seen in the final lines of Eqs. (6.18)
































where the first term in the first line arises from the Hawking-Gibbons-York boundary term [107,
130] and the second term is the surface energy in the scalar field profile. With further details




























































































The tunnelling exponent is therefore
B = IB+ + I
B

































While the expression in Eq. (6.27) nicely describes the bounce action for oscillating solu-
tions, there is ambiguity in how to deal with the static solutions where the two roots Rmin
and Rmax coalesce. Rather that integrating over R one should return to integrating over λ.
In the static limit all radii become independent of λ, R→ Rs, and all integrals become trivial
integrals over dλ. Hence, all one needs to know is the period βλ. However, in the absence of
any oscillating solution it is not clear what this should be. Hiscock attempts to approximate







allowing him to find values for static solutions.
The results are, for example, values such as those seen in Figure 6.3. The closer the black
hole mass is to the upper limit, Mmax, the greater the reduction in tunnelling exponent, with
the greatest improvement at Mmax, the static solution. Hiscock made the comparison to the
special cases discussed by CdL. In particular, when decaying from Schwarzschild-de Sitter to
Schwarzschild (Λ+ > 0→ Λ− = 0) the ratio B/BCdL could become as low as ∼ 0.56, a rather
remarkable improvement in tunnelling rate.
The study of Hiscock [62] demonstrates black holes could have important consequences for
false vacuum decay when acting as nucleation sites. However, his study is restricted in two
important areas: the black hole mass remains constant throughout the transition and conical
singularities are not accounted for.
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Figure 6.3: The reduction in tunnelling exponent B, compared to the absence of black holes
(CdL), when introducing black holes as nucleation sites in the Hiscock [62] formalism for the
example parameters σ = 104 GeV3, ε+ = 10
5 GeV4 and ε− = 0.
6.2.2 Quantifying the Conical Singularities
Following the work of Hiscock [62], there seemed to be very little interest in the possibility of
black hole seeds for many years. Recently, however, Ref. [64] has revived the topic, applying
the formalism to study the role of primordial black holes (PBHs) in the fate of the current
Higgs vacuum [66]. Following Hiscock, Ref. [64] presents a thin-wall formalism but solves the
issues of varying black hole mass and conical singularities discussed above. Importantly, it is
found that the effect is larger than previously found thanks to contributions from the conical
singularities.

















Crucially, the seed (+) and remnant (−) black hole masses differ. The dependence of U(R)
on M+ remains from Figure 6.1. Additionally, there is now a dependence on M− which is





s < M-< M+







Figure 6.4: An example potential U(R) of Eq. (6.29) describing the trajectory of bubbles
nucleated when the black hole mass can vary between false (+) and true (−) vacuum. Here,
the seed mass M+ is kept constant while the remnant mass M− is varied. M− is restricted
to be smaller than M+ and larger than M
s
−, below which U(R) < 0 and there are no viable
solutions.
M+ and Ref. [64] presents analysis including this. However, it is shown that the greatest
improvements occur at lower M+ and M−. Hence, for concision, here the remnant mass is
chosen to be smaller than the seed mass. Keeping the seed mass constant (M+ = 0.2M
max
+ ),
reducing M− lowers U(R), the opposite behaviour to M+. As such, rather than setting an
upper limit, the bound Ṙ2 ≥ 0 provides a lower limit on the remnant mass: M− ≥M s−. That
is, for every M+ value there is a corresponding M− value, M
s
−, at which the only solution is
Ṙ2 = U(R) = 0, the static solution. Hence, the bounds on the masses are
0 ≤M+ ≤Mmax+ , M s− ≤M− ≤M+ . (6.31)
Importantly, the introduction of an independent remnant mass M− allows a static solution at
all M+. To summarise, at every M+ there exists a static solution at M− = M
s
− and oscillating
solutions elsewhere, M s− < M− ≤M+.
In addition to varying the black hole mass, the work of Ref. [64] crucially demonstrated
how to account for the conical singularities arising from the mismatch between the periods
βτ± of the Euclidean times τ± and the Hawking temperatures of both horizons. As mentioned
earlier in Section 3.3, the work of Ref. [65] showed that, in a 4-dimensional spacetime with
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where Rreg is the non-singular part of the Ricci scalar, αi are the conical deficit angles and
Ai is the 2-dimensional area of the corresponding conical surface.
The process of calculating the Euclidean action remains similar to the case of Hiscock but
with the mentioned improvements; the bulk contributions from the false (IB+ ) and true (I
B
− )
vacua but with the additional conical contributions, the surface contribution (IS) and finally
subtracting off the background (IBSdS) again including conical contributions. The region of
false vacuum is from the bubble radius R to the cosmological horizon rc,+, hence












2f ′+ , (6.33)
where the first term is the contribution from the conical singularity with Ac,+ the area of the
cosmological horizon in the false vacuum and prime denotes differentiation with respect to R.
On the other hand, the region of true vacuum is from the remnant black hole horizon rh,− to
the bubble radius R, hence













2f ′− , (6.34)































































2f ′− , (6.37)
where in each case the term in brackets vanishes. To complete the bulk contribution the
background must be subtracted. The focus here will be on a Schwarzschild-de Sitter (SdS)
background as that is most relevant for cosmological phase transitions however, Ref. [64] also
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performs the subtraction for other Schwarzschild-anti-de Sitter (SAdS) backgrounds. The SdS
false vacuum background covers the whole space, from rh,+ to rc,+, and therefore has conical
contributions from both the black hole and cosmological horizons

































where again the term in brackets vanishes. Subtracting this from the bulk contributions
above, the final bulk contribution in the presence of conical singularities is found












f ′−τ̇− − f ′+τ̇+
)
, (6.39)
where the subscript h has been dropped on the black hole areas A±. The surface contribution





dλR (f+τ̇+ − f−τ̇−) . (6.40)















































The question in regards to the static solutions can again be raised. As with the Hiscock case
the integral over λ in Eq. (6.41) becomes trivial and it becomes a task of determining βλ.
Ref. [64] ignores the second term of Eq. (6.41) and takes the static bounce action to simply
be the difference in black hole areas. While this is technically incorrect, numerically, for much
of the parameter space, this second term is negligible and the results are valid.
Figure 6.5 shows the consequences of including conical singularities on the bounce action
for the example parameters σ = 104 GeV3, ε+ = 10
5 GeV4 and ε− = 0. The black line
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Figure 6.5: The tunnelling exponent when including black holes and their conical singularities,
as given in Eq. (6.42), for the example parameters σ = 104 GeV3, ε+ = 10
5 GeV4 and ε− = 0.
The black line is the result without accounting for conical singularities, as seen in Figure 6.3.
The upper limit represents M− = M+ while the lower limit is the static solution M− = M
s
−.
represents the values excluding conical singularities (the Hiscock approach), as shown in
Figure 6.3. The lower limit is given by the static solutions M− = M
s
− and presents the
greatest improvement in tunnelling rates. All other values in the blue shaded region are
oscillating solutions, with the upper limit given by M− = M+. The inclusion of varying
masses and conical singularities provides remarkable improvements in tunnelling rates, with
B becoming arbitrarily small at small seed masses. As with the Hiscock result, the static
solutions again dominate, but they are now available for any seed mass. Consequently, the
greatest improvements occur at the lowest M+ rather than highest.
Ref. [67] extended the description to thick-walled bubbles for the particular, and likely
dominant, case of static solutions. The results support the thin-wall conclusion that black
holes are very effective nucleation sites, extending this conclusion to a wider parameter space.
6.3 Application to Finite Temperature Phase Transitions
The studies [62, 64, 66, 67] discussed focus solely on the effect black holes have as nucleation
sites on zero temperature phase transitions. However, it is also possible that a population
of primordial black holes was present in the early universe, with the opportunity to seed
finite temperature cosmological phase transitions. This becomes of particular importance
when considering phenomenological consequences such as the resulting gravitational wave
background. Significant changes in nucleation rates could propagate to important properties
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such as nucleation temperature and bubble size and speed at collision. Additionally, models
previously ruled out because of an inability to complete their transition could become viable,
something particularly important for supercooled transitions.
Chapter 7 presents work submitted for publication applying the discussed thin-wall for-
malism to describe black holes acting as nucleation sites for finite temperature cosmological
phase transitions. In fact, it is argued, through symmetry comparisons with flat-space transi-
tion methods, that this thin-wall formalism naturally describes a finite temperature transition.






as is the case in flat-space. The study again shows that the static solutions dominate and
improvements over the flat-space result can occur at smaller seed black hole masses. However,
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We consider a generic first-order phase transition at finite temperature, and investigate
to what extent a population of primordial black holes, of variable masses, can affect the
rate of bubble nucleation. Using a thin-wall approximation, we construct the Euclidean
configurations that describe transition at finite temperature. After the transition, the
remnant black hole mass is dictated dynamically by the equations of motion. The transi-
tion exponent is computed, and displays an explicit dependence on temperature. We find
the configuration with the lowest Euclidean action to be static and O(3) symmetric; there-
fore, the transition takes place via thermal excitation. The transition exponent exhibits a
strong dependence on the seed mass black hole, M+, being almost directly proportional. A
new nucleation condition in the presence of black holes is derived and the nucleation tem-
perature is compared to the familiar flat-space result, i.e. S3/T . For an electroweak-like
phase transition it is possible to enhance the nucleation rate if M+ . 1015MP. Finally,
we outline the possible transition scenarios and the consequences for the power spectrum
of stochastic gravitational waves produced due to the first-order phase transition.
7.1 Introduction
Cosmological phase transitions at different epochs may have played a major role in the his-
tory of the universe, potentially occurring anywhere between the QCD (∼ 100 MeV) and GUT
scales (∼ 1016 GeV) [28]. A much studied example is the electroweak phase transition, due to
which known elementary particles acquired their masses. Of particular interest are first-order
phase transitions which proceed through the nucleation and expansion of bubbles; the two
phases are separated by a bubble wall, inside exists the new “true” vacuum while outside the
old “false” vacuum. In particle physics, there exists a continuous interest in first-order transi-
tions because they provide departure from thermal equilibrium, as required in the process of
baryogengesis [11,15,131–133]. In addition, the collision of expanding bubbles yield a stochas-
tic background of gravitational waves that is well within the reach of LISA [17–19,21,23].
The first description of vacuum decay in continuum field theory was famously given by
Coleman and Callan [29,30] and later extended by Linde [32] to the case of finite-temperature
phase transitions. Therein it was determined that the probability for nucleation of the new
phase, per unit time and per unit volume, is given by
Γ
V
= Ae−B , (7.1)
where A is a coefficient of mass dimension four and the tunneling exponent, B, is the difference
between the Euclidean action of the tunneling configuration and that of the false vacuum.
Due to the exponential dependence, B is the quantity mostly studied, while an estimate of
A usually suffices. On one hand, vacuum decay is attributed to quantum tunneling, and
therefore is appropriate for zero-temperature phase transitions. On the other hand, at finite
temperature two distinct physical effects exist; the phase transition could proceed either via
“thermally-assisted” quantum tunneling or by classical thermal excitation over the potential
barrier.
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Later on, Coleman and de Luccia (CdL) raised the question about the effect of gravitation
on the dynamics of vacuum decay [61]. Assuming O(4) symmetry and using the thin-wall
approximation, an appropriate limit when the reduction in vacuum energy is small compared
to the height of the barrier, they found simple yet stark results. If one tunnels from a
space with positive vacuum energy to a smaller, yet still positive, or zero vacuum energy
then gravitation makes vacuum decay more probable. On the other hand, if one tunnels
from a space with zero or negative vacuum energy then gravitation makes vacuum decay less
probable. While this indeed comprised an important insight, effects of gravity remained purely
academic for phenomenology. Apart from negligible corrections, the nucleation rate remained
essentially unchanged from flat-space given any practical values of the surface tension and
vacuum energy [61].
Notwithstanding, this might not be end for gravity. In particular, can primordial black
holes (PBHs) influence cosmological phase transitions? In recent years, the interest in PBHs
has rapidly intensified, see the review articles [134–136], and it seems inevitable that we revisit
the dynamics of phase transitions in the presence of PBHs. The first study about the topic of
black holes and phase transitions was done by Hiscock [62], and was concerned with vacuum
transitions at zero temperature. He found that black holes do indeed increase the nucleation
probability. Precisely, the presence of black holes could cause the Euclidean action to diminish
by up to a factor of approximately two. However, the analysis was limited in a number of
ways. Firstly, the black hole mass was kept constant throughout the transition. Secondly,
conical singularities, arising from an unmatched Euclidean time period and inverse Hawking
temperature, were not accounted for.
Recently, Gregory et. al. [64,66,67,137] undertook more work in this direction that over-
came the shortcomings of [62], in particular, the treatment of conical singularities. Therein,
the focus was mainly on the Higgs vacuum (in)-stability in the presence of black holes1, and
they discovered that the Euclidean action could be arbitrarily reduced depending on the seed
black hole mass. The central construction is based on the thin-wall approximation [29], and
utilizes Israel’s junction conditions [63] to smoothly glue the spacetimes that represent the
two phases. Each vacuum state contains a black hole, and is therefore given by a static
Schwarzschild-de-Sitter (SdS) black hole. Applying the junction conditions then yields a dy-
namical equation for the “bubble” wall, whose solution determines the full instanton. We
1The stability of the electro-weak vacuum, in pure de Sitter space, has been investigated in Ref. [138].
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also note that further studies have been undertaken in Refs. [139–142] along complementary
directions.
In the standard setting of early universe cosmology, there is an epoch of inflation followed
by reheating. The universe then reaches a state of thermal equilibrium, after which phase
transitions are likely to proceed via thermal, rather than quantum, fluctuations. In most sce-
narios, the phase transition proceeds thermally via finite-temperature effects in the potential.
For first-order phase transitions, as the universe cools down the potential develops a barrier
that separates two phases, thereby initiating the phase transition. In addition, any cosmolog-
ical first-order phase transition will, through the expanding and colliding bubbles of the new
phase, produce a stochastic gravitational wave (GW) background. Of particular interest are
transitions happening around the electroweak scale as the expected signal of GW’s is within
the sensitivity of LISA [21,23].
In this paper we investigate the potential effects of primordial black holes on the nucleation
rate of a generic first-order phase transition that proceeds thermally. This situation is more
complicated than the vacuum case, as it is not obvious a priori how to define the appropriate
finite-temperature instanton, that should ultimately be used to compute the Euclidean action.
In particular, which solutions of the equation of motion, describing the bubble wall motion,
are relevant for the phase transition? We present a prescription that singles out the relevant
tunneling configurations, the details of which are presented in Section 7.3.4. Our prescription
is entirely guided by the analogy with standard finite-temperature tunneling in flat-space,
which is reviewed in Section 7.2.2. Our method offers a consistent formalism to quantify
the effects of PBHs on any generic cosmological first-order phase transition, at least in the
thin-wall regime. This sheds new light on the features of the GW spectrum generated by the
phase transition, and paves the way to study possible links with the properties of PBHs.
The paper is structured as follows. In Section 7.2 we explicitly describe the methods
of tunneling, first in quantum mechanics before extending to quantum field theory. There
are three generic mechanisms: zero temperature quantum tunneling through infinite-period
bounces, thermally assisted quantum tunneling through finite-period bounces, and thermal
excitation through static bubbles. Black holes are introduced in Section 7.3 where we begin
by recapping the Israel thin-wall formalism developed by Refs. [64, 66] before moving on
to quantitatively analysing the solutions and how they are applied to finite temperature
cosmological phase transitions. In Section 7.4 we derive the bounce action, determine a
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new nucleation criteria and then apply our approach to the example of a first-order EWPT.
We outline the pathway to making phenomenological predictions in Section 7.5. Section 7.6
contemplates the various scenarios and discusses the consequences for gravitational waves. A
summary is then given in Section 7.7.
7.2 Bubbles vs Bounces in QFT
7.2.1 Tunneling in Quantum Mechanics
Our knowledge about tunneling in quantum field theory comes directly from non-relativistic
quantum mechanics, in particular, single particle systems. The typical potential, V (x), one
is interested in is shown in Figure 7.1, where a particle is initially localized to the left of
the barrier at the bottom of the potential well. Quantum mechanics renders such a state
unstable and it becomes paramount to compute the lifetime of unstable states. The WKB
approximation offers an analytic technique to study quantum tunneling for a generic potential.
The finite probability, per unit time, for the particle to quantum tunnel through the barrier
is given by




2V (x)dx . (7.2)
where A is a prefactor with the dimensions of energy. There is a remarkable feature of the
tunneling exponent in that it directly derives from a special solution to the Euclidean equation







= 0 , (7.3)
where τ is Euclidean time. Eq. (7.3) simply describes a classical particle of mass m moving
in the inverted potential of Figure 7.1. Coleman [29] observed that Eq. (7.3) admits periodic








+ (−V (x)) = 0 , (7.4)
so indeed the particle can start at the origin, slide down to reach x = a and then bounce back
to the origin. In particular, inspection of Eq. (7.4) reveals that the particle can only reach
the origin as τ → ±∞ which demonstrates that the bounce has an infinite period. Hence, the
bounce solution, x∞(τ), has the following boundary conditions
lim
τ→±∞
x∞(τ) = 0, x∞(0) = a,
dx∞(0)
dτ








Figure 7.1: Left: A typical tunneling potential V (x). Right: The inverted tunneling potential
−V (x).
















= B . (7.6)
In fact this is not the end of story; another class of Euclidean solutions play a dominant role
in describing the decay of thermally excited states. These solutions also represent bounce-like
behavior, but with a finite period in Euclidean time. Let us start by recalling the tunneling
exponent of a thermally excited state, with energy E and inverse temperature β,




2m(V (x)− E)dx , (7.7)
where the first factor is the Boltzman suppression and (x1, x2) are the classical turning points,
which we remind are functions of energy. Notice that the energy is kept arbitrary at this
stage, but to find the appropriate decay rate in Eq. (7.2) one has to minimize the exponent
in Eq. (7.7), at fixed temperature, with respect to energy. One gets
∂B
∂E







which then determines the energy as a function of temperature. Plugging E0 back into
Eq. (7.7) yields the decay rate exponent. The latter can be derived from another class of








+ (−V (x)) = −E . (7.9)
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Clearly a solution to Eq. (7.3) with finite energy E is also a bounce, albeit with a finite period
given by







Now Eq. (7.10) yields the energy that satisfies P (E0) = β. It is straightforward to then obtain
the finite-period bounce that we denote by xβ(τ). Finally, we evaluate the Euclidean action















= B(E0;β) . (7.11)
As one might expect, if the temperature is high enough the particle gets excited to the top
of the barrier and, therefore, classically transitions to the allowed region. The temperature
at which this takes place can be estimated by approximating the inverted potential, at its
minimum, as V (x0) ' V0 − 12mω
2
0x
2. A particle moving in the inverted potential, near
x = x0, then experiences a fixed period 2π/ω0. Therefore, Eq. (7.3) possesses no finite-period
Euclidean solutions when the temperature is such that




and the unique available solution becomes the static configuration xs(τ) = x0 with a tunneling
exponent given by
SE = βV0 . (7.13)
To summarize, we have three separate solutions to the Euclidean equation of motion
and each describe a distinct physical situation. First, we have the infinite-period bounce
x∞(τ) which describes the decay of the vacuum state. Second, the finite-period bounce xβ(τ)
describes the decay of a thermally excited state. Third, the static solution xs describes the
classical excitation of the particle over the potential barrier.
7.2.2 Tunneling in Quantum Field Theory
The close connection between Euclidean solutions and tunneling exponents is pivotal for
quantum field theory. If the potential functional in the quantum field theory exhibits a
barrier, one can mimic the strategy drawn from quantum mechanics to compute the tunneling
probability per unit time and per unit volume. Here we clearly need to understand what kind
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of boundary conditions one has to impose on Euclidean solutions that describe the tunneling
process. We write down the Euclidean equations of motion and then proceed to find bounce,
as well as static, solutions. The Euclidean action evaluated on the these solutions is then
interpreted as providing the decay exponent in Eq. (7.2). The justification of this procedure
in QFT is best offered by the work of Coleman and Callan [29, 30], who reformulated the
tunneling problem in quantum mechanics using Euclidean path integral methods.
In summary, we have three physical scenarios echoing the story in quantum mechanics.
The only new input concerns the spatial boundary conditions imposed on the Euclidean so-
lutions. As the solutions become extended in 3D space, we need to ensure that the action
remains finite.
Infinite-period bounces & vacuum decay: First, we have a QFT of a scalar field, ϕ,





= 0 , (7.14)
where the potential V (ϕ) has a barrier separating the two vacua. The bounce solution is fully
symmetric in Euclidean time, and thus one can focus on the semi-infinite interval, τ ∈ [0,∞).
The temporal boundary conditions are exactly identical to Eq. (7.5)
lim
τ→+∞
ϕ(τ, ~x) = ϕ+,
dϕ(0, ~x)
dτ
= 0 , (7.15)
and to ensure finiteness of the Euclidean action we further impose a spatial boundary condition
lim
|~x|→∞
ϕ(τ, ~x) = ϕ+ . (7.16)
Indeed, one has to resort to numerical techniques to solve this system. Nevertheless,
Coleman proved that the solution with the lowest action is O(4) invariant [29], a fact that










= 0 , lim
ρ→∞
ϕ(ρ) = ϕ+ ,
dϕ(0)
dρ
= 0 , (7.17)
where the 4D radius is ρ2 = τ2 +~x2. The last condition in the above equation is to ensure the
solution is regular at the origin ρ = 0. Notice that since the O(4) solution is even in τ , the
second condition in Eq. (7.15) is automatically satisfied. Eq. (7.17) presents an ODE, which








Figure 7.2: An example scalar field potential where the barrier is generated through finite
temperature effects. At large temperatures there is a single minimum at ϕ+, the false vac-
uum. As the temperature decreases a second minimum forms at ϕ−, the true vacuum, the
location of which is temperature dependent. At the critical temperature Tc the two minima
are degenerate. Below the critical temperature the true vacuum is energetically favourable
and a transition can occur.
Finite-period bounces & tunneling at finite temperature: Second, we have the situ-
ation relevant for cosmological phase transitions, whereby the theory is held at finite temper-
ature, β = 1/T , and the thermal potential, V (ϕ, T ), develops a barrier as the universe cools
down, see Figure 7.2. Therefore, the finite-temperature bounce satisfies
d2ϕ
dτ2
+∇2ϕ− dV (ϕ, T )
dϕ
= 0 , (7.18)





= 0 , lim
|~x|→∞





= 0 . (7.19)
The first condition clearly signifies the bouncing behavior, the second guarantees the Euclidean
action is finite and the third assures the solution is regular at the origin. This set of conditions
is not enough to guarantee a solution to Eq. (7.18), in other words, we need an extra condition
that describes the behavior of the finite-temperature bounce as τ → ±β/2. We observe that
the (conserved) Euclidean Hamiltonian, for a finite-period bounce, has to be non-zero given
the thermal excitation of the system. Therefore, in contrast to vacuum decay described
above, a finite-temperature solution can not approach the false vacuum at ±β/2. Hence, the





= 0 , (7.20)
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which manifestly describes the bouncing behavior of the solution. As a final remark, these so-
lutions are almost never discussed in the literature, yet, we believe the conditions in Eqs. (7.19)
and (7.20) render the problem well-posed although it is not possible to make a concrete state-
ment regarding whether a non-trivial solution exists. This can only be verified by explicit
numerical methods.
Static solutions at high temperature: Lastly, we have the familiar static solution at
high temperatures. The equation of motion and boundary conditions are identical to the
O(4)-symmetric bounce, except the dynamics take place in three dimensions. The solution








− dV (ϕ, T )
dϕ
= 0 , lim
r→∞
ϕ(r) = ϕ+ ,
dϕ(0)
dr
= 0 , (7.21)
and clearly has a vanishing period. Although it is not possible in QFT to easily estimate the
temperature at which the static solution dominates over the finite-period bounce, one can
numerically compute the Euclidean action of both solutions as a function of temperature and
utilize the smaller action as the decay exponent.
7.3 Black Holes and Cosmological Phase Transitions
In this section we consider a scalar field theory at finite temperature propagating in a back-
ground spacetime that contains a black hole. In particular, we focus on the typical situation
that a potential barrier is generated by finite temperature effects as shown in Figure 7.2. Al-
though the presentation is quite general, we have in mind an electroweak-like phase transition.
As the universe cools down, the scalar field eventually tunnels and we wish to compute the
tunneling exponent in the presence of a primordial population of static black holes. We will
conduct our study with one caveat, which concerns the contribution of the thermal plasma to
the equations of motion. It is well known EW-scale phase transitions occur during radiation
domination. As we set to solve the equations of motion we will ignore the contribution of the
thermal plasma to the energy-momentum tensor of the system. We do so for two main reasons.
First, the thin-wall approximation, used throughout, requires knowing the analytic solutions
for the spacetime metric in both vacuum states. However, we are not aware of any closed
form solutions describing a black hole in a Friedmann–Lemâıtre–Robertson–Walker (FLRW)
universe. Second, our main goal is to set up the appropriate formalism to compute the tun-
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neling exponent for thermal transitions seeded by black holes. In particular, this enables us
to conclude the dependence of the tunneling rate on both the seed mass and the temperature
of the system. We do not expect the conclusions from our study to change significantly once
we include the expansion of the universe in the story. Technically, the caveats just mentioned
comprise an approximation that could be justified on the ground that the Hubble time is
the same order of magnitude as the typical lifetime of EW-like phase transitions. Finally, we
assume a bare positive cosmological constant in the gravitational sector to allow the universe,
post-transition, to retain a positive vacuum energy that we try and keep close to the scale
of dark energy. Altogether, we aim to include the effect of the universe expansion on the
tunneling process in future work.
7.3.1 Thin-wall instantons
The goal is to solve the Euclidean equations of motion of the coupled scalar-gravity system.
The analysis is considerably simplified if we adopt the thin-wall approximation. In the absence
of gravity, the approximation is valid as long as the radius of the bubble is large compared
the Compton wavelength of the field [29]. In the presence of black holes, however, does the
same criterion validate the approximation? We will show below that this is fortunately the
case.
The Euclidean equations of motion are those of a scalar field, with a finite-temperature
potential, minimally coupled to general relativity








gαβ∂αϕ∂βϕ+ V (ϕ, T )
)
,
∇µTµν = 0 ⇒ ϕ−
dV (ϕ, T )
dϕ
= 0 , (7.22)
where  = gµν∇µ∇ν is the covariant Laplacian and Gµν is the Einstein tensor2. The equilib-
rium solutions are those with a homogeneous field profile permeating the most general static
spherically symmetric spacetime, hence the metric has the general form





dθ2 + sin2 θdφ2
)
, ϕ(τ, ~x) = ϕ0(T ) . (7.23)
In the case of interest, where the spacetime contains a black hole, Euclidean time is periodic,
i.e. 0 ≤ τ ≤ βτ . Nevertheless, we do not assume any restrictions on the period of Euclidean
2Our convention for the Riemann tensor is that of Wald [143].
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time, which renders the spacetime singular as it contains a conical singularity. The contribu-
tion of the conical singularity to the tunneling exponent will be computed according to the
procedure given in [65]. The effective cosmological constant sourcing the spacetime is given
by the total vacuum energy
Λ = Λ0 +
V (ϕ0(T ), T )
M2P
, (7.24)
and it proves useful to measure the cosmological constant in units of M2P, thus we introduce
εΛ ≡M2PΛ . (7.25)
Now we wish to construct a thin-wall instanton that interpolates between the true and false
vacua, given the typical scalar field finite-temperature potential in Figure 7.2. The ana-
lytic expression for such a potential will be given later on when we construct instantons for

















2, ϕ = 0 . (7.27)
At this stage the Euclidean periodicities (βτ+ , βτ−) are arbitrary, and in general βτ+ 6= βτ− .
In the thin-wall approximation, the bubble wall is a hypersurface (thin layer) separating the
two equilibrium vacua [62]. Spherical symmetry forces the induced metric on the wall to have
the form
ds2wall = dλ
2 +R2(λ)dΩ22 , (7.28)
where λ is the proper time measured by a co-moving observer with the wall and dΩ22 is the
standard metric on a unit S2. Indeed, λ is periodic, i.e. 0 ≤ λ ≤ βλ, which means the wall
has topology of S2 × S1. Notice that we have three distinct Euclidean times which, a priori,
each have a unique period
βλ 6= βτ+ 6= βτ− , (7.29)
and only the dynamics will dictate any possible relation between these periods. To understand
















where an over-dot denotes differentiation with respect to λ. We can immediately work out
the first junction condition [63], which requires the induced metrics on both sides of the wall












Ṙ2 = 1 . (7.32)
Finally, we have the normal one-forms
n±µ = −Ṙdτ± + τ̇±dr± , (7.33)
which are unit normalized by virtue of Eq. (7.32), and point outward from the wall surface.
The second junction condition requires the jump in the extrinsic curvature to be proportional













where hab is the first fundamental form or simply the induced metric in Eq. (7.28), Sab is
the energy-momentum tensor of the wall, and a and b run over (λ, θ, φ). As the scalar field
tunnels through the barrier, and in the thin-wall approximation, the field gradients through
the wall create a surface tension which in turn sources the wall geometry in Eq. (7.34). For
a spherical wall with surface tension σ we have [62]
Sab = −σ hab , (7.35)
where σ is typically evaluated at the critical temperature of the transition and, therefore,
fully depends on the particular structure of the physics model. Using the (θ-θ) components
of Eq. (7.34) we find
1
R
(f+(R)τ̇+ − f−(R)τ̇−) = −4πGσ , (7.36)
and, through Eq. (7.32), we can obtain an equation for Ṙ√
f+(R)− Ṙ2 −
√
f−(R)− Ṙ2 = −4πGσR . (7.37)





− (f+ − f−)
2
64π2G2σ2R2
− 4π2G2σ2R2 , (7.38)
which is our final equation of motion describing the bubble wall motion [62,64].
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7.3.2 Interlude: the Coleman-de Lucia solution
Before we analyze Eq. (7.38) in the presence of black holes, it is quite important to review the
dynamics in the absence of black holes, i.e. the CdL scenario [61]. Our goal is not to go over
some known results but rather to stress the physical meaning of the solution and gain the
understanding that will become essential later on when we include black holes. In Eq. (7.38)























 , l2± := 3M2Pε± , (7.41)
where the solution exists if and only if ζ2l2± > 1. Therefore, in static coordinates the CdL
solution is oscillatory with period βλ = 2π/ζ. Based on that one might be tempted to think
that the solution possesses an O(3) symmetry, nevertheless, this is not true and the O(4)
symmetry of the CdL solution is nothing but hidden by the choice of coordinates.
The symmetry can be made manifest in the global coordinates of Euclidean de-Sitter space,
or more precisely angular coordinates on S4. The argument goes as follows. The geometry
of the thin-wall instanton is simple; we have two 4-dimensional spheres, with radii l+ and
l−, which are glued at some polar angle that will be determined below. First, the coordinate
transformation we need is of the form

















where dΩ2(3) is the metric on a unit 3-sphere. Eq. (7.43) is nothing but the standard metric
on a 4-sphere with radius l±. These coordinates cover the whole sphere. To prove the
106
O(4) invariance of the solution, we just need to show that the wall motion, represented by
Eq. (7.41), becomes static in global coordinates and, in addition, find the polar angles where























If we recall that ζ2l2± > 1, then the above equation possesses a solution. As we anticipated
each S4 is cut at the polar angle, ξ, determined by Eq. (7.45) for each 4-sphere and then
smoothly glued to form the static CdL instanton. The most important observation is that
the solution manifestly displays an O(4) symmetry, and therefore it represents a tunneling
configuration that proceeds via vacuum decay.
7.3.3 Including Black holes
Using the formalism outlined above we include a static black hole in the spacetime and solve
Eq. (7.38). The metric is that of a static Schwarzschild de-Sitter black hole continued to








where M is the ADM mass. As a reminder + represents the false vacuum outside the bubble,
while − is the true vacuum inside the bubble. Therefore, M+ is the seed black hole mass
around which the bubble nucleates, M− is the remnant black hole mass and finally Λ+(−) is
the cosmological constant in the false (true) vacuum. Throughout our analysis we will instead
write the cosmological constants in terms of vacuum energies, ε± = M
2
PΛ±, allowing a more
transparent comparison to quantities from the scalar field theory. Explicitly, in our case we
have




where εϕ is the vacuum energy density of the true vacuum. In addition, we have the Hawking









where rh and rc are the two positive roots of metric function. To ensure the presence of a





Before solving the system, we pause to comment on the validity of the thin-wall approxi-
mation, which in standard QFT just amounts to having the radius of the bubble much larger
than its thickness. The thickness of the bubble, in the thin-wall approximation, is roughly
given by the inverse mass of the field, while the radius of the bubble is inversely proportional
to the energy density difference. Therefore, for small energy density the thin-wall approxi-
mation is valid. We want know if the presence of gravity requires any new conditions so as
to validate the thin-wall approximation. To this aim, let us substitute the metric function,
Eq. (7.46), into the equation of motion for the scalar field, Eq. (7.22), and find(







dV (ϕ, T )
dϕ
, (7.50)
where, for simplicity, we focus on a static configuration. Operationally, the thin-wall approxi-
mation allows us to drop terms that go as 1/r in the equation of motion, which are negligible
near the bubble wall. Inspection of Eq. (7.50) shows that the presence of the metric function
does not change anything, in particular, the term with f ′(r) scales as f(r)/r and thus can be
ignored for large bubbles. Therefore, even in our case, the thin-wall approximation remains
valid as long as the radius of the bubble is much larger than the wall thickness.
We finally substitute the metric function into Eq. (7.38) to find






















:= U(R) . (7.51)
Two parameters from the scalar field theory, the surface tension σ and the vacuum energy
εϕ, now appear in the equation of motion of the wall. For cosmological phase transitions
the origin of the seeds will be primordial black holes. Solutions of Eq. (7.51) clearly depend
on all the parameters M±, ε+, σ and εϕ. Thus, for starters, it is crucial to know if there



















Figure 7.3: The potential U(R) of Eq. (7.51) describing the bubble wall trajectory for varying
seed black hole masses M+ with M− = M+ and example parameter values σ = 10
4 GeV3,
εϕ = 10
6 GeV4 and ε+ − εϕ ∼ εDE where εDE is the dark energy scale (setting ε+ − εϕ = 0
would not noticeably change the results). With these parameters, Mmax+ = 3.5× 1017MP.
of the potential, U(R), for an arbitrary choice of parameters. We immediately observe that
for Eq. (7.51) to possess a solution the potential must be non-negative over some portion of
its domain. First, let us restrict the mass of the black hole post-transition to be smaller or
equal to that of the seed, M− ≤ M+. Although in principle it could be larger, restricting
M− suffices for our purposes because, as we will show, the dominant tunneling configuration
turns out to have the minimum accessible M− at fixed seed M+. Moving on, there exists
an absolute bound on the seed mass as a function of the other variables, i.e (ε+, εϕ, σ). It is
straightforward to find this absolute value on M+, at least numerically, by studying the single
extremal point of the potential, i.e.
U ′(Rext) = 0 , (7.52)
where all variables are fixed. Here, Rext denotes the radius of the bubble wall at the extremal
point of the potential. No solutions exist for Eq. (7.51) if and only if the value of the potential,
at its critical point, is negative
U(Rext) < 0 . (7.53)
A close look at the potential illustrates the roles of M±; increasing M+ lowers the potential

























Figure 7.4: The absolute maximum seed black hole mass Mmax+ as a function of the false
vacuum energy ε+ for varying surface tension σ (in GeV
3) and change in vacuum energy
εϕ (in GeV
4) values. Colour represents a changing σ value. Dashed, solid and dotted lines
represent increases in εϕ respectively. At large ε+ values the dependence on σ and εϕ is
alleviated. Notice how, at lower ε+, it is the ratio σ/εϕ that determines M
max
+ and not their
separate values; for example σ = 104, εϕ = 10
5 and σ = 1010, εϕ = 10
11 would have the same
Mmax+ value.
by setting M− to its maximal value, i.e. M− = M+. Hence, using this in combination with
the condition of Eq. (7.53) gives us an absolute upper bound on the seed mass, Mmax+ , that
we determine numerically in Figure 7.4. Essentially, Mmax+ remains constant up to a certain
value of ε+, which depends on σ and εϕ, after which it decreases dramatically. Larger σ
and smaller εϕ reduce the plateau portion of M
max
+ . It is also important to notice that all
the curves in Figure 7.4 merge at high ε+ values, practically eliminating the dependence
of Mmax+ on σ and εϕ. Apart from M+, all other variables are not constrained except by
the phenomenology of the underlying physics model. Inspection of exact numbers shown in
Figure 7.4 implies the non-trivial constraint imposed by the physics model, through σ and
εϕ, on the potential relevance of primordial black holes in the phase transition process. For
example, for electroweak like phase transitions, we have the typical values
σEW ∼ 104 GeV3, εEWϕ ∼ 107 GeV4 , (7.54)
leaving the upper limit on Mmax+ to be around 10
16MP (blue curve in Figure 7.4). This shows
that bubbles can only nucleate around relatively small black holes, roughly on the order of
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10−22 solar masses (∼ 108 kg).
7.3.4 Static bubbles & periodic bounces
Before we move to construct explicit solutions of Eq. (7.51), it is imperative to pause and
understand their qualtitative nature and physical meaning. In the presence of black holes,
it is far from trivial to directly interpret these thin-wall instantons, and uncover the role
they play in the tunneling process. To this aim, we advocate a conservative approach and
rely on asserting direct correspondence with standard tunneling configurations in QFT (see
Section 7.2). Generically, Eq. (7.51) displays two disconnected classes of solutions and we
discuss each in turn.
The static branch: The first class contains static solutions, i.e. R(λ) = Rs. For each input
value of the seed mass, M+, there exists a unique static branch where the potential vanishes
at its extremal point
U(Rs) = U
′(Rs) = 0⇒ Ṙ = 0 . (7.55)
This situation is depicted by the solid black curve in Figure 7.3. We first solve Eq. (7.52) for
Rs, which makes the latter an explicit function of M−, with all other parameters fixed. We
then use Eq. (7.55) to determine the mass of the remnant black hole, that we denote by M s−.
With M s− in hand it is then straightforward to substitute back in and determine Rs.
What is the physical significance of the static branch? Clearly, this class possesses a
manifest O(3) spherical symmetry and is independent of Euclidean time. Using the dictionary
of QFT (see Section 7.2) these solutions are the equivalent of the typical O(3) invariant
bubbles familiar from finite-temperature phase transitions. In particular, and as we explained
in Section 7.2, the transition in this case proceeds by thermal excitation over the potential
barrier.
The oscillating branch: The second class of solutions emerge when M− 6= M s−. For each
value in the admissible range, i.e.
M− ∈ (M s−,M+] , (7.56)
the potential is positive semi-definite between Rmin and Rmax, which satisfy
U(Rmin) = U(Rmax) = 0 . (7.57)
111
Between these two points, the wall separating the two vacua will oscillate indefinitely in Eu-
clidean time, with a finite period βλ. This period, crucially, is fully dictated by the dynamics
of Eq. (7.51) and is an explicit function of the input parameters in the theory. Therefore,
Eq. (7.51) possesses an infinite set of connected solutions parametrized by M− in the admis-
sible range. Moreover, we also stress that, by virtue of Eq. (7.32), the period of Euclidean
times in both vacua, i.e. (βτ+ , βτ−), are dictated dynamically.
We now ask the question: which, out of this infinite set, correspond to a valid tunneling
configuration? Let us recall that the solution has an enhanced O(4) symmetry only in the
CdL case, M+ = M− = 0, as we have demonstrated in Section 7.3.2. Based on our discussion
in Section 7.2, we interpret these finite-period oscillating solutions as the equivalent of the
finite-period bounces which describe thermally-assisted tunneling in QFT. Therefore, for each






which presents a sufficient condition to single out a unique value for the remnant black hole
mass, that we denote by Mβ−.
Quantitative analysis: We are now rightly oriented to numerically construct the solutions
we are interested in. The size of εϕ is born out of the underlying theory, however, ε+ may be
thought of as a totally free parameter. We make two choices for ε+. First, in order to make
contact with cosmology, ε+ is fixed such that the vacuum energy after the transition matches
the dark energy scale. Second, we pick a huge value of 1040 GeV4 to suppress the dependence
of our analysis on the two other parameters, εϕ and σ, as suggested by Figure 7.4.
We start by analyzing the static branch. Given an admissible value for M+, fixing
(ε+, εϕ, σ), we solve Eq. (7.55) for M−. This particular value, that we denote by M
s
−, provides
a lower bound on the mass of the remnant black hole. In Figure 7.5 we provide the values of
M s− for various parameter choices. We observe three striking features. First, M
s
− is generically
very close to the seed mass M+. Second, the difference M+−M s− remains essentially constant
for almost the whole admissible range of M+. Third, increasing σ substantially increases the
difference while increasing εϕ decreases the difference. Note that the endpoint of each line
corresponds to the configuration where M+ = M
max
+ . Moving on, in Figure 7.6 we show the
size of the static bubble, Rs, for the same parameter choices. We observe two main features.
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Figure 7.5: M+ −M s− as a function of M+ for various σ (in GeV3) and εϕ (in GeV4) values.
The grey shaded region is sub-Planckian mass, M+ < MP. Left: ε+ − εϕ = εDE. Right:
ε+ = 10
40 GeV4.
First, the seed black hole mass M+ has an insignificant effect on Rs compared to σ and εϕ.
Second, increasing σ by an order of magnitude noticeably increases the size of the bubble,
while increasing εϕ has an equal but opposite effect.
The second class of solutions are those which are periodic. In order to show the meaning
of the quantities Rmin, Rmax and βλ, a sketch is shown in Figure 7.7. The valid solution
describing a finite-period bounce satisfies Eq. (7.58); therefore, it is essential to understand
the dependence of the period βλ on the input parameters. Figure 7.8 plots the inverse period,
1/βλ, as a function of M+ for various σ and εϕ values. It is important to note that 1/βλ
has a mild dependence on M− as demonstrated in the bottom left plot of Figure 7.8. We
observe the following features. First, 1/βλ remains essentially constant with respect to M+
until it approaches Mmax+ , at which point it sharply decreases to a finite minimum value.
However, changing σ and εϕ drastically alter 1/βλ in comparison to M+. Second, the inverse
period increases by an order of magnitude if either σ decreases or εϕ increases by an order
of magnitude. This essentially means that the characteristics of the particle physics model
controls whether or not we have a valid oscillating tunneling configuration. Given a set
of (ε+, εϕ, σ,M+), the finite-period bounce satisfying the matching condition Eq. (7.58) is
obtained by continuously varying M− until M
β
− is found. If no solution is found then black
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Figure 7.6: Rs as a function of M+ for various σ (in GeV
3) and εϕ (in GeV
4) values. The grey






Figure 7.7: A sketch of two oscillating solutions. The labels correspond to the black line,
which has a period βλ. The minimum Rmin and maximum Rmax are the roots of the potential
U(R) given in Eq. (7.51).
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Figure 7.8: The inverse period 1/βλ of the oscillating solutions as a function of M+ for
various σ (in GeV3) and εϕ (in GeV
4) values. The grey shaded region is sub-Planckian mass,
M+ < MP. Top Left: ε+ − εϕ = εDE. Top Right: ε+ = 1040 GeV4. Bottom Left: Focus on
the 1/βλ region for σ = 10
2 GeV3, εϕ = 10
5 GeV4 and ε+ − εϕ = εDE. For the 1/βλ regions,
the upper limit is given by approaching the static limit M− → M s−, while the lower limit is
given by M− = M+.
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holes have no effect on tunneling via finite-period bounces and we are only left with the static
branch.
Finally, we would like to highlight the importance of Mmax+ . Consider the 1/βλ plots of
Figure 7.8. As we alluded to before, a very large value of ε+ constrains the limiting values
of Mmax+ to be identical irrespective of the other parameters. That is the reason behind the
difference in the top two plots of Figure 7.8, where we see the merger of many of the lines
as we move from the left to the right plot. The message is clear and interesting: it is not
the independent values of σ, εϕ and ε+ that control the period of oscillation, but rather it
is the combination of the three parameters that sets the actual value of Mmax+ , as shown in
Figure 7.4.
Qualitative final comments: Having explicitly described the solutions to Eq. (7.51) and
their physical interpretations, one cannot help but inquire whether the dynamics of Eq. (7.51)
admit a solution that we could interpret as a zero-temperature bounce. In standard QFT,
the special feature of vacuum tunneling manifests in the O(4) symmetry of the bounce. To
answer our question, therefore, one needs to inspect if a particular solution to Eq. (7.51) could
possess a hidden O(4) symmetry.
Here we can make the analogy with the isolated case M− = M+ = 0 (CdL) that was
discussed in Section 7.3.2. There, the specific sinusoidal form of the solution, Eq. (7.41), was
in fact hiding the symmetry, which becomes manifest when the solution is written in global
coordinates. Now in the presence of black holes, the solution R(λ) plotted in Figure 7.7 shows
that the existence of such a hidden symmetry is no longer possible. Simply put, any solution
to Eq. (7.51) can generally be written as a Fourier sum, with frequencies ωn = 2πn/βλ where
n is an integer. The existence of an infinite tower of Fourier modes confirms that a hidden
O(4) symmetry is not possible. In essence, the wall, in the presence of black holes, is not
following a simple parametric equation, in contrast to Eq. (7.44).
7.4 The Tunneling Exponent
We now move to evaluate the Euclidean action given the thin-wall solutions constructed in the
last section. This is a standard computation, and the only subtlety concerns the presence of
conical sections in the geometry. The latter arise due to the mismatch between the oscillation
period, βλ, and the Hawking temperatures of both horizons. In the case of the Einstein-
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Hilbert action, there is a systematic technique to compute the contribution of the conical
singularity to the action. In summary, consider a 4-dimensional spacetime which contains one











where Rreg is the non-singular part of the Ricci scalar and Ai is the 2-dimensional area of
the conical surface. In the thin-wall approximation, the bubble action is composed of two
components. First, we have the bulk component represented by contributions of both the
false and true vacua. The second component is a surface contribution represented by the
bubble wall.
The bulk Euclidean action is very simple and reads






g (R− 2Λ) , (7.60)
where the cosmological constant contains the contribution of the potential energy density of
the scalar field. Let us start with the true vacuum where the only conical singularity is at the
black hole horizon. The conical deficit reads
αh = βτ−/βh , (7.61)
and thus Eq. (7.60) becomes
IbulkE (g























In fact, using Eq. (7.48), the last term in brackets vanishes identically. In the false vacuum,
we only have the cosmological horizon with a conical deficit
αc = βτ+/βc , (7.63)
and therefore
IbulkE (g





















where similarly the combination in brackets vanishes identically.
Moving on, the surface Euclidean action arises from the Hawking-Gibbons-York boundary







h (K+ −K−) , (7.65)
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plus the surface energy in the scalar field profile







We can combine the two pieces above if we notice that K+ − K− = −12πGσ by virtue of







dλR(λ) (f+τ̇+ − f−τ̇−) , (7.67)
where Eq. (7.36) has been used to substitute for the surface tension3. The complete bubble


























This is the general form for the tunneling exponent computed in the thin-wall approximation,
and has been obtained in Ref. [66]. The full numerical procedure is now clear; the solution
of the equation of motion, Eq. (7.51), which satisfies the temperature matching condition,
Eq. (7.58), is obtained, substituted into Eq. (7.69) and integrated over a single period βλ.
These steps are quite involved, nevertheless, the evaluation of B can be simplified somewhat
by casting the integral in terms of R rather than λ. Using dλ = dRdλ/dR = dR/
√
U(R) and
Eq. (7.32) in addition to
(2Rf± −R2f ′±) = 2(R− 3GM±) , (7.70)




















This form uncovers the remarkable feature that the tunneling exponent does not explicitly
depend on the exact functional form of the wall trajectory R(λ). Rather, it just depends on
the potential U(R) and the metric function. This is reminiscent of the typical situation when
using the thin-wall approximation, in which the tunneling exponent becomes independent of
3This step is justified as long as σ is a constant that does not depend on geometry, which is true in our
case.
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the exact bubble profile. Let us also note that it appears as if Eq. (7.71) is independent of the
temperature of the system. In reality, however, the temperature dependence is manifested in
the value of Mβ−, which is determined by the matching condition of Eq. (7.58).
In the case of a static solution, Eq. (7.69) simplifies further. With R(λ) → Rs and




















where it is paramount to realize that βλ is not dictated by the dynamics any more since the
wall is static. Notice that in the static case it is impossible to change variables as we have
done to reach Eq. (7.71), simply because U(Rs) = 0, and thus the appropriate result in this
case is given by Eq. (7.73). Since the static solution is the equivalent of the O(3) symmetric
configurations in flat-space QFT, it is natural to set βλ = 1/T . With our mass range,
Eq. (7.56), the term in square brackets in Eq. (7.73) is negative definite. Finally, it is important
to realize that the βλ-dependent term in Eq. (7.73) is absent from the corresponding action
of Refs. [64, 66, 67, 137] simply because these works only consider vacuum phase transitions.
In other words, there is no natural period dictated by the physics and the integral part of
Eq. (7.69) can naturally be set to zero.
7.4.1 Quantitative analysis
We are now in a position to quantify the potential effect of black holes on the decay exponent
of cosmological first-order phase transitions. To begin, we study the situation in the full range
of M− given by Eq. (7.56), without worrying about any matching conditions. As a means to
isolate the potential effects of primordial black holes, we compare our tunneling exponent to
the CdL result. This is easily obtained by plugging Eq. (7.41) in Eq. (7.69) (or Eq. (7.71)


















where ζ is given in Eq. (7.40). The results are shown in Figure 7.9. With the upper limit
given by the maximum remnant mass M− = M+ and the lower limit by the static solutions
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Figure 7.9: The tunneling action of Eq. (7.69) as a function of the seed black hole mass M+,
with the upper limit given by Mmax+ . The shaded regions are generated by varying M− in
the admissible range. At fixed M+, the upper limit of any single shaded region represents the
point M− = M+, while the lower limit is the static case M− = M
s
−. Small seed black holes
present arbitrary reduction in B. For the static solutions an example T = 100 GeV is used.
Changing the temperature does not change the generic features.
M− = M
s
−, the shaded region represents the range of values of B/BCdL for all solutions.
Immediately noticeable is the smooth transition to the CdL limit at the top of any of the
shaded regions as the mass approaches zero, i.e. M− = M+ → 0. Compared to BCdL, we
observe the possible reduction in B by orders of magnitude, to even an arbitrary degree at
low M+. The effect of M− on B is quite remarkable given how small the mass difference is, as
seen in Figure 7.5. In fact, the largest reduction in mass results in the greatest reduction in
the tunneling exponent, namely, at fixed M+ the smallest B is attained at M
s
−. Notice that
the static branch of solutions is completely disconnected from the CdL limit.
Additionally, the seed mass M+ plays a crucial role. Increasing M+ drastically pushes up
the lower limit of B, thus limiting the possible reduction. On the other hand, effects on the
upper limit of B are less pronounced as we increase M+. We do not observe any noticeable
difference up until the maximum point, Mmax+ , at which B starts to slightly decrease. As
expected, at Mmax+ both the upper and lower limits on B meet at the same point. The
surprising feature is that regardless of all the other parameters, the ratio B/BCdL attains
a common value of ∼ 0.7. Finally, the effects of σ and εϕ are simple yet substantial; by
changing the maximum Mmax+ , as in Figure 7.4, the profile of B is shifted correspondingly.
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In particular, at fixed value of B/BCdL the largest accessible seed mass changes by orders
of magnitude by varying σ and εϕ. To summarise, transitions with the largest change in
black hole mass, culminating in static solutions, possess the greatest prospects for improving
transition rates. This improvement is reduced as the seed black hole mass M+ is increased.
We end this section by comparing our findings to the main conclusions drawn up in
Refs. [64, 66, 67, 137], although it is important to stress that we consider finite-temperature
phase transitions in contrast to the vacuum case studied in those references. Yet, it is still
true that our conclusions about the dominant tunneling configurations are in exact agreement
with the findings of those papers. In particular, Ref. [66] found that the dominant tunneling
configuration is either a static solution or an oscillating solution but without a remnant black
hole (M− = 0), see Figure 9 in appendix A of Ref. [66]. The delineation between the two
situations, at fixed seed mass M+, is dictated by the factor σ̄` in Refs. [64,66,67,137]. In our
case this factor is σ̄` ' σ√εϕ/MP , which for all our parameter space is a very tiny number. As
evident from the analysis in Ref. [66], as the factor σ̄` approaches zero the dominant solution
is just given by the static branch. This is precisely in agreement with what we observe in
Figure 7.9 above.
7.4.2 Bubble nucleation criteria with black holes
Before we discuss an example electroweak phase transition, it is important to define the nucle-
ation criteria in the presence of black holes. In a typical (flat-space) first-order cosmological
phase transition proceeding through thermal excitation, the transition rate per unit volume
is given by the expression
Γ
V




where S3 is the energy of the critical bubble and the prefactor A is of mass dimension four,
commonly approximated as T 4. A successful transition is defined to be the nucleation of one
bubble per Hubble time per Hubble volume. In a radiation dominated universe, this results
in a nucleation condition on the exponent






If the exponent ever reaches this value or below the transition is deemed successful. For
electroweak-scale transitions this takes the value Bflat ∼ 140.
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Once black holes are included, however, one cannot define a nucleation rate per volume
because the presence of the black hole breaks the spatial translation symmetry of the instan-
ton. Therefore, there is no factor of volume, as in Eq. (7.75), and instead we have a transition
rate
Γ = Ae−B , (7.77)
describing nucleation around a single black hole, where the prefactor A is of mass dimension
one. Unfortunately, the prefactor A is unknown. Even in the simple case where gravity is
assumed not to be quantized, computing the determinant of one-loop fluctuations of the scalar
field requires massive work since the background geometry is very involved. Still, following
Ref. [64], one can attempt a rough estimate using A ∼ (GM+)−1. An alternative nucleation
condition can then be derived for the black hole case. Requiring that a single bubble be







For an electroweak-scale transition and a reference mass M+ = 10
14MP this condition is
BBH ∼ 42. One then might be tempted to think that black holes are not efficient in the
nucleation process because a lower B is harder to achieve in general. However, given the large
reductions possible in Euclidean action seen in Figure 7.9, it is likely black holes can satisfy
this condition, Eq. (7.78), at a temperature higher than the usual temperatures required for
flat space, thereby dominating the nucleation process.
As mentioned, Eq. (7.77) describes the rate of nucleation around a single black hole. In
reality, there will be a population of primordial black holes with a given number and mass
distribution. To get an idea of the true nucleation rate, Eq. (7.77) should be multiplied by the
total number of black holes NPBH in a given Hubble volume. Hence, the nucleation condition,










A larger number of black holes, NPBH, will increase B
nuc.
BH therefore making nucleation easier
to achieve, as one would expect.
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7.4.3 Electroweak-like phase transition
As we explained in Section 7.3, there are only two tunneling configurations at any fixed value





the oscillating and static instantons of Eq. (7.51). It is crucial to note that the matched
solution, Mβ−, is not guaranteed to exist because the period, βλ, might never be equal to the
inverse temperature of the system for T < Tc. If the two solutions exist, the decay rate will
then be determined by the smaller tunneling exponent amongst both configurations. Our goal
now is to compare the tunneling exponents of the two solutions. Indeed, Figure 7.9 shows
that the static solution, at fixed M+, has the lowest action, nevertheless, we aim to know
the exact difference in the tunneling exponent when static solutions are compared with their
oscillating counterparts which satisfy the condition Eq. (7.58).
We have in mind an electroweak-like scenario, where tunneling proceeds via the following
finite-temperature potential












where, for definiteness, µ = 88 GeV and λ = 0.129. The values of D and E are dependent
on the details of the underlying model. We use the Standard Model value of D = 0.34.
To replicate BSM effects and get a stronger first-order phase transition4, the value of E is
enhanced above its Standard Model value and taken to be E = 0.21. Consequently, we have






2V (ϕ, Tc) , (7.81)
giving the value σ = 2.2× 105 GeV3. Finally, εϕ is a function of temperature that we do not
quote here. A comment is due at this stage, the formula for the surface tension in Eq. (7.81) is
only valid in flat space. In the present case, one has to double check if the radius of the bubble
is large enough compared to the horizon size of the remnant black hole. In our parameter
space, we found that this is indeed true, and so we continue to use the simple formula in
Eq. (7.81).
Unfortunately, with these typical parameters we did not find it possible to obtain a valid
oscillating solution which hinders the comparison that we aim for. We circumvent this by
4Such an effect can easily be achieved by, for example, adding a scalar singlet to the Standard Model that
















Figure 7.10: The tunneling action as a function of the seed black hole mass M+ for some
example electroweak-scale parameters Tc = 112 GeV and σ = 10
4 GeV3. Blue Line: Matching
oscillating solutions calculated using Eq. (7.71). Orange Line: Static solutions calculated
using Eq. (7.73). Matching occurs at T = 111.4 GeV where εϕ = 10
7 GeV4.
using Tc = 112.8 GeV, σ = 10
4 GeV3 and a mock εϕ. We have scanned the range 10
6 ≤
εϕ ≤ 108 GeV4 to find an oscillating solution satisfying Eq. (7.58). Figure 7.8 shows that,
in comparison to M+, small changes in εϕ strongly alter the inverse period of the oscillating
solutions; there is likely only a small window over which matching is possible. For our example
matching is satisfied at T = 111.4 GeV and εϕ = 10
7 GeV4. The tunneling exponent of both
solutions are found and compared in Figure 7.10. We observe that the oscillating solution
provides a significant reduction in B, however, static solutions always dominate as expected.
Increasing M+ has the opposite effect on the two solutions. While both remain essentially
constant over small values of the seed mass, at higher M+ the oscillating result Bβ drops
rapidly while the static result Bs rises. The increase in Bs can already be seen from Figure 7.9.
The drop in Bβ is due to the matching remnant mass, M
β
−, approaching the static limit M
s
−
as M+ increases, as illustrated by Figure 7.5. The maximum value of M+ where matching
is still attainable is definitely smaller than the absolute maximum Mmax+ and represents the
point where the two curves meet in Figure 7.10. To be clear, we observe that the lines never
cross and the static solutions are always dominant over the periodic solutions.
Finally, we turn back to the realistic scenario of Eq. (7.80) and focus entirely on the static
solutions which, as explained, provide the dominant tunneling configurations. In fact, our
central equation (7.73) can be simplified further to highlight its thermodynamic meaning.
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With the values σ ' 2.7 × 105 GeV3 and εϕ ' 106 GeV4, notice that we possess a hierarchy
rh  Rs  rc, where rh and rc are the black hole and cosmological horizon radii respectively






(M+ −M s−) . (7.82)
The meaning of each term is now transparent. The first is the difference in Hawking entropy
between the seed and remnant black holes. While the second represents the difference between
the Arnowitt-Deser-Misner (ADM) masses (or the energy) of seed and remnant black holes.
Now we can ask, how efficient are black holes in seeding the transition? To get an idea, we





where S3 denotes the energy of the O(3) invariant critical bubble
5. Figure 7.11 shows the
result which exhibits interesting features that might not be expected a priori. First of all,
the presence of black holes does not necessarily improve the tunneling rate. For example, if
we use the maximum available value, Mmax+ , no reduction is observed. Second, one has to
go to relatively lower values of the seed mass in order to attain a noticeable reduction. The
reduction in B, in and of itself, is a positive outcome but, as outlined in Section 7.4.2, the two
scenarios have different nucleation conditions. Hence, a comparison between Bs and S3/T
is not strictly correct. Rather, the relevant comparison is that of the respective nucleation
temperatures. However, even in the most restricted case of a single black hole (where the
nucleation condition is Bs . 42 as found from Eq. (7.78)), Figure 7.11 shows that black hole
initiated nucleation occurs before traditional thermal tunneling for M+ . 1015MP . Prospects
for black holes improving transition rates are certainly very promising.
The complete picture, however, can only be understood after some further considerations.
Firstly, various aspects, which will be outlined in Section 7.5, constrain the phenomenological
viability of seed black hole masses at formation. Secondly, knowledge of the precise mass and
5We note that the comparison between Bs and BCdL is not really meaningful for phenomenology, and
this is why we employ S3/T instead. This is because the CdL result represents decay via quantum vacuum
fluctuations (T=0), and is not appropriate for thermal transitions. Ideally, one might try and compute the
thermal tunneling exponent in the mere presence of a cosmological constant, and compare directly to Bs.
Nevertheless, we believe this will not be important since, for phenomenological purposes, BCdL is essentially






































Figure 7.11: The static Euclidean action for black hole induced tunneling Bs (black lines)
and the typical thermal tunneling rate S3/T (blue line) for the example electroweak potential
of Eq. (7.80), with the critical temperature Tc = 171.3 GeV and surface tension σ = 2.7 ×
105 GeV3. Note that Mmax+ decreases with T due to increasing εϕ. Top: M+ is a fraction of











number distributions of PBHs is necessary to make accurate predictions in regards to the way
the transition proceeds. While consideration of a specific PBH population is left to future
work, we discuss the main transition scenarios in Section 7.6.
7.5 Routes for phenomenology
We have provided a framework for calculating the effect of black holes on generic finite tem-
perature first-order phase transitions, encompassing arbitrary masses, cosmological constants
and temperatures. Our central results for an EW-like transition, displayed in Figure 7.11,
need a few more inputs in order to conduct a full phenomenological study and assess accu-
rately the role of primordial black holes in cosmological phase transitions. This section is a
presentation of what inputs we require to achieve our goal in future works.
7.5.1 Primordial Black Holes: Formation and Abundance
The first consideration needed for phenomenology is the issue of primordial black holes, in
particular, their mass spectrum and abundance close to the electroweak epoch. PBHs can be
formed through various mechanisms [144–147] (see reviews [136, 148]). For instance, in the
case formation proceeds due to the collapse of large density perturbations during the radiation










where tcos denotes cosmological time. Therefore, a wide range of PBH masses becomes avail-
able between the end of inflation and the EW epoch. For instance, shortly following inflation,
tcos ∼ 10−32 seconds and the approximate mass is MPBH ' 1010MP , while a PBH forming at
the EW epoch is as large as MPBH ' 1030MP . Given the central results of Figure 7.11, we
are guaranteed to find relevant PBH masses, MPBH . 1015MP , at the EW epoch.
Additionally, the observational constraints on PBH abundance need to be taken into
account. For the mass range we are interested in, the most stringent constraint derives from
Big Bang Nucleosynthesis (BBN) because such black holes would have evaporated at the epoch
of BBN (see Figure 4 in Ref. [136]). Precisely, black holes in the mass range ∼ 1015−1019MP
can comprise between ∼ 10−17 − 10−24 of the fraction of the universe’s energy density at the
time of their formation [136]. Therefore, for a given relevant seed mass M+, and knowing the
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relation between formation time and mass, Eq. (7.84), we can directly constrain the available
number density at the EW epoch6. The direct consequence of this bound concerns how the
phase transition actually proceeds, as we discuss in detail in Section 7.6.
7.5.2 Black Hole Decay via Hawking Radiation
It is well known that black holes decay via Hawking radiation [155, 156], endangering the
completion of phase transitions seeded by black holes7. To claim a black hole of certain mass
M+ is relevant to the phase transition, at least one bubble per horizon volume must nucleate
before the black hole decays via Hawking radiation. Therefore, the transition rate Γ, given in
Eq. (7.77), must be greater than the Hawking evaporation rate ΓH [64]. However, calculating
Γ requires knowledge of the coefficient A. As discussed in Section 7.4.2, this is unknown once
gravitational effects are included and, at best, a very rough bound on the seed mass can thus
be made.
Given the known nucleation timescale of EW-like phase transitions in the absence of black
holes, we can adopt a worst case scenario to estimate a lower bound on seed masses. Our
logic is as follows; we are only interested in the scenario where black holes noticeably improve
the transition rate. This then dictates the worst case transition timescale to be that of flat
space, τEW ∼ 10−11 seconds. Given this strategy, we use the known lifetime of a black hole,
of mass M , against Hawking evaporation (see e.g. [158]) to place a lower bound on M+. This





' 1012MP . (7.85)
We remind that this is not a very strict bound because black holes of such masses, as we have
shown, enhance the tunneling rate appreciably which further loosens the bound on M+ from
Hawking evaporation. Finally, we stress again that it is important to compute, or at least
properly estimate, the coefficient A in order to obtain decisive bounds.
6Ref. [154] considered the dependence of the PBH masses and number density, at formation time, on the
spectral index of primordial density fluctuations.
7A recent paper [157] performed an interesting study that looks in detail at the effect of Hawking radiation
on the dynamics of a vacuum transition, considered previously in Refs. [64,66,67,137].
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7.6 Discussion and prospects for gravitational waves
In light of the constraints outlined in Section 7.5, we return to our electroweak-like example,
Eq. (7.80), and discuss the consequences for gravitational wave production. Given that the
dependence on temperature is virtually the same as in flat-space, more general conclusions
can be made about the nature of the phase transition. It is clear that the interplay between
a black hole seeded transition and traditional thermal excitation offers a variety of physical
scenarios for nucleation. This is strictly dependent on both the seed mass M+ as well as the
number density of primordial black holes, nPBH, at the EW epoch. This latter quantity is
indeed constrained by BBN observations, as we discussed. In Section 7.4.2 we derived how
the condition on the Euclidean action for successful nucleation differs between the traditional
case, Bnuc.flat , and the black hole case, B
nuc.
BH . Using these conditions, and assuming that the
corresponding Euclidean actions Bs and S3/T indeed have the same dependence on T (as
observed in Figure 7.11), we now describe these possible scenarios and the consequences for
the resulting gravitational wave spectrum [21,23].
Typical thermal excitation dominates: First is the simple case where black holes play no
role and the traditional thermal excitation dominates. In terms of the nucleation conditions,
that is Bs  Bnuc.BH and S3/T ≤ Bnuc.flat . Such a scenario is most likely at large seed masses
M+.
Black holes dominate, many black holes: The second scenario is the opposite; there
are many black holes and the transition proceeds solely via nucleation around them. This
corresponds to a large nPBH with Bs ≤ Bnuc.BH and S3/T  Bnuc.flat . Consequently, the bub-
ble properties are heavily influenced by the distribution of black holes - a large number of
black holes, and therefore nucleation sites, results in smaller bubbles at collision. Hence, a
gravitational wave spectrum with a higher frequency and reduced amplitude is produced.
Black holes dominate, few black holes: The third case is again a transition seeded
exclusively by black holes but now with a small number of black holes. That is small nPBH
with Bs < B
nuc.
BH and S3/T  Bnuc.flat . Fewer bubbles are nucleated and they therefore have a
larger radius upon collision. The result could be a strong gravitational wave signal at lower
frequencies.
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Mixed: Lastly, there could be a crossover scenario where both typical thermal excitation
and black hole nucleation can occur. That is Bs ∼ Bnuc.BH and S3/T ∼ Bnuc.flat . The outcome
here is again highly dependent on the distribution of black holes. If there are few, the typical
thermal transition is likely to dominate and proceed as normal. If there are many, then black
hole nucleation could dominate resulting in many, smaller bubbles. As previously mentioned,
this produces a gravitational wave spectrum with a higher frequency and reduced amplitude.
Having described the possible scenarios, we can now reconsider our basic EW-like transi-
tion of Section 7.4.3, described by Eq. (7.80). Clearly, with our values of the coefficients D
and E it is true that S3/T ∼ Bnuc.flat and therefore we are in the mixed case. It remains then to
decide if black holes can dominate the nucleation process. This requires that we know both
the average number of bubbles with a flat space core and the average number of black holes
NPBH in the mass range 10
12 − 1015MP .
The average number of bubbles with a flat space core can be calculated quite easily knowing
the average bubble radius. Using Ref. [23], we get Nbubbles ' 1010 (this number is based on
using a bubble wall velocity of vwall = 1/3). On the other hand, the BBN constraints can be
used directly to set an upper bound on the total number of black holes per Hubble volume at
the EW epoch, given the relevant mass range 1012 − 1015MP . The quantity constrained by








where s(t) is the entropy density and the ratio nPBH/s is conserved. For our mass range, we
read off the bound β(M) . 10−17 from Ref. [136]. Using Eq. (7.84) to relate the formation
time to the mass, we find simply
NPBH . 10
13 . (7.87)
We observe the total number of black holes could be orders of magnitude larger than the av-
erage number of bubbles with a flat space core, Nbubbles. This means there is a real possibility
for black hole seeds to dominate the transition. Notwithstanding, one still needs a dedicated




In this study we have provided a basis for quantifying the effect of black holes acting as
nucleation sites for bubbles during a finite-temperature cosmological phase transition. Using
a thin-wall formalism, the equation of motion describing the bubble wall is derived building on
earlier works [62,64]. There are two types of solution - oscillating and static. By comparing to
the typical flat-space solutions, it is clear that these correspond to thermally-assisted quantum
tunneling and thermal excitation respectively. While a static solution is always available, an
oscillating solution is only valid when the inverse of its period, β−1λ , matches the temperature,
T , of the universe.
We then calculate the transition exponent, given by the Euclidean action, including the
conical singularities arising from a mismatch between the Hawking temperature of the black
holes and the periods of Euclidean time. It turns out that the static solutions are always
dominant (have the lowest action). The static action is given in Eq. (7.73) and simply requires
four input parameters: the seed black hole mass M+, false vacuum energy density ε+, bubble
surface tension σ and the change in vacuum energy density εϕ. While the last two parameters,
σ and εϕ, are provided by the scalar field theory describing the transition, M+ and ε+ are
free parameters. A quantitative analysis across the parameter space revealed that reducing
the seed mass M+ reduces the action, becoming arbitrarily small at lower masses.
While a reduction in transition exponent is promising for improving transition rates, it
does not tell the full story - a comparison to typical thermal excitation in flat-space must
be made. In particular, the nucleation temperatures of the two methods must be compared.
Importantly, the criterion for successful nucleation is altered in the presence of black holes
and this new form is given in Eq. (7.79). To provide a realistic example, the formalism was
applied to an electroweak-like phase transition described by Eq. (7.80). Focusing on the
dominant static solutions, Figure 7.11 shows that although black hole seeds do not always
improve nucleation rates (larger seed masses), enhancements are observed for seed masses
M+ . 1015MP .
It is clear that black holes acting a nucleation sites could have significant consequences for
finite temperature cosmological phase transitions, offering improvements to transition rates
by greatly reducing the transition exponent. In Section 7.6, we outlined the various transition
scenarios based on a comparison between the two tunneling mechanisms which are expected
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to coexist. For our EW example, we found that BBN constraints are not too stringent and





This work has broadly focused on bubble nucleation rates during first-order cosmological
phase transitions, and the role this plays in determining a successful transition, in two main
applications - the restricted holographic phase transition and the prospect of black holes acting
as nucleation sites.
To begin, the established description of vacuum decay in first-order phase transitions was
covered in Chapter 2. Three methods of transition - zero temperature bounce, finite tem-
perature bounce and thermal excitation - were introduced and the steps for calculating the
transition rate detailed, with particular focus on the transition exponent B. While numerical
methods are needed for a full description, the thin-wall approximation provides an illuminat-
ing analytical description; in particular, elucidating the importance of the surface tension σ
and vacuum energy difference εϕ. For transitions around the electroweak scale, it was shown
that B . 140 is the necessary nucleation condition to determine success across the relevant
parameter space. The chapter concludes by outlining how to calculate the resulting gravita-
tional wave spectrum, dependent on the features of the transition - one of the most important
phenomenological outcomes.
With a description of vacuum decay established, the first of two main topics in this the-
sis was introduced in Chapter 3 - the holographic phase transition. The foundation is the
Randall-Sundrum (RS) extra dimensional model in which a single, warped, spatial extra-
dimension bordered by branes is added as a means of solving the hierarchy problem, with
the Standard Model confined to one of these branes. The size of the new dimension is dy-
namically determined by a scalar field known as the radion µ. Finite temperature studies
had shown that the model was not stable at high temperatures until it was realised, through
the use of holography, that at such temperatures the stable state is in fact a five-dimensional
(5D) Schwarzschild-anti-de Sitter geometry in which the Standard Model brane is replaced
by a black hole horizon. As the universe cooled the RS setup became energetically favourable
and a phase transition occurred. From the four-dimensional (4D) viewpoint, as informed
by holography, this corresponds to a conformal field theory (CFT) transitioning from a de-
confined to a confined phase. However, the transition remains rather unconventional - the
governing potential has a “nearly conformal” structure, characterised by a large separation in
minima when compared to the size of the maximum. The result is a highly supercooled phase
transition where the nucleation temperature TN can be orders of magnitude smaller than the
critical temperature Tc. Consequently, the transition often struggles to achieve B . 140 and
complete. A key reason is the parameter N . From the 4D perspective this is the size of the
CFT gauge group; from the 5D perspective it is related to the combination M∗l where M∗ is
the 5D Planck mass and l is the inverse of the curvature of the anti-de Sitter space. A small N
improves transition rates, yet a large N is necessary for the semi-classical description of gravity
to remain valid. This tension hinders the prospects of the transition. Consequently, previous
studies had been restricted to low N where the validity of the theory can be questioned.
Chapter 4 presents published work solving the tension in N through the introduction of
brane-localised curvature. This addition simply alters the kinetic term of the radion field
µ. The added freedom, facilitated through a new parameter θIR, can allow successful phase
transitions with N ∼ 102. Additionally, this was achieved with a positive mass squared, ε, for
the bulk scalar field. Previous studies, meanwhile, had required a negative ε due to benefits
this provides for transition rates.
Nevertheless, a bigger issue with the holographic phase transition remains. As also out-
lined in Chapter 3, the description of the high temperature, black hole phase is incomplete.
Conventional phase transitions are described by a single scalar field present across both phases.
The holographic phase transition, however, is described by two separate 4D fields correspond-
ing to the two phases. The first is the Hawking temperature of the black hole TH which
describes the position of the black hole horizon in the high temperature phase. The second
is the previously mentioned radion µ, related to the size of the extra dimension. Numerous
methods have been used to incorporate and combine the two sides, yet all are approximations
and have their drawbacks. A common approach is to combine the two fields into a single new
field, with the potential of each describing a separate region in field space of a new combined
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potential. The major issue here lies in a lack of knowledge in regards to the true form for the
kinetic term of the black hole field TH . Chapter 5 is a short chapter outlining an attempt to
derive an approximate kinetic term for TH by promoting it to a function of the brane spatial
coordinates. Unfortunately, the result is always divergent and a more appropriate form could
not be found. However, further attempts lead to an alternative approach considering the
black hole instead as a nucleation site for bubbles. While complexities remain over how, or
even if, such an approach is relevant for the holographic phase transition, it was realised that
black holes acting as nucleation sites had yet to be considered in the context of conventional
finite temperature, first-order, cosmological phase transitions.
With this realisation, discussion moved to the second of the two main topics in this thesis -
black holes as bubble nucleation sites in cosmological phase transitions. Chapter 6 introduced
the idea as so far studied in the literature - during zero temperature phase transitions. The
premise is first put into context by considering false vacuum decay in the presence of gravity.
It turns out that decay from a positive vacuum energy (de Sitter space) facilitates nucleation.
However, improvements are likely to be negligible for any conventional transition. The concept
of black hole seeds is then introduced. Using a thin-wall based approach, an initial study found
that the tunnelling action B could be reduced by almost a factor of two, having an important
impact on transition rates. Yet, this initial investigation was constrained to a constant black
hole mass and ignored contributions from conical singularities. Recently, however, new work
alleviated these issues and found arbitrary reductions in B at small seed masses. It seems
that black holes could have a remarkable impact on phase transitions.
Nevertheless, previous studies had only been concerned with zero temperature transitions.
Chapter 7 details work submitted for publication on applying this formalism to finite temper-
ature cosmological phase transitions. It was argued that, through symmetry comparisons with
the standard flat-space QFT solutions, it is necessary to consider black holes as nucleation
sites in a finite temperature context. This offers a natural period for the Euclidean time - the
inverse of the temperature of the system, as is the case in the well established flat-space for-
malism. Investigation demonstrated that the main influence of temperature is in determining
the change in vacuum energy, εϕ(T ), as given by the underlying finite temperature potential
for the scalar field. It is again found that arbitrary reductions in Euclidean action B are
possible for small seed black hole masses. However, to understand if improvements have been
made over a typical thermal transition it is necessary to compare nucleation temperatures.
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A new nucleation condition in the presence of black holes is derived which depends on the
mass and total number of black holes. The formalism was applied to an example electroweak
phase transition where it was shown, even in the most limiting case of a single black hole,
black hole nucleation dominates for seed masses M+ . 1015MP . While limits from primor-
dial nulceosynthesis and Hawking decay provide upper and lower bounds on initial masses
respectively, the picture is only complete once an accurate description of the primordial black
hole population is considered. Depending on the prominence of black hole nucleation in the
transition, the resulting gravitational wave spectrum could be significantly altered due to
differences in bubble sizes and velocities at collision.
The work of this thesis has attempted to answer some issues relating to the holographic
phase transition and the role played by black holes in bubble nucleation. Nevertheless, there
of course remain many more unanswered questions. In regards to the holographic phase
transition, Chapters 3 and 4, the most remarkable breakthrough would be a full gravitational
instanton linking the two phases. In the absence of this, likely, incredibly difficult solution,
some improvement in the kinetic term for the TH field would allow studies to take a united
approach in treating the high temperature phase and have greater confidence in their results.
In terms of modifying the transition, changes to the potential of the bulk scalar field, both in
the bulk and near the branes, as well as moving away from the small mass squared (ε) limit
look promising.
In regards to black holes acting as nucleation sites for finite temperature transitions,
the work of Chapter 7 presents a truly initial investigation, and is by no means the end.
Primarily, robust application requires an understanding of the number and mass distributions
of primordial black holes at the time of transition. This is the natural starting point for
further improvements. Additionally, true understanding of the bubble nucleation rate requires
knowledge of the pre-factor A, a quantity currently only very roughly estimated, and not just
the transition exponent B. Finally, extending the formalism beyond the thin-wall regime
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