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Abstract
In this work we study the unitary time-evolutions of quantum systems
defined on infinite-dimensional separable time-dependent Hilbert spaces.
Two possible cases are considered: a quantum system defined on a stochas-
tic interval and another one defined on a Hilbert space with stochastic
integration measure (stochastic time-dependent scalar product). The for-
mulations of the two problems and a comparison with the general theory
of open quantum systems are discussed. Possible physical applications of
the situations considered are analyzed.
1 Introduction
Suppose we have a quantum system whose states are represented by vectors of a
time-dependent Hilbert space Ht. At each time t, its state is a vector |ψt〉 ∈ Ht
and its observables are operators defined on Ht. In this article we will deal
with the problem of unitary evolution of the quantum state in situations in
which the time-evolution of Ht is regulated by stochastic differential equations.
To fix the ideas, we will consider separable infinite-dimensional Hilbert spaces
like L2(M, dm), where M is some set and dm some measure on it. Two are
the possible time-dependences considered: the time-dependence of the set, i.e.
L2(Mt, dm), and time-dependence of the measure, i.e. L2(M, dmt). Many
physical situations fall in these two categories. A particle trapped in a vibrating
well is an example of situations in which an Hilbert space L2(Mt, dm) can be
used. Another interesting physical situation can be the case of a particle moving
in a vibrating space, which is an example of Hilbert space L2(M, dmt). This
last case is particularly interesting since the recent observations of gravitational
waves [1, 2], opens the possibility of detecting the "cosmic gravitational wave
background", which may be effectively considered as a stochastic process of the
metric testable in high-precision quantum experiments.
The case L2(Mt, dm) is well studied for the case of deterministic time-
evolutions. The case when Mt is a 1D interval with one moving extremum
is studied in [3], while a more systematic approach is presented in [4]. The 2D
1
and 3D cases are discussed in [5] and in [6] the connection of this problem with
the quantum Zeno dynamics is presented. In section 2 we analyze the more
general case of a stochastic interval, discussing its physical interpretation and
the connection (if any) with the general theory of open quantum system. Re-
garding the L2(M, dmt) case, the deterministic case is well studied, especially
for its connection with gravity [7, 8, 9]. The dynamics in the case of a generic
time-dependent Hilbert space is discussed in [10], however the time-evolution of
the measure is derived by requiring unitarity, rather than imposing it a priori
(which is the case considered here). In addition, only the finite dimensional
case is considered. In section 3 we construct the Hilbert space of a quantum
system on a Hilbert space with stochastic integration measure. Doing that, the
unitary dynamics is introduced and different concrete representations of it are
discussed.
2 Unitary dynamics on an interval with diffusive
boundary
In this first part we consider the case of a quantum system with Hilbert space
L2([at, bt], dx), where at and bt change randomly in time. The method we will
use is based on defining a map from L2([at, bt], dx) to the time-independent
Hilbert space L2(
[− 12 , 12] , dx) in order to define a time-derivative and conse-
quently to compute the time-evolution equation. Since the measure dx of the
Hilbert space does not change, we will use simply the symbol L2([at, bt]) if no
confusion arises. This procedure generalizes straightforwardly to the 3D case,
i.e. situations like Mt = [axt , bxt ] × [ayt , byt ] × [azt , bzt ], despite calculations may
become more involved.
2.1 Mapping on a time independent Hilbert space
Let us consider a quantum particle confined in a randomly changing interval
of R. More precisely, let [at, bt] be such an interval and assume that at and
bt are two independent diffusion processes. More specifically, let (Ω, E , P ) be a
probability space and chose a filtration {Ft}t∈[0,T ] on it. The two extrema of
the interval, at(ω) and bt(ω), are two diffusion processes adapted to the chosen
filtration. Hence, the SDEs describing their time evolution are{
dat(ω) = µa(at(ω), t)dt+ σa(at(ω), t)dW
a
t (ω)
dbt(ω) = µb(bt(ω), t)dt+ σb(bt(ω), t)dW
b
t (ω)
(1)
where µi and σi are respectively the drift and variance functions of the processes,
for any i = a, b. The two Wiener processes W at (ω) and W
b
t (ω) are assumed
to be standard and independent. In what follows, the dependence on ω of
the processes is explicitly displayed only when necessary. The Hilbert space
describing the quantum particle is L2([at, bt]), which is stochastic because of
the interval on which it is defined. We assume that the particle’s Hamiltonian
is
Hˆ = Tˆ + Vˆ (2)
where
Tˆ = − Pˆ
2
2m
, (3)
2
(m ∈ R+ is a constant and Pˆ the momentum operator) is the kinetic term and
Vˆ is a suitable ‖Tˆ‖-bounded operator (in the sense of the Kato-Rellich theorem
[11]) representing a potential. We assume that Hˆ is at least self-adjoint on its
domain D(Hˆ) ⊂ L2([at, bt]). By the Kato-Rellich theorem, the self-adjointness
of Tˆ it is sufficient to ensure the self-adjointness of Hˆ . Later we will discuss
various possible domains for Hˆ. In particular we will consider domains of the
form
D(Hˆ) = {ψ ∈ H2 ([at, bt]) |boundary conditions in at and bt},
and so the choice of a domain over another reduces to choice of the boundary
conditions. Note that these boundary conditions are time-dependent. The par-
ticular time dependency of this Hilbert space makes any time-evolution on it
ill-defined: it is not possible to define, in a straightforward manner, the time
derivative of the state vector using the standard definition, as discussed in [4].
Moreover, even considering this problem as purely formal, the ordinary methods
for the solution of differential equations do not work in presence of time depen-
dent boundary conditions [3]. To overcome these difficulties, one observes that
[at, bt] ⊂ R, which means that our particle can be described on (a subspace of)
the Hilbert space L2(R). For later convenience, one rewrites the interval [at, bt]
as
Imt,lt :=
[
mt − lt
2
L0,mt +
lt
2
L0
]
(4)
where mt := (at + bt)/2 and lt = |at − bt|/L0. L0 is a fixed positive quantity
needed in order to make lt dimensionless
∗. Hereafter, we set L0 = 1 without
lose any generality. Starting from (1), the SDE fulfilled by mt and lt can be
computed. From a trivial application of the Itô formula, one can easily derive
that mt fulfills the SDE
dmt = µ1(t)dt+ dX
1
t , (5)
where
µ1(t) :=
µa(t) + µb(t)
2
and
dX1t :=
σa(t)dW
a
t + σb(t)dW
b
t
2
.
More care is needed in the derivation of the SDE for lt. In fact, f(x) = |x| is
not a C2(R) function, as required by the Itô formula. However, one can apply
the Tanaka formula [12, 13, 14] from which one obtains
dlt = sign(at − bt)d(at − bt) + δ(at − bt)dJat − bt, at − btK,
where δ(x) is the usual Dirac delta function. Above, the brackets J, K are the
quadratic covariation brackets for a stochastic process typically used in stochas-
tic calculus [12]. From (1) one has dJat − bt, at − btK = (σ2a + σ2b )dt, thus
dlt = µ˜2(t)dt+ dX
2
t (6)
∗Note that lt > 0 by construction. This is done because using stochastic processes for
the evolution of the boundary, one cannot in general guarantee that the difference of the two
extrema does not change sign. This is a very important fact as will be clear later.
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where
µ˜2(t) := sign(at − bt)(µa(t)− µb(t)) + (σ2a(t) + σ2b (t))δ(at − bt),
and
dX2t := sign(at − bt)(σa(t)dW at − σb(t)dW bt ).
Note that the Dirac delta function in the drift term contributes only when
lt = 0. As it will be clear later, lt = 0 is problematic both from the physical and
mathematical point of view. However, we will see in the examples how to avoid
this kind of situation by properly describing the motion of the boundaries. For
later convenience, we also derive the stochastic differential for log lt, which is
d log lt = µ2(t)dt+
1
lt
dX2t (7)
with
µ2(t) :=
µ˜2(t)
lt
− σ
2
a(t) + σ
2
b (t)
2l2t
.
Since lt > 0 by construction, the above SDE is always well defined except when
lt = 0, where log lt diverges and its SDE is ill defined. We will come back on
this point later.
In general, we can write L2(Imt,lt) ⊂ L2(Imt,lt)⊕ L2(Icmt,lt) = L2(R) where
by Icmt,lt we mean the complementary set of Imt,lt with respect to R. Because of
that, the particle can be described by an extended wave function Ψ = ψ+φ: ψ ∈
L2(Imt,lt) is the particle’s wave-function, while φ ∈ L2(Icmt,lt) is an arbitrary
function. The time-evolution is obtained by using the extended Hamiltonian
Hˆext(mt, lt) := Hˆ ⊕mt,lt Oˆ (8)
and using the ordinary time derivative defined in L2(R). Above, the symbol
⊕mt,lt is used to emphasize that this direct sum of operators is time dependent,
because the two operators are defined on two time dependent Hilbert spaces
[4]. Because of this Hˆext(mt, lt) is a stochastic operator since it depends on mt
and lt. In particular, the domain of Hˆext(mt, lt), D(Hˆext(mt, lt)) = D(Hˆ) ⊕
L2(I
c
mt,lt
), is time-dependent and stochastic. The common way to tackle this
kind of problems, is to describe the time evolution on a Hilbert space where the
domain is fixed [4]. The interval (4) can be mapped into a fixed interval in an
easy way: taken x ∈ Imt,lt one first performs a translation x→ x−mt and then a
rescaling x→ x/lt. In this way, one maps Imt,lt into the interval
[− 12 , 12], i.e. the
Hilbert space L2(Imt,lt)⊕L2(Icmt,lt) is mapped into L2(
[− 12 , 12])⊕L2([− 12 , 12 ]c).
This mapping can be constructed in the following way. Let Xˆ and Pˆ be the
ordinary position and momentum operators on L2(R), the operator
Gˆ =
XˆPˆ + Pˆ Xˆ
2
is the so called dilation operator [15]. From the prescription given, the mapping
is done by using the operator Wˆ (mt, lt) : L2(Imt,lt)⊕L2(Icmt,lt)→ L2(
[− 12 , 12])⊕
L2(
[− 12 , 12]c) defined as
Wˆ (mt, lt) := Dˆ(− log lt)Tˆ (−mt) (9)
4
where T (a) = exp(−iaPˆ ) is the generator of the spatial translation, Tˆ (a)|x〉 =
|x+ a〉, and Dˆ(λ) = exp(−iλGˆ) is the generator of the dilation transformation,
Dˆ(λ)|x〉 = eλ2 |eλx〉. Since Tˆ (a) and Dˆ(λ) are two unitary operators on L2(R),
also Wˆ (mt, lt) is unitary on this Hilbert space. From now on, we omit the
dependence on mt and lt in Hˆext(mt, lt) and Wˆ (mt, lt), if no confusion arises.
Before to go on with the derivation of the time-evolution, let us discuss
the point lt = 0 (i.e. at = bt). The dilation operator Dˆ(− log lt) in (9) is ill-
defined in this point, since log lt diverges. Thus the unitary operator Wˆ is not
defined in this case, meaning that Wˆ is able to map L2(Imt,lt)⊕L2(Icmt,lt) into
L2(
[− 12 , 12]) ⊕ L2([− 12 , 12]c) only when lt > 0. Hence the equation we derive
in the next section is valid either when at < bt or when at > btbut not when
at = bt. Mathematically this corresponds to having an Hilbert space defined on
a single point, i.e. L2({at}, dx). It is not difficult to see that this kind of “Hilbert
space” would be highly problematic (for example, the scalar product would be
aways 0). Physically lt = 0 happens when the two boundaries collide. Clearly
this never happens. However starting with two generic diffusion processes, as in
(1), such situation cannot be avoided in general: only by specifying the SDEs
governing the two boundaries one can decide if the boundaries may collide or
not. In section 2.4, we will see how the collision of boundaries can be avoided
by using a particular class of diffusion processes called Dyson brownian motion
[16], which are well defined mathematically and have a very simple physical
interpretation. For this reason we assume lt > 0 in the rest of the discussion.
2.2 Derivation of the time-evolution equation
On L2(Imt,lt)⊕L2(Icmt,lt), the time-evolution is given by the Schrödinger equa-
tion with the Hamiltonian (8), i.e.
d|Ψt〉 = − i
~
Hˆext|Ψt〉dt. (10)
Since Hˆext(mt, lt) is a stochastic process, the above equation must be interpreted
in the sense of stochastic integrals. However we note that the stochastic process
|Ψt〉 has finite variation. Indeed, given a continuous differentiable function g
with continuous integrable derivative, its variation Vg(t) is given by [12, Ex 1.5]
Vg(t) =
∫ t
0
|g′(s)|ds.
In our case, the function t 7→ |Ψt〉 is continuous and differentiable. Its time
derivative is continuous and integrable in probability, hence
V|Ψ〉(t) =
∫ t
0
‖ − i
~
Hˆext|Ψs〉‖ds < +∞,
for any t finite. The last inequality follows from the chosen domain for D(Hˆ)
and because Vˆ is assumed ‖Tˆ‖-bounded. By construction, for any |Ψt〉 ∈
L2(Imt,lt)⊕ L2(Icmt,lt), the vector
|Φt〉 = Wˆ |Ψt〉 (11)
5
belongs to L2(
[− 12 , 12]) ⊕ L2([− 12 , 12]c). Taking the stochastic differential and
using (10), we get
d|Φt〉 = d(Wˆ |Ψt〉)
= dWˆ |Ψt〉+ Wˆd|Ψt〉+ dJWˆ , |Ψt〉K
= dWˆ |Ψt〉+ 1
i~
Wˆ Hˆext|Ψt〉dt+ dJWˆ , |Ψt〉K
where with the brackets JAt, BtK we refer to the covariation of processes At and
Bt [12]. Since |Ψt〉 is of bounded variation, JWˆ , |Ψt〉K = 0, using (11) and the
unitarity of Wˆ , we get
d|Φt〉 = − i
~
Kˆ|Φt〉+ dWˆWˆ †|Φt〉 (12)
where Kˆ := Wˆ HˆextWˆ
†. This equation describes the time evolution of |Φt〉 on
L2(
[− 12 , 12])⊕L2([− 12 , 12]c), and is the stochastic analogue of the time evolution
equation in [4], due to the presence of the stochastic differential in the last term.
From (9) according to the rule of stochastic calculus we have
dWˆ = d(Dˆ(− log lt)Tˆ (−mt))
= dDˆ(− log lt)Tˆ (−mt) + Dˆ(− log lt)dTˆ (−mt) + dJDˆ(− log lt), Tˆ (−mt)K,
(13)
and this time the covariation brackets do not vanish in general, as it will be
clear in a moment. Using (5) and (7), one can derive the stochastic differential
of Tˆ (−mt) = exp(imtPˆ ) and Dˆ(− log lt) = exp(i log ltGˆ). After some algebra,
one has
dDˆ(− log lt) =
[
iµ2(t)
~
Gˆ− σ
2
a(t) + σ
2
b (t)
2~2l2t
Gˆ2
]
Dˆ(− log lt)dt+ iGˆ
~lt
Dˆ(− log lt)dX2t
(14)
and
dTˆ (−mt) =
[
iµ1(t)
~
Pˆ − σ
2
a(t) + σ
2
b (t)
8~2
Pˆ 2
]
Tˆ (−mt)dt+ iPˆ
~
Tˆ (−mt)dX1t , (15)
where we used dJX1, X1K = (σ
2
a(t) + σ
2
b (t))dt/4 and dJX2, X2K = (σ
2
a(t) +
σ2b (t))dt. Note that the covariation JDˆ(− log lt), Tˆ (−mt)K does not vanish, as
anticipated before. In particular,
dJDˆ(− log lt), Tˆ (−mt)K = − 1
~2lt
GˆDˆ(− log lt)Pˆ Tˆ (−mt)dJX2t , X1t K
= −sign(at − bt)σ
2
a(t)− σ2b (t)
2~2l2t
GˆPˆ Dˆ(− log lt)Tˆ (−mt)dt
(16)
where we used the unitarity of Dˆ(− log lt), the relation Dˆ(− log lt)Pˆ Dˆ(− log lt)† =
Pˆ /lt and dJX1, X2K = sign(at− bt)(σ2a(t)−σ2b (t))/2lt. From (14), (15) and (16),
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one can rewrite (13) as follows:
dWˆ =
[
iµ2(t)
~
Gˆ− σ
2
a(t) + σ
2
b (t)
2~2l2t
Gˆ2
]
Wˆdt+
iGˆ
~lt
WˆdX2t
+
[
iµ1(t)
~lt
Pˆ − σ
2
a(t) + σ
2
b (t)
8~2l2t
Pˆ 2
]
Wˆdt+
iPˆ
~lt
WˆdX1t
− sign(at − bt)σ
2
a(t)− σ2b (t)
2~2l2t
GˆPˆ Wˆdt
(17)
Inserting this equation in (12), we get
d|Φt〉 = − i
~
Kˆ|Φt〉+ i
~
[
µ1(t)
lt
Pˆ + µ2(t)Gˆ
]
|Φt〉dt
− σ
2
a(t) + σ
2
b (t)
2~2l2t
[
Gˆ2 +
Pˆ 2
8
]
|Φt〉dt− sign(at − bt)σ
2
a(t)− σ2b (t)
2~2l2t
GˆPˆ |Φt〉dt
+
i
~lt
[
Pˆ |Φt〉dX1t + Gˆ|Φt〉dX2t
]
Using the explicit definitions of dX1t and dX
2
t , and observing that
sign(at − bt) Pˆ Gˆ+ GˆPˆ
2
= sign(at − bt)
[
GˆPˆ − i~
2
Pˆ
]
,
where we used [Gˆ, Pˆ ] = i~Pˆ , the previous equation can be rewritten in a more
"symmetric" form
d|Φt〉 = − i
~
Hˆ ′|Φt〉dt+
∑
k=a,b
(
iσk(t)
~lt
Fˆk|Φt〉dW kt −
σk(t)
2
2~2l2t
Fˆ 2k |Φt〉dt
)
(18)
with
Hˆ ′ := Kˆ − µ1(t)
lt
Pˆ − µ2(t)Gˆ+ sign(at − bt)σ
2
a(t)− σ2b (t)
2l2t
Pˆ ,
Fˆk :=
Pˆ
2
+ εksign(at − bt)Gˆ.
This is the SDE describing the time-evolution of (11) on the Hilbert space
L2(
[− 12 , 12])⊕L2([− 12 , 12]c) = L2(R). However we are interested only in the time
evolution taking place in L2(
[− 12 , 12]), i.e. on the evolution of the vector |ϕt〉 :=
Wˆ |L2[−1/2,1/2]|ψt〉. This can be derived from (18) simply by restricting all the
operators to this subspace. The resulting equation is formally identical to (18)
and is solved imposing the boundary conditions dictated by the Hamiltonian
domain D(Hˆ).
Because of that, the domain of the Hamiltonian Hˆ is relevant. Consider the
following domain
D(Hˆ) =
{
ψ ∈ H2([at, bt])
∣∣∣∣ψ(at) = eiθψ(bt), dψdx (at) = eiθ dψdx (bt)
}
with θ ∈ [0, 2pi], namely the Sobolev space of square integrable functions having
square integrable second derivative fulfilling quasi-periodic boundary conditions
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at the end points. θ is a parameter which cannot be fixed by mathematical
considerations but is the physics of the problem that dictates the correct value
[17]. For example, when θ = 0 we have the periodic boundary conditions, used
to simulate infinite periodic structures. On this domain the Kinetic term (3)
of the Hamiltonian is self-adjoint. In addition, the term Pˆ 2 appearing in the
kinetic term of the particle Hamiltonian is the square of (self-adjoint) momentum
operator Pˆ having domain
D(Pˆ ) = {ψ, ψ′ ∈ L2 ([at, bt]) |ψ (at) = eiθψ (bt)},
with θ the same used in defining the domain of Hˆ (in the sense that Pˆ 2 and Pˆ
have the same generalized eigenvector) [18]. Using this momentum operator in
(18) and passing from the Itô to the Stratonovich formalism, the unitarity of the
evolution map induced by (18) becomes explicit. In particular, the Stratonovich
equation is similar to (18) except that the last term is missing and the Itô
differential is replaced by the Stratonovic differential. The unitarity of the
time-evolution is not a surprising fact, since the operator Wˆ |L2[−1/2,1/2] and the
time evolution operator in L2([at, bt]) are unitary by construction.
Let us now consider a different domain for Hˆ , namely
D(Hˆ) = {ψ ∈ H2 ([at, bt]) |ψ(at) = ψ(bt) = 0},
where the Dirichlet boundary conditions are used. With these boundary condi-
tion the kinetic term (3) is self-adjoint but the momentum operator is not. Hence
in this case Wˆ |L2[−1/2,1/2] is not unitary anymore, therefore we cannot conclude
that the time-evolution operator associated to (18), restricted on L2(
[− 12 , 12]),
is unitary by using the same argument as before. However, it turns out that
also in this case the time-evolution is indeed unitary. This can be proved by
deriving the description of a particle in box with Dirichlet boundary conditions
from that of a quantum particle moving in a finite potential well of height v0,
taking then the limit v0 →∞. A proof is presented in the appendix.
To conclude, suppose that the states |ϕit〉 evolve with (18) for any i =
1, 2, · · · . The map for the density matrix ρˆt :=
∑
i pi|ϕit〉〈ϕit| can be easily
derived. It turns out that it is a linear map of the form
dρˆt = Lt(ρˆt)dt+ dWt(ρˆt) (19)
where Lt(·) takes the form of an ordinary Lindbladian but with stochastic and
time-dependent coefficients
Lt(·) = − i
~
[
Hˆ ′, ·
]
+
∑
k=a,b
σk(t)
2
~2l2t
(
Fˆk · Fˆk − 1
2
{
Fˆ 2k , ·
})
,
while dWt(·) is a stochastic term taking the form
dWt(·) =
∑
k=a,b
iσk(t)
~lt
[
Fˆk, ·
]
dW kt .
Written in the Stratonovich formalism, the generator Lt(·)dt + dWt(·) can be
easily recognized as a (stochastic) Liouvillian superoperator [19].
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2.3 Physical interpretation
Let us conclude our analysis discussing the physical interpretation of the result
here obtained. Consider for a moment the average density matrix E[ρˆt] and its
time-evolution. By the property of the Itô integral, if we take the expectation
value of (19) the stochastic term vanishes, E[dWt(ρˆt)] = 0. However for the
averaged Lindbladian one has E[Lt(ρˆt)] 6= Lt(E[ρˆt]) due to the presence of the
stochastic coefficients. Hence one cannot write down a closed equation for E[ρˆt].
This however does not pose a problem as also observable quantities are stochastic
and therefore physical quantities take the form E[〈ϕt|Aˆ′|ϕt〉], with Aˆ′ suitably
defined, as we will now discuss.
Taken an observableA, represented by a self-adjoint operator Aˆ on L2([at, bt]),
one can map it on L2(
[− 12 , 12]) through Wˆ . In order to do this, one first ex-
tends Aˆ to the whole Hilbert space L2([at, bt]) ⊕ L2([at, bt]c) obtaining Aˆext =
Aˆ ⊕mt,lt Oˆ, as done with Hˆext. Recalling that ψ ∈ L2([at, bt]) extended to
L2([at, bt])⊕ L2([at, bt]c) is Ψ = ψ + φ as explained in section 2.1, by unitarity
of Wˆ , we can write that
〈ψt|Aˆ|ψt〉 = 〈Ψt|Aˆext|Ψt〉|L2[at,bt] = 〈Ψt|Wˆ †Wˆ AˆextWˆ †Wˆ |Ψt〉|L2[at,bt]
= 〈Φt|Aˆ′|Φt〉|L2[−1/2,1/2] = 〈ϕt|Aˆ′|ϕt〉,
where Aˆ′ := Wˆ (mt, lt)AˆextWˆ
†(mt, lt) (we used the same symbol Aˆ
′ when consid-
ering the restriction to L2(
[− 12 , 12])) and again we set |ϕt〉 = Wˆ |L2[−1/2,1/2]|ψt〉.
It is not difficult to see that Aˆ′, the operator representing the observable A on
L2(
[− 12 , 12]), is stochastic. As consequence of that, the expectation value of the
observable A is
E[A] =
∫
Ω
〈ϕt(ω)|Aˆ′(ω)|ϕt(ω)〉P (dω) =
∫
Ω
∑
a′∈σ(Aˆ′)
a′(ω)|〈a′(ω)|ϕt(ω)〉|2P (dω).
where we assumed Aˆ′ to be a compact operator, for simplicity, and we used
its spectral decomposition. Since the vector |ϕt〉 remains normalized under
the time-evolution (18), the quantity P (A = a′|ω) = |〈a′(ω)|ϕt(ω)〉|2 can be
interpreted as a conditional probability. This suggests the correct interpretation
of |ϕt(ω)〉: it is the state of the quantum particle given a specific realization of
the boundary. At the level of the density matrix, the above considerations
implies that the expectation value is given by
E[A] =
∫
Ω
Tr
[
ρˆtAˆ
′
]
P (dω)
where ρˆt fulfils (19). This means that ρˆt, not its averaged version E[ρˆt], repre-
sents the state of our quantum system, as anticipated in the beginning. Sum-
marizing, because of the stochasticity of the observables, the time-evolution of
the state here derived cannot be written in Lindblad form.
2.4 Example: Quantum particle trapped between two ideal
mirrors.
As an application, we consider the case of a quantum particle bouncing back
and forth between two ideal mirrors at temperature T . With the word “ideal”we
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mean that the particle can never escape from the region between the two mirrors,
which mathematically imply the Dirichlet boundary conditions. However, the
equations remain valid also for the case of quasi-periodic boundary conditions.
Obviously, physical mirrors cannot penetrate each other and this feature has to
be taken into account in order to describe realistic situations. A very simple and
physically reasonable mathematical way to describe the motion of the mirrors,
which is able to reproduce this basic feature, is provided by the Dyson brownian
motion. In the first example we will consider this case, which can be seen as
a prototype for physically meaningful mirrors. In the remaining two examples
we consider the Langevin dynamics in the ordinary and over-damped regime,
to describe the dynamics of an object in an environment at temperature T .
Dyson brownian motion of the mirrors. As a first example, we consider
the case where the boundary motion is described by two Dyson brownian mo-
tions [16]: {
dat =
β
at−bt
dt+ σadW
a
t
dbt =
β
bt−at
dt+ σadW
b
t
(20)
where β ∈ R is an arbitrary parameter. The Dyson brownian motion is interest-
ing because it has the property that the two diffusion processes are non-colliding.
This can be seen directly from the drift term: as the two boundaries try to col-
lide, the drift term tend to push them in opposite directions. This means that if
we start with a(0) < b(0), then this remains true for all later times. In equation
(18) this means that sign(at − bt) = −1. More important, the situation with
lt = 0 never happens, which means that (18) is valid for all times. The physical
interpretation of this motion for the mirrors is quite natural. The drift term
models an electrostatic repulsive potential between the two boundaries (hence
β plays the role of an effective coupling constant). This can be seen as a very
simple way to take into account that mirrors are made of matter which interacts
electromagnetically.
Using (20) we obtain the following quantities
µ1(t) = 0
µ2(t) =
4β − σ2a(t)− σ2b (t)
2l2t
The time evolution of the particle with Hamiltonian Hˆ on L2[at, bt] is given by
equation (18) restricted to L2(
[− 12 , 12]) with
Hˆ ′ := Kˆ +
4β − σ2a(t)− σ2b (t)
2l2t
Gˆ− σ
2
a(t)− σ2b (t)
2l2t
Pˆ ,
Fˆk :=
Pˆ
2
− εkGˆ,
(21)
where Kˆ = Wˆ HˆWˆ †. For a free particle, Kˆ = Pˆ 2/2ml2t , where we used
Wˆ Pˆ Wˆ † = Pˆ /lt. This example shows that a very simple way to avoid the
unpleasant situation lt = 0, namely that the two boundaries penetrate each
other (i.e. at < bt for all times), is to add a term 2βGˆ/l
2
t in the Hamiltonian
Hˆ ′. Note that β can be chosen arbitrarily small. We will use this observation
in the following two examples.
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Langevin dynamics of the mirrors. The Langevin dynamics of at is de-
scribed by the following equations†:{
dat = v
a
t dt
mdvat = −γvat dt+DdW at
(22)
with D =
√
2kbTγ, where kb is the Boltzman constant and γ is the damping
constant. The same equation holds for bt, assuming that the two mirrors have
the same mass m. Solving the SDE, one obtains the following equations for the
extrema of the interval
dat = (v
a(0) +DW at )e
− γ
m
tdt, dbt = (v
b(0) +DW bt )e
− γ
m
tdt,
where va(0) and vb(0) are the initial velocities of at and bt, respectively. We
assume that the two mirrors remain sufficiently far apart for at least some time
tmax sufficiently big, i.e. at < bt from 0 6 t < tmax. From the equations above,
one can see that
µ1(t) =
va(0) + vb(0) +D(W at +W
b
t )
2
e−
γ
m
t
µ2(t) = −v
a(0)− vb(0) +D(W at −W bt )
lt
e−
γ
m
t
where we used sign(at − bt) = −1 since we assumed a(0) < b(0). The time
evolution of the particle given by equation (18) and restricted to L2(
[− 12 , 12])
reduces to
d|ϕt〉 = − i
~
[
Kˆ − v
a(0) + vb(0) +D(W at +W
b
t )
2lt
e−
γ
m
tPˆ
+
va(0)− vb(0) +D(W at −W bt )
lt
e−
γ
m
tGˆ
]
|ϕt〉dt.
(23)
The first term in the RHS gives the energy of the quantum particle, while the
last two terms are the corrections due to the time-dependency of the original
Hilbert space. Note that, even if the extrema of the interval evolve randomly, we
do not get a stochastic differential equation for the state-vector. Nevertheless
this time-evolution is random since it depends on two random variables.
The equations derived here depend on the fact that there exist some tmax
such that at < bt for all t < tmax. To avoid using this condition, one can always
introduce an electrostatic potential among the boundaries, as in the example
of the Dyson brownian motion seen before. In general the effect of adding this
kind of drift term is the following:
µ2(t)→ µ2(t) + 2β
l2t
,
for some β ∈ R, while µ1(t) does not change. As already observed, this means
adding a term 2βGˆ/l2t to the effective Hamiltonian. Hence for β sufficiently
small, the description given above is a very good approximation of the more
realistic situation considered here. Note that β << 1 is a quite natural as-
sumption since the two mirrors experience an electrostatic repulsion only when
they are very close to each other (this means that the coupling constant is very
small).
†Typically, the Langevin dynamics is described in the Stratonovich formalism [21]. How-
ever, since the noise is white and additive, the Itô and the Stratonovich descriptions coincide.
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Over-damped Langevin dynamics of the mirrors. The over-damped
Langevin dynamics is realized when the inertia of the body is negligible com-
pared to the random force. In our case this corresponds to the case of "light
mirrors". In this regime, the average acceleration of the two mirrors can be con-
sidered equal to zero. Thus equations (22) for the time evolution of the mirrors’
positions are well approximated by
dat =
D
γ
dW at dbt =
D
γ
dW bt .
From these SDEs, one immediately derives that µ1 = 0 and
µ2 = − D
2
l2t γ
2
.
Moreover, σa(t) = σb(t) = D/γ. Also in this case we work under the condition
that there exist some tmax such that at < bt for all t < tmax. As before, to
avoid the use of this condition, one can add a suitable electrostatic repulsive
potential. In this regime, the time evolution of the particle as given by (18)
reduces to
d|ϕt〉 = − i
~
(
Kˆ +
D2
l2t γ
2
Gˆ
)
|ϕt〉dt+
∑
k=a,b
(
iD
~ltγ
Fˆk|ϕt〉dW kt −
D2
2~2l2t γ
2
Fˆ 2k |ϕt〉dt
)
,
(24)
with
Fˆk =
Pˆ
2
− εkGˆ.
Particularly interesting is the case of the Harmonic oscillator, i.e.
Hˆ =
Pˆ 2
2
+
ω2
2
Xˆ2
(with m = 1). Using this Hamiltonian in (24) and rewriting the equation in
terms of the creation and annihilation operators on L2(
[− 12 , 12])‡, namely
aˆ′ :=
1√
2
(√
ω
~
Pˆ ′ + i
1√
~ω
Xˆ ′
)
aˆ† :=
1√
2
(√
ω
~
Pˆ ′ − i 1√
~ω
Xˆ ′
)
,
with Pˆ ′ = Wˆ Pˆ Wˆ † and Xˆ ′ = Wˆ XˆWˆ †, we can easily see that the second term
in the drift of (24) is a squeezing-like term [22]. The squeezing parameter turns
out to be ζ = ζ∗ = 2D2/γ2l2t , which is stochastic and inversely proportional
to the distance between the two mirrors, as one should expect from physical
considerations. Indeed we expect that when the mirrors get closer enough, the
particle’s wave function gets more localized in the position basis. Note that
this squeezing-like term has a purely stochastic origin: it would disappear if the
stochasticity goes to zero (i.e. σi → 0, with i = a, b).
When the system is a photon (which, when confined in a cavity, can be effec-
tively described by an harmonic oscillator), the additional squeezing-like term
we get in the drift is compatible with what considered in [23], where the deter-
ministic case is studied by using field theoretic techniques. Note that we get
‡To do this operation in the proper manner one should rewrite (24) in terms of annihilation
and creation operators before to restrict the Hilbert space to L2(
[
− 1
2
, 1
2
]
).
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only a single-mode description, since we are considering a single particle Hamil-
tonian. The multi-mode case can be also obtained in this framework by using
many-particle Hamiltonians with suitable two-particle interactions.
Note that in all cases of the examples, no Lindblad-type dynamics is pro-
duced by the vibrating mirrors. In fact, as it should be clear from the derivation,
we do not model any interaction between the mirrors and particle. When this is
not possible a different approach, based on quantum Brownian motion, should
be used [24, 25].
3 Time-evolution in Hilbert spaces with stochas-
tic measure
Let us now consider a quantum system described at each instant of time t ∈ R by
a vector belonging to an Hilbert space L2(M,mt(x)dx). The stochastic measure
µ(dx) = mt(x)dx is assumed to be positive, in order to have a positive-definite
scalar product. To define any kind of time-evolution, the first issue that we have
to face is again the definition of the time-derivative: vectors at different times
are defined on different Hilbert spaces. This can be realized again by mapping
L2(M,mt(x)dx) to the time-independent Hilbert space L2(M, dx) by defining
a suitable operator hˆt which takes into account the effects of the time-dependent
stochastic part of the measure mt(x)dx.
3.1 Mapping on a time-independent Hilbert space
Let us assume that, as function of time, mt(x) fulfills the following SDE
dmt(x) = µt(x)dt + σt(x)dWt, (25)
where µt(x) and σt(x) are the drift and variance functions. This SDE is defined
on a a probability space (Ω, E , P ) and Wt is a standard Wiener process adapted
to a given filtration {Ft}t∈R+ . On L2(M,mt(x)dx) the scalar product is defined
as
〈ψ|φ〉t :=
∫
M
ψ∗(x)φ(x)mt(x)dx,
for any ψ, φ ∈ L2(M,mt(x)dx). In order to have a well defined scalar product
at each time t, we assume that the function mt(x) and its time evolution are
such that
0 < H 6 mt(x) 6 K <∞ ∀t ∈ R, ∀x ∈ M, (26)
where H,K ∈ R+. We will comment on this condition later. Consider now the
usual Hilbert space L2(M, dx), whose scalar product is
〈ψ˜|φ˜〉2 :=
∫
M
ψ˜∗(x)φ˜(x)dx,
for any ψ˜, φ˜ ∈ L2(M, dx). Note that if ψ ∈ L2(M,mt(x)dx) then ψ ∈
L2(M, dx) and vice versa, because of (26). Following [10], let us define the
positive operator
mˆtψ˜(x) = mt(x)ψ˜(x), (27)
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which acts on L2(M, dx). From (26) we conclude that it is a bounded opera-
tor and, being a positive operator, it admits a unique positive square root [11].
Hence on L2(M, dx) there exists a positive operator hˆt such that mˆt = hˆ2t . Since
hˆt is positive then hˆt = hˆ
†2
t , where
†2 is the adjoint according to the scalar prod-
uct of L2(M, dx). Comparing 〈·|·〉t and 〈·|·〉2, for any ψ, φ ∈ L2(M,mt(x)dx)
we can write
〈ψ|φ〉t = 〈ψ|mˆtφ〉2 = 〈hˆtψ|hˆtφ〉2. (28)
Hence for each ψ ∈ L2(M,mt(x)dx) we can associate a vector ψ˜ = hˆtψ ∈
L2(M, dx). This means that hˆt can be considered also as an operator between
the two Hilbert spaces considered here, i.e. hˆt : L2(M,mt(x)dx) → L2(M, dx)
providing a mapping between the time-dependent Hilbert space to a time-
independent one at any time. When considered in this way, from the general
definition of adjointness for operators between two different Hilbert spaces §, we
have that hˆt 6= hˆ†t , where hˆ†t : L2(M, dx)→ L2(M,mt(x)dx). This observation
will be important in the next section since it will allow to define the Hilbert
space which describes our quantum particle at any time.
3.2 The Hilbert of the quantum system
In order to describe the time-evolution of our quantum system, we need to
specify the Hilbert space used to describe our quantum system at any time.
First we note that hˆt allows to define a scalar product between vectors be-
longing to two different Hilbert spaces (which are nothing but the transition
amplitudes of the particle). More precisely, taken ψt ∈ L2(M,mt(x)dx) and
φs ∈ L2(M,ms(x)dx), we may set
〈ψt|φs〉 := 〈hˆtψt|hˆsφs〉2 = 〈ψt|hˆ†t hˆsφs〉t. (29)
Note that for t = s this definition reduces to the usual scalar product on
L2(M,mt(x)dx), implying that hˆ†t hˆt = Iˆ. Hence hˆt is a unitary mapping be-
tween L2(M,mt(x)dx) and L2(M, dx). A proof that (29) is an inner product
is given in appendix. At this point, we are ready to define the Hilbert space on
which we can describe the particle at any time t. We will label such a space by
HK . The minimal requirement for HK to describe the quantum system at any
time is to contain all vectors ψt ∈ L2(M,mt(x)dx) for any t ∈ R. Hence we
may define HK as the linear space
HK := span
t∈R
{L2(M,mt(x)dx)}.
When equipped with the inner product induced by (29) HK is an inner product
space. As such, it can always be completed in order to be an Hilbert space [11].
In what follows HK denotes also its completion. Note that HK is separable,
since at any time t any ψt can be mapped to L2(M, dx), which is separable. Our
quantum system at each time t ∈ R is described by some ψt ∈ L2(M,mt(x)dx),
which is also a vector in HK . Hence, the dynamics of our quantum system is
always described by a vector of HK and for this reason is chosen as the Hilbert
§Given a linear operator Gˆ : H1 → H2, its adjoint is the operator Gˆ† : H2 → H1 such
that 〈u|Gˆv〉2 = 〈Gˆ†u|v〉1 where u ∈ H2 and v ∈ H1[11].
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space associated to our particle, at any time. This choice enables us to define a
time derivative of the state, since now ψt+ǫ and ψt belong to the same Hilbert
space and can be both mapped on L2(M, dx).
3.3 Derivation of the time-evolution
Given the Hilbert space HK a unitary evolution can be introduced. Let Hˆ
be the Hamiltonian of our quantum system at time t. It is an operator on
L2(M,mt(x)dx), hence it has a time-dependent stochastic domain. More pre-
cisely, we may chose
D(Hˆ) = {ψ ∈ L2(M,mt(x)dx)|Hˆψ ∈ L2(M,mt(x)dx)},
and we also assume Hˆ to be self-adjoint on this domain. As done in section
2.1, one can extend Hˆ to the whole HK by setting Hˆext := Hˆ ⊕t Oˆ, where Oˆ is
the null operator on L2(M,mt(x)dx)⊥¶ (in particular we chose |φ〉 = 0). Given
|ψt〉 ∈ L2(M,mt(x)dx) one extends it on HK simply setting |Ψt〉 := |ψt〉+ |φ〉,
where |φ〉 is an arbitrary vector on L2(M,mt(x)dx)⊥. At this point, the unitary
time-evolution is given by
d|Ψt〉 = − i
~
Hˆext|Ψt〉dt. (30)
Again |Ψt〉 is a stochastic process of bounded variation and the equation is
understood in the sense of stochastic integrals. Using the scalar product (29),
one can easily check that d‖Ψt‖2 = 0 under this time evolution and |Ψt〉 ∈
L2(M,mt(x)dx) for any t. Despite equation (30) displays explicitly the unitarity
of the time-evolution, to do explicit calculations one has to represent it in some
particular basis. Below we present two possible representations. The example
done in section (3.4) will clarify their physical relevance.
Representation on the position basis of L2(M, dx). Recalling that any
|Ψt〉 ∈ L2(M,mt(x)dx) ⊂ HK also belongs to L2(M, dx), we can use the
generalized eigenvectors of the position operator {|x〉} on L2(M, dx). Setting
Φt(x) = 〈x|Ψt〉2 and using (29) and (28), we can write that
Φt(x) = 〈x|Ψt〉2 = 〈x|mˆ−1t mˆtΨt〉2 = 〈x|mˆ−1t Ψt〉
Thus, the time evolution is
dΦt(x) = d〈x|Ψt〉2 = d〈x|mˆ−1t Ψt〉
= 〈x|dmˆ−1t Ψt〉+ 〈x|mˆ−1t dΨt〉
= 〈x|dmˆ
−1
t
mˆ−1t
mˆ−1t Ψt〉+ 〈x|dΨt〉2
= 〈x|dmˆ−1t mˆtΨt〉2 + 〈x|dΨt〉2.
Expressing all the operators in the position basis the above equation can be
rewritten as
dΦt(x) = − i
~
HˆextΦt(x)dt+ dmˆ
−1
t mˆtΦt(x). (31)
¶The symbol means ⊥ orthogonal subspace with respect to HK .
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Note that in this equation, the stochastic differential must be computed using
the Itô formula in equation (25). From the general theory of stochastic processes
[12], the operator in the correction term, dmˆ−1t mˆt, is the stochastic differential
of the stochastic logarithm of mˆ−1t , i.e. dLog(mˆ−1t ) (see appendix). Note that,
despite the presence of an hermitian term, the time-evolution is still unitary:
the additional term simply reflects the change of the measure mt(x). To see it
explicitly, one may compute the equation for Φt(x)
∗. Since
Φt(x)
∗ = [〈x|Ψt〉2]∗ = [〈x|mˆ−1t Ψt〉]∗ = 〈Ψtmˆ−1t |x〉,
and mˆ†t = mˆ
−1
t in HK (see appendix), we have that Φt(x)∗ = 〈Ψt|mˆtx〉. Hence
the evolution of Φt(x)
∗ is given by the equation (31) but with the operator in
the last term replaced by dmˆtmˆ
−1
t = dLog(mˆt). Note that this result can be
obtained by taking the dagger in HK of (31) directly. At this point, by direct
computation
d‖Φt‖2 = d
∫
M
Φt(x)
∗Φt(x)dx
=
∫
M
(dΦt(x)
∗Φt(x) + Φt(x)
∗dΦt(x) + dJΦt(x)
∗,Φt(x)K) dx =
=
∫
M
|Φt(x)|2
(
dLog(mˆ−1t ) + dLog(mˆt) + dJmˆ−1t , mˆtK
)
dx = 0
where in the last step we used the properties of the stochastic logarithm proved
in the appendix (see eq. (49)).
Representation on the position basis of HK . The operator hˆt allows to in-
troduce a second representation. Given the generalized basis {|x〉} in L2(M, dx),
one can lift it to HK by defining,
|x, t〉 := hˆt|x〉. (32)
This basis will be called position basis of HK . Note that the completeness
relation for this basis holds when integrated on the whole M with respect to
dx. At this point, one projects |Ψt〉 ∈ HK on this generalized basis obtaining
the function χt(x) := 〈x, t|Ψt〉. In this case one obtain
dχt(x) = d〈x, t|Ψt〉 = d〈x|hˆ†tΨt〉
= 〈x|dhˆ†tΨt〉+ 〈x|hˆ†tdΨt〉
= 〈x|dhˆ†t hˆthˆ†tΨt〉+ 〈x|hˆ†t
(
− i
~
Hˆext
)
Ψt〉dt
= 〈x|dhˆ†t hˆthˆ†tΨt〉+ 〈x|hˆ†t
(
− i
~
Hˆext
)
hˆthˆ
†
tΨt〉dt
Calling Kˆ := hˆ†tHˆexthˆt and expressing all the operators in the |x〉 basis, we
obtain
dχt(x) = − i
~
Kˆχt(x)dt + dhˆ
†
t hˆtχt(x) (33)
In this case, the stochastic differential must be computed using the Itô for-
mula for hˆ†t = mˆ
−1/2
t . The same considerations on the norm conservation done
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in the previous paragraph apply, once one recognizes that dhˆ†t hˆt = dhˆ
−1
t hˆt =
dLog(hˆ−1t ). Thus the time evolution is still unitary despite the presence of non-
hermitian terms.
Before concluding let us comment on the condition (26). The careful reader
may have noticed that this condition can be relaxed to
0 < H 6 mt(x) <∞ ∀t ∈ R, ∀x ∈M, (34)
with H ∈ R+. Under this relaxed condition, the scalar product (29) is still
well defined and so is the Hilbert space HK . However, the difference with re-
spect to the previous case is that now ψ ∈ L2(M, dx) does not imply ψ ∈
L2(M,mt(x)dx). Hence the representation (31) still makes sense, but the rep-
resentation (33) does not. Indeed, this last representation is defined by mapping
(generalized) base vectors of L2(M, dx) on L2(M,mt(x)dx), see (32).
3.4 Example: unitary time-evolution of a quantum parti-
cle on a stochastic 3D manifold.
Consider a 3-dimensional Riemannian manifold M with coordinates {xi} and
metric tensor gij(x). Assume that the metric tensor is a continuously differen-
tiable function of the coordinates, i.e. gij(x) ∈ C∞(M) for any i, j = 1, 2, 3,
and that the six independent components of gij(x) are stochastic processes ful-
filling for any i > j (the remaining components are not independent due to the
symmetry property of the metric tensor)
dgij(x; t) = αij(x; t)dt+ βij(x; t)dW
(ij)
t . (35)
Here dW
(ij)
t are six independent standard Wiener processes
‖. A stochastic
metric implies a stochastic volume element dVt =
√
gt(x)d
3
x of the manifold
M, where gt(x) = det[gij(x; t)] as usual. Hence the Hilbert space associated to
a quantum particle on M, L2(M, dVt), is time-dependent and stochastic. For
the moment let us work assuming that the stochastic time evolution of gij(x; t),
is such that
√
gt(x) fulfills the condition (26). We can easily conclude that, for
the problem considered here
mˆt =
√
gt(Xˆ), hˆt =
4
√
gt(Xˆ), hˆ
†
t =
1
4
√
gt(Xˆ)
.
From now on we omit the arguments of operators above to keep the notation
simple, when no confusion arises. The SDE for the volume element can be
derived from (35), obtaining
d
√
gˆ =
1
2
√
gˆ
{[
gˆijαˆij − (gˆ
ij βˆij)
2
4
]
dt+ gˆij βˆijdW
(ij)
t
}
. (36)
‖We used the parenthesis to indicate that βijdW
(ij)
t is not
∑
ij βijdW
(ij)
t . We do not use
the Einstein summation convention for the indexes of the Wiener process. However, in case of
sum over repeated indexes like for example kijβijdW
(ij)
t , the Wiener processes are summed,
i.e. kijβijdW
(ij)
t =
∑
ij k
ijβijdW
(ij)
t .
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At this point we can write down two representations of the time evolution.
Let us consider the representation in L2(M, dx). Since mˆ−1t = gˆ−1/2t , equa-
tion (31) becomes
dΦt(x) = − i
~
HˆextΦt(x) + dLog
(
gˆ
−1/2
t
)
Φt(x) (37)
For the computation of the last term, one simply applies the Itô formula, ob-
taining
dgˆ
−1/2
t = −gˆ−1/2t dgˆ−1/2t +
1
2
gˆ
−3/2
t dJgˆ
−1/2
t , gˆ
−1/2
t K
= −1
2
gˆ
−1/2
t
[(
gˆijαˆij − 3
4
(gˆij βˆij)
2
)
dt+ gˆij βˆijdW
(ij)
t
]
and so, because dLog
(
gˆ
−1/2
t
)
= dgˆ
−1/2
t gˆ
1/2
t , the time evolution is given by
dΦt(x) =
(
− i
~
Hˆext − 1
2
gˆijαˆij +
3
8
(gˆij βˆij)
2
)
Φt(x)dt + gˆ
ij βˆijΦt(x)dW
(ij)
t .
(38)
We are now in the position to discuss the physical relevance of this represen-
tation. To keep the discussion simple, we consider the deterministic case only
(βij = 0). Consider the action of the Schrödinger field in flat space. It is given
by
S =
∫
dtd3xL(Φ,Φ∗, ∂tΦ, ∂tΦ∗)
=
∫
dtd3x
(
i~Φ∗(x)
←→
∂ tΦ(x)−H[Φ,Φ∗]
)
,
(39)
where A
←→
∂ tB = (A∂tB + ∂tAB)/2 is the symmetryzed time-derivative and
H[Φ,Φ∗] is the Hamiltonian functional. From the Eulero-Lagrange equations
for the lagrangian L(Ψ,Ψ∗, ∂tΨ, ∂tΨ∗), one obtains the Schrödinger equation.
The standard way to pass from a flat to a curved manifold is via the minimal
coupling prescription [26]. In our case, it consist simply in replacing the flat
volume element d3x with the curved one
√
gd3x and the partial derivative ∂xi
with the covariant derivative ∇xi . By doing that, the lagrangian transforms as
follows
Lflat 7→ Lcurved = √g
[
i~Φ∗(x)
←→
∂ tΦ(x)−H′[Φ,Φ∗]
]
,
where H′ is different from H since the partial derivatives are replaced by the
covariant ones. Employing the lagrangian Lcurved in the Eulero-Lagrange equa-
tions one obtains exactly the time-evolution (37) in the deterministic case, when
the Hamiltonian functional is given by
H′[Φ,Φ∗] =
∫
d3x′
∫
d3xΦt(x
′)∗H(x′,x)Φt(x),
with H(x′,x) equal to the matrix element in the position basis of Hˆext, i.e.
〈x′|Hˆext|x〉.
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Now consider the representation of the time evolution in HK given by (33).
Since hˆ†t = gˆ
−1/4
t , we have
dχt(x) = − i
~
Kˆχt(x)dt + dLog(gˆ−1/4t )χt(x). (40)
Applying the Itô formula we get
dhˆ†t = −
1
2
√
gˆ3t
d
√
gˆt +
3
8
√
gˆ5t
dJ
√
gˆt,
√
gˆtK
= − 1
4gˆt
[(
gˆijαˆij −
(
1 +
3
2
√
gˆt
)
(gˆij βˆij)
2
4
)
dt+ gˆij βˆijdW
(ij)
t
]
from which we obtain that
dχt(x) =
[
− i
~
Kˆ − (hˆ
†
t)
3
4
(
gˆij αˆij −
(
1 +
3(hˆ†t)
2
2
)
(gˆij βˆij)
2
4
)]
χt(x)dt+gˆ
ij βˆijχt(x)dW
(ij)
t
This representation of the time evolution reproduces the results for a quan-
tum particle on a manifold of [8, 7], when the deterministic case is considered.
Moreover, the transformed Hamiltonian Kˆ = hˆ†tHˆexthˆt constructed with the
Hˆext obtained by field theoretical considerations, corresponds with the Hamil-
tonian following the prescriptions given in [8], which makes this representation
interesting to describe a quantum particle on a stochastic manifold.
Note that, even in presence of random perturbations of the metric, the time-
evolution remains unitary. No Lindblad-type dynamics is obtained for essen-
tially the same reasons discussed in 2.3, and the probability density must be
interpreted as a conditional probability. Let us now relax the condition (26)
to (34) which seems more physical. Indeed, it requires that the volume ele-
ment dVt does not explode during the time evolution, but also that the volume
element cannot be arbitrarily small. In this sense condition (34) requires the
existence of an elementary volume element. As observed at the end of section
3.3, only the representation (38) still makes sense, the one which can be also
obtained by using field theoretic methods. It is interesting to observe that such
elementary volume element is needed in order to describe a quantum particle
using the Hilbert space HK , which is the simplest Hilbert space on which such
a description may take place.
4 Conclusion
The general case L2(Mt, dmt) can be treated combining the two approaches
presented in this article. We want to emphasise again the lack Lindblad-type
dynamics in both cases even in presence of stochastic perturbations. This is par-
ticularly interesting in light of decoherence and is essentially a consequence of the
fact that the observables of the quantum system are stochastic too, since they
are themselves defined on a stochastic Hilbert space. Only by neglecting this
fact, which means to consider observables that have no stochastic dependence,
one can obtain a Lindblad-type dynamics (using for example the cumulant ex-
pansion method [27, 19]) typical of an open quantum system. This may give
rise to decoherence, which is expected to happen in the position basis. However,
neglecting this stochastic dependence does not seem to be justifiable in general,
in the kind of problems considered here.
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6 Appendix
6.1 Unitarity of (18) restricted to L2
([−1
2
, 1
2
])
with Dirich-
let boundary conditions.
Let us consider the following quantum dynamics on L2(R) written in the position
representation
i~
d
dt
Ψ(x, t) = Hˆ(t, v0)Ψ(x, t) :=
(
− ~
2
2m
d2
dx2
+ V (x, t)
)
Ψ(x, t), (41)
with some normalized initial condition ψ(x; 0) ∈ L2(R), where
V (x, t) =
{
g(x) for x ∈ [at, bt],
v0 for x ∈ (−∞, at) ∪ (bt,+∞),
with v0 > 0 and g(x) is a suitable well behaved function. This describes a finite
potential well of height v0, with a non constant term inside the well. at and
bt are the two extrema of the well and fulfill relations (1). As domain of the
Hamiltonian operator we use D(Hˆ(t, v0)) = H2(R) for all t, on which it is self-
adjoint for well behaved functions g(x). Hence, (41) defines a unitary dynamics
on L2(R). We assume that at < 0 < bt without loosing generality. This can
be always done performing a suitable (possibly time dependent) translation
by some factor d(t), which would affect only the region [at, bt] changing the
potential (g(x)→ g(x−d(t))). Let ψI(x, t), ψII(x, t) and ψIII(x, t) be the wave
function in the regions (−∞, at), [at, bt] and (bt,+∞) respectively. To solve
(41) we need to specify the behavior of ψ(x, t) at the boundaries of the well.
Requiring continuity of the first derivative we get
ψI(at, t) = ψII(at, t), ψII(bt, t) = ψIII(bt, t),
ψ′I(at, t) = ψ
′
II(at, t), ψ
′
II(bt, t) = ψ
′
III(bt, t).
(42)
These conditions put constraints on the possible allowed energies as in the more
traditional case g(x) = 0, well studied in standard quantum mechanics textbook.
In the regions (−∞, at) and (bt,+∞), the solution can be written explicitly. In
particular, since the overall wave function is square integrable one can easily
conclude that for the bounded states (v0 > E)
ψI(x, t) = c1(ρ)e
ρx−iE
~
t, ψIII(x, t) = c2(ρ)e
−ρx−iE
~
t (43)
where ρ2 = 2m(v0−E)/~2 and c1(ρ), c2(ρ) are two constants that may depend
of ρ. We are interested in studying the limit v0 →∞, i.e. ρ→∞. To get some
insight on the possible asymptotic behavior when ρ→∞, we consider (42), and
in particular we write
1
ρ
=
ψI(at, t)
ψ′I(at, t)
=
ψII(at, t)
ψ′II(at, t)
. (44)
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For ρ→∞, the LHS goes to zero while in the RHS we may have two possibilities:
ψII(at, t) = 0 or ψ
′
II(at, t) =∞ in the limit. However this last case is excluded
since ψII ∈ H2(R) for any value of ρ. Similar considerations hold for the second
set of conditions in bt. Hence we conclude that when ρ→∞
ψII(at, t) = 0 ψII(bt, t) = 0. (45)
This also mean that ψI(at, t) = 0 and ψIII(bt, t) = 0, and so the constants
c1(ρ) and c2(ρ) remain finite in the limit (or at most diverge slower than an
exponential function). This means that in the limit ρ → ∞ ψI(x, t) = 0 and
ψIII(x, t) = 0 (hence in the limit Hˆ(t, v0) acts as (8)). This shows that for any
initial condition in L2(R), in the limit v0 → ∞, the time-evolution induced by
(41) gives functions belonging to L2([at, bt]) vanishing at the boundaries, i.e. it
reduces to the time-evolution induced by equation (10).
At this point we use the operator Wˆ , defined in (9), to map the previous
dynamics, where the well in the potential is time dependent, into an analogous
problem where the well of the potential is fixed for any value of v0. The unitary
time-evolution in this case is given by
Vˆt(v0) := Wˆe
− i
~
Hˆ(v0),tWˆ †. (46)
From the previous discussion, we know that as v0 → ∞ the operator Vˆt(v0)→
Vˆt, where Vˆt is the linear time-evolution induced by (18) with Dirichlet boundary
conditions at the fixed boundaries ±1/2. More precisely
lim
v0→∞
Vˆt(v0)|Φ0〉 = Vˆt|Φ0〉
where |Φ0〉 = Wˆ |Ψ0〉, i.e. the convergence is in the strong sense. |Ψ0〉 ∈ L2(R)
is the initial condition and we can choose all the initial conditions with support
on
[− 12 , 12], i.e. elements of L2 ([− 12 , 12]). At this point we have that
Vˆ †t Vˆt = limv0→∞
Vˆt(v0)
†Vˆt(v0) = Iˆ.
In the same way one proves that VˆtVˆ
†
t = Iˆ, showing that Vˆt is unitary operator
also when restricted to the Hilbert space L2
([− 12 , 12]).
6.2 The scalar product on HK .
Let us prove that (29) is a scalar product onHK . Taken φ, ψ ∈ HK , by definition
of HK one has that ψ = ψt ∈ L2(M,mt(x)dx) and φ = φs ∈ L2(M,ms(x)dx)
for some s, t ∈ R. By construction (29) is linear in the second entry. Moreover
〈ψ|φ〉 = [〈φ|ψ〉]∗. Indeed,
[〈φ|ψ〉]∗ = [〈φt|hˆ†t hˆsψs〉t]∗ = 〈ψshˆshˆ†t |φt〉t
= 〈ψs|hˆ†shˆt|φt〉s = 〈ψ|φ〉.
Since (29) reduces to the ordinary inner product on L2(M,mt(x)dx), positivity
and non-degeneracy follows.
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6.3 Forms of hˆt, hˆ
†
t and mˆ
†
t
Let us find the expression of hˆ†t and hˆs introduced in section 3.1. From (27) and
because hˆt =
√
mˆt, we can see that
hˆtψt(x) =
√
mt(x)ψt(x).
Clearly if ψt(x) ∈ L2(M,mt(x)dx), then
√
mt(x)ψt(x) ∈ L2(M, dx). To define
hˆ†t one can use hˆ
†
t hˆt = Iˆ (the identity is in L2(M,mt(x)dx)), obtaining
〈ψt|hˆ†t hˆtφt〉t =
∫
M
ψt(x)
∗hˆ†t hˆtφt(x)mt(x)dx
=
∫
M
ψt(x)
∗hˆ†t
√
mt(x)φt(x)mt(x)dx = 〈ψt|φt〉t,
from which we deduce that
hˆ†t ψ˜t(x) =
1√
mt(x)
ψ˜t(x). (47)
From this, it is possible to see that [mˆt]
† = mˆ−1t when mˆt is considered as an
operator acting on HK .
6.4 The stochastic logarithm
Let Yt be a stochastic process on a probability space (Ω, E , P ). Assume that
Yt admits stochastic differential and remains positive for any t. The stochastic
logarithm of Yt, i.e. Log(Yt), is defined as the unique process fulfilling the SDE
[12] {
dLog(Yt) = dYtYt ,
Log(Y0) = 0.
If Xt is another stochastic process on (Ω, E , P ) admitting stochastic differential,
the stochastic logarithm of the product XtYt is equal to
dLog(XtYt) = dLog(Xt) + dLog(Yt) + dJXt, YtK
XtYt
(48)
To see that, it is enough to apply the chain rule of stochastic calculus. Indeed
dLog(XtYt) = d(XtYt)
XtYt
=
dXtYt +XtdYt + dJXt, YtK
XtYt
=
dXt
Xt
+
dYt
Yt
+
dJXt, YtK
XtYt
,
from which one obtains (48). In particular, in the case Xt = Y
−1
t , (48) implies
that
dLog(Y −1t ) = −dLog (Yt)− dJY −1t , YtK. (49)
Note the difference with the ordinary logarithm, where d log(x−1) = −d log(x).
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