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In a previous article (J. D. Cobb, J. Math. Anal Appl., Nov. 1986) we considered 
the class of all singular and regular linear time-invariant systems and proved some 
basic topological properties of that set. In this paper we examine specific 
implications of those results to control theory and demonstrate, among other 
things, that controllability and observability are generic properties even when 
singular systems are included in the construction. We also derive related results for 
other important subclasses of systems, proving that only some of the remaining 
fundamental system properties are generic. Finally, we extend existing results 
on connectedness and show that the number of connected components of the 
controllable and observable sets is diminished whenever singular systems are 
brought into the picture. P 1989 Academic press, IIK 
1. INTRODUCTION 
We study linear, time-invariant systems of the form 
Ei(t) = AX(f) + Bu(t) 
(1) 
y(t) = Cx(t), 
where E, A E !Rn2, BE R”“‘, and C E Rp”. If E is singular, (1) is called a 
singular system (see [l-7]); otherwise (1) is a regular. We are interested in 
the topological properties of the set of all singular and regular systems. In 
particular, we wish to explore three central issues: (1) It is well-known 
[ 1 l] that the sets of all controllable, observable, and controllable and 
observable state-space systems are open and dense in the space R”(n+mCp’ 
of triples (A, B, C), using the natural Euclidean topology. We wish to 
prove analogous results for the class of systems ( 1). (2) Questions involving 
the connectedness of various subsets of [W”@ + m fp) and the space of rational 
matrices have been addressed in [12, lo]. We will extend those results. 
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(3) Two distinct definitions of controllability have been proposed for 
singular systems [ 1,4] ; their relationships have been discussed in [6]. We 
claim that the definition in [4] is more acceptable from a topological view- 
point than that of [ 11. A similar result will be proven for observability. 
The study of topological issues is important in the areas of system 
identification, disturbance decoupling, and singular perturbations, as well 
as for achieving a fundamental understanding of dynamic processes. (For a 
discussion of these topics, see [13].) Another area of application, and 
our field of primary interest, is that of robust control. Robustness issues 
are characterized by system uncertainties which may, in many cases, be 
modelled as small perturbations in an appropriate topology. It is important 
to know how system properties behave under such perturbations. For 
example, when performing pole assignment for a state-space system, it is 
desirable that the system be controllable. Thus, an important question con- 
cerns whether a nominally controllable system retains controllability under 
small perturbations. In general, we would like to have each relevant system 
property hold on an open subset of the system space. 
Many studies of topological aspects of systems have centered around 
transfer function descriptions [12-151. Some work has been done with 
state-space representations [ZO, 211, but virtually none of it includes 
singular system representations. As shown in [9], this is due in part to the 
fact that the various geometric structures become much more complicated 
when singular systems are brought into the picture. Even in the case where 
E = 1, some interesting questions involving controllability and observability 
of state-space representations can still be addressed [lo]. 
Our work is closest to that of [ 13, 141 in that [13, 143 describe a 
method of “completing” the set of strictly proper rational matrices with 
respect to the time-domain behavior of the corresponding input-output 
operators. In [9] we propose a similar “completion” of the regular systems 
and obtain the space of all representations (1). More precise connections 
between our work and that [ 13, 141 can be found in Section 5. 
We now briefly summarize the construction and relevant properties from 
[9] concerning the class of systems (1). To begin, we recall from [ 161 that 
a necessary and sufficient condition for existence and uniqueness of 
solutions in (1) for every initial condition and input is that the pencil 
(E, A) be regular, i.e., 
det(sE-A) f 0. (3) 
Non-square systems never exhibit existence and uniqueness of solutions 
and hence will not be considered. Let L’(n, m, p) be the open, dense subset 
of lRn(2n+mfp) consisting of all systems (1) satisfying (3). (The arguments n, 
m, and p will be dropped when they are clear from context.) We do not 
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wish to work with C directly since it contains unnecessary redundancy. For 
example, a simple row interchange in (1) leads to a different point in 2‘. 
The same holds for premultiplication by any nonsingular matrix; yet, in an 
intuitive sense, such transformations leave the system unaltered-not even 
a change of variables occurs. With these comments in mind, we define an 
equivalence relation on C according to 
(E,, A,, B,, C,)=(G, Azr 4, C-2) (4) 
whenever C, = C,, E, = ME,, A, = MA,, and B, = MB, for some non- 
singular M. We denote by Y(n, m, p) the resulting quotient set. One way 
to topologize LZ’ is to simply impose quotient set topology inherited from 
C. Equivalently, P’ receives identification topology inherited from the 
natural projection p : C -+ Y. 
Among the properties of 2 established in [9] are that (1) 9 is an 
analytic manifold of dimension n(n + m + p), (2) the state-space systems 
can be naturally imbedded in 2 as an open, dense submanifold. 
(3) although 9 eliminates the redundancy of Z, it distinguishes systems 
with distinct solutions and hence preserves internal structural information. 
(4) 9 is “complete” in the sense that distributionai convergence of 
solutions implies convergence of system parameters, and (5) the projection 
map p is a submersion and is therefore open. 
Important subsets of 1 include the set L” of all systems (1) with 
rank E = i and the singular systems 
2,’ = ““I Cl, 
I = 0 
Also of interest are the slow controllable, fast controllable, controllable, 
slow’ observable, fast observable, and observable systems: A 4-tuple 
(E, A, B, C) is slow controllable iff 
rank[L!- A B] =n 
for every ~.EC and fast controllable iff 
rank[E B] = n. 
Denoting the corresponding sets of systems by Z,, and Z,, , the controllable 
systems are given by 
Dual expressions determine the slow observable, fast observable, and 
observable systems C,,, Zo, and Z,. (For deeper system-theoretic inter- 
pretations of these definitions, see [6].) 
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The Weierstrass decomposition (see [ 163) of (1) yields nonsingular 
matrices M and N such that 
(2) 
where A, is nilpotent and 
r = deg det(sE - A). 
Let 
BS [ 1 4 = MB, [C, C,] = CN. 
This decomposition allows us to define the impulse controllable systems as 
those satisfying 
Denote the corresponding set Z,; Z,, is defined similarly. (For further 
discussion of impulse controllability, see [6].) 
It is easy to show that each of the classes Z,,, XC, etc. is invariant under 
the equivalence relation (4). Thus the projection map p induces subsets ui, 
5$, YO, Yfi, z::,., etc. in 9. In particular, 
n-l 
P= (,j P. 
i=O 
It is shown in [9] that the regular systems can be naturally identified with 
Y”= Y-P. We call Y’ the singular subspace and S? the singular 
subspace. It is the topological properties of the subsets of 2 that are of 
primary concern to us. 
2. OPENNESS 
The determination of whether a class of systems constitutes an open sub- 
set of 8 is especially important from the viewpoint of robust control issues. 
Specifically, if the end product of a control system design satisfies some 
desirable property P, it is beneficial to have P invariant under small pertur- 
bations of the system, since any model inherently contains some parameter 
uncertainty. Topologically, this is equivalent to the property P systems’ 
forming an open set. 
In this section we consider each of the important subsets TC, TO, 5$,, 
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etc. individually and determine whether each is open in 9. If a subset is 
not open, we wish to characterize its interior. We begin with an easy result. 
Let [E, A, B, C] E $P denote the equivalence class determined by the 
point (E, A, B, C) E Z:; in other words, 
where ,u: .Z + 9 is the natural projection. Further, let C’ denote the set of 
all (E, A, B, C) E C with rank E = i. Then U {E’ 1 i = k, ,.., n} is open and, 
since dia inherits quotient set topology from 1 (see [17]), 
is open in 9’. In particular, the regular subspace Y is open. It is well- 
known (see, e.g., [ 111) that Yc n Tip”, Y0 n Y”, and 6p0 n 9” are all open 
as well. Extending this idea to all of 9 requires a preliminary result. 
LEMMA 2.1. If(Ek, Ak, B,, C,)+ (E, A, B, C)EZ and 
rank[AE- A B] =n 
for every 1 EC, then for any R < ~13 there exists a K < cg such that k > K 
implies 
rank[%E, - A, Bk] = n 
for every ,I satisfying IA1 < R. 
Proof Since E and A satisfy (3), we can write uniquely 
det(AE- A) = q fi (2 - 2,). 
from Lemma 4.3 of [7], 
det(AE, - Ak) = qk fi (A - &) tifi’ (a,,2 - 1), 
i= I r=, 
where ;Irk+Ai and uik+O and k+co. Then, for some K<co, k>K 
implies that for every i either gik = 0 or l/la,1 > R. Hence, we need only 
verify that 
rank[AikEk - A, Bk] = n 
for sufficiently large k. But this must be true, since all entries of the matrix 
converge and since the rank n matrices form an open subset of Rn(n+m). 1 
26 J. DANIEL COBB 
THEOREM 2.2. Pfi , 6,0, T’,, and Y0 are open. 
Proof. Since 9 inherits quotient set topology from [W”@ + m +P), a subset 
W c 8 is open iff pL’( W) is open. Hence, we need only consider the 
topology of 4-tuples (E, A, B, C) E C. Consider a fast controllable 
point-i.e., one where rank [E B] = n-and any sequence 
(Ek, A,, B,, C,) + (E, A, B, C). Since the n x (n + m) matrices with rank n 
form an open subset of KV+“‘), rank[E, BJ = n for sufficiently large k. 
Therefore, Cfi is open and so is JZJ~ = p(C,,). Openness of qf,, follows from 
similar arguments applied to the matrix [:I. 
To show that Z, and Yc are open, we consider a controllable point-i-e., 
one where 
rank[E B]=rank[M-A B]=n 
for every A EC. Then for some integer K, < co, k > K, implies 
rank[E, Bk] = n. We note that for any I # 0 
CW -A, &I =[Ek BJ++[-AI. 0] 
and that the sequence A, is bounded. Hence, there exists an R-c co such 
that IA) > R implies rank[AE, - A, Bk] = n whenever k> K,. From 
Lemma 2.1, there exists a K, < 00 such that rankCAY,- Ak B,] =n 
whenever IAl < R and k > K,. Thus k > max (K, , K, > implies that 
(Ek, A,, B,, C,) E C, and Yc = p(C,.) is open. That Y0 is open follows from 
dual arguments. I 
We therefore have that all intersections and unions of u { Yi 1 i = k, . . . . n} 
with the sets listed in Theorem 2.2 are also open. Unfortunately, not all 
subsets of interest have such a simple structure. Before proceeding with the 
details, we need to prove an important preliminary result which also lends 
further support to the definition of controllability for singular systems 
given in [46]. 
LEMMA 2.3. 9c = int(5$ u Y$), YQ = int(YO u 9”). 
Proox We will prove analogous statements concerning Z, and E;,. To 
do so, consider any 
a=(E, A, B, C)=(Z,.uS”)-Z,.=C”-Z’,. 
We will show that there exists a sequence crk -+ e with ok 4 Z:, u C” for large 
k. Hence, 0 is a boundary point of C, u C”; since Z, is open, the result 
follows. 
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Let dk=(E-(l/k)A, B, C) and note that 
27 
det E-;A =kdet(kE-4). 
( 1 
Thus, for sufficiently large k, E - (I/k)A is nonsingular and CT~ $ ,Y. Since 
G E Z’ - Z, , either rank[E B] < n or rank [A,!- A B] < n for some A E C. 
For the first case, note that 
Hence, for 1= -k, 
rank[A(E-LA)-,4 Bl<n 
and a,$C,. With regard to the second case, suppose rank 
[A, E - A B] < n. For sufficiently large k we may choose 
Then 
so 
[lw(E+j-A B] [ =[i,E-A B] 
rank[I(E-:,4)-A ~l<n 
and ak 4 C,. 
The observability result is proven by similar reasoning. 1 
Lemma 2.3 shows that the definition of controllability given in [4-63 is 
“maximal” in a topological sense. Indeed, the result shows that g, is the 
largest open subset of 9 containing the controllable regular systems, but 
no other regular systems. Equivalently, the set of uncontrollable systems 
.Y - z. is simply the closure in 9’ of the uncontrollable regular systems. 
Similar remarks apply to observability. It is interesting that these maximal 
definitions were developed without such topological considerations being 
taken explicitly into account. 
Now we use Lemma 2.3 to characterize slow controllability. 
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THEOREM 2.4. int Ysc = Tc, int Y& = sZO. 
Proof: Clearly, Yc c TJip,, c Zc u Y. The result follows immediately 
from Lemma 2.3 and Theorem 2.2. 1 
To state the next result, we need to define the order of points in C and 
9. If (T = (E, A, B, C), let 
ord o = deg det(sE - A). (5) 
Since the right side of (5) is invariant under multiplication by M, we may 
unambiguously set ord r = ord cr whenever 5 = [o]. Further, define 
Co’= {~E=.%‘lord~=i}. F rom (5) it is easily seen that u (0’1 i= k, . . . . n} is 
open for any k. 
THEOREM 2.5. int zc = Yfc u On- ‘, int P& = 9$, v Lo”-‘. 
Proof Since Y&~O”, 9,c u UP1 = Zfc u (Vu On-‘). But 9$ and 
0” u On-’ are open; hence, we need only show that there exists crk + a with 
ak $ C,. for any a = (E, A, B, C) E Z, - Crc with ord a < n - 1. Invoking the 
Weierstrass decomposition (2), we may assume that A, is in Jordan form 
where each Ji is nonzero and cyclic. Let 
= Bi, i = 1, . . . . p. 
Also, let 
Since a E C,, B has rank p (see [6]). However, a 4 C,, so 
rank 
B [ 1 B <p+a. P+l 
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We consider two cases. First, if p = 0, n = cr; then ord c < n - 1 guaran- 
tees c( >, 2. Furthermore, rank B, < CY we may assume A4 was chosen such 
that 
Setting 
and 
If p > 0, we must have a > 0, since otherwise Im A,= Im A.,+ Ker A,, 
which implies that impulse controllability and fast controllability are 
equivalent (see [6]). Here we can choose M such that 
B p+1= 
Let 
Jpk = JP ’ 
Jpk 
0 (S 1)X(X 1) 
30 
and 
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Again, it is easy to see that ak#ZiC. The analogous result for observability 
follows from dual arguments. 1 
It is important to note that Theorems 2.4 and 2.5 imply that Y&., Z&, 
z,, and gO are not open; otherwise, we would have Ysp,, = YC, 
z:.,= YfCu On-l, etc., which are clearly false (see [6]). 
Since int( n Xi) = n (int Xi) holds for any finite collection {Xi} of sets, 
Theorems 2.4 and 2.5 may be used to calculate the interiors of a variety of 
subsets of 2 not explicitly mentioned. 
3. DENSITY 
To prove that controllability and observability are generic properties, we 
still need to prove that the corresponding subsets are dense in 9. Actually, 
this is obvious since we know from [ 111 that ZC, n Yfl is dense in 9” and, 
from our discussion in Section 1, that Y” is dense in Y. All subsets of 
interest are therefore dense in 2, since each contains YC, n 9”. 
A more interesting question involves the topology of the singular sub- 
space 9”. This set is endowed with relative or subset topology inherited 
from 2. (In [9] it was shown that 9’ is the union of n regular sub- 
manifolds of 2.) Questions of openness in 9’ are trivial, given the results 
of Section 2 and the fact that a set of the form Xn 2” is open in 2” 
whenever X is open in 3. Proving density in 9” is somewhat more 
difficult. We need one preliminary result. 
LEMMA 3.1. Suppose A E R”* is singular and b E R”. There exist sequences 
A, + A and b, + b such that, for every k, A, is cyclic and singular and b, is 
a cyclic generator for A,. 
ProojY We need only consider A in Jordan form. Let A, = A + (l/k) N, 
where 
Then Ak is cyclic and singular. Since the cyclic generators of a given matrix 
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are dense in R”, for each k there exists bk E R” such that b, is a cyclic 
generator for A, and 116 - bkll < l/k. Thus 6, -+ 6. 1 
THEOREM 3.2. L$, n 9”- ’ is dense in 9”. 
Proof: Suppose < = [E, A, B, C] E 9’. The Weierstrass decomposition 
(2) gives matrices M, N, A,, A,, B,, Bf, C, and CP From [ll], there exist 
sequences A,7, + A,, B,, -+ B,, and C,, --) C such that (Ask, Bsk, C,,) is 
controllable and observable for every k. Let 
Bf= [b,, -b/m]. 
Lemma 3. I guarantees the existence A, + A,, bk -+ h,, such that each A,, 
is singular and cyclic and 6, is a syclic generator. Hence, (Afk, Bfk) is 
controllable. By dual arguments, a sequence C,, -+ C, may be constructed 
so that (Afk, Cfk) is observable. Since each subsystem is controllable and 
observable and their spectra are disjoint, the total system is controllable 
and observable for each k. Thus, the corresponding sequence tk where 
E,=M-’ I ’ i 1 o A,, N-‘, A,=M’ 
ck= cc, cfkl N-’ 
satisfies lk + tJ and [k E Yc, n 9’. That lk E 5PP ’ follows from cyclicity 
of A,. 1 
Hence, controllability and observability are generic properties not only 
of 9 but of the singular subspace 9’ as well. The fact that any < E 9’ may 
further be approximated by points in Y-’ is a side benefit of the proof. 
4. CONNECTEDNESS 
It was shown in [l2] that the space rat(n) of all strictly proper rational 
functions with degree n has n + 1 connected components, indexed by the 
Cauchy index j(.) (see [ 161). We have addressed a similar problem in 
[ 101 for subsets of 9”. We wish to extend the results of [ 10, 121 to include 
singular systems. It is our conjecture that bringing such systems into the 
picture reduces the number of connected components of the various sets of 
interest. This idea has important implications for identification theory (see 
C12,131). 
Unfortunately, connectedness or disconnectedness of sets does not imply 
anything about their unions and intersections. Hence, in order to charac- 
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terize the various unions and intersections of LZc, &, L$,, YfO, etc., we 
would have to treat each case individually. In order to spare ourselves this 
painful exercise, we will merely treat Tc, gO, and 5$,. 
Before stating our results, we need to discuss a few technical points. 
First, since 9 is a manifold, connectedness and path-connectedness coin- 
cide; hence, connected components may be characterized by examining 
which points can be joined by continuous paths. Next, observe that each 
point in Yn uniquely determines a controllability matrix. Indeed, if 
5 = [E, A, B, C], we may assign to 5 the matrix 
UC [E-IB E-‘AE-‘B . . . (E-‘A)“-‘E-‘B-j. (6) 
U is unique since premultiplication of E, A, and B be a nonsingular A4 does 
not alter (6). Note that U reduces to the familiar definition when E = I. The 
same viewpoint may be taken to define the observability matrix 
v= 
Although U and V cannot be defined in a consistent manner on LP, in 
some cases a partial extension can be obtained. 
LEMMA 4.1. (1) Let m = 1 and r E 9= n 5?. Zf n is even, there exists a 
neighborhood W of < such that sgn det U is a constant on Wn 9”‘. Zf n is 
odd and W is any neighborhood of <, there exist l,, <, E Wn 9” with 
det U, > 0 and det U, < 0. 
(2) Let p = 1 and 5 E z0 A 9’. rf n is odd, there exists a neighborhood 
W of t such that sgn det V is constant on Wn 9”. Zf n is even and W is 
any neighborhood of 5, there exist l,, t2 E Wn 9”’ with det V, > 0 and 
det V, < 0. 
Proof (1). From [S, 91 we know that, on a sutliciently small 
neighborhood W, of r, points rl= [E, A, B, C] can be represented by 
matrix 8-tuples (N,, A,, B,, C,, N,, A,, B,, Cr) depending continuously on 
q; furthermore, there exist nonsingular matrices in q, such that 
MECN, N/l = 0’ [ 1 ,” , / MA[N, NJ= ; ; [ 1 BS MB= , [ 1 Bf CCN, Nfl = CC, C/l. 
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For points in W, n 9” this yields 
U= BS 
A,B, ... A;-‘B, 
Aj’B, Aj2Bf ... A,“B, 1 
I 0 - 
= [ 1 ” 0 A;” 
where 
o= BS 
. A;-‘Bs 
A;-‘B/ . Br I. 
Since n is even, sgn det U = sgn det I??. But, for q = 5, A,, is nilpotent with 
index less than or equal to n - r, where r = ord 5. In this case, 
(J= 
c 
B, ... A;-‘B, A;B, ... A:-‘B, 
0 . . 0 A;-‘--‘B, . . . B, 1 
which is nonsingular, since [B,Y . ..A.-‘B,] and [A;-‘- ‘B,...B,.] must be 
nonsingular when 5 E 6pC (see [6]). Hence, there exists a neighborhood 
W c W, of 5 such that det 0 has constant sign on W. 
For n odd, we simply note that choosing 5’ with sgn det A,-= sgn det l7 
and t2 with sgn det A,= -sgn det 0 gives the desired result. 
(2). Here we may use arguments dual to those in (1) involving the 
matrix 
In certain cases we may therefore extend sgn det U or sgn det V to some 
points of 9’. More precisely, when m = 1 and n is even, sgn det U at a 
point t: E Y,,n 9’ is defined to be consistent with the sign of det U at 
points in a sufficiently small neighborhood of 5. Similarly, when p = 1 and 
n is odd, sgn det V may be defined for points 5 E YO n 9”. These definitions 
allow us to state and prove our main result on connectedness in 9. 
THEOREM 4.2. (1) If n is even and m = 1, YC and ZCO have two 
components each, indexed by sgn det U; 6p, is connected. 
(2) If n is even and m > 1, L&,, L$, and Sp, are each connected. 
(3) If n is odd and p = 1, L&, and g) have two components each, 
indexed by sgn det V; YC is connected. 
(4) If n is odd and p > 1, z.,, YO, and YC are each connected. 
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Proof: (1). If two points r, [E 5$, with det U > 0 and det D< 0 exist 
which can be joined by a continuous path lying entirely in Yc, [lo] 
guarantees that the path must pass through 9’. But Lemma 4.1, part (l), 
shows that this is impossible. Hence, Yc has at least two components. 
Similar statements apply also to 9&. 
To show connectedness of each subset of PC, on which sgn det U is 
constant, we first let 
,.I 1 
1 I 
E,(a) = 
n 
n-l 1 4 . . > 1 
Al(a) = 
{ 
[ 
-2((n+ l)(a- l)+a) 
n-l 
+(Za-l)Z, 
aE PAtI 
n-2 
. . I 1 
B,(a)= i , 
11 
C,(a)= [l . ..I]. 
1 
This defines a continuous path connecting the point 
(I= [E,(O), A,(O), B,(O), C,(O)1 
which has Cauchy index 9(H1) = n, with 
51= [E,(l), A,(l), B,(l), C,(l)1 
aE (4, 11 
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which has Z(H,) = n - 2. It is easy to show that the path lies entirely in q., 
and everywhere satisfies det U-C 0. To pass from i;, to a point t3 with 
.f(H,)=n-4, let 
E,(a) = 
A,(a) = 
I 
1 
i 
1 
\ L 
I 
1 
n 
. . 
-1 
1 
1 
r 
1 
I -2((n+ l)(a- l)+a) 
1-4a 
aEIIo,fl 
aE (4, 11 
aECO,il 
n-l 
2 
+(2a-1)1, 
-1 
1 
&(a)= . , [I C,(a)= [l ... 11. i 
This process can be continued to connect all subsets of Prq, corresponding 
to different Y(H) and with det U < 0. From [lo] it follows that each point 
in 9” A .9& can be joined to one of the 5 I . Since 9” n &, is dense in L& 
and 9’ is locally connected, det U < 0 determines a single component. 
The case where det U > 0 can be dealt with by using the same 
parametrizations as before for E and A and by letting 
C,(a)=[l...l -l],i=l,..., n,and 
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1 
B,(a)= ; 1. -1 B,(a) = 
‘- 1 
-1 
1 
i 
-1 
)  .  .  .  .  
To show that z. has two components, we note from [9] that 3” is 
homeomorphic to the set Rn(n+‘+p) of all triples (A, B, C) and, from [lo], 
that Zc n Y’ has two components indexed by sgn det U. Since Y= A Y” is 
dense in Yc, Yc is open, and 9 is locally connected, it follows that each 
point in 6p, has a connected neighborhood WC Yc with Wn 2” # cp. Thus 
each point in 5$ can be continuously joined to a point in Z= n JY; thus sc 
has at most two components. Lemma 4.1, part (l), shows that there are at 
least two. 
If p = 1, we know from [lo] that Y0 n Yn has two components indexed 
by sgn det V. Since T0 n Y’ is dense in ZO, Lemma 4.1, part (2), implies 
Y0 is connected. If p > 1, [lo] shows that 5$ n 2” is connected, so Y0 
must also be. 
(2) If p > 1, [lo] implies that gc n Y, Y0 n Z”, and Y&, n LP are 
each connected; the result follows immediately. If p = 1, the same holds 
true for Y<. We have only to show that J& is connected, since dpco is dense 
in gO. From [lo] we know that Y& n 9” has two components indexed by 
sgn det V. But Lemma 4.1 implies that any 5 E Y,, has a connected 
neighborhood containing points in Y&n 9” with different sgn det V. 
Hence, Zc, is connected. 
Parts (3) and (4) are dual to (1) and (2). m 
Theorem 4.2 is slightly disappointing in that Z=, is not always connected, 
even though singular systems have been included in the construction. 
However, J& now has fewer components than in state-space theory (see 
[lo]) ; furthermore, we are also in a position to prove a striking 
generalization of the results of [12] on connectedness of the space of 
degree n rational functions. 
We may associate with each 5 = [E, A, B, C] E JZ’ a rational function 
matrix 
H(s) = C(sE - A) -‘B. 
Note that H is invariant under the equivalence relation (4). We wish to 
extend the results of [ 123 on the number of connected components of 
rat(n) to include (not necessarily proper) transfer matrices of points in dp. 
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A realization theory was presented in [2], demonstrating that any 
rational matrix has a realization of the form (1) and that such a realization 
achieves the minimum value of n if and only if it is controllable and obser- 
vable. The space rat(n) is precisely the set of all rational functions with n th 
order controllable and observable state-space realizations; hence, a natural 
generalization of rat(n) is the class of all rational matrices realizable by 
controllable and observable (i.e., minimal) systems (1). 
To construct the appropriate transfer matrix space, let H be an arbitrary 
rational matrix. H may be uniquely decomposed 
H=H,fH,, 
where H, is strictly proper and H, is a polynomial matrix. We define a 
degree function 6 on the set of all nontrivial H in the following way: When 
H,-= 0, let 6H = vH,, where v is MacMillan degree. Otherwise, let 
6H = vH, + max { k + deg Tl T is a nonzero 
kth order minor of Hf; k = 1, . . . . min { m, p > }. 
Let Rim(s) be the set of all rational p x m matrices H with 6H = n. 
PROPOSITION 4.3. HE RPm(s) has a realization in YcSP,,(n, m, p) iff 
HE R;“Q). 
ProoJ: From [2], H has a realization in CJn, m, p) iff 
vH,<(s) + v(( l/s) H,( l/s)) = n. Therefore, it suffices to show that 
6Ff(s) = v((l/s) H,(l/s)). Let Hf(s) = [ho(s)] and q = max(deg II,}. Also 
let T(s) and T(s) be corresponding kth order minors of Hf(s) and 
l/s H,-( l/s), respectively. Then T((s) is of the form 
i=(s) = 
dOskY + .. . + d,, 
Sk(q+ I) ’ 
where 
T(s)=dk,sk”+ ... +d,. 
The degree of the denominator of T (after cancellations) is given by 
k(y+l)-(kq-degT)=k+degT. 
Since Macmillan degree is obtained simply by maximizing the denominator 
degree over all minors, our result follows immedaitely. 1 
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Any HE R:“(s) can be written uniquely in the form 
H(s) = -& [q’s’-‘+ . . . +bZ]+ [q-W--l+ . . . +$] (7) 
provided d(s) = s’ + a, ~ i s’- ’ + . . . + a, is the least common denominator 
of all the minors of H,. Some of the leading b,‘s and cV’s may vanish. 
Placing both terms in (7) over the common denominator d(s) yields the 
unique representation 
H(s) = h cd;-W’+ . . . + d;]. 
Hence, a given HE R;“(s) uniquely determines a line in Rncpm+ ‘)+I 
spanned by (0, . . . . 0, 1, a,-, , . . . . a,; d;; i, . . . . dy, ; . . . ; d;; l, . . . . do,). R;“(s) is 
thus naturally imbedded in the real projective space Pncpm+ ‘) (see Cl81); 
R,P”(S) c pn(P’+ l) inherits subset topology. Clearly, rat(n) c R;(s) consists 
of all strictly proper points. Since convergence in rat(n) corresponds simply 
to convergence of coefficients, rat(n) also inherits subset topology from 
R:(s); R,!(s) is thus an appropriate generalization. 
Now we can demonstrate the extent to which the inclusion of singular 
systems affects connectedness in the transfer matrix space. 
THEOREM 4.4. R;“(s) is connected. 
Proof: Consider the map 2 defined by 
[E, A, B, C] c-* C(sE-A)-‘B 
from 2& onto R;‘“(s), and note that the image under Y? of 
[EN, AN, B, Ch’] does not depend on the nonsingular matrix iV. Also note 
that 
C(sE-A)-‘B= 
1 
det(sE - A) 
C(adj(sE- A)) B. 
Since [E, A, B, C] EL&,, d(s) = det(sE- A) and &’ is continuous. 
Suppose HE R,p”(s). Then there exists t = [E, A, B, C] E Lk& with 
transfer function H. If n is even, m = 1, and r has det U < 0, let 
<= [EN, AN, B, CN], where 
N= 
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Then [ has det D > 0 and maps into the same H as does f. Thus, R;“‘(S) is 
the image of the component of L$, with det U > 0 under the continuous 
function z?, and R;“(S) is connected. 
A similar proof works when YI is odd and p = I. In ail other cases, diq, is 
itself connected, so R:“(S) is also. fl 
We therefore have that the degree n rational matrices form a connected 
set regardless of the values of p and m. This observation lends further 
weight to our argument in [9] that LY should be considered the natural 
“completion” of the class of state-space systems. 
5. RELATED WORK 
In this section we wish to explore the relationships between our 
constructions and those of other researchers. To begin with, we note that 
our results constitute a sort of “deparametrized” version of singular 
perturbation theory (e.g., see [19]). To see this, consider a parametrized 
family of singular and regular systems 
E(o)i=A(w)x+B(o)u 
y = C(w)4 
where w  belongs to some topological space and the functions E( -), A(. ), 
I?(. ), and C( . ) are continuous at a point oO. For example, as in [ 193, o 
might be a real positive parameter with 
I 0 
E(w)= o WI [ 1 
and w0 = 0. Our results imply that, if the system is controllable at oO, it is 
controllable for all w  sufficiently close to oO. Similar statements apply to 
observability, fast controllability, and fast observability (Theorem 2.2), but 
not to slow and impulse controllability and observability (Theorems 2.3 
and 2.4). 
We will now show that the proposed definitions of controllability and 
observability appearing in [ 1 ] do not stand up to small perturbations of o. 
We can in fact prove a much stronger result concerning the relationship 
between the definitions of [l] and those of [6]. As shown in [6], a system 
( 1) is controllable (observable) in the sense of [ 1 ] if and only if it belongs 
to JZ’$( n L$( (L&n &,). Theorem 5.1 may be viewed as a result in the same 
vein as those of Section 2. 
THEOREM 5.1. Yc = int(Ps,. n L&), Y0 = int(LYlso n Z,,). 
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Proof: From Theorems 2.4 and 2.5, 
int(& n L$) = int pS,. n int q, 
=Tcn(9fiuOn-‘) 
= 9‘ 
since dcc c L&. A similar calculation holds for YO. 1 
Thus we may interpret Yc and L$ as the largest generic sets consistent 
with the definitions of [ 11. 6psc n g,. (Y&, n L$,), although dense in 3, is 
not open and hence not characteristic of a robust definition of con- 
trollability (observability). 
Another body of work related to ours is contained in [ 13,143, where the 
problem of compactifying the space rat(n) is considered. Our construction 
in Section 4 generalizes the method of [ 143 by which rat(n) is imbedded in 
Pzn as an open, dense submanifold. It is also shown in [14] that rat(n) 
UC:,;; in the notation of [ 141) has a partial compactification R,,, i which 
is obtained by taking all H of the form (8) with d(s) f 0 and projecting 
into P2n. Our construction is easily seen to satisfy 
rat(n) c R!,(s) c li;i, n i. . . 
We are further able to prove the following result. 
PROPOSITION 5.2. R:(s) is an open, dense submanifold of Pzn. 
Proox Consider HE rat(n) given by 
... + 6, 
H(s)=““‘;;-,‘+. +a 
” 0 
Clearly, HE R:(s) iff both numerator and denominator are coprime and 
either a,, # 0 or b,- , # 0. This determines the complement of a 
homogeneous variety in R2n+1 (see [18]); thus, R:(s) is the complement of 
a projective variety in P*“. All results follow immediately. 1 
Proposition 5.2 implies that R!,(s) has the same compactification as does 
rat(n+iz. P2n. Extension of these results to the multivariable case has not 
yet been achieved, even for regular systems. 
6. CONCLUSIONS 
Based on our previous work [9] which describes the manifold of all 
n-dimensional singular and regular systems, we have in this paper explored 
the topological properties of controllability and observability. We have 
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shown that controllability and observability are generic properties, even 
within the class of singular systems. Further, we have proven that, between 
the two competing definitions of controllability and observability, only 
the more restrictive ones determine a generic property. We have also 
demonstrated that the manifold of singular and regular systems is the 
natural “completion” of the state-space systems, in the sense that the 
corresponding space of transfer functions R:“(S) is connected. This result 
does not have an analogue in state-space theory and lends further support 
to the completeness arguments of [9]. It is our intention to use these 
results while examining several important problems in robust control 
theory. 
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