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The electrical control of single spin qubits based on semiconductor quantum dots is of great
interest for scalable quantum computing since electric fields provide an alternative mechanism for
qubit control compared with magnetic fields and can also be easier to produce. Here we outline the
mechanism for a drastic enhancement in the electrically-driven spin rotation frequency for silicon
quantum dot qubits in the presence of a step at a hetero-interface. The enhancement is due to
the strong coupling between the ground and excited states which occurs when the electron wave-
function overcomes the potential barrier induced by the interface step. We theoretically calculate
single qubit gate times tpi of 170 ns for a quantum dot confined at a silicon/silicon-dioxide interface.
The engineering of such steps could be used to achieve fast electrical rotation and entanglement of
spin qubits despite the weak spin-orbit coupling in silicon.
I. INTRODUCTION
Solid state spin qubits based on quantum dots1 take
a variety of forms2–11. Silicon is an ideal host for spin
qubits thanks to the absence of piezoelectric electron-
phonon coupling, to nuclear-spin free isotopes 12,13 en-
abling isotopic purification to remove the hyperfine cou-
pling, and compatibility with industrial manufacturing
technologies. Recent experiments have realized high-
fidelity single-qubit operations 3 and two-qubit logic
gates 5 in silicon metal-oxide-semiconductor (Si-MOS)
dots in isotopically enriched 28Si, while high fidelity
single-qubit operations have been achieved in Si/SiGe
dots in both 28Si 9 and naturally occurring Si4,14.
Fast, individually addressable qubit operations are es-
sential for scalable architectures. Since electric fields can
be easier to produce and control locally than magnetic
fields, rotating electron spins electrically could not only
be faster, but would also facilitate scalability. A signif-
icant effort has therefore focused on achieving electron
dipole spin resonance (EDSR) of single spins in quantum
dots. Experimentally this relies on spin-orbit coupling,
which allows simultaneous changes of both the orbital
and spin states, an AC electric field driving purely orbital
transitions, and a static, uniform magnetic field needed
to break time reversal. Rabi frequencies f ≈ 3-4 MHz
have been achieved in GaAs 15,16 In silicon, in which the
electron spin-orbit coupling is weak, fast EDSR requires
the inhomogeneous magnetic field of a nanomagnet, and
f ≈ 4 MHz has been realized in Si/SiGe qubits 4,17.
In this work we show that spin-orbit induced EDSR
in silicon is strongly enhanced by the combination of
two ubiquitous features of silicon quantum dots: the val-
ley degree of freedom and steps at the silicon interface,
which can be either identified or engineered. An inter-
face step leads to strong coupling between ground and
excited orbital and valley states and, through the spin-
valley coupling provided by the spin-orbit interaction, a
large enhancement of EDSR can occur when the elec-
tron wavefunction is positioned in a small region near the
step. This implies that spin-orbit coupling can be used as
an intrinsic mechanism for EDSR in silicon, and its im-
pact should also be considered in nanomagnet-based spin
qubits. We consider in detail dots formed at Si/SiO2 in-
terfaces, but we note that the mechanism applies also to
Si/SiGe quantum dot qubits.
The conduction band minima in Si/SiO2 heterostruc-
tures grown along (001) lie in two equivalent valleys per-
pendicular to the interface at ±k0 = ±0.85 (2pi/aSi),12
with the Si lattice constant aSi ≈ 5.43A˚. The sharp
interface potential and zˆ-direction (‖[001]) electric field
give rise to a valley-orbit coupling18, whose magnitude
is responsible for the several hundred µeV splittings be-
tween valley eigenstates observed experimentally.19 Spin-
orbit coupling in Si has both intravalley and intervalley
terms,20,21 and tuning the valley-orbit coupling has a no-
ticeable effect on spin dynamics. Experimental studies
have shown the effective g-factor is modified by an out-
of-plane electric field in both valley eigenstates in silicon,
confirming the theoretical predictions of g-factor sensi-
tivity to valley composition.20
Our focus in this work is on the effect of a single inter-
face step on the Rabi frequency of an electrically driven
spin qubit, such as that depicted in Figure 1. Due to
the large interface electric field, the vertical step creates
a sizable potential offset (Fig. 1b). The electron wave-
function moving under the action of an in-plane electric
field is initially trapped at the step, but once it acquires
enough energy it surmounts the step.22 As it does so
there is a strong mixing of the orbital and valley degrees
of freedom involving all the excited states, and the EDSR
frequency goes through a sharp peak as a function of the
separation between the step and the center of the dot
potential well. This enhancement can be used for fast
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2FIG. 1. (a) Top view and (b) cross sectional schematic repre-
sentation of a multi-gated metal oxide semiconductor struc-
ture with a single interface step of height d. The dot is de-
fined by the confinement barriers (CB) and located beneath
the plunger gates. Two side gates can produce both DC and
AC in plane electric fields to place the dot at a desired loca-
tion and to manipulate the spin. The top gate changes the
out of plane electric field F as well as the electron accumula-
tion. The R gate acts as reservoir supplying electrons to the
quantum dot. The potential profile is sliced at z = 0, where
the Si/SiO2 interface is located.
electrical spin rotations and entanglement even though
spin-orbit at silicon interfaces is intrinsically weak, while
the sharpness of the peak enables one to suppress spin
relaxation by detuning away from it quickly.
This paper is organized as follows. In Sec. II we present
the central results of this work and present a method to
enhance the EDSR frequency by means of an interface
step. The physical implications of the results are dis-
cussed in Sec. III and their practical applications for de-
vice engineering are addressed in Sec. IV. In Sec. V we
discuss briefly decoherence due to the interplay of rough-
ness and noise. We end with a summary and conclusions.
II. EDSR NEAR AN INTERFACE STEP
The total Hamiltonian describing the quantum dot-
step system23 is H = H0 +HSOC + Vc + Vz. Here H0 is
the unperturbed bulk Si Hamiltonian, while HSOC is the
spin-orbit Hamiltonian discussed in detail below. The
quantum dot is defined by the in-plane confinement po-
tential
Vc =
h¯2
2m∗(r)a4
[(x− x0)2 + y2] (1)
centered at (x0, 0, 0), with a radius a = 10 nm and an
orbital splitting of 3.8 meV. The effective mass m∗ has
a longitudinal component mz ranging from 0.4m0 on the
SiO2 side to 0.98m0 on the Si side, and a transverse
component 0.2m0, where m0 is the electron rest mass.
The out-of-plane confinement Vz for a flat interface is
Vz = U0θ(z) + eFz, where the hetero-junction barrier
potential U0 ≈ 3 eV for Si/SiO2 (150 meV for Si/SiGe).
In the presence of a step the interface potential is written
as Vz(x, z) = U0[θ(z)θ(−x) + θ(z + d)θ(x)] + eFz. The
step height d = 5.43A˚ is set to one lattice constant and
its location is fixed at x = 0.
Spin-orbit coupling in (001) heterostructures is de-
scribed generally by the matrices 21,24
hR = σxky − σykx , hD = σxkx − σyky (2)
where σx, σy are spin Pauli matrices, kx = −i ∂∂x and
ky = −i ∂∂y . The matrix hR stems from the inversion
asymmetry of the confining potential whereas hD arises
from the surface termination. We introduce pseudospin
Pauli matrices τx, τy acting in the valley subspace. The
total spin-orbit Hamiltonian
HSOC = (α1 + γτy)⊗ hR + (β1 + ζτy)⊗ hD, (3)
where α = 5.5× 10−14 eV cm and β = 8× 10−14 eV cm
respectively, and the inter-valley terms γ = 14.3× 10−14
eV cm and ζ = 20.8× 10−14 eV cm20.
In the effective mass approximation the electron wave
functions25 |Dnsξ(x, z)〉 = Φn(x, z)uξ(r)eikξzχ(s), where
Φn(x, z) represent the n-th level envelope functions and
uξ(r) the lattice periodic Bloch functions correspond-
ing to the valleys centered at kξ = ±k026. The dy-
namics in the yˆ-direction are trivial and are neglected
henceforth. In the presence of a step the motion in the
xˆ- and zˆ-directions is no longer separable. The enve-
lope wave function Φn is obtained by solving the ef-
fective mass Schro¨dinger equation with the Hamiltonian
HEMA = pˆ
2/[2m∗(r)] + Vc + Vz(x, z)28 using the Lanc-
zos algorithm on a 160 × 275 finite-element grid. The
grid size along the zˆ-direction is 0.26A˚, which captures
the effect of atomistic scale interface steps. χ(s) denotes
the spin wave function where s ∈ {↑, ↓}. The diagonal-
ization results in a relative precision in orbital energy of
1.1×10−3meV , and a relative error in the valley splitting
of 1.4× 10−4meV .
3For the ground orbital the valley-orbit coupling is
∆v = 〈D0s,ξ|Vz|D0s,ξ′〉 = |∆v| e−iφv (4)
where φv is the mixing phase of the two bare valley
states, which in the absence of the step is the same
for all orbitals. In the absence of the step EDSR
can be captured by a simple perturbative treatment.
We restrict our attention to the 8 × 8 subspace com-
prising the ground and first excited orbital states, namely
{D0↑,k, D0↓,k, D0↑,−k, D0↓,−k, D1↑,k, D1↑,k, D1↓,−k, D1↓,−k}.
The corresponding effective Hamiltonian can be repre-
sented as
Heff =
(
H00 H01
H10 H11
)
(5)
The block H00 = EZ1 ⊗ σz + ∆vτx ⊗ 1 , with EZ the
Zeeman energy and the ground state orbital energy set to
zero, while H11 = h¯ω+EZ1⊗σz+∆v,1τx⊗1 with h¯ω the
orbital confinement energy and ∆v,1 = 〈D1s,ξ|Vz|D1s,ξ′〉.
The off-diagonal blocks H01 = H
†
10 represent the matrix
elements of the electric dipole interaction and spin-orbit
coupling eEacx1 ⊗ 1 + HSOC , with β = ζ = 0 for sim-
plicity.
We perform a Schrieffer-Wolff transformation30,31 to
project out the H01 and H10 blocks. Then we diago-
nalize the resulting matrix to obtain the valley eigen-
states |Dns,±〉 = 1√2 (|Dns,k0〉 ± e−iφv |Dns,−k0〉), finding
a ground state EDSR Rabi frequency 16,32,33
f =
gµBeBEacκ〈x〉01
2pih¯3ω2
(α− γ sinφv), (6)
where 〈x〉01 and κ are the matrix elements between the
orbital ground and first excited states of the electric
dipole and momentum operators respectively. EDSR
arises from two-step virtual processes e.g. |D0↑,z〉 →
|D1↓,−z〉 → |D0↓,−z〉 and requires spin-orbit coupling,
a change in the orbital state, the ac electric field, and
time-reversal breaking by the magnetic field. Although
the process involves bare valley state mixing, the initial
and final valley eigenstates are the same, and the spin
states remain in the |D0s,− > subspace.
The resulting effective Hamiltonian for the ground
state subspace {D0↑,−, D0↓,−} has the form Heff =
1
2εzσz +
1
2εx(t)σx, which coincides with the form of the
electron spin resonance (ESR) Hamiltonian. Upon ap-
plication of a vector microwave source, a qubit can be
operated around an arbitrary axis on the Bloch sphere
via in-phase (X) or in-quadrature (Y) pulses with the
reference clock.
In the presence of the step there is a large enhance-
ment of the Rabi frequency because contributions simi-
lar to Eq. 6 arise from the stronger coupling between the
ground state (n=0) and the excited states (n=1). This
is indicated by the fact that the wave function extends
over a larger area, as higher orbital occupies a wider do-
main [Fig.3(c)]. Equally importantly, electrical control
of the VOC is enabled by the step. Intervalley and in-
travalley spin-orbit interaction terms couple one valley
FIG. 2. Evolution of the wave function as it is driven over an
interface step. The in-plane electric field is used to drag the
wave function over a 5.43A˚ step. During this process (a) The
wave function will initially be compressed at the step edge;
(b) At higher fields, the electron density starts leaking to the
other side of the step; (c) As the wave function pushes against
the step, the valley composition become more sensitive to the
quantum dot position: in the presence of the step, the in-
plane electric field can be used to control both eEac < x >01
and ∆v, resulting in a significant enhancement of the EDSR
frequency. (d) The wave function overcomes the barrier and
surmounts the step.
eigenstate corresponding to the orbital ground state with
the opposite valley eigenstate corresponding to the first
orbital excited state. The electric field has an additional
impact on spin dynamics, leading to a strong enhance-
ment of the Rabi frequency. We take this into account
through the spin- and valley-orbit coupling matrix ele-
ments (〈Dn,ξ|HSOC |Dn′,ξ′〉 and 〈Dn,ξ|Vz|Dn,ξ′〉 respec-
tively) between all pairs of states. Since we work with
the exact solution of HEMA, the electric dipole term cou-
ples the ground state to all excited states. Our numerical
results show that an effective Hamiltonian analogous to
Heff is sufficient to describe EDSR both quantitatively
and qualitatively, the difference being that the individual
blocks can no longer be written out in closed form. We
determine the Rabi frequency as well as the wave func-
tion and its time evolution as a function of the in-plane
electric field Eac. Only terms linear in Eac are retained.
The central result of this paper is displayed in Fig. 4,
which shows the Rabi frequency as a function of the sep-
aration between the quantum dot potential center and
the step. This is closely related to the evolution of the
wave function described in Fig. 2 and Fig. 3(a).
III. DISCUSSION
On the far left of Fig. 4 we recover the Rabi frequencies
for a flat interface cf. Eq. 6. These differ slightly on the
two sides of the step because, in the presence of the strong
interface electric field, the step creates a potential barrier
eFd ≈ 15.2meV . The valley-orbit coupling magnitude
4FIG. 3. (a) A small DC in-plane electric field (≈ 1MV/m)
due to the side gates shifts the dot ground state mean position
< x > by approximately 40 nm. (b) The valley splitting is also
sensitive to the location of the center of the dot potential near
a 5.43A˚ step. (c) The spread of the wave function, defined as
the extent of the central 90% of its weight.
and phase are slightly different on the left and right sides
of the step. The potential barrier can be used to un-
derstand the sharp, resonance-like shape of Fig. 4. The
spin- and valley-orbit couplings between all the states
are maximized at the location of the step. As the wave
function approaches the step it initially does not have
sufficient energy to overcome it and is pushed against
it by the in-plane electric field [Fig.2(a,b)]. The EDSR
Rabi frequency gradually decreases since the additional
confinement due to the step limits the movement of the
FIG. 4. EDSR Rabi frequency fRabi,v− as a function of the
quantum dot potential center position x0 in a global magnetic
field B=1T along [001] with a step height of 5.43A˚. The
enhancement appears at x0 = 20nm, on the right side of the
step.
quantum dot (〈x〉01 decreases as the wave function nears
the step). Once the confinement becomes strong enough
that the energy of the electron matches that of the step
potential barrier, the wave function passes over the step
and continues smoothly onto the other side [Fig.2(c,d)].
As the wave function quickly overcomes the step, the
EDSR Rabi frequency has a sharp maximum as a func-
tion of position.
The key to the EDSR enhancement is provided by
the intervalley spin-orbit coupling terms governed by the
structure-specific parameters γ and ζ. The step strongly
enhances intervalley dynamics by enabling the electron
to tunnel between the ground valley eigenstate and the
opposite valley eigenstates corresponding to all excited
orbital levels. Thanks to the intervalley spin-orbit cou-
pling, which flips the electron spin, the inter-orbital inter-
valley tunneling enabled by the step has a strong impact
on spin dynamics, and the strong coupling to all the or-
bital excited states results in a much faster spin rotation
than in the absence of the step. This is reflected in the
decrease in the valley splitting seen in Fig. 3(b). The
enhancement of the Rabi frequency is due to the com-
bination of the wave function sensitivity to the in plane
electric field as well as to the drop in the valley splitting.
The enhancement at a step is not present in materials
that do not possess a valley degree of freedom, such as
III-V semiconductors: we have checked this explicitly.
In Si, conversely, the effect is particularly strong since
the lowest lying valley states are perpendicular to the
interface. Using Eac = 2kV/m and B = 1T we obtain a
maximal EDSR gate time tpi of 170 ns in Si/SiO2, which
is approximately five times faster compared to tpi = 880
ns for a flat Si/SiO2 interface. In Si/SiGe, a single atomic
layer step leads to a peak gate time tpi of 225 ns, 3 times
as fast as for a flat interface.
5Fast qubit operation protects the qubit from unwanted
excitations. Given that the spin flip time is ≈ 200ns
and the orbital state splitting is 3.81meV, our perturba-
tion theory is strongly adiabatic in the orbital motion33.
Hence, even with the small intrinsic spin-orbit coupling
of Si, a spin qubit could be efficiently driven purely by
electrical means. A local oscillating electric field allows
individual qubit control. Likewise, electrical spin cou-
pling to a superconducting resonator will be enhanced,
enabling fast electrical spin entanglement of distinct spin
qubits. We note that two-qubit entanglement can also be
accomplished via exchange 1. The intervalley spin-orbit
terms γ and ζ independently result in an enhancement
of the EDSR strength. An additional relative phase may
exist between these terms, which is structure-dependent,
and slight variations are expected in the EDSR times for
individual samples. Yet the effect will be qualitatively
the same across all structures and a strong enhancement
in EDSR due to the step will occur.
IV. DEVICE APPLICATION
A typical a.c. electric voltage of approximately 1.5mV
was applied to devices in previous EDSR experimental
realizations,4,15 which we consider to be a realistic volt-
age representing the current state of the art. By means
of Technology Computer Aided Design (TCAD)34 simu-
lations, we find that in MOS architectures with a silicon
oxide thickness of 5nm, a 1.5mV side gate voltage can
produce an in plane electric of as much as 2kV/m acting
on the quantum dot. This realizes the minimum EDSR
gate time tpi of 170 ns reported above.
The results presented here are crucial for any imple-
mentation of EDSR in silicon. Recently, second harmon-
ics have been observed in a Si/SiGe spin qubit operated
using EDSR enabled by a nanomagnet6. A possible ex-
planation of these higher orders can be the presence of
disorder, as these cause a strong non-linear dependence
of the wave function position and spin-orbit terms on the
applied electric field. State-of-the-art technology can re-
duce Si/SiO2 surface roughness to as low as 0.7 A˚
35–40
meaning that only one such step may be present within
a single dot device. We also anticipate the possibility of
the intentional design of quantum dots incorporating step
edges. These could be constructed using standard top-
down fabrication techniques, such as reactive ion etch-
ing, or possibly STM-based approaches. Such an inten-
tional step would dominate any effects due to interface
roughness, as we see in Fig.5(a), which shows that larger
steps lead to a stronger enhancement of the Rabi fre-
quency. As the impact of roughness on valley physics
averages out18, the effect of the intentional step becomes
more prominent. However, as the step increases in size,
a stronger DC in plane electric field is required to push
the center of the quantum dot to a position where the
spin can reach the maximum possible EDSR Rabi fre-
quency. As the step size is increased by the addition
FIG. 5. (a)The enhancement of the EDSR Rabi frequency
increases with step height (1 atomic layer=1.36A˚).(b) Higher
atomic steps require a stronger in-plane DC electric field in or-
der to overcome the potential barrier introduced by the step.
of further atomic layers, it becomes increasingly difficult
for the electron to overcome the potential due to the step
[Fig.5(b)]. For large steps, which prevent the formation
of a simple, single quantum dot, the potential landscape
eventually becomes rather complicated.
V. DECOHERENCE
The step may increase the coupling to phonons and
charge noise, causing spin and valley relaxation16,19.
Since the qubit is in the lowest valley eigenstate, val-
ley relaxation will only be important around hotspots.
Yet the intervalley spin-orbit coupling could enhance de-
coherence mechanisms already active in the absence of
valley-orbit coupling15,41–48. Moreover, interface rough-
ness is unavoidable in heterostructures, giving rise to fluc-
tuations in the z-position of the interface that couple
different valley eigenstates18. Noise and phonons driving
the quantum dot over the fast-varying roughness profile
may enable intervalley tunnelling. Together with the in-
tervalley spin-orbit coupling this may lead to additional
spin relaxation and dephasing.
Nevertheless, the sharpness of the resonance in Fig.
4 means that experimentally the quantum dot position
only needs to be tuned 5 nm away from the step once the
spin rotation is accomplished for the spin relaxation and
dephasing times to return to their normal values for a flat
interface. Charge noise and phonons will only be notice-
6able during qubit operation. To preserve fidelity experi-
ment should ensure the qubit is at the maximum in Fig.
4, where the sensitivity to jitter is eliminated. Moreover,
roughness will reduce the magnitude of the valley-orbit
coupling (i.e. the valley splitting), yet as long as the
valley splitting can be resolved experimentally the spin
dynamics described in this work should be observable.
VI. CONCLUSIONS AND OUTLOOK
We have demonstrated that a single step at a silicon
heterointerface strongly enhances EDSR in a single-spin
qubit. The effect is driven by intervalley spin-orbit cou-
pling terms specific to silicon, and by the intervalley tun-
nelling enabled by the step. The Rabi frequency has a
sharp maximum as a function of the qubit position, such
that the qubit can be tuned away from the step to reduce
spin relaxation and dephasing. A high gate fidelity can
be maintained by positioning the qubit at the location
that yields the maximum EDSR frequency. Our findings
pave the way for the experimental realization of EDSR
in silicon without a nanomagnet, despite spin-orbit cou-
pling being inherently weak.
ACKNOWLEDGMENTS
We thank Andra´s Palyi, Leonid Golub and Andrea
Morello for enlightening discussions. The authors ac-
knowledge support from the Australian Research Council
(Grant No. CE110001027), the U.S. Army Research Of-
fice (Grant No. W911NF-13-1-0024), and the NSW Node
of the Australian National Fabrication Facility. M.V. ac-
knowledges support from the Netherlands Organization
for Scientific Research (NWO) through a Rubicon Grant.
∗ E-mail: wister.huang@student.unsw.edu.au
† E-mail: m.veldhorst@tudelft.nl
‡ E-mail: a.dzurak@unsw.edu.au
§ E-mail: d.culcer@unsw.edu.au
1 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120
(1998).
2 H. Bluhm, S. Foletti, I. Neder, M. Rudner, D. Mahalu,
V. Umansky, and A. Yacoby, Nat Phys 7, 109 (2011).
3 M. Veldhorst, J. C. C. Hwang, C. H. Yang, A. Leenstra,
d. RondeB, J. P. Dehollain, J. T. Muhonen, F. E. Hudson,
K. M. Itoh, A. Morello, and A. S. Dzurak, Nat Nano 9,
981 (2014).
4 E. Kawakami, P. Scarlino, D. R. Ward, F. R. Braakman,
D. E. Savage, M. G. Lagally, M. Friesen, S. N. Copper-
smith, M. A. Eriksson, and L. M. Vandersypen, Nat Nano
9, 666 (2014), letter.
5 M. Veldhorst, C. H. Yang, J. C. C. Hwang, W. Huang,
J. P. Dehollain, J. T. Muhonen, S. Simmons, A. Laucht,
F. E. Hudson, K. M. Itoh, A. Morello, and A. S. Dzurak,
Nature 526, 410 (2015).
6 P. Scarlino, E. Kawakami, D. R. Ward, D. E. Savage, M. G.
Lagally, M. Friesen, S. N. Coppersmith, M. A. Eriksson,
and L. M. K. Vandersypen, Phys. Rev. Lett. 115, 106802
(2015).
7 J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird,
A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson,
and A. C. Gossard, Science 309, 2180 (2005).
8 E. A. Laird, J. M. Taylor, D. P. DiVincenzo, C. M. Marcus,
M. P. Hanson, and A. C. Gossard, Phys. Rev. B 82, 075403
(2010).
9 K. Eng, T. D. Ladd, A. Smith, M. G. Borselli, A. A. Kise-
lev, B. H. Fong, K. S. Holabird, T. M. Hazard, B. Huang,
P. W. Deelman, I. Milosavljevic, A. E. Schmitz, R. S.
Ross, M. F. Gyure, and A. T. Hunter, Science Advances
1 (2015), 10.1126/sciadv.1500214.
10 J. Fei, J.-T. Hung, T. S. Koh, Y.-P. Shim, S. N. Copper-
smith, X. Hu, and M. Friesen, Phys. Rev. B 91, 205434
(2015).
11 D. Kim, D. R. Ward, C. B. Simmons, D. E. Savage, M. G.
Lagally, M. Friesen, S. N. Coppersmith, and M. A. Eriks-
son, Npj Quantum Information 1, 15004 EP (2015), arti-
cle.
12 F. A. Zwanenburg, A. S. Dzurak, A. Morello, M. Y. Sim-
mons, L. C. L. Hollenberg, G. Klimeck, S. Rogge, S. N.
Coppersmith, and M. A. Eriksson, Rev. Mod. Phys. 85,
961 (2013).
13 K. M. Itoh and H. Watanabe, MRS Communications 4,
143 (2014).
14 K. Takeda, J. Kamioka, T. Otsuka, J. Yoneda, T. Naka-
jima, M. R. Delbecq, S. Amaha, G. Allison, T. Kodera,
S. Oda, and S. Tarucha, ArXiv e-prints (2016),
arXiv:1602.07833 [cond-mat.mes-hall].
15 K. C. Nowack, F. H. L. Koppens, Y. V. Nazarov, and
L. M. K. Vandersypen, Science 318, 1430 (2007).
16 M. J. Rancˇic´ and G. Burkard, ArXiv e-prints (2016),
arXiv:1603.02829 [cond-mat.mes-hall].
17 J. Yoneda, T. Otsuka, T. Takakura, M. Pioro-Ladrire,
R. Brunner, H. Lu, T. Nakajima, T. Obata, A. Noiri,
C. J. Palmstrm, A. C. Gossard, and S. Tarucha, Applied
Physics Express 8, 084401 (2015).
18 D. Culcer, X. Hu, and S. Das Sarma, Phys. Rev. B 82,
205315 (2010).
19 C. H. Yang, A. Rossi, R. Ruskov, N. S. Lai, F. A. Mo-
hiyaddin, S. Lee, C. Tahan, G. Klimeck, A. Morello, and
A. S. Dzurak, Nat Commun 4 (2013).
20 M. Veldhorst, R. Ruskov, C. H. Yang, J. C. C. Hwang,
F. E. Hudson, M. E. Flatte´, C. Tahan, K. M. Itoh,
A. Morello, and A. S. Dzurak, Phys. Rev. B 92, 201401
(2015).
21 M. O. Nestoklon, L. E. Golub, and E. L. Ivchenko, Phys.
Rev. B 73, 235334 (2006).
22 P. Boross, G. Sze´chenyi, D. Culcer, and A. Pa´lyi, Phys.
Rev. B 94, 035438 (2016).
23 A. L. Saraiva, M. J. Caldero´n, R. B. Capaz, X. Hu,
S. Das Sarma, and B. Koiller, Phys. Rev. B 84, 155320
(2011).
24 D. Culcer, Y. Yao, A. H. MacDonald, and Q. Niu, Phys.
Rev. B 72, 045215 (2005).
25 W. Kohn and J. M. Luttinger, Phys. Rev. 98, 915 (1955).
726 A. L. Saraiva, M. J. Caldero´n, X. Hu, S. Das Sarma, and
B. Koiller, Phys. Rev. B 80, 081305 (2009).
27 The dynamics in the yˆ-direction are trivial and are ne-
glected henceforth. In the presence of a step the motion in
the xˆ- and zˆ-directions is no longer separable.
28 W. R. Frensley, Superlattices and Microstructures 11, 347
(1992).
29 The diagonalization results in a relative precision in orbital
energy of 1.1×10−3meV , and a relative error in the valley
splitting of 1.4× 10−4meV .
30 J. J. Sakurai, Modern Quantum Mechanics (Revised Edi-
tion), revised ed. (Addison Wesley, 1993).
31 J. R. Schrieffer and P. A. Wolff, Phys. Rev. 149, 491
(1966).
32 M. Pioro-Ladriere, T. Obata, Y. Tokura, Y.-S. Shin,
T. Kubo, K. Yoshida, T. Taniyama, and S. Tarucha, Nat
Phys 4, 776 (2008).
33 Y. Ban, X. Chen, E. Y. Sherman, and J. G. Muga, Phys.
Rev. Lett. 109, 206602 (2012).
34 TCAD, Synopsys Sentaurus Semiconductor TCAD Soft-
ware, 3rd ed. (East Middlefield Road, Mountain View, CA
94043 USA, 2016).
35 J. Sapjeta, T. Boone, J. M. Rosamilia, P. J. Silverman,
T. W. Sorsch, G. Timp, and B. E. Weir, in Symposium P
Science and Technology of Semiconductor Surface Prepa-
ration, MRS Proceedings, Vol. 477 (1997) p. 203 (6 pages).
36 J. Yu, L. Liu, and J. W. Lyding, in Symposium O Scan-
ning Probe and Other Novel Microscopies of Local Phe-
nomena in Nanostructured Materials, MRS Proceedings,
Vol. 838 (2004) p. O4.9 (6 pages).
37 D. Hiller, R. Zierold, J. Bachmann, M. Alexe, Y. Yang,
J. Gerlach, A. Stesmans, M. Jivanescu, U. Mu¨ller, J. Vogt,
et al., Journal of Applied Physics 107, 064314 (2010).
38 S. M. Goodnick, D. K. Ferry, C. W. Wilmsen, Z. Liliental,
D. Fathy, and O. L. Krivanek, Phys. Rev. B 32, 8171
(1985).
39 W. Anderson, D. Lombardi, P. Mitev, T. Ma, and
R. Wheeler, Microelectronic Engineering 22, 43 (1993).
40 H. Kim, S. N. Zaretskiy, S. Shin, W. Jung, R. Hwang,
C. Jeong, S. Park, H. Hwang, and I. Chung, ECS Trans-
actions 53, 321 (2013).
41 A. Bermeister, D. Keith, and D. Culcer, Applied Physics
Letters 105, 192102 (2014).
42 D. Culcer and R. Winkler, Phys. Rev. B 76, 245322 (2007).
43 D. Culcer and R. Winkler, Phys. Rev. B 76, 195204 (2007).
44 F. Beaudoin and W. A. Coish, Phys. Rev. B 91, 165432
(2015).
45 D. V. Bulaev and D. Loss, Phys. Rev. B 71, 205324 (2005).
46 V. N. Golovach, A. Khaetskii, and D. Loss, Phys. Rev.
Lett. 93, 016601 (2004).
47 X. Hu, Phys. Rev. B 83, 165322 (2011).
48 C. Tahan and R. Joynt, Phys. Rev. B 71, 075315 (2005).
Appendix A: Form of Spin-orbit coupling
The spin-orbit coupling in the basis
{D0↑,k0 , D0↓,k0 , D0↑,−k0 , D0↓,−k0} has the form
HSOC =
 HDintra +HRintra HDinter +HRinter
H∗Dinter +H
∗
Rinter
HDintra +HRintra

(A1)
In Eq.A1, the intra-valley Rashba terms have the form
HRintra = α (kyσx − kxσy) =
(
0 iαk−
−iαk+ 0
)
, (A2)
where k± = kx± iky. The inter-valley Rashba terms can
be written as
HRinter = −iγ (kyσx − kxσy) =
(
0 γk−
−γk+ 0
)
. (A3)
The intra-valley Dresselhaus spin-orbit coupling has the
form
HDintra = β (kxσx − kyσy) =
(
0 βk+
βk− 0
)
, (A4)
with the inter-valley terms
HDinter = ζ (kxσx − kyσy) =
(
0 ζk+
ζk− 0
)
(A5)
The magnetic field is applied along [001], corresponding
to a Zeeman interaction
Hz =
gµBB
2
(
1 0
0 −1
)
. (A6)
Appendix B: Coupling matrix elements
The envelope wave function for the excited state is
Φ1(x, z) =
1
a2
√
pi
(x − XD)e−
(x−XD)2
2a2 ψ(s), giving rise to
the following matrix elements
< kx >01 =
−i
a3pi
∞∫
−∞
dxe−
(x−XD)2
2a2 ( ∂∂x )(x−XD)e−
(x−XD)2
2a2
= − i√
2a
= −iκ
< ky >01 = 0
(B1)
Similarly the matrix element for < x >01 is
< x >01 = ξ =
1
a3pi
∞∫
−∞
dxe−
(x−XD)2
2a2 (x−XD)e−
(x−XD)2
2a2
= a√
2
(B2)
Thus the total Hamiltonian in the basis
{D0↑,k0 , D0↓,k0 , D0↑,−k0 , D0↓,−k0 , D1↑,k0 , D1↓,k0 , D1↑,−k0 , D1↓,−k0}
with Rashba only spin-orbit coupling becomes
H =
Ez
2 0 ∆v 0 eEξ ακ 0 −iγκ
0 −Ez2 0 ∆v −ακ eEξ iγκ 0
∆∗v 0
Ez
2 0 0 iγκ eEξ ακ
0 ∆∗v 0 −Ez2 −iγκ 0 −ακ eEξ
eEξ −ακ 0 iγκ Ez2 +h¯ω 0 ∆v 0
ακ eEξ −iγκ 0 0 −Ez2 +h¯ω 0 ∆v
0 −iγκ eEξ −ακ ∆∗v 0 Ez2 +h¯ω 0
iγκ 0 ακ eEξ 0 ∆∗v 0 −Ez2 +h¯ω

(B3)
8We apply the Schrieffer-Wolff transformation to the
off-diagonal elements of H, ignoring all the higher or-
der spin-orbit terms α2κ2 + γ2κ2 and αγκ2. We
obtain an energy offset for ground state subspace
{D0↑,k0 , D0↓,k0 , D0↑,−k0 , D0↓,−k0}
H(2) =
0 −αgµBeBEκξ
h¯2ω2
0
iγgµBeBEκξ
h¯2ω2
−αgµBeBEκξ
h¯2ω2
0
iγgµBeBEκξ
h¯2ω2
0
0 − iγgµBeBEκξ
h¯2ω2
0 −αgµBeBEκξ
h¯2ω2
− iγgµBeBEκξ
h¯2ω2
0 −αgµBeBEκξ
h¯2ω2
0

(B4)
As an example of the calculation, the matrix element
(1,2) is
H
(2)
12 =
1
2
∑
lH1lHl2[
1
E1−El +
1
E2−El ]
= 12 (αeEξκ)[
1
gµBB+h¯ω
+ 1gµBB−h¯ω ]
(B5)
We consider the valley orbit coupling in the ground state
subspace
H =
Ez
2 −
αgµBeBEκξ
h¯2ω2
∆v
iγgµBeBEκξ
h¯2ω2
−αgµBeBEκξ
h¯2ω2
−Ez2
iγgµBeBEκξ
h¯2ω2
∆v
∆∗v − iγgµBeBEκξh¯2ω2
Ez
2 −
αgµBeBEκξ
h¯2ω2
− iγgµBeBEκξ
h¯2ω2
∆∗v −αgµBeBEκξh¯2ω2 −
Ez
2

(B6)
We diagonalize this matrix using the rotation
R =
1√
2

1 0 e−iφv 0
0 1 0 e−iφv
1 0 −e−iφv 0
0 1 0 −e−iφv
 (B7)
yielding
RHR−1 =
(
Hv+ H01
H10 Hv−
)
(B8)
where
Hv+ =
 |∆v|+
1
2Ez − gµBeBEκξ[α+γ sin(φv)]h¯2ω2
− gµBeBEκξ[α+γ sin(φv)]
h¯2ω2
|∆v| − 12Ez

(B9)
and
H01 =
 0 −
iBegγEκµBξ cos(φv)
h¯2ω2
− iBegγEκµBξ cos(φv)
h¯2ω2
0

(B10)
as well as
Hv− =
 −|∆v|+
1
2Ez
gµBeBEκξ[γ sin(φv)−α]
h¯2ω2
gµBeBEκξ[γ sin(φv)−α]
h¯2ω2
−|∆v| − 12Ez
 .
(B11)
This finally yields the Rabi frequency in the subspace
spanned by the spin-split ground valley eigenstate
f =
gµBeBEacκ〈x〉01
2pih¯3ω2
(α− γ sinφv). (B12)
