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ABSTRACT 
Let U be an n X n unitary matrix with determinant equal to 1. Let A be an 
n X n real matrix with rank(A) Q 2 and entries satisfying ajj > 1 for 1 Q i,j < n. 
Then it follows that det(A 0 U) > 1. This reversal of the Hadamard inequality can be 
obtained easily from an old result of Fiedler. In this article we present a different 
proof of this fact and discuss its ramifications. 
1. INTRODUCTION 
Perhaps the most famous inequality in matrix theory is the Hadamard 
inequality [6, p. 4771. 
HADAMARD INEQUALITY. Let T be an n x n complex matrix such that 
either 
kc, ItjJ” G 1 (j= l,...,n) 
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O?- 
2 Itjkl’ < 1 (k = l,...,n) 
j=l 
holds. Then Idet(T)I Q 1. 
The equality Idet(T>I = 1 can only occur if T is a unitary matrix. The 
focus of this article is the following result. 
REVERSE HADAMARD INEQUALITY. Let U be an n X n unitary matrix 
with determinant equal to 1. Let A be an n X n real matrix with rank(A) Q 2 
and entries satisfying 
Then 
aij 2 1 (1 < i,j < n). 
det(AoU) >, 1. (1.1) 
Here we have used the notation A 0 U to denote the Hadamard (element- 
wise) product of A and U. 
The example 
‘2 _- 2 L\ 
3 3 
and U = 3 r 3 -5 
1 
\3 
1 2 
3 31 
in which U is a real orthogonal matrix of determinant 1 and A is a real matrix 
of full rank, leads to det( A 0 U) = 25/27 < 1. This shows that the rank 
condition in our reverse Hadamard inequality cannot be removed or indeed 
even relaxed to rank(A) < 3. 
Our motivation for this result stems from the famous determinantal 
conjecture of Marcus [7] and de Oliveira [9]. To our knowledge, it was Queir6 
and Kovacec [lo] who first observed the connection between this conjecture 
and the Hadamard inequality. One of us has written a series of articles 
exploiting this connection [2-41. We remark that while the statement of our 
reverse Hadamard inequality seems to be new, it is actually easily obtained as 
a corollary of an old result of Fiedler [5]. Th e originality of the present article 
stems from the proof that we give. This same method of proof also establishes 
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the following technical result, which in turn lends support to the external 
vertices conjecture introduced in [4]. 
We denote by S, the group of all permutations on the set 11,. . . , n}, and 
hy 8 the set of all ordered pairs (I, J> of subsets Z and J of (1, . . . , n) with 
the same number of elements. Let us also define for (I, J) E &Y 
PIJW = 
1 if a(Z) =J, 
0 otherwise. 
an extension of the usual permutation matrix notation. 
EXTERNAL VERTICES THEOREM. Let A be a real n x n matrix with 
rank(A) < 2 such that 
(l-2) 
j=l 
Then there exist nonnegative number>y cx[,, (I, J) E 8 such that 
ii ajg(j) = l + C afJpIj(u) vu E sag. (1.3) 
j=l (r,])t8 
Let us next state Fiedler’s result and show how it can be used to establish 
our reverse Hadamard inequality. 
THEOREM. Let B and C be n X n hermitian matrices with necessarily 
real eigenvalues b,, . . . , b, and c, . . . . , c, respectively. Then 
FEi; n ( bj + cc(j)) < det( B + C) G 
n j=l 
:Ey n (bj + cc(j)). (1.4) 
,, j=1 
To see how (1.4) leads to (1.11, we write the rank 2 matrix A as 
ajk = rj pk + sjqk. we can assume without loss of generality that pk # 0 and 
si # 0 and then renormalize so that 
86 
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bj = ‘i and c k = 2 
‘j pk ’ 
and denote by As = diag(b,, . . . , b,) and AC = diag(c,, . . . , c,) the corre- 
sponding diagonal matrices. Then straightforward calculations show that 
det( A 0 U) = det( A,U + VA,) 
= det( U)det( U*AsU + AC) 
= det(U*A,U + AC), 
while on the other hand 
Ii Cbj + 'o(j)) = jll ('j Pm(j) + 'j4u(j)) = jnl 'jr(j)* 
j=l 
Applying the lower bound from Fiedler’s theorem immediately yields 
det( A 0 U) = det( U*AsU + AC) 
n 
= min I-I ujw(j) 2 1, 
(TES n j=l 
establishing (1). 
The proof of Fiedler’s theorem works by taking variations in the unitary 
matrix U. The proof that we present here uses completely different ideas. 
2. A NEW PROOF OF THE REVERSE HADAMARD INEQUALITY 
Our proof of the reverse Hadamard inequality depends on the following 
observation, which seems to have been made originally by Thomas [ll]. For 
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more recent articles on this theme, the reader is referred to Wall [I31 and 
Campbell and Poole [l]. 
PROPOSITION. Let A be an n x n matrix with nonnegative entries and 
rank(A) < 2. Then one may choo.se from the rows of A two rows with the 
property that every row of A is a nonnegative linear combination of the two 
chosen rows. 
Proof of the Proposition. If rank(A) < 1 the result is obvious, so sup- 
pose that rank(A) = 2. Consider the set I of all nonnegative linear combina- 
tions of the rows of A. Then F is a convex cone of dimension 2. A base of 
this cone is a compact convex set of dimension one, and therefore a closed 
bounded interval. The two endpoints of this interval correspond to extreme 
rays in the cone F and hence to two particular rows of A. Every other row is 
clearly a nonnegative linear combination of these two rows. ??
It follows from the Proposition that every n X n matrix A with 
rank(A) < 2 and nonnegative entries can be factored as A = BC where B is 
a n X 2 matrix with nonnegative entries and C is a 2 X n matrix with 
nonnegative entries. In fact, after rearranging the rows of A, we can write 
A= 
1 0 
r2 s2 
r?l-I SIl-I 
0 1 
Pl P, ... 
91 
(2.1) 
I 
where the first and last rows of A are the “extreme” rows, the first row is 
(PI> p,,..., P”) and the last row is (9i, 92, . . . ,9,,), and the nonnegative 
linear combinations defining the other rows are given by the nonnegative 
entries rj and sj for j = 2, . . . , n - 1. We further may assume again, after 
rearranging the rows of A, that the rows of the first factor in (2.1) are in 
anticlockwise order about the origin. An equivalent statement is that all the 
2 X 2 minors of the first factor in (2.1) are nonnegative. Similarly we may 
reorder the columns of A, but this time we assume that all the 2 X 2 minors 
of C are nonpositive. From now on we will assume that the rows and 
columns of A have been reordered according to these rules. Then A has the 
property that all of its 2 X 2 minors are nonpositive. 
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We note that there exists a factorization analogous to (2.11, but based on 
columns: 
A= (2.2) 
r2 s2 o 92 .‘. p,-, 1 
. . 
. . 1 92 *** 9,_, 0 
. . 
rn s* I 
If A = BC is a given factorization of A in terms of nonnegative matrices 
B and C, then the most general such factorization can be written in the form 
A = B,C,, where there is a 2 X 2 invertible real matrix G, not necessarily 
nonnegative, such that 
I?, =BG and C, = G-‘C. (2.3) 
Our conventions on ordering rows and columns force det(G) > 0. By a 
generic factorization of A, we understand a factorization A = BC in which 
all the entries of B and C are strictly positive. 
We now present the key tool in establishing our reverse Hadamard 
inequality. 
LEMMA 1. Let A = BC be a factorization of A as the product of-e 
nonnegative n X 2 matrix B and a nonnegatice 2 X n matrix C. Let A = BC 
be a similarfactorization of A. Suppose that B < B and that C < C element- 
wise. Then for U an n X n unitary matrix with determinant equal to 1, 
det( A0 U) Q det( AOU). 
Proof. Let us denote 
‘5 Sl 
B = ‘” “.’ and C- Pl 
. . 91 92 **’ . . 
\rn St? 
then a routine calculation (cf. [8] or [g]) gives 
det( AOU) = c rrpJszqJs lur112. 
(l,])E8= 
(2.4) 
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where the notation r1 stands for lIi, I ri, etc., and where I’ denotes the 
complement of I, 1’ the complement of J, and u,, the corresponding minor 
of U. Using entirely analogous notation for A, we have 
Lemma 1 now follows by comparing (2.4) and (2.5) term by term. ??
Proof of the Reverse Hadamard Inequality. The reverse Hadamard 
inequality is clearly true in case rank(A) = 1. We will prove the result by 
induction on the number of entries of A distinct from unity. If this number is 
zero, then A = J, the matrix in which all the entries are equal to 1, and the 
result follows, since A has rank 1. Hence the induction starts. 
In the general case, if rank(A) = 2 we will obtain a matrix A satisfying 
the hypothesis of Lemma 1 and the inequality string 
and such that the number of entries Gjk equal to unity exceeds by at least one 
the number of entries ajk equal to unity. The induction step then follows 
from Lemma 1. 
We digress to understand the problem in a geometrical framework. Let 
A = BC be a factorization discussed earlier. Each column ck = ( pk, qk )’ of 
C represents the point with coordinates x = p,, y = qk in the first quadrant 
of the xy plane, while every row hi = (rj, sj) of B represents the line 
1;x + sjy = 1. 
We may think of reducing the entries of C and B as decreasing the 
coordinates of the point ck, that is, moving ck down and to the left, and 
decreasing the coordinates of the line hj, that is, moving the intercept of the 
line bj with the y-axis up and moving the intercept of the line bj with the 
x-axis to the right. For each j and k we must have ajk = rjpk + sjqk 2 1, 
which can be expressed geometrically by requiring that each point ck be 
found in the closed half space to the upper right of the line bj. The case of 
equality a,, = 7; p, + s,qk = 1 corresponds to the point ck being incident 
with the line bj. 
There are two “pictures” (coordinate systems) in which the movements of 
lines and points will be carried out. The line-based picture is the one 
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FIG. 1. Line-based (left) and point-based (right) pictures. 
corresponding to (2.1) in which b, = (1,O) is the line x = 1 and b, = (0, 1) 
is the line y = 1. The point-based picture corresponds to (2.2) in which the 
point cr = (0,l)’ and the point c, = (LO)’ in the xy plane. When no further 
progress can be made in one picture, one switches to the other. 
To illustrate these ideas, we consider the example depicted in Figure 1, in 
which A is given by 
We have 
In the line-based picture corresponding to the left-hand factorization in 
(2.61, all lines and points are “locked.” But in the point-based picture which 
corresponds to the right-hand factorization, the lines b, and b, may be 
rotated about cr and cs respectively into the position occupied by b,. We 
would apply the Lemma with 
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In the general case, one picture can be obtained from the other by means 
of a linear transformation of R2. For instance, the point-based picture is 
obtained from the line-based picture by the action of the 2 X 2 matrix G in 
(2.3). In particular, incidence is preserved between pictures-if the point ck 
lies on the line bj in one picture, it does so in the other. 
We return now to the thrust of the proof. First of all, working in either 
picture, if a point ck does not lie on any line b,, decrease its coordinates until 
it- lies on some line bj. Similarly, if there is some line b, which does not 
contain any point ck, then decrease its coordinates until it does contain such 
a point. Either of these processes increases the number of incidences and 
provides us with a suitable A. 
Thus we can and do assume that each line lo, contains some point ck and 
that each point ck is incident with some line h,.’ 
Next, we see that the orderings imposed on the sets {b,, . . . , b,) and 
{C,) . . . ) c,J by means of the minors B and C are total orderings. If, for 
instance, the lines bj and b, are equivalent, then the minor 
5 ‘j I I r1 Sl 
vanishes. Geometrically this corresponds to the lines bj and b, being parallel. 
L,et b. be the line closer to the origin. Let ck be a point located on b,. Then 
hi = d,, f or o th erwise ck will be on the wrong side of 6,. 
Since the lines bj are written in total order, let us assume that b,, . . , b, 
are all equal and that bj # b, for j > 1. Note that if I = n, then all the points 
are incident with all the lines, so that A = J. We claim that c, lies on b , . To 
see this, we observe that some point ck lies on b,. If ck = cl, the claim is 
immediate. If not, then, working in the line-based picture, so that b, is the 
line x = 1, we see that c, lies in the wedge shaped subset 
w = ((x, y); x > 1, “qk - yp, < 0) 
of the plane, having ck at its apex. Every line bj with j > I is either disjoint 
from the wedge W, or meets W only in the point ck; for otherwise ck would 
be on the wrong side of bj. Since ci # ck, c, cannot lie on b, (j > I). Hence 
cI lies on one of the remaining lines, all of which are equal to b , . This 
establishes the claim. 
’ Thus, in a generic picture, that is, one in which all coordinates pk, qk, T,, and .Y, are 
strictly positive, no further progress can be made. Each line b, 1s “locked” by the pbint ck <hat it 
contains, and each point C~ is “locked” by the line b, on which it lies. This observation provides 
the motivation for considering only the line-based and point-based pictures. 
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Now suppose that ci, . . . , c, are all equal and that ck # c, for k > m. As 
before, if m = n then A = 1. If c1 does not lie on any line bj with j > I, 
then, working in the line-based picture we simultaneously move all the points 
ci, . . . , c,, down the line x = 1 until they meet such a bj. (Note that b, is the 
line y = 1, so that eventually such a line will be encountered.) This increases 
the number of incidences between lines and points. We may therefore 
assume that the contrary case holds. That is, there is some line bj with j > I 
such that 
Cl>...> ,,, C lie on bj. (2.7) 
We apply an exactly dual argument working in the point-based picture. If 
b, is not incident with any point ck with k > m, then the lines b,, . . . , b, 
may be simultaneously rotated anticlockwise about the point cr = (0,l)’ until 
they meet some such ck. This process increases the number of incidences 
between lines and points. Hence, we may assume that the contrary occurs, 
namely that there exists some point ck with k > m such that 
ck lieson b,,...,b,. (2.8) 
But (2.7) and (2.8) cannot hold simultaneously, for otherwise ck is on the 
wrong side of bj. To see this explicitly we observe that for the first factor on 
the left in 
is strictly positive while the second is strictly negative. It follows that 
ajk = rj pk + sj qk < I, a contradiction. 
We may therefore conclude that in all situations, either rank(A) = 1 or 
the number of elements of A equal to unity can be increased. This completes 
the induction step and the proof of the reverse Hadamard inequality. ??
3. THE EXTERNAL VERTICES THEOREM 
In this section we prove the external vertices theorem. There are three 
steps in the proof. 
LEMMA 2. In the statement of the external vertices theorem we may 
assume without loss of generality that A is a positive matrix. 
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Proof of Lemma 2. We first observe that by (1.2) we have a,, # 0 for all 
1 <j, k < n. Now, taking the sign of (1.21, we obtain 
I? %n(ajm~i~> = 1 Vu E s,, . (3.1) 
j=l 
LJsing (3.1) for (T the identity permutation and also for u the transposition 
interchanging 1 and 2, we see that 
sgn(4sgn(4 = sgn(%&gn(%), 
so that the leading 2 X 2 minor of the matrix S of signs sjk = sgn(a,,) 
vanishes. Clearly, different choices of u lead to the fact that all 2 x 2 minors 
of S vanish. Hence S is a rank one matrix and can be written 
'jk = SP( ajk) = fjvk (3.2) 
for suitable vectors 5 and n. Again taking signs in (3.21, we see that ej can be 
replaced by sgn(tj> and vk can be replaced by sgn(‘nk). In other words, in 
(i3.2) we may assume that without loss of generality 5 and Tk take the values 
+ 1 or - 1. Substituting (3.2) back into (3.1) leads to 
I? EjkQ vk=lT 
j=l 
and we now see that replacing aJk by 
lajkl = ajksp( ajk) = a$ 6jvk 
does not affect either the hypothesis (1.2) or the conclusion (1.3) of the 
external vertices theorem. 
LEMMA 3. In the statement of 
replace the hypothesis (1.2) by 
the external vertices theorem zLe may 
ajk > 1 Vj, k. 
Proof of Lemma 3. This follows very similar lines to that of the scaling 
argument in [2, Lemma 11. Indeed, such scaling arguments had been dis- 
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cussed much earlier and in considerably greater generality by Saunders and 
Schneider [El. We leave the details of the proof to the reader. ??
Proof of the External Vertices Theorem. In the case that A has rank 1 
the quantity 
Q = 7@l 'jo(j) a ’ 
is independent of u. It then suffices to take CY~$ = Q - 1 > 0 and all other 
“11 = 0 to verify the result. 
We will again use the induction argument in the proof of the reverse 
Hadamard inequality. The induction starts with the rank one case just 
treated. 
For the induction step, we can assume that the result is true for A and 
will establish it for A. Here A and A have factorizations A = BC and 
A = E respectively as in Lem_ma I. Thus B, C, B’ and c’ are nonnegative 
matrices satisfying B < B and C < C elementwise. The induction hypothesis 
implies the existence of Gi,, > 0 such that 
fJ Gjg(j) = 1 + c 
j=l 
~.r,P&). 
(I,])EcF 
Let us define PI, by 
Then following the proof of Lemma 1, we have 
(3.3) 
Defining now arJ = &r, + PII, we have the desired conclusion (1.3). We 
note that arI , > 0 by (3.3) and because &rJ > 0. ??
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