ABSTRACT Heterogeneous network entity classification is to predict the labels of entities in a heterogeneous network which consists of multiple types of relations and multiple types of entities. The existing studies have shown that relations information is critical for improving entity classification performance. The relation information is often exploited by clustering the entities into groups based on relation density or constructing relation features by counting the number of different relations. However, these methods only consider the relation information but neglect the importance of different relations in the network. In practice, different relations may have different degrees of importance w.r.t different entities. To this end, we propose a Random walk Tensor Model (RTM) to reveal the relation importance and classify the entities in the heterogeneous network, simultaneously. In RTM, the heterogeneous network is represented as a multi-relational network using a three-way tensor. The tensor is also used to compute the transition probability for the random walk among entities. We build a Markov chain model and use an iterative algorithm to solve the Markov chain equations in the model to obtain the random walk stationary distributions and compute the entity classification and relation ranking results based on such distributions. The theoretical analyses are given to show the rationality and interpretability of the model. The experimental results demonstrate that the RTM can achieve superior classification performance compared with several state-of-the-art methods and obtain a reasonable relation ranking.
heterogeneous network entity classification. However, how to effectively model the network structure with multiple types of relations is still a challenging problem. A straightforward approach is to decompose the network with multiple relations into multiple networks with single-relation [7] , and collective classification [8] , [9] methods can be applied for the entity classification task on each single-relation network, and then ensemble method is used to combine the classification results. This simple method, however, neglects the importance of different types of relations. Some researchers try to build an attribute feature set to encode the network structure information by counting the number of each type of relation, which also leads to a degeneration of the network structure information. Some other methods use parameters to weight the relations and tune the parameters based on the given training data [10] , [11] . However, these kinds of methods may have over-fitting risk while learning the parameters especially when the training data is scant.
In this paper, we propose a new algorithm, called Random walk Tensor Model (RTM), to explicitly exploit the relation importance and perform the entity classification simultaneously in the heterogeneous network. In RTM, we represent the heterogeneous network as a multi-relational network by extracting the entities and relations related to the classification task concerned. Since different types of entities in the heterogeneous network may have different label spaces, e.g., in a collaboration network, the labels for the ''paper'' entities may be the related techniques, but the labels for the ''authors'' entities may be the research areas. As a result, we focus on predicting the labels of one kind of entities at each time. A heterogeneous network with multiple types of entities is decomposed into multiple multi-relational networks. In other words, we build a multi-relational network for each type of entity (see Fig. 1 ).
To model the aforementioned multi-relational network, we construct a three-way tensor, which is also used to computing the transition probability for the random walk among entities. We build a Markov chain model to perform the random walk and label propagation in the network. We use an iterative algorithm to solve the Markov chain equations in the model to obtain the random walk stationary distributions. Based on the distribution, we compute the entity classification and relation ranking results. Fig. 1 shows an example of a heterogeneous network, a multi-relational network, and the corresponding tensor. We use different colors for different types of entities and relations. We can see from the Fig.(1) that the heterogeneous network consists of 4 types of entities (a,b,c,e) and 3 types of relations (<a,e>, <b,e>, <c,e>). The corresponding multi-relational network for the entities w.r.t. ''e'' is shown in Fig. 1(b) , which is constructed with only one type of entities and 3 types of relations (''a'', ''b'', ''c''). We use a three-way tensor to represent the multi-relational network (see Fig.1(c) ), and each font slice of the tensor represents one type of relations in the multi-relational network. The size of the tensor is (5 × 5 × 3) . Its entry is nonzero if the corresponding entities have relations in the current slice, and the element value is the number of connected relations.
The main contribution of this paper is given as follows:
• We proposed a new random walk tensor model, called RTM, to predict the labels of the entities and compute the importance of relations in the heterogeneous network, simultaneously.
• The theoretical analyses are given to show the rationality and interpretability of the model.
• Extensive experiments on 4 real datasets show that the RTM model is able to obtain superior classification performance against the compared methods while providing reasonable relation ranking results. The rest of paper is organized as follows. In Section 2 we introduce the related works. In Section 3 we describe how to construct multi-relational networks from a heterogeneous network. The RTM model is described in Section 4, and the theoretical analysis of the model is given in Section 5. The experiment results and analyses are shown in Section 6. Section 7 provides conclusions.
II. RELATED WORKS A. HETEROGENEOUS NETWORK
Various approaches have been developed for heterogeneous network classification [3] , [12] , [13] .
A straightforward approach is to decompose the heterogeneous network with multiple relations into multiple networks with single-relation [7] , and collective classification methods [8] , [9] can be applied for the entity classification task on each single-relation network, and then ensemble method is used to combine the classification results. Eldardiry and Neville [14] developed an iterative approach and incorporated the ensemble classifiers learned from homogeneous networks into it to refine the prediction. These problem transformation approaches are simple and easy to implement because existing single-relational classification methods can be used directly as components. However, it is clear that these methods are incapable of exploiting the relation relevance for they neglect the importance of different types of relations, which might degrade the classification performance.
Some researchers try to build an attribute feature set to encode the network structure information by counting the number of each type of relation, which also leads to a degeneration of the network structure information. Kong et al. [12] extracted multiple types of relations from the heterogeneous network by using meta-path, and transferred the relation information into the attribute feature by counting the number of relations. However, this method regards all types of relations as same. We use this method as a baseline in our experiments. Vijayan et al. [15] solved the multi-label collective classification in a multi-attribute network, where each relational view was transformed into a vector space by aggregating the label information. The counting number of connections among entities through a relation is used as its weighting value. Obviously, the classification results are implicitly influenced by the weighting values of relations. However, there is a high risk that the connection counting has only weak discrimination effect for the classification.
Some other methods use parameters to weight the relations and tune the parameters based on the given training data [10] , [11] . Jacob et al. [16] transformed the relations into a feature vector and then defined an edge function with multiple parameters for the relations. Shi et al. [10] developed an objective function for minimizing an empirical loss, which was solved by stochastic gradient boosting trees. In this approach, a set of weighting parameters was used for judiciously filtering out the data sources that were noisy. Satchidanand et al. [11] modeled multiple relations as a set of hypergraphs and performed parameter selection for these different hypergraphs. Although such approaches can be effective in some cases, they may be prone to overfitting the training data, especially when there are noise relations and the training data is scant.
Besides, Eswaran et al. [17] proposed ZooBP to perform on heterogeneous graphs with multiple types of entities and relations. Ji et al. [3] proposed an algorithm, RankClass, for both classification and ranking of the entity in the heterogeneous network. This method assumed that the important entity within each class played more important roles for classification. Some transductive methods were proposed in recent years [18] , [19] . Our proposed RTM is different from these methods, where we aim to classify the entities with feature descriptions and ranking the connecting relations simultaneously.
B. TENSOR-BASED NETWORK LEARNING
A tensor is a multi-dimensional array which is powerful and versatile to model heterogeneous network. Since that tensor-based relational learning techniques have been extensively applied in many research area, such as link prediction [20] , entity ranking [21] , community discovery [22] - [24] .
Various researchers have considered tensor factorization techniques to analyze multi-way interactions among entities in a network. Nickel et al. [20] proposed a three-way tensor factorization approach, RESCAL, which is a symmetric Tucker model, to exploit the collective learning effect. Sun et al. [25] applied a 3-way Tucker decomposition on the user, query-term and web page data in order to personalize web search. Lin et al. [22] proposed a novel relational hypergraph representation for modeling multi-relational and multi-dimensional social data and studied an efficient factorization method for community extraction on a given meta-graph. These approaches, which induce some inherent sharing of parameters between different entities and relations, have been applied successfully in many applications, such as community discovery [23] , link prediction [24] , and ranking [21] .
Recently, Ng et al. [26] proposed a framework, MultiRank, to seek the stationary probability distributions of tensors for the ranking problem. Later on, this approach is employed for computing the hub, authority scores of an entity, and the relevance scores of relations [27] . The approach is also used for discovering the community structure [28] . Subsequently, Li et al. [29] extend the method for image retrieval, where an image is represented by several visual concepts. Different from these approaches, we focus on the problem of entity classification and relation ranking in which the entity features and the labels information of each entity are taken into account. A tensor-based transition probability graph with both labeled and unlabeled data is constructed. This leads to a semi-supervised learning approach for entity classification and relation ranking.
III. PRELIMINARY
In this section, we describe the preliminary how to transfer the heterogeneous network (HN for short) to the multi-relational network (MRN for short), and how to construct the tensor from the multi-relational network. The notations involved will be also explained.
A. HN TO MRN
For ease of understanding, we use a tuple (e i t i , <e t i , e t j >, e j t j ) to describe a cell of heterogeneous network. In the tuple, e i t i denotes that the first end is the ith entity of the type t i , type t j , e j t j denotes that the last end is the jth entity of the type t j , and <e t i , e t j > denotes that the connected relation is between the entities of type t i . The two end entities of each relation could be the same type or different types, which decides the type of relation between them. We transfer the heterogeneous network to the multi-relational network, because we focus on the entity classification of only one type of entities of the heterogeneous network. Thus, the relations among the classification entities are worth retaining to be applied in the classification process and the other types of entities can be erased from the network.
We try to retain the network information among classification entities by combining every two tuples. If there are two tuples, the first end of one tuple have the same type with the last end of the other and another end of the two tuples are same, thus the two tuples can be combined to a new tuple with the two entities are of the same type. We select from the new tuples with the classification entity to construct the multi-relational network for entities classification.
We show how to transfer the heterogeneous network in Fig.1(a) to the multi-relational network in Fig.1(b) . The relations in Fig.1(a) are undirected, so we neglect the directions of the relations. We list all the tuples of the HN in Fig.1(a) in the following. We combine above tuples according to the giving rules. Note that the relations of the heterogeneous network are undirected, the relations generated by combining the tuples are also undirected. For the new tuples, we retain the type information of relations and simply regard the type of the erased entity as the type of the generating relation. Thus, the multi-relational network is constructed with one type of entity and multiple types of relations. The new tuples are in the following and the generating corresponding multi-relational network is in Fig.1(b) .
B. MRN TO TENSOR
In the multi-relational network, each relation is associated with two entities with the specific type. The entity is the classification object. In traditional classification or most of the current classification task, each entity is usually represented by a vector with its attribute value, in which the vector is denoted by f i ∈ R d . For the classification task, it is a supervised learning process and the assigned class labels are given. Each entity is associated with at least one possible labels. Suppose there are n entities, m relations, and q possible labels. We need to predict the class labels for the unlabeled entities by using the multi-relational network information and the entity features if possible. Simultaneously, we can obtain the relations ranking corresponding to the current classification task. Through the ranking results, we can know which relations are useful.
Tensor is the extension of the matrix, which can easily represent the data with multiple dimensions. The same with the heterogeneous network, a tuple can represent a cell of the multi-relational network. Thus, we use a three-way tensor to represent the multi-relational network, and each element of the tensor represents a tuple (cell) of the multi-relational network. A= a i,j,k is a 3-dimensional tensor of size (n × n × m), where i, j = 1, 2, . . . , n, and k = 1, 2, . . . , m. (i, j) refers to the indices for entities and k for the types of relations.
In the multi-relational network, if the ith entity is connected to the jth entity through one kth type of relation, then a i,j,k adds 1. Note that the tensor is zero before constructed. And A is a nonnegative tensor for a i,j,k ≥ 0, ∀i, j, k.
The tensor in Fig.1(c) is the constructed tensor of multi-relational network in Fig.1(b) . All the relations in the multi-relational network are undirected. Each relation is corresponding to two tuples which are the mirrors of the other. Thus, each font slice of the tensor is symmetrical. Note the entities e 1 and e 5 are connected each other through relations <c 1 > and <c 2 > which are the same type. The corresponding elements in the current slice are 2 which represents the number of the same type of relations between one pair of entities.
IV. RANDOM WALK TENSOR MODEL
For the classification model, we consider all the entities randomly walk in the multi-relational network. Assuming that if the entities have similar class label distributions, it has a high probability they visit each other. Thus, for the unlabeled entities, we can obtain their class labels from their visitors. Markov chain is a random walk model, which could be formulated as Eq. (1):
In the Markov chain model, p is a vector and denotes the states of the random variable.W is a transition matrix and stores the transition probability of random variable from one state to other states. We propose the Markov chain based classification model, where the transition probabilities among entities are constructed by the tensor network or the entities features. Due to the periodicity, ergodicity, reproducibility, irreducibility of the Markov chain model, it is appropriate to be used for classification. Specifically, we can easily obtain the stable class label distribution of each entity by iteratively walking the process.
A. RANDOM WALK IN FEATURE GRAPH
Considering the usual case that the entity is represented by an attribute feature, which is usually denoted by the vector f i . According to the assumption that the entities with similar class label distribution may more easily visit each other, those entities may express similar features in attributes. Thus, we construct the transition probability matrix of the Markov chain by computing the similarity of the feature vector. Many distance metrics could be used, such as cosine similarity, Information-Theoretic Metric Learning (ITML) [30] , Neighborhood Component Analysis (NCA) [31] , Large Marign Nearest Neighbor (LMNN) [32] , et al. Specifically, we use the cosine similarity to compute the similarity among entities, which is
where f i and f j are the feature vectors of the ith and jth entities, respectively.
The similarity cannot be directly used for the transition probability. For the random variable, the sum of its transition probability should be one. An n-by-n matrix W = (w i,j ) is constructed as the transition matrix. In the matrix, each column equals one, n i=1 w ij = 1, j = 1, 2, . . . , n, by normalizing the matrix C = (c i,j ), where c i,j = cos(f i , f j ) indicates the cosine similarity between the ith and jth entities.
We can obtain the stable probability distributions of entities by iteratively computing the entities vector x based on the transition matrix W .x
with n i=1x i = 1.
B. RANDOM WALK IN TENSOR NETWORK
The constructed tensor in section III-B is represented the relations among entities. Through cutting the tensor into slices (matrices), we can obtain the entity-entity matrix of each type of relations and the entity-relation matrix of each entity. The first kind of matrix represents the connection state of the entities on the current type of relation and the second kind of matrix expresses that for the current entity, the connection state through the relations to other entities. Thus, we can obtain two new tensors from the relation and entity view, respectively. We use O = o i,j,k and R = r i,j,k to denote the two tensors, which can be obtained by normalizing the entries of A as follows:
According to the characteristic of the transition probability matrix of Markov chain model, the two tensors can be used for transition of entities and relations. We call them transition probability tensors which are the analog of transition probability matrices in Markov chains [33] . Given the explanation of the two tensors, o i,j,k represents the probability of visiting the ith entity by given that jth entity is currently visited when using the kth relation, and r i,j,k represents the probability of using the kth relation given that ith entity is visited from the jth entity. Specifically, let X t = [X t = 1, . . . , X t = n] and Z t = [Z t = 1, . . . , Z t = m] be the random variables referring to visiting any particular entity and using any particular relation at the time t, respectively. The transition probabilities can be written as follows:
If there is a dangling node (a i,j,k is equal to 0 for all 1 ≤ i ≤ n [34] ), the values of a i,j,k can be set to 1/n (an equal chance to visit any object). Similarly, r i,j,k can be set to 1/m (an equal chance to use any relation), if a i,j,k is equal to 0 for all 1 ≤ k ≤ m.
C. SOLUTION TO MARKOV CHAIN TENSOR MODEL
Let x be a column vector of length n and z be a column vector of length m. Let Axz be a vector in R n such that
Similarly, Axx is a vector in R m such that
Given two transition probability tensors O and R, we study the following probabilities:
where
is the joint probability distribution of X t−1 and Z t , and P [X t = i, X t−1 = j] is the joint probability of X t and X t−1 . Here we employ a product form of individual probability distributions for joint probability. Under this assumption, (5) and (6) become
Here, we seek to achieve a stationary distribution of entities, denoted byx = [x 1 ,x 2 , . . . ,x n ] T with n i=1x i = 1 and a stationary probability distribution of relations, denoted bȳ
T with m k=1z k = 1, wherē
Using the above equations, we havē
Formally, under the tensor operations for (7) and (8), we compute the stationary probabilities of the entities and relations by solving the following two tensor equations:
VOLUME 7, 2019
D. THE RTM ALGORITHM
An iterative algorithm is proposed to solve the Markov chain tensor model. The pseudo-code of the RTM algorithm is described in Algorithm 1. The random walk with restart model is used to start the random walker on the labeled entities. The entities iteratively visit the neighboring entities with the transition probabilities O and W given in (9) and (2). At each step, it has probability α(0 < α < 1) to return the label information of labeled entities. A weighting parameter γ is set to scale the relation and feature information, which is denoted as O and W , respectively. We use β = γ × (1 − α) to simplify the description of the equation. The walker with stationary probabilities will finally stay at different entities. Formally, these stationary probabilities are computed using the following equation:
where l is an assigned probability distribution vector of size n referring to the labeled entities in the current label c. To construct l, one simple way is to use a uniform distribution of the entities with the class label c(c = 1, 2, . . . , q). More precisely,
where n c is the number of entities associated with the label c in the labeled dataset, Y i is the label set of ith entity.
Algorithm 1
The RTM Algorithm. Input: O, R, W , l, x 0 , z 0 ; Parameters: α, β, ε; 1: repeat 2: set t = t + 1;
3:
4:
In this paper, we present an iterative algorithm to solve the tensor Eqs. (10) and (11) simultaneously. After finite iterations, we can obtain the stationary probability distributions of entities and relations w.r.t. different class labels. Top relevant relations which strongly related with a specific label based on the stationary probability values of relations w.r.t this class label. We regard the stationary probability distributions of the entities over different classes as the classification confident values to predict the labels for the unlabeled entities.
E. COMPUTATIONAL COMPLEXITY
The computational cost of RTM depends on the multiplication operation of tensor in the Algorithm 1. Since the tensor is the high-dimensional vector, we analyze the computational complexity of the tensor operation in steps 2 and 3 (see Algorithm 1) . Both the size of tensors O and R are n×n×m. The multiplication operation performs on each element of tensor. Thus, the computational complexity of tensor operation is O(n 2 m) . However, the zero element of tensor does not perform the multiplication operation. The tensor is sparse since the tensor is the representation of the relations among entities. We assume that there are D nonzero entries in O and R. Thus, the cost of the tensor calculations are of O(D) arithmetic operations.
Let T be the iteration number of the proposed algorithm. The cost of obtaining the stationary distributions of x and z is O(TD). For the classification, we need to get the stationary distributions of x and z for each label. Assume that we have q possible labels, the total cost of this algorithm is O(qTD).
V. THEORETICAL ANALYSIS
In this section, we show the existence and uniqueness of the stable probability distributions ofx andz.
Let
|x ∈ n , z ∈ m }. n , m and are closed convex sets.
Theorem 1: Suppose O and R are constructed in Section 4, 0 ≤ α, β < 1, and l ∈ n is given. For any x ∈ n and z ∈ m , we have (1 − α − β)Oxz + βW x + αl ∈ n and Rx 2 ∈ m . Proof:
Using Theorem 1, we prove the existence of positive solutions to the tensor equations in (11) and (10) 
and
where 0 < α < 1, 0 ≤ β < 1, and l ∈ n is given. Moreover, bothx andz are positive. Proof: We complete the proof by reducing the problem into a fixed point problem. We first define the following mapping T : → Let us consider the following inquantity:
It is clear that T ([x, z]) ∈ ) when [x, z] ∈ T , and T is continuous. According to the Brouwer
for all i ∈ I . Hence, we have o i,j,k = 0 for all i ∈ I and for all j / ∈ J for any fixed k / ∈ K . Thus, the matrices (o i,j,k )(k / ∈ K ) are reducible. It implies that O is reducible. By using the similar argument and considering the equation Rx 2 =z, R is also reducible. According to these results, ifx andz. tensors O and R are reducible, which is not consistent with the fact. Hence bothx andz must be positive.
In [35] , it has been given a general condition which guarantees the uniqueness of the fixed point in the Brouwer Fixed Point Theorem, namely, (i) 1 is not an eigenvalue of the Jacobian matrix of the mapping and (ii) for each point in the boundary of the domain of the mapping, it is not a fixed point. In our case, we have shown in Theorem 2 that all the fixed points of T are positive when O and R are irreducible, i.e., they do not lie on the boundary ∂ of . [x,z] which are the stationary probability vectors, which gives RTM values of entities and relations respectively for classification purpose effectively.
VI. EXPERIMENTAL RESULTS
We conduct experiments on four real-world datasets to demonstrate the effectiveness of the RTM model on entities classification and relations ranking. To evaluate the performance of the RTM algorithm, we adopt five algorithms as the baseline methods.
• ICA: It is commonly used as a comparison in collective classification
• wvRN+RL [36] . It is a relational method which transfers the content and structure information to the relationship among entities, respectively. [8] . For multiple relations, we aggregate them all into one relation.
• EMR: C. Preisach & L. Schmidi-Thieme [7] used an ensemble to combine multiple relations while neglecting their differences. We train an ICA classifier for each relation which votes for the final prediction.
• Hcc: Kong et al. [12] proposed this method for heterogeneous network classification, in which the meta path-based linkages among entities can be viewed as multiple relations.
• Hcc-ss: We employ a semi-supervised approach semiICA [9] to replace the base classifier ICA in Hcc.
A. EXPERIMENT ON NUS
NUS [37] is a real-world image dataset collected by Lab for Media Search in National University of Singapore (NUS). 1 More details of this dataset can be found in [37] . For this paper, we choose two high-level concepts, i.e., scene and object, as the class labels of 5780 images. Each image is represented as a bag-of-words of SIFT description of length 500, which can be regarded as the feature vector of each image. Each image is associated with multiple tags given by users. Considering the sparsity of the multi-relational network and its corresponding tensor. We choose 41 tags from 1000 tags that are frequently used in the datasets. Such images, tags, and concepts construct a heterogeneous network with 42 types of entities.
We transfer the heterogeneous network to the multirelational network by erasing the tag information and regard each tag as one type of relation. All the images that are associated with one tag are connected to each other in the multi-relational network. For the classification task of NUS is to predict the image describes a scene or an object. Firstly, we conduct a compared experiment to show the importance of relations selection for the given classification task. We assume that if most of the images that are associated with one tag have the same class label, this tag is important to the current classification task for it can clearly distinguish its relevant class labels of images. We select two groups of tags, GTR and GTF, according to the tags ranking of being relevant to the class labels and of appearing frequency. The tags are listed in Table 1 .
We randomly pick up {10, 30, 50, 70, 90}% of the entities as training data and predict the class labels of the remaining entities. Table 2 shows the accuracy of RTM over 10 trials that the entities randomly walk in the GTR network and GTF network, respectively. Apparently, GTR network is highly relevant to the current classification task. The accuracy is 0.955 even with only 10% labeled entities. If the network has much noise information like GTF network, it badly influences the classification accuracy even though 90% of images for training. Moreover, we compare the top-12 tags of GTR and GTF to analyses the huge gap of the classification accuracy between the two networks. From Table 3 , the tags of GTR is more relevant to the corresponding concept. The tags of ''sky'',''clouds'',''landscape'',''landscape'',et.al., rank highly in the object classification when images walk in GTF network, which doesn't make sense. The relations ranking is influenced by the relations density.
B. EXPERIMENT ON ACM
ACM dataset is extracted from the ACM digital library 2 with KDD conferences from 1999 to 2010 and SIGIR conferences from 2000 to 2010. This dataset is firstly used in [26] . Each publication contains the title, keywords, authors, concepts, conference, citations, published year, and index terms. The index terms of papers are given by ACM based on the ACM Computing Classification Systems. 3 The task of this experiment is to predict the index term for each publication. Each publication is represented by a bag-of-words vector from title terms. Other information consist of a heterogeneous network, which implicates the correlation among publications. We organize them into a multi-relational network with six type of relations, i.e., <co-author>, <co-concept>, <co-conference>, <co-keyword>, <published-year> and <cita-tion>. Note that except for the <citation> relation, all the other types of relations are non-directed. Which means that, if two publications have one same keyword, we consider there are two converse relations with different start-end entities. For the citation relation, we just confirm that the publication is related to the cited paper.
In this experiment, we predict the index terms for the publications on the dataset by randomly picking up {10, 20, 30, 40, 50, 60, 70, 80, 90}% of the examples as the training data. Each publication may connect other publications through some types of relations. The classification result on ACM is shown in Table 4 . From the table, our algorithm outperforms the compared methods with different percentages of labeled data. Specifically, when the percentage of labeled data is less than 30%, our algorithm has great superiority. The EMR and wvRN + RL algorithms have poor performances, and similar observation can also be found in the experiments on DBLP.
C. EXPERIMENTS ON DBLP
DBLP dataset is reported by Ji et al. [38] which is extracted from DBLP 4 and contains publications from 20 computer science conferences on four research areas: database (DB), data mining (DM), artificial intelligence (AI), and information retrieval (IR). Each of them contains five conferences (see Table 5 ). Each publication of this dataset includes the authors, title, conference, and research area, besides the research area of all the authors and conferences. For this dataset, our task is to identify the interested area of each author based on their content and relation information. For each author, a bag-ofwords representation of all the publication titles published by the author is regarded as its content information. We transfer the DBLP heterogeneous network into a 2-relational network, i.e. relations <co-conference> and <co-author>. Each author is assigned with a class label indicating his/her research area.
In this experiment, we evaluate the performance of RTM algorithm on DBLP dataset and report the result. We randomly pick up {10, 20, 30, 40, 50, 60, 70, 80, 90}% of the examples as the training data, and the remaining for testing. In order to randomize the experiments, for each given split, 10 test runs were conducted. The mean and standard deviation of the performance are reported in Table 6 . From the table, Our algorithm always results in the best performance.
Through the classification result on ACM and DBLP, we analyze the reason is that our algorithm considers the importance degree of different types of relations. The wvRN+RL only uses relation information, and thus is not competitive with our RTM method, which uses a tensor to represent both the relation connections and a matrix to the entities similarities. EMR and ICA methods both neglect the importance of relations which is critical in predicting the labels of entities in the network. Both ICA and wvRN+RL without considering the semi-supervised learning mechanism suffer performance degradation when there are less than 20% labeled data. Our method achieves significant improvement against these baselines in this case, which suggests the superiority of the idea of leveraging both labeled and unlabeled data in our algorithm.
We can compute the conferences ranking in each research area based on the relation ranking results of our proposed method. In Table 5 , the boldface ones indicate these conferences ranked top-5. Clearly, the first four conferences are included in the top-5 ranking list. This phenomenon is consistent with our expectation. For the other conferences that are not in top-5, PODS rank 6 in Database, PKDD ranks 6 in Data Mining, ECML ranks 6 and CVPR ranks 11 in Artificial Intelligence, WSDM ranks 19 in Information Retrieval. In general, the conference relations ranking results have shown their topic preference of these four research areas. This observation reflects that the ranking results of our proposed method for the conferences of the DBLP dataset is reasonable.
D. EXPERIMENT ON MOVIES
This dataset is collected from IMDB 5 and Rotten Tomatoes, 6 which is published by GroupLeans research group. 7 Each movie contains the tags, director, and genres. For this dataset, our task is to predict the genre for each movie based on their tags and director information. The tags are given by users and we count the number of users who give the same tag for one movie. A bag-of-word representation of these tags is considered as the content feature of movies. Each director 7 https://grouplens.org/datasets/hetrec-2011/ is regarded as one relation. If two movies are directed by the same director, they are related to each other. Each movie is assigned one of five genres, i.e., adventure, romance, thriller, war, documentary as its class label. Table 7 shows the entity classification accuracy of different methods on the Movies dataset. In the previous experiments, we have shown that the Hcc and Hcc-ss algorithms can get much better results than the other compared algorithms. In this experiment, we only show the comparison between our algorithm and these two algorithms. This dataset has a much larger scale and the connections among entities are more sparse. For simplicity, we only select five classic types of movie genres to show the effect of the director relations for predicting movie genre and ranking the directors in each genre.
From Table 7 , our algorithm gets the best performance. And it could even get better performance when using only 20% training data compared with Hcc and Hcc-ss using 90% training data. Even though 90% of entities are used as labeled data for training, the test accuracy is still undesirable, indicating that the director and the tag information from users are not sufficient for this task. Maybe more descriptions about the movie itself such as the story, video, music, costume, makeup, and vision design, would increase the precision of the genre prediction. Table 8 shows the top 10 directors of each movie genre. The ranking results are based on the director distribution probability of each genre given by our proposed method. Meanwhile, for the 439 directors, they almost have different rankings in five genres, which infers that most directors prefer one specific type of movie. This result is consistent with our common sense that each director usually has one own style in productions. For example, the top 1 director of the documentary, Ivan Reitman, does not appear in other top 10. While some famous directors such as Alfred Hithchcok, Joel Schumacher, Akira kurosawa, and Steven Spielberg, have many works with different styles. 
E. PARAMETERS SELECTION
In this part, we discuss the parameters and the convergence of the RTM algorithm. The proposed algorithm has two essential parameters, i.e., the restart parameter α and the scale parameter γ .
The parameter α indicates the importance of supervision information at each iteration of our semi-supervised learning model. In general, when α has a larger value, the algorithm performs better. We test the performance of the algorithm on two datasets when α varies from 0.1 to 0.99. From Fig. 2(a) , the accuracy keeps going up with α varying from 0.1 to 0.99. When α is larger than 0.6, the increment has a little drop. In the experiment, we set α = 0.9 as the default value. Some difference is Fig.2(b) , the accuracy firstly increases and then goes down varying with α increasing. It gets best when α = 0.8 on DBLP and we set α = 0.8 as the default value in all experiments.
For the other two datasets, ACM and Movies, they show the same trend on the NUS dataset and we set α = 0.9 as the default value for them in the experiments. Parameter γ mostly depends on the effect of the description features and relational information for the classification accuracy. When γ = 0, it means only use the relational information. When γ = 1, it means only use the feature information. When γ is larger than zero, it means the relational information has a positive effect on the classification result. And when γ is larger, the feature takes more roles in the classification process. For different datasets, they have a different tendency which we will discuss more in the following experiments.
We first test the performance of the algorithm on NUS when γ varies from 0 to 1. Fig.3(a) shows a stable tendency when γ varies from 0 to 0.4. Then it goes down when γ increases. It shows that it's enough to get the best result when only using the tag information in NUS dataset. And some little representation information cannot affect the classification result. When the representation information takes much more role in the process, the accuracy will drop. We set γ = 0.4 as the default value in all the experiments. We conduct the same experiment on DBLP dataset. From Fig. 3(b) , we get the worst result when only use the feature information, where γ is lower than 0.8. Though the performance achieves over than 0.9 when only using the relational information, the result is better when using both relational and feature information. The figure shows that our algorithm performs best when γ = 0.6 on DBLP and we set it as the default value.
F. CONVERGENCE STUDY
In this section, we discuss the convergence of the RTM algorithm. We show the difference between neighboring iteration (ρ = x t − x t−1 + z t − z t−1 ) w.r.t. the iteration number on four datasets. Fig.4 shows the result that the difference drops to zero or keeps stable when the iteration number is larger than 10, which means the algorithm has good convergence.
Besides, we show the accuracy of NUS and DBLP datasets varying with the iteration number. We can see from Fig.5(a) and Fig.5(b) that the accuracy stays steady after two or three times iteration. It means that though the algorithm has not converged yet, the probability matrix would not affect the prediction results. Thus, we set 6 as the iteration number in all the experiments to reduce the runtime and keep the prediction precision.
VII. CONCLUSION
In this paper, we proposed a random walk tensor model, RTM, to predict the class labels for the entities in the heterogeneous network. We transferred the heterogeneous network to the multi-relational network and then used a three-way tensor to represent the multi-relational network. The Markov chain is a random walk model, which can be used for the entities classification under the idea of entities random walk in a tensor network or feature graph. Besides, we can simultaneously obtain the relations ranking of the current classification task for more analyses of the relations relevance to the classification task. An iterative process is used for solving the Markov chain tensor model and obtain the final stable state probability distribution of entities and relations for the classification and ranking tasks. Moreover, theoretical analyses were provided to declare the existence and the uniqueness of the stationary probability distributions. Extensive experiments on four real-world datasets demonstrate the superiority of the proposed method in entity classification and its effectiveness in relation ranking.
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