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osting by EAbstract TL-moments and LQ-moments of the exponentiated generalized extreme value distribu-
tion (EGEV) will be obtained and used to estimate the unknown parameters of the EGEV distribu-
tion. Many special cases may be obtained such as the L-moments, LH-moments and LL-moments.
The estimation of the EGEV distribution parameters is studied in numerical simulations where the
method for obtaining TL-moments is compared with other estimation methods (L-moments estima-
tors, LQ-moment estimators and the method of moment estimators). The true formulae for the rth
classical moments and the probability weighted moments for the EGEV distribution will be
obtained to correct the Adeyemi and Adebanji [1] results.
ª 2010 Cairo University. Production and hosting by Elsevier B.V. All rights reserved.Introduction
A new two-parameter distribution, called the exponentiated
generalized extreme value distribution (EGEV), has been intro-
duced byAdeyemi andAdebanji [1]. The EGEVdistribution is a
generalized version of the generalized extreme value (GEV)Production and hosting by
o University.
lsevierdistribution. The GEV distribution is often used to model ex-
tremes of natural phenomena such as river heights, sea levels,
stream ﬂows, rainfall and air pollution in order to obtain the dis-
tribution of daily or annual maxima. Additionally, in a reliabil-
ity context, analogous analyses are performedwhere the interest
is in sample minima strengths and failure times.
The GEV distribution is a family of continuous probability
distributions developed within extreme value theory to combine
the Gumbel, Fre´chet andWeibull families also known as type I,
II and III extreme value distributions, respectively. The cumula-
tive distribution function of the EGEV distribution is:
FðxÞ ¼ expðbð1 kxÞ
1=kÞ; k – 0
expðbðexpðxÞÞÞ; k ¼ 0
(
where 1 < x < 1
k
for k > 0; 1
k
< x < 1 for k< 0 and b> 0.
The corresponding density function will be:
fðxÞ ¼ bð1 kxÞ
1=k1
expðbð1 kxÞ1=kÞ; k – 0
b expðbðexpðxÞÞÞ expðxÞ; k ¼ 0
(
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2 < k< 1/2 Hosking et al. [2] for the GEV distribution.
Adeyemi and Adebanji [1] studied the EGEV distribution with
k „ 0. They studied some of its mathematical properties and
obtained the rth classical moments and the probability
weighted moments of the EGEV distribution.
The ﬁrst aim of this paper is to introduce the TL-moments
and LQ-moments of the EGEV distribution. The TL-moment
estimators (TLMEs), L-moments estimators (LMEs), LQ-mo-
ment estimators (LQMEs) and the method of moment estima-
tors (classical estimators) (MMEs) for the EGEV distribution
will be obtained. A numerical simulation compares these meth-
ods of estimation mainly with respect to their biases and root
mean squared errors (RMSEs) will be obtained. The second
aim of this paper is to derive the true formulae for the rth clas-
sical moments and the probability weighted moments (PWMs)
for the EGEV distribution to correct the Adeyemi and Ade-
banji [1] formulae for the EGEV.
The remaining sections are as follows. In section two, the
TL-moments and the LQ-moments with different special cases
of the EGEV distribution will be derived. In section three, the
TL-moments estimators (TLMEs) and the LQ-moments esti-
mators (LQMEs) will be obtained for the EGEV distribution.
In section four, the true formulae for the rth classical moments
and the probability weighted moments (PWMs) for the EGEV
distribution will be obtained. In section ﬁve, the method of
moment estimators (MMEs) and the L-moments estimators
(LMEs) of the EGEV distribution will be derived. In section
six, material and methods of a numerical simulation to com-
pare the properties of the TLMEs, LMEs, LQMEs and the
MMEs of the EGEV distribution will be obtained. Results
are discussed in the experimental results, and ﬁnal section is
the conclusion.
TL-moments and LQ-moments
In this section, the TL-moments and LQ-moments of the
EGEV distribution will be obtained. From the TL-moments
with generalized trimmed, many special cases can be obtained
such as the TL-moments with the ﬁrst trimmed, L-moments,
LH-moments and LL-moments for the EGEV distribution.
TL-Moments
Let X1,X2,. . .,Xn be a conceptual random sample (used to de-
ﬁne a population quantity) of size n from a continuous distri-
bution and let X(1:n) 6 X(2:n) 6    6 X(n:n) denote the
corresponding order statistics. Elamir and Seheult [3] deﬁned









EðXðrþsk:rþsþtÞÞ; r ¼ 1; 2; . . .
The TL-moments reduce to L-moments (see Hosking [4]) when
s ¼ t ¼ 0. They considered the symmetric case (s= t). Hos-
king [5] obtained some theoretical results for the TL-moments
with generalized trimmed for s and t (symmetric case (s= t)
and asymmetric case (s „ t)) and obtained the TL-moments
coefﬁcient of variation TL-CV, the TL-skewness and the TL-
kurtosis as follows:
sðs;tÞ ¼ kðs;tÞ2 =kðs;tÞ1 ; sðs;tÞ3 ¼ kðs;tÞ3 =kðs;tÞ2 ; and sðs;tÞ4 ¼ kðs;tÞ4 =kðs;tÞ2 :Hosking [4] concluded that L-moments have the following the-
oretical advantages over classical moments:
1. For L-moments of a probability distribution to be mean-
ingful, we require only that the distribution has a ﬁnite
mean; no higher-order moments need be ﬁnite.
2. For standard errors of L-moments to be ﬁnite, we require
only that the distribution has a ﬁnite variance; no higher-
order moments need be ﬁnite.
3. L-moments, being linear functions of the data, are less sen-
sitive than are classical moments to sampling variability or
measurement errors in the extreme data values.
4. The boundedness of L-moments ratios: s3 is constrained to
lie within the interval (1,1) compared with classical skew-
ness, which can take arbitrarily large values.
5. L-moments sometimes yield more efﬁcient parameter esti-
mates than the maximum likelihood estimates.
6. L-moments provide better identiﬁcation of the parent dis-
tribution that generated a particular data sample.
7. A distribution may be speciﬁed by its L-moments even if
some of its classical moments do not exist.
8. Asymptotic approximations to sampling distributions are
better for L-moments than for classical moments.
Maillet and Me´decin [6] introduced the relation between the
rth TL-moments and the ﬁrst TL-moments with generalized
trimmed for s and t (symmetric case (s= t) and asymmetric
case (s „ t)). Indeed, it is sufﬁcient to compute TL-moments










kðrþsj1;tþjÞ1 ; r ¼ 1; 2; ;3; . . .
where s; t ¼ 0; 1; 2; . . .. This relation is very important and
helped to enable easier calculations for the rth TL-moments
with any trimmed and L-moments as particular cases of the
rth TL-moments with generalized trimmed for s and t. They
underlined that the TL-moments approach is a general frame-
work that encompasses the L-moments, LH-moments and the
LL-moments.
Elamir and Seheult [3] concluded that TL-moments have
the following theoretical advantages:
1. TL-moments are more resistant to outliers.
2. TL-moments assign zero weight to the extreme observations.
3. They are easy to compute.
4. Moreover, a population TL-moments may be well deﬁned
where the corresponding population L-moments (or central
moment) do not exist: for example, the ﬁrst population TL-
moment is well deﬁned for a Cauchy distribution, but the
ﬁrst population L-moment, the population mean, does
not exist.
5. TL-moments ratios are bounded for any trimmed for s and
t ¼ 0; 1; 2; . . ..
6. Their sample variance and covariance can be obtained in
closed form.
7. The method of TL-moments is not intended to replace the
existing robust methods but rather to complement them.
According to the above relations, the ﬁrst four TL-
moments with generalized trimmed for s and t
ðs; t ¼ 0; 1; 2; . . . ; Þ of the EGEV distribution for kP  1 will
be:




























































ðjþ3Þ!ðt jÞ! ðsþ jþ5Þðsþ jþ6Þ
#
: ð4Þ
From these results we can obtain the TL- coefﬁcient of varia-
tion s(s,t), TL-skewness sðs;tÞ3 and TL-kurtosis s
ðs;tÞ
4 for the
EGEV distribution. For b= 1, we obtain the TL-moments
for the GEV distribution as a special case from the TL-mo-
ments of the EGEV distribution as per Maillet’s and Me´decin’s
[6] results.
Special cases
The TL-Moments with the ﬁrst trimmed (s = t = 1)
By substituting, s ¼ 1 and t ¼ 1 and in Eqs. (1)–(4), the ﬁrst





























From these results we can obtain the TL- coefﬁcient of varia-
tion, TL-skewness and TL-kurtosis with the ﬁrst trimmed for
the EGEV distribution. For b= 1, we obtain the TL-moments
with the ﬁrst trimmed for the GEV distribution as a special
case of the EGEV distribution as per Maillet’s and Me´decin’s
[6] results.
The L-Moments (s = t = 0)
By substituting, s ¼ 0 and t ¼ 0 in Eqs. (1)–(4), we can obtain
the ﬁrst four L-moments for the EGEV distribution as a spe-
cial case from the TL-moments for the EGEV distribution.
The ﬁrst four L-moments for the EGEV distribution for
kP  1 will be:k1 ¼ 1
k
bkð1 Cðkþ 1ÞÞ; ð5Þ
k2 ¼ 1
k
bkCðkþ 1Þð1 2kÞ; ð6Þ
k3 ¼ 1
k




bkCðkþ 1Þð1 5ð4Þk þ 10ð3Þk  6ð2ÞkÞ: ð8Þ
Also, we can obtain the L-coefﬁcient of variation s= k2/k1, L-
skewness s3 = k3/k2 and L-kurtosis s4 = k4/k2 for the EGEV
distribution. For b= 1, we can obtain the ﬁrst four L-moments
for the GEV distribution as a special case from the L-moments
of the EGEV distribution as per Hosking’s [4] results.
The LH-Moments (t = 0)
The LH-moments are linear functions of the expectations of
the highest order statistic and introduced by Wang [7] as a
modiﬁed version of L-moments, to characterize the upper part
of a distribution. When one wants to put more emphasis on ex-
treme events, the LH-moment approach allows us to give more
weight to the largest items. When, the LH-moment corre-
sponds to the L-moments. As s increases, LH-moments reﬂect
more and more the characteristics of the upper part of the
data. Wang [7] found that the method of LH-moments resulted
in large sampling variability for high s and recommended not
to use values of s higher than 4.
By substituting t ¼ 0 in Eqs. (1)–(4), the ﬁrst four LH-mo-




































ðsþ 3Þðsþ 4Þðsþ 2Þk þ 1
3
ðsþ 2Þðsþ 3Þðsþ 1Þk
 1
6
ðsþ 5Þðsþ 6Þðsþ 4Þk
From these results we can obtain the LH-coefﬁcient of varia-
tion sðs;0Þ ¼ kðs;0Þ2 =kðs;0Þ1 , LH-skewness sðs;0Þ3 ¼ kðs;0Þ3 =kðs;0Þ2 and
LH-kurtosis sðs;0Þ4 ¼ kðs;0Þ4 =kðs;0Þ2 with generalized trimmed for s
for the EGEV distribution. Also, for s ¼ 1; 2; 3; . . ., the LH-
moments can be obtained with any trimmed s for the EGEV
distribution.
The LL-Moments (s = 0)
The LL-moments are linear functions of the expectations of
the lowest order statistic and were introduced by Bayazit and
O¨no¨z [8]. L-moments are a special case for, and if t increases
the weight of the lower part of the data will be increased. By
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ðjþ 3Þ!ðt jÞ! ðjþ 5Þðjþ 6Þ
#
:
From these results we can obtain the LL-coefﬁcient of varia-
tion sð0;tÞ ¼ kð0;tÞ2 =kð0;tÞ1 , LL-skewness sð0;tÞ3 ¼ kð0;tÞ3 =kð0;tÞ2 and LL-
kurtosis sð0;tÞ4 ¼ kð0;tÞ4 =kð0;tÞ2 with generalized trimmed for t for
the EGEV distribution. Also, for t ¼ 1; 2; 3; . . ., the LL-mo-
ments can be obtained with any trimmed t for the EGEV
distribution.
Results for the generalized extreme value distribution (b= 1)
By putting b= 1 in Eqs. (1)–(4), the ﬁrst four TL-moments
with generalized trimmed for s and t can be obtained for the
GEV distribution and these results are the same as the Maillet
and Me´decin [6] results and by putting s ¼ t ¼ 1, s ¼ t ¼ 0,
t ¼ 0 and s ¼ 0 in the TL-moments for the GEV distribution;
the results for the TL-moments with the ﬁrst trimmed Maillet
and Me´decin [6], L-moments Hosking [9], LH-moments Wang
[7] and LL-moments Maillet and Me´decin [6], respectively, will
be obtained for the GEV distribution.
LQ-Moments
Let X1,X2,. . .,Xn be a random sample from a continuous distri-
bution function F(x) with quantile function QXðuÞ ¼ F1X ðuÞ
and let X(1:n) 6 X(2:n) 6    6 X(n:n) denote the order statistics.
Mudholkar and Hutson [10] deﬁned the rth population LQ-







sp;dðXðrk:rÞÞ; r ¼ 1; 2; . . .
where 0 6 d 6 1/2, 0 6 p 6 1/2, and
sp;dðXðrk:rÞÞ ¼ pQXðrk:rÞ ðdÞ þ ð1 2pÞQXðrk:rÞ ð1=2Þ
þ pQXðrk:rÞ ð1 dÞ:
The linear combination sp,d is a ‘quick’ measure of the location
of the sampling distribution of the order statistic X(rk:r). The
candidates for sp,d include the function generating the common
quick estimators by using the median (p= 0.5, d= 0.5), the
trimean (p= 1/4, d= 1/4) and the Gastwirth (p= 0.3,
d= 1/3). They introduced the LQ-skewness and LQ-kurtosisfor the population by g3 = f3/f2 and g4 = f4/f2, respectively;
it may be used for identifying the population and estimating
the parameters. The LQ-skewness takes the value of zero for
symmetrical distributions.
Mudholkar and Hutson [10] concluded that LQ-moments
have the following theoretical advantages:
1. LQ-moments are often easier to evaluate and estimate than
L-moments.
2. LQ-moments always exist are unique.
3. Their asymptotic distributions are easier to obtain.
4. In general behave similarly to the L-moments when the lat-
ter exist.
The LQ-moments with the three cases (median, trimean and
Gastwirth) will be obtained for the EGEV distribution. Using
the median case (p= 0.5, d= 0.5) and the quantile function
for the EGEV distribution, the ﬁrst four LQ-moments for

















½Qoð0:841Þ  3Qoð0:614Þ þ 3Qoð0:386Þ Qoð0:159Þ:
where






Using the trimean case (p= 1/4, d= 1/4), the ﬁrst four LQ-












½Qoð0:909Þ þ 2Qoð0:794Þ  2Qoð0:674Þ
þQoð0:630Þ  4Qoð0:5Þ þQoð0:370Þ





½Qoð0:931Þ þ 2Qoð0:841Þ  3Qoð0:757Þ þQoð0:707Þ
 6Qoð0:614Þ þ 3Qoð0:544Þ  3Qoð0:456Þ þ 6Qoð0:386Þ
Qoð0:293Þ þ 3Qoð0:243Þ  2Qoð0:159Þ Qoð0:069Þ:
Using the Gastwirth case (p= 0.3, d= 1/3), the ﬁrst four LQ-








½3Qoð0:816Þ þ 4Qoð0:707Þ þ 3Qoð0:577Þ
 3Qoð0:423Þ  4Qoð0:293Þ  3Qoð0:184Þ;
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½3Qoð0:874Þ þ 4Qoð0:794Þ þ 3Qoð0:693Þ
 6Qoð0:613Þ  8Qoð0:5Þ  6Qoð0:387Þ





½3Qoð0:904Þ þ 4Qoð0:841Þ þ 3Qoð0:760Þ  9Qoð0:709Þ
 12Qoð0:614Þ þ 9Qoð0:514Þ  9Qoð0:486Þ þ 12Qoð0:386Þ
þ 9Qoð0:291Þ  3Qoð0:240Þ  4Qoð0:159Þ  3Qoð0:096Þ:
Then, the LQ-skewness and the LQ-kurtosis for each case
(median, trimean and Gastwirth) for the EGEV distribution
can be obtained for the EGEV distribution.
TL-moments and LQ-moments estimators
In this section, the use of the TL-moments and the LQ-mo-
ments for estimating the unknown parameters of the EGEV
distribution will be derived.
TL-Moments estimators
The TL-moment estimators (TLMEs) for the unknown param-
eters of the EGEV distribution can be obtained by equating











for the EGEV distri-
































  ðj s 1Þ
ðsþ 1Þ

ðn j tÞðtþ 1Þ

xðj:nÞ
Clearly, sample TL-moments reduce to sample L-moments
when s ¼ t ¼ 0. Now, we can obtain the TL-moment estima-
tors (TLMEs) ðk^ and b^Þ of the EGEV distribution by solving
































The Eqs. (9) and (10) are valid for any trimmed s and t and. To
solve these equations, determine the value of trimmed or the
value of s and t; but the resulting equations are difﬁcult tosolve (because the gamma function is a function of k). So,
these equations will be solved numerically. As a special case,
by putting s ¼ t ¼ 1, the TLMEs k^ and b^ for the TL-moments
with the ﬁrst trimmed and for s ¼ t ¼ 0, the L-moments esti-
mates (LMEs) can be obtained for the EGEV distribution.
Also, for b= 1, and by putting s ¼ t ¼ 1, the TLME k^ for
the TL-moments with the ﬁrst trimmed and for s ¼ t ¼ 0,
the LME for k can be obtained for the GEV distribution.
LQ-Moments estimators
To estimate the unknown parameters k and b for the EGEV
distribution using the LQ-moments, the ﬁrst and the second
sample LQ-moments for the EGEV distribution will be ob-








s^p;dðXðrk:rÞÞ; r ¼ 1; 2; . . .
where
s^p;dðXðrk:rÞÞ ¼ p bQXðrk:rÞ ðdÞ þ ð1 2pÞ bQXðrk:rÞ ð1=2Þ
þ p bQXðrk:rÞ ð1 dÞ:
s^p;dðXðrk:rÞÞ is the quick estimator of the location for the distri-
bution of X(rk:r) in a random sample of size r, and bQXð:Þ de-
notes the linear interpolation estimator of QðuÞ given by:bQXðuÞ ¼ ð1 eÞX½n0u:n þ eX½n0uþ1:n;
where e ¼ n0u ½n0u0n ¼ nþ 1 and [n
0
u] denote the integral part
of n
0








By equating the ﬁrst two population LQ-moments with the
ﬁrst two sample LQ-moments for the EGEV distribution for
each case (median, trimean, and Gastwirth), the LQ-moments
estimators for the two unknown parameters will be obtained
for each case.
Now, the unknown parameters k and b for the EGEV dis-
tribution using the LQ-moments with the median case
(LQMEm) will be estimated. Since, the ﬁrst sample LQ-mo-
ments is a function of k and b and the second sample LQ-mo-
ments is a function also of k and b, then by numerically solving













bQhð0:707Þ  bQhð0:293Þh i; where bQhðuÞ









^^b will be obtained by solving the following two equations:










2 bQhð0:707Þ  2 bQhð0:293Þ þ bQhð0:866Þ  bQhð0:134Þh i;
















3 bQhð0:816Þ þ 4 bQhð0:707Þ þ 3 bQhð0:577Þh
3 bQhð0:423Þ  4 bQhð0:293Þ  3 bQhð0:184Þi
For b= 1, the unknown parameter k will be estimated for the
GEV distribution using the LQ-moments. Each of the three
cases can be obtained as a special case from the LQ-moments
for the EGEV distribution. By equating the ﬁrst population
LQ-moments with the ﬁrst sample LQ-moments for the tri-
mean case as follows:
n^1 ¼ 1
4
bQhð0:25Þ þ 2 bQhð0:5Þ þ bQhð0:75Þh i 1; where bQhðuÞ




to obtain the LQ-moments estimator
^^
k, the equation for for
the GEV distribution is solved numerically; and the same for
the other two cases (median and Gastwirth) for the GEV
distribution.
The classical moments and L-moments
In this section, the true formulae for the rth classical moments
and the probability weighted moments (PWMs) for the EGEV
distribution will be obtained. Also, we will obtain the L-mo-
ments for the EGEV distribution by using the PWMs.
The classical (traditional) moments of the EGEV distribution









xrbð1 kxÞ1=k1 expðbð1 kxÞ1=kÞdx:

































bkjCðkjþ 1Þ; kP  1
j
: ð11Þ














ð1 3bkCðkþ 1Þ þ 3b2kCð2kþ 1Þ







ð1 4bkCðkþ 1Þ þ 6b2kCð2kþ 1Þ  4b3kCð3kþ 1Þ
þ b4kCð4kþ 1ÞÞ; kP  1
4
:
From these results we can obtain the coefﬁcient of skewness
and the kurtosis for the EGEV distribution.
The L-moments of the EGEV distribution
Let, X be a real valued random variable with cdf FðxÞ and
quantile function Q(u). Greenwood et al. [11] deﬁned the
PWMs of X to be the following quantities:
Mp;r;s ¼ E½XpfFðXÞgrf1 FðXÞgs
where p, r and s are real numbers; we can obtain the PWMs of




















1  1b lnðuÞ
 k p
urþjdu
Let v ¼  1b lnðuÞ
 k

























v1=kþi1 expðbðrþ jþ 1Þv1=kÞdv:

























ðbðrþ jþ 1ÞÞðkiþ1ÞCðkiþ 1Þ; k >  1
i
:
TL-moments of the exponentiated generalized extremevalue distribution 357Putting s ¼ r ¼ 0, and p ¼ r, we will obtain the rth moments
(11) for the EGEV distribution as a special case from the








ðbÞðkiþ1ÞCðkiþ 1Þ; k >  1
i
:
One possible approach is to work with the moments into which
X enters linearly and in particular with the quantities:




Using the PWMs, Hosking [9] introduced the L-moments of

















ððbðrþ 1ÞÞ1  ðbðrþ 1ÞÞðkþ1ÞCðkþ 1ÞÞ
¼ 1
kðrþ 1Þ ð1 ðbðrþ 1ÞÞ
kCðkþ 1ÞÞ; k > 1
when k 6  1,b⁄ (the mean of the distribution) and the rest of the
br does not exist (Hosking et al. [2]). For b= 1, we obtain br forTable 1 Biases and RMSEs of the parameter estimators for differe
n k MME LME
15 0.4 Bias 0.794 0.59
RMSEs 0.847 0.59
0.2 Bias 0.818 0.31
RMSEs 0.827 0.32
0.2 Bias 0.884 0.14
RMSEs 0.908 0.14
0.4 Bias 0.558 0.41
RMSEs 0.566 0.41
25 0.4 Bias 0.772 0.59
RMSEs 0.820 0.59
0.2 Bias 0.800 0.31
RMSEs 0.808 0.32
0.2 Bias 0.903 0.14
RMSEs 0.926 0.14
0.4 Bias 0.544 0.41
RMSEs 0.548 0.41
50 0.4 Bias 0.745 0.59
RMSEs 0.799 0.59
0.2 Bias 0.784 0.31
RMSEs 0.787 0.32
0.2 Bias 0.884 0.13
RMSEs 0.885 0.14
0.4 Bias 0.536 0.41
RMSEs 0.537 0.41
100 0.4 Bias 0.731 0.58
RMSEs 0.768 0.58
0.2 Bias 0.775 0.31
RMSEs 0.777 0.32
0.2 Bias 0.967 0.12
RMSEs 0.986 0.13
0.4 Bias 0.535 0.41
RMSEs 0.536 0.41the GEV distribution as a special case from the br for the EGEV
distribution as per the Hosking et al. [2] and Hosking [9] results.












kðjþ 1Þ ð1 ðbðjþ 1ÞÞ
kCðkþ 1ÞÞ; kP 1:
Putting r ¼ 0; 1; 2; 3, the results are the same as the results in
Eqs. (5)–(8) for the ﬁrst four L-moments for the EGEV.
The classical moments and L-moments estimators
In this section, we will introduce the method of moment esti-
mators (MMEs) (classical estimators) and the L-moment esti-
mators (LMEs) for the EGEV distribution.
The classical estimators of the EGEV distribution
Now, we will introduce the method of moment estimators
(MMEs) of the parameters k and b of the EGEV distribution.
For the EGEV distribution, we have two parameters, so we re-
quire the ﬁrst two sample moments: sample mean and vari-
ance. These sample moments are equated to their population
analogues, and the resulting equations are:nt types of estimators for k.
TLME LQMEm LQMEt LQMEg
3 0.017 0.048 0.066 0.051
5 0.140 0.223 0.194 0.188
3 0.008 0.031 0.040 0.034
0 0.106 0.159 0.129 0.134
2 0.001 0.012 0.015 0.013
7 0.056 0.079 0.061 0.067
4 0.0007 0.007 0.009 0.008
4 0.040 0.056 0.043 0.047
5 0.010 0.027 0.038 0.031
6 0.107 0.168 0.136 0.140
5 0.005 0.018 0.024 0.021
1 0.081 0.122 0.095 0.102
1 0.001 0.007 0.009 0.008
6 0.042 0.062 0.047 0.052
4 0.0004 0.004 0.005 0.005
4 0.030 0.044 0.033 0.037
2 0.005 0.012 0.018 0.045
3 0.075 0.142 0.111 0.115
8 0.002 0.008 0.011 0.010
4 0.056 0.087 0.066 0.071
6 0.0004 0.003 0.004 0.004
1 0.029 0.045 0.034 0.037
4 0.0001 0.002 0.002 0.002
4 0.021 0.032 0.024 0.026
7 0.002 0.006 0.008 0.008
7 0.053 0.083 0.063 0.067
7 0.001 0.004 0.005 0.005
2 0.039 0.061 0.046 0.050
8 0.0002 0.001 0.002 0.002
3 0.020 0.032 0.024 0.026
4 0.0007 0.001 0.001 0.001
4 0.014 0.023 0.017 0.018
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where and are the sample mean and the sample variance, respec-
tively. Then, the MMEs of k and b, say k* and b*, respectively
can be obtained by solving the two Eqs. (12) and (13).
The L-moments estimators of the EGEV distribution
Now, we will introduce the L-moment estimators (LMEs) for
the EEGEV distribution. If X(1:n) 6 X(2:n) 6   6 X(n:n) denotes
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Equating the ﬁrst two population L-moments , to the corre-




k ð1 Cðk þ 1ÞÞ; k P 1 ð14ÞTable 2 Biases and RMSEs of the parameter estimators for differe
n k MME LME
15 0.4 Bias 393.000 14.9
RMSEs 848.100 15.5
0.2 Bias 73.920 11.3
RMSEs 21.330 16.0
0.2 Bias 18.178 12.3
RMSEs 16.130 17.0
0.4 Bias 9.892 12.9
RMSEs 10.47 12.9
25 0.4 Bias 911.000 15.0
RMSEs 162.300 15.0
0.2 Bias 56.350 14.5
RMSEs 44.050 35.3
0.2 Bias 37.330 12.2
RMSEs 31.422 12.4
0.4 Bias 10.278 12.9
RMSEs 10.498 12.9
50 0.4 Bias 952.100 15.0
RMSEs 211.500 15.0
0.2 Bias 52.560 15.0
RMSEs 30.990 15.0
0.2 Bias 27.720 12.3
RMSEs 13.850 12.6
0.4 Bias 10.591 12.9
RMSEs 10.762 12.9
100 0.4 Bias 865.300 15.0
RMSEs 193.200 15.0
0.2 Bias 56.170 15.0
RMSEs 20.670 15.0
0.2 Bias 29.285 12.7
RMSEs 16.515 12.9
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Then, the LMEs of k and b, say k** and b**, respectively, can
be obtained by solving the equations for (14) and (15).
Methodology
In this section, we will introduce a numerical simulation to
compare the properties of the TLMEs, LMEs and LQMEs
{LQMEm (median), LQMEt (trimean), LQMEg (Gastwirth)}
estimation methods with the MMEs of the EGEV distribution
mainly with respect to their biases and root mean square errors
(RMSEs). The simulation experiments are performed using the
Mathcad (2001) software, different sample sizes n ¼ 15; 25; 50
and 100, and different values for the parameter k=  0.4,
0.2,0.2, and 0.4 and for b= 15. For each combination of
the sample size and the shape parameters values, the experi-
ment will be repeated 50,000 times. In each experiment, the
biases and RMSEs for the estimates of k and b will be obtained
and listed in Tables 1 and 2.
Results and discussion
It is observed in Table 1 that most of the estimators usually
overestimate k except LMEs and LQMEs, which underesti-
mate all times. As far as biases are concerned, the TLMEsnt types of estimators for b.
TLME LQMEm LQMEt LQMEg
81 4.401 6.306 1.233 2.444
26 14.702 37.148 11.674 14.511
64 3.257 4.482 0.837 1.807
30 11.591 22.457 9.412 11.557
01 2.045 2.408 0.483 1.049
82 8.002 11.930 6.737 7.966
14 1.775 1.850 0.382 0.829
14 7.033 9.649 6.006 6.933
00 2.205 3.463 0.650 1.347
00 8.108 15.018 7.739 9.282
83 1.644 2.561 0.476 1.022
28 6.777 11.740 6.513 7.739
64 1.065 1.450 0.297 0.620
96 5.110 7.770 4.935 5.689
03 0.941 1.137 0.234 0.497
03 4.627 6.609 4.464 5.053
00 0.973 1.473 0.640 0.307
00 4.575 12.018 4.739 6.282
00 0.726 1.323 0.312 0.497
00 3.966 6.871 4.374 4.817
64 0.479 0.769 0.185 0.304
00 3.167 4.968 3.410 3.749
00 0.429 0.610 0.147 0.245
00 2.923 4.348 3.112 3.390
00 0.453 0.800 0.197 0.279
00 2.939 4.968 3.410 3.630
00 0.336 0.606 0.141 0.212
00 2.584 4.268 2.956 3.200
85 0.223 0.356 0.083 0.131
99 2.111 3.218 2.342 2.554
00 0.201 0.284 0.066 0.106
00 1.965 2.860 2.149 2.331
TL-moments of the exponentiated generalized extremevalue distribution 359are less unbiased and the minimum RMSEs for all different
values of k and n are considered here. The RMSEs of the
TLMEs are also quite close to the LQMEts and LQMEgs.
Comparing all the methods, we conclude that for the parame-
ter k, the TLMEs should be used for estimating k.
Now consider the estimation of b. In this case, it is observed
in Table 2 that most of the estimators usually overestimate k ex-
cept LMEs, which underestimate all times. As far as biases are
concerned, the LQMEts are less unbiased and the minimum
RMSEs for all different values of k and for n ¼ 15 and 25.
Conclusions
Comparing the biases of all the estimators, it is observed that
the LQMEts perform the best for most different values of k
and n considered here. The performance of the LQMEgs and
TLMEs is quite close to the LQMEts for all cases considered
here. As far as RMSEs are concerned, TLMEs are theminimum
RMSEs for all different values of kand for n ¼ 50 and 100.
Comparing the performance of all the estimators, it is ob-
served that as far as biases or RMSEs are concerned, the
TLMEs perform best in most cases considered here. Interest-
ingly, while estimating k, the biases and RMSEs of the LQMEt
are lower than the other estimators most of the time. We rec-
ommend using the TLMEs for estimating k and b (n ¼ 50 and
100) and recommend using the LQMEts for estimating b
(n ¼ 15 and 25).Acknowledgements
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