In the literature on change-point analysis, much attention has been paid to detecting changes in certain marginal characteristics, such as mean, variance, and marginal distribution. For time series data with nonparametric time trend, we study the changepoint problem for the autocovariance structure of the unobservable error process. To derive the asymptotic distribution of the cumulative sum test statistic, we develop substantial theory for uniform convergence of weighted partial sums and weighted quadratic forms. Our asymptotic results improve upon existing works in several important aspects. The performance of the test statistic is examined through simulations and an application to interest rates data.
Introduction
In the large literature on change-point analysis, much effort has been devoted to detecting changes in certain marginal characteristics. Some representative works include Pettitt (1980) for proportion changes in binary data, Horvá th (1993) for mean and variance changes in Gaussian observations, Inclá n and Tiao (1994) for changes in variance of independent observations, Bai and Perron (1998) for coefficient changes in linear regression models, Lavielle (1999) and Mei (2006) for changes in marginal distribution, Kokoszka and Leipus (2000) for variance changes in time series models, Aue et al. (2008b) for mean change in time series with stationary errors, Zhao and Li (to press) for mean changes in time series data with non-stationary errors, and the monograph Csörg + o and Horvá th (1997) for related references. While working well for independent observations, marginal information, such as mean, variance, and marginal distribution, is usually less informative for time series data. In fact, one of the main goals of time series analysis is to study how observations are dependent on each other, and marginal information is of little use in such contexts. For such purpose, autocovariance (or autocorrelation) is the most widely used measure of dependence among time series observations. In fact, autocorrelation function plays a key role in identifying potential candidate models in the classical ARMA modeling (Brockwell and Davis, 1991) . Motivated by the above discussion, we study the change-point problem for autocovariances covðe i ,e i þ k Þ at a lag k Z0 of a time series fe i g n i ¼ 1 . Specifically, we consider testing
Contents lists available at SciVerse ScienceDirect against the alternative that there exists one J, called the change-point, such that
Most existing works on the change-point analysis (1) deal with parametric time series and the process of interest is directly observable. For example, Picard (1985) studied linear autoregressive models, and Lee et al. (2003) and Berkes et al. (2009) considered general linear processes. The change-point analysis on the autoregressive parameters in Davis et al. (1995) and Gombay (2008) can be used to detect autocovariance change-points in linear autoregressive models; also, see Ling (2007) for related work on nonlinear parametric autoregressive models. Galeano and Peñ a (2007) studied the changepoint problem for the variance and correlations of vector autoregressive moving average models. On the one hand, a parametric model can provide a parsimonious description of the underlying model dynamics. On the other hand, as a modeling issue, it is hard to believe that we have better information about the explicit form of the underlying model than about the possibility of change-points in such models. Recently, Aue et al. (2009) and Shao and Zhang (2010) proposed tests for change-points in autocovariances of nonparametric time series models, and Wied et al. (2012) considered testing for change-points in correlations between two processes. In all the aforementioned works, a restrictive assumption is that the process of interest is directly observable.
In practice, however, the process fe i g of interest is often not observable and the actual observations, denoted by fX i g, may be non-stationary and contain unknown functions. Consider the important case of the fixed-design nonparametric regression model:
where fe i g is a process with Eðe i Þ ¼ 0, and f ðÁÞ is an unknown time trend. Model (2) and its variants have been extensively studied under different focuses, mainly on inferences for the (marginal information) mean trend f ðÁÞ. For example, Altman (1990) considered estimation of f ðÁÞ, and Wu and Zhao (2007) studied the change-point problem and simultaneous confidence band construction for f ðÁÞ. Assuming that f ðÁÞ is a polynomial function and fe i g are uncorrelated stationary process, Aue et al. (2008a) studied coefficient changes. Despite the rich literature on the change-point problem and the importance of autocovariances in time series analysis, the change-point analysis for autocovariances of fe i g in (2) seems unexplored, and our goal is to address the latter problem. Our results improve upon earlier studies in several important aspects. First, with the introduction of the nonparametric time trend f ðÁÞ, model (2) offers a flexible framework for potential applications in climatic, economic, and financial time series fields. In such applications, the data often exhibit complicated time-varying trend that can hardly be captured by parametric forms. Second, our theory is developed under a general dependence structure covering many linear and nonlinear processes, whereas many previous works (e.g., Lee et al., 2003; Berkes et al., 2009 ) depend heavily on the linear process assumption. Third, the presence of the unknown function f ðÁÞ makes the problem significantly more challenging, and we develop substantial technical tools, such as moment inequalities and uniform convergence for weighted partial sums and quadratic forms, which may be of independent interest. The paper is organized as follows. In Section 2, we introduce the dependence structure along with examples. In Section 3, we first establish a functional central limit theorem for the autocovariance process and then study the cumulative sum test. Section 4 contains some useful results on weighted partial sum and weighted quadratic forms. Section 5 contains simulation studies and an application. Proofs are provided in Appendix A.
Dependence structure
We adopt Wu's (2007) framework for the dependence structure on fe i g. Under the null hypothesis of no change-points, we assume that e i has the causal representation
for a measurable function G and independent and identically distributed (IID) innovations e i . Let fe 0 i g i2Z be an IID copy of fe i g i2Z . Define the coupling process of fe i g:
For a random variable Z, we write Z 2 L q ,q 40, if JZJ q ¼ ½Eð9Z9 q Þ 1=q o 1. Following Shao and Wu (2007) , we say that fe i g satisfies the geometric moment contraction condition GMCðq,rÞ for some q 40 and r 2 ð0,1Þ if e i 2 L q and GMCðq,rÞ :
for some constant C o 1. If we view (3) as an input-output system with ð. . . ,e iÀ1 ,e i Þ,G, and e i being, respectively, the input, filter, and output, then (5) asserts that the impact of replacing the distant input fe j g j r 0 by an IID copy fe 0 j g j r 0 decays exponentially. Example 1. Consider the linear process e i ¼ P 1
q and a i ¼ Oðr i Þ for some r 2 ð0,1Þ, then (5) holds. In particular, it is well-known that causal ARMA models (all roots of the autoregressive polynomial lie outside of the unit disc) satisfy the latter condition; see Brockwell and Davis (1991) . 
then the causal representation (5) holds for some r 2 ð0,1Þ; see Theorem 5.1 in Shao and Wu (2007) . Many widely used parametric models are special cases of (6), including linear autoregressive model, threshold autoregressive model, exponential autoregressive model, random coefficient model, and autoregressive conditional heteroscedastic model.
Proposition 1 below is adopted from . It shows that, if fe i g satisfies (5), then its properly transformed process also satisfies (5).
Proposition 1. For 0 oB r 1 and u Z0, define the collection of functions h HðB,uÞ ¼ fh :
where c is a constant. Suppose fe i g satisfies the condition GMCðq,rÞ in (5). Then the transformed process e n i ¼ hðe i Þ satisfies GMCðq=ðB þuÞ,r B Þ.
In (8), HðB,0Þ is the class of uniformly Hölder-continuous functions with index B. If hðxÞ ¼ 9x9 b ,b4 1, then h 2 Hð1,bÀ1Þ.
Proposition 1 provides a way to generate many nonlinear processes satisfying (5). In particular, by Proposition 1 and Examples 1 and 2, our subsequent results have much wider applications compared to the linear process framework in Lee et al. (2003) and Berkes et al. (2009) .
Proposition 2 below gives some useful moment inequalities.
Proposition 2. Suppose fe i g satisfies (5) for some q Z2. (ii) If q Z4, then Eðe i e j e r e s Þ ¼ O½ ffiffiffi ffi r p ðjÀiÞ þ ðsÀrÞ for all integers ir j r r rs.
Autocovariance process and cumulative sum test
For fe i g in (2), denote by g k ¼ covðe i ,e i þ k Þ the autocovariance function under the null. Since e 1 , . . . ,e n are unknown, we need to estimate them first in order to study their autocovariances. For each t 2 ð0,1Þ, we can estimate f(t) by the PriestleyChao (1972) estimator:
where b 40 is a bandwidth and KðÁÞ Z 0 is a kernel function. Based on the residualsê i ¼ X i Àf ði=nÞ, we define the sample autocovariance process:
Here d40 is a small constant to avoid the boundary issue since the estimatef ðtÞ is usually not consistent at the boundaries.
Assumption 1. (i)
KðÁÞ is bounded, symmetric, integrates to one, and has bounded support and bounded derivative; (ii) sup t2½0,1 9f 00 ðtÞ9 o1; (iii) nb 2 =log 2 n-1 and nb 8 -0.
Theorem 1 below establishes the convergence of the normalized autocovariance process to a time-shifted Brownian motion, where the shift d is due to the boundary truncation.
Theorem 1. Suppose (5) holds for some q 44 and Assumption1 holds. Under (3), we have the functional central limit theorem in the Skorokhod space (Billingsley, 1968) :
, where fB t g is a standard Brownian Motion, and
To address the change-point problem (1), consider the cumulative sum test: 
, where tðkÞ and fB t g are defined as in Theorem1.
For d ¼ 0:05, by simulations, the 90%, 95%, and 99% quantiles of sup t2ðd,1ÀdÞ 9B tÀd ÀðtÀdÞ=ð1À2dÞB 1Àd 9 are 1.14, 1.26, and Remark 1. The causal representation (3) implies the strict stationarity of fe i g. Thus, the asymptotic null distribution in Theorem 2 is based on the strict stationarity of fe i g, which implies but is stronger than the null hypothesis H Using the well-known Bartlett kernel estimator, we can estimate t 2 ðkÞ bŷ
where I is a bandwidth parameter, d
covðZ 0 ,Z j Þ is the sample version of EðZ 0 Z j Þ given by
and ' j ¼ bnð1ÀdÞcÀbndcþ1Àj.
Theorem 3. Suppose (5) holds for some q Z 8 and Assumption 1 holds. Further assume
Under (3), for each given k Z0, we havet
The proof of Theorem 3, given in Appendix A, relies on the decompositiont
I is a truncated version of t 2 ðkÞ in (11) using finite terms, and R n and O n quantifies the influence from estimating the unknown function f ðÁÞ. In (14), the condition I-1 is needed to ensure t 2 I -t 2 ðkÞ, and the condition Ifb 2 þ½ðnbÞ À1=2 log n 1=2 g-0 guarantees the negligibility of R n and O n (the effect of estimating f).
We now address the selection of the bandwidth I. It is well-known that the optimal choice of b in (9) is b % n À1=5 .
If I % n b , then (14) holds for b 2 ð0,2=5Þ. For long-run variance estimation with Bartlett kernel, the optimal bandwidth is I ¼ cn 1=3 for some constant c (Andrews, 1991) , which satisfies (14) when using b % n À1=5 . By the proof of Theorem 3, under (11) decays exponentially fast. Thus, even in the presence of strong dependence, a relatively small truncation lag I can result in a reasonably accurate convergence of t 2 I to t 2 . For example, if r ¼ 0:7, the tail P 1 j ¼ 11 r j % 0:066 is small. Furthermore, a small I is preferred so that Ifb 2 þ½ðnbÞ À1=2 log n 1=2 g-0, and thus the effect of estimating f is negligible. In summary, we recommend using a relatively small I; based on our simulations, taking c¼ 1 in the optimal choice I ¼ cn 1=3 works quite well.
Remark 2. In (13), we can also use other kernels; see, e.g. Andrews (1991) for several other choices. For the class of flattop kernels developed by Politis and Romano in a series of papers, Politis (2003) proposed some data-driven bandwidth choice.
Now we study the power of the proposed test statistic. Consider the fixed alternative
two measurable functions G 1 and G 2 and a change-point t 0 2 ð0,1Þ. Under H a , fe i g consists of two stationary processes of the form (3).
Theorem 4. Suppose both G 1 and G 2 satisfy (5) for some q 44 and Assumption1 holds. For the two stationary processes in (15), denote their autocovariances by g k,1 and g k,2 , respectively. Further assume t 0 2 ðd,1ÀdÞ, g k,1 ag k,2 , and that the bandwidth I in (13) satisfies I=n-0. Then PfT ðkÞ n 4tðkÞg-1 as n-1.
By Theorem 4, the proposed test statistic has asymptotic power one under the fixed alternative (15). Our simulation studies in Section 5.1 further demonstrate that the power increases very fast as the before change-point model moves further away from the after change-point model [i.e., as l in (23) increases]. We point out that, it is quite challenging to study the asymptotic power under local alternatives and it deserves future research.
The null hypothesis (1) tests the constancy of g k for each given kZ 0. Alternatively, we can also test the joint constancy of g 0 ,g 1 , . . . ,g T for a lag T. Such joint constancy test can address whether there is a change-point in the overall autocovariance structure but does not tell which specific autocovariance has a change-point. By contrast, testing (1) is more informative and it tells us whether there is a change-point in the autocovariance at a particular lag k. For example, it is possible that we have a change-point in the variance (g 0 ) but not in the autocovariance at lag one (g 1 ). Furthermore, it is technically more challenging to test the joint constancy due to the complicated correlations among the sample autocovariance functions. For example, Berkes et al. (2009) also considered only the test for the constancy of individual g k .
Weighted partial sum and quadratic forms
The presence of the unknown function f ðÁÞ makes it substantially more challenging to prove Theorems 1 and 3. Intuitively, the residualê i in (10) has two components: one is the underlying noise e i and the other is the estimation error from estimating f ðÁÞ byf ðÁÞ. To control the second component, three technical issues arise. First, we need to study certain weighted partial sum of fe i g. Second, since the estimation error also contains fe i g, we must also deal with some weighted quadratic form in order to studyĝ k ðtÞ in (10). Third, to study the process fĝ k ðtÞg t , it is necessary to obtain uniform convergence of the latter weighted partial sum process and quadratic form. In this section we present some useful results in these directions, which may be of independent interest. Proposition 3. Suppose (5) holds for some q Z 2. Then, for any sequence fa i g
The bound in (16) is optimal up to a logarithm factor. For example, if a i 1 and fe i g are IID, then max 1 r k r n 9
Similarly, the bounds in Proposition 4 below are also optimal up to a logarithm factor. Proposition 4. Suppose (5) holds for some q Z 2. Then, for any double array fy i,j g n i,j ¼ 1 ,
where w n ¼ max 1 r i,j r n 9y i,j 9 max
ðiiÞ max
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Proposition 5 below presents a uniform bound for a weighted quadratic form of fe i g.
Proposition 5. Suppose (5) holds for some qZ 4. Let fy i,j g n i,j ¼ 1 be any double array. Assume that there exists N n such that max
Numerical results
Throughout our subsequent analysis we use significance level 0.05 and d ¼ 0:05 in (10).
Simulation studies
In this section we examine the empirical size and power of the test based on 1000 realizations. To reduce the boundary effect, in (9) we use the local linear smoothing method implemented by the command locpoly in R package KernSmooth, with the optimal plug-in bandwidth selection using the command dpill. In (2), we let f ðtÞ ¼ cosð2ptÞ and sample size n ¼600. For e i , we consider two models below.
First, we consider the linear autoregressive model:
where e i are IID N(0,1) random variables. For ir 250, the autocovariance function of fe i g is g k ¼ 0:2 2 þ k =ð1À0:2 2 Þ,k Z0; for i Z 251, the autocovariance function is g k ¼ 0:2 2 ð0:2 þlÞ k =½1Àð0:2 þlÞ 2 ,k Z0. Thus, l ¼ 0 corresponds to the null hypothesis of no change-point, whereas la0 indicates a change-point at time 251. By the discussion following Theorem 3, the optimal I is of order n 1=3 % 8:4; three choices I ¼ 8,10,12 are examined to assess the effect of I. We consider testing changepoints in g 0 ,g 1 ,g 2 , and report the empirical size (l ¼ 0:0), empirical power and size-corrected power (l ¼ 0:2,0:4,0:6) in Table 1 . We see that the empirical size is close to the nominal level 0.05, and the empirical power increases with l. Also, the three choices of I give similar performance, with I¼8 slightly outperforming I¼10,12. Interestingly, it is the easiest to detect change-points in g 1 whereas it is the most difficult to detect change-points in the variance g 0 . Note that, for l ¼ 0:2, the differences between before and after change-points autocovariances are 0.006, 0.011 and 0.006 for g 0 ,g 1 and g 2 , respectively. The largest power of g 1 is due to its most visible difference. One possible explanation for the relatively better power of g 2 over g 0 is:although the differences for g 2 and g 0 are the same, the variances of the estimatesĝ 2 andĝ 0 could be very different, especially under the alternative hypothesis. For different models, it may be easier to detect change-points in autocovariances at different lags. 2 Þ % 0:042). As l increases, the discrepancy between the autocovariances increases. The empirical power in Table 2 shows the same pattern as in Table 1 .
An application to interest rates
Interest rates play an important role in virtually every aspect of financial markets, including consumer spending, housing markets, banks' borrowing costs, inflation, and stock market performance. Here we consider market yields on U.S. treasury securities at one-year constant maturity. The data, available at http://www.federalreserve.gov/releases/h15/data. htm, consist of weekly (Friday) rates during January 5, 1962-June 10, 2011, with a total of n ¼2579 observations. From the plot in the left panel of Fig. 1 , we see dramatic interest rates hike in the early 1980s with a peak as high as 17% in 1981. Lai (2008) argued that the observed unit-root behavior of interest rates may be due to structural breaks. Here we shall examine whether there are change-points in autocovariances.
The left plot of Fig. 1 shows a complicated time-varying trend that can hardly be described using any parametric form. Thus, we use the nonparametric model (2). The right panel of Fig. 1 shows the residualsê i in (10) after removing the nonparametric time trend f. We consider testing the null hypothesis H ðkÞ 0 in (1) for k ¼ 0,1,2. Since n 1=3 % 13:7, we use four choices I ¼ 12,15,18,20 in (13), and all lead to the same conclusion that we can reject H Table 2 Empirical power and size-corrected power (in parenthesis) for Model 2 in (24) (l ¼ 0:0 corresponds to the size). With I ¼15, Fig. 2 plots the cumulative sum process 9T ðkÞ n ðtÞ9=tðkÞ for testing the constancy of g 0 (k¼0, solid curve), g 1 (k¼1, dotted curve), and g 2 (k ¼2, dashed curve), where T ðkÞ n ðtÞ is defined in (12). It is in December 1981 when the cumulative sum processes exceed the critical level 1.26 (corresponding to the significance level 0.05), and we conclude that the autocovariances g 0 ,g 1 ,g 2 have changed since January 1982. Also, the sharp increase in 9T ðkÞ n ðtÞ9=tðkÞ in the early 1980s roughly corresponds to the ''interest rates hike'' period (also see the unusual activities of the residuals plot in Fig. 1) .
During the 1970s, U.S. economy experienced rising unemployment and accelerating inflation. According to U.S. Bureau of Labor Statistics (http://www.bls.gov/data), the Consumer Price Index doubled from 37.9 in January 1970 to 76.9 in December 1979, compared to a mere 25% increase during the 1960s. At a meeting in October 1979, federal policymakers approved new policy procedures aiming to bring down the inflation by increasing the interest rates. As a result, during the next three years (1980) (1981) (1982) , the interest rates increased sharply and averaged 13%. Such abrupt changes likely resulted in the change-point of autocovariances in December 1981 as detected by our analysis above.
A.1. Proof of Propositions 1 and 2
Proof of Proposition 1. For completeness, we include the proof from . Let q n ¼ q=ðB þuÞ,p 1 ¼ u=B þ1, and p 2 ¼ B=uþ1 so that Bq n p 1 ¼ q,uq n p 2 ¼ q, and 1=p 1 þ 1=p 2 ¼ 1. By (8) and Hölder's inequality (Kufner et al., 1977, p. 67) E9Z 1 Z 2 9 r JZ 1 J p 1 JZ 2 J p 2 , we have
The above expression gives Jhðe (ii) First, we prove that, for any io j o r os, the following assertions hold: 
A.2. Proof of Propositions 3-5
First, we state some elementary inequalities. Let a i ,i 2 N, be any sequence of real numbers. Then for any r 2 ð0,1Þ and
Here the last inequality follows from
Lemma 1. Let N 1 , . . . ,N n be any normal random variables satisfying EðN i Þ ¼ 0 and EðN 2 i Þ r s 2 n for some s n 4 0. Then max 1 r i r n 9N i 9 ¼ O p ðs n ffiffiffiffiffiffiffiffiffiffiffi log n p Þ.
Proof. Let N be a standard normal random variable. The proof is completed via
Here the last convergence follows from PðN 4zÞ ¼ ½1þ oð1ÞfðzÞ=z as z-1 (see formula 7.1.13 in Abramowitz and Stegun, 1964) and fð2 ffiffiffiffiffiffiffiffiffiffiffi log n p Þ ¼ Oðn Lemma 2 (Wu, 2007, Proposition 1) . Let d be a positive integer, and Z i 2 L 2 ,1 ri r2 d , be any random variables. Write
where dxe is the smallest integer that is not less than x. Then n r 2 d r2n. For convenience, write a i ¼0 for n þ 1 ri r2 d so that H i ¼H n for n þ1 r ir 2 d . By Proposition 2(i), 9Eðe i e j Þ9 ¼ Oðr 9jÀi9 Þ for all i,j. Thus, by (27), for any 1 r' 1 o ' 2 r2 d ,
Therefore, by (28) and Lemma 2, 
Applying the triangle inequality, for any ' 1 o ' 2 , we can obtain
Then (17) follows by applying (30) and Lemma 2 to Jmax 1 r k r n 9 Next, we prove (19) . By Corollary 4 in Wu (2007) , there exists a standard Brownian Motion fB t g such that max 1 r j r n
Here s
e i so that e j ¼ S j ÀS jÀ1 . Then by (31) and the summation-by-part formula, 
Since fB j ÀB jÀ1 g n j ¼ 1 are IID standard normals, P n j ¼ 1 y i,j ðB j ÀB jÀ1 Þ,i ¼ 1, . . . ,n, are normally distributed, and the variances P n j ¼ 1 y 2 i,j r Y n . Therefore, by Lemma 1, max 1 r i r n 9 Proof of Proposition 5. Recall N n in (21). Suppose we can prove that, uniformly for all ' 1 o' 2 ,
Then the result easily follows by applying Lemma 2 to Jmax 1 r k r n 9 P k i ¼ 1 U i 9J 2 . In order to prove (33), we observe that
By considering the 24 different orderings along with Proposition 2(ii), we can get
for all i 1 ,j 1 ,i 2 ,j 2 . We consider the three terms separately below.
For convenience, write y n ¼ max 1 r i,j r n 9y i,j 9. Applying (26) and (27), we have
Thus, for the first term in (35), by (36) and (27), we have
Now we consider the second term in (35). Observe that, by (26),
On the other hand, using the transformation k ¼ i 1 Àj 1 , we can easily see
Combining the two bounds in (37) and (38), we get
Therefore, we have
Similarly, the bound O½N n ð' 2 À' 1 Þy 
Proof. It is easy to see the decompositionê i ¼ e i þ f ði=nÞÀf ði=nÞ ¼ e i þ D i Àz i , where
Thus, we can write
It suffices to show that each of the eight terms above is uniformly bounded by o p ð ffiffiffi n p Þ. 
Here, the second inequality in (41) follows from two facts: (1) when 9jÀi9 4nb þ1, we have 9jÀi9=ðnbÞ 4 1 and 9ðxÀiÞ=ðnbÞ94 1 for all x 2 ½jÀ1,j, and consequently KfðjÀiÞ=ðnbÞg ¼ 0 and KfðxÀiÞ=ðnbÞg ¼ 0; (2) 9KðuÞÀKðu 0 Þ9 r 9uÀu 0 9sup u 9K 0 ðuÞ9. By the change-of-variable ðxÀiÞ=ðnbÞ ¼ u, it is easy to see that 1 nb 
Thus fZ i g satisfies GMC(q=2,r). For q4 4, n À1=2 þ 1=minðq=2,4Þ log n ¼ oð1Þ. By a similar strong approximation in (31) 
