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Hamilton-connectivity of 3-Domination Critical Graphs with α = δ + 2
YAOJUN CHEN, FENG TIAN AND YUNQING ZHANG
A graph G is 3-domination critical if its domination number γ is 3 and the addition of any edge
decreases γ by 1. It was proved by Favaron et al. that α ≤ δ + 2 for any connected 3-domination
critical graph. Denote by τ (G) the toughness of a graph G . Recently Chen et al. conjectured that a
connected 3-domination critical graph G is Hamilton-connected if and only if τ (G) > 1 and showed
the conjecture is true when α ≤ δ. In this paper, by using a closure operation define by Bondy and
Chva´tal, we show the conjecture is true when α = δ + 2.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
In this paper, all graphs considered are f nite undirected graphs without loops and multi-
ple edges. Let G be a graph, V (G) and E(G) will denote the set of its vertices and edges,
respectively. For S ⊆ V (G), we say S is a clique if s1s2 ∈ E(G) for any s1, s2 ∈ S.
The neighbourhood, closed neighbourhood and the degree of a vertex x are denoted by
NG (x), NG [x] = NG (x) ∪ {x} and dG(x) = |NG (x)|, respectively. The minimum degree,
independence number and connectivity of G are denoted by δ(G), α(G) and κ(G), respec-
tively. When no ambiguity can occur, we often simply write N(x), N[x], d(x), δ, α and
κ for NG (x), NG [x], dG(x), δ(G), α(G) and κ(G), respectively. Let S be a cutset of G.
We denote by ω(G − S) the number of components of G − S. The toughness of G is
τ (G) = min{|S|/ω(G− S) | S is a cutset of G}. The length of a path P is the number |E(P)|.
Let u, v ∈ V (G) be any two distinct vertices. We denote by p(u, v) the length of the longest
path connecting u and v. The codiameter of G is d∗(G) = min{p(u, v) | u, v ∈ V (G)}. A
graph G of order n is said to be Hamilton-connected if d∗(G) = n − 1.
Let P be a path. We denote by
−→
P the path P with a given orientation, and by
←−
P the path P
with the reverse orientation. If u, v ∈ V (P) then u−→P v denotes the consecutive vertices of P
from u to v in the direction specifie by
−→
P . The same vertices, in reverse order, are given by
v
←−
P u. We use u+ to denote the successor of u and u− to denote its predecessor if u+ ∈ V (P)
and u− ∈ V (P). If A ⊂ V (P) then A+ = {a+ | a ∈ A} and A− = {a− | a ∈ A}.
For x and y in V (G), we say that x dominates y (or y is dominated by x) denoted by x 
 y,
if x = y or x is adjacent to y. For two sets of vertices, X and Y , we say X dominates Y denoted
by X 
 Y , if each vertex in Y is dominated by some vertex in X . We will use x 
 y and X 
 Y
to denote that x does not dominate y and X does not dominate Y . The smallest cardinality of
sets which dominate V (G) is called domination number of G and is denoted by γ (G). Let k be
an integer not less than 2. A graph G is called k-domination critical, abbreviated to k-critical,
if γ (G) = k and γ (G + e) = k − 1 holds for any e ∈ E(G), where G is the complement of
G. The concept of domination critical graphs was introduced by Sumner in [8].
Given three vertices u, v and x such that {u, x} dominates V (G) − {v} but not v, we will
write [u, x] → v. It was observed in [8] that if u, v are any two nonadjacent vertices of
a 3-critical graph G, then since γ (G + uv) = 2, there exists a vertex x such that either
[u, x] → v or [v, x] → u.
It is well known that if a graph G is Hamilton-connected, then τ (G) > 1 and the reverse
is not true in the general case. However, we conjectured in [6] that a 3-critical graph G is
Hamilton-connected if and only if τ (G) > 1. In [4], we have given a suff cient and necessary
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condition for a 3-critical graph G to have τ (G) > 1. In [5], we consider the codiameter of a
3-connected 3-critical graph G and get the following.
THEOREM 1 (CHEN et al. [5]). Let G be a 3-connected 3-critical graph of order n. Then
d∗(G) ≥ n − 2.
The lower bound of d∗(G) in Theorem 1 is sharp, see [5].
Using Theorem 1, we showed the following.
THEOREM 2 (CHEN et al. [6]). Let G be a 3-connected 3-critical graph with α ≤ δ. Then
G is Hamilton-connected if and only if τ (G) > 1.
By a result of Favaron et al. [7] that α ≤ δ + 2 for any connected 3-critical graph, we can
see there are two cases α = δ + 1 and α = δ + 2 unsolved. In this paper, we consider the
case when α = δ + 2. By the main result of [4], 3-connectedness is a suff cient and necessary
condition for a 3-critical graph G with α = δ + 2 to have τ (G) > 1. Thus, we need only
consider a 3-connected 3-critical graph with α = δ + 2.
The main result of this paper is the following.
THEOREM 3. Let G be a 3-connected 3-critical graph with α = δ+2. Then G is Hamilton-
connected.
In [10], Zhang et al. proved the following.
THEOREM 4 (ZHANG AND TIAN [10]). Let G be a connected 3-critical graph with α =
δ + 2. Then κ = δ.
By this result, we can easily get the following.
THEOREM 5. Let G be a connected 3-critical graph with α = δ + 2. Then G is Hamilton-
connected if and only if δ ≥ 3.
2. SOME PROPERTIES ON HAMILTON-CONNECTIVITY CLOSURE
In order to prove Theorem 3, we need to use a classical tool, closure operation, in hamil-
tonian theory. In 1976, Bondy and Chva´tal define a (Hamilton-connected) closure operation
of a graph.
THEOREM 6 (BONDY AND CHVA´TAL [1]). Let G be a graph of order n. Let a and b be
nonadjacent vertices of G such that d(a)+d(b) ≥ n+1. Then G+ab is Hamilton-connected
if and only if G is Hamilton-connected.
Now, given a graph G of order n, repeat the following recursive operation, named Bondy–
Chva´tal closure operation, as long as possible: for each pair of nonadjacent vertices a and b,
if d(a) + d(b) ≥ n + 1 then add the edge ab to G. We denote by cl(G) the resulting graph
and call it the Bondy–Chva´tal (Hamilton-connected) closure of G. By Theorem 6 we get the
following.
THEOREM 7 (BONDY AND CHVA´TAL [1]). A graph G of order n is Hamilton-connected
if and only if its Bondy–Chva´tal closure cl(G) is Hamilton-connected.
In this Section, we will give some results on the property of the Hamilton-connectivity
closure of a 3-connected 3-critical graph with α = δ + 2.
The following lemma restates a lemma due to Sumner and Blitch [8], which has proven
to be of considerable utility in dealing with 3-critical graphs. In [8] they considered the case
k ≥ 4, which guarantees P(W ) ∩ W = ∅. For the cases k = 2 and k = 3, Lemma 1 can be
easily verifie since G is a 3-critical graph.
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LEMMA 1. Let G be a connected 3-critical graph and W an independent set of k ≥ 2
vertices. Then there exists an ordering w1, w2, . . . , wk of the vertices of W and a sequence
P(W ) = (y1, y2, . . . , yk−1) of k − 1 distinct vertices such that [wi , yi ] → wi+1 , 1 ≤ i ≤
k − 1.
The next lemma is a useful consequence of Lemma 1.
LEMMA 2 (FAVARON et al. [7]). Let W be an independent set of k ≥ 3 vertices of a
3-critical graph G such that W ∪ {x} is independent for some x /∈ W. Then the sequence
P(W ) define in Lemma 1 is contained in N(x).
LEMMA 3. Let G be a connected 3-critical graph with α = δ + 2 ≥ 4. Then
(1) (Tian et al. [9]). G has only one vertex, say x0, with degree δ;
(2) (Favaron et al. [7]). Every maximum independent set of G contains x0, and N(x0) is a
clique.
Now, let G be a connected 3-critical graph with α = δ + 2. Let I be a maximum indepen-
dent set of G and x0 the only vertex with d(x0) = δ. By Lemma 3(2) we have x0 ∈ I and
N(x0) is a clique. Denote W = I − {x0} = {w1, w2, . . . , wδ+1}, N(x0) = {x1, x2, . . . , xδ}.
SetU = V (G)−(I∪N(x0)), N(w1)∩U = U1 andU2 = U−U1. Obviously, |U | = n−2δ−2.
Since δ ≥ 3, we have |W | ≥ 4. By Lemmas 1 and 2, we may assume, without loss of
generality, that [wi , xi ] → wi+1 for 1 ≤ i ≤ δ.
LEMMA 4 (CHEN AND TIAN [2]). For 1 ≤ i ≤ δ, we have [w1, xi ] → wi+1.
By Lemma 4, we have wi xi ∈ E(G) for 2 ≤ i ≤ δ. Noting that [wi , xi ] → wi+1 for
1 ≤ i ≤ δ, we have
N(x0) − {x1} ⊆ N(w1) and N(x0) − {xi−1} ⊆ N(wi ) for 2 ≤ i ≤ δ + 1. (∗)
LEMMA 5 (CHEN AND TIAN [2]). Let u be any vertex such that ux0 /∈ E(G). If N(u) ∩
N(x0) = ∅, then for any vertex z ∈ V (G), [x0, z] → u is impossible.
LEMMA 6 (CHEN AND TIAN [2]). For any u ∈ V (G) − N[x0], if N(x0) ⊆ N(u), then
d(u) ≥ n − δ − 2.
LEMMA 7 (CHEN AND TIAN [2]). For any 1 ≤ i ≤ δ, N(wi ) ∩ N(xi ) ∩U = ∅.
LEMMA 8. For any 1 ≤ i ≤ δ, d(wi ) ≥ δ + 2.
PROOF. By Lemma 3(1), we have d(wi ) ≥ δ + 1. If d(wi ) = δ + 1, then by (∗), we have
|N(wi ) ∩ U | = 2. Let N(wi ) ∩ U = {u1, u2}. By Lemma 7, we may assume that u2xi ∈
E(G). Noting that [wi , xi ] → wi+1, we have V (G) − {wi+1, u1, xi } ⊆ N(xi ). If 1 ≤ i ≤
δ−1, then since [wi+1, xi+1] → wi+2, we have u1wi+1 ∈ E(G) or u1xi+1 ∈ E(G). Thus, we
have {xi , wi+1} 
 V (G) in the former case and {xi , xi+1} 
 V (G) in the latter case, a contra-
diction. Hence we have i = δ. Since γ (G) = 3, we have N(u1) ∩ (N(x0) ∪ {wδ+1}) = ∅. By
Lemma 5, there is some vertex y such that [wδ+1, y] → x0. Since |W | ≥ 4, we have y ∈ U .
In order to dominatewδ, we have y ∈ {u1, u2}. Since N(u1)∩(N(x0)∪{wδ+1}) = ∅, we have
y = u2 and u1u2 ∈ E(G). This implies that wδ+1u2 /∈ E(G). Otherwise we have {u2, xδ} 

V (G). By Lemma 5, there is some vertex z such that [w1, z] → x0. By a discussion similar
to that above we have z ∈ {u1, u2}. This is a contradiction since wδ+1 cannot be dominated.
LEMMA 9. If d(w2) = δ + 2, then d(w3) + d(x2) ≥ n + 1.
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PROOF. If d(w2) = δ + 2, we have |N(w2)∩U | = 3 by (∗). By Lemma 7, [w2, x2] → w3
and w2x2 ∈ E(G), we have d(x2) ≥ n − 4. Since δ ≥ 3, by Lemma 8, we have d(w3) +
d(x2) ≥ n + 1. 
LEMMA 10. If x ∈ N(x0), then for any vertex v with xv /∈ E(G), there exists a vertex y
such that [x, y] → v.
PROOF. Since xv /∈ E(G), there exists some vertex y such that [v, y] → x or [x, y] → v.
In order to dominate x0, we have y ∈ N[x0]. By Lemma 3(2), we have N[x0] ⊆ N[x]. This
implies that [v, y] → x is impossible and hence we have [x, y] → v. 
LEMMA 11. If w1x1 /∈ E(G), then for any vertex u ∈ U with uw2 /∈ E(G), we have
[u, x1] → w2.
PROOF. Since uw2 /∈ E(G), there exists some vertex y such that [u, y] → w2 or [w2, y] →
u. Obviously, [w2, x0] → u is impossible. By Lemma 5, [u, x0] → w2 is impossible. Thus,
in order to dominate x0, we have y ∈ N(x0). By (∗) and w1x1 /∈ E(G), we can see that
[w2, y] → u is impossible and if [u, y] → w2, then y = x1. Thus, we have [u, x1] → w2. 
Let G∗ = cl(G). For convenience, we use N∗(v) and d∗(v) for NG∗(v) and dG∗(v), respec-
tively. These notations will also be used in Section 3.
LEMMA 12. w1x0 ∈ E(G∗).
PROOF. (A) We f rst show that w1x1 ∈ E(G∗).
If w1x1 ∈ E(G), then w1x1 ∈ E(G∗). Hence we may assume that w1x1 /∈ E(G). If δ ≥ 4,
then by (∗), Lemma 7 and [w1, x1] → w2, we have d(w1) + d(x1) ≥ n + 1 and hence
w1x1 ∈ E(G∗). Thus we may assume δ = 3.
If |N(w1) ∩ N(x1) ∩ U1| ≥ 2, then by (∗) and [w1, x1] → w2, we have d(w1) + d(x1) ≥
n + 1 which implies w1x1 ∈ E(G∗). Thus, by Lemma 7 we may assume
N(w1) ∩ N(x1) ∩U1 = {u1}. (1)
By Lemma 5, there exists some vertex y such that [w2, y] → x0. Since [w1, x1] → w2, in
order to dominate {w1, x1}, we have y ∈ N(w1) ∩ N(x1) ∩U1 = {u1}. That is
[w2, u1] → x0. (2)
We now consider two cases seperately.
Case 1. U2 = ∅.
For any u ∈ U2, we have N(x0) ⊆ N(u) by Lemma 4 and hence d(u) ≥ n − δ − 2 by
Lemma 6. If d(w1) ≥ δ + 3, then uw1 ∈ E(G∗) for any u ∈ U2. Thus, by (∗), Lemma 7
and [w1, x1] → w2 we have d∗(w1) + d(x1) ≥ n + 1 which implies that w1x1 ∈ E(G∗).
Hence we may assume d(w1) = δ + 2 by Lemma 8. Thus, we have |U1| = 3 by (∗). Assume
U1 = {u1, u2, u3}.
We now show that U ⊆ N(w2).
Firstly, we show thatU2 ⊆ N(w2). For any u ∈ U2, if uw2 /∈ E(G), then by Lemma 11, we
have [u, x1] → w2. This is a contradiction since {u, x1} 
 w1. Hence we have uw2 ∈ E(G).
Thus, U2 ⊆ N(w2).
Secondly, we show that U1 ⊆ N(w2).
If u1w2 /∈ E(G), then by Lemma 11, we have [u1, x1] → w2 which implies u1u2, u1u3 ∈
E(G) by (1). By (2), we have u1w3 ∈ E(G). Noting that N(x0) ⊆ N(u) for any u ∈ U2, we
have {x2, u1} 
 V (G), a contradiction. Hence u1w2 ∈ E(G).
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If u2w2 /∈ E(G), then since [w2, x2] → w3, we have u2x2 ∈ E(G). Consider w2w4 /∈
E(G), it is not diff cult to get that [w2, x3] → w4 which implies that u2x3 ∈ E(G). By (2) and
u2w2 /∈ E(G), we have u1u2 ∈ E(G). By Lemma 11, we have [u2, x1] → w2 which implies
u2u3 ∈ E(G) by (1). Thus, {w1, u1, u3, x2, x3} ⊆ N(u2) which implies N[w1] ⊆ N[u2]. By
Lemma 10, there exists some vertex y such that [x1, y] → u2. In order to dominate w1, we
have y ∈ N[w1]. Noting that N[w1] ⊆ N[u2], this is a contradiction. Hence u2w2 ∈ E(G).
Similarly, we have u3w2 ∈ E(G). Thus, U1 ⊆ N(w2) and hence U ⊆ N(w2).
It is not diff cult to see that |U | ≥ 4. Thus by (∗) and U ⊆ N(w2), we have d(w2) ≥ δ + 3.
By (∗), Lemma 7 and [w1, x1] → w2, we have d(w1) + d(x1) ≥ n. Since d(w1) = δ + 2,
we have d(x1) ≥ n − δ − 2. This implies that d(w2) + d(x1) ≥ n + 1. Thus x1w2 ∈ E(G∗).
Since x1w2 /∈ E(G), we have d(w1) + d∗(x1) ≥ n + 1 which implies that w1x1 ∈ E(G∗).
Case 2. U2 = ∅.
By Lemma 8, d(w3) ≥ δ + 2 which implies |U | ≥ 3. If |U | = 3, then U ⊆ N(w3). Thus,
we have {x2, w3} 
 V (G) by (∗), a contradiction. Hence |U | ≥ 4. It is not diff cult to see that
d(w1) = n − δ − 3 and d(x1) = δ + 3. By Lemma 10, there exists some vertex y such that
[x1, y] → w1. It is easy to see that y = w2. This implies that U − {u1} ⊆ N(w2) by (1). By
Lemma 5, there exists some vertex z such that [w1, z] → x0. By (1), we have z = u1 which
implies that u1w2 ∈ E(G). ThusU ⊆ N(w2). If |U | ≥ 5, then by (∗) we have d(w2) ≥ δ+4.
Since d(w1) = n − δ − 3, we have w1w2 ∈ E(G∗) and hence d∗(w1) ≥ n − δ − 2 which
implies w1x1 ∈ E(G∗) since d(x1) = δ + 3. Hence we may assume that |U | = 4. After an
easy but tedious check, we can show w1x1 ∈ E(G∗) when |U | = 4.
(B) Next, we show that U ⊆ N∗(w1).
If U2 = ∅, then U ⊆ N(w1) ⊆ N∗(w1). Hence we may assume U2 = ∅. If w1x1 ∈ E(G),
then by (∗) we have N(x0) ⊆ N(w1). Thus by Lemma 6, we have U ⊆ N(w1) ⊆ N∗(w1).
Hence we may assume that w1x1 /∈ E(G). By Lemma 4, we have N(x0) ⊆ N(u) for any
u ∈ U2. Thus by Lemma 6, d(u) ≥ n− δ−2. By Lemma 8 and (A), we have d∗(w1) ≥ δ+3.
This implies that w1u ∈ E(G∗) for any u ∈ U2 and hence U ⊆ N∗(w1).
(C) Finally, we show that w1x0 ∈ E(G∗).
By (∗), (A) and (B), we have d∗(w1) ≥ n − δ − 2. By Lemmas 8 and 9, we have
w1w2, w1w3 ∈ E(G∗) which implies that d∗(w1) ≥ n − δ. Thus, by Lemma 3(1), we can
easily get that V (G) − {w1, x0} ⊆ N∗(w1). This implies d∗(w1) ≥ n − 2. Since d(x0) ≥ 3,
we have w1x0 ∈ E(G∗). 
COROLLARY 1. α(G∗) ≤ α(G) − 1.
PROOF. It is a direct consequence of Lemmas 3(2) and 12. 
COROLLARY 2. V (G) − {w1} ⊆ N∗(w1).
3. PROOF OF THEOREM 3
Let G be a graph of order n, x, y ∈ V (G) and p(x, y) = n − 2. Suppose P is a longest
(x, y)-path such that
|N(xP ) ∩ {x, y}| is as small as possible, (3)
where xP is the only vertex not in P and let
N(xP ) = X = {x1, x2, . . . , xk}, indices following the orientation of P;
A = X+ = {a1, a2, . . . , as}, where ai = x+i and x+i ∈ V (P);
B = X− = {bt , bt+1, . . . , bk}, where bi = x−i and x−i ∈ V (P);
Pi = −→P [ai , bi+1], where 1 ≤ i ≤ k − 1.
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In order to prove Theorem 3, we need, in addition, the following lemmas. It is worth noting
that the f rst three lemmas do not depend on Property (3) and the f rst four lemmas do not
depend on the 3-critical property.
LEMMA 13. Both A ∪ {xP} and B ∪ {xP} are independent sets.
Lemma 13 is a classical result in the theory on hamiltonicity and so we omit its proof.
LEMMA 14 (CHEN et al. [3]). Let z ∈ V (P) − X ∪ {x, y} and v ∈ A ∪ B. If d(xP) =
k ≥ 4 and A ∪ B − {v} ⊆ N(z), then A ∪ {z+} is an independent set.
LEMMA 15 (CHEN et al. [6]). Let ai ∈ A and b j ∈ B with j ≥ i + 1. Suppose that
v ∈ x−→P xi ∪ x j−→P y and aiv ∈ E(G). Then v−b j /∈ E(G) if v− ∈ x−→P xi ∪ x j−→P y and
v+b j /∈ E(G) if v+ ∈ x−→P xi ∪ x j−→P y.
LEMMA 16 (CHEN et al. [6]). Suppose d(xP) = k ≥ 4 and z ∈ Pj . If
(1) [a1, z] → xP and j = k − 1, or
(2) there exists some ai ∈ A with i = 1 (bi ∈ B with i = k, respectively) such that
[ai , z] → xP ([bi , z] → xP, respectively), then there is an independent set I such that
xP ∈ I and |I | ≥ k + 1.
LEMMA 17 (CHEN et al. [6]). If G is 3-connected 3-critical and d(xP) = k ≥ 4, then
there exists an independent set I such that xP ∈ I and |I | ≥ k + 1.
PROOF OF THEOREM 3. Let G be a 3-connected 3-critical graph of order n with α(G) =
δ(G) + 2. If G is not Hamilton-connected, then there exists two vertices x, y ∈ V (G) such
that p(x, y) = n − 2 by Theorem 1. Choose a longest (x, y)-path P such that P satisfie (3).
By Theorem 7, P is also a longest (x, y)-path in G∗ = cl(G). By Lemma 13 and α(G) =
δ(G) + 2, we have d(xP) = k ≤ δ(G) + 2. If k = δ(G) + 2, then A ∪ {xP} is an independent
set of G. Clearly, |A∪{xP}| ≥ k. By Corollary 1, A∪{xP} is not an independent set in G∗. By
Lemma 13, G∗ contains a Hamilton path connecting x and y, a contradiction. If k = δ(G)+1,
then since G is 3-connected, we have δ(G) ≥ 3 which implies k ≥ 4. Thus, by Lemma 17,
G contains an independent set I ′ such that xP ∈ I ′ and |I ′| ≥ k + 1. This is to say that xP
is contained in a maximum independent set of G. By Corollary 2, there exists some vertex
w ∈ V (P)− X such that xPw ∈ E(G∗). It is not diff cult to see that |A∪ {xP, w+}| ≥ k + 1.
By a discussion similar to the case k = δ(G) + 2, we get a contradiction. Hence we have
k = δ(G).
By Lemma 3, xP is the only vertex with degree δ(G) and N(xP ) is a clique. Let I be a
maximum independent set of G. By Lemma 3(2), xP ∈ I . Let I = {xP , w1, . . . , wδ+1}. By
Lemmas 1 and 2, we may assume without loss of generality that [wi , x ji ] → wi+1, 1 ≤ i ≤ δ.
Subject to (3), if {x, y} ⊆ N(xP ), we choose an orientation of P such that
|B| is as large as possible (4)
and if {x, y} ⊆ N(xP ), we choose an orientation of P such that
w1 /∈ Pk−1. (5)
Without loss of generality, we assume the orientation is from x to y. Since P is a longest
(x, y)-path in G∗, by Lemma 12 and Corollary 1, we have d∗(xP) = k + 1.
By Lemmas 3(1) and 12, we have δ(G∗) ≥ δ(G)+1. Thus, if Q is any (x, y)-path of length
n − 2 in G∗, then by Corollary 1 and Lemma 13, we have {x, y} ⊆ N∗(xQ). Therefore, P
still satisfie (3) in G∗.
Set A′ = A ∪ {w+1 }, B ′ = B ∪ {w−1 } and X ′ = X ∪ {w1}. Then x, y ∈ X ′.
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Claim 1. Let w ∈ {w−1 , w+1 }. Then we have [w,w1] → xP .
PROOF. By Lemma 12 and the maximality of P , we have wxP /∈ E(G∗) which implies
wxP /∈ E(G). Thus, there exists some vertex z such that [xP , z] → w or [w, z] → xP . If
[xP, z] → w, then since w1w ∈ E(G), we have z = w1. If z ∈ X , then by Lemma 3(2), we
have {w, z} 
 V (G). Thus, z ∈ V (P) − X ′. Since [xP, z] → w, we have A′ ∪ B ′ − {w} ⊆
N(z) which implies A′ ∪B ′ −{w} ⊆ N∗(z). By Lemma 14, A′ ∪{z+} is an independent set of
G∗. Since d∗(xP) = k + 1 ≥ 4, by Lemma 13, we have z /∈ B ′ and hence A′ ∪ {z+, xP} is an
independent set of G∗. By Corollary 1, this is a contradiction. Hence we have [w, z] → xP .
If z = w1, then [w, z] → xP still holds in G∗ since d∗(xP) = k + 1. Clearly, z /∈ X . Thus
we have z /∈ X ′.
Suppose |B| = k − 1. If w ∈ A′ ∪ B ′ − {a1, bk}, then noting that d∗(xP) = k + 1 ≥ 4,
by Lemma 16(2), we have α(G∗) ≥ k + 2 which contradicts Corollary 1. Hence we have
w ∈ {a1, bk}. By (5), we have w = w−1 = a1, that is, a1 ∈ A′ ∩ B ′. Since [a1, z] → xP , by
Lemma 13, we have A′ ∪ B ′ − {a1} ⊆ N∗(z). Noting that d∗(xP) = k+1 ≥ 4, by Lemma 14,
A′ ∪ {z+} is an independent set. By Lemma 13, we have z /∈ B ′. Thus, A′ ∪ {z+, xP} is an
independent set in G∗ which contradicts Corollary 1. Hence we have |B| = k.
Since |B| = k, by Corollary 1 and Lemma 13, we have w1 = x and hence w = w+1 . By
Corollary 2 and Lemma 15, we have bk−1 /∈ N∗(w+1 ). Since [w+1 , z] → xP , we have
bk−1 ∈ N∗(z). (6)
By Corollary 1 and Lemma 16(1), we have z ∈ Pk−1. By Lemma 15 and (6), we have
az+ /∈ E(G∗) for any a ∈ A′ − {ak−1}. If ak−1z+ ∈ E(G∗), then the (x, y)-path x(=
w1)
−→
P x1xPxk−1
←−
P a1z
←−
P ak−1z+
−→
P y is hamiltonian, a contradiction. Thus, A′ ∪ {z+} is an
independent set. By Lemma 13 and (6), we get z /∈ B ′. Thus A′ ∪ {z+, xP} is an independent
set in G∗. This contradicts Corollary 1. 
By Lemma 5, for any vertex v ∈ A ∪ B , there exists some vertex u such that [v, u] → xP .
Clearly, u /∈ X . By Corollary 1 and Lemma 16(2), we have
u = w1 for any v ∈ A ∪ B − {a1, bk}. (7)
Claim 2. If v = a1, then u = w1.
PROOF. If |B| = k, we have w1 = x . Thus by Lemma 16(2) and Corollary 1, we have
u = w1. Hence we may assume |B| = k − 1. By (5), we have w1 /∈ Pk−1. If u = w1, then by
Lemma 16(1), we have u ∈ Pk−1.
For any vertex a ∈ A′−{ak−1}, if au+ ∈ E(G∗), then we have bk−1 /∈ N∗(u) by Lemma 15.
Since [a1, u] → xP , we have a1bk−1 ∈ E(G∗). By Corollary 2, we have w1u+ ∈ E(G∗).
Thus, xxPxk−1
−→
P uw+1
−→
P bk−1a1
−→
P w1u+
−→
P y is a hamiltonian (x, y)-path, a contradiction.
If ak−1u+ ∈ E(G∗), then x−→P w1xPxk−1←−P w+1 u←−P ak−1u+−→P y is a hamiltonian (x, y)-
path, also a contradiction.
Thus, by the discussion above, we can see A′ ∪ {u+} is an independent set.
By Lemma 13, we have a1w
+
1 /∈ E(G∗). By Corollary 2 and Lemma 15, we have bkw+1 /∈
E(G∗). Hence {a1, bk} 
 {xP, w+1 } which implies u = bk . Thus, A′ ∪ {u+, xP} is an inde-
pendent set in G∗ which contradicts Corollary 1. 
By Claim 1, we have w−1 w2, w
+
1 w2 ∈ E(G). By (7) and Claim 2, we have A ∪ B − {bk} ⊆
N(w2). Thus we have A′ ∪ B ′ − {bk} ⊆ N∗(w2). By Lemma 14, A′ ∪ {w+2 } is an independent
set. By Lemma 13, we have w2 /∈ B ′. Thus, A′ ∪ {w+2 , xP} is an independent set of G∗ which
contradicts Corollary 1.
784 Y. Chen et al.
ACKNOWLEDGEMENTS
This research was supported by NSFC . Many thanks to the anonymous referee for his/her
helpful comments and suggestions, which have considerably improved the presentation of the
paper.
REFERENCES
1. J. A. Bondy and V. Chva´tal, A method in graph theory, Discrete Math., 15 (1976), 111–135.
2. Y. J. Chen and F. Tian, A new proof of Wojcicka’s conjecture, Discrete Appl. Math., to appear.
3. Y. J. Chen, F. Tian and B. Wei, Dominating paths in 3-critical graphs, in: Proceedings of the Sixth
National Conference of Operations Research Society of China, X. Zhang, J. Wang, B. Liu and
D. Liu (eds), Global-link Publishing Company, Hong Kong, 2000, pp. 528–534.
4. Y. J. Chen, F. Tian and B. Wei, The 3-domination critical graphs with toughness one, Util. Mathe-
matica, 61 (2002), 239–253.
5. Y. J. Chen, F. Tian and B. Wei, Codiameters of 3-connected 3-domination critical graphs, J. Graph
Theory, 39 (2002), 76–85.
6. Y. J. Chen, F. Tian and B. Wei, Hamilton-connectivity of 3-domination critical graphs with α ≤
δ, submitted.
7. O. Favaron, F. Tian and L. Zhang, Independence and hamiltonicity in 3-domination-critical graphs,
J. Graph Theory, 25 (1997), 173–184.
8. D. P. Sumner and P. Blitch, Domination critical graphs, J. Comb. Theory (B), 34 (1983), 65–76.
9. F. Tian, B.Wei and L. Zhang, Hamiltonicity in 3-domination-critical graphs with α = δ+2, Discrete
Appl. Math., 92 (1999), 57–70.
10. L. Z. Zhang and F. Tian, Independence and connectivity in 3-domination-critical graphs, Discrete
Math., to appear.
Received 10 April 2001 and accepted 16 May 2002
YAOJUN CHEN
Department of Mathematics,
Nanjing University,
Nanjing 210093,
People’s Republic of China
FENG TIAN
Institute of Systems Science,
Academy of Mathematics and Systems Sciences,
Chinese Academy of Sciences,
Beijing 100080,
People’s Republic of China
AND
YUNQING ZHANG
Department of Mathematics,
Shaanxi Normal University,
Xi’an 710062,
People’s Republic of China
