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Summary
Chapter 1 introduces the concept of weakly connected domination, a review
of existing results and some relevant operations. Chapter 2 extends a known
lower bound on the weakly connected domination number of trees to the more
general class of cycle-disjoint graphs. Chapter 3 presents a characterisation
of trees with unique minimum weakly connected dominating set. Chapter 4





We first introduce the concept of weakly connected domination, and define
some relevant graph parameters.
Let G be a (simple) graph with vertex-set V (G) and edge-set E(G). We may
write V for V (G) and E for E(G) if there is no danger of confusion. The
order v(G) of G is |V (G)|, while the size e(G) of G is |E(G)|. G is non-trivial
if v(G) ≥ 2. For any vertex v ∈ V , the open neighbourhood N(v) of v is the
set {u ∈ V |uv ∈ E}, while the closed neighbourhood N [v] is N(v) ∪ {v}.
For S ⊆ V , define N [S] as ∪v∈SN [v]. We call S a dominating set of G if
N [S] = V .
Let S ⊆ V . The subgraph of G weakly induced by S, denoted by < S >w, is
the graph with vertex-setN [S] and edge-set E∩(S×N [S]). We call S a weakly
connected dominating set(WCDS) of G if S is a dominating set of G and
< S >w is connected(i.e., the graph obtained from G by removing all edges
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joining two vertices in V (G) \ S is connected). The weakly connected domi-
nation number of G, denoted by γw(G), is defined by γw(G) = min{|S| |S is
a WCDS of G}. A WCDS S of G is called a γw-set of G if |S| = γw(G).
A vertex v in a graph is called an end-vertex if the degree d(v) = 1. The
vertex adjacent to an end-vertex is called its support. Let G be a connected
graph. A vertex v in G is called a cut-vertex if G − v is disconnected. An
edge e in G is called a bridge if G−e is disconnected. A bridge incident with
an end-vertex is called a leaf. A tree is a connected graph in which every
edge is a bridge. For the other terminology on graphs not defined here, the
reader is referred to [9].
1.2 Review
Here, we briefly review the known existing results on the concept of weakly
connected domination.
Weakly connected domination was first introduced in [5]. Among other re-
sults, the authors showed the following.
Theorem 1.2.1. For a connected graph G, the problem of computing γw(G)
is NP-hard in general, but linear if G is a tree.
The following two bounds on γw(G) were also obtained in the same paper.
Theorem 1.2.2. Any graph G satisfies γ(G) ≤ γw(G) ≤ 2γ(G)− 1, where
γ(G) is the domination number of G. Moreover, for integers b ≥ 1 and
r ∈ {0, ..., b− 1}, there exists a tree T such that γ(T ) = b and γw(T ) = b+ r.
6
Theorem 1.2.3. Any graph G satisfies γw(G) ≤ γc(G) ≤ 2γw(G)−1, where
γc(G) is the connected domination number of G, that is, the order of the
smallest dominating set S of G such that there is a path in the induced
subgraph < S > between any two vertices in S. Moreover, for integers b ≥ 1
and r ∈ {0, ..., b− 1}, there exists a tree T such that γw(T ) = b and γc(T ) =
b+ r.
A follow-up[2] to the first paper was published in 2005. In this paper, charac-
terisations of graphs satisfying various properties were given. In particular,
the following results were obtained.
Theorem 1.2.4. For a connected graph G, γ(H) = γw(H) for every con-
nected induced subgraph H of G if and only if G contains neither an induced
path P6, an induced cycle C6 nor an induced kite(the graph obtained by joining
one vertex of the path P2 to one vertex of the cycle C4 with an edge).
Such graphs are called perfect weakly connected dominant graphs.
Theorem 1.2.5. For a connected graph G, γw(H) = γc(H) for every con-
nected induced subgraph H of G if and only if G contains neither an induced
path P5 nor an induced cycle C5.
A constructive characterisation of all trees T satisfying γ(T ) = γw(T ) was
also given by means of a finite sequence of seven simple operations on the
path P2. For the case γw(T ) = γc(T ), the following characterisation was
provided.
Theorem 1.2.6. For a tree T , γ(T ) = γw(T ) = γc(T ) if and only if every
vertex in T is either an end-vertex or a support.
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A graph G is γw-excellent if each vertex of G is contained in some γw-set.
The last results in the paper characterise γw-excellent trees. For a graph G,
let OP be the operation that joins any one vertex of G to one vertex of the
path P2 with an edge. Let P be the class of trees obtained from P2 by a
finite sequence of OP operations.
Theorem 1.2.7. A non-trivial tree T is γw-excellent if and only if T ∈ P.
Furthermore, a non-trivial tree T of order n is γw-excellent if and only if
β(T ) = n/2, where β(T ) is the independence number of T .
So T is γw-excellent if and only if it has a perfect matching.
Over the years, several algorithms have been developed in relation to weakly
connected domination. See for example [1, 3, 4].
Sanchis had previously shown that the maximum numbers of edges in a con-
nected graph G of order n with domination number γ(G) ≥ 3 and connected










+ (γc(G) − 1)
respectively, and characterised the graphs attaining these bounds. This was
later extended to weakly connected domination in [16].
Theorem 1.2.8. If G is a connected graph of order n with γw(G) ≥ 3, then





, and equality holds if
and only if G takes one of the following forms:
1. G is the union of a clique of n−γw(G) vertices and an independent set
of size γw(G), such that each of the vertices in the (n − γw(G))-clique
is adjacent to exactly one of the vertices in the independent set, and
each of these γw(G) vertices has at least one vertex adjacent to it.
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2. γw(G) = 3 and G consists of a clique of n − 5 vertices together with
5 vertices x1, x2, x3, x4, x5, with edges x1x3, x2x4, x2x5, such that every
vertex in the (n − 5)-clique is adjacent to x4 and x5, and in addition
adjacent to either x1 or x3.
3. G is a cycle with 6 vertices and γw(G) = 3.
For an edge uv in a graph G, the subdivision of uv is defined to be the
graph obtained from G by removing the edge uv and adding a new vertex w,
together with two new edges uw and wv. The weakly connected domination
subdivision number of G is defined to be the minimum number of edges of G
that must be subdivided so that the resulting graph G′ has γw(G
′) > γw(G).
It is known that the weakly connected domination subdivision number of a
tree is either one or two. For more results in this direction, see [8, 15].
Lemanska has contributed several papers on weakly connected domination.
The following result was published in 2005 in [10]. It is known that the
removal of an edge from a graph G cannot decrease the domination number
γ(G) and can increase it by at most one. This following result considers the
effect of edge-removal on γw(G).
Theorem 1.2.9. Let G be a connected graph and e ∈ E(G). If G − e is
connected, then γw(G) ≤ γw(G− e) ≤ γw(G) + 1. Also, if H is a connected
subgraph of G of order p such that G − E(H) is connected, then γw(G) ≤
γw(G−E(H)) ≤ γw(G) + p− 1.
The following result on edge-addition was also obtained by Lemanska[12].
Theorem 1.2.10. Let G be a connected graph, G¯ the complement of G and
e ∈ E(G¯). Then, γw(G)− 1 ≤ γw(G+ e) ≤ γw(G).
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Let T be a tree of order n ≥ 3 with n1 many end-vertices. Lemanska had
previously shown that the domination number of T satisfies the inequality
γ(T ) ≥ n−n1+2
3




was obtained, with the extremal trees characterised as well.
We shall further discuss this result in Chapter 2.
A graph G is said to be weakly connected domination critical or γw-critical if
γw(G+ e) < γw(G) for each edge e ∈ E(G¯). Among other results, Lemanska
and Patyk[12] showed the following.
Theorem 1.2.11. No tree is γw-critical. The cycle Cn is γw-critical if and
only if n is even.
On the other hand, a graph G is said to be weakly connected domination
stable or γw-stable if γw(G+ e) = γw(G) for every edge e ∈ E(G¯). Lemanska
and Raczek[13] proved the following.
Theorem 1.2.12. Let T be a non-trivial tree. The following conditions are
equivalent.
1. T is γw-stable.
2. T has a unique γw-set.
3. T has a unique maximum independent set.
A characterisation of such trees was provided in the same paper. We give
an essentially similar characterisation that was independently derived from
other methods in Chapter 3.
The concept of weakly connected domination has recently been generalised
in [14]. An [r, R]-dominating set of a graph G is defined to be a subset W
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of the vertices V (G) of G, such that every vertex of G is at distance at most
r from an element of W , and the union of all paths having endpoints in W
with length no more than R is a connected subgraph of G. A minimum
[r, R]-dominating set is called a γr,R-set. In this context, weakly connected
domination is then the [1, 1]-domination.
1.3 Operations
We shall present in this section some elementary operations on graphs and
relevant basic results which will be useful in proving our main results.
Operation 1: Contraction
Let x be a vertex in G with d(x) = 2. We denote by G◦x the graph obtained






Lemma 1.3.1. Let G be a connected graph of order at least four. Then for
any cut-vertex x in G with d(x) = 2, γw(G) = γw(G ◦ x) + 1.
Proof. Assume thatN(x) = {y, z}. Let w be the new vertex in G◦x obtained
by identifying y and z.
Assume that S is a γw-set of G ◦ x. If w ∈ S, then (S \ {w}) ∪ {y, z} is a
WCDS of G; otherwise, S∪{x} is a WCDS of G. Thus γw(G) ≤ γw(G◦x)+1.
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Now assume that T is a γw-set of G. As x is a cut-vertex of G, both xy and
xz are bridges of G. If x /∈ T , then {y, z} ⊆ T and thus (T \ {y, z}) ∪ {w}
is a WCDS of G ◦ x. If x ∈ T and {y, z} ∩ T = ∅, then T \ {x} is a WCDS
of G ◦ x, as G is connected and v(G) ≥ 4. If x ∈ T and {y, z} ∩ T 6= ∅, then
(T \ {x, y, z}) ∪ {w} is a WCDS of G ◦ x. Hence γw(G ◦ x) ≤ γw(G)− 1.
The equality thus holds.
Operation 2: Edge-linking
Let G1 and G2 be two connected graphs with V (G1) ∩ V (G2) = ∅. For
v1 ∈ V (G1) and v2 ∈ V (G2), let G1(v1)−G2(v2) denote the graph obtained





Lemma 1.3.2. Let G = G1(v1) − G2(v2) be the graph defined above, S ⊆
V (G) and Si = S ∩ V (Gi) for each i = 1, 2. Assume that v(Gi) ≥ 2 for each
i = 1, 2. Then
1. S is a WCDS of G if and only if Si is a WCDS of Gi for each i = 1, 2
and {v1, v2} ∩ (S1 ∪ S2) 6= ∅.
2. If S is a γw-set of G, then |S| = γw(G) ≥ γw(G1) + γw(G2), where the
equality holds if and only if Si is a γw-set of Gi for each i = 1, 2 and
{v1, v2} ∩ (S1 ∪ S2) 6= ∅.
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Proof. (1) Let S be a WCDS of G. Since v(G1) ≥ 2 and< S >w is connected,
we have N [v1]∩S1 6= ∅. So S1 is a WCDS of G1, and similarly S2 is a WCDS
of G2.
It is obvious that S = S1 ∪ S2 is a WCDS of G if Si is a WCDS of Gi for
each i = 1, 2 and {v1, v2} ∩ (S1 ∪ S2) 6= ∅.
(2) If S is a γw-set of G, then by (1), Si is a WCDS of Gi and so
γw(G) = |S| = |S1|+ |S2| ≥ γw(G1) + γw(G2).
Assume that γw(G) = γw(G1)+γw(G2). Then |Si| = γw(Gi) for each i = 1, 2.
Since < S >w is a connected spanning subgraph of G, we have either v1 ∈ S1
or v2 ∈ S2.
On the other hand, if Si is a γw-set of Gi for each i = 1, 2 and either v1 ∈ S1
or v2 ∈ S2, then by (1), S1 ∪ S2 is a WCDS of G and
γw(G) ≤ |S1 ∪ S2| = |S1|+ |S2| = γw(G1) + γw(G2).
Hence the result holds.
Operation 3: Vertex-gluing
Let G1 and G2 be two graphs with V (G1)∩ V (G2) = ∅. For any v1 ∈ V (G1)
and v2 ∈ V (G2), let G1(v1) ·G2(v2) denote the graph obtained from G1 and






Lemma 1.3.3. Let G = G1(v1)·G2(v2) be the graph defined above, S ⊆ V (G)
and Si = S ∩ V (Gi) for each i = 1, 2. Then
1. S is a WCDS of G if and only if Si is a WCDS of Gi for each i = 1, 2.
2. If S is a γw-set of G, then |S| = γw(G) ≥ γw(G1) + γw(G2)− 1, where
the equality holds if and only if Si is a γw-set of Gi and each vi ∈ Si
for i = 1, 2.
Proof. (1) Assume that S is a WCDS of G. Consider H1, the subgraph of
< S >w when restricted to G1. Clearly, H1 is a connected spanning subgraph
of G1. Now every edge of H1 has an end in S1 and every edge of < S1 >w is
in H1. So, < S1 >w= H1 and S1 is indeed a WCDS of G1. Similarly, S2 is a
WCDS of G2.
It is obvious that if Si is a WCDS of Gi for each i = 1, 2, then S is a WCDS
of G.
(2) Assume that S is a γw-set of G. Since |S1 ∩ S2| ≤ 1, we have
γw(G) = |S| = |S1 ∪ S2| = |S1|+ |S2| − |S1 ∩ S2| ≥ γw(G1) + γw(G2)− 1.
Note that the above equality holds if and only if |Si| = γw(Gi) for each
i = 1, 2 and |S1 ∩ S2| = 1. Thus (2) holds.
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Chapter 2
Lower Bound on the Weakly
Connected Domination
Number of a Cycle-Disjoint
Graph
2.1 Introduction
Let R be the family of trees defined recursively as follows:
1. the stars K1,p are in R for p ≥ 2,
2. for any T ∈ R and any p ≥ 2, the graph obtained from the union of T
and K1,p, by gluing(identifying) an end-vertex in T with an end-vertex
in K1,p, belongs to R.
15
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Example of a tree from R. Squares are the centres of stars.
Let v(G) denote the order and v1(G) the number of end-vertices in the graph
G. Recently, Lemanska[11] proved the following result:




equality holds if and only if T belongs to the family R.
A connected graph G is said to be cycle-e-disjoint if no two cycles in G
have an edge in common. Let nc(G) be the number of cycles and noc(G) the
number of odd cycles in G. In this chapter, we extend Theorem 2.1.1 by
establishing a lower bound of γw(G) for a cycle-e-disjoint graph G in terms
of v(G), v1(G), nc(G) and noc(G). The structure of cycle-e-disjoint graphs
attaining the lower bound is also characterised in two forms.
2.2 Preliminary results
Lemma 2.2.1. Let A1, A2, · · · , Am be any m finite sets, where m ≥ 1. Then






|Ai ∩ (A1 ∪ · · · ∪ Ai−1)|.
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Thus, if |Ai| ≥ ai for each i = 1, 2, · · · , m and |Ai ∩ (A1 ∪ · · · ∪ Ai−1)| ≤ 1
for all 2 ≤ i ≤ m, then
|A1 ∪A2 ∪ · · · ∪Am| ≥ a1 + a2 + · · ·+ am −m+ 1,
where the equality holds if |Ai| = ai for all i = 1, 2, · · · , m and |Ai ∩ (A1 ∪
· · · ∪Ai−1)| = 1 for all 2 ≤ i ≤ m.
Proof. We prove the first part by induction on m. The case m = 1 is trivial.
Assuming the induction hypothesis for the case m− 1,







|Ai ∩ (A1 ∪ · · · ∪Ai−1)|







|Ai ∩ (A1 ∪ · · · ∪Ai−1)|.
The second part of the lemma follows directly from the first.
For any non-trivial connected graphs G1, G2, · · · , Gm, let G(G1, G2, · · · , Gm)
be the family of graphs defined inductively as follows:
1. G(G1) = {G1},
2. ifm ≥ 2, H(x)·Gm(y) ∈ G(G1, · · · , Gm) for any H ∈ G(G1, · · · , Gm−1),
where x ∈ V (H) and y ∈ V (Gm).
Note that each Gi is an induced subgraph of any graph in G(G1, G2, · · · , Gm).
For a graph H and a subgraph G of H , write FG,H = {x ∈ V (G)|xy ∈
E(H) for some y ∈ V (H) \ V (G)}.
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Lemma 2.2.2. Let G1, G2, · · · , Gm be any m non-trivial connected graphs.





where the equality holds if and only if FGi,H is a subset of some γw-set of Gi
for all i = 1, 2, · · · , m.
Proof. Let H ∈ G(G1, G2, · · · , Gm) and S a γw-set of H . By Lemma 1.3.3,
Si is a WCDS of Gi for each i = 1, 2, · · · , m, where Si = V (Gi) ∩ S. Note
that
1. |Si| ≥ γw(Gi) for all i = 1, 2, · · · , m,
2. |Si ∩ (S1 ∪ · · · ∪ Si−1)| ≤ 1 for all 2 ≤ i ≤ m.
By Lemma 2.2.1, we have




where the equality holds if |Si| = γw(Gi) for all i = 1, 2, · · · , m and |Si ∩
(S1 ∪ · · · ∪ Si−1)| = 1 for all 2 ≤ i ≤ m. Observe that
1. |Si| = γw(Gi) if and only if Si is a γw-set of Gi,
2. |Si ∩ (S1 ∪ · · · ∪ Si−1)| = 1 for all 2 ≤ i ≤ m if and only if FGi,H ⊆ Si
for all i = 1, 2, · · · , m.
Hence the result holds.
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2.3 Cycle-e-disjoint graphs
We shall establish our main result in this section. Let C(G) denote the family
of cycles in the graph G. Recall that a cycle-e-disjoint graph is a connected
graph G such that E(C)∩E(C ′) = ∅ for any two distinct C and C ′ in C(G).
A connected graph is said to be separable if it contains a cut-vertex, and non-
separable otherwise. A block in a graph G is a maximal induced subgraph of
G which is non-separable. The following result on the structure of cycle-e-
disjoint graphs is immediate by definition.
Lemma 2.3.1. Let G be a cycle-e-disjoint graph. Then every cycle in G is
a block, and every block of G is a cycle or a bridge in G.
We first consider a special family of cycle-e-disjoint graphs. Let nc(G) denote
the number of cycles and noc(G) the number of odd cycles in G. Applying
Lemmas 2.2.2 and 2.3.1, we have:
Lemma 2.3.2. Let G be a cycle-e-disjoint graph with v(G) ≥ 3. Assume
that each bridge in G is a leaf. Then
γw(G) ≥
v(G)− v1(G) + 1− nc(G)− noc(G)
2
, (2.1)
where the equality holds if and only if for each cycle C in G, FC,G is a subset
of some γw-set of C.
Proof. If G does not contain a cycle, then G is a star and inequality (2.1)
holds by Theorem 2.1.1.
Assume that nc(G) = m ≥ 1. Since G is cycle-e-disjoint, by Lemma 2.3.1,
every block of G is either a cycle or a bridge. By assumption, every block of
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G is a cycle or a leaf uv with u on some cycle of G and v an end-vertex of G.
Then there is an ordering of blocks G1, G2, · · · , Gm, · · · , Gk, where k ≥ m,
such that
1. each Gi is a cycle for i = 1, 2, · · · , m and each Gj ∼= K2 for m + 1 ≤
j ≤ k,
2. for i = 2, 3, · · · , m, |V (Gi) ∩ (V (G1) ∪ · · · ∪ V (Gi−1))| = 1, and for
i = m+ 1, · · · , k, |V (Gi) ∩ (V (G1) ∪ · · · ∪ V (Gm))| = 1.




γw(Gi)− k + 1,
where the equality holds if and only if for each i = 1, 2, ..., k, FGi,G is a subset
of some γw-set of Gi. Note that for each i = m + 1, · · · , k, FGi,G is indeed
a subset of some γw-set of Gi. Hence the condition is equivalent to that for
each cycle C in G, FC,G is a subset of some γw-set of C.
It remains to show that
k∑
i=1
γw(Gi)− k + 1 =
v(G)− v1(G) + 1− nc(G)− noc(G)
2
.
Since γw(Gi) = 1 for m < i ≤ k, we need only to consider the case that
k = m, i.e., G contains no leaves.


















v(G) + 1− nc(G)− noc(G)
2
,
as nc(G) = m.
Let G be a graph. To present our main result, we introduce certain families of
paths in G. Let Pb(G) be the family of paths P of G such that every edge of
P is a bridge of G. Let P1(G) be the family of paths u0u1 · · ·uk in Pb(G) such
that dG(u0) ≥ 3, dG(uk) ≥ 3 but dG(ui) = 2 for all 1 ≤ i ≤ k − 1, and P2(G)
be the family of paths u0u1 · · ·uk in Pb(G) such that dG(u0) ≥ 3, dG(uk) = 1
but dG(ui) = 2 for all 1 ≤ i ≤ k − 1. A path is said to be odd(resp. even) if
it consists of an odd(resp. even) number of edges.
Lemma 2.3.3. Let T be any tree. If T is a path, then T ∈ R if and only if
T is an even path; otherwise, T ∈ R if and only if the following conditions
are satisfied:
1. there are no odd paths in P1(T ), and
2. there are no even paths in P2(T ).
Proof. Let Pn be the path of order n. That Pn ∈ R if and only if Pn is
even(and n is odd) follows readily by induction: P2n+1 = P2n−1(u) ·P3(v) for
end-vertices u ∈ V (P2n−1) and v ∈ V (P3), while if P2n ∈ R, then P2n−2 ∈
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R since the only possibility is P2n = P2n−2(u) · P3(v) for end-vertices u ∈
V (P2n−2) and v ∈ V (P3), contradicting the induction hypothesis.
Now suppose T ∈ R is not a path. Observe that each T ∈ R is obtained by
the gluing of finitely many stars; that is, T is the graph G1 ·G2 · · · · ·Gn for
some finite number n of stars, where the identified end-vertices have been
suppressed for clarity. We prove by induction on n that all T expressable in
such a form(equivalently, in R) satisfies (1) and (2).
If n = 1, T is a star and so T trivially satisfies (1) and clearly satisfies (2).
Suppose the induction hypothesis for n− 1, consider T of the form (G1 ·G2 ·
· · · ·Gn−1)(u) ·Gn(v), where u and v are end-vertices in V (G1 ·G2 · · · · ·Gn−1)
and V (Gn) respectively.
b b b bu v
w
x





Let w be the centre of the star Gn. Without loss of generality, we may assume
H = G1 · G2 · · · · · Gn−1 is not a path. Then by the induction hypothesis,
u belongs to an odd path P in P2(H). If Gn is K1,2, then d(w) = 2. Let
x 6= v be the other end-vertex of Gn. Then P ∪ {uw,wx} is the only path in
P2(H · Gn) that is not in P2(H). Since P is odd, P ∪ {uw,wx} is odd. On
the other hand, if Gn is K1,p with p > 2, then P ∪{uw} is the only new path
in P1(H ·Gn) that is not in P1(H). Since P is odd, P ∪ {uw} is even. Note
that wx is an odd path in P2(H · Gn) for each end-vertex x 6= v in V (Gn).
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Thus, conditions (1) and (2) hold for H ·Gn as well.
Conversely, let T be a tree that is not a path satisfying (1) and (2). We prove
by induction on the order v(T ) that T ∈ R. Since T is not a path, v(T ) ≥ 4.
If v(T ) = 4, T is the star K1,3, which is in R by definition. Suppose the
induction hypothesis for all T with v(T ) < n, consider the case v(T ) = n.
If T is the star K1,n−1, then T ∈ R by definition. Else, let T
′ be the tree
obtained by removing all end-vertices of T . Since T is not a star, T ′ has
some end-vertex v. Let u be the support of v in T ′. Let T1 be the subgraph
of T induced by the vertices (V (T ) \N [v]) ∪ {u}, and T2 be the subgraph of









Clearly, T2 is a star K1,p with p ≥ 2, such that v is the centre and u is an
end-vertex. Since T is a tree, T = T1(u) · T2(u). Suppose d(u) ≥ 2 in T1.
Then d(u) ≥ 3 in T , and for any end-vertex w 6= u of T2, the subgraph of T
induced by {u, v, w} forms an even path in P2(T ), contradicting (2). Thus,
u is an end-vertex in T1.
It remains to show that T1 satisfies (1) and (2). First suppose d(v) = 2. Then,
T2 is the path P3. Since T is not a path, T1 is not a path and v(T1) ≥ 4. Let
w be the end-vertex that is adjacent to v in T , and P be the path in P2(T )
containing vw. Note that P \ {uv, vw} is the only path in P2(T1) that is not
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in P2(T ). Since P is odd by assumption (2), so is P \{uv, vw}. Now suppose
d(v) ≥ 3. Without loss of generality, we may assume T1 is not a path and
v(T1) ≥ 4. Let P be the path in P1(T ) containing uv. Note that P \ {uv} is
the only path in P2(T1) that is not in P2(T ). Since P is even by assumption
(1), P \ {uv} is odd. So in both cases, T1 satisfies (1) and (2), hence T1 ∈ R
by the induction hypothesis. Thus, T ∈ R.
Theorem 2.3.4. Let G be a cycle-e-disjoint graph which is not a tree. Then
γw(G) ≥
v(G)− v1(G) + 1− nc(G)− noc(G)
2
, (2.2)
where the equality holds if and only if the following conditions are all satisfied:
1. there are no odd paths in P1(G),
2. there are no even paths in P2(G), and
3. FC,G is a subset of some γw-set of C for every cycle C in G.
Proof. Our proof is by induction on v(G). By Lemma 2.3.2, the result holds
if G contains no bridges uv such that d(u) ≥ 2 and d(v) ≥ 2.
Assume that the result holds if v(G) < m, where m ≥ 4. Now let G be a
cycle-e-disjoint graph of order m. By Lemma 2.3.2, we need only to consider
the case that G contains some bridges uv with d(u) ≥ 2 and d(v) ≥ 2.
Then, one of the following situations occurs:
1. G has a bridge with dG(u) ≥ 3 and dG(v) ≥ 3;
2. G contains a cut-vertex x with d(x) = 2, d(u) ≥ 2 and d(v) ≥ 2, where
u, v are the two neighbours of x;
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3. G has a cut-vertex x with d(x) = 2, d(u) ≥ 3 and d(v) = 1, where u, v
are the two neighbours of x.
Case 1: G contains a bridge uv with d(u) ≥ 3 and d(v) ≥ 3.
Note that, in this case, there is an odd path in P1(G) and we need to show





Let G1 and G2 be the two components of G − uv. It is clear that each
Gi is either a tree or a cycle-e-disjoint graph with at least one cycle. By
Theorem 2.1.1 or by induction,
γw(Gi) ≥
v(Gi)− v1(Gi) + 1− nc(Gi)− noc(Gi)
2
,
for each i = 1, 2. Notice that v(G) = v(G1) + v(G2), nc(G) = nc(G1) +
nc(G2), v1(G) = v1(G1) + v1(G2) and noc(G) = noc(G1) + noc(G2). Thus, by
Lemma 1.3.2,
γw(G) ≥ γw(G1) + γw(G2)
≥
v(G)− v1(G) + 2− nc(G)− noc(G)
2
>




Case 2: G contains a cut-vertex x with d(x) = 2, d(u) ≥ 2 and d(v) ≥ 2,
where u, v are the two neighbours of x.





It is clear that G ◦ x is a cycle-e-disjoint graph having at least one cycle. By
Lemma 1.3.1, γw(G) = γw(G ◦ x) + 1. Also notice that
• G and G ◦ x have the same family of cycles,
• v(G) = v(G ◦ x) + 2 and v1(G) = v1(G ◦ x) and
• for each cycle C in G, FC,G = FC,G◦x.
Hence the result also holds for G as the result holds for G◦x by the induction
hypothesis.
Case 3: G has a cut-vertex x with d(x) = 2, d(u) ≥ 3 and d(v) = 1, where
u, v are the two neighbours of x.
Note that, in this case, there is an even path in P2(G) and we need to show
that inequality (2.2) is strict.






It is clear that G ◦ x is a cycle-e-disjoint graph having at least one cycle. By
the induction hypothesis,
γw(G ◦ x) ≥
v(G ◦ x)− v1(G ◦ x) + 1− nc(G ◦ x)− noc(G ◦ x)
2
.
Notice that v(G) = v(G ◦ x) + 2, nc(G) = nc(G ◦ x), v1(G) = v1(G ◦ x) + 1
and noc(G) = noc(G ◦ x). Thus, by Lemma 1.3.1,
γw(G) = γw(G ◦ x) + 1
≥




v(G)− v1(G) + 1− nc(G)− noc(G)
2
.
The proof is thus complete.
We shall now present Theorem 2.3.4 in another form more closely related to
the family R. Let Vt(G) be the set of vertices x of G such that x ∈ V (C) for
some C ∈ C(G), and x is incident to some bridges in G. Suppose Vt(G) =
{x1, · · · , xk}, let G
′ be the graph obtained from G by adding k new vertices
w1, · · · , wk and k new edges wixi for each i = 1, 2, · · · , k.
Lemma 2.3.5. Let G be a cycle-e-disjoint graph. Then G satisfies conditions
(1) and (2) in Theorem 2.3.4 if and only if each component of the graph
G′ −∪C∈C(G)E(C) belongs to {K1} ∪ R.
Proof. Let V ′t (G) be the set of vertices x ∈ Vt(G) such that x is incident to
only one bridge of G. Let P ′s(G) be the set of paths P in Ps(G) such that
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only one end of P belongs to V ′t (G) for s = 1, 2. Let P
′′
1 (G) be the set of
paths P in P1(G) such that both ends of P belong to V
′
t (G).
Let H denote the graph G′−∪C∈C(G)E(C) and T (H) the family of non-trivial
components of H . It is clear that H contains no cycles, i.e., each T ∈ T (H)
is a tree.
Observe that:
1. For each P ∈ P ′1(G), if xi is one end of P , then the path formed by P
and the edge wixi, denoted by P ∪wixi, is a path in ∪T∈T (H)P2(T ). It
is clear that P is even if and only if P ∪ wixi is odd.
2. For each P ∈ P ′′1 (G), if xi and xj are the two ends of P , then the path
formed by P and the edges wixi and wjxj , denoted by P∪wixi∪wjxj , is
a component ofH . It is clear that P is even if and only if P∪wixi∪wjxi
is even.




1 (G)) = ∪T∈T (H)P1(T ).
4. For each P ∈ P ′2(G), if xi is one end of P , then the path formed by
P and the edge wixi, denoted by P ∪ wixi, is a component of H . It is
clear that P is odd if and only if P ∪ wixi is even.
5. We have the union ∪T∈T (H)P2(T ) = (P2(G) \ P
′
2(G)) ∪ {P ∪ wixi|P ∈
P ′1(G), xi is one end of P}.
By the above observations, G satisfies conditions (1) and (2) in Theorem 2.3.4
if and only if each component of H is either an even path or satisfies con-
ditions (1) and (2) in Lemma 2.3.3. Hence, by Lemma 2.3.3, the result
holds.
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By Lemma 2.3.5, we have now another form for Theorem 2.3.4.
Theorem 2.3.6. Let G be a cycle-e-disjoint graph which is not a tree. Then
γw(G) ≥
v(G)− v1(G) + 1− nc(G)− noc(G)
2
,
where the equality holds if and only if each component of the graph G′ −
∪C∈C(G)E(C) is contained in {K1} ∪R, and FC,G is a subset of some γw-set
of C for every C ∈ C(G).
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Chapter 3




Graphs with unique minimum dominating sets were studied in [7], in which
all such trees were characterised. We study the corresponding property for
weakly connected domination.
Let G be a graph. We say that G is γw-unique if G has a unique γw-set. For
example, each star K1,p is γw-unique when p 6= 1. Note that these are all
the γw-unique trees with γw(G) = 1. However, they do not characterise all
such graphs, since the wheel graphs Wn with n ≥ 5 are non-trees which are
also γw-unique with γw(G) = 1. In this chapter, we will characterise all trees
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which are γw-unique.
3.2 Construction of γw-unique graphs
In this section, we show that the operations of edge-linking and vertex-gluing,
when suitably applied to γw-unique graphs, yield γw-unique graphs as well.
Lemma 3.2.1. Let G1 and G2 be γw-unique non-trivial graphs with γw-
sets S1 and S2 respectively. Let v1 ∈ S1 and v2 ∈ S2. Then the graph
G1(v1)−G2(v2) is γw-unique with γw-set S1 ∪ S2.
Proof. By Lemma 1.3.2, S1 ∪ S2 is a γw-set for G1(v1) − G2(v2). Suppose
S ′ 6= S1∪S2 is another γw-set for G1(v1)−G2(v2). Then by the same lemma,
S ′1 = S
′∩V (G1) and S
′
2 = S
′∩V (G2) are γw-sets for G1 and G2 respectively.
Since S ′ 6= S1 ∪ S2 by assumption, either S
′
1 6= S1 or S
′
2 6= S2, contradicting
the uniqueness of S1 and S2.
Lemma 3.2.2. Let G1 and G2 be γw-unique graphs with γw-sets S1 and S2
respectively. Let v1 /∈ S1 and v2 /∈ S2. Then the graph G1(v1) · G2(v2) is
γw-unique with γw-set S1 ∪ S2.
Proof. By Lemma 1.3.3, S1∪S2 is a WCDS for G1(v1) ·G2(v2). Furthermore,
by the second part of the same lemma, since v1 /∈ S1, v2 /∈ S2 and S1, S2 are
unique γw-sets, S1 ∪ S2 is a γw-set for G1(v1) ·G2(v2).
Now suppose S ′ 6= S1 ∪ S2 is another γw-set for G1(v1) ·G2(v2). Then |S
′| =
|S1 ∪ S2| = |S1|+ |S2|. Let S
′
1 = S
′ ∩ V (G1), S
′
2 = S
′ ∩ V (G2) and w be the
vertex obtained from identifying v1 and v2. Then by Lemma 1.3.3 again, S1
and S2 are WCDS of G1 and G2 respectively, with |S








If w /∈ S ′, then |S ′1 ∩ S
′
2| = 0. It follows that |S
′
1| = |S1|, |S
′
2| = |S2| and
S1, S2 are γw-sets of G1, G2 respectively. Since S
′ 6= S1 ∪ S2 by assumption,
either S ′1 6= S1 or S
′
2 6= S2, contradicting the uniqueness of S1 and S2.
On the other hand, if w ∈ S ′, then v1 ∈ S
′
1 and v2 ∈ S
′
2. Since |S1|+ |S2| =
|S ′1| + |S
′









a γw-set containing v1 or v2 respectively, contradicting the uniqueness of S1
and S2.
3.3 γw-unique trees
We give our characterisation of γw-unique trees in this section. As mentioned
in our review in Chapter 1, Lemanska and Raczek[13] have just published a
characterisation that is essentially similar in spirit to ours in the course of
their work on weakly connected domination stable trees, which were proved
to be equivalent to γw-unique trees.
Lemma 3.3.1. Let G be a γw-unique graph with unique γw-set S. Then no
end-vertex of G is in S.
Proof. Suppose v ∈ S is an end-vertex, let u be the support of v in G. Then
the set (S \ {v})∪{u} is a WCDS of G with size |S|, contradicting that S is
the unique γw-set for G.
Let T be the family of trees defined recursively as follows:
1. the stars K1,p are in T for p ≥ 2,
2. for any T1, T2 in T , the graph T1(v1)−T2(v2) is in T , where vi belongs
to some γw-set of Ti for i = 1, 2,
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3. for any T1, T2 in T , the graph T1(v1) · T2(v2) is in T , where vi does not
belong to any γw-set of Ti for i = 1, 2.
Theorem 3.3.2. Let T be a non-trivial tree. Then T is γw-unique if and
only if T ∈ T .
Proof. That each T ∈ T is γw-unique follows by induction on γw(T ), applying
Lemmas 3.2.1 and 3.2.2.
Conversely, let T be a non-trivial γw-unique tree. Observe that v(T ) ≥ 3.
We prove by induction on v(T ) that T ∈ T . If v(T ) = 3, then T is the star
K1,2, which is in T by definition. Now suppose that every γw-unique tree T
with v(T ) < n is in T , and consider a γw-unique tree T with v(T ) = n. If
γw(T ) = 1, then T is the star K1,n−1, which is in T by definition. So suppose
that γw(T ) ≥ 2. Let S be the unique γw-set for T .
First assume that there are vertices v1, v2 ∈ S which are adjacent. Since T is
a tree, the edge v1v2 is a bridge in T . Let G1 and G2 be the two components
of the graph T − v1v2, with v1 ∈ V (G1) and v2 ∈ V (G2). Let Si = S ∩V (Gi)





By Lemma 3.3.1, v1 and v2 are not end-vertices of T . It follows that v(G1) ≥
2 and v(G2) ≥ 2. Applying Lemma 1.3.2, S1 and S2 are WCDS for G1
and G2 respectively. We now show that S1 is the unique γw-set for G1.
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Suppose not, let S ′1( 6= S1) be another γw-set for G1. By Lemma 1.3.2 again,
S ′1 ∪ S2 is a WCDS of T with |S
′
1 ∪ S2| ≤ |S1 ∪ S2| = |S|, contradicting S
is the unique γw-set for T . Likewise, S2 is the unique γw-set for G2. By the
induction hypothesis, G1 and G2 belong to T . Since v1 ∈ S1 and v2 ∈ S2,
T = G1(v1)−G2(v2) belongs to T .
Now suppose that no two vertices in S are adjacent. Since |S| = γw(T ) ≥ 2,
there exist u, v, w in V (T ) such that uv, vw ∈ E(T ), u, w ∈ S and v /∈ S.
By Lemma 3.3.1, d(u) ≥ 2 and d(w) ≥ 2. Since T is a tree, the edge vw is
a bridge. Let G1 and G2 be the two components of the graph T − vw, with
u, v ∈ V (G1) and w ∈ V (G2). Let Si = S ∩ V (Gi) for i = 1, 2. Form the
graph G′2 by joining vertex w to a new vertex v
′. Then v(G1) ≥ 3, v(G
′
2) ≥ 3

















By Lemma 1.3.3, S1 and S2 are WCDS of G1 and G
′
2 respectively. Note that
v /∈ S1 and v
′ /∈ S2. It remains to show that S1 and S2 are actually their
unique γw-sets. Suppose S1 is not the unique γw-set for G1, let S
′
1( 6= S1)
be another γw-set for G1. Then |S
′
1| ≤ |S1|, so |S
′
1 ∪ S2| = |S
′
1| + |S2| ≤
|S1|+ |S2| = |S1∪S2| = |S|. By Lemma 1.3.3 again, S
′
1∪S2 is a WCDS of T ,
contradicting S is the unique γw-set for T . Likewise, S2 is the unique γw-set
for G′2. By the induction hypothesis, G1 and G
′
2 belong to T . Since v /∈ S1
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and v′ /∈ S2, T = G1(v) ·G
′
2(v
′) belongs to T .
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Chapter 4




The characterisation of trees with unique minimum dominating sets was later
extended to cycle-disjoint graphs in [6]. In this chapter, we examine some
necessary and sufficient conditions for a unicyclic graph to be γw-unique.
Since the equivalence of γw-uniqueness and γw-stability was shown for trees in
[13], it is natural to consider whether this equivalence holds in general. Note
that C5 is a γw-stable graph that is not γw-unique. However, γw-uniqueness
does imply γw-stability for any general graph. The following proof is modified
from one applying to trees in [13].
Theorem 4.1.1. Let G be any graph. If G is γw-unique, then G is γw-stable.
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Proof. Suppose G is γw-unique with unique γw-set S, but G is not γw-stable.
Then there is an edge uv ∈ E(G¯) such that γw(G+ uv) < γw(G). Let S
′ be
a γw-set for G
′ = G + uv. By Theorem 1.2.10, |S ′| = |S| − 1. We consider
three cases.
Case 1: u, v /∈ S ′.
Clearly, S ′ is a WCDS for G, contradicting the minimality of S.
Case 2: u, v ∈ S ′.
Clearly, S ′ is a dominating set of G. Let H denote the weakly induced
subgraph < S ′ >w of G and H
′ the weakly induced subgraph < S ′ >w of G
′.
Observe that H is the graph H ′− uv. If H is connected, then S ′ is a WCDS
of G, contradicting the minimality of S. If H is not connected, then since H
is H ′ − uv and H ′ is connected, H consists of two components H1 and H2
with u ∈ V (H1) and v ∈ V (H2).
Since G is connected, there is a path x1x2 · · ·xn such that x1 = u and xn = v
in G. Consider the set Z = V (H1)∩{x1, x2, ..., xn}. Let xi ∈ Z be such that
xj /∈ Z for all j > i. Since H1 is connected, there is a path P1 from u to
xi in H1. Similarly, there is a path P2 from xi+1 to v in H2. Since the edge
xixi+1 is in G, it follows that both S
′ ∪ {xi} and S
′ ∪ {xi+1} are WCDS of
G, contradicting that S is the unique γw-set for G.
Case 3: u ∈ S ′ and v /∈ S ′.
S ′ is not a WCDS of G, since that would contradict the minimality of S. If
S ′ is a dominating set of G, then we may argue similarly to Case 2 above
and obtain a contradiction. Thus, suppose S ′ is not a dominating set of G.
Since S ′ is dominating in G′, it follows that the only vertex not in N [S ′] is
v, and none of the neighbours of v in G is in S ′. Let H,H ′, H1 and H2 be as
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defined in Case 2 above.
Consider an arbitrary neighbour w of v in G. Since H2 is connected and
none of the neighbours of v in G is in S ′, we have w /∈ V (H2). Since N [S
′] =
V (G) \ {v} in G, it follows that V (H1) = V (G) \ {v} and H2 is the graph
consisting of the single vertex v. Now it is clear that both S ′∪{v} and S ′∪{w}
are WCDS of G, contradicting that S is the unique γw-set for G.
4.2 A special case
Let G be a γw-unique unicyclic graph. Let us first consider the special case
when G consists only of cycle-vertices(vertices belonging to some cycle) and
end-vertices. (This is a similar approach to that used in Lemma 2.3.2, where
we considered cycle-e-disjoint graphs in which each bridge is a leaf. Quite
often, we can use such a special case to bridge the gap in extending results
on trees to cycle-disjoint graphs.) By Lemma 3.3.1, it follows that any cycle-
vertex v with d(v) ≥ 3 is in the unique γw-set S of G. We study the cycle-
vertices of G.
Lemma 4.2.1. Let G be a γw-unique unicyclic graph consisting only of cycle-
vertices and end-vertices, with γw-set S. Then the following conditions hold.
(1) There are no consecutive cycle-vertices v1, v2, v3 such that d(v1) ≥ 3,
d(v2) = 3 and d(v3) ≥ 3.
(2) For n ≥ 2, there are no consecutive cycle-vertices v0, v1, ..., v2n+1 such
that d(v0) ≥ 3, d(v2n+1) ≥ 3 and d(vi) = 2 for all 1 ≤ i ≤ 2n.
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(3) There is at most one quartet of consecutive cycle-vertices v0, v1, v2, v3
such that d(v0) ≥ 3, d(v1) = d(v2) = 2 and d(v3) ≥ 3.
(4) Suppose there exist consecutive cycle-vertices v1, v2 such that d(v1) = 3
and d(v2) ≥ 3, or consecutive cycle-vertices v0, v1, ..., v2n+2 with d(v0) ≥
3, d(v2n+2) ≥ 3 and d(vi) = 2 for all 1 ≤ i ≤ 2n + 1 and n ≥
1. Then there exists exactly one quartet of consecutive cycle-vertices
u0, u1, u2, u3 such that d(u0) ≥ 3, d(u1) = d(u2) = 2 and d(u3) ≥ 3.
Proof. (1) Note that v1, v2, v3 ∈ S. Let u /∈ {v1, v3} be the other neighbour
of v2. Observe that (S \ {v2}) ∪ {u} is a WCDS for G, contradicting that S
is the unique γw-set for G.
(2) As above, we have v0, v2n+1 ∈ S. Consider S
′ = S ∩ {v0, v1, ..., v2n+1}.
Observe that there is no 0 ≤ i ≤ 2n−1 such that vi, vi+1, vi+2 ∈ S
′, for in that
case, S\{vi+1} would be a WCDS for G, contradicting the minimality of S. If
there are two consecutive vertices vi, vi+1 ∈ S
′, then either (S \{vi})∪{vi−1}
or (S \ {vi+1}) ∪ {vi+2} is another WCDS for G, contradicting that S is the
unique γw-set. On the other hand, if S
′ contains no consecutive vertices, then
there exists some 1 ≤ i ≤ 2n − 1 such that vi, vi+1 /∈ S
′ and vi−1, vi+2 ∈ S
′.
Note that < S ′ >w is not connected. In this case, either (S \ {vi−1}) ∪ {vi}
or (S \ {vi+2}) ∪ {vi+1} is another WCDS for G, contradicting that S is the
unique γw-set.
(3) Suppose there are two such quartets u0, u1, u2, u3 and v0, v1, v2, v3. We
have u0, u3, v0, v3 ∈ S. Since S is a WCDS, at least one of u1, u2, v1, v2 is in
S. Without loss of generality, let u1 ∈ S. Then u2 /∈ S by the minimality of
S, and (S \ {u1})∪{u2} is another WCDS for G, contradicting that S is the
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unique γw-set.
(4) Suppose there is no such quartet, and first consider the case where there
exist consecutive cycle-vertices v0, v1, ..., v2n+2 with d(v0) ≥ 3, d(v2n+2) ≥ 3
and d(vi) = 2 for all 1 ≤ i ≤ 2n+1 and n ≥ 1. For simplicity, we may assume
that there is only one such cycle sequence. By (2) and the assumption that
there is no quartet, it follows that every cycle-vertex v not in {v0, v1, ..., v2n+2}
with d(v) = 2 is adjacent to two cycle-vertices of degree ≥ 3 in S. Note that
v0, v2n+2 ∈ S. Suppose that there exists 0 ≤ i ≤ 2n+1 such that vi, vi+1 ∈ S.
Then either (S \ {vi}) ∪ {vi−1} or (S \ {vi+1}) ∪ {vi+2} is a WCDS of G. If
not, it is easy to see that S∩{v0, v1, ..., v2n+2} is just {v0, v2, ..., v2i, ..., v2n+2}.
In this case, (S \ {v2})∪{v1} is another WCDS of G. In both cases, we have
a contradiction to the assumption that S is the unique γw-set.
Now suppose there exist consecutive cycle-vertices v1, v2 such that d(v1) = 3
and d(v2) ≥ 3. From the above, we may now assume that there is no cycle
sequence of the form considered there. Again, by (2) and the assumption that
there is no such quartet, it follows that every cycle-vertex v with d(v) = 2 is
adjacent to two cycle-vertices of degree ≥ 3 in S. Thus, < S >w contains a
cycle. Note that v1, v2 ∈ S. Let u be the neighbour of v1 that is not in the
cycle of G. Then, (S \{v1})∪{u} is another WCDS of G, contradicting that
S is the unique γw-set of G.
Now we show the converse. The key idea here is that if S is a γw-set for a
unicyclic graph G, then at most one edge from the cycle is not in < S >w.
Theorem 4.2.2. Let G be a unicyclic graph consisting only of cycle-vertices
and end-vertices, satisfying the four conditions in Lemma 4.2.1. Then G is
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γw-unique.
Proof. First consider the case where there is no pair or sequence of the form
considered in condition (4). Let v be an arbitrary cycle-vertex of degree
d(v) = 3 in G, and let u, w be the two neighbours of v that are also cycle-
vertices. By condition (1), at least one of d(u) or d(w) must be exactly two.
Suppose d(u) = 2 and d(w) ≥ 3, or vice versa. Then, we get a contradiction
to our initial assumption that there is no pair of the form considered in (4).
Hence, d(u) = d(w) = 2. By conditions (2), (3) and our initial assumption
that there is no sequence of the form in (4), there is at most one pair of
consecutive cycle-vertices of degree 2. It follows that the set of supports S
of G is a γw-set.
Clearly, any cycle-vertex x of degree d(x) ≥ 4 must belong to any γw-set
of G, for otherwise all the end-vertices adjacent to x would belong to some
γw-set, a contradiction. Also, any arbitrary vertex v of degree 3 cannot be
replaced by its adjacent end-vertex y, for otherwise the edges uv, vw are not
present in the graph < (D \ {v}) ∪ {y} >w. Hence, S is the unique γw-set
for G.
Next, consider the case where there is some sequence v0, v1, ..., v2n+2, but no
pair of the form considered in (4). Again, for simplicity, we may assume that
there is only one such cycle sequence. As in the case above, any cycle-vertex
v with d(v) = 3 is adjacent to two cycle-vertices of degree 2. By (2) and (4),
there is exactly one pair of consecutive cycle-vertices z1, z2 /∈ {v1, ..., v2n+1}
with d(z1) = d(z2) = 2.
Let S be the set of supports of G. Observe that D = S∪{v2, ..., v2i, ..., v2n} is
a γw-set of G. Since v1v2 · · · v2n+1 forms an even path of size 2n in G, a min-
41
imum of n vertices {x1, ..., xn} = N from the set {v1, ..., v2n+1} are required
so that < N >w omits at most one edge from the path v1v2 · · · v2n+1. Since
the edge z1z2 is not present in < D >w, it follows that {v2, ..., v2i, ..., v2n}
must belong to any γw-set of G. Now each vertex from S must belong to any
γw-set by an identical argument to that in the first case above. Hence, D is
the unique γw-set for G.
Finally, consider the case where there are adjacent vertices x1, x2 with d(x1) =
3 and d(x2) ≥ 3. For simplicity, we assume that there is exactly one cycle
sequence v0, v1, ..., v2n+2 of the form considered in (4)(the cases where there
is none, or more, are similar). By (2) and (4), there is exactly one pair of
consecutive cycle-vertices z1, z2 /∈ {v1, ..., v2n+1} with d(z1) = d(z2) = 2.
Let S be the set of supports ofG. Again, note thatD = S∪{v2, ..., v2i, ..., v2n}
is a γw-set of G. By a similar argument to that in the second case above,
{v2, ..., v2i, ..., v2n} must belong to any γw-set of G. Since any support x of
degree d(x) ≥ 4 must belong to any γw-set, it remains to show that no support
v with d(v) = 3 may be replaced by its adjacent end-vertex to form a γw-set
from D. Observe that the edge z1z2 is not present in < D >w. By (1), every
(cycle) vertex v with d(v) = 3 is adjacent to some (cycle) vertex u of degree
2. It follows that the edge uv is not present in < (D \{v})∪{y} >w, where y
is the end-vertex adjacent to v. Hence, no such replacement is possible and
D is the unique γw-set for G.
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4.3 Unicyclic graphs
Let U0 denote the family of unicyclic graphs satisfying the conditions in
Lemma 4.2.1. By Lemma 4.2.1 and Theorem 4.2.2, U0 is exactly the family of
γw-unique unicyclic graphs consisting only of cycle-vertices and end-vertices.
Let U denote the family of γw-unique unicyclic graphs. In this section, we
characterise U by building it up in two steps starting from U0 and through
the family U1, which we define as follows. Let Vc(G) denote the set of cycle-
vertices of G. Then the set of non-cycle-vertices adjacent to some cycle-vertex
can be expressed as N [Vc(G)] \ Vc(G). The family U1 consists of those γw-
unique unicyclic graphs in which no vertex in N [Vc(G)] \ Vc(G) belongs to
the unique γw-set S of G. Symbolically, this is (N [Vc(G)] \ Vc(G)) ∩ S = ∅.
Define a family of graphs U ′1 as follows: G ∈ U
′
1 if and only if G can be formed
from the following procedure:
1. Choose H ∈ U0 with unique γw-set SH , and trees T1, ..., Tn ∈ T with
unique γw-sets S1, ..., Sn respectively(here n may be zero);
2. Choose yi ∈ V (Ti)\Si for each 1 ≤ i ≤ n, and a sequence of end-vertices
(z1, ..., zn) from V (H)(possibly with repetition);
3. G = H · T1 · · · · · Tn, where each yi is identified with zi.
By Lemma 3.3.1, none of the zi belong to SH . Then G is γw-unique, by
induction and using Lemma 3.2.2. Furthermore, by the same lemma, none
of the yi belong to the unique γw-set of G. Thus, we have U
′
1 ⊆ U1.




Proof. From the above, it suffices to show that U1 ⊆ U
′
1. Let G ∈ U1; that
is, G is a γw-unique unicyclic graph in which (N [Vc(G)] \ Vc(G)) ∩ S = ∅.
Let F = {e1, ..., en} be the subset of edges from E(G), such that each ei
joins a cycle-vertex xi to a non-cycle-vertex yi, with degree d(yi) ≥ 2 for all
1 ≤ i ≤ n.(Note that it is possible that xi = xj for 1 ≤ i < j ≤ n.) Form
the graph G′ by first removing all the edges in F from G, and then joining
xi to a new vertex zi for each 1 ≤ i ≤ n. Let H be the unicyclic component
of G′, and Ti be the tree in G
′ that contains yi. By construction, every non-
cycle-vertex in N [Vc(H)] \ Vc(H) is of degree 1, that is, an end-vertex. Then
G is the graph H · T1 · · · · · Tn, where the identified vertices are yi with zi for
all 1 ≤ i ≤ n. Let SH = S ∩ V (H) and Si = S ∩ V (Ti) for all i. Note that
yi /∈ Si and zi /∈ SH for all i. It remains to show that the components of G
′,
namely H, T1, ..., Tn, are γw-unique, with γw-sets SH , S1, ..., Sn respectively.
We prove by induction on n, the number of edges in the set F (⊆ E(G)).
The case n = 0 is trivial. Suppose the induction hypothesis for all n < k,
and consider the case n = k. By assumption, we have yk /∈ S, and so
xk ∈ S. Let G1 and Tk be the two components of G−xkyk, with xk ∈ V (G1)
and yk ∈ V (Tk). Form G
′
1 by joining xk to a new vertex zk. Clearly, G
′
1
is a unicyclic graph, Tk is a tree and G is the graph G
′
1(zk) · Tk(yk). Let
S1 = S∩V (G
′
1) and Sk = S∩V (Tk). By Lemma 1.3.3, S1 is a WCDS for G
′
1.
We claim that S1 is the unique γw-set for G
′
1. If not, let S
′ 6= S1 be a γw-set
for G′1. Then S
′ ∪ Sk 6= S1 ∪ Sk = S is a γw-set for G by the same lemma,
contradicting that S is the unique γw-set for G. Likewise, Sk is the unique
γw-set for Tk. Applying the induction hypothesis on G
′
1, we are done.
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Though the definition of U1 is somewhat awkward, it is so chosen because it
is easy to link U1 to U . Let U
′ be the family of graphs defined recursively as
follows:
1. U1 ⊆ U
′,
2. for any G ∈ U ′ with γw-set S1 and any tree T ∈ T with unique γw-set
S2, the graph G(u)−T (v) belongs to U
′, where u ∈ S1 is a cycle-vertex
and v ∈ S2,
3. for any G ∈ U ′ with γw-set S1 and any tree T ∈ T with unique γw-set
S2, the graph G(x) · T (y) belongs to U
′, where x /∈ S1 is a cycle-vertex
and y /∈ S2 is an end-vertex with support z.
Note that v, z ∈ S1 ∪ S2 are adjacent to the cycle-vertices u ∈ S1 ∪ S2 and
x /∈ S1 ∪ S2 respectively. By induction and using Lemmas 3.2.1 and 3.2.2,
each G ∈ U ′ is γw-unique. Thus, U
′ ⊆ U .
Theorem 4.3.2. U = U ′.
Proof. From the above, it suffices to show that U ⊆ U ′. The proof is analo-
gous to that in Theorem 3.3.2. Let G ∈ U , we prove by induction on v(G)
that G ∈ U ′. The base case is v(G) = 4 when G is the graph C3 with a leaf
attached, and this G is clearly in U0 ⊆ U1 ⊆ U
′. Now suppose that every γw-
unique unicyclic graph G with v(G) < n is in U ′, and consider a γw-unique
G with v(G) = n. Let S be the unique γw-set for G. Since U1 ⊆ U
′, we
may assume that G /∈ U1, that is, there is a non-cycle-vertex y ∈ S that is
adjacent to some cycle-vertex x.
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We first consider the case when x ∈ S. Since G is a unicyclic graph, the
edge xy is a bridge in G. Let G1 and G2 be the two components of G − xy
with x ∈ V (G1) and y ∈ V (G2). Then G1 is a unicyclic graph, G2 is a
tree and G is the graph G1(x) − G2(y). Now it suffices to show that G1
and G2 are γw-unique with γw-sets S1 = S ∩ V (G1) and S2 = S ∩ V (G2)
respectively, for in that case G1 ∈ U
′ by the induction hypothesis, and hence
G = G1(x)−G2(y) ∈ U
′ by the definition of U ′.
Since y ∈ S, by Lemma 3.3.1 y is not an end-vertex of G. It follows that
v(G1) ≥ 2 and v(G2) ≥ 2. Applying Lemma 1.3.2, S1 and S2 are WCDS for
G1 and G2 respectively. We now show that S1 is the unique γw-set for G1.
Suppose not, let S ′1( 6= S1) be another γw-set for G1. By Lemma 1.3.2 again,
S ′1 ∪ S2 is a WCDS of G with |S
′
1 ∪ S2| ≤ |S1 ∪ S2| = |S|, contradicting that
S is the unique γw-set for G. Likewise, S2 is the unique γw-set for G2.
Now we consider the case x /∈ S. Since G is a unicyclic graph, the edge xy is a
bridge in G. Let G1 and G2 be the two components of G−xy with x ∈ V (G1)
and y ∈ V (G2), and form G
′
2 by attaching a new vertex z to y in G2. Then
G1 is a unicyclic graph, G
′
2 is a tree and G is the graph G1(x) ·G
′
2(z). Now it
suffices to show that G1 and G
′
2 are γw-unique with γw-sets S1 = S ∩ V (G1)
and S2 = S ∩ V (G2) respectively, for in that case G1 ∈ U
′ by the induction
hypothesis, and hence G = G1(x) ·G
′
2(z) ∈ U









Since y ∈ S, by Lemma 3.3.1 y is not an end-vertex of G. It follows that
v(G1) ≥ 3 and v(G
′
2) ≥ 3. By Lemma 1.3.3, S1 and S2 are WCDS of G1
and G′2 respectively. Note that x /∈ S1 and z /∈ S2. It remains to show that
S1 and S2 are actually their unique γw-sets. Suppose S1 is not the unique
γw-set for G1, let S
′
1( 6= S1) be another γw-set for G1. Then |S
′
1| ≤ |S1|, so
|S ′1 ∪S2| = |S
′
1|+ |S2| ≤ |S1|+ |S2| = |S1∪S2| = |S|. By Lemma 1.3.3 again,
S ′1 ∪ S2 is a WCDS of T , contradicting that S is the unique γw-set for T .




A connected graph G is said to be cycle-v-disjoint if no two cycles in G have a
vertex in common. It is easy to see that the family of cycle-v-disjoint graphs
is a proper subfamily of the family of cycle-e-disjoint graphs. Let V be the
family of graphs defined recursively as follows:
1. U ⊆ V,
2. for any G1, G2 in V, the graph G1(v1)−G2(v2) is in V, where vi belongs
to some γw-set of Gi for i = 1, 2,
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3. for any G1, G2 in V, the graph G1(v1) · G2(v2) is in V, where vi does
not belong to any γw-set of Gi for i = 1, 2, and v1 and v2 are not both
cycle-vertices.
Lemma 4.4.1. A cycle-v-disjoint graph G is γw-unique if and only if G ∈ V.
Proof. Again, the proof is analogous to that in Theorem 3.3.2. The key
point is that we are working on the bridges in the graph G. That each
G ∈ V is γw-unique follows by induction and Lemmas 3.2.1 and 3.2.2, while
the requirement that v1 and v2 are not both cycle-vertices in (3) ensures
that G is cycle-v-disjoint. Conversely, let G be a cycle-v-disjoint graph with
unique γw-set S. We prove by induction on the number of cycles nc(G) in G
that G ∈ V. If nc(G) = 1, then G ∈ U ⊆ V by definition. Now suppose that
every γw-unique cycle-v-disjoint G with nc(G) < n is in V, and consider a
γw-unique G with nc(G) = n.
We may assume n ≥ 2. Let x, y ∈ V (G) be cycle-vertices in different cycles of
G, that is, there is Cx, Cy ∈ C(G) with x ∈ V (Cx), y ∈ V (Cy) and Cx 6= Cy.
Since G is connected, there is an x-y path xu1u2 · · ·uiy in G. Consider the
largest index j such that uj ∈ V (Cx)∩{u1, ..., ui}. If V (Cx)∩{u1, ..., ui} = ∅,
define v1 = x, v2 = u1; else if j = i, define v1 = ui, v2 = y; else 1 ≤ j ≤ i− 1,
define v1 = uj, v2 = uj+1. Then v1 ∈ V (Cx) and v2 /∈ V (Cx), and since G is
cycle-v-disjoint, the edge v1v2 must be a bridge in G. Since S is a γw-set of
G, either v1 or v2 must be in S.
First consider the case when both v1, v2 are in S. Let G1 and G2 be the two
components of the graph G − v1v2, with v1 ∈ V (G1) and v2 ∈ V (G2). Let
Si = S ∩ V (Gi) for i = 1, 2. Observe that v1 ∈ S1, v2 ∈ S2 and G is the
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graph G1(v1) − G2(v2). Since C1 ∈ C(G1) and C2 ∈ C(G2), it follows that
v(G1) ≥ 3, v(G2) ≥ 3 and G1, G2 are cycle-v-disjoint graphs each with fewer
than n cycles. Applying Lemma 1.3.2, S1 and S2 are WCDS for G1 and G2
respectively. We now show that S1 is the unique γw-set for G1. Suppose
not, let S ′1( 6= S1) be another γw-set for G1. By Lemma 1.3.2 again, S
′
1 ∪ S2
is a WCDS of G with |S ′1 ∪ S2| ≤ |S1 ∪ S2| = |S|, contradicting that S is
the unique γw-set for G. Likewise, S2 is the unique γw-set for G2. By the
induction hypothesis, G1 and G2 belong to V. Since v1 ∈ S1 and v2 ∈ S2,
G = G1(v1)−G2(v2) belongs to V.
Now consider the case when only one of v1, v2 is in S. We may suppose v1 /∈ S
and v2 ∈ S; the other case is similar. Let G1 and G2 be the two components
of the graph G− v1v2, with v1 ∈ V (G1) and v2 ∈ V (G2). Let Si = S ∩V (Gi)
for i = 1, 2. Form the graph G′2 by joining vertex v2 to a new vertex v. Then
G is the graph G1(v1) · G
′
2(v). Since C1 ∈ C(G1) and C2 ∈ C(G2), it follows
that v(G1) ≥ 3, v(G2) ≥ 3 and G1, G2 are cycle-v-disjoint graphs each with
fewer than n cycles. By Lemma 1.3.3, S1 and S2 are WCDS of G1 and G
′
2
respectively. Note that v1 /∈ S1 and v /∈ S2. We now show that S1 is the
unique γw-set for G1. Suppose not, let S
′
1( 6= S1) be another γw-set for G1.
Then |S ′1| ≤ |S1|, so |S
′
1 ∪ S2| = |S
′
1| + |S2| ≤ |S1| + |S2| = |S1 ∪ S2| = |S|.
By Lemma 1.3.3 again, S ′1 ∪ S2 is a WCDS of G, contradicting that S is
the unique γw-set for G. Likewise, S2 is the unique γw-set for G
′
2. By the
induction hypothesis, G1 and G
′
2 belong to V. Since v1 /∈ S1 and v /∈ S2 is
an end-vertex, G = G1(v1) ·G
′
2(v) belongs to V.
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It was hoped that the γw-unique cycle-e-disjoint graphs could also be char-
acterised in a similar manner, i.e. by linking or gluing smaller γw-unique
graphs. However, the following γw-unique cycle-e-disjoint graph obtained by






This suggests that an attempt to tackle the characterisation of γw-unique
cycle-e-disjoint graphs directly may have to start over from the beginning
of Section 4.2, and first settle the special case of cycle-e-disjoint graphs in
which every bridge is a leaf, as in Lemma 2.3.2.
Alternatively, note that the above graph can be viewed as the contrac-






This suggests that a better understanding of the (generalised) contraction op-
eration may help in extending the characterisation to cycle-e-disjoint graphs.
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