Abstract For the measurement of steady or slowly varying signals in the presence of unwanted noise, an ideal smoothing filter can be derived. This filter exhibits the shortest settling time for a given reduction of the noise. Rational transfer function approximations have been described which give good performance. These were derived by classical functional approximation techniques. This paper demonstrates that further improvements are possible by direct numerical optimisation of the final settling to within a specified tolerance. If this tolerance is 0.1 %, a third-order optimised filter provides almost three times the measuring rate of a simple first-order low-pass network.
Introduction
The problem of measuring a DC or slowly varying signal in the presence of noise occurs frequently in experimental instrumentation. A very common example is the output of 'lock-in' amplifiers or synchronous rectifiers, where a periodic signal is heterodyned to zero frequency. Particularly in the case of steady signals, the unwanted noise components can be reduced almost indefinitely by the use of simple filters with a long time constant, but at the cost of a correspondingly long settling time before the desired output can be determined. The fact that the fluctuations due to noise decrease only as the inverse of the square root of the time constant is a serious limitation.
Some improvement in the ratio of settling time to residual fluctuations is possible by the use of more elaborate filtering schemes than the simple first-order low-pass networks. Recently, Grimbleby (1979 Grimbleby ( , 1980 has described the concept of an ideal averaging filter and derived rational function approximations to it.
These rational transfer functions were derived by the Pad6 approximant method with the function and its derivatives being matched to the ideal function at zero frequency. The purpose of this paper is to investigate the possibility of finding improved approximations by using the techniques of numerical optimisation. Grimbleby (1979) derives the ideal averaging filter which settles exactly to its steady state output in time TO, whilst having a minimum noise-equivalent bandwidth fn given by f n = 1/2T0.
Settling time of averaging filters
(1)
The frequency response function for this filter is given by H(jw) where
It is interesting to note that the same filter characteristic is obtained when the calculus of variations is used to determine the optimum smoothing filter in the least-squares sense for additive noise (Brown and Nilsson 1962) .
Real filters with lumped elements can only have rational transfer functions and do not settle exactly within a finite time. It is accordingly convenient to define settling times based on a particular tolerance such as k 1 %, or f 0.1 : & of the steady state output. Grimbleby (1980) gives a set of rational approximations to equation (2) of increasing accuracy. Of these, the function with third order denominator, referred to as the (2, 3) approximant, is probably the most practicable. In terms of the complex frequency s it is, for f n = 1 Hz This function settles to within 0.1 % in 0.92 s, which is to be compared with 0.50 s for the ideal filter having 1 Hz noiseequivalent bandwidth, and 1.73 s for a first-order low-pass network.
The Pad6 approximation process takes no direct account of the details of the settling process, and, in fact, the response of the (2, 3) approximant first overshoots and then settles to within the 0.1 ; < tolerance from above. This suggests that a shorter effective settling time might be possible by modification of the coefficients of the (2, 3) approximant to suit better the process of settling to within a given tolerance. Analytically, this would be rather tedious, and it appears more rewarding to investigate the direct numerical optimisation of the settling time withfn held to 1 Hz.
Formulation of the numerical problem
We consider a general third order rational transfer function
The noise equivalent bandwidth is given by
Assuming that the filter is stable, it is possible to obtain a closed form expression for the integral in equation ( 5 ) by the theory of residues (James et a1 1947) .
Since the steady state gain of the filter should be unity, we may take no = bo = 1, and then 
Optimisation of the response time of aoeraging filters
If 61, b2, b3 and a1 are specified separately, (7) becomes a quadratic equation in a2, and, if a2 is real, then the filter has been normalised to fn = 1 Hz.
The unit step response of the filter is obtained from the inverse Laplace transform
where -y , -a + jp, -a-jP are the roots of the denominator in (4), found in this case by the standard formulae for cubic equations, and
The construction of the function to be minimised is shown in figure 1. Whilst the times at which the step response crosses the allowed tolerance limits could possibly be determined by efficient techniques such as Newton's method, the multiple solutions suggest the possibility of confusion or outright Determination of time to reach the lower limit of numerical disaster, and so the rather slow but sure method of evaluating (8) at a relatively large number of time increments was adopted. A sufficiently accurate determination of the time when the lower limit is crossed is obtained by linear interpolation, and to this is added the total amount by which subsequent samples lie outside the specified tolerance, multiplied by a weighting factor.
The minimisation technique
The Simplex method for the minimisation of nonlinear functions (Nelder and Mead 1965) was employed. If there are n parameters to be varied, the simplex may be regarded as a 'solid' figure defined by n+ 1 points in an n dimensional space. The object function is evaluated at each vertex of the simplex which then projects itself in the direction of maximum decrease of the function value, growing in size or shrinking automatically until, eventually, it converges on a minimum functional value.
Constraints may be simulated by adding large penalties to the object function whenever undesirable values of the parameters occur. In this case, such penalties were added whenever the roots of the cubic moved into the right half-plane or degenerated into three real roots, and also when it was impossible to specify a2 to achieve f n = 1 Hz.
The calculations were programmed in BASIC on a Commodore personal computer which required 20-30 min for a complete minimisation involving about 200 evaluations of the object function. The current values were displayed continuously; thus unpromising runs could be detected and terminated early.
Results
The coefficient a1 is zero in Grimbleby's (2, 3) approximation, and it was found that there was no advantage in allowing it to assume finite values in the numeric optimisation. Using Grimbleby's coefficient data as starting values, the third order rational transfer functions having noise-equivalent bandwidth of 1 Hz and settling in the shortest time to within ? 1 % and i 0.1 % of the final values were determined. Table 1 shows the settling times for these filters compared with a simple firstorder low-pass filter, which is the type commonly used in scientific instruments. The actual shapes of the step response close to the settling points are shown in figure 2. Figure 2 Step response of various filters withyn= 1 Hz.
---, Grimbleby (2, 3) 6 Realisation of a practical filter Since the filters under consideration are used for measurements, a primary consideration is that the DC gain should be very close to unity with negligible off-set. Grimbleby (1980) has presented a particularly elegant configuration in which a single high performance operational amplifier in voltage follower connection controls the DC gain, with the frequency dependent part of the circuit being AC coupled only. The optimised transfer functions derived as described above can also be realised with adequate accuracy using this arrangement, and figure 3 shows component values for the 0.1 % optimised filter.
Conclusion
For the measurement of steady or slowly varying signals in the presence of unwanted noise, an ideal smoothing filter can be derived in the sense of having the shortest settling time for a given improvement of the signal-to-noise ratio. Rational function approximations to the ideal characteristic have been described which provide good results. However further improvement has been demonstrated by direct numerical optimisation of the last stages of settling to within a specified tolerance of the final value.
An optimised third-order filter with noise-equivalent bandthe 0.1 % optimum response.
width of 1 Hz settles to within 0.1 % in 0.67 s, which is approximately f of the time required by a simple first-order filter.
