Abstract. It is shown that there does not exist a transcendental entire function with the property that all its iterates satisfy the same algebraic differential equation. This answers a question of L. A. Rubel.
. Introduction and main results.
An analytic function f is called differentially algebraic if it satisfies an algebraic differential equation; that is, an equation of the form P (z, f (z), f (z), . . . , f (n) (z)) = 0 (1) where P is a polynomial in n + 2 variables that does not vanish identically. A function is called hypertranscendental (or transcendentally transcendental) if it is not differentially algebraic. For a survey of results and problems concerning hypertranscendental and differentially algebraic functions, we refer to three papers of Rubel [17, 18, 19] .
A family of functions is called uniformly differentially algebraic (or coherent) if there exists an algebraic differential equation which is satisfied by all functions of the family. Rubel [19, Problem 27] asked whether there exists a transcendental entire function f such that the family {f k } of iterates of f is uniformly differentially algebraic. The purpose of this paper is to answer Rubel's question.
Theorem 1.
There does not exist a transcendental entire function whose iterates are uniformly differentially algebraic.
We note that the corresponding result for polynomials is known: the iterates of a polynomial are uniformly differentially algebraic if and only if the polynomial Indiana University Mathematics Journal c , Vol. 44, No. 1 (1995) is conjugate (by a linear function) to a monomial, a Chebychev polynomial, or the negative of a Chebychev polynomial; compare [19, p. 663 ], see also [3] .
Suppose now that the entire function f has a repelling fixed point; that is, there exists ζ such that f (ζ) = ζ and |f (ζ)| > 1. Define λ = f (ζ). Then there exists an entire function ϕ such that ϕ(0) = ζ and
It is unique if we normalize it by ϕ (0) = 1. We call ϕ the Poincaré function to f at ζ. It is also common to name these functions after Schröder or Koenigs. (The equation (2) was considered first by Schröder [20] , Koenigs [14] proved that it has a solution ϕ analytic in a neighborhood of 0 if λ = 0 and |λ| = 1, and Poincaré [15] observed that (2) permits analytic continuation of ϕ to the whole plane if |λ| > 1.) For a further discussion of this and related equations, as well as their role in complex dynamics, we refer to [2, Chapter 6] Baker [1] proved that the repelling fixed points of the iterates of f are dense in the Julia set of f , which is a non-empty (and perfect) set. In particular, some iterate has a repelling fixed point. (In fact, any f k , k ≥ 2, has this property, but we do not need this result proved in [4] here.) Combining the fact that some iterate of f has a repelling fixed point with the result of Boshernitzan and Rubel quoted above, we see that Theorem 2 also implies Theorem 1; that is, the two theorems are actually equivalent.
We remark that Poincaré functions may also be defined for rational functions, in which case they are meromorphic. (Here and in the following "meromorphic" always means "meromorphic in the plane".) Ritt [16] determined all differentially algebraic Poincaré functions to rational functions. They are given explicitly in terms of the exponential, the cosine, or the Weierstraß ℘-function.
As already mentioned, the equation (2) still has a solution ϕ if 0 < |λ| < 1, but then ϕ is not entire but defined only in some neighborhood of ζ. The results of Boshernitzan and Rubel include this case and thus we find that ϕ is hypertranscendental in this case, too. A similar remark applies to the solutions of the Böttcher and Abel equations, which correspond to the cases λ = 0 and λ = 1-see [3] for the rational case.
The proof of our results is very similar to Ritt's proof [16] . In fact, many of his ideas are just repeated here, but I hope that the reader will appreciate this rather than reading words like "analogous" and "similar" too often.
Ritt's basic idea is to assume that ϕ is differentially algebraic, say
and to substitute (2) in (3). This yields a new algebraic differential equation for ϕ. If the rank (defined in Section 4 below) of (3) is minimal, then the new equation is a multiple of the old one, and this then sharply reduces the possible forms of (3). We proceed similarly and substitute (2) in (3). This yields a new differential equation for ϕ, but its coefficients are transcendental if f is transcendental. A theorem of Steinmetz [21] , however, permits us to replace this new differential equation by another one which does have rational coefficients. This makes Ritt's approach, with suitable modifications, work in the transcendental case, too.
2. . Steinmetz's theorem. We assume that the reader is familiar with the basic definitions and results of Nevanlinna theory; see [12] or [13] . The theorem of Steinmetz [21, Satz 1] referred to in the introduction is the following.
. .,F m be not identically vanishing meromorphic functions and let h 0 ,h 1 ,. . .,h m be meromorphic functions that do not all vanish identically. Let g be a nonconstant entire function and suppose that there exists a positive constant K such that
where S(r, g) = o(T (r, g)) as r → ∞ outside some exceptional set of finite measure. Suppose also that
Then there exist polynomials P 0 ,P 1 ,. . .,P m that do not all vanish identically such that
Generalizations and different proofs of this result have been given by Brownawell [6] and Gross and Osgood [9, 10, 11] .
3. . The order of Poincaré functions. We shall use the following result concerning the order of growth of Poincaré functions. If we combine this lemma with the well-known result that entire solutions of first-order algebraic differential equations have finite order [24, p. 110 ], then we see that Poincaré functions of transcendental entire functions cannot satisfy first order algebraic differential equations.
We remark, however, that the method of Section 5 and Section 6 could also be used to determine the possible first order equations explicitly, as it was done by Ritt, and then it can be verified that none of them corresponds to a transcendental entire function f .
Proof of Lemma 2. Let ϕ be a Poincaré function to the transcendental entire function f . Then T (|λ|r, ϕ) = T (r, f (ϕ)) by (2) . On the other hand, we have
Thus, for any given M > 1, we find r 0 such that T (|λ|r, ϕ) ≥ MT (r, ϕ) for r ≥ r 0 . It follows that
This implies that the order of ϕ is at least log M/ log |λ|. The conclusion follows because M can be chosen arbitrarily large.
Remark. Using similar arguments, Valiron [23, Section 48] proved that if f is a polynomial of degree d, then ϕ has order log d/ log |λ|.
4. . The rank of an equation. Let f be meromorphic, n ∈ N = {1, 2, 3, . . .}, r j ∈ N 0 = N ∪ {0} for j = 1, 2, . . . , n, and put r = (r 1 , r 2 , . . . , r n ). Suppose that r n = 0 except possibly if n = 1 and define
with the convention that
the differential monomial of rank r in f . Furthermore, n is called the order, d(r) = r 1 + r 2 + · · · + r n the degree, and w(r) = r 1 + 2r 2 + · · · + nr n the weight of r (or of M r [f ]).
Given q = (q 1 , q 2 , . . . , q m ) and r = (r 1 , r 2 , . . . , r n ) with q m , r n = 0, we say that q < r if m < n, or if m = n and there exists k ∈ {1, 2, . . . , n} such that q k < r k and q j = r j for k < j ≤ n. Of course, we write q ≤ r if q < r or q = r.
We can write (1) in the form
where the a q are polynomials in two variables and where a r does not vanish identically. We may assume that a r = 1 if we allow the a q to be rational functions (in two variables).
The left hand side of (4) is called a differential polynomial of rank r in f . The functions a q are called the coefficients of the differential polynomial. (Later, we will also use differential polynomials with non-rational coefficients.) We also say that the differential equation (4) has rank r.
For the proof of our results, we need the following consequences of the chain rule, which are easily proved by induction. Suppose that h = f (g). Then
where Q n,p is a differential polynomial of degree one with constant coefficients.
In particular, we have 
.
It follows that
where the N q,p are differential polynomials with constant coefficients and the property that every term occuring is of degree d(q). The N q,p can be computed from the Q n,p in an obvious way.
. Proof of Theorem 1 and 2:
Equations for f and ϕ. We suppose that f is a transcendental entire function whose iterates are uniformly differentially algebraic and seek a contradiction. The following arguments do, however, also hold for rational f , but in this case they represent nothing else than a (suitably modified and rewritten) part of Ritt's proof.
We may assume that f has a repelling fixed point ζ because otherwise we can replace f by a suitable iterate. We may also assume that ζ has preimages under f which are different from ζ. There is no loss of generality in assuming that ζ = 0 so that f (0) = 0 and |λ| > 1, where λ = f (0), and f (z 0 ) = 0 for some z 0 = 0. By ϕ we denote the Poincaré function of f at 0; that is, the solution of (2) satisfying ϕ(0) = 0 and ϕ (0) = 1. Then
compare [16, p. 676] .
Let now
be an equation of minimal rank s satisfied by all f k . Here the a q are rational in both variables and a s = 1. We define g k (z) = f k (z/λ k ) and note that
for all k. Now there exist integers m(q) and rational functions b q (u) such that a q (z, u) ∼ z m(q) b q (u) as z → 0. We have b s = 1 and m(s) = 0 because a s = 1. We define L = max{w(q) − m(q)}, where the maximum is taken over all q satisfying a q = 0. Then (7) may be written in the form
where I is the set of indices q such that L = w(q) − m(q). Dividing by λ kL , taking the limit as k → ∞, and using (6), we obtain
be an algebraic differential equation of minimal rank r for ϕ with rational coefficients c q which is normalized by c r = 1 and m(r) = 0 and which satisfies the additional condition that w(q) − m(q) = w(r) if c q = 0. Then r ≤ max I ≤ s. We define d = d(r) and w = w(r). In view of the results of Section 3, we may assume that the order of the differential equation (8) is at least two. Thus d < w.
It follows from (2) that
for all k and q. We now replace z by λ k z in (8), use (2) and (9), multiply the result by λ kw , and with the abbreviation F = f k , we obtain
We now use (5) and find that the left hand side of (10) is equal to
Here we have used that
with
It is easy to see that
Then D r = 0, and subtracting (8) 
We proceed to prove that D p [F ] = 0 for all p, and thus suppose that this is not the case. We define
. Then p<r F p (ϕ)h p = 0 and standard results from Nevanlinna theory yield T (r, h p ) = O(T (r, ϕ)) as r → ∞, possibly outside some set of finite measure. Thus Lemma 1 implies that there exist polynomials P p that do not all vanish such that
This is an algebraic differential equation of rank less than r for ϕ, still satisfying w(p)−m(p) = w if P p = 0 and thus contradicting our choice of r.
We note here that if f and hence F is rational, then we do not need Lemma 1 in order to conclude that D p [F ] = 0 for all p.
If p = (w), then D p has rank less than r. On the other hand, our choice of s implies that the rank of D p is at least s, unless D p = 0. Because r ≤ s, we conclude that D p = 0; that is, D p [u] = 0 for all u (and not only for iterates of f ), provided that p = (w).
In particular, it follows that D (t) = 0 if t ∈ N and t = w. Now
and this implies that w(q) = w and m(q) = 0 if c q = 0, except possibly if q = (d). Moreover,
We may thus write (8) in the form
We now show that d(q) ≥ d if c q = 0. Suppose that this is not the case and let q * be the largest rank such that c q * = 0 and d
We observe that if q > q * , then all monomials in N q,q * [u] contain higher derivatives of u so that no term in the sum on the right hand side can cancel the term c q * (u)(u )
6. . The reduction of the rank of the equation. We now use the equations D p = 0 to determine the possible forms of (12) .
First we show that r = (r 1 , r 2 , . . . , r n ) has the form r = (r 1 , 0, . . . , 0, 1). Suppose that this is not the case and define p = (w − n, 0, . . . , 0, 1) ∈ N n 0 . We observe that N r,p contributes a term of rank (r 1 + n, r 2 , . . . , r n−1 , r n − 1) to D p , while all other terms N q,p contribute only terms of smaller rank to D p . This contradicts the equation D p = 0. Thus r = (r 1 , 0, . . . , 0, 1). Now we show that n ≤ 3 so that r = (r 1 , 1) or r = (r 1 , 0, 1). In order to do this we suppose that n > 3 and define p = (r 1 + 1, 0 and note that N r,(r1+n−2,1) contributes (n(n − 1)/2)M q to D (r1+n−2,1) while N q ,(r1+n−2,1) contributes c q M q to D (r1+n−2,1) . All other contributions are of smaller rank and we find that c q + n(n − 1)/2 = 0. Altogether we thus have n = n(n − 1)/2. This contradicts the assumption n > 3. Thus n ≤ 3.
Suppose first that n = 2 so that r = (r 1 , 1). If q < r and c q = 0, then q = (q 1 ) where q 1 = d = r 1 + 1 or q 1 = w(q) = r 1 + 2. Thus (12) has the form
We divide this equation by ϕ (z) r1 and using the abbreviation A = −c (r1+2) we obtain
Suppose next that n = 3 so that r = (r 1 , 0, 1). If q < r and c q = 0, then q = (d) = (r 1 + 1) or w(q) = w = r 1 + 3 and d(q) ≥ d = r 1 + 1. This shows that c q = 0 except possibly if q = (r 1 − 1, 2), q = (r 1 + 1, 1), q = (r 1 + 3), or q = (r 1 + 1).
We observe that N r,(r1+1,1) = 3M (r1,1) , N (r1−1,2),(r1+1,1) = 2M (r1, 1) , and N (r1+1,1),(r1+1,1) = M (r1+2) . Thus the equation D (r1+1,1) = 0 takes the form
We conclude that c (r1−1,2) = − 3 2 and c (r1+1,1) = 0. Using this in (12) , dividing by ϕ (z) r1+1 , and defining A = −c (r1+3) we find that
where
denotes the Schwarzian derivative of ϕ.
7. . Completion of the proof. We are left with the differential equations (13) and (14) . As noted by Ritt, it can be shown by elementary differentiation that any solution of (13) also satisfies an equation of the form (14) . Thus it suffices to consider (14) . Ritt, using the existence of z 0 = 0 satisfying f (z 0 ) = 0, showed that there exists a positive integer p such that ψ(z) = ϕ(z p ) satisfies Sψ = A(ψ)(ψ ) 2 and that this implies that any branch of the inverse function of ψ is a linear function of any other branch. As he notes, this allows the explicit determination of all possible functions ψ and ϕ in terms of exponential, trigonometric, and elliptic functions. Here we only have to note that the above property of the branches of the inverse function clearly implies that ψ and hence ϕ have finite order, which is impossible by Lemma 2. .
Remarks.
(1) We cannot hope to further reduce the rank of the equation (14) using the methods of Section 6. In fact, a simple computation shows that if f satisfies
then so does any iterate of f . And the solutions of Sψ = A(ψ)(ψ ) 2 conjugate the solutions of (15) to linear transformations. The reasoning above shows, however, that (15) does not have transcendental entire solutions. We remark that the monomials satisfy (15) with A(u) = −1/(2u 2 ) while the Chebychev polynomials satisfy (15) with A(u) = −(u 2 +2)/(2(u 2 −1) 2 ). (2) As already mentioned, the arguments of Section 5 and Section 6 remain valid for rational f . They show that differentially algebraic Poincaré functions to rational functions satisfy a first order algebraic differential equation or a differential equation of the form (13) or (14) . Ritt showed how this permits to determine them explicitly.
