This paper describes a simple comparison of the distributions of land cover features identified from volunteered data contributed by different social groups -in this case comparing two groups of Geo-Wiki campaigns. Understanding the impacts on analyses of citizen science data contributed by different groups is critical to ensure robust scientific outputs and to fully realise the potential benefits to formal scientific research. It is well known that different people, with different backgrounds and subject to different cultural factors, hold varying landscape conceptualisations. This paper analyses volunteered geographical information on land cover to generate land cover maps. It uses a geographically weighted approach to generate land cover mappings. The mappings generated by different groups (in this case a from a specific unnamed country) are compared and the results show how the predicted land cover distributions vary, with large differences in some classes (e.g. Barren land, Shrubland, Wetland) and little difference in others (e.g. Tree cover). This suggests that for some landscape features cultural and national differences matter when it comes to using crowdsourced data in formal scientific analyses and highlights the potential problems of not considering contributor backgrounds in citizen science. This is important because such data re now routinely being used to develop global land cover data, to generate uncertainty estimates of existing global land cover products and to generate global forest inventories. These in turn are being suggested as suitable inputs to such things as global climate models. A number of critical research directions arising from these findings are discussed.
INTRODUCTION
There is much interest in using crowd-sourced data, data generated through citizen science activities or what Goodchild (2007) referred to as volunteered geographical information to support formal scientific endeavours. As a result the scientific community has explored different opportunities arising from crowd-sourced data collection and analysis (Cohn, 2008; Coleman, 2010; Haklay et al, 2010; Hand, 2010) and there has been an explosion of applications underpinned by crowdsourced data in nearly all areas of scientific investigation: from astronomy (Raddick et al, 2010) to zoology (Silvertown, 2009 ). In the domain of land cover / land use, the European Commission has funded a number of projects considering how such data may be used to help manage crises and emergencies 1 , to develop Citizen Observatories for Land Cover and Land Use 2 and to monitor deforestation 3 . The reasons for these initiatives in the context of land cover are various but include uncertainties over future funding of remote sensing in Europe 4 and cost benefits (for example LUCAS sampling is expensive, costing €6.42m) 5 . As a result a number of crowd-sourced land cover data collection systems have been initiated and perhaps the best known is the Geo-Wiki system developed by Perger et al (2012) at IIASA, Austria although others exist (Pistorius & Poona, 2014; Vaz & Arsanjani 2015; Kinley, 2013) . Geo-Wiki has been used for a number of campaigns and has seen some system development in order to increase data collection and contribution.
1 http://projects.jrc.ec.europa.eu/jpb_public/act/publicexportworkprogramme.html?actId=453 2 https://ec.europa.eu/research/participants/portal/desktop/en/opportunities/h2020/topics/2196-sc5-17-2015.html 3 http://www.gmes-masters.com/sites/default/files/media/inline/gmes_results_booklet_2012.pdf 4 http://news.eoportal.org/policy/121001_pol1.html 5 http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/en/lan_esms.htm
The rise of activities such as Geo-Wiki within mainstream scientific investigation provides a critical research context to the research presented in this paper. Geo-Wiki collects land cover data from volunteers and a number of applications have been developed to, for example, assess the quality of existing land cover products (Fritz et al, 2009) , determine their uncertainties (Fritz et al., 2011) and generate hybrid global land cover maps . However, one of the critical issues associated with the use of citizen data relates to its quality (Foody et al, 2013; Comber et al, 2013a) . One key problem is that different contributors or volunteers may have different underlying conceptualisations of the features that observed and thus recorded in crowd-sourced data. In the context of land cover, variation in concepts result in different interpretations of the boundaries between classes and so in the land cover data that recorded. This issue is illustrated by ethnophysiography (Derungs et al, 2013; Mark and Turk 2003) and by linguistic and cultural factors (Smith and Mark, 1998) and is well known in the context of formal land cover creation (for example, Comber et al, 2005; Comber et al, 2008) . It is important to note that some differences may reflect real variation in the way landscapes are perceived, and there may be no "right" answer in terms of land cover or land use, without consideration of context. In formal land cover creation, divergent conceptualisations are mitigated by the inclusion of experimental designs: data collection protocols, training, sampling designs, QA procedures etc. These ensure that the inferences from any data analysis are statically robust. This paper evaluates the potential impacts of using volunteered data by comparing the land cover data contributed by two groups, one formed of volunteers solely from one country, named Gondor to avoid making inferences based on national stereotypes, the other containing all other nationalities.
DATA AND CASE STUDY
The research uses data collected through the Geo-Wiki project. Geo-Wiki is an open, web and app interface. As part of the registration process, volunteers are asked to describe their experience and where they are from. Once registered, volunteers contribute to different campaigns in which they describe the land cover at a series of randomly selected locations with Google Earth providing background imagery. In this research, data from two of these, capturing land cover using the same 10 classes were combined and the data for North and South America selected. The distributions of the data are summarised in Table 1 It is evident that despite a random sample of locations there are large differences between Gondor and Others especially in the number of images classified as Shrub and Barren land cover. The distribution of the data points is shown in Figure 1 . Figure 1 . The distribution of the data A Kernel Density Estimation (KDE) was used to generate surfaces for visualising the data trends and to provide a visual reference for later analyses. The KDEs in Figure 2 describe the probability of a class being present at each location.
In order to examine the potential impacts of using data operationally that was contributed by volunteers from different countries, with no consideration of the number of volunteers, their experience, background and training, the data were separated into 2 subsets each with groups. The first contained Professional and Non-Professional, the second contained contributed volunteers from Gondor and Others (i.e. data from volunteers from all other countries).
Figure 2. The KDE surfaces for 4 classes
To compare the impacts of different groups, geographically weighted averages were computed for each class at each point on 50km grid under a 50km kernel. This generated a value in the range [0, 1] at each of the 80,073 grid locations for each class, and the class with the greatest value was assigned. This approach is a smoothing approach similar to that used by Comber (2013a) to determine fuzzy memberships distributions.
RESULTS
Generating KDEs of the data contributed by different groups provides a convenient way to summarise the potential impacts. Figure 3 compares the surfaces generated for 2 land covers of data contributed volunteers from Gondor and data contributed by Others. Evidently different features are mapped in different locations (Wetland in Louisiana) and to different degrees (Barren land in Chile) by different groups. The Geo-Wiki data was analysed in the following way. At each location in a 50km grid and for each class, a local probability measure was generated, describing the probability of that class being present at that location. The local probability was calculated using a geographically weighted regression model that analysed the number of data points of that class under a 50km kernel, weighting each point's contribution to the model by its distance to the kernel centre. This generates probability surfaces for each class and at each location, the class with the greatest probability was assigned. Figure 4 shows the land cover map generated in this way using data from all contributors. This land cover mapping is generated in the same way the operational data described by See et al (2015) and Schepaschenko et al (2015) . Figure 4 provides a baseline against which to compare the impacts of only using data from specific groups ( Figure 5 and Figure 6 ). 
DISCUSSION
The analysis in this paper presents an initial analysis comparing differences between data contributed by 2 groups of volunteers, 21 from Gondor and 70 people of other nationalities or whose background was unknown. These numbers are very typical for a Geo-Wiki campaign. These preliminary results for a North and South American case study suggest that the well known differences in what is perceived to be there by different groups matters, even with a very simple 10 class nomenclature. This has profound implications for a number of on-going research activities that are using crowdsourced data to generate hybrid global land cover datasets from existing (but uncertain) global datasets and from crowdsourced data Schepaschenko et al., 2015) . These researches have not considered the impacts of contributor cultural or national background but their datasets they are creating are being suggested as suitable and improved inputs to global climate change models.
The methods used to develop the land cover maps apply a simplified approach. For example, a bandwidth of 50km was chosen rather than the optimal bandwidth being determined, as recommended in the GWR literature, and no comparisons with formal data were made. This objective of this work was to evaluate the potential impacts of contributors with different backgrounds. The number of contributors does allow for the possibility that the any observed differences (for example comparing Figure 5 and Figure 6 ) may be statistical noise / variation rather than representing any underlying Additionally, the land cover was allocated to the single class with the greatest probability at each location. In many locations many classes have similar levels of (high) probability suggesting the need for spatially distributed measures of uncertainty in the class allocation.
However, the geographically weighted approach to analysing Geo-Wiki data is at the core of many current activities which are using the data to construct land cover maps for operational usage Schepaschenko et al., 2015) . The research presented in this paper suggests that, as well thinking about developing measures of crowd-sourced data quality (Comber, 2013a; Foody et al 2014) , there is a critical need to consider some of the 'COSIT' considerations related to spatial cognition 6 and who the volunteers are, where they come from, what their background (cultural and professional) is and so on. There is also a need to consider how volunteers are recruited and whether that can be done in a more representative way or even a targeted way, where for example, data contributed by an individual who fails to meet some criteria are excluded from analysis.
There are a number of areas for further work. These include the need to compare the interaction of professional experience, identified as an important factor (Comber et al, 2013b; Foody et al, 2014) , with nationality and the degree to which differences between the groups are ameliorated when this is considered. Second, to explore whether the differences and similarities between groups persists for different classes in different areas: this study focused on a particular study area where one of the groups may have greater knowledge and experience. Third, to develop methods to consider how to integrate citizen science data with formal data and to develop quantitative measures related to citizen semantics. For example, there may be large difference in the way that different groups of citizens resolve any ambiguity they may have around the labelling of featuresconsider the example of Forest illustrated by Comber et al (2005) . The Geo-Wiki volunteers attached measures of their confidence in the class labels that were attached to each data point. This may capture their uncertainty for example around their understanding of the affordances associated with the different land cover types. Fourth, recent activity in citizen science is using data from an increasingly wide range of data sources. Features may be labelled in different and novel ways depending on how the crowd-sourced data are captured or mined. Fifth, there is a need to consider the impact of digital and other divides on the nature of the information that is contributed and the potential for biases towards western, developed populations in recording and describing the world and the formalisation of that set of cultural perceptions. This is also influenced by the nature of the technologies used to capture and share such information. On-going work will consider these issues.
