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Re´sume´
Nous e´laborons dans cette the`se la simulation nume´rique de l’interaction fluide-structure par
la me´thode des e´le´ments spectraux. A cette fin, on conside`re les e´quations de Navier-Stokes
pour un fluide visqueux newtonien incompressible en interaction avec un solide e´lastique dont
on de´termine l’e´volution a` l’aide des e´quations de la dynamique. La formulation arbitrairement
lagrangienne-eule´rienne (ALE) est envisage´e au niveau du fluide pour mieux suivre le mouve-
ment de la structure de´crite par une formulation lagrangienne. La mobilite´ des ge´ome´tries de
chaque domaine est construite par de´formation du maillage. Nous de´crivons donc la discre´tisation
spatio-temporelle d’un tel mode`le. Le champ de de´placement de la structure est discre´tise´ dans
l’espace des polynoˆmes de degre´ N , PN , tandis que les champs de vitesse et de pression dans
le fluide sont calcule´s dans PN − PN−2. On e´value ensuite l’efficacite´ de la me´thode ALE pour
diffe´rentes applications lorsque le mouvement de la structure est prescrit. Nous de´crivons ainsi
l’algorithmique ne´cessaire dans cette optique. Pour re´soudre l’inte´raction, on se base sur un cas
particulier des me´thodes de´cale´es. La ge´ome´trie simplifie´e d’un solide immerge´ dans un canal
est e´tudie´e pour tester les possibilite´s et les limitations lie´es a` l’algorithme mis en oeuvre pour
ce type de proble`me d’e´coulement instationnaire.
mots-cle´s :
Interaction fluide-structure, me´thode des e´le´ments spectraux, formulation ALE, me´thode algo-
rithmique de´cale´e, de´formation de maillage, e´coulement instationnaire.
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Abstract
We elaborate in this thesis the numerical simulation of the fluid-structure interaction by
the spectral element method. To this end we consider the Navier-Stokes equations for a viscous
Newtonian incompressible fluid with an elastic solid the movement of which being described by
the equations of the dynamics. The arbitrary Lagrangian Eulerian (ALE) formulation is intro-
duced in the fluid governing equations to deal with the structure movement that is described
in Lagrangian representation. The geometrical motion in each domain is built up by the mesh
deformation. The space-time discretization of the full mathematical model rests upon the spec-
tral element method. The solid is discretized in the space of polynomials of degree N , PN , while
the fluid uses the PN − PN−2 approach. The efficiency of the ALE formulation is tested and
validated through various applications. The full algorithm is based on a particular case of the
staggered method. The simplified case of a solid immersed in a plane channel closes the thesis.
It is then possible to draw the conclusions about the pros and cons of the proposed methodology.
Key words :
fluid-structure interaction, spectral element method, ALE formulation, Staggered methods, mesh
deformation, unsteady flow.
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Chapitre 1
Introduction
Les progre`s re´alise´s par les outils nume´riques et informatiques durant les quarante dernie`res
anne´es ont permis aux scientifiques d’ame´liorer conside´rablement leur compre´hension du monde.
Le de´veloppement des mode`les mathe´matiques a permis de traiter des proble`mes de plus en plus
pointus dans de nombreux domaines : pre´diction du comportement des outils de production,
transport, environnement. La gestion de ces proble`mes complexes en a e´te´ facilite´e tant du
point de vue d’une discipline donne´e que du point de vue multidisciplinaire ou` des phe´nome`nes
plus ge´ne´raux ont pu eˆtre aborde´s.
La re´volution informatique de la seconde moitie´ du XXe sie`cle acce´le´ra le de´veloppement
de la me´canique que ce soit dans la re´solution de proble`mes issus de la me´canique des fluides,
de la me´canique des solides ou dans l’e´tude des mate´riaux. L’une des ambitions de ce nouvel
aˆge nume´rique est d’accroˆıtre la compre´hension de ce qui constitue la matie`re et les lois qui la
re´gissent.
Dans des disciplines comme l’ae´rodynamique ou la climatologie, la thermome´canique ou
l’e´lectronique et dans bien d’autres encore, l’outil nume´rique est devenu, la` aussi, largement
pre´sent. Il l’est e´galement dans les disciplines nouvelles comme la biome´canique et les nanotech-
nologies, mais aussi dans le domaine du ge´nie biome´dical comme l’he´modynamique ou encore
dans le domaine des sciences du vivant, telle la ge´nomique. L’objectif n’est pas de faire une
liste exhaustive de toutes les disciplines existantes qui ont ve´cu un essor important graˆce a` l’in-
formatique mais de montrer simplement l’impact qu’elle a eu pour la science en ge´ne´ral. Car
elle a e´videmment pris aussi toute son importance dans des disciplines plus “humaines” comme
l’e´conomie, voire meˆme l’histoire.
La recherche que nous menons dans cette the`se s’inscrit dans cette optique. Les outils
nume´riques et mathe´matiques sont utilise´s afin de re´soudre l’interaction fluide-structure. Ce
proble`me fait appel a` deux disciplines de la me´canique : la me´canique des fluides et la me´canique
des solides a` travers les lois de la dynamique propre a` ces deux domaines. Nous concentrons cette
recherche sur un proble`me issu de l’he´modynamique, a` savoir la mode´lisation de l’e´coulement
du sang a` travers une valve aortique artificielle dans un cadre simplifie´. La faisabilite´ d’une
telle mode´lisation sera e´tudie´e dans un cadre assez nouveau, celui de la me´thode des e´le´ments
spectraux. Si les ge´ome´tries que nous e´tudions sont simplifie´es, les e´quations mises en jeu pour
re´soudre ce proble`me n’en sont pas moins complexes.
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1.1 L’interaction fluide-structure
Le domaine de l’interaction fluide-structure est vaste car un ensemble important de syste`mes
me´caniques ou de phe´nome`nes naturels se classent typiquement dans cette partie des sciences. Si
le fluide conside´re´ est de l’air, alors l’ae´rodynamique, par l’e´tude de l’e´coulement autour d’une
aile d’avion ou autour d’un profil d’automobile voire de fuse´e, constitue l’un des aspects de
l’interaction fluide-structure. Lorsque le fluide correspond a` l’eau, c’est dans le domaine naval
que l’on peut conside´rer une large gamme de cas d’interaction allant du sous-marin au bateau de
croisie`re. Toujours en ae´rodynamique, on e´tudie aussi le comportement du mouvement animal
comme celui de certains insectes ou d’oiseaux. Par exemple, le battement d’une aile d’oiseau
est en effet une situation complexe ou` les ailes sont en interaction avec l’air. Dans le domaine
des turbines et des aubages de moteurs, leur interaction avec l’air repre´sente elle aussi un des
proble`mes de l’interaction fluide-structure. Dans le mode`le que nous e´tudions, le fluide posse`de
les proprie´te´s d’un fluide visqueux incompressible.
Ces diffe´rents proble`mes sont donc complexes a` e´tudier. Certaines simplifications peuvent
cependant eˆtre mises en oeuvre. Dans le cas d’un corps solide rigide, la cine´matique de son
mouvement peut eˆtre de´compose´e en une translation (deux ou trois degre´s de liberte´ suivant
que le proble`me est plan ou tri-dimensionnel) et/ou une rotation (un ou trois degre´s de liberte´
la dimension du proble`me) [43,44,49,58,69,74,87].
Le mode`le de solide e´tudie´ dans notre approche est celui d’un solide e´lastique line´aire
de´fini par la loi hooke´enne classique. Cependant, diffe´rentes approches existent pour simuler
le comportement de la structure et de´pendent du type de porble`me. On peut conside´rer de
petits de´placements dans le cas d’un solide e´lastique subissant des vibrations de faible am-
plitude [2, 60, 64, 67, 71, 80] ou lorsque l’on re´sout des proble`mes de profil d’aile NACA en
ae´rodynamique [1, 6, 29, 30, 32, 72]. Une formulation simplifie´e d’interaction fluide-structure se
basant sur la transpiration [33] conside`re aussi le principe des petits de´placements.
Lorsque le solide peut subir d’importantes de´flexions, il est par exemple fixe´ a` une paroi rigide
dont on connaˆıt le mouvement [51, 92]. Dans certains cas, la structure est approche´e par une
ge´ome´trie tre`s fine ce qui la confond quasiment avec une ligne dans le cas ou` le domaine fluide
est bi-dimensionnel [92]. Le mode`le de frontie`re immerge´e (MFI) de´veloppe´ par Peskin [68,79,99]
conside`re la structure comme une fibre ou un amas de fibres. Dans ce cadre, les formulations au
niveau de la structure font intervenir la fonction de Dirac. Ceci change sensiblement la manie`re
dont on conside`re la structure puisqu’on la simplifie de manie`re a` ne plus se pre´occuper de son
inte´rieur e´ventuel. La structure n’a alors plus d’e´paisseur. La me´thode a` domaine fictif (MDF)
est une adaptation de la me´thode MFI pour une structure posse´dant une aire ou un volume.
Le domaine fluide est une ge´ome´trie simple fixe´e dans le cadre d’une description eule´rienne sur
laquelle on vient poser la ge´ome´trie du solide qui est traite´ par une description lagrangienne.
Dans ce type de formulation, la difficulte´ consiste a` de´tecter de manie`re consistante la frontie`re
entre le fluide et la structure [3, 5, 20,21,40,42–44].
Des simulations, ou` la structure peut subir de grands de´placements pour de grandes rotations
ou translations, ont e´te´ re´alise´es particulie`rement dans le cadre des me´thodes des e´le´ments finis
particulaires (MEFP, [75]). Cependant, le point de vue adopte´ pour les e´quations de Navier-
Stokes n’est plus celui utilise´ classiquement en me´canique des fluides puisque dans ce type de
me´thode la description lagrangienne est aussi adopte´e dans le fluide. Ainsi, comme dans la
structure, les noeuds de´finissant le domaine fluide repre´sentent cette fois le mouvement d’une
particule de fluide. L’avantage principal de cette me´thode est de ne plus avoir a` traiter un terme
convectif non line´aire dans les e´quations de Navier-Stokes. En fait, les difficulte´s sont transfe´re´es
a` la ge´ne´ration du maillage. Diffe´rentes techniques ont donc e´te´ de´veloppe´es dans ce sens pour
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pouvoir remailler lorsque les distortions du maillage fluide sont trop grandes.
Les e´quations de la dynamique dans le solide peuvent aussi eˆtre traite´es par une descrip-
tion eule´rienne. L’inconve´nient de cette approche est quelle n’est alors pas compatible avec la
formulation arbitrairement lagrangienne-eule´rienne (ALE) dans le fluide et complique sensible-
ment les e´quations a` re´soudre dans la structure [19]. Dans certains mode`les [3, 20, 21], la loi de
Hooke est remplace´e par la loi ne´o-hooke´enne [54,65,66,84]. On mode´lise alors la structure par
des e´quations proches de celles de Stokes pour un fluide incompressible. Une formulation spatio-
temporelle (FST) a aussi e´te´ de´veloppe´e dans diffe´rents domaines de l’interaction fluide-structure
par Tezduyar [91,94].
Enfin, une manie`re de traiter la paroi d’une arte`re en he´modynamique consiste a` ne conside´rer
qu’un mode`le de ressort ge´ne´ralise´e (MRG) spe´cifiquement pour la composante radiale du
de´placement [22, 36]. Elle ne reste cependant valable que pour de petits de´placements et dans
l’hypothe`se ou` le de´placement de la paroi n’a lieu que suivant cette direction radiale. Par exemple
dans le cas bi-dimensionnel, cette paroi avec de telles hypothe`ses, peut eˆtre mode´lise´e par une
une e´quation mono-dimensionnelle. Elle permet de simplifier de manie`re ade´quate la difficulte´
du proble`me.
Une multitude de me´thodes et de mode`les ont e´te´ conside´re´s pour re´soudre l’interaction
fluide-structure. Ceci re´ve`le l’extreˆme complexite´ de ce type de proble`me, malgre´ l’ajout de
certaines simplifications. L’interaction entre le fluide et le solide fait intervenir la continuite´ de
la vitesse et la condition d’e´quilibre me´canique a` l’interface. Ces conditions sont tre`s largement
utilise´es dans les diffe´rents mode`les d’interaction et nous les avons reprises pour la simulation.
On a fait le choix d’une formulation ALE dans le fluide et d’une formulation lagrangienne
dans la structure. L’originalite´ de la simulation est qu’elle fait intervenir la me´thode des e´le´ments
spectraux pour un solide e´lastique immerge´ dans un fluide incompressible. Une ambition de cette
simulation est de conside´rer les e´quations de la dynamique pour une structure pouvant subir de
grands de´placements comme dans le cas de la valve aortique sans conside´rer que cette valve soit
rigide. Dans la section suivante, nous pre´sentons diffe´rents types de valves aortiques artificielles
existantes afin de montrer la varie´te´ de leur ge´ome´trie.
1.2 Quelques exemples de valves cardiaques
De´veloppe´es a` partir des anne´es soixantes, il existe une multitude de valves dont le type de
fonctionnement peut eˆtre assez diffe´rent d’un mode`le a` l’autre. Elles sont fabrique´es par diffe´rents
groupes comme Duromedics, Medtronic, Saint Jude Medical ou encore Carbomedic appartenant
au groupe Sorin. Voici quelques exemples de mode`les (figure 1.1) dont nous de´crivons succinc-
tement le fonctionnement.
• La valve ATS (diame`tre 16-29 mm) :
elle se compose d’un orifice en forme d’anneau, de deux feuillets, et d’une manchette de couture
en polyester. L’orifice est en carbone pyrolitique pur qui lui procure une longe´vite´ ade´quate.
L’e´coulement du sang est d’autant plus facilite´ que la section de ce dispositif a une aire d’ou-
verture maximale importante. Les feuillets sont recouverts d’un substrat de graphite imbibe´
de tungste`ne a` 20% ce qui ame´liore leur opacite´ aux rayons X. L’anneau de renforcement, les
anneaux de serrure, et le fil de freinage entourant l’orifice pyrolitique de carbone sont faits de
titane pour une meilleure re´sistance ce qui leur confe`re aussi, comme pour les feuillets, une bonne
opacite´ aux rayons X.
• La valve Biocor (diame`tre 21-29 mm) :
la valve Saint Jude Medical Biocor est fabrique´e a` partir de tissus aortiques porcins. Suivant la
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fixation, le tissu est adapte´ a` un stent1 flexible compose´ d’un copolyme`re d’ace´tal sur lequel est
appose´ une couture en anneau. Le stent et l’anneau sont recouverts d’un tissu en polyester pour
favoriser la repousse rapide et comple`te du tissu. L’anneau de couture contient un fil d’acier
inoxydable pour favoriser sa visualisation par radioscopie.
• La valve Carbomedics (Groupe Sorin) (diame`tre 17-29 mm) :
la valve et les feuillets sont faits de carbone pyrolitique. Une bande de renforcement en titane
fixe´e a` un logement de carbone est attache´e un anneau de suture en tissu de polyte´trae´thyle`ne
(PTE). Un fil me´tallique de nitinol maintient l’anneau en titane sur le logement avec un syste`me
de cannelures.
• La valve Carpentier-Edwards pe´ricardique (diame`tre 19-31 mm) :
C’est une bioprothe`se fabrique´e a` partir de trois morceaux de tissu pe´ricardique de bovin. Le
tissu est monte´ sur une armature le´ge`re qui est recouverte et cousue avec un tissu poreux en
polyte´trafluoroe´thyle`ne (PTFE). Un anneau de couture en caoutchouc moule´ de silicone est re-
couvert par un tissu de polyte´trafluoroe´thyle`ne permettant au chirurgien de coudre la valve sur
le patient.
Valve ATS Valve Biocor Valve Carbomedics
Valve
Carpentier-Edwards
Valve Saint Jude Valve Starr-Edwards
Valve Omnicarbon
Fig. 1.1 – Exemples de valves
• La valve Saint Jude Medical (diame`tre 19-31 mm) :
fabrique´e et implante´e a` partir de 1977, c’est la valve bi-feuillet la plus connue. Son angle
d’ouverture est de 85 degre´s. Les logements des feuillets sont en pyrolite de carbone tandis que
1Stent : Prothe`se endocoronarienne, c’est un anneau ou cylindre flexible, ge´ne´ralement me´tallique, que l’on
implante dans une arte`re pour en maintenir les parois
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les feuillets sont imbibe´s de tungste`ne.
• La valve Starr-Edwards (diame`tre 21-29 mm) :
c’est l’une des plus anciennes valves (1961). Elle e´tait constitue´e d’une bille pouvant tourner
librement dans une cage.
• La valve Omnicarbon (diame`tre 21-29 mm) :
comme son nom l’indique, cette valve est essentiellement compose´ en carbone. Elle est constitue´e
d’un unique disque pivotant.
Il existe diffe´rents types de ge´ome´tries et de me´canismes de´crivant le fonctionnement d’une
valve. Elles peuvent eˆtre souples ou rigides, mono-, bi- ou tri-feuillets. Un grand nombre d’e´tudes
e´chographiques et radiographiques sont effectue´es pour surveiller le vieillissement de ces valves
chez les patients. C’est pourquoi elles posse`dent toutes un dispositif les rendant plus opaques
aux rayons X. Le patient apre`s la pose d’un tel appareil doit prendre des me´dicaments destiner
a` fluidifier le sang. En effet la pose d’une valve aortique artificielle chez un patient est sujette
a` la formation d’amas sanguins sur toutes les parties de la valve qui peuvent faire re´sistance a`
l’e´coulement du sang et provoquer de grands gradients de pression. Pour diminuer les risques
de thrombose la prise de me´dicaments anticoagulants est donc essentielle meˆme si la ge´ome´trie
des valves les plus re´centes tend a` faire diminuer ce type de risque par rapport, par exemple,
a` la valve Starr-Edwards qui provoquait fre´quemment des thrombo-embolies dues a` de forts
gradients de pression.
Les valves aortiques artificielles sont conc¸ues pour remplacer au niveau du muscle cardiaque,
la valve tricuspide du ventricule droit, la valve mitrale du ventricule gauche, la valve pulmonaire
ou aortique (figure 1.2).
Fig. 1.2 – Repre´sentation du coeur
L’e´tude de ces valves artificielles est souvent effectue´e d’un point de vue clinique, du fait
qu’en me´decine on insiste sur l’analyse radiographique et e´chographique afin de ve´rifier le bon
e´tat de la valve en question. Les mode`les nume´riques mis en jeu ne l’ont e´te´ le plus souvent que
dans des cas stationnaires sans prise en compte du mouvement des valves. Dans le cas de valves
souples on peut cependant citer les de´veloppements re´alise´s par Peskin [68] sur la mode´lisation
du coeur ou encore les travaux de De Hart, Peters, Schreurs et Baaijens [20,21] pour mode´liser
une valve aortique de type tri-feuillet. La mode´lisation de la valve aortique a e´te´ aborde´e de
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plusieurs manie`res. Dans notre cas, c’est la premie`re fois que ce proble`me est e´tudie´ du point
de vue des me´thodes spectrales en conside´rant que le mouvement de la valve est cause´ par
l’e´coulement du fluide qui la traverse. Quoique le comportement rhe´ologique du sang soit celui
d’un fluide non newtonien a` cause de la pre´sence des e´le´ments figure´s (globules blancs et rouges,
plaquettes), dans cette the`se, nous ferons l’hypothe`se d’un comportement newtonien. Ceci se
justifie dans les grandes arte`res ou` l’e´coulement pre´sente un taux cisaillement e´leve´, tel que la
viscosite´ apparente est une constante. On suppose alors que le fluide est newtonien. De`s lors,
les e´quations de Navier–Stokes pour un fluide incompressible de´criront le mouvement du fluide.
Cependant, l’e´coulement du sang est pulsatile et se re´pe`te avec une pe´riodicite´ lie´e au battement
cardiaque (environ 70 battements par minute au repos). C’est un aspect que nous n’avons pas
pris en compte dans nos simulations afin de simplifier suffisamment le type d’e´coulement. Nous
avons ainsi conside´re´ un e´coulement de type Poiseuille stationnaire dans un canal plan dans
lequel nous avons immerge´ une valve correspondant au solide e´tudie´ (voir figure 1.3).
Domaine fluideParois du canal Valve
Axe
Fig. 1.3 – Valve simplifie´e 2D
1.3 Organisation de la the`se
Le support logiciel sur lequel nous nous basons est une boˆıte a` outils e´crite en C++ nomme´e
SPECULOOS (SPECtral Unstructured eLement Object-Oriented System) de´veloppe´e par Yves
Dubois-Pe`lerin et al. [28]. A partir de ce code, plusieurs travaux de the`ses ont pu eˆtre mene´s
dans le domaine de la LES [96] et dans le domaine des fluides viscoe´latiques [35]. Un objectif
de cette the`se est donc aussi d’e´largir le type de proble`mes pouvant eˆtre re´solus a` partir de cet
outil, notamment celui de l’interaction fluide-structure.
Dans le chapitre 2, nous pre´sentons les e´quations continues (formulation forte) mises en jeu
au niveau du fluide, du solide et de l’interface. Ensuite nous e´crivons une formulation faible de
ces e´quations. A l’interface la structure subit les contraintes dues aux efforts de frottement et a`
la pression du fluide.
Au chapitre 3, nous de´crivons les discre´tisations spatiale et temporelle mises en oeuvre dans le
fluide et dans la structure. Les e´quations de Navier–Stokes sont discre´tise´es a` l’aide des travaux
les plus re´cents sur la me´thode des e´le´ments spectraux. Les e´quations de la dynamique sont
re´solues au niveau de la structure et une analyse est faite pour la me´thode de Newmark, dans
le cas particulier de la me´thode des trape`zes.
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Le chapitre 4 est ensuite consacre´ a` l’e´laboration algorithmique de la me´thode ALE au niveau
du fluide dans l’objectif de pouvoir l’associer au mouvement d’une structure dont la description
est lagrangienne. Nous e´tudions donc pour un mouvement prescrit de l’interface du fluide, la
possibilite´ du maillage fluide de se de´former. L’ide´e de´veloppe´e ici est de conside´rer qu’avant
meˆme de faire un remaillage quelconque du domaine fluide, nous pouvons d’abord faire e´voluer
le maillage fluide par de´formation uniquement.
Au chapitre 5, nous comple´tons cette approche avec l’e´laboration comple`te de l’algorithme
ne´cessaire pour re´soudre l’interaction fluide-strcuture, en gardant toujours l’optique de simple-
ment de´former les diffe´rents maillages intervenant dans la re´solution. La ge´ome´trie du proble`me a
cependant e´te´ suffisamment simplifie´e pour pouvoir s’affranchir de difficulte´s lie´es a` la ge´ne´ration
de maillages trop complexes. L’enjeu de cette the`se est donc d’apporter et d’adapter certaines
me´thodes de´ja` e´prouve´es dans le domaine des e´le´ments finis en partant des outils dont nous
disposons afin de pouvoir re´soudre l’interaction fluide-structure.
1.4 Notations
Dans les chapitres qui suivent, nous faisons les conventions d’e´criture suivantes pour de´signer
un scalaire, un vecteur, un tenseur ou une matrice. Les quantite´s scalaires seront simplement en
minuscule. Les vecteurs seront de´signe´s par des caracte`res gras, de meˆme que les tenseurs. Nous
de´signerons les matrices par des caracte`res gras en majuscule italique alors que Par exemple,
la pression sera note´e p, la vitesse sera note´e v, le tenseur des contraintes dans la structure
sera note´ σs et la matrice de masse sera de´signe´e par M. En ce qui concerne les matrices, elles
pourront par exemple de´signer des matrices par bloc suivant le nombre de dimensions en espace.
En effet, nous pouvons par exemple avec la vitesse v et la matrice M pre´ciser leur produit de
la manie`re suivante en deux dimensions
Mv =

 Mx 0
0 My



 vx
vy

 (1.1)
Les symboles vx et vy de´signent des quantite´s scalaires de´finies sur un ensemble de points
ge´ome´triques (typiquement un maillage). Elle sont souligne´es dans (1.1) parce qu’elles consti-
tuent un vecteur sur cet ensemble de points (les points de collocation, par exemple). La matrice
jacobienne sera cependant exprime´e par un caracte`re gras non italique (F).
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Chapitre 2
Mode`les mathe´matiques
Nous pre´sentons dans ce chapitre les e´quations e´crites du point de vue de la me´canique des
milieux continus utilise´es pour les cas d’un fluide et d’un solide. Nous conside´rons les conditions
d’interface ne´cessaires a` l’e´laboration du proble`me de l’interaction d’un fluide visqueux et d’un
corps solide immerge´. Les formulations faibles associe´es a` ces e´quations seront construites afin de
bien prendre en compte cet aspect ge´ome´trique du proble`me. Nous allons utiliser la formulation
ALE au niveau du fluide. Cette approche est l’une des plus couramment utilise´e en me´canique
des fluide lorsque l’on conside`re une variation du domaine d’e´tude en fonction du temps. Au
niveau du solide, nous allons conside´rer la formulation lagrangienne lorsque celui-ci peut subir
d’assez grand de´placements. Cependant, dans le solide, la formulation faible de la dynamique
suivant le point de vue que nous allons adopter nous ame`ne a` une incertitude. Doit-on calcu-
ler le de´placement par rapport a` la configuration initiale ou courante, voire une configuration
interme´diaire ? Nous voulons (meˆme si nous n’avons pas de grandes de´formations) de grands
de´placements de la structure au cours de la simulation. L’approche classique de´veloppe´e jus-
qu’a` maintenant est de conside´rer de petits de´placements en plus d’avoir des petits gradients
de de´placements. Cette approche est par exemple bien de´crite dans [6, 15, 22, 31, 33, 36, 59, 80].
Sous ces hypothe`ses tre`s largement utilise´es dans la pratique, la formulation faible est calcule´e
par rapport a` la configuration initiale du solide note´e Ωs0 et donc la formulation des e´quations
de la dynamique n’est pas effectue´e sur la configuration courante note´e Ωst . Pour de plus grands
de´placements, une approche inte´ressante est conside´re´e dans [59] et, entre autres, la recherche
d’une formulation objective pour de grands de´placements est traite´e. Dans cet article, la for-
mulation de la dynamique est alors e´crite avec des fonctions test a` support dans Ωs0 mais avec
un tenseur des contraintes e´crit par rapport a` Ωst . Cette approche sophistique´e demande la
re´solution d’un syste`me non syme´trique ce qui en fait un mode`le beaucoup plus couˆteux en
terme de temps de calcul et meˆme de stabilite´ a` de´velopper. On peut aussi citer l’article [14]
ou` une approche par rapport a` la position courante du fluide est utilise´e. Cette approche fait
intervenir une formulation explicite des e´quations de la dynamique pour des fonctions de formes
ayant leur support sur Ωst . Une autre approche ou` de larges de´placements sont conside´re´s est
de´crite dans le cadre du moulage [39]. Cette approche introduit une configuration lagrangienne
fictive pour une formulation ALE et est nomme´e plus pre´cise´ment formulation ALE re´actualise´e.
Elle se base sur des e´quations du fluide diffe´rentes ou` le terme convectif n’est plus conside´re´. Une
reconstruction de la configuration actualise´e est alors ne´cessaire en prenant en compte la posi-
tion courante du domaine guide´ par la vitesse ALE et une position lagrangienne dite ”fictive”
guide´e par la vitesse mate´rielle du fluide. Une telle approche pour les e´quations de la dynamique
ne se justifie plus vraiment puisque notre configuration courante est aussi notre configuration
mate´rielle.
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On peut aussi citer les articles [20,21] dans le cadre de l’interaction fluide-structure pour une
valve. Le mode`le utilise´ pour la valve ne fait alors plus intervenir les e´quations de la dynamique
suivant la loi constitutive de Hooke classique pour un solide. A la place, le mode`le conside´re´ est
un proble`me statique et la loi constitutive du solide utilise´ est la loi ne´o-Hooke´enne [54,66].
Toutes ces approches montrent qu’il existe autant de variantes des e´quations re´solues dans le
solide que d’auteurs et ceci re´ve`le que la formulation faible des e´quations de la dynamique pour
un solide n’est donc pas aussi clairement de´crite dans la litte´rature que ne l’est la formulation
faible des e´quations de Navier–Stokes dans le fluide. Cette ambigu¨ıte´ n’est pas pre´sente dans le
cas de l’e´lasticite´ statique car les formulations faibles sont e´crites par rapport a` Ωs0. Dans [71], le
de´placement est de´compose´ suivant une plage de fre´quences et on ne cherche donc des solutions
que suivant un certain nombre de modes. La` encore, les formulations faibles sont line´arise´es
et e´crites suivant Ωs0. Dans [53], l’e´lasticite´ statique et la dynamique sont e´crites en prenant le
tenseur des contraintes par rapport aux coordonne´es lagrangiennes mais dont la divergence qui
lui est applique´e est e´crite par rapport aux coordonne´es eule´riennes. Le passage a` une formulation
purement lagrangienne fait ensuite intervenir l’hypothe`se des petits gradients de de´placement.
Une description plus pre´cise est conside´re´e en faisant appel a` des changements de repe`res entre
la configuration initiale Ωs0 et la configuration de´forme´e Ω
s
t . Dans le cas que nous e´tudions, le
repe`re dans lequel se de´place le solide est fixe. Aucun changement de base n’est re´alise´ et cela
nous e´vite d’avoir a` introduire l’effet des forces de Coriolis ou d’entraˆınement comme cela est
de´crit dans [45].
Une difficulte´ the´orique, du moins pour la formulation faible, semble, dans le cas des e´quations
de la dynamique, nous restreindre a` ne travailler que dans le cas de petits de´placements et
de petits gradients de de´placements. En e´cho a` la question pre´ce´dente, peut-on alors de´passer
cette proble´matique ? La re´ponse est oui mais nous allons devoir sortir du cadre classique des
formulations habituellement utilise´es. Nous voulons que le mouvement du solide soit simplement
duˆ au fluide sans qu’il ait force´ment un mouvement rigide propre. La fomulation faible va eˆtre
e´crite par rapport au domaine du solide en mouvement suivant sa position courante.
2.1 Les e´quations de Navier–Stokes pour le fluide visqueux new-
tonien incompressible
Nous nous inte´ressons dans un premier temps aux e´quations de Navier–Stokes qui re´gissent
l’e´coulement d’un fluide visqueux newtonien incompressible. Ces e´quations peuvent eˆtre ex-
prime´es dans le domaine occupe´ par le fluide Ωf , a` l’aide des e´quations de conservation de la
quantite´ de mouvement
ρf
Dv
Dt
= ∇ · σf + ρfbf (2.1)
et de la contrainte d’incompressibilite´
∇ · v = 0. (2.2)
Le tenseur des contraintes de Cauchy σf s’e´crit
σf = −pI+ µf (∇v + (∇v)T ) = −pI+ 2µfd(v). (2.3)
Dans les e´quations (2.1)-(2.3), D/Dt est la de´rive´e mate´rielle de´finie par
D
Dt
=
∂
∂t
+ v · ∇. (2.4)
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Le scalaire p est la pression, I le tenseur identite´, v le vecteur vitesse, µf la viscosite´ dynamique,
ρf la masse volumique, bf le vecteur des forces volumiques qui s’exercent sur le fluide, d le
tenseur des taux de de´formation
d(v) =
1
2
(∇v + (∇v)T ) (2.5)
avec T la transposition.
On peut donc e´crire les e´quations de Navier–Stokes a` l’aide des e´quations (2.1)-(2.4) sous la
forme
ρf (
∂v
∂t
+ v · ∇v) = −∇p+ µf∆v + ρfbf (2.6)
∇ · v = 0. (2.7)
Les e´quations (2.6)-(2.7) peuvent encore eˆtre mises sous une forme adimensionnelle en posant
va =
v
U
, xa =
x
L
, pa =
p−p0
ρfU
2 , bf a =
bfL
U2
et ta =
tU
L
avec x les coordonne´es spatiales, p0 une
pression de re´fe´rence, L et U la longueur et la vitesse de re´fe´rence, respectivement. Ainsi en
utilisant ces relations dans (2.6)-(2.7) et en omettant l’indice a, nous obtenons les e´quations
suivantes
∂v
∂t
+ v · ∇v = −∇p+ 1
Re
∆v+ bf (2.8)
∇ · v = 0. (2.9)
On reconnaˆıt le nombre de Reynolds tel que
Re = ρfUL/µf = UL/νf . (2.10)
Le scalaire νf = µf/ρf de´signe alors la viscosite´ cine´matique. Nous de´signons aussi par ΓD (res-
pectivement ΓN ) la frontie`re de Ω
f ou` les conditions de Dirichlet (respectivement les conditions
de contraintes surfaciques) sont applique´es.
Sur ΓD, en notant v¯|ΓD les fonctions donne´es de Dirichlet, nous avons
v = v¯|ΓD . (2.11)
Par de´finition, la fonction tf de densite´ des forces de contact sur le fluide se´crit
tf = σfnf (2.12)
ou` nf est le vecteur normal unitaire sortant sur ΓN .
Sur le bord ΓN , nous conside´rerons des conditions [11,25,82] telles que
tf = −pIn+ 2µfd(v)n = t (2.13)
avec n = nf et t une contrainte impose´e sur ΓN .
2.2 Les e´quations de la dynamique pour un solide e´lastique
Nous utilisons les e´quations de la dynamique d’un corps solide dans le cadre de l’e´lasticite´
line´aire infinite´simale. Les e´quations sont e´crites dans le domaine Ωs dans l’hypothe`se des petits
gradients de de´placements telle que
‖∇u‖ ≪ ‖I‖ (2.14)
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La de´rive´e mate´rielle est line´arise´e et contient l’acce´le´ration e´crite comme la de´rive´e partielle
seconde par rapport au temps du vecteur de´placement note´ u. Ces diffe´rentes hypothe`ses per-
mettent donc de confondre la formulation lagrangienne et eule´rienne car elles deviennent alors
indiscernables [53]. On suppose donc intrinse`quement que
∂2u
∂t2
≃ D
2u
Dt2
(2.15)
Ainsi, nous posons les e´quations de Navier sur Ωst
∇ · σs + ρsbs = ρs∂
2u
∂t2
. (2.16)
Le symbole σs est le tenseur des contraintes de Cauchy du solide, bs et ρs le vecteur des forces
volumiques et la masse volumique du solide, respectivement. La Loi de Hooke lie le tenseur des
contraintes σs au tenseur des de´formations ε par la relation suivante
σs = λtrεI+ 2µε, (2.17)
ou` λ et µ sont les coefficients de Lame´. On peut rappeler suivant la dimension d, leur lien avec
le coefficent de poisson νs et le module d’Young Es par les formules suivantes
Es =
2µ(dλ+ 2µ)
(d− 1)λ+ 2µ, (2.18)
νs =
λ
(d− 1)λ+ 2µ. (2.19)
Inversement nous avons
λ =
νsEs
[1− νs(d− 1)](1 + νs) , (2.20)
µ =
Es
2(1 + νs)
. (2.21)
Le tenseur des de´formations est de´fini a` l’aide du vecteur des de´placements par
ε =
1
2
(∇u+ (∇u)T ). (2.22)
On de´finit aussi la vitesse telle que
v =
∂u
∂t
= u˙ (2.23)
et l’acce´le´ration
a =
∂2u
∂t2
= u¨. (2.24)
La vitesse et l’acce´le´ration sont donc e´crites comme des de´rive´es eule´riennes du de´placement. Ici
encore, la de´rive´e lagrangienne peut eˆtre conside´re´e indistinctement pour u˙ et u¨. Nous verrons
plus loin que cette incapacite´ a` distinguer les de´rive´es lagrangiennes et eule´riennes peut engendrer
une certaine confusion dans la manie`re de construire la formulation faible des e´quations de la
dynamique. Dans le solide nous noterons ΓsD le bord sur lequel sera impose´e une condition de
Dirichlet et par ΓsN la partie du bord sur lequel des contraintes surfaciques seront impose´es. On
notera ainsi sur ΓsD
u = u¯|Γs
D
. (2.25)
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Suivant le type de mode`le ge´ome´trique que nous e´tudions ensuite, une fixation interne peut eˆtre
conside´re´e en comple´ment d’une condition de Dirichlet a` la surface de la structure. De meˆme,
nous noterons ts, la densite´ des forces de contact sur Γ
s
N telle que
ts = σsns, (2.26)
ou` ns de´signe le vecteur normal unitaire sortant du solide.
2.3 L’interaction fluide-structure : les conditions limites a` l’in-
terface
L’interaction fluide-structure exprime le proble`me me´canique du contact d’un corps solide
e´lastique et d’un fluide visqueux en mouvement. Cette e´tape essentielle de notre proble`me
ne´cessite la caracte´risation de conditions aux limites supple´mentaires qui de´crivent le dialogue
entre le fluide et le solide.
Soient deux domaines, l’un fluide Ωf et l’autre solide Ωs, en contact le long de l’interface ΓI(t)
Nous utilisons deux conditions au niveau de l’interface (Fig 2.1). D’une part nous conside´rons
que les vitesses y sont continues au cours du temps. Ceci implique
v = u˙ sur ΓI(t). (2.27)
D’autre part, nous conside´rons aussi que l’interface est en e´quilibre me´canique
tf + ts = 0 sur ΓI(t). (2.28)
Cette seconde e´quation exprime le principe de l’action des forces re´ciproques a` l’interface.
fn
sΩ
fΩ
ns
ΓI
      
Domaine solide
Domaine fluide
Fig. 2.1 – Interface fluide-structure
A l’interface, le lien entre vecteurs normaux est de´fini de telle manie`re que
n = nf = −ns. (2.29)
La condition de Dirichlet que nous imposons exprime la continuite´ des vitesses a` l’interface car
nous avons fait l’hypothe`se que le fluide e´tait visqueux [25, 88]. ll n’en serait pas exactement
de meˆme avec d’autres types de fluide comme par exemple un fluide parfait ou` la condition
porterait sur la continuite´ des composantes normales de la vitesse (v · n = u˙ · n). Par (2.12),
(2.26), (2.28) et (2.29) nous pouvons de´duire que
(σf − σs)n = 0 sur ΓI(t). (2.30)
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2.4 Domaine mobile
Dans le cas ou` le domaine Ωf se de´forme ou se de´place au cours du temps, nous adoptons la
formulation arbitrairement lagrangienne-eule´rienne (ALE) [9,26,38,85]. Habituellement, lorsque
le domaine fluide est fixe´, la formulation spatiale ou eule´rienne est adopte´e et est suffisante pour
de´crire l’e´coulement. Dans ce cas on s’inte´resse a` une ou plusieurs grandeurs prises par le fluide
(comme la vitesse et la pression) a` une position donne´e ou dans un domaine donne´ (comme Ωf ).
La formulation lagrangienne ou mate´rielle est plus couramment utilise´e lorsque le domaine peut
se de´former et se de´placer tout en continuant a` faire re´fe´rence a` la configuration initiale. La
formulation lagrangienne e´tant plus couramment utilise´e pour le solide, la formulation capable
d’allier ces deux aspects qui cohabitent dans le cas de l’interaction fluide-solide est la formulation
ALE. Celle-ci associe les endroits dans le domaine fluide ou` on a besoin de se rapprocher d’une
formulation lagrangienne afin de suivre localement le mouvement des particules (par exemple
proche d’une interface entre le fluide et le solide) et les endroits ou` la description eule´rienne suffit
a` de´crire l’e´coulement. Nous avons donc besoin d’une configuration de re´fe´rence Ωf0 pour laquelle
nous utiliserons les coordonne´es lagrangiennesX. Le domaine Ωft est alors appele´ la configuration
actualise´e avec les coordonne´es eule´riennes x . Ainsi, nous pouvons de´finir la ”carte” At liant la
configuration de re´fe´rence a` la configuration actualise´e par{
At : Ω
f
0 ⊂ Rd → Ωft ⊂ Rd
X → x (X, t) = At(X), ∀t ∈ I. (2.31)
L’entier d indique la dimension de l’espace et I = [t0, T ] l’intervalle de temps de l’inte´gration.
Nous de´finissons ainsi w la vitesse ALE
w = ∂At
∂t X
= ∂x(X,t)
∂t X
. (2.32)
La de´rive´e temporelle de v dans cette configuration s’e´crit alors
∂v
∂t X
=
∂v
∂t
+w · ∇v. (2.33)
Le champ w servira par la suite a` calculer une vitesse associe´e au maillage. L’interpre´tation de
l’e´quation (2.33) nous permet de reconnaˆıtre diffe´rentes situations. Lorsque la vitesse w est e´gale
a` v, on retrouve la de´finition de la de´rive´e mate´rielle de la vitesse alors que si elle vaut ze´ro on
obtient la de´rive´e eule´rienne de la vitesse [26,27]. C’est pourquoi la configuration issue de cette
approche se nomme arbitrairement lagrangienne-eule´rienne. Elle permet de passer localement
de la configuration lagrangienne a` la configuration eule´rienne dans une meˆme ge´ome´trie. Quand
l’ope´rateur gradient ∇ sera exprime´ suivant les coordonne´es X nous l’e´crirons alors ∇X. L’incor-
poration de (2.33) dans (2.8) nous permet d’obtenir l’e´quation de Navier–Stokes en formulation
ALE
∂v
∂t X
+ (v −w) · ∇v = −∇p+ 1
Re
∇ · d(v) + bf . (2.34)
Dans cette formulation, les relations (2.34) et (2.9) forment le syste`me a` re´soudre.
2.5 Formulations faibles
La formulation faible effectue une re´duction de l’ordre des de´rive´es partielles par une inte´gration
par parties. Ceci permet d’agrandir les espaces dans lesquelles la solution nume´rique sera construite.
Nous allons donc de´finir les diffe´rents espaces de Sobolev ne´cessaires a` l’e´criture des formulations
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faibles et principalement des sous-ensembles de l’espace de Hilbert H1 et l’espace de Lebesgue
L2 [83] dans un domaine Ω ∈ Rd quelconque. Ces espaces sont ne´cessaires pour se placer dans
les conditons d’utilisation du the´ore`me de Lax-Milgram [25] afin d’avoir existence et unicite´
d’une solution suivant les formulations faibles que nous conside´rons. L’espace L2(Ω) est de´fini
par l’ensemble suivant
L2(Ω) = {u; fonction scalaire mesurable :
∫
Ω
|u(x)|2 dΩ <∞}. (2.35)
La norme associe´e a` cet espace pour une fonction u ∈ L2(Ωf ) s’e´crit
‖u‖L2(Ω) = (
∫
Ω
|u(x)|2 dΩ) 12 . (2.36)
L’espace de Sobolev H1(Ω) est l’ensemble des fonctions suivantes
H1(Ω) = {u ∈ L2(Ω) : ∂u
∂xk
∈ L2(Ω),∀k ∈ [1, d] ∩ N}. (2.37)
La norme associe´e a` cet espace s’e´crit
‖u‖H1(Ω) = (
∫
Ω
(|u(x)|2 +
d∑
k=1
| ∂u
∂xk
|2) dΩ) 12 . (2.38)
2.5.1 Dans le fluide
Pour e´crire la formulation faible de (2.34) nous introduisons tout d’abord l’espace H10,D(Ω
f
0 )
d
H10,D(Ω
f
0)
d = {u ∈ H1(Ωf0)d : u|ΓD = 0}. (2.39)
Les fonctions test Φˆ qui vont nous permettre d’e´tablir la formulation faible de (2.34) sont alors
choisies dans H10,D(Ω
f
0)
d. Donc nous aurons par la suite
Φˆ ∈ H10,D(Ωf0 )d. (2.40)
Ces fonctions test e´crites sur Ωf0 sont lie´es aux meˆmes fonctions de test note´es Φ e´crites sur Ω
f
t
en utilisant (2.31)
Φ(x) = Φ(At(X)) = Φˆ(X) = Φˆ ◦A−1t (x). (2.41)
Ceci va nous permettre d’e´crire la formulation faible en mettant bien en e´vidence que les fonctions
test e´voluent suivant le mouvement du domaine au cours du temps. On de´finit alors l’espace des
fonctions test Φ a` partir de l’espace de Φˆ par
V (Ωft )
d = {Φ : Ωft × I → Rd,Φ(x) = Φˆ ◦A−1t (x), Φˆ ∈ H10,D(Ωf0)d}. (2.42)
De meˆme, nous cherchons la vitesse v dans l’espace suivant
VD(Ω
f
t )
d = {u ∈ V (Ωft )d : u|ΓD = v¯|ΓD}. (2.43)
La formulation faible non-conservative en configuration ALE s’e´crit en utilisant (2.34) et (2.9) :
Trouver (v, p) ∈ VD(Ωft )d × L2(Ωft ), t ∈ I telles que∫
Ωft
( ∂v
∂t X
+ (v −w) · ∇v) ·Φ dΩ =
∫
Ωft
[p∇ ·Φ− 2
Re
∇v : d(Φ) + bf ·Φ] dΩ ∀Φ ∈ V (Ωft )d
(2.44)
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∫
Ωft
(∇ · v)Ψ dΩ = 0 ∀Ψ ∈ L2(Ωft ). (2.45)
La formulation conservative demande une relation supple´mentaire que nous de´montrons au
moyen des fonctions test Φ. A partir de la de´rive´e temporelle de vitesse eule´rienne, on e´crit
l’e´galite´ suivante ∫
Ωft
∂v
∂t
·Φ dΩ =
∫
Ωft
∂(v ·Φ)
∂t
dΩ−
∫
Ωft
v · ∂Φ
∂t
dΩ. (2.46)
En prenant en compte que le de´placement du domaine fluide est re´alise´ suivant la vitesse ALE w,
le the´ore`me du transport de Reynolds est applique´ suivant cette vitesse a` la premie`re inte´grale
du membre de droite dans (2.46)∫
Ωft
∂(v ·Φ)
∂t
dΩ =
d
dt
∫
Ωft
v ·Φ dΩ−
∫
Γft
(v ·Φ)(w · n) dΓ. (2.47)
La de´rive´e d
dt
dans (2.47) est aussi note´e δ
δt
[25] pour la distinguer du cas ou` le domaine se
de´place suivant la propre vitesse du fluide v. Mais cette distinction n’est pas indispensable
mathe´matiquement puisque c’est le domaine d’inte´gration qui change suivant que l’on de´rive en
temps
∫
Ωft
v ·Φ dΩ suivant l’approche ALE ou particulaire. La variation de la ge´ome´trie Ωft est
conside´re´e suivant la vitesse ALE w. C’est suivant la vitesse ALE que la borne Γft se de´place au
cours du temps. Donc, suivant le the´ore`me du transport de Reynolds, c’est la vitesse w qui est
utilise´e pour l’inte´grale sur Γft . L’e´quation (2.47) est essentielle pour de´terminer la formulation
ALE. Nous appliquons ensuite le the´ore`me de la divergence a` l’inte´grale de bord de (2.47) et
nous pouvons ainsi de´duire∫
Γft
(v ·Φ)(w · n) dΓ =
∫
Ωft
∇ · [(v ·Φ)w] dΩ. (2.48)
En de´veloppant cette dernie`re expression, il vient∫
Ωft
∇ · [(v ·Φ)w] dΩ =
∫
Ωft
[(w · ∇v) ·Φ+ (w · ∇Φ) · v + (v ·Φ)(∇ ·w)] dΩ. (2.49)
En remplac¸ant (2.49) dans (2.47), on a∫
Ωft
∂(v ·Φ)
∂t
dΩ =
d
dt
∫
Ωft
v ·Φ dΩ−
∫
Ωft
(w · ∇v) ·Φ+ (w · ∇Φ) · v + (v ·Φ)(∇ ·w) dΩ.
(2.50)
Les de´rive´es mate´rielles des fonctions test Φ sont nulles car celles-ci suivent les points mate´riels
en configuration ALE. Sur ces points, elles gardent la meˆme valeur et donc nous obtenons la
relation
∂Φ
∂t X
=
∂Φ
∂t
+w · ∇Φ = 0. (2.51)
De plus, en remplac¸ant (2.33) et (2.51) dans (2.46), on de´duit∫
Ωft
∂v
∂t X
Φ dΩ =
∫
Ωft
∂(v ·Φ)
∂t
dΩ +
∫
Ωft
(w · ∇Φ) · v dΩ+
∫
Ωft
(w · ∇v) ·Φ dΩ. (2.52)
Portant (2.50) dans (2.52), nous obtenons finalement∫
Ωft
∂v
∂t X
·Φ dΩ = d
dt
∫
Ωft
v ·Φ dΩ−
∫
Ωft
(∇ ·w)v ·Φ dΩ. (2.53)
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L’utilisation de (2.53) dans (2.44) nous permet de poser la formulation faible (2.44)-(2.45) sous
sa forme conservative :
Trouver (v, p) ∈ VD(Ωft )d × L2(Ωft ), t ∈ I telles que
d
dt
∫
Ωft
v ·Φ dΩ+
∫
Ωft
[{∇ · (v ⊗ (v −w))} ·Φ] dΩ =∫
Ωft
[p∇ ·Φ− 2
Re
∇v : d(Φ) + bf ·Φ] dΩ ∀Φ ∈ V (Ωft )d
(2.54)
∫
Ωft
(∇ · v)Ψ dΩ = 0 ∀Ψ ∈ L2(Ωft ). (2.55)
Le symbole ⊗ de´signe le produit tensoriel de deux vecteurs. Les deux formulations peuvent eˆtre
utilise´es pour re´soudre les e´quations de Navier–Stokes. La formulation non-conservative e´tait
de´ja` accessible dans le cadre de la re´solution nume´rique. Nous avons donc ajoute´ la formulation
conservative utilise´e par Lee Wing Ho et Fabio Nobile [37,52,73]. L’avantage de la formulation
conservative est qu’elle le`ve l’ambigu¨ıte´ qui peut survenir dans le choix de la configuration sur
laquelle sera discre´tise´e la de´rive´e temporelle de vitesse. Avec la formulation conservative, la
de´rive´e temporelle lie la position courante du domaine fluide au champ de vitesse courant.
2.5.2 Dans le solide
Contrairement a` la partie fluide, le domaine solide est calcule´ du point de vue lagrangien.
Le champ de de´placement u ajoute´ a` la position initiale Ωs0 du domaine solide nous donne la
position courante du solide Ωst . Ainsi, nous cherchons u dans l’espace suivant
W (Ωst )
d = {v ∈ H1(Ωst )d : v|ΓsD = u¯|ΓsD}. (2.56)
La fonction test Φs associe´e a` la re´solution de la structure est donc choisie dans
W0(Ω
s
t )
d = {v ∈ H1(Ωst )d : v|ΓsD = 0}. (2.57)
La formulation faible que nous re´solvons dans la structure s’e´crit donc :
Trouver u ∈W (Ωst )d∫
Ωst
σs : ∇Φs dΩ+
∫
Ωst
ρs
∂2u
∂t2
·Φs dΩ =∫
Γs
N
(t)
σsns ·Φs dΓ +
∫
Ωst
ρsbs ·Φs dΩ Φs ∈W0(Ωst )d.
(2.58)
Cette formulation faible n’est pas aussi classique qu’il ne le semble car nous l’avons e´crite par
rapport a` la position courante Ωst . Il est cependant possible d’e´crire une formulation conservative
des e´quations de la dynamique. En faisant l’hypothe`se que la de´rive´e mate´rielle de la fonction
test est nulle dans la structure, nous obtenons l’expression suivante
DΦs
Dt
=
∂Φs
∂t
+ v · ∇Φs = 0. (2.59)
Nous de´butons la de´monstration comme dans la section pre´ce´dente avec (2.46) et nous conside´rons
que la vitesse est la de´rive´e eule´rienne du de´placement comme nous l’avons pose´ en (2.23)
v =
∂u
∂t
. (2.60)
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Cette approche peut sembler abusive puisque nous sommes dans une configuration lagrangienne.
Mais l’hypothe`se des petits gradients de de´placement nous permet de confondre vitesses lagran-
giennes et vitesses eule´riennes. La de´monstration qui suit fait donc le paralle`le entre formulation
conservative et non-conservative comme pour le fluide mais dans la formulation lagrangienne∫
Ωst
∂2u
∂t2
·Φs dΩ =
∫
Ωst
∂(∂u
∂t
·Φs)
∂t
dΩ−
∫
Ωst
∂u
∂t
· ∂Φs
∂t
dΩ. (2.61)
Nous obtenons en utilisant les the´ore`mes de transport de Reynolds et de divergence pour la
formulation lagrangienne∫
Ωst
∂(∂u
∂t
·Φs)
∂t
dΩ =
d
dt
∫
Ωst
∂u
∂t
·Φs dΩ−∫
Ωst
(v · ∇∂u
∂t
) ·Φs + (v · ∇Φs) · ∂u
∂t
+ (
∂u
∂t
·Φs)(∇ · v) dΩ.
(2.62)
Cette e´tape est analogue a` (2.50).
Maintenant nous reprenons la meˆme proce´dure pour l’inte´grale
∫
Ωst
∂u
∂t
·Φs dΩ. Ainsi nous avons∫
Ωst
∂u
∂t
·Φs dΩ =
∫
Ωst
∂(u ·Φs)
∂t
dΩ−
∫
Ωst
u · ∂Φs
∂t
dΩ (2.63)
puis∫
Ωst
∂(u ·Φs)
∂t
dΩ =
d
dt
∫
Ωst
u ·Φs dΩ−
∫
Ωst
(v · ∇u) ·Φs + (v · ∇Φs) · u+ (u ·Φs)(∇ · v) dΩ.
(2.64)
En utilisant (2.59) dans (2.63) et en remplac¸ant (2.64) dans (2.63) nous obtenons

∫
Ωst
∂u
∂t
·Φs dΩ = d
dt
∫
Ωst
u ·Φs dΩ−
∫
Ωst
(v · ∇u) ·Φs + (u ·Φs)(∇ · v) dΩ =
d
dt
∫
Ωst
u ·Φs dΩ −
∫
Ωst
[∇ · (u⊗ v)] ·Φs dΩ.
(2.65)
De la meˆme manie`re, en utilisant (2.59) dans (2.61) et en remplac¸ant (2.63) dans (2.61), on a∫
Ωst
∂2u
∂t2
·Φs dΩ = d
dt
∫
Ωst
∂u
∂t
·Φs dΩ−
∫
Ωst
[∇ · (v ⊗ v)] ·Φs dΩ. (2.66)
Finalement en appliquant (2.65) a` (2.66), nous pouvons de´duire une formulation conservative
du terme faisant apparaˆıtre l’acce´le´ration

∫
Ωst
ρs
∂2u
∂t2
·Φs dΩ =
d2
dt2
∫
Ωst
ρsu ·Φs dΩ− d
dt
∫
Ωst
ρs[∇ · (u⊗ v)] ·Φs dΩ−
∫
Ωst
ρs[∇ · (v ⊗ v)] ·Φs dΩ
(2.67)
Cette expression fait intervenir deux termes non line´aires qui, dans la pratique, sont occulte´s par
la formulation non-conservative. Il est cependant inte´ressant de constater que l’on peut, suivant
l’hypothe`se que les gradients de vitesse et de de´placement restent relativement petits, ne´gliger
ces deux termes non line´aires dans (2.67). Cependant, cette approche n’est en fait jamais utilise´e
dans la structure puisque la vitesse reste bien conside´re´e lagrangienne et donc ces termes non
line´aires n’ont pas de sens dans la formulation de la dynamique.
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2.5.3 A l’interface
La condition aux limites que nous allons appliquer a` l’interface fluide-structure ΓI(t) = Γ
s
N (t)
fait appel aux forces de contraintes de surface venant du fluide. Elle repre´sente un terme source
a` la surface du solide tre`s important dans l’e´volution du calcul dynamique. La formulation
faible sur l’interface ΓsN (t) fait appel aux fonctions test ϑ qui sont simplement la restriction des
fonctions test Φs sur Γ
s
N (t)
ϑ = Φs|Γs
N
(t) (2.68)
L’interpre´tation de (2.30) en formulation faible nous donne∫
Γs
N
(t)
σsns · ϑ dΓ = −
∫
Γs
N
(t)
σfn · ϑ dΓ =
∫
Γs
N
(t)
[pIn− µf (∇v +∇vT )n] · ϑ dΓ. (2.69)
2.6 Evaluation de l’e´nergie du syste`me e´tudie´
Nous utilisons dans le fluide le point de vue eule´rien pour de´terminer l’e´nergie des e´quations
de Navier–Stokes. L’e´nergie du syste`me peut donc eˆtre e´value´e en multipliant les e´quations de
Navier–Stokes (2.6) scalairement par v. On inte`gre ensuite les e´quations par rapport a` l’espace
puis ensuite par rapport au temps [50]. Par inte´gration par partie sur Ωft , on obtient donc∫
Ωft
ρf (
∂v
∂t
+ v · ∇v +∇p− νf∆v − bf ) · v dΩ = 0⇒
ρf
∫
Ωft
(
∂v
∂t
· v + (v · ∇v) · v − p∇ · v + νf∇v : ∇v − bf · v) dΩ =
∫
Γft
σfn · v dΓ
On rappelle que la contrainte σf est de´finie en (2.3). On de´veloppe ensuite l’inte´grale sur la
frontie`re Γft de´finie de la manie`re suivante
Γft = Γparoi ∪ Γin ∪ ΓI ∪ Γout (2.70)
On illustre ces diffe´rentes frontie`res a` la figure 2.2 ou` l’on conside`re un solide immerge´ dans un
domaine fluide.
Domaine fluide
ΓIInterface
Γin
Γout
Γparoi
Solide
Parois fixes
Fig. 2.2 – Ge´ome´trie d’un solide immerge´ dans un fluide
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Sur Γin une condition sur la vitesse sera alors prescrite a` un certain type d’e´coulement tandis
que sur Γparoi cette vitesse sera conside´re´e e´gale a` ze´ro. Pour l’interface ΓI , les conditions limites
seront de´finies d’apre`s (2.27) et (2.30) tandis qu’une condition de contrainte libre sera impose´e
sur Γout de´signant une sortie du fluide. Ainsi nous avons∫
Γft
σfn · v dΓ =∫
ΓI
σfn · v dΓ +
∫
Γparoi
σfn · v dΓ +
∫
Γin
σfn · v dΓ+
∫
Γout
σfn · v dΓ =
∫
ΓI
σfn · v dΓ +
∫
Γin
σfn · v¯ dΓ
Nous allons nous aider de l’e´galite´ (v · ∇v) · v = 12∇(v · v) · v et de l’incompressibilite´ pour
simplifier le terme convectif
∫
Ωft
(v · ∇v) · v dΩ = 1
2
∫
Ωft
∇(v · v) · v dΩ = 1
2
[
−
∫
Ωft
(v · v)(∇ · v) dΩ+
∫
Γft
(v · v)(v · n) dΓ
]
⇒∫
Ωft
(v · ∇v) · v dΩ = 1
2
∫
Γft
(v · v)(v · n) dΓ.
Avec le the´ore`me du transport de Reynolds, on exprime la de´rive´e eule´rienne de la vitesse de la
manie`re suivante∫
Ωft
∂v
∂t
· v dΩ = 1
2
∫
Ωft
∂(v · v)
∂t
dΩ =
1
2
[
d
dt
∫
Ωft
v · v dΩ−
∫
Γft
(v · v)(v · n) dΓ
]
.
L’inte´grale faisant intervenir la pression est e´gale a` ze´ro avec l’incompressibilite´. Pour conclure,
dans le domaine fluide nous avons
ρf
1
2
d
dt
∫
Ωft
v · v dΩ+ ρf
∫
Ωft
νf∇v : ∇v− bf · v dΩ =
∫
ΓI
σfn · v dΓ +
∫
Γin
σfn · v¯ dΓ.
(2.71)
Dans la structure, on inte`gre l’e´quation (2.16) sur Ωst en la multipliant par u˙ puis on effectue
un inte´gration par parties pour obtenir∫
Ωst
ρs
∂2u
∂t2
· u˙− (∇ · σs) · u˙− ρsbs · u˙ dΩ = 0⇒
1
2
d
dt
∫
Ωst
ρsu˙ · u˙ dΩ+
∫
Ωst
(λ(∇ · u)(∇ · u˙) + 2µε(u) : ε(u˙)− ρsbsu˙) dΩ =
∫
ΓI
σsns · u˙ dΓ.
(2.72)
Comme avec u dans l’e´quation (2.22), on a aussi
ε(u˙) = 12(∇u˙+ (∇u˙)T ).
De plus avec l’e´galite´ (2.29), on a∫
ΓI
σsns · u˙ dΓ = −
∫
ΓI
σsn · u˙ dΓ. (2.73)
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On remplace (2.73) dans (2.72). On fait ensuite l’approximation suivante pour sortir la de´rive´e
du temps de l’inte´grale dans (2.73)
1
2
d
dt
[∫
Ωst
ρsu˙ · u˙+ λ(∇ · u)2 + 2µε(u) : ε(u) dΩ
]
−
∫
Ωst
ρsbs · u˙ dΩ = −
∫
ΓI
σsn · u˙ dΓ.
(2.74)
L’e´quation (2.74) n’est qu’une simplification afin par la suite de pouvoir plus facilement e´valuer
ces inte´grales par rapport au temps. Par (2.27) et (2.30), on a aussi∫
ΓI
σsn · u˙ dΓ =
∫
ΓI
σfn · v dΓ. (2.75)
En remplac¸ant (2.75) dans (2.71), on obtient
ρf
1
2
d
dt
∫
Ωft
v · v dΩ+ ρs 1
2
d
dt
∫
Ωst
u˙ · u˙ dΩ+ ρf
∫
Ωft
νf∇v : ∇v dΩ+
1
2
d
dt
[∫
Ωst
λ(∇ · u)2 + 2µε(u) : ε(u) dΩ
]
= ρf
∫
Ωft
bf · v dΩ+ ρs
∫
Ωst
bs · u˙ dΩ+
∫
Γin
σfn · v¯ dΓ.
(2.76)
Il reste a` inte´grer (2.76) par rapport au temps pour en de´duire l’e´nergie du syste`me∫ T
0
dE(t)
dt
dt = ρf
1
2
∫ T
0
d
dt
∫
Ωft
v · v dΩdt + ρs 1
2
∫ T
0
d
dt
∫
Ωst
u˙ · u˙ dΩdt+
ρf
∫ T
0
∫
Ωft
νf∇v : ∇v dΩdt+ 1
2
∫ T
0
d
dt
∫
Ωst
λ(∇ · u)2 + 2µε(u) : ε(u) dΩdt−
ρf
∫ T
0
∫
Ωft
bf · v dΩdt− ρs
∫ T
0
∫
Ωst
bs · u˙ dΩdt−
∫ T
0
∫
Γin
σfn · v¯ dΓdt = 0
⇒
E(T )− E(0) =
ρf
1
2
∫
Ωf
T
(v · v)(T ) dΩ+ ρs 1
2
∫
Ωs
T
(u˙ · u˙)(T ) dΩ+ ρf
∫ T
0
∫
Ωft
νf∇v : ∇v dΩdt+
1
2
∫
Ωs
T
λ(∇ · u(T ))2 + 2µε(u(T )) : ε(u(T )) dΩ− ρf
∫ T
0
∫
Ωft
bf · v dΩdt−
ρs
∫ T
0
∫
Ωst
bs · u˙ dΩdt−
∫ T
0
∫
Γin
σfn · v¯ dΓdt − ρf 1
2
∫
Ωf0
(v · v)(0) dΩ−
ρs
1
2
∫
Ωs0
(u˙ · u˙)(0) dΩ− 1
2
∫
Ωs0
λ(∇ · u(0))2 + 2µε(u(0)) : ε(u(0)) dΩ = 0.
(2.77)
Cette dernie`re e´quation exprime la conservation de l’e´nergie.
En supposant que les conditions initiales sont u0 = u˙0 = v0 = 0 et en ne´gligeant bf et bs, nous
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simplifions (2.77) par
ρf
1
2
∫
Ωf
T
(v · v)(T ) dΩ + ρs1
2
∫
Ωs
T
(u˙ · u˙)(T ) dΩ + ρf
∫ T
0
∫
Ωft
νf∇v : ∇v dΩdt+
1
2
∫
Ωs
T
λ(∇ · u(T ))2 + 2µε(u(T )) : ε(u(T )) dΩ =
∫ T
0
∫
Γin
σfn · v¯ dΓdt.
(2.78)
Les deux premiers termes de l’e´quation (2.78) repre´sentent l’e´nergie cine´tique du fluide et du
solide. Le troisie`me terme correspond a` l’e´nergie dissipe´e dans le fluide par viscosite´ alors que
le quatrie`me terme correspond a` l’e´nergie potentielle e´lastique du solide. Toute cette e´nergie est
donc principalement controˆle´e par l’e´coulement que l’on impose sur la frontie`re ΓI .
Chapitre 3
Approximation nume´rique
3.1 Discre´tisation du proble`me : me´thodes spectrales
3.1.1 Des e´le´ments finis aux e´le´ments spectraux
Pour re´soudre les e´quations issues des diffe´rentes formulations faibles obtenues jusqu’a` pre´sent,
nous avons fait appel aux me´thodes spectrales, en particulier a` la me´thode des e´le´ments spec-
traux [4,25] qui est une ge´ne´ralisation de la me´thode des e´le´ments finis [11,41,46,86]. Un domaine
Ω quelconque est discre´tise´ en E sous-domaines disjoints Ωl avec l ∈ ([1, E] ∩ N)
Ω = ∪El=1Ωl, Ωi ∩ Ωj = ∅,∀i 6= j. (3.1)
Nous notons PN l’espace des polynoˆmes de degre´ infe´rieur ou e´gal a` N ∈ N dans chaque direction
spatiale. Dans le cas des e´le´ments finis, il est important de rappeler que les fonctions de base
sont ge´ne´ralement construites a` partir de polynoˆmes de degre´ 0 a` 2 (P0− P2) en se re´fe´rant par
exemple au segment Λ = [−1, 1]. Avec les e´le´ments spectraux, elles seront de´finies dans PN que
l’on notera PN (Λ) sur le segment Λ. La me´thode des e´le´ments spectraux englobe donc clairement
le cas des e´le´ments finis. A un e´le´ment spectral est associe´ un ensemble de points choisis suivant
l’esapce de polynoˆmes PN . Ceci permet de le de´crire tre`s pre´cise´ment. Par cette approche, on
e´vite de de´couper un domaine en un trop grand nombre d’e´le´ments. Lorsque l’on augmente le
nombre d’e´le´ments, le degre´ polynomial re´stant fixe, cette description se nomme la version “h”.
C’est celle qui est le plus souvent utilise´e en e´le´ments finis. Lorsque l’on augmente le degre´
polynomial, le de´coupage en sous-domaines e´tant fixe´, on nomme cette approche la version “p”.
Avec la me´thode des e´le´ments spectraux, nous utilisons une combinaison de ces deux versions
qui est appele´e la version “hp” ou me´thode “hp”.
3.1.2 Polynoˆmes d’interpolation
Afin de de´finir le support des fonctions tests qui seront utilise´es pour discre´tiser les e´quations
de Navier-Stokes et de la dynamique nous devons de´finir les polynoˆmes d’interpolation que nous
allons utiliser dans PN (Λ). Pour de´finir la fonction d’interpolation polynomiale de Lagrange
d’ordre N que nous utiliserons, nous partons des polynoˆmes de Legendre d’ordre N note´s LN
qui ve´rifient l’e´quation de Sturm-Liouville [4, 25,83]
d
dr
((1− r2)dLN (r)
dr
) +N(N + 1)LN (r) = 0 r ∈ Λ. (3.2)
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Les polynoˆmes d’interpolation de Lagrange choisis dans ce cas sont les polynoˆmes de Lagrange-
Legendre note´s hNp de´finis par
hNp (r) = − (1−r
2)
dLN
dr
(r)
N(N+1)LN (rp)(r−rp)
, p ∈ [0,N ] ∩N (3.3)
qui satisfont la proprie´te´ de cardinalite´
hNp (ri) = δpi (3.4)
avec δ le symbole de Kronecker. On appelle plus pre´cise´ment les ri (indiffe´remment pour sj et
tk) les points (ou coordonne´es) de collocation de Gauss-Lobatto-Legendre (GLL) qui sont les
racines de l’expression suivante
(1− r2)dLN
dr
(r) = 0⇒ ri ∈ ([1,N − 1] ∩ N, rN = −r0 = 1. (3.5)
Nous aurons aussi besoin de de´finir des polynoˆmes d’interpolation sur PN−2(Λ). Les polynoˆmes
d’interpolation de Lagrange choisis sont ceux de Gauss-Legendre note´s h˜N−2p et de´finis par
h˜N−2p (r) = − LN−1(r)dLN−1
dr
(r˜p)(r−r˜p)
, p ∈ [1,N − 1] ∩N (3.6)
et tels que
h˜N−2p (r˜i) = δpi. (3.7)
Les r˜p sont cette fois les racines du polynoˆme de Legendre LN−1 et de´finissent la grille de
Gauss-Legendre(GL).
3.1.3 Quadratures
Un tel choix de points dans un e´le´ment Ωl va nous permettre de pouvoir e´valuer de manie`re
tre`s pre´cise l’inte´grale d’une fonction continue sur ce support. En outre, nous allons pouvoir
utiliser la formule d’inte´gration de Gauss-Lobatto-Legendre qui lie l’inte´grale d’une fonction a`
la somme de ses valeurs sur les points GLL ri (respectivement sj et tk) munis d’un poids note´
̺i (respectivement ςj et γk). Par de´finition, le poids ̺i pour le degre´ Nx choisi vaut
̺i =
2
Nx(Nx+1)
1
LNx (ri)
2 . (3.8)
Cette de´finition est similaire pour ςj et γk mais pour les degre´s respectifs Ny et Nz. Nous avons
la relation fondamentale suivante sur un e´le´ment parent Λ pour un degre´ N dans le cas d’une
inte´gration de Gauss-Lobatto-Legendre [25]
∫ 1
−1
g dΩ =
N∑
i=0
̺ig(ri) ∀g ∈ P2N−1(Λ). (3.9)
Nous profitons de (3.9) pour e´valuer les inte´grales d’une fonction continue f par la quadrature
de Gauss-Lobatto-Legendre. Par exemple, nous pouvons e´crire en 2D
∫ 1
−1
∫ 1
−1
f dΩ ∼=
Nx∑
i=0
Ny∑
j=0
̺iςjf(ri, sj) (3.10)
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De meˆme, nous notons ˜̺i, ς˜j et γ˜k les poids GL associe´s aux points de Gauss-Legendre r˜i et s˜j,
t˜k. Ainsi la valeur du poids ˜̺i s’e´crit
˜̺i =
2
1−r˜2i
1
dLNx−2
dr
(ri)
2 . (3.11)
Il en va de meˆme pour les poids ς˜j et γ˜k mais suivant les degre´s polynoˆmiaux Ny et Nz. Dans
le cas d’une inte´gration de Gauss [25], sur un e´le´ment parent Λ pour un degre´ N − 2 avec les
points de Gauss choisis comme dans (3.6), nous avons∫ 1
−1
g dΩ =
N−1∑
i=1
˜̺ig(r˜i) ∀g ∈ P2N−3(Λ). (3.12)
A partir de (3.12), nous e´valuons les inte´grales pour une quadrature de Gauss-Legendre. Dans
le cas 2D, on obtient ∫ 1
−1
∫ 1
−1
f dΩ ∼=
Nx−1∑
i=1
Ny−1∑
j=1
˜̺i ς˜jf(r˜i, s˜j) (3.13)
3.1.4 De´finition des e´le´ments isoparame´triques
Nous employons la convention d’Einstein de sommation sur les indices re´pe´te´s (m,n, p) ∈
([0, Nx] ∩N)× ([0, Ny ] ∩N× ([0, Nz ] ∩N) dans l’e´quation (3.14). Les trois entiers Nx, Ny et Nz
distinguent les degre´s polynomiaux dans chaque direction d’espace. On les choisit souvent tous
e´gaux a` un meˆme entier N . Par exemple, en deux dimensions (2D), sur Ωl on associe alors les
coordonne´es xl(r) = (xl, yl) ∈ Ωl a` l’e´le´ment parent r = (r, s) ∈ Λ2 sur une grille GLL par{
xl(r, s) = xlmnh
Nx
m (r)h
Ny
n (s)
yl(r, s) = ylmnh
Nx
m (r)h
Ny
n (s)
(3.14)
et sur une grille GL par {
xl(r, s) = xlmnh˜
Nx−2
m (r)h˜
Ny−2
n (s)
yl(r, s) = ylmnh˜
Nx−2
m (r)h˜
Ny−2
n (s).
(3.15)
Dans le cas d’une grille GLL 2D avec Nx = Ny = 6, on peut voir sur la figure 3.1 le point
correspondant a` xl(ri, sj) = (x
l
ij , y
l
ij)
ylij
xlij
r i
s j
l l(r,s)     (x (r,s),y (r,s))
Fig. 3.1 – Coordonne´es du point xl(ri, sj) suivant les coordonne´es de collocations ri et sj
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Suivant la ge´ome´trie que l’on construit, l’obtention des coordonne´es xli en 1D (x
l
ij en 2D ou
xlijk en 3D) dans un e´le´ment de´forme´ Ωl est effectue´e avec la me´thode d’interpolation transfinie
de Gordon et Hall [25, 47, 48]. On veut trouver une distribution de coordonne´es suffisamment
lisse a` l’inte´rieur de l’e´le´ment Ωl et telle que pour les e´le´ments Ωl de´finissant le bord de Ω, les
coordonne´es de Ωl de´crivent la surface de Ω. En notant x¯ la surface de Ω prescrite on veut dans
les cas 2D et 3D {
xlij |∂Ω = x¯(ri, sj)|∂Ω
xlijk|∂Ω = x¯(ri, sj, tk)|∂Ω.
(3.16)
On de´finit ensuite l’ope´rateur d’interpolation mono-dimensionnel note´ Ir , (respectivement Is et
It) tel que pour une fonction f , Ir f (r) (respectivement Is f (r) et It f (r)) est une fonction line´aire
suivant la direction r (respectivement s et t) et co¨ıncide avec f en r = ±1 (respectivement
s = ±1 et t = ±1). On de´finit enfin la somme boole´enne entre deux ope´rateurs quelconques I1
et I2 telle que
I1 ⊕ I2 = I1 + I2 − I1 I2 . (3.17)
Ainsi les relations 2D et 3D suivantes{
x(r) = (Ir ⊕ Is)x¯(r), r ∈ Λ2 ,
x(r) = (Ir ⊕ Is ⊕ It)x¯(r), r ∈ Λ3 (3.18)
pemettent d’obtenir une approximation de la ge´ome´trie de Ω lorsqu’elle est de´finie par un e´le´ment
(E = 1). Cette construction est donc ge´ne´ralise´e pour une ge´ome´trie Ω de´coupe´e en sous-
domaines (E > 1) de´finies en (3.1) afin d’obtenir les conditions (3.16) voulues a` la surface.
A partir de cette ge´ome´trie, nous pouvons ensuite piloter le de´placement de chaque noeud
du maillage suivant le type d’e´quations que l’on re´sout. On peut ainsi prendre en compte le
de´placement du domaine fluide suivant la formulation ALE. En 2D et en 3D, nous calculons en
chaque e´le´ment l les coordonne´es de´place´es telles que{
(xlij)
dep = xlij + δx
l
ij
(xlijk)
dep = xlijk + δx
l
ijk.
(3.19)
L’indice dep exprime la nouvelle position du maillage de coordonne´es x issue de l’ajout du champ
d’incre´ment de de´placement δx.
3.1.5 Matrice jacobienne et jacobien
Afin de pre´ciser le calcul du jacobien et de la matrice associe´e, nous de´finissons la matrice
d’interpolation de la de´rivation D pour un ordre N tel que DNij =
dhNj
dr
(ri). Ainsi avec le choix
fait en (3.3) nous avons 

DNNN = −D00 = N(N+1)4
DNii = 0,∀i ∈ [1,N − 1] ∩ N
DNij =
LN (ri)
LN (rj)(ri−rj)
.
(3.20)
Nous nous basons sur l’hypothe`se de l’existence d’un home´omorphisme liant la grille des e´le´ments
parents a` la grille physique de chaque e´le´ment Ωl tel que xl(r) de´finie pour une, deux et trois
dimensions dans (3.14) soit diffe´rentiable. Dans ce cas, nous pouvons de´finir F la matrice jaco-
bienne [25] d× d avec d la dimension spatiale telle que
F =
∂x
∂r
=


∂x1
∂r1
· · · ∂x1
∂rd
...
...
∂xd
∂r1
· · · ∂xd
∂rd

 (3.21)
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et le jacobien J = det(F), de´terminant de F [53]. Les trois quadratures de´finies en (3.10) sont
alors exprime´es de manie`re plus ge´ne´rale sur un e´le´ment de´forme´ en prenant en compte cette
fois le jacobien sur Ωl note´ Jl avec l ∈ ([1, E] ∩ N)

∫
(Ωf0 )
l
f dΩ ∼=
Nx∑
i=0
̺i|Jl|(ri)f(ri)
∫
(Ωf0 )
l
f dΩ ∼=
Nx∑
i=0
Ny∑
j=0
̺iςj|Jl|(ri, sj)f(ri, sj)
∫
(Ωf0 )
l
f dΩ ∼=
Nx∑
i=0
Ny∑
j=0
Nz∑
k=0
̺iςjγk|Jl|(ri, sj , tk)f(ri, sj, tk).
(3.22)
On a aussi besoin de l’inverse de la matrice jacobienne F−1 qui est calcule´e a` l’aide de la matrice
des cofacteurs F˜ et J
F−1 =
F˜
T
J
. (3.23)
La matrice des cofacteurs e´tant de´finie par
F˜ij = (−1)i+jMij (3.24)
avec Mij coefficient du mineur de F. Ce coefficient est le de´terminant de la sous-matrice de F a`
laquelle on a retire´ la ligne i et la colonne j. Les indices i et j sont des entiers compris entre 1
et la dimension d. L’existence de l’inverse de la matrice jacobienne est directement lie´e au fait
que J ne doit pas eˆtre nulle. Dans ce cas, nous parlons de grille de´ge´ne´re´e. On se restreint alors
aux cas ou` J est supe´rieure a` une valeur positive [89]. Dans le cas 3D, on peux donc e´crire la
matrice des cofacteurs
F˜ =


∂y
∂s
∂z
∂t
− ∂y
∂t
∂z
∂s
∂y
∂t
∂z
∂r
− ∂y
∂r
∂z
∂t
∂y
∂r
∂z
∂s
− ∂y
∂s
∂z
∂r
∂x
∂t
∂z
∂s
− ∂x
∂s
∂z
∂t
∂x
∂r
∂z
∂t
− ∂x
∂t
∂z
∂r
∂x
∂s
∂z
∂r
− ∂x
∂r
∂z
∂s
∂x
∂s
∂y
∂t
− ∂x
∂t
∂y
∂s
∂x
∂t
∂y
∂r
− ∂x
∂r
∂y
∂t
∂x
∂r
∂y
∂s
− ∂x
∂s
∂y
∂r

 (3.25)
De meˆme en 2D, nous avons
F˜ =

 ∂y∂s −∂y∂r
−∂x
∂s
∂x
∂r

 (3.26)
Le jacobien sous sa forme continue s’e´crit en 1D, 2D et 3D

J =
∂x
∂r
J =
∂x
∂r
∂y
∂s
− ∂x
∂s
∂y
∂r
J =
∂x
∂r
∂y
∂s
∂z
∂t
− ∂x
∂r
∂y
∂t
∂z
∂s
+
∂x
∂s
∂y
∂t
∂z
∂r
− ∂x
∂s
∂y
∂r
∂z
∂t
+
∂x
∂t
∂y
∂r
∂z
∂s
− ∂x
∂t
∂y
∂s
∂z
∂r
(3.27)
Ainsi, la discre´tisation du jacobien fait appel a` la matrice D. Nous obtenons alors en (ri)
dans le cas 1D
Jl(ri) = D
Nx
ip x
l
p, (3.28)
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en (ri, sj) dans le cas 2D
Jl(ri, sj) = (D
Nx
ip x
l
pj)(D
Ny
jq y
l
iq)− (DNxip ylpj)(DNyjq xliq) (3.29)
et en (ri, sj , tk) dans le cas 3D
Jl(ri, sj, tk) = (D
Nx
imx
l
mjk)(D
Ny
jn y
l
ink)(D
Nz
kp z
l
ijp)− (DNximxlmjk)(DNyjn zlink)(DNzkp ylijp)
+(DNxim z
l
mjk)(D
Ny
jn x
l
ink)(D
Nz
kp y
l
ijp)− (DNxim ylmjk)(DNyjn xlink)(DNzkp zlijp)
+(DNxim y
l
mjk)(D
Ny
jn z
l
ink)(D
Nz
kp x
l
ijp)− (DNxim zlmjk)(DNyjn ylink)(DNzkp xlijp).
(3.30)
La matrice D fait appel a` un calcul syste´matique lie´ seulement au choix des polynoˆmes au niveau
nume´rique puisqu’elle est inde´pendante des coordonne´es physiques d’un e´le´ment. Les calculs du
jacobien et de la matrice jacobienne sont ensuite effectue´s en utilisant D a` chaque occurrence
des de´rive´es partielles a` partir du de´coupage en sous-domaines de´crit en (3.1). Ces deux entite´s
expriment le lien entre la ge´ome´trie de chaque e´le´ment et les e´quations du proble`me. Par cette
approche, la matrice globale du syste`me a` re´soudre n’est pas directement assemble´e. L’hypothe`se
de la stricte positivite´ du jacobien (0 < J <∞) a un sens diffe´rent du point de vue nume´rique.
En effet, on cherche plutoˆt a` avoir un jacobien de signe constant. Cela signifie seulement que
l’on peut de´finir un e´le´ment ayant une longueur, une surface ou un volume bien de´fini mais
qui peut eˆtre oriente´ diffe´remment par rapport a` un repe`re dans le sens direct. La contribution
de cet e´le´ment sera toujours positive a` condition d’avoir bien pris la valeur absolue du jacobien
comme dans (3.22) au niveau nume´rique. En effet, on pre´fe`re souvent en e´le´ments finis re´orienter
l’e´le´ment pour re´cupe´rer le signe positif du jacobien. Par contre, une source d’erreurs nume´riques
est le fait d’avoir un changement de signe du jacobien dans un e´le´ment. Ceci correspond a` une
distortion dans l’e´le´ment comme par exemple un repli d’une partie de l’e´le´ment sur lui-meˆme.
Ainsi le point de vue adopte´ en e´le´ments spectraux ame`ne a` une utilisation plus complique´e du
jacobien mais en meˆme temps a` une description plus pre´cise de la ge´ome´trie.
3.2 Discre´tisation spatiale dans le fluide
Les e´quations (2.54)-(2.55) sont re´solues a` partir de leur formulation discre´tise´e. Chacun des
termes qui constituent ces e´quations va eˆtre discre´tise´ suivant l’e´le´ment parent et sa transforma-
tion dans l’e´le´ment physique. Dans les sections qui suivent nous apportons une description assez
de´taille´e de la discre´tisation des diffe´rents termes de ces e´quations. Ce choix est volontaire car
il est ne´cessaire dans le cadre de notre approche de pre´ciser comment le jacobien et la matrice
jacobienne interviennent dans les e´quations. Dans les sections qui suivent, la vitesse sera donc
discre´tise´e dans PN alors que la pression sera discre´tise´e dans PN−2 pour e´viter les modes de
pression parasites.
3.2.1 Formulation faible du laplacien
Comme nous l’avons exprime´ au chapitre pre´ce´dent, nous proce´dons a` un de´coupage du
domaine Ωf en plusieurs e´le´ments (3.1). La formulation faible du laplacien s’e´crit en conside´rant
l’inte´gration par rapport a` l’e´le´ment parent Ω0 = Λ
d
∫
Ωft
∇v : ∇Φ dΩ =
E∑
l=1
∫
(Ωft )
l
∇v : ∇Φ dΩ. (3.31)
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Nous rappelons que le symbole ” : ” de´signe le produit scalaire matriciel 1. Etant donne´es deux
matrices carre´es U et V de meˆme dimension, nous avons par exemple les e´galite´s suivantes
U : VT = UT : V = V : UT . (3.32)
La re´solution nume´rique des inte´grales fait intervenir la transformation de l’e´le´ment physique a`
l’e´le´ment parent. En prenant compte du domaine de re´fe´rence introduit en (2.31) nous de´finissons
l’application entre l’e´le´ment de re´fe´rence et l’e´le´ment parent par{
B : Λd ⊂ Rd → Ωf0 ⊂ Rd
r → B(r) = X (3.33)
Ainsi nous avons entre l’e´le´ment physique et l’e´le´ment parent la relation
x = At ◦ B(r). (3.34)
Plus pre´cise´ment, nous avons v = vˆ ◦ (B−1 ◦ A−1t ) et Φ = Φˆ ◦ (B−1 ◦ A−1t ). On a ainsi
v(x) = vˆ ◦ (B−1 ◦ A−1t )(x) = vˆ(r). Le jacobien et l’inverse de la matrice jacobienne sont
donc calcule´s pour l’application At ◦ B c’est-a`-dire directement de l’e´le´ment parent a` l’e´le´ment
physique actuel [52,89].
fΩ0
Ω = Λ
0
2 fΩt
B
A o Bt
A t
Fig. 3.2 – Relations entre l’e´le´ment parent, l’e´le´ment de re´fe´rence et l’e´le´ment physique
Nous devons encore connaˆıtre le lien entre l’expression du gradient e´crit dans l’e´le´ment
parent et son expression dans l’e´le´ment physique. On peut retrouver cette relation en suivant
la de´monstration suivante ou` nous avons pose´ par commodite´ d’e´criture (x, y, z) = (x1, x2, x3),
(r, s, t) = (r1, r2, r3) et (vx, vy, vz) = (v1, v2, v3) pour distinguer les composantes de x, r et v. On
a, avec ces notations
∇v = ∂vi
∂xj
= ∂vi
∂rk
∂rk
∂xj
.
1le produit scalaire matriciel pour deux matrices U et V s’e´crit U : V=UijVij
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Les indices i, j, k sont des entiers compris entre 1 et 3. De plus, nous avons v(x) = vˆ(r) donc
∂vi
∂rk
∂rk
∂xj
= ∂vˆi
∂rk
(∂xk
∂rj
)−1 = ∂vˆi
∂rk
F−1kj = (∇0vˆ)F−1.
L’ope´rateur ∇0 de´signe le gradient e´crit par rapport aux coordonne´es de l’e´le´ment parent. Nous
en de´duisons que
∇v = (∇0vˆ)F−1. (3.35)
En partant de la relation (3.31), en utilisant les relations (3.34) et (3.35), nous en de´duisons
l’inte´gration par rapport aux e´le´ments parents
E∑
l=1
∫
(Ωft )
l
[∇v : ∇Φ] dΩ =
E∑
l=1
∫
Ω0
[(∇0vˆ)F−1l : (∇0Φˆ)F−1l ]|Jl| dΩ. (3.36)
Nous omettrons par la suite le chapeau intervenant sur v et Φ. En utilisant la matrice des
cofacteurs, on en de´duit graˆce a` (3.23), en prenant en compte le fait qu’un e´le´ment peut eˆtre
oriente´ librement par rapport a` l’e´le´ment parent, que∫
Ω0
(∇0v)F−1l : (∇0Φ)F−1l |Jl| dΩ =
∫
Ω0
sign(Jl)
Jl
(∇0v)F˜Tl : (∇0Φ)F˜
T
l dΩ (3.37)
avec sign(Jl) =
Jl
|Jl|
. Nous faisons clairement apparaˆıtre le signe du jacobien qui re´tablit le
signe correct dans l’inte´grale. Dans le cas 2D, l’expression (∇0v)F˜Tl est exprime´e dans sa forme
continue par
(∇0v)F˜Tl =


∂vlx
∂r
∂vlx
∂s
∂vly
∂r
∂vly
∂s




∂yl
∂s
−∂xl
∂s
−∂yl
∂r
∂xl
∂r

 =


∂vlx
∂r
∂yl
∂s
− ∂vlx
∂s
∂yl
∂r
∂vlx
∂s
∂xl
∂r
− ∂vlx
∂r
∂xl
∂s
∂vly
∂r
∂yl
∂s
− ∂vly
∂s
∂yl
∂r
∂vly
∂s
∂xl
∂r
− ∂vly
∂r
∂xl
∂s

.
(3.38)
Dans sa forme isoparame´trique, la vitesse v est e´crite de manie`re analogue au champ de coor-
donne´es (3.14)
vlx(r, s) = (v
l
x)mnh
Nx
m (r)h
Ny
n (s),
vly(r, s) = (v
l
y)mnh
Ny
m (r)h
Ny
n (s).
(3.39)
(vlx)mn et (v
l
y)mn sont les vitesses inconnues du proble`me exprime´s directement dans l’e´le´ment
parent. Ainsi en utilisant (3.22) nous pouvons faire l’approximation suivante∫
Ω0
sign(Jl)
Jl
(∇0v)F˜Tl : (∇0Φ)F˜
T
l dΩ ≃
Nx∑
i=0
Ny∑
j=0
̺iςj{sign(Jl)
Jl
(∇0v)F˜Tl : (∇0Φ)F˜
T
l }(ri, sj)
(3.40)
De cette dernie`re somme on peut encore donner l’e´galite´ suivante
Nx∑
i=0
Ny∑
j=0
̺iςj{sign(Jl)
Jl
(∇0v)F˜Tl : (∇0Φ)F˜
T
l }(ri, sj) =
Nx∑
i=0
Ny∑
j=0
̺iςj{ 1|Jl|(∇0v)F˜
T
l : (∇0Φ)F˜
T
l }(ri, sj).
(3.41)
L’expression (∇0v)F˜Tl (ri, sj) mise sous la forme d’un produit de trois champs, nous donne
(∇0v)F˜Tl (ri, sj) =
(
(vlx)mn
(vly)mn
)
︸ ︷︷ ︸
v
(
DNxim δjn D
Ny
jn δim
)
︸ ︷︷ ︸
∇0

 D
Ny
jn y
l
in −DNyjn xlin
−DNxim ylmj DNximxlmj


︸ ︷︷ ︸
F˜
T
l (ri,sj)
. (3.42)
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La matrice des cofacteurs varie essentiellement a` cause du champ des coordonne´es puisque
l’ope´rateur des de´rive´es reste invariant par rapport a` ce champ. Nous pouvons maintenant ex-
primer la formulation discre´tise´e du terme issu du tenseur des taux de de´formation
2
Re
∫
Ωft
∇v : d(Φ) dΩ = 1
Re
∫
Ωft
{∇v : ∇Φ+∇v : (∇Φ)T } dΩ. (3.43)
La contribution du terme transpose´ nous donne de manie`re analogue a` (3.37)∫
Ω0
(∇0v)F−1l : ((∇0Φ)F−1l )T |Jl| dΩ =
∫
Ω0
1
|Jl|(∇0v)F˜
T
l : F˜l(∇0Φ)T dΩ (3.44)
L’expression (3.43) est syme´trique et de´finie positive et nous noterons sa contribution discre´tise´e
par Kv telle qu’en 2D
Kv =
1
Re
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj{ 1|Jl|(∇0v)F˜
T
l : (∇0ΦF˜
T
l + F˜l(∇0Φ)T )}(ri, sj) (3.45)
3.2.2 Formulation du gradient de pression
La formulation du gradient de pression nous ame`ne a` calculer le terme suivant
∫
Ωft
p∇ ·Φ dΩ =
E∑
l=1
∫
(Ωft )
l
p∇ ·Φ dΩ =
E∑
l=1
∫
Ω0
pˆ(∇0Φˆ : F−Tl )|Jl| dΩ (3.46)
avec pˆ = p ◦ (B−1 ◦ A−1t ). Ainsi, par la meˆme de´marche que dans la section pre´ce´dente en
omettant le chapeau sur p et Φ, on a∫
Ω0
p(∇0Φ : F−Tl )|Jl| dΩ =
∫
Ω0
sign(Jl)p(∇0Φ : F˜l) dΩ (3.47)
Nous utilisons la me´thode PN − PN−2 [62, 63]. La pression est discre´tise´e sur les points de
Gauss-Legendre (GL) de´finis par (3.6) pour des polynoˆmes PN−2. Nous voulons en effet e´liminer
les modes de pression parasites et avoir une discre´tisation vitesse-pression optimale. La pression
est alors discre´tise´e suivant ces polynoˆmes GL et nous avons dans le cas 2D par le meˆme principe
que dans (3.15)
p(r˜i, s˜j) = pmnh˜
Nx−2
m (r˜i)h˜
Ny−2
n (s˜j). (3.48)
Par analogie a` (3.22) mais en utilisant cette fois (3.13) nous avons pour le cas 2D∫
Ω0
sign(Jl)p(∇0Φ : F˜l) dΩ ≃
Nx−1∑
i=1
Ny−1∑
j=1
sign(Jl)˜̺i ς˜j(p[
∂φlx
∂r
F˜11 +
∂φlx
∂s
F˜12 +
∂φly
∂r
F˜21 +
∂φly
∂s
F˜22])(r˜i, s˜j),
(3.49)
Le jacobien est donc interpole´ sur les points GL dans le cas 2D par la relation suivante
J(r˜i, s˜j) = Jmnh
Nx
m (r˜i)h
Ny
n (s˜j). (3.50)
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La meˆme interpolation est construite pour les termes du cofacteur F˜. Finalement, les de´rive´es
de Φ sont obtenues par les expressions suivantes dans le cas bi-dimensionnel
∂φlx
∂r
= (φlx)mn(h
Nx
m )
′(r˜i)h
Ny
n (s˜j),
∂φlx
∂s
= (φlx)mnh
Nx
m (r˜i)(h
Ny
n )
′(s˜j),
∂φly
∂r
= (φly)mn(h
Nx
m )
′(r˜i)h
Ny
n (s˜j),
∂φly
∂s
= (φly)mnh
Nx
m (r˜i)(h
Ny
n )
′(s˜j).
(3.51)
La de´rive´e (hNxm )
′(r˜i) est alors calcule´e suivant l’expression
(hNxm )
′(r˜i) =
Nx∑
p=0
(hNxp )(r˜i)
dhNxm
dr
(rp) = (h
Nx
m )(r˜i)D
Nx
pm. (3.52)
Nous noterons par la suite la contribution discre´tise´e de (3.46) par DT p avec, dans le cas 2D,
les expressions suivantes
DT p =
E∑
l=1
Nx−1∑
i=1
Ny−1∑
j=1
sign(Jl)˜̺i ς˜j(p∇0Φ : F˜l)(r˜i, s˜j) (3.53)
3.2.3 Formulation de la divergence de vitesse
La formulation faible de la divergence de vitesse intervenant pour l’incompressibilite´ (2.55)
est calcule´e pour des fonctions tests dans L2(Ωf ) et est discre´tise´e sur la meˆme grille que la
pression
∫
Ωft
(∇ · v)Ψ dΩ =
E∑
l=1
∫
(Ωft )
l
(∇ · v)Ψ dΩ =
E∑
l=1
∫
Ω0
Ψˆ(∇0vˆ : F−Tl )|Jl| dΩ. (3.54)
Nous sommes tre`s proches de l’expression trouve´e pour la pression mais cette fois les roˆles de la
fonction test Ψ et de v sont inverse´s par rapport a` la pression p et Φ. Nous obtenons comme
dans la section pre´ce´dente
∫
Ω0
Ψ(∇0v : F−Tl )|Jl| dΩ =
∫
Ω0
sign(Jl)Ψ(∇0v : F˜l) dΩ. (3.55)
Comme nous l’avons fait avec le gradient de pression, la meˆme discre´tisation est faite en rem-
plac¸ant la fonction test Φ par v et la pression p par la fonction test Ψ. Nous notons par la suite
cette contribution Dv pour exprimer la divergence de la vitesse. Ainsi en 2D, nous notons
Dv =
E∑
l=1
Nx−2∑
i=0
Ny−2∑
j=0
sign(Jl)˜̺i ς˜j(Ψ∇0v : F˜l)(r˜i, s˜j). (3.56)
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3.2.4 Formulation du terme convectif
Tout d’abord, nous de´veloppons le produit tensoriel de (2.54) pour expliciter les termes
sous-jacents qui interviennent dans cette expression∫
Ωft
ρf{∇ · (v ⊗ (v −w))} ·Φ dΩ
=
∫
Ωft
ρf (v · ∇v︸ ︷︷ ︸
a
−w · ∇v︸ ︷︷ ︸
b
+(∇ · v)v︸ ︷︷ ︸
c
− (∇ ·w)v︸ ︷︷ ︸
d
) ·Φ dΩ. (3.57)
L’expression (3.57a) correspond au terme convectif classique de la formulation eule´rienne. L’ex-
pression (3.57c) est souvent ne´glige´e nume´riquement mais il peut eˆtre avantageux de la gar-
der [16]. Les deux termes suivants n’interviennent que dans la formulation ALE. L’expression
(3.57b) est le terme convectif supple´mentaire induit par la vitesse de la grille. L’expression
(3.57d) est finalement le dernier terme de la formulation ALE conservative et peut eˆtre ne´glige´
si on de´place la grille de manie`re incompressible (∇ ·w=0) [10]. Ainsi, dans la formulation ALE
conservative, le terme convectif induit une complexite´ qui n’apparaˆıt pas a` premie`re vue dans
les e´quations (2.1)-(2.4).
Ces quatre termes font cependant appel a` deux types de calculs nume´riques suivant l’expression
du gradient ou de la divergence. Par rapport au terme faisant intervenir le gradient, nous avons∫
Ωft
(v · ∇v) ·Φ dΩ =
E∑
l=1
∫
(Ωft )
l
(v · ∇v) ·Φ dΩ =
E∑
l=1
∫
Ω0
(vˆ · ((∇0vˆ)F−1l )) · Φˆ|Jl| dΩ.
(3.58)
Ainsi, toujours en omettant le chapeau par la suite∫
Ω0
(v · (∇0vF−1l )) ·Φ|Jl| dΩ =
∫
Ω0
sign(Jl)(v · ((∇0v)F˜Tl )) ·Φ dΩ. (3.59)
L’expression suivant la divergence nous donne∫
Ωft
((∇ · v)v) ·Φ dΩ =
E∑
l=1
∫
(Ωft )
l
((∇ · v)v) ·Φ dΩ =
E∑
l=1
∫
Ω0
(∇0vˆ : F−Tl )(vˆ · Φˆ)|Jl| dΩ.
(3.60)
Paralle`lement a` (3.59) nous en de´duisons∫
Ω0
(∇0v : F−1l )(v ·Φ)|Jl| dΩ =
∫
Ω0
sign(Jl)(∇0v : F˜l)(v ·Φ) dΩ. (3.61)
La` encore, nous avons fait clairement apparaˆıtre le signe du jacobien dans les calculs que nous
effectuons. Ainsi la contribution de w · ∇v sera calcule´e de la meˆme manie`re que dans (3.58)-
(3.59) et (∇ ·w) · v de la meˆme manie`re que dans (3.60)-(3.61). La contribution nume´rique de
(3.57) est note´e C (v,w)v. En 2D, on a
C (v,w)v =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςjsign(Jl)((∇0(v −w) : F˜l)v + (v −w) · ((∇0v)F˜Tl )) ·Φ)(ri, sj).
(3.62)
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3.2.5 Matrice de masse
La matrice de masse intervient dans (2.54) pour le terme faisant intervenir la de´rive´e tem-
porelle. Ainsi, de la formulation faible de la vitesse on obtient∫
Ωft
v ·Φ dΩ =
E∑
l=1
∫
(Ωft )
l
v ·Φ dΩ =
E∑
l=1
∫
Ω0
vˆ · Φˆ|Jl| dΩ (3.63)
puis ∫
Ω0
vˆ · Φˆ|Jl| dΩ =
∫
Ω0
v ·Φ|Jl| dΩ. (3.64)
De meˆme le vecteur des forces volumiques engendre nume´riquement le meˆme type de formulation
faible et ainsi nous avons ∫
Ω0
bˆf · Φˆ|Jl| dΩ =
∫
Ω0
bf ·Φ|Jl| dΩ. (3.65)
La matrice de masse est donc construite a` partir de l’approximation nume´rique des inte´grales
intervenant dans (3.64)-(3.65) toujours a` l’aide de (3.22). Pour la vitesse, la notation matricielle
de cette contribution est donc note´e Mv. Elle vaut en 2D
Mv =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj(Φ · v)|Jl|(ri, sj). (3.66)
Pour le vecteur des forces volumiques nous notons de la meˆme manie`re que pour la vitesse le
terme Mbf qui correspond a` l’e´quation (3.66) mais en remplac¸ant v par bf .
3.3 Discre´tisation temporelle dans le fluide
Les sections pre´ce´dentes ont permis de de´crire la discre´tisation nume´rique effectue´e sur cha-
cun des termes intervenant dans la formulation faible des e´quations de Navier-Stokes. Notre
objectif a e´te´ de bien mettre en e´vidence la manie`re dont la transformation de la ge´ome´trie ”pa-
rent” a` la ge´ome´trie ”physique” prenait toute son importance au niveau des calculs nume´riques
a` effectuer. Pour la de´rive´e temporelle de la vitesse apparaissant dans (2.54), il reste cependant
a` la discre´tiser aussi par rapport au temps. Dans cette perspective, la me´thode de de´couplage
de Perot [17,25,78] a e´te´ utilise´e en traitant le terme convectif non line´aire de manie`re explicite
et en traitant implicitement le reste des e´quations de Navier-Stokes line´aires correspondant aux
e´quations de Stokes.
3.3.1 Discre´tisation de la de´rive´e temporelle de vitesse
Pour discre´tiser la de´rive´e temporelle de vitesse, nous avons fait appel aux sche´mas d’Euler
retarde´s (SER) [12, 16]. Suivant la forme conservative ou non-conservative, l’utilisation de ces
me´thodes reveˆt une signification assez diffe´rente au niveau des termes a` envisager. La formulation
utilise´e dans (2.44) a d’abord e´te´ utilise´e pour des maillages fixes au cours du temps. Cela
n’entraˆınait donc pas de modification de la matrice de masse a` construire a` chaque ite´ration en
temps. Ainsi une premie`re discre´tisation utilise´e e´tait, en notant ∆t le pas de temps et vn la
vitesse du fluide au temps tn = n∆t
M
dv
dt
∼= M
∆t
Ibd∑
i=0
βIbd−iv
n+1−i. (3.67)
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Dans (3.67), les βi sont les poids associe´s a` l’ordre Ier du SER. Nous n’avons pas e´te´ au-dela` de
Ier = 2. Une second approche de cette discre´tisation fut ensuite conside´re´e lorsque la ge´ome´trie
pouvait de´pendre du temps. Ainsi la matrice M devant eˆtre renouvele´e a` chaque ite´ration nous
l’avons indice´e par n+ 1 et la discre´tisation temporelle e´tait obtenue par
M
dv
dt
∼= M
n+1
∆t
Ier∑
i=0
βIer−iv
n+1−i. (3.68)
Une troisie`me approche associe´e a` la formulation conservative a ensuite e´te´ de´veloppe´e pour
effectuer le calcul suivant
d(Mv)
dt
∼= 1
∆t
Ier∑
i=0
βIer−iM
n+1−ivn+1−i. (3.69)
Pour cette dernie`re discre´tisation la matrice de masse et la vitesse du fluide sont estime´es au
meˆme temps ti. Ceci demande donc nume´riquement la sauvegarde du champ de vitesse sous sa
forme faible. Nous avons retenu cette dernie`re fac¸on de calculer la de´rive´e en temps pour que
l’estimation de la position du domaine fluide soit de´termine´e sans de´calage temporel avec le
calcul du champ de vitesse.
3.3.2 Le traitement du terme convectif
Le terme convectif n’e´tant pas line´aire une extrapolation (EX) a e´te´ envisage´e du point de
vue nume´rique [16, 55]. En posant vn et wn les vitesses du fluide et de la grille ALE au temps
tn et C
n(vn,wn)vn, la contribution du terme convectif au temps tn, l’extrapolation s’e´crit
Cn+1(vn+1,wn+1)vn+1 ∼=
Iex∑
i=1
αiC
n+1−i(vn+1−i,wn+1−i)vn+1−i (3.70)
Dans (3.70), les αi = (−1)i∁iIex sont les poids associe´s a` l’ordre d’extrapolation Iex choisi entre
1 et 4, ∁ e´tant le symbole mathe´matique de la combinaison.
Le terme convectif non-line´aire traite´ de manie`re implicite ame`ne a` une complication non
ne´gligeable de la formulation faible. Tout d’abord, le syste`me matriciel complet a` re´soudre n’est
alors plus syme´trique de´fini positif si on lui incorpore la matrice C qui de´pend elle-meˆme de
v et w. Les me´thodes GMRES ou Bi-CGSTAB doivent eˆtre utilise´es [83]. La convergence pour
ce type d’algorithme devient beaucoup plus difficile a` pre´server et demande des me´thodes plus
sophistique´es [24]. Nous avons donc garde´ l’approche explicite du calcul du terme convectif.
3.3.3 Discre´tisation temporelle des e´quations du fluide
Ainsi nous pouvons re´capituler le syste`me nume´rique a` re´soudre issu des e´quations (2.54)
-(2.55) par 

1
∆t
Ibd∑
i=0
βIbd−iM
n+1−ivn+1−i +K n+1vn+1 =
(DT p)n+1 −
Iex∑
i=1
αiC
n+1−i(vn+1−i,wn+1−i)vn+1−i +M n+1bn+1f
Dn+1vn+1 = 0
(3.71)
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Une de´composition LU a donc e´te´ effectue´e sur le syste`me (3.71) avec le SER d’ordre 2 associe´
a` une extrapolation d’ordre 2 du terme convectif pour e´viter des proble`mes de stabilite´s lie´s a`
des ordres plus e´leve´s. Ainsi le terme Cn+1(vn+1,wn+1)vn+1 a e´te´ approche´ par
Cn+1(vn+1,wn+1)vn+1 ∼= 2C n(vn,wn)vn −Cn−1(vn−1,wn−1)vn−1. (3.72)
Dans le cas du SER d’ordre 2 nous avons
d(Mv)
dt
∼= 3
2∆t
M n+1vn+1 − 2
∆t
M nvn +
1
2∆t
M n−1vn−1. (3.73)
Nous re´e´crivons donc (3.71) sous la forme matricielle suivante

3
2∆tM
n+1 +Kn+1 −(DT )n+1
−Dn+1 0



 vn+1
pn+1

 = (3.74)

 2∆tM nvn − 12∆tM n−1vn−1 − 2C n(vn,wn)vn +Cn−1(vn−1,wn−1)vn−1 +M n+1bn+1f
0

 .
Le premier terme du second membre dans (3.74) est note´ par commodite´ Mn+1b et nous posons
H n+1 = 32∆tM
n+1 + Kn+1. Le produit entre la matrice intervenant dans (3.74) et le vecteur
vitesse-pression peut eˆtre encore de´compose´ suivant les composantes vx et vy de la vitesse. Ainsi
nous avons par exemple en 2D

H xx H xy −(DTx )n+1
H yx H yy −(DTy )n+1
−Dn+1x −Dn+1y 0




vn+1x
vn+1y
pn+1

 . (3.75)
Par la suite, nous garderons l’expression re´duite pre´sente´e dans (3.74). Nous introduisons une
matrice Qn+1 arbitraire telle que

H n+1 −(HQDT )n+1
−Dn+1 0



 vn+1
pn+1

 =

 Mn+1b + en+1
0

 . (3.76)
Le champ en+1 est l’erreur de de´composition duˆ a` l’introduction de la matrice Qn+1 dans (3.76).
La de´composition LU de l’expression (3.76) se base sur une proce´dure a` deux pas

H n+1 0
−Dn+1 −(DQDT )n+1



 v∗
pn+1

 =

 M n+1b
0

 (3.77)
puis 

I −(QDT )n+1
0 I



 vn+1
pn+1

 =

 v∗
pn+1

 . (3.78)
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Lorsque Qn+1 = (H n+1)−1 le syste`me (3.76) redevient exactement (3.74). La de´composition
LU effectue´e avec ce choix s’appelle la me´thode d’Uzawa. On utilise la me´thode de Perot [78]
d’ordre 1 qui consiste a` approcher l’inverse de l’ope´rateur H n+1 par
Qn+1 =
2∆t
3
(M n+1)−1. (3.79)
L’erreur de de´couplage en+1 n’est que d’ordre 1 en temps avec le choix de Qn+1 fait en (3.79).
Nous avons donc besoin d’une me´thode de correction de pression conside´re´e dans [93,95] en plus
du de´couplage de´veloppe´ par Perot qui consiste a` calculer la pression en conside´rant l’incre´ment
de pression δp tel que
pn+1 = pn + δp. (3.80)
Ainsi le syste`me (3.76) devient

H n+1 −(HQDT )n+1
−Dn+1 0



 vn+1
δp = pn+1 − pn

 =

 Mn+1b + (DT )n+1pn + en+1
0

 .
(3.81)
Cette dernie`re formulation est d’ordre 2 en temps et la de´composition LU est effectue´e pour ce
dernier syste`me.
3.4 Discre´tisation spatiale dans la structure
Nous pre´sentons dans cette section la formulation nume´rique des e´quations de la dynamique
du solide ou` le de´placement u sera re´solu dans PN avec les poynoˆmes de Gauss-Lobatto-Legendre.
Cette de´marche sortant du cadre de la me´canique des fluides, nous nous sommes attache´s a`
ve´rifier que cette me´thode gardait certaines de ses caracte´ristiques avec la me´thode des e´le´ments
spectraux. La me´thode des e´le´ments spectraux a particulie`rement e´te´ e´tudie´e pour des proble`mes
d’e´lasticite´ statique. Nous pouvons citer les diffe´rents travaux de Pavarino [57, 76, 77, 97, 98].
La technique de pe´nalisation y est utilise´e pour les e´quations de Stokes stationnaires. Elle est
envisage´e suivant une formulation mixte pre´sente´e par Brezzi et Fortin [11]. Nous avons re´solu
diffe´rents proble`mes d’e´lasticite´ statique par cette me´thode. Cependant, le passage aux e´quations
de la dynamique n’a pas donne´ les meˆmes satisfactions avec l’approche par pe´nalisation. Nous
avons donc privile´gie´ la me´thode de Newmark plus approprie´e a` la re´solution des e´quations
d’ondes et des e´quations de la dynamique.
3.4.1 Forme faible du tenseur des contraintes
Nous de´taillons comment le tenseur des contraintes est calcule´ dans la formulation faible
(2.58). La section 3.2.1 nous a de´ja` permis de de´crire la formulation faible du laplacien. La
formulation faible de´veloppe´e pour ce tenseur en est assez proche du point de vue mathe´matique.
En portant (2.17) et (2.22) dans (2.58), nous avons∫
Ωst
σs : ∇Φs dΩ = µ
∫
Ωst
(∇u+∇uT ) : ∇Φs dΩ + λ
∫
Ωst
(∇ · u)(∇ ·Φs) dΩ. (3.82)
Par ailleurs, avec (3.32), nous avons aussi l’e´galite´ suivante∫
Ωst
(∇u+∇uT ) : ∇Φs dΩ =
∫
Ωst
∇u : (∇Φs +∇ΦsT ) dΩ. (3.83)
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Finallement, par la meˆme de´marche que pour le fluide nous en de´duisons donc en 2D
K su =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj [
µ
|Jl|(∇0u)F˜
T
l : ((∇0Φs)F˜
T
l +F˜l(∇0Φs)T )+
λ
|Jl|(∇0u : F˜l)(∇0Φs : F˜l)](ri, sj).
(3.84)
3.4.2 Forme faible de l’acce´le´ration
La de´rive´e partielle seconde par rapport au temps du de´placement repre´sentant l’acce´le´ration
dans (2.58) engendre comme a` la section 3.2.5 une matrice de masse. Avec l’e´quation (2.24),
nous obtenons simplement ∫
Ωst
∂2u
∂t2
·Φs dΩ =
∫
Ωst
a ·Φs dΩ. (3.85)
Nous pouvons donc en de´duire comme dans la section 3.2.5 la forme faible de l’acce´laration
M sa = ρs
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj(a ·Φs)|Jl|(ri, sj). (3.86)
La contribution des forces volumiques sera de la meˆme manie`re note´e M sbs.
3.4.3 Forme faible des forces de contact
Une force de contact quelconque g sur le bord ΓsN (t) est l’inte´grale suivante∫
Γs
N
(t)
g · ϑ dΓ (3.87)
avec ϑ de´finie en (2.68).
Si ΓsN (t) est le bord d’un domaine 2D, la forme faible (3.87) sera l’inte´grale sur une ligne
M Γg =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj(g · ϑ)|Jl|(ri, sj). (3.88)
De meˆme si ΓsN (t) est le bord d’un domaine 3D, cette forme faible sera l’inte´grale d’une surface.
Si elle est parame´tre´e suivant les directions r et s de l’e´le´ment parent alors nous aurons
M Γg =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
Nz∑
k=0
̺iςjγk(g · ϑ)|Jl|(ri, sj , tk). (3.89)
La fonction test ϑ a donc ici pour roˆle de restreindre (3.88) a` une somme simple dans le cas
d’une ligne correspondant au bord d’un domaine 2D et de restreindre (3.89) a` une somme double
dans le cas d’une surface enveloppant un domaine 3D. Dans chaque e´le´ment ayant un bord en
commun avec la surface du domaine Ωs, la fonction ϑ va de´finir dans quelle direction et sur
quelle areˆte la somme va pouvoir eˆtre effectue´e.
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3.5 Discre´tisation temporelle dans le solide : la me´thode de
Newmark
La me´thode de Newmark est bien adapte´e aux e´quations temporelles du second ordre [18,45].
Une forme assez ge´ne´rale d’e´quations peut eˆtre envisage´e telle que
fm(x¨) + fa(x˙) + fr(x) = q. (3.90)
Le champ x est l’inconnue du syste`me et fm, fa, fr et q sont des ope´rateurs scalaires ou matriciels
avec les proprie´te´s de continuite´ et de de´rivabilite´ suffisantes. Les indices m, d et r sont utilise´s
pour rappeler leur lien avec les termes masse, amortissement et rigidite´. L’e´quation (3.90) re´e´crite
sous une forme discre`te matricielle issue d’une formulation faible est note´e
fmx¨+ fax˙+ frx = q. (3.91)
La me´thode de Newmark peut se re´duire a` la re´solution de trois e´quations en faisant intervenir
les trois champs x = u, x˙ = v et x¨ = a

fma
n+1 + fav
n+1 + fru
n+1 = qn+1,
un+1 = un + (1− α)∆tvn + α∆tvn+1 + (12 − α)∆t2an,
vn+1 = vn + (1− β)∆tan + β∆tan+1.
(3.92)
On note a0, v0,u0 les conditions initiales, ∆t > 0 e´tant le pas de temps. Les parame`tres α
et β sont respectivement les coefficients de stabilite´ et de dissipation et sont choisis dans les
intervalles 0 ≤ α ≤ 23 et 12 ≤ β ≤ 32 . Dans le cas de la me´thode des trape`zes α = β = 12 .
3.5.1 La formulation discre`te de la dynamique : l’approche pre´dicteur-correcteur
Le syste`me que nous allons re´soudre dans le cas de la dynamique s’e´crit

ρsa−∇ · σs − ρsbs = 0,
v = u˙,
a = v˙.
(3.93)
Dans le cas de la re`gle des trape`zes nous avons sous une forme discre`te

M n+1s a
n+1 +Kn+1s u
n+1 − Fn+1 = 0, (a)
un+1 = un + 12∆t(v
n + vn+1), (b)
vn+1 = vn + 12∆t(a
n + an+1) (c)
(3.94)
ou` n est l’indice du niveau de temps et Fn+1 la forme faible des termes sources de´pendant de la
force de volume et des conditions de Neumann g = ts sur Γ
s
N (t) telle que
Fn+1 = M n+1s b
n+1
s +M
n+1
Γ g
n+1. (3.95)
Isole´ment cette me´thode est d’ordre deux en temps et inconditionnellement stable.
A partir de ces e´quations nous pouvons re´aliser un sche´ma pre´dicteur-correcteur [18]. Nous
amorc¸ons a` chaque ite´ration en temps la pre´diction des champs u, v et a de la manie`re suivante

un+1p = u
n +∆tvn + ∆t
2
2 a
n,
vn+1p = v
n +∆tan,
an+1p = a
n.
(3.96)
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Pour former le syste`me final nous de´finissons les trois incre´ments correcteurs δu, δv et δa

δu = un+1 − un+1p ,
δv = vn+1 − vn+1p ,
δa = an+1 − an+1p
(3.97)
puis nous remplac¸ons ces incre´ments (3.97) dans (3.96) et nous obtenons

δu = un+1 − un −∆tvn − ∆t22 an,
δv = vn+1 − vn −∆tan,
δa = an+1 − an.
(3.98)
Nous introduisons alors les e´quations (3.94) dans (3.98) ce qui nous donne

δu = 12∆t(v
n + vn+1)−∆tvn − ∆t22 an,
δv = 12∆t(a
n + an+1)−∆tan,
δa = an+1 − an
⇐⇒


δu = 12∆t(v
n+1 − vn)− ∆t22 an,
δv = 12∆t(a
n+1 − an),
δa = an+1 − an
⇐⇒


δu = 12∆t(
1
2∆t(a
n + an+1))− ∆t22 an,
δv = 12∆t(a
n+1 − an),
δa = an+1 − an
⇐⇒


δu = 14∆t
2δa,
δv = 12∆tδa,
δa = an+1 − an
dont nous de´duisons le lien entre δv, δa et δu{
δv = 2δu∆t ,
δa = 4δu
∆t2
.
(3.99)
Finalement, il nous reste a` introduire (3.99) et (3.97) dans (3.94a) pour former la formulation
discre`te suivant δu dans V = {v ∈ H1(Ωs)d : v|ΓD = u¯|ΓsD}
4
∆t2
M n+1s δu +K
n+1
s δu−Gn+1 = 0 (3.100)
avec Gn+1 = M n+1s (b
n+1
s − an+1p )−Kn+1s un+1p +M n+1Γ gn+1.
L’ajout des trois champs correcteurs aux trois champs pre´dits nous donne les trois nouveaux
champs au pas de temps n+ 1. Nous pouvons initialiser l’acce´le´ration de de´part avec
M 0sa
0 = M 0sb
0
s +M
0
Γg
0 −K 0su0. (3.101)
3.5.2 Pre´cision de la me´thode pre´dicteur-correcteur : cas de l’e´quation d’onde
Le cas mono-dimensionnel
La me´thode est d’ordre deux en temps avec le choix α = β = 12 [18, 83]. Pour ve´rifier cette
proprie´te´ nous avons re´solu l’e´quation d’onde dans le cas 1D. Nous avons choisi une corde de
longueur donne´e L.
∂2u(x, t)
∂t2
− k∂
2u(x, t)
∂x2
= 0, (x, t) ∈ [0, L]× [0, T ] (3.102)
avec les conditions initiales
(C.I.)
{
u(x, 0) = sin( π
L
x),
∂u
∂t
(x, 0) = 0
(3.103)
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et les conditions aux limites
(C.L.)
{
u(0, t) = 0,
u(L, t) = 0.
(3.104)
Ainsi, la solution analytique d’un tel proble`me est
u(x, t) = cos(
√
k
π
L
t)sin(
π
L
x). (3.105)
Nous avons teste´ un cas avec une longueur L = 6m, une dure´e d’expe´rience T = 0.01s et le
coefficient k = 2.3517 104m2s−2 pour E = 2 et Nx = 16. La valeur exacte de la norme H
1 a`
T = 0.01s est e´gale a`
‖u(T = 0.01)‖H1 =
1
6
√
3π2 + 108cos(
√
k
π
600
). (3.106)
Nous avons conside´re´ une de´croissance ge´ome´trique de raison 2 du pas de temps ∆t = 2−p 10−2.
Dans le tableau 3.1, pour chaque puissance p nous avons donc calcule´ up = ‖u(T = 0.01)‖H1 .
Ainsi, afin d’e´valuer le comportement de la me´thode suivant le pas de temps [58,70], nous avons
calcule´ un rapport note´ Rp entre la puissance p et la norme up obtenue
Rp = log(
|up − up+1|
|up+1 − up+2|)/log(2). (3.107)
Rp e´value la pente de la de´croissance de l’e´cart entre les trois normes successives up, up+1et up+2
celle-ci nous indiquant l’ordre temporel de de´croissance de l’erreur.
p(∆t = 2−p 10−2) up = ‖u(T = 0.01)‖H1 Rp = log( |up−up+1||up+1−up+2|)/log(2)
0 1.41233736636811 1.85177650708866
1 1.37273177929002 1.96097568745182
2 1.36175901168237 1.99011004641525
3 1.35894060487797 1.99751895670930
4 1.35823115640210 1.99937920143362
5 1.35805348900608 1.99984476688685
6 1.35800905304018 1.99996118738099
7 1.35799794285332 1.99999029779408
8 1.35799516523188 1.99999756794263
9 1.35799447082185 1.99999933939636
10 1.35799429721905 2.00000131382654
11 1.35799425381833
12 1.35799424296816
∞ 1.35799423935143
Tab. 3.1 – Pre´cision obtenue dans le cas 1D
On remarque dans le tableau 3.1 que le rapport Rp s’approche de 2 en augmentant p. Ceci
nous indique que l’erreur globale varie comme le carre´ du pas de temps et se comporte donc
comme une me´thode temporelle d’ordre 2. D’autre me´thodes e´quivalentes peuvent eˆtre utilise´es
pour re´soudre les e´quations de la dynamique comme par exemple la re`gle du point milieu ne
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faisant intervenir que le calcul des champs de vitesse et de de´placement [22, 81]. Une autre
manie`re e´quivalente de re´soudre la me´thode de Newmark consiste a` ne pas utiliser de pre´dicteur-
correcteur. Nous pre´sentons cette me´thode dans la section suivante.
Le cas bi-dimensionnel
Dans le cas 2D, nous avons re´solu l’e´quation d’onde pour une membrane carre´e Λ2
∂2u(x, t)
∂t2
− k(∂
2u(x, t)
∂x2
+
∂2u(x, t)
∂y2
) = 0, (x, t) ∈ Λ2 × [0, T ] (3.108)
avec les conditions initiales
(C.I.)
{
u(x, 0) = sin(πx)sin(πy),
∂u
∂t
(x, 0) = 0
(3.109)
et les conditions aux limites
(C.L.)
{
u(x = (x, y = ±1), t) = 0,
u(x = (x = ±1, y), t) = 0. (3.110)
Ainsi, la solution analytique d’un tel proble`me est
u(x, t) = cos(
√
2kπt)sin(πx)sin(πy). (3.111)
Nous avons choisi comme dure´e T = 0.01s et k=9.607 103m2s−2 pour E = 2× 2 et Nx ×Ny =
16× 16. La valeur exacte de la norme H1 a` T = 0.01s est e´gale a`
‖u(T = 0.01)‖H1 =
√
1 + 2π2cos(
√
2k
π
100
). (3.112)
p(∆t = 2−p 10−2) up = ‖u(T = 0.01)‖H1 Rp = log( |up−up+1||up+1−up+2|)/log(2)
0 2.96750030452670
1 4.48859944570304
2 3.01824101074630 1.6472251025465383
3 2.02448822031518 1.9123170299829677
4 1.70722904157729 1.9781485966505754
5 1.62294421288923 1.9945423925395360
6 1.60155142697888 1.9986359417620594
7 1.59618296035789 1.9996590071921372
8 1.59483957414049 1.9999147531729593
9 1.59450364819667 1.9999786882850132
10 1.59441966174822 1.9999946736089147
11 1.59439866482594
12 1.59439341557599
∞ 1.59439166582427
Tab. 3.2 – Pre´cision obtenue dans le cas 2D
On remarque comme dans le cas 1D que la pre´cision temporelle de ce proble`me reste bien
d’ordre 2.
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3.5.3 Une seconde approche de la me´thode de Newmark : Calcul direct du
de´placement
Plutoˆt que d’utiliser un pre´dicteur-correcteur [18], nous avons aussi teste´ une manie`re plus
directe de re´soudre les e´quations de la dynamique par la me´thode de Newmark. Nous ne calculons
plus un incre´ment correctif du de´placement δu a` chaque pas de temps. L’e´quation (2.16) utilise
toujours la meˆme relation variationnelle mais directement sur le de´placement et en utilisant les
relations de (3.94). En substituant (3.94c) dans (3.94b) , nous arrivons a`
un+1 = un +∆tvn + (
1
2
− αβ)∆t2an + αβ∆t2an+1 =⇒
an+1 =
1
αβ∆t2
(un+1 − un)− 1
αβ∆t
vn + (1− 1
2αβ
)an. (3.113)
En substituant (3.113) dans la seconde relation de (3.94), nous obtenons
vn+1 =
1
α∆t
(un+1 − un) + (1− 1
α
)vn + (1− 1
2α
)∆tan. (3.114)
L’e´quation (3.94a) peut eˆtre formule´e en remplac¸ant an+1 par son expression dans (3.113)
M n+1s [
1
αβ∆t2
(un+1 − un)− 1
αβ∆t
vn + (1− 1
2αβ
)an] +K n+1s u
n+1 −Gn+1 = 0 =⇒
[
1
αβ∆t2
M n+1s +K
n+1
s ](u
n+1) = Gn+1 +M n+1s [
1
αβ∆t2
un +
1
αβ∆t
vn + (
1
2αβ
− 1)an]. (3.115)
Nous commenc¸ons ainsi par calculer le nouveau de´placement avec (3.115) puis la nouvelle vitesse
avec (3.114) et enfin la nouvelle acce´le´ration avec (3.113). Dans le cas de l’e´quation d’onde re´solue
a` la section pre´ce´dente nous avons estime´ de la meˆme manie`re la pre´cision temporelle en calculant
le rapport Rp dans le tableau 3.3
p(∆t = 2−p 10−2) up = ‖u(T = 0.01)‖H1 Rp = log( |up−up+1||up+1−up+2|)/log(2)
0 1.41233736636811 1.85177650708866
1 1.37273177929002 1.96097568745182
2 1.36175901168237 1.99011004641525
3 1.35894060487797 1.99751895703385
4 1.35823115640210 1.99937919720896
5 1.35805348900612 1.99984473056460
6 1.35800905304010 1.99996144050226
7 1.35799794285293 1.99999995340674
8 1.35799516523190 2.00006748153965
9 1.35799447082662 1.99976565595436
10 1.35799429723342 1.92295750259172
11 1.35799425382807
12 1.35799424238150
∞ 1.35799423935143
Tab. 3.3 – Pre´cision obtenue dans le cas 1D
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On remarque que l’ordre 2 est aussi atteint comme nous l’avons vu dans la section 3.5.2.
Dans le cas 2D, cette me´thode nous donne toujours le meˆme type de pre´cision comme nous
pouvons le voir dans le tableau 3.4
p(∆t = 2−p 10−2) up = ‖u(T = 0.01)‖H1 Rp = log( |up−up+1||up+1−up+2|)/log(2)
0 2.96750030452670
1 4.48859944570304
2 3.01824101074630 1.6472251025466746
3 2.02448822031518 1.9123170299819763
4 1.70722904157732 1.9781485966601908
5 1.62294421288921 1.9945423926328734
6 1.60155142697899 1.9986359400708706
7 1.59618296035838 1.9996590081794998
8 1.59483957413950 1.9999149880783242
9 1.59450364819554 1.9999765699544136
10 1.59441966176073 1.9999836952880379
11 1.59439866481103
12 1.59439341551428
∞ 1.59439166582427
Tab. 3.4 – Pre´cision obtenue dans le cas 2D
Les e´quations de la dynamique ont e´te´ utilise´es avec une barre 2D fixe´e a` ses deux extre´mite´s
et soumise a` la force de pesanteur bs = ((bs)x = 0, (bs)y = −10m.s−2). Nous avons choisi pour
cela les parame`tres λ/ρs = 18.65 10
6m2s−2 et µ/ρs = 9.607 10
6m2s−2 pour une barre de
hauteur H = 1m et de longueur L = 6m. Nous avons conside´re´ au de´part la barre au repos
sans de´placement ni vitesse initiale. La ge´ome´trie de cette barre a e´te´ conside´re´e pour E =
Ex×Ey = 2×2 (Ex et Ey de´signant le nombre de sous-domaines suivant x et y, respectivement)
et Nx ×Ny = 8× 8.
x
y
(x=−3,y=−0.5)
(x=3,y=0.5)
Corps de la barre
Bords fixes
Fig. 3.3 – Ge´ome´trie de la barre
Nous atteignons une pre´cision du second ordre en temps comme le montre le tableau 3.5 par
le calcul de Rp.
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p(∆t = 2−p 10−3) up = ‖u(T = 0.01)‖H1 Rp = log( |up−up+1||up+1−up+2|)/log(2)
0 0.33483098092001 10−4 1.6191987
1 0.44752883302948 10−4 1.9865013
2 0.48421380936960 10−4 2.4271030
3 0.49347126719619 10−4 1.3322384
4 0.49519258445602 10−4 2.0373386
5 0.49587620827384 10−4 1.8631669
6 0.49604274773508 10−4 2.1626537
7 0.49608852480747 10−4 1.9536936
8 0.49609874889030 10−4 2.1419539
9 0.49610138828270 10−4 1.8407961
10 0.49610198629701 10−4
11 0.49610215324328 10−4
Tab. 3.5 – Pre´cision temporelle de la me´thode dans le cas de la barre
Nous constatons cependant que la pre´cision temporelle obtenue oscille. Ceci n’est par sur-
prenant. En effet, le chargement de la barre se fait suivant une fonction de Heaviside. La re´ponse
indicielle du syste`me est de type oscillant avec une amplitude de´croissant dans le temps donne´e
par le de´placement. On repre´sente les champs de de´placement ux et uy a` T = 0.01s pour cette
barre. Ainsi, nous avons choisi le cas ∆t = 0.0025s que l’on peut voir sur la figure 3.4.
X
Y
-3 -2 -1 0 1 2 3-0.5
0
0.5
1
1.5
uY: -2.445E-05 -2.038E-05 -1.630E-05 -1.223E-05 -8.151E-06 -4.076E-06
X
Y
-3 -2 -1 0 1 2 3-0.5
0
0.5
1
1.5
uX: -4.521E-06 -2.989E-06 -1.456E-06 7.663E-08 1.609E-06 3.142E-06
Fig. 3.4 – Repre´sentation des champs ux et uy de la barre pour T = 0.01s et ∆t = 0.0025s
On remarque sur la figure 3.4 la syme´trie des champs ux et uy. Ceci est en accord avec les
choix que nous avons fait au niveau de la direction de la pesanteur et des fixations de la barre.
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3.5.4 Comparaisons des deux me´thodes
En fixant toujours la barre a` ses deux extre´mite´s comme dans la section pre´ce´dente (figure
3.3) et par la meˆme de´marche qu’avec Rp, nous estimons un second rapport note´ rp
rp =
log(|up − u11|)
p log(2)
. (3.116)
rp nous donne une seconde estimation de la de´croissance de l’erreur suivant le pas de temps
utilise´.
p(∆t = 2−p 10−3) up = ‖u(T = 0.01)‖H1 rp = log(|up−u11|)p log(2)
0 0.33483098092001 10−4 2.632439533
1 0.44752883302948 10−4 2.181846065
2 0.48421380936960 10−4 2.131436207
3 0.49347126719620 10−4 2.142559086
4 0.49519258445603 10−4 2.020506402
5 0.49587620827388 10−4 2.018625087
6 0.49604274773517 10−4 2.005582885
7 0.49608852481254 10−4 2.020397476
8 0.49609874875260 10−4 2.018307256
9 0.49610138818724 10−4 2.032076232
10 0.49610198641230 10−4 2.048012565
11 0.49610215324344 10−4
Tab. 3.6 – Pre´cision temporelle de la me´thode (section 3.5.1)
Le tableau 3.6 nous permet toujours de conclure a` l’ordre 2 en temps de la me´thode dans le
cas de la barre 2D.
p(∆t = 2−p 10−3) up = ‖u(T = 0.01)‖H1 rp = log(|up−u11|)p log(2)
0 0.33483098092001 10−4 2.632439519
1 0.44752883302948 10−4 2.181846043
2 0.48421380936960 10−4 2.131436146
3 0.49347126719619 10−4 2.142558881
4 0.49519258445602 10−4 2.020505926
5 0.49587620827384 10−4 2.018623491
6 0.49604274773508 10−4 2.005577681
7 0.49608852480747 10−4 2.020377561
8 0.49609874889030 10−4 2.018243104
9 0.49610138828270 10−4 2.031811126
10 0.49610198629701 10−4 2.046737528
11 0.49610215324328 10−4
Tab. 3.7 – Pre´cision temporelle de la me´thode (section 3.5.3)
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L’approche de la section 3.5.3 nous permet (Tab. 3.7) toujours d’aboutir a` la meˆme conclusion
sur l’ordre temporel de l’erreur mais aussi de ve´rifier l’e´quivalence avec le pre´dicteur-correcteur.
Cependant, pour de petites valeurs du pas de temps, on remarque qu’une le´ge`re de´te´rioration
est possible sur le calcul de rp. La pre´cision spatiale peut venir masquer la pre´cision temporelle
lorsque le pas de temps devient tre`s petit et il devient plus difficile de mesurer la pre´cision
temporelle.
Jusqu’a` maintenant nous n’avons fixe´ que des conditions de Dirichlet sur la barre. Nous
testons maintenant un second cas ou` la barre n’est fixe´e qu’a` l’extre´mite´ gauche, l’extre´mite´
droite e´tant soumise a` une force de contact constante g = (gx = 0, gy = −100N.m2). Elle n’est
maintenant plus soumise a` la force de pesanteur mais uniquement a` cette force de contact (voir
figure 3.5). Nous arrivons encore a` la meˆme conclusion sur la pre´cision temporelle du sche´ma
dans les tableaux 3.8 et 3.9.
x
y
Force de contact
Bord fixe
(x=−3,y=−0.5)
(x=3,y=0.5)
Corps de la barre
Fig. 3.5 – Ge´ome´trie de la barre avec force de contact
p(△t = 2−p 10−2) up = ‖u(T = 0.1)‖H1 log(|up−u11|)p log(2)
0 0.00021728425993 7.264046005
1 0.00437672910573 4.367665071
2 0.00617993202601 3.615404780
3 0.00658605605731 3.208169755
4 0.00670296824110 3.119496370
5 0.00670562739001 2.633575283
6 0.00671901390022 2.555380224
7 0.00672048337291 2.315415868
8 0.00672179432158 2.167323263
9 0.00672255271969 2.070558298
10 0.00672296275514 2.040743931
11 0.00672313750768
Tab. 3.8 – Pre´cision temporelle de la me´thode avec des conditions de Neumann (section 3.5.1)
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p(∆t = 2−p 10−2) up = ‖u(T = 0.1)‖H1 log(|up−u11|)plog(2)
0 0.00021728425988 7.264046006
1 0.00437672910581 4.367665073
2 0.00617993202600 3.615404785
3 0.00658605605731 3.208169769
4 0.00670296824110 3.119496449
5 0.00670562739001 2.633575359
6 0.00671901390022 2.555380500
7 0.00672048337291 2.315416243
8 0.00672179432154 2.167323918
9 0.00672255271942 2.070559596
10 0.00672296275352 2.040746865
11 0.00672313750215
Tab. 3.9 – Pre´cision temporelle de la me´thode avec des conditions de Neumann (section 3.5.3)
L’approche pre´dicteur-correcteur ( section 3.5.1) est e´quivalente a` celle ou` le calcul se fait
directement par rapport au de´placement (section 3.5.3). Nous avons privile´gie´ cette seconde
approche. Finalement, nous repre´sentons comme nous l’avons fait dans la section pre´ce´dente la
barre pour T = 0.1s et ∆t = 0.025s suivant la force de contact que nous avons impose´e a` la
barre.
X
Y
-3 -2 -1 0 1 2 3-0.5
0
0.5
1
1.5
uX: -5.088E-04 -3.363E-04 -1.639E-04 8.624E-06 1.811E-04 3.536E-04
X
Y
-3 -2 -1 0 1 2 3-0.5
0
0.5
1
1.5
uY: -4.437E-03 -3.697E-03 -2.958E-03 -2.218E-03 -1.479E-03 -7.395E-04
Fig. 3.6 – Repre´sentation des champs ux et uy de la barre pour T = 0.1s et ∆t = 0.025s
On observe a` partir de la figure 3.6 que la barre subit une flexion vers le bas de petite
amplitude.
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3.5.5 Syste`me matriciel
A partir des e´quations (3.113)-(3.115), nous pouvons re´sumer la me´thode de Newmark sous
sa forme matricielle par 

M n+1s
αβ∆t2 +K
n+1
s 0 0
− I
α∆t I 0
− I
αβ∆t2 0 I


︸ ︷︷ ︸
A


un+1
vn+1
an+1

 = (3.117)


M n+1s
αβ∆t2
M n+1s
αβ∆t (
1
2αβ − 1)M n+1s
− I
α∆t (1− 1α )I (1− 12α)∆tI
− I
αβ∆t2
− I
αβ∆t (1− 12αβ )I


︸ ︷︷ ︸
B


un
vn
an

+


Gn+1
0
0

 .
la matrice I de´signe la matrice identite´. Nous posons alors la matrice N telle que
N = [
M n+1s
αβ∆t2
+Kn+1s ]
−1 M
n+1
s
αβ∆t2
. (3.118)
Ainsi, apre`s avoir simplifie´ A−1B a` l’aide de (3.118), nous en de´duisons
A−1B =


N ∆tN (12 − αβ)∆t2N
1
α∆t{N − I } 1α{N + (α− 1)I } ∆tα {(12 − αβ)N + (α− 12)I }
1
αβ∆t2 {N − I } 1αβ∆t{N − I } ( 12αβ − 1){N − I }

. (3.119)
la matrice N est bien de´finie car M n+1s et K
n+1
s sont des matrices syme´triques de´finies positives.
Nous pouvons donc alors de´duire une approximation de N
N = [
M n+1s
αβ∆t2
+K n+1s ]
−1 M
n+1
s
αβ∆t2
= [
M n+1s
αβ∆t2
{I + αβ∆t2(M n+1s )−1Kn+1s }]−1
M n+1s
αβ∆t2
= {I + αβ∆t2(M n+1s )−1Kn+1s }−1{
M n+1s
αβ∆t2
}−1 M
n+1
s
αβ∆t2
= {I + αβ∆t2(M n+1s )−1Kn+1s }−1.
En utilisant un de´veloppement limite´ deN , en conside´rant que la matrice αβ∆t2(M n+1s )
−1Kn+1s
reste bien de´finie
{I + αβ∆t2(M n+1s )−1Kn+1s }−1 =
∞∑
p=0
(−1)p(αβ∆t2(M n+1s )−1Kn+1s )p.
D’ou`
N = {I + αβ∆t2(M n+1s )−1Kn+1s }−1 = I − αβ∆t2(M n+1s )−1Kn+1s +O(∆t4) (3.120)
La matrice N est principalement gouverne´e par (M n+1s )
−1Kn+1s et nous mettons clairement en
e´vidence sa de´pendence par rapport au pas de temps. Nous avons aussi bien mis en e´vidence la
relation entre A−1B et les coefficients α et β.
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Valeurs propres de l’ope´rateur de Newmark
Nous pouvons voir que la me´thode est inconditionnellement stable avec le choix α = β = 12 ,
en observant ou` sont situe´es les valeurs propres sur le cercle unite´ de la matrice A−1B . Dans des
cas suffisamment simples ge´ome´triquement tel que le rectangle en 2D, nous avons donc e´tudie´
de telles valeurs propres en restant sur le domaine initial Ωs0. Nous avons divise´ notre rectangle
en quatre e´le´ments (E = Ex×Ey = 2× 2) avec le choix du degre´ GLL tel que Nx×Ny = 8× 8.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Fig. 3.7 – Valeurs propres de A−1B en 2D pour un pas de temps de 10−3s
Nous observons dans la figure 3.7 que les valeurs propres se trouvent a` l’inte´rieur ou sur le
cercle unite´, le rayon spectral est e´gal a` 1. Ceci nous montre que la me´thode ne nous donne
pas d’instabilite´. Nous avons aussi dans le cas de l’e´quation d’onde sur le segment 1D e´tudie´
l’e´volution de la position des valeurs propres suivant le pas de temps utilise´ (figure 3.8). Nous
avons dans ce cas utilise´ E = 2 et Nx = 16
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
∆ t=10−1
Re(λ)
Im
(λ)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
∆ t=10−3
Re(λ)
Im
(λ)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
∆ t=10−5
Re(λ)
Im
(λ)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
∆ t=10−7
Re(λ)
Im
(λ)
Fig. 3.8 – Valeurs propres de A−1B
La meˆme observation peut eˆtre faite dans le cas 1D sur la disposition des valeurs propres.
Nous obtenons toujours un rayon spectral e´gal a` 1. Plus le pas de temps est grand plus on voit
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de valeurs propres se concentrer en −1 ce qui montre que la solution aura tendance a` osciller
mais en restant stable. Pour calculer la ke colonne de la matrice A−1B nous avons calcule´ le
re´sultat du produit A−1Bx =
∑
j(A
−1B)ijxj avec les composantes du vecteur x choisies telles
que xj = δjk ou` k est l’indice fixe´. Nous avons ensuite proce´de´ a` l’assemblage de´crit par exemple
dans [25]. Dans le cas 1D, cette e´tape d’assemblage est assez le´ge`re. Elle consiste a` sommer les
lignes de la matrice que nous avons calcule´e pre´ce´demment dont les nume´ros correspondent a` un
meˆme degre´ de liberte´. Ce vecteur ligne re´sultant est le seul conserve´ dans la matrice globale.
On re´pe`te cette proce´dure pour les colonnes. Nous avons affiche´ le profil de la matrice A−1B
avant (figure 3.9), puis apre`s assemblage (figure 3.10)
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
70
80
90
100
Fig. 3.9 – Matrice A−1B avant assemblage
10 20 30 40 50 60 70 80 90
10
20
30
40
50
60
70
80
90
Fig. 3.10 – Matrice A−1B apre`s assemblage
Les couleurs dans la figure 3.9 montrent essentiellement les valeurs non nulles de la matrice
carre´e 102× 102 ((N +1 = 17)× (E = 2)× 3) avant assemblage. Dans la figure 3.10 trois lignes
et trois colonnes sont e´limine´es car dans le cas 1D pour E = 2 un seul nœud correspond a` deux
degre´s de liberte´ diffe´rents au niveau de l’interface. Le comportement nume´rique de la me´thode
de Newmark avec la me´thode des e´le´ments spectraux reste donc essentiellement le meˆme que
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pour les e´le´ments finis.
3.5.6 Remarques sur la me´thode de Newmark
La me´thode de Newmark part habituellement de l’approximation que nous sommes toujours
sur la meˆme ge´ome´trie initiale Ωs0 choisie au de´part du calcul pour une formulation lagrangienne
nominale [19]. Les formulations (3.100) et (3.115) sont construites autour du fait que l’on peut
a` chaque ite´ration se replacer sur le domaine courant Ωst . Cette approche s’e´loigne donc de
toutes les autres par cette possibilite´ de prendre en compte a` la fois les champs que l’on veut
calculer et une ge´ome´trie approche´e courante sur laquelle on veut les calculer. Dans ce chapitre,
l’analyse n’a e´te´ re´alise´e que pour des de´placements relativement petits du domaine Ωs et sur
de courtes pe´riodes de temps. La difficulte´ nouvelle est de savoir quelle liberte´ nous avons de
pouvoir nous de´placer suivant la position de Ωs. Cette de´marche est une premie`re tentative
de re´ponse aux questions que nous avons pose´es au chapitre pre´ce´dent. On veut construire une
formulation lagrangienne actualise´e qu’il faut encore interpre´ter suivant la formulation faible. En
effet, il est important de souligner que le simple fait d’e´crire les e´quations de la dynamique sous
une formulation faible augmente l’espace fonctionnel dans lequel on re´sout ces e´quations. Cette
e´tape n’est pas bien de´crite lorsqu’en plus on permet au domaine de se de´placer sur sa position
courante. Cette manie`re de conside´rer la ge´ome´trie change aussi la vision que nous devons avoir
de l’analyse des valeurs propres comme nous l’avons fait dans la section pre´ce´dente car celles-ci
changent a` chaque pas de temps. Ces constatations montrent aussi que l’analyse de la pre´cision
de ces approches n’a plus rien a` voir avec l’analyse classique consistant a` comparer les champs
les uns avec les autres comme s’ils avaient toujours le meˆme support ge´ome´trique initial.
Chapitre 4
Me´thode ALE
Dans ce chapitre nous pre´sentons diffe´rentes simulations tire´es pour certaines de l’article
”Solution of moving-boundary problems by the spectral element method” [7] dans les sections qui
suivent. Ces diffe´rentes simulations visent a` montrer ce qu’apporte la me´thode ALE au niveau de
la souplesse de de´formation de diffe´rentes ge´ome´tries et donc augmente la gamme de proble`mes
pouvant eˆtre traite´s avec les e´quations de Navier-Stokes. Nous allons tout d’abord pre´ciser
comment le maillage peut eˆtre de´forme´. Si la stabilite´ est un pre´requis de toute simulation, la
pre´cision temporelle d’un tel sche´ma va elle aussi nous demander un examen attentif pour ce
type de formulation.
4.1 Calcul de la vitesse ALE
Plusieurs possibilite´s nous sont offertes pour calculer la vitesse ALE associe´e au de´placement
du maillage. Les e´quations elliptiques peuvent eˆtre utilise´es pour engendrer un champ de vitesse
ALE qui sera utilise´ ensuite dans les e´quations de Navier-Stokes. Typiquement un laplacien ou
une forme e´lastostatique [52] peuvent eˆtre conside´re´s
∇ · ∇w = 0 (4.1)
ou
∇ · σ˜(w) = 0. (4.2)
Ces e´quations sont re´solues avec des conditions de Dirichlet et/ou de tension surfacique ade´quates.
Connaissant le champ w, nous en de´duisons alors avec (2.32) la nouvelle position de la grille par
la re`gle du trape`ze,
xn+1 = xn +
∆t
2
(wn+1 +wn), (4.3)
ou par le sche´ma d’Adams-Bashforth du second ordre
xn+1 = xn +∆t(
3
2
wn − 1
2
wn−1), (4.4)
ou encore par le sche´ma d’Euler explicite du premier ordre
xn+1 = xn +∆twn. (4.5)
Ces possibilite´es ont e´te´ envisage´es pour de´placer le maillage du fluide. Un autre point de vue
peut aussi eˆtre adopte´ par l’utilisation de l’extension harmonique [37] consistant a` de´terminer
d’abord la nouvelle position de la grille puis a` en de´duire la vitesse ALE en re´solvant (2.32)
∇ · (κ∇x) = 0 (4.6)
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Ici, κ est une constante positive ou une fonction scalaire toujours positive. Ces diffe´rentes ap-
proches sont e´quivalentes. D’autres approches comme des formes paraboliques peuvent e´tre
conside´re´es mais elles n’apportent pas d’avantage majeur par rapport aux me´thodes elliptiques.
Nous avons donc utilise´ l’approche elliptique pour de´terminer la vitesse ALE sous les formes
(4.1)-(4.2).
4.2 Formulation du calcul de la vitesse ALE
La vitesse ALE est approche´e dans PN avec les polynoˆmes de Lagrange-Legendre sur une
grille de Gauss-Lobatto-Legendre dans le domaine fluide Ωf . Pour calculer le maillage ALE,
nous avons particulie`rement e´tudie´ les formes elliptiques suivantes,
∇ · ∇w = 0 (4.7)
et en choisissant σ˜ = β∇ ·wI+ α(∇w + (∇w)T ),
α∇ · {∇w + (∇w)T }+ β∇(∇ ·w) = 0 (4.8)
avec α = β = 1. Pour ces deux e´quations, seules des conditions de Dirichlet ont e´te´ impose´es
pour ces e´quations. Pour les frontie`res fixes du domaine fluide note´ ΓD nous avons impose´
w = 0. (4.9)
Pour celles se de´plac¸ant suivant la vitesse du fluide nous avons impose´
w = v. (4.10)
Ces deux formes elliptiques sont e´quivalentes dans la manie`re de calculer la vitesse ALE. Leur
formulation faible respective devient dans le domaine fluide Ωft∫
Ωft
∇w : ∇Φ dΩ = 0 (4.11)
pour l’e´quation (4.7) et∫
Ωft
∇w : {∇Φ+ [∇Φ]T } dΩ+
∫
Ωft
(∇ ·w)(∇ ·Φ) dΩ = 0 (4.12)
pour l’e´quation (4.8). Nous notons comme nous l’avons fait au chapitre 3 cette contribution
nume´riques en 2D de (4.7)-(4.8) par
KALEw =
E∑
l=1
Nx∑
i=0
Ny∑
j=0
̺iςj[
1
|Jl|(∇0w)F˜
T
l : (α1(∇0Φ)F˜
T
l +α2F˜l(∇0Φ)T )+
β
|Jl|(∇0w : F˜l)(∇0Φ : F˜l)](ri, sj).
(4.13)
Les parame`tres α1, α2, β sont des constantes telles qu’avec le choix α1 = α2 = β = 1 on retrouve
la discre´tisation de (4.8) et par le choix α1 = 1, α2 = β = 0 la discre´tisation de (4.7). Ces deux
manie`res de calculer la vitesse ALE sont interchangeables dans la re´solution. Nous avons, par
analogie avec les e´quations de la dynamique, garde´ la seconde approche pour le calcul de w.
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4.3 Algorithmes
Plusieurs possibilite´es nous sont offertes pour re´soudre les e´quations de Navier-Stokes en
configuration ALE. Si nous connaissons par avance le champ de de´placement x et la vitesse w
associe´e. En se donnant le de´placement x analytiquement dans Ωf , on impose le mouvement
du maillage a priori et la vitesse w est elle aussi connue par la de´rive´e temporelle de x (2.32).
Dans l’ensemble des algorithmes que nous pre´sentons, les champs initiaux de la vitesse v0 et de
la pression p0 sont fixe´s arbitrairement a` ze´ro et le SER d’ordre 2 dans le fluide est amorce´ a`
partir du SER d’ordre 1 seulement pour la premie`re ite´ration. Une premie`re possibilite´ consiste
a` prescrire le champs de de´placement x dans tout le domaine fluide Ωf . Nous pouvons alors en
de´duire la de´rive´e en fonction du temps a` prescrire sur w. Connaissant ainsi xn+1 et wn+1, nous
pouvons donc re´soudre les e´quations de Navier-Stokes (3.74) au pas de temps n+ 1 a` partir de
vn et pn pour de´terminer vn+1 et pn+1. On peut re´sumer simplement cet algorithme dans 4.1.
n+1v     pn+1
Résolution des équations
de Navier−Stokes 
Calcul de   et
n=n+1
w n+1(t     ) w     = n+1
x n+1(t     )x     =n+1Prescription de 
Prescription de
équation (3.89)
Fig. 4.1 – Algorithme dans le cas des champs x et w connus
Dans le cas ou` nous ne connaissons que la manie`re dont se de´place le bord du domaine fluide,
nous n’avons donc la connaissance que de la vitesse ALE sur ΓI . Nous devons alors prescrire les
conditions de Dirichlet ade´quates pour calculer le champ de vitesse ALE sur Ωf . Les e´tapes de
cet algorithme se de´roulent de la manie`re suivante
Etape 1 :
Nous connaissons xn et wn au pas de temps n. Avec l’e´quation (4.5), nous de´terminons xn+1
sur Ωf .
Etape 2 :
Nous prescrivons wn+1 que nous ne connaissons que sur ΓD avec (4.10).
Etape 3 :
Avec la condition que nous avons impose´ a` l’e´tape pre´ce´dente, nous de´terminons la vitesse wn+1
sur Ωf en re´solvant (4.7) ou (4.8).
Etape 4 :
Connaissant donc xn+1 et wn+1 sur Ωf , on re´sout finalement les e´quations (3.74) comme nous
l’avons fait dans l’algorithme pre´ce´dent. On retourne a` le´tape 1 et on avance d’un pas de temps.
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Ainsi, nous utilisons l’algorithme suivant
n+1v     pn+1
Résolution des équations
de Navier−Stokes 
Calcul de   et
 n+1w    
Résolution des équations
ALE pour déterminer
 n+1w    fΓ
Prescription de la vitesse
donnée de      sur  
Calcul de  n+1 n nx     =x  +w ∆ t (4.5)équationn=n+1
équations (4.10)
équations (4.7) ou (4.8)
équations (3.89)
Fig. 4.2 – Algorithme par une approche explicite
Cette approche traite le de´placement de manie`re explicite. Si cette approche peut encore
souffrir d’un manque de pre´cision temporelle, elle a le me´rite d’eˆtre assez simple a` imple´menter.
Nous avons aussi envisage´ un algorithme suivant une approche implicite de type pre´dicteur-
correcteur dont les e´tapes sont de´crites ainsi
Etape 1 :
Nous connaissons xn, wn etwn−1 au pas de temps n. Avec l’e´quation (4.4), nous de´terminons
une pre´diction de note´e x (xn+1)p sur Ωf .
Etape 2 :
Nous prescrivons wn+1 que nous ne connaissons que sur ΓD avec (4.10).
Etape 3 :
Avec la condition que nous avons impose´ a` l’e´tape pre´ce´dente, nous de´terminons la vitesse wn+1
sur Ωf en re´solvant (4.7) ou (4.8).
Etape 4 :
Le champ corrige´ xn+1 sur Ωf et finalement de´termine´ avec (4.4).
Etape 5 :
Connaissant donc xn+1 et wn+1 sur Ωf , on re´sout finalement les e´quations (3.74) comme dans
les algorithmes pre´ce´dents. On retourne a` le´tape 1 et on avance d’un pas de temps.
On repre´sente cet algorithme a` la figure 4.3.
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 n+1w    
Résolution des équations
ALE pour déterminer
 nw  n−1w    nx
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2   (x    )  n+1  p =Calcul de +      (3     −    )
nx  nw  n+1wn+1x
t
2
∆Calcul de =     +     (    +        )
n+1v     pn+1
Résolution des équations
de Navier−Stokes 
Calcul de   et
 n+1w    ΓD
Prescription de la vitesse
donnée de      sur  
équation (3.89)
n=n+1
 
équation (4.4)
équations (4.10)
équations (4.7) ou (4.8)
équation (4.3)
Fig. 4.3 – Algorithme pre´dicteur-correcteur
L’utilisation de l’algorithme pre´dicteur-correcteur 4.3 n’a cependant pas change´ le type de
pre´cision en particulier au niveau temporel de la formulation ALE par rapport a l’algorithme
4.2. Nous avons donc privile´gie´ l’utilisation de l’algorithme 4.2.
4.4 Applications nume´riques
Nous de´butons l’application nume´rique de la me´thode ALE par la pre´sentation dans les
sections 4.4.1 et 4.4.2 de re´sultats issus de l’article ”Solution of moving-boundary problems by
the spectral element method” [7]. Ces deux premie`res sections sont re´dige´es en anglais. Elles
correspondent a` l’apport original de cette the`se pour la publication mentionne´e. Les sections
suivantes viennent comple´ter ces re´sultats et une analyse de pre´cision temprelle est effectue´e.
4.4.1 Spatial accuracy in curved domains
We want to check the error evolution in the square domain Ω = [−1, 1]2 decomposed in
curved subdomains (elements). To this aim, let us consider the steady Stokes equations{ −∇p+∆v+ f = 0,∀(x, t) ∈ Ωt × I
∇ · v = 0,∀(x, t) ∈ Ωt × I. (4.14)
The exact solution is given by 

vx = − cos (πx/2) sin (πy/2) ,
vy = sin (πx/2) cos (πy/2) ,
p = −π sin (πx/2) sin (πy/2) ,
(4.15)
when the body force term is chosen as{
fx = −π2 cos (πx/2) sin (πy/2) ,
fy = 0.
(4.16)
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Instead of using a regular square grid composed of elements with edges parallel to the lines of
the Cartesian axes, we performed the computation on the deformed mesh [47, 89] displayed in
figure 4.4 (left).
Fig. 4.4 – Square domain Ω with internally deformed subdomains with E = 4 × 4 spectral
elements and N = 20 (left) and the velocity magnitude (right)
Contours of the norm of the velocity field for the computed solution of problem (4.14), are
presented on figure 4.4 (right). Figure 4.5 shows the evolution of the relative error in H1-norm
for the velocity and in L2-norm for the pressure field, with respect to an increasing polynomial
degree N , for two cases—E = 2× 2 elements and E = 4× 4 elements.
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Fig. 4.5 – Relative error in H1-norm for the velocity and in L2-norm for the pressure field
The convergence is slower than the one obtained with a mesh divided in several regular
square subdomains. First, we still achieve the exponential decrease of the relative error when
the polynomial degree increases (which is typical of spectral or p-convergence [25]). Second,
the convergence is faster when increasing the number of spectral elements E, as previously
observed in [90] (which is equivalent to h-convergence in finite-element terminology [25]). The
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same computation has been carried out with a geometry Ω′ obtained by the transformation of
coordinates of the unit square Ω = [−1, 1]2 with sine functions (Fig. 4.6)
{
x′ = x+ α sin (πx) sin (πy) ,
y′ = y + α sin (πy) sin (πy) ,
(4.17)
with (x, y) ∈ Ω, (x′, y′) ∈ Ω′ and α = 1/10. Here, the deformation of the geometry not only
involves the interior of the subdomains but also the domain boundaries.
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Fig. 4.6 – Curvy geometry for E = 20 and N = 30 (left) and the velocity magnitude (right)
The remarks made for the first computation, corresponding to the square domain, are still re-
levant for this geometry. The same behavior of the convergence is obtained as one can observe on
figure 4.7. The deformation of the boundaries induces obviously a slower convergence in compa-
rison with the square domain. Nevertheless, the important result is that the spectral convergence
is maintained (Fig. 4.7) even with a deformation of the domain involving its boundaries, which
is a mandatory feature when solving moving-boundary problems.
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Fig. 4.7 – Relative error in H1-norm for the velocity and in L2-norm for the pressure field
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4.4.2 Motion of a cylinder inside a square cavity
We solve the discreste Navier–Stokes equations (3.74) in a two-dimensional square cavity. A
schematic view of this cavity is given in figure 4.8 with fixed exterior walls. A circular cylinder
is immersed into the fluid and is moving with a prescribed velocity.
Γ
ext
Γcyl
Fluid domain
Fig. 4.8 – Geometry of the fluid domain with the immersed cylinder
Two types of prescribed motions are studied. In the first case, we consider a cylinder in
horizontal translation from the center of the cavity with a constant velocity. Noting the boundary
of the cylinder Γcyl, we prescribe {
vx|Γcyl = 1,
vy|Γcyl = 0.
(4.18)
Noting the exterior walls Γext, we have
u|Γext = 0. (4.19)
We solve a time-dependent problem in order to study the evolution of the fluid motion caused
by the translation of the cylinder in the square domain Ω = [−1, 1]2. The Reynolds number
Re = UL/ν, where the reference length L and velocity U are set equal to one, is equal to 100
with a time step ∆t fixed to 0.005. The discretization uses a total number of elements equal
to E = 64 and the polynomial degree is N = 12 in each of the two directions. We obtain
an unsteady evolution of the fluid motion and we observe a deformation of the fluid mesh as
pictured in figure 4.9, where appears the flow configuration for t = 0.25, 0.5 and 0.7. If we keep
on moving the cylinder closer to the right wall, the mesh deformation becomes too large. We
have also focused our attention on the evaluation of the acceleration noting vn the velocity field
at the time level n with the expression ‖vn+1 − vn‖L2/∆t. Figure 4.10 displays the previous
expression and the L2-norm of the velocity. The acceleration does not vanish, which means the
solution does not become steady-state. This can be expected since the cylinder is always in
motion inside the cavity. Moreover the acceleration increases when the cylinder gets closer to
the right wall.
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t = 0.25
t = 0.50
t = 0.70
Fig. 4.9 – The velocity component vx and the corresponding streamlines (black solid lines)
around a moving cylinder, Re = 100, for t = 0.25 (top), t = 0.5 (center) and t = 0.7 (bottom)
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Fig. 4.10 – ‖vn+1 − vn‖L2/∆t (dashed line) and ‖v‖L2 (solid line) versus simulation time t
In the second case, the cylinder at the center of the cavity is subject to a constant counter-
clockwise angular rotation ω = 1 such that
{
vx|Γcyl = −y,
vy|Γcyl = x.
(4.20)
In figure 4.11, we have maintained E = 64 and changed the polynomial degree to N = 10.
We exhibit the flow configuration for t = 0.5, 1.25 and 2.0. Like in the previous example, we
conclude the solution does not reach a steady state due to the motion of the cylinder (Fig. 4.12).
We have successfully tested these kinds of motion for large distortions of the fluid mesh.
t = 0.50 t = 1.25
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t = 2.00
Fig. 4.11 – The velocity component ux and the corresponding streamlines (black solid lines)
around a moving cylinder, Re = 100, for t = 0.5, t = 1.25 and t = 2.0
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Fig. 4.12 – ‖vn+1 − vn‖L2/∆t and ‖v‖L2 versus simulation time t
4.4.3 Oscillation du cylindre dans la cavite´ carre´e
Dans cet exemple, nous reprenons une translation comme pre´ce´demment mais cette fois-ci
avec un mouvement sinuso¨ıdal au cours du temps. Cet exemple vise a` montrer que l’on peut
faire subir un mouvement pe´riodique a` notre cylindre. Pour le faire, nous avons choisi la vitesse
du cylindre telle que {
vx|Γcyl = α sin (4πt) ,
vy|Γcyl = 0
(4.21)
avec α = 110 .
Nous avons ensuite choisi le nombre de Reynolds e´gale a` 100 avec N = 12 et E = 256. Le pas de
temps a e´te´ fixe´ a` 0.001 et nous avons donc e´tudie´ cet e´coulement jusqu’a` t = 1.0. Sur la dure´e
d’expe´rience, avec le choix que nous avons fait pour la vitesse, nous observons deux pe´riodes
d’oscillations. La premie`re correspond aux temps t = 0.1, 0.2, 0.25, 0.3, 0.4 et 0.5 ( dans les
figures 4.13 et 4.14) tandis que la seconde s’effectue pour t = 0.6, 0.7, 0.75, 0.8, 0.9 et 1.0 (dans
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les figures 4.14 et 4.15)). Le phe´nome`ne observe´ est particulie`rement inte´ressant. Tout d’abord
le cylindre avance vers la droite jusqu’a` t = 0.25 et donc on observe deux recirculations se former
le´ge`rement en amont, au dessus et en dessous du cylindre. Du fait que nous avons impose´ un
mouvement sinuso¨ıdal le cylindre repart vers la gauche a` t = 0.25 et donc ces deux recirculations
viennent se fondrent sur le cylindre et deux nouvelles reciruclations se forment. Ce mouvement
se reproduit sur la seconde pe´riode avec quelques nuances sur la forme des recirculations. Avec
ce mouvement du cylindre, aucune de´ge´ne´rescence du maillage n’apparaˆıt comme cela pourrait
eˆtre le cas si le cylindre se rapprochait trop d’une paroi de la cavite´.
t = 0.1 t = 0.2
t = 0.25 t = 0.3
Fig. 4.13 – Composante vx de la vitesse et lignes de courant (lignes en noir) , Re = 100, pour
t = 0.1, t = 0.2, t = 0.25, t = 0.3(de haut en bas et de gauche a` droite)
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t = 0.4 t = 0.5
t = 0.6 t = 0.7
Fig. 4.14 – Composante vx de la vitesse et lignes de courant (lignes en noir) , Re = 100, pour
t = 0.4, t = 0.5, t = 0.6 et t = 0.7 (de haut en bas et de gauche a` droite)
t = 0.75 t = 0.8
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t = 0.9 t = 1.0
Fig. 4.15 – Composante vx de la vitesse et lignes de courant (lignes en noir) , Re = 100, pour
t = 0.75, t = 0.8, t = 0.9 et t = 1.0 (de haut en bas et de gauche a` droite)
Les normes d’acce´le´ration et de vitesse varient clairement de manie`re sinuso¨ıdale comme le
montre la figure 4.16
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Fig. 4.16 – ‖vn+1 − vn‖L2/∆t(courbe pointille´e) et ‖v‖L2 (courbe continue) en fonction du
temps t
Comme pour les cas pre´ce´dents, la figure 4.16 nous montre clairement que nous ne conver-
geons pas vers un e´tat stationnaire de l’e´coulement. Mais cette figure montre cependant que la
re´solution est stable sur l’intervalle de temps e´tudie´e.
4.4.4 Valve rigide en rotation impose´e dans un canal plan
Nous avons cette fois repris le cas de la rotation mais en changeant le type de ge´ome´trie et
d’e´coulement du fluide (figure 4.17). On re´sout les e´quations de Navier-Stokes (3.74). En effet
nous conside´rons dans ce cas un e´coulement de type Poiseuille dans un canal ou` est immerge´e
une valve rigide. Cette valve posse`de une vitesse de rotation dans le sens inverse des aiguilles
d’une montre impose´e comme dans (4.20) avec ω = 1(rad.s−1).
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Fig. 4.17 – Ge´ome´trie du probe`me
Nous avons choisi comme longueur du canal L = 6.0 et le diame`tre H = 1.0. La valve a e´te´
choisie avec une longueur l = 0.36 et une e´paisseur h = 0.08. Elle est centre´e a` l’origine du repe`re
qui correspond aussi a` son centre de rotation et au centre du canal. Le nombre de Reynolds est
toujours e´gale a` 100. Le pas de temps que nous avons utilise´ est e´gale a` 0.01 avec N = 12 et
un nombre d’e´le´ments E = 112. Nous montrons 6 positions successives de l’e´coulement pour
t = 0.25, 0.5, 1.0, 1.25, 1.5 et 1.75 (figure 4.18). Nous observons la formation des recirculations
en aval de la valve apre`s t = 1.0. Le maillage subit une de´formation assez importante autour
de la valve mais nous n’avons commence´ a` observer une de´gradation de la simulation que vers
t = 1.8. La rotation que nous avons pu faire subir a` la valve a donc de´passe´ 1.75 radians.
t = 0.25 t = 0.5
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t = 1 t = 1.25
t = 1.5 t = 1.75
Fig. 4.18 – Composante vx de la vitesse et lignes de courant (lignes en noir), Re = 100, pour
t = 0.25 , 0.5, 1.0, 1.25, 1.5 et 1.75 (de haut en bas et de gauche a` droite)
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Fig. 4.19 – ‖vn+1 − vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) en fonction du
temps t
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La lecture des courbes de la figure 4.19 nous ame`ne aux meˆmes conclusions que dans les cas
pre´ce´dents. Elle ne nous informe cependant pas sur la pre´cision temporelle de la me´thode. Nous
nous attacherons donc a` la pre´cision temporelle de la me´thode dans la section suivante.
4.5 Pre´cision temporelle
4.5.1 Cas de la cavite´ carre´e
Pour e´valuer la pre´cision obtenue pour la me´thode ALE, nous avons d’abord pour le domaine
[−1, 1] × [−1, 1] impose´ un mouvement prescrit du maillage tel qu’en notant x0 un nœud du
maillage initial et x un noeud du maillage de´forme´, on ait


x = x0 + u(x0, t), x0 ∈ [−1, 1]× [−1, 1]
ux(x0, t) = uy(x0, t) = sin(πx0)sin(πy0)sin(πt)
wx(x0, t) = wy(x0, t) = πsin(πx0)sin(πy0)cos(πt).
(4.22)
La solution de re´fe´rence que l’on conside`re est choisie de la manie`re suivante


vx = − cos (πx/2) sin (πy/2) sin (πt/2) ,
vy = sin (πx/2) cos (πy/2) sin (πt/2) ,
p = −π sin (πx/2) sin (πy/2) sin (πt/2) ,
(4.23)
avec la force de volume ade´quate. Nous avons donc calcule´ l’erreur relative
‖v∆t(p)(T )−vref (T )‖H1
‖vref (T )‖H1
en fonction du pas de temps ∆t(p) choisi suivant une suite ge´ome´trique de raison 12 tel que
∆t(p) = 2−p 10−2, p ∈ N. (4.24)
Nous avons re´solu les e´quations de Navier-Stokes (3.74) en choisissant un temps final e´gale a`
T = 0.01.
‖vτ(p)(T )−vref (T )‖H1
‖vref (T )‖H1
p E = 2× 2 E = 4× 4 E = 8× 8
0 1.293367 10−1 1.9365754 10−1 2.8151128 10−1
1 4.314136 10−2 6.3572757 10−2 9.1689379 10−2
2 1.069211 10−2 1.5556042 10−2 2.2303304 10−2
3 2.677115 10−3 3.8971221 10−3 5.5895357 10−3
4 6.791686 10−4 9.8235943 10−4 1.4048198 10−3
5 1.804047 10−4 2.5322326 10−4 3.5684836 10−4
6 5.532884 10−5 7.0975988 10−5 9.4841799 10−5
7 2.150340 10−5 2.4206836 10−5 2.8870234 10−5
8 9.925662 10−6 1.0307230 10−5 1.1032350 10−5
Tab. 4.1 – Erreur relative de la vitesse pour E = 2× 2, E = 4× 4 et E = 8× 8 avec N = 16.
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‖vτ(p)(T )‖H1
p E = 2× 2 E = 4× 4 E = 8× 8
0 5.456365712 10−2 5.511834802 10−2 5.621638696 10−2
1 5.417020260 10−2 5.422909753 10−2 5.434683686 10−2
2 5.412078122 10−2 5.412423555 10−2 5.413114595 10−2
3 5.411626022 10−2 5.411647729 10−2 5.411691173 10−2
4 5.411551972 10−2 5.411553336 10−2 5.411556065 10−2
5 5.411535484 10−2 5.411535569 10−2 5.411535741 10−2
6 5.411531679 10−2 5.411531685 10−2 5.411531695 10−2
7 5.411530890 10−2 5.411530890 10−2 5.411530891 10−2
8 5.411530779 10−2 5.411530779 10−2 5.411530779 10−2
Tab. 4.2 – Norme de la vitesse pour E = 2× 2, E = 4× 4 et E = 8× 8 avec N = 16.
En prenant en compte la de´croissance ge´ome´trique du pas temps, nous avons ainsi calcule´
−log2(‖v∆(p)(T )−vref (T )‖H1‖vref (T )‖H1 ) en fonction de p
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Fig. 4.20 – Fonctions −log2(‖v∆t(p)(T )−vref (T )‖H1‖vref (T )‖H1 ) vs. p pour E = 2× 2 (ligne pointille´e), E = 4
(ligne en tirets) et E = 8× 8 (ligne continue)
Nous observons que la pre´cision est voisine de l’ordre deux en temps d’apre`s la lecture de la
figure 4.20 car la pente de ces trois courbes est proche de deux. Cependant il faut comprendre
que ce calcul a e´te´ effectue´ sur une petite pe´riode de temps et que les de´formations du maillage
sont reste´es assez faibles. De plus, nous avons impose´ le mouvement de la grille ce qui a restreint
les impre´cisions possibles dues au calcul d’une nouvelle vitesse ALE. L’obtention de l’ordre deux
comme nous pouvions l’attendre par le sche´ma choisi pour re´soudre les e´quations de Navier-
Stokes s’ave`re cependant beaucoup plus de´licate nume´riquement. Dans la section qui suit nous
allons comparer l’e´volution de la solution dans le cas de la valve et du cylindre pour diffe´rents
pas de temps.
4.5.2 Comparaisons dans le cas de la valve et du cylindre
En effectuant les meˆmes simulations en translation et rotation comme a` la section 4.4.2 avec
le cylindre puis en rotation avec une valve comme a` la section 4.4.4, nous avons fait varier le pas
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de temps utilise´ dans ces diffe´rents cas pour voir comment e´voluait la norme d’acce´le´ration que
nous avions de´ja` estime´e pour un pas de temps fixe´. Dans le cas de la translation du cylindre
(figure 4.21), nous montrons quatre courbes correspondant chacune a` la norme d’acce´le´ration
pour un choix de pas de temps ∆t variant entre 0.0005 et 0.004.
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Fig. 4.21 – Fonction ‖vn+1 − vn‖L2/∆t en fonction du temps t pour ∆t = 0.0005, 0.001, 0.002
et 0.004 dans le cas de la translation du cylindre
Dans le cas de la rotation du cylindre (figure 4.22), toujours avec le meˆme choix de pas de
temps nous avons refait les meˆmes calculs que pour le cas en translation.
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Fig. 4.22 – ‖vn+1 − vn‖L2/∆t en fonction du temps t pour ∆t = 0.0005, 0.001, 0.002 et 0.004
dans le cas de la rotation du cylindre
Finalement, dans le cas de la valve (figure 4.23), nous avons e´tudie´ le meˆme type de courbes
mais pour un choix de pas de temps compris entre 0.00125 et 0.01.
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Fig. 4.23 – ‖vn+1 − vn‖L2/∆t en fonction du temps t pour ∆t = 0.00125, 0.0025, 0.005 et 0.01
dans le cas de la valve en rotation
Notons maintenant Dap la valeur prise par ‖vn+1 − vn‖L2/∆t(p) au temps final T = 0.1
avec le pas de temps ∆t(p) variant suivant l’expression ∆t(p) = 2−p × 4 10−3.
p(∆t = 2−p × 4 10−3) Dap Rp = log( |Dap−Dap+1||Dap+1−Dap+2|)/log(2)
0 78.287985 1.045351
1 77.230766 1.021830
2 76.718515
3 76.466236
Tab. 4.3 – Pre´cision temporelle avec le cylindre en translation
Le tableau 4.3 re´alise´ dans le cas du cylindre en translation a e´te´ repris dans le cas du cylindre
en rotation. Nous avons donc obtenu les re´sultats du tableau 4.4.
p(∆t = 2−p × 4 10−3) Dap Rp = log( |Dap−Dap+1||Dap+1−Dap+2|)/log(2)
0 7.2076225 1.02263
1 7.0886015 1.07451
2 7.0300175
3 7.0022001
Tab. 4.4 – Pre´cision temporelle avec le cylindre en rotation
Dans le cas de la valve en rotation, nous avons e´tudie´ le proble`me dans le cas ou` le temps
final e´tait e´gal a` T = 1 et le pas de temps ∆p = 2−p 10−3.
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p(∆t = 2−p 10−3) Dap Rp = log(
|Dap−Dap+1|
|Dap+1−Dap+2|
)/log(2)
0 46.273044 1.03400
1 45.968940 1.01924
2 45.820430
3 45.747159
Tab. 4.5 – Pre´cision temporelle avec la valve en rotation
Les trois tableaux 4.3-4.5 nous informent que la pre´cision temporelle est d’ordre 1 seulement.
Plusieurs raisons expliquent ce proble`me.
Le calcul est amorce´ sans avoir de solution initiale du proble`me. Le SER d’ordre deux n’e´tant
pas auto-de´marrant, nous avons donc utilise´ le SER d’ordre 1 pour amorcer le calcul au premier
pas de temps.
Le maillage e´tant mobile, les comparaisons ne se font pas exactement sur les meˆmes ge´ome´tries.
Malgre´ le fait que nous puissions reconstruire de manie`re tre`s re´aliste le domaine dans son e´tat
actuel avec un e´coulement du fluide qui a un bon comportement physique, sa pre´cision en temps
semble donc rester malgre´ tout re´duite. Le domaine fluide posse`de son histoire propre. En effet,
a` chaque ite´ration nous construisons la nouvelle position du domaine suivant une e´quation ellip-
tique arbitrairement choisie. Cela doit avoir pour conse´quence que nos mesures de la pre´cision
peuvent eˆtre parasite´es par un effet de de´calage. Nous ne sommes jamais au bon endroit pour
mesurer la bonne vitesse lorsque nous voulons comparer une meˆme simulation pour diffe´rents
choix du pas de temps.
Mais si nous avions un ordre de pre´cision temporelle infe´rieur a` 1 il nous serait impossible de voir
nos simulations correspondre aussi bien suivant le pas de temps choisi. Le calcul de la norme
‖vn+1 − vn‖L2/∆t est une information globale sur l’ensemble du domaine e´tudie´. Il permet
malgre´ tout d’obtenir une information assez re´aliste de ce que doit eˆtre la pre´cision en chaque
noeud du domaine.
Le mouvement que nous permettons au domaine affecte donc la pre´cision temporelle de la
me´thode. Elle nous permet cependant de pouvoir de´former le domaine pour de grands de´placements.
Le remaillage est possible mais il peut souffrir du meˆme symptoˆme.
D’autres raisons plus spe´cifiques peuvent expliquer ce proble`me de pre´cision. Ce que l’e´tat de l’art
nous permet de comprendre sur l’erreur de la me´thode de de´couplage de Perot employe´e [25,78]
est qu’elle est au moins d’ordre 2 en temps lorsque nous faisons une correction de pression [95].
Mais cette erreur est calcule´e pour des matrices du syste`me ne variant pas au cours du temps.
Une erreur de de´couplage supple´mentaire vient inde´niablement s’ajouter du fait que les e´quations
dans (3.71) font intervenir des matrices variant aussi au cours du temps. Nous devons accep-
ter cette proble´matique, d’autant qu’a` ce stade la me´thode n’a pas montre´ d’instabilite´s meˆme
avec de grandes de´formations du maillage. Cette manie`re de de´placer le maillage va eˆtre moins
couˆteuse en temps de calcul qu’un remaillage syste´matique.
Une dernie`re remarque importante au niveau nume´rique est la loi de conservation ge´ome´trique
(LCG) qui peut s’exprimer par l’e´quation suivante∫
Ωtn+1
[·] dΩ−
∫
Ωtn
[·] dΩ =
∫ tn+1
tn
∫
Ωt
[·]∇ ·w dΩ (4.25)
Le symbole [·] peut eˆtre remplace´ par une fonction de´finie sur Ωt × [tn, tn+1]. Cette e´galite´ est
une conse´quence de la formule d’expansion d’Euler [13,37]. Elle aussi peut affecter la pre´cision
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de nos calculs. Diffe´rents travaux ont e´te´ re´alise´s dans le cadre des e´le´ments finis pour ame´liorer
la pre´cision de la formulation ALE. Certains articles tentent de montrer que l’on peut obtenir
l’ordre deux en temps en satisfaisant la LCG [9, 37, 38]. Cependant les re´sultats nume´riques
obtenus sont e´tablis pour une e´quation de Stokes uniquement. Il est clair que le terme convectif
non line´aire a une influence non ne´gligeable sur le respect de la LCG et donc sur la pre´cision
nume´rique. Le principe de ces diffe´rents mode`les est de conside´rer une discre´tisation temporelle
plus sophistique´e en traitant l’ensemble des termes diffusifs et convectifs intervenant dans les
e´quations de Navier-Stokes implicitement.
En particulier, une approche nume´rique prenant en compte le terme convectif se base sur
une sous-discre´tisation temporelle dans l’intervalle ∆t afin de ge´ne´rer des configurations in-
terme´diaires du maillage sur lequel le terme convectif sera calcule´. On s’emploie alors a` ve´rifier
une loi de conservation ge´ome´trique discre`te (LCGD) [29, 30] afin d’avoir une me´thode d’ordre
deux en temps tout en respectant, cette fois de manie`re discre`te la LCG. Cette formulation
reste cependant limite´e a` de petits de´placements dans le cadre des e´le´ments finis. Une telle ap-
proche en e´le´ments spectraux reste encore trop couˆteuse a` cause du terme convectif. Une the´orie
plus ge´ne´rale pour prendre en compte le de´placement des noeuds d’un e´le´ment spectral reste a`
de´velopper avec ce point de vue, cela sans avoir la garantie que la pre´cision ou la stabilite´ seront
conserve´es avec une telle approche.
Chapitre 5
Interaction fluide-structure
Dans ce chapitre, nous de´taillons nume´riquement et algorithmiquement la manie`re de re´soudre
l’interaction entre le fluide et le solide. Nous adaptons une me´thode de´veloppe´e en e´le´ments fi-
nis dans l’optique des me´thodes de´cale´es. Ce chapitre vient comple´ter et approfondir le travail
re´aliser dans [8].
5.1 Pre´cisions sur l’adimensionalisation
5.1.1 dans la structure
En suivant le meˆme type d’adimensionalisation, comme nous l’avons fait dans le fluide au
pre´alable dans (2.8)-(2.9) en introduisant le nombre de Reynolds (2.10), on refait la meˆme
adimensionalisation dans (2.16) en posant ua =
u
L
∇ · σs + ρsbs = ρs∂
2u
∂t2
=⇒
1
L
∇a · ( 1
L
λtrε(Lua)I+ 2µ
1
L
ε(Lua)) + ρsbsa
U2
L
= ρs
∂2Lua
∂(Lta
U
)2
=⇒
1
ρsU2
∇a · (λtrε(ua)I+ 2µε(ua)) + bsa =
∂2ua
∂t2a
(5.1)
(5.2)
Ainsi, l’e´quation (5.1) de la dynamique dans le solide adimensionalise´es devient, en omettant
l’indice d’adimensionalisation
1
ρsU2
∇ · σs + bs = ∂
2u
∂t2
(5.3)
On remplace ensuite les coefficients de Lame´ par leur variante adimensionnelle avec
λa =
λ
ρsU2
µa =
µ
ρsU2
(5.4)
En remplac¸ant les coefficients µ et λ dans le tenseur des contraintes par µa et λa dans σs, nous
pouvons donc e´crire plus simplement (5.3)
∇ · σs + bs = ∂
2u
∂t2
(5.5)
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On re´sout donc suivant l’adimensionalisation choisie, les meˆmes e´quations de la dynamique (2.16)
mais avec les coefficients de Lame´ adapte´s.
5.1.2 A l’interface
Nous adimensionalisons l’e´quation (2.30) avec pour hypothe`se que p0 = 0
σf = −pI+ µf (∇v + (∇v)T ) =⇒
σf = −pI+ µ( 1
L
∇a(vaU) + 1
L
(∇a(vaU))T ) =⇒
σf = −ρfU2paI+ µU
L
(∇ava + (∇ava)T ) (5.6)
On en de´duit d’abord avec (2.30) que
(σs)n = (−ρfU2paI+ µf U
L
(∇ava + (∇ava)T ))n (5.7)
Nous devons encore exprimer le membre de gauche de l’e´quation (5.7) suivant les coefficients de
Lame´ de´finis en (5.4) afin d’obtenir une expression comple`tement adimensionnelle. Ainsi suivant
ces coefficients, nous obtenons l’expression du tenseur des contraintes suivante
σs = ρsU
2λatrε(u)I+ 2ρsU
2µaε(u) =⇒
σs = ρsU
2(λa
1
L
trεa(Lua)I + 2µa
1
L
εa(Lua)) =⇒
σs = ρsU
2(σs)a (5.8)
Nous remplac¸ons l’expression (5.8) de σs dans (5.7) et nous pouvons en de´duire
(σs)an = (−ρf
ρs
paI+
ρf
ρs
µf
ρfLU
(∇ava + (∇ava)T ))n =⇒
(σs)an =
ρf
ρs
(−paI+ 1
Re
(∇ava + (∇ava)T ))n (5.9)
Par (5.9) en posant
(σf )a = −paI+ 1
Re
(∇ava + (∇ava)T ), (5.10)
on en de´duit
σsn =
ρf
ρs
σfn (5.11)
Nous en de´duisons, de meˆme, la forme adimensionnelle de l’e´quation de continuite´ (2.27)
v = u˙ =⇒ vaU = D(uaL)
D( taL
U
)
=⇒ va = u˙a (5.12)
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5.2 Les e´quations de l’interaction fluide-structure
Les e´quations ne´cessaires a` la re´solution du proble`me d’interaction fluide-structure ont e´te´
pre´sente´es au chapitre 2 pour chaque domaine conside´re´. L’adimensionalistion pre´sente´e a` la
section pre´ce´dente a permis de pre´ciser comment ces diffe´rentes e´quations ont e´te´ calibre´es
ensemble. Le syste`me peut donc eˆtre re´capitule´ sous une forme adimensionnelle ge´ne´ralise´e de
la manie`re suivante
Dans Ωf


∂v
∂t X
+ (v −w) · ∇v = −∇p+ 1
Re
∇ · d(v) + bf
σf = −pI+ 1Re(∇v + (∇v)T )
∇ · v = 0
Dans Ωs


∂2u
∂t2
= ∇ · σs + bs
σs =
λ
ρsU2
trε(u)I+ 2 µ
ρsU2
ε(u)
Sur ΓI


σsn =
ρf
ρs
σfn
v = u˙
(5.13)
5.3 Algorithmique
La strate´gie adopte´e pour re´soudre le proble`me de l’interaction fluide-structure se base sur un
algorithme de´cale´ ou` le fluide et le solide ne sont pas traite´s simultane´ment mais l’un apre`s l’autre
par opposition avec l’approche monolithique [6,70]. On se base sur une me´thode de´cale´e en se´rie
ame´liore´e (MDSA) de´veloppe´e par Farhat et Lesoinne [30,31]. La MDSA a deux avantages sur
la me´thode de´cale´e conventionelle (MDC). D’une part, elle est plus pre´cise du fait que l’erreur
e´nerge´tique est d’ordre deux en temps , d’autre part elle respecte mieux la loi de conservation
ge´ome´trique. Pour re´soudre les e´quations (5.13), le choix le plus judicieux pour un algorithme
de´cale´ nous ame`ne donc a` la MDSA.
Cette me´thode est developpe´e a` partir d’un de´calage d’un demi pas de temps entre l’e´valuation
des champs v, w et p dans le fluide et les champs u u˙ et u¨ dans la structure. On illustre
sche´matiquement ce de´calage temporelle dans la figure 5.1.
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Fig. 5.1 – Illustration sche´matise´e du de´calage temporel dans la MDSA
Par rapport a` une approche monolithique ou` le fluide et la structure sont calcule´s simul-
tane´ment, une difficulte´ importante vient avec le fait que nous ne disposons nume´riquement que
des e´quations de la dynamique et de Navier-Stokes se´pare´ment. Pour palier cette difficulte´ on
peut avoir recours a` des me´thodes de type point fixe [22,23,34,36]. Ces me´thodes peuvent eˆtre
plus couˆteuses en temps de calcul dans le cas des e´le´ments finis et plus difficiles a` pratiquer aux
e´le´ments spectraux.
La MDSA [81] demande une dernie`re adaptation de la manie`re de calculer la vitesse ALE et
le de´placement du maillage. En effet, pour cet algorithme on se base sur l’extension harmonique
[23, 34, 37] pre´sente´e a` l’e´quation (4.6) ou` l’on cherche a` calculer le de´placement dans tout le
domaine fluide puis a` en de´duire la vitesse ALE. On se base sur les e´quations (4.2) mais que
l’on e´crit cette fois pour le de´placement uf . Le champ uf repre´sente un de´placement, lui aussi
arbitrairement choisi, calcule´ a` l’inte´rieur du domaine fluide dont on va de´duire la vitesse ALE.
L’indice f a pour roˆle de distinguer ce champ du de´placement lagrangien u calcule´ dans le solide.
On re´sout une e´quation de la forme suivante sur uf
∇ · σ˜(uf ) = 0. (5.14)
En particulier, nous avons fait le meˆme choix d’e´quation pour re´soudre uf qu’a` l’e´quation (4.8)
pour w et ainsi nous avons conside´re´ l’e´quation sur uf suivante
α∇ · {∇uf + (∇u)T }+ β∇(∇ · uf ) = 0 (5.15)
avec α = β = 1. Sous une forme discre`te, on re´sout dans Ωf comme nous l’avons introduit dans
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l’e´quation (4.13) au chapitre pre´ce´dent, l’e´quation suivante
KALEuf = 0. (5.16)
Comme on effectue un de´calage d’un demi pas de temps entre le fluide et la structure, on
conside`re comme condition sur ΓI
u
n+ 1
2
f = u
n +
∆t
2
u˙n. (5.17)
On en de´duit la position du maillage fluide xf au pas de temps n+
1
2 par l’addition de la position
initiale du maillage fluide et du de´placement uf calcule´ au pas de temps n+
1
2 . Ainsi on calcule
x
n+ 1
2
f = x
0
f + u
n+ 1
2
f . (5.18)
On en de´duit finalement la vitesse ALE par (2.32) discre´tise´e sous la forme
wn+
1
2 =
x
n+ 1
2
f − x
n− 1
2
f
∆t
. (5.19)
Avant de commencer l’algorithme d’interaction, on re´sout les e´quations de Navier-Stokes en
ayant fixe´ le solide. Le de´placement, la vitesse et l’acce´le´ration du solide sont alors tous les trois
nuls durant cette e´tape de calcul. Un e´coulement pre´alable est donc e´tabli sans ne´cessairement
aller jusqu’a` la stationnarite´. L’amorc¸age de cet e´coulement est effectue´ comme dans les algo-
rithme du chapitre pre´ce´dent en utilisant le SER d’ordre 1 a` la premie`re ite´ration. Lorsque
l’algorithme d’interaction de´bute, les champs de vitesse et de pression sont donc de´ja` connus
dans le fluide. L’algorithme ge´ne´ral se de´roule alors de la manie`re suivante :
Etape 1 :
Connaissant les donne´es xns , u
n, u˙n et u¨n dans le solide et x
n− 1
2
f , u
n− 1
2
f , w
n− 1
2 , vn−
1
2 et pn−
1
2
dans le fluide, la premie`re e´tape consiste a` calculer la condition de Dirichlet (5.17) a` imposer
sur l’interface ΓI qui sera utilise´e pour de´placer le maillage du fluide au temps n+
1
2 .
Etape 2 :
Cette condition est utilise´e dans la seconde e´tape pour calculer u
n+ 1
2
f sur tout Ω
f
t avec (5.15)
puis le maillage fluide est de´place´ avec (5.18).
Etape 3 :
La troisie`me e´tape consiste donc ensuite a` partir du calcul de x
n+ 1
2
f d’en de´duire w
n+ 1
2 a` l’aide
de (5.19).
Etape 4 :
Dans la quatrie`me e´tape, on re´sout les e´quations de Navier-Stokes pour le temps n + 12 . Les
e´quations (3.74) sont re´e´crites de la manie`re suivante

3
2∆tM
n+ 1
2 +Kn+
1
2 −(DT )n+ 12
−Dn+ 12 0



 v
n+ 1
2
pn+
1
2

 = (5.20)
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

2
∆tM
n− 1
2vn−
1
2 − 12∆tM n−
3
2vn−
3
2 − 2Cn− 12 (vn− 12 ,wn− 12 )vn− 12+
Cn−
3
2 (vn−
3
2 ,wn−
3
2 )vn−
3
2 +M n+
1
2b
n+ 1
2
f
0

 .
Etape 5 :
La cinquie`me e´tape consiste a` partir de la solution vn+
1
2 et pn+
1
2 de calculer les forces de contact
(σfn)
n+ 1
2 que nous appliquerons au niveau du solide avec l’e´quation suivante sur l’interface ΓI
dans le domaine solide
(σsn)
n+1
≈
ρf
ρs
(σfn)
n+ 1
2 (5.21)
Etape 6 :
Ainsi, la dernie`re e´tape est consacre´e a` la re´solution des e´quations de la dynamique dans le solide
avec l’utilisation des e´quations (3.113)-(3.115) dans le cas de la me´thode des trape`zes c’est-a`-dire
α = β = 12 . La configuration ge´ome´trique choisie pour le solide peut eˆtre faite suivant la position
initiale du solide, sa position courante au pas de temps n ou approche´e au pas de temps n + 1
voire une position interme´diaire (voir l’e´quation (5.35)). Cependant le choix de cette configu-
ration a une incidence sur (3.115). Si nous restons sur le domaine initial de la structure alors
l’e´quation (3.115) que l’on re´sout devient
[
1
αβ∆t2
M 0s +K
0
s](u
n+1) = Gn+1 +M 0s[
1
αβ∆t2
un +
1
αβ∆t
vn + (
1
2αβ
− 1)an]. (5.22)
Si on ne prend que la position courante n de la position du solide, l’e´quation (3.115) devient
[
1
αβ∆t2
M ns +K
n
s ](u
n+1) = Gn+1 +M ns [
1
αβ∆t2
un +
1
αβ∆t
vn + (
1
2αβ
− 1)an]. (5.23)
Si on conside`re une position interme´diaire du solide, l’e´quation (3.115) devient
[
1
αβ∆t2
M ⋆s +K
⋆
s](u
n+1) = Gn+1 +M ⋆s[
1
αβ∆t2
un +
1
αβ∆t
vn + (
1
2αβ
− 1)an]. (5.24)
Pour calculer les matrices M ⋆s et K
⋆
s, on se place sur la grille interme´diaire du solide telle que
x⋆s = x
0
s +
1
4
(un+1 + un) +
∆t
4
(u˙n+1 + u˙n). (5.25)
Etape 7 :
La nouvelle position lagrangienne du solide est calcule´e par l’expression
xn+1s = x
0
s + u
n+1 (5.26)
On passe ensuite au pas de temps suivant.
L’algorithme issu de la MDSA peut donc eˆtre sche´matise´ de la manie`re suivante
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Fig. 5.2 – Algorithme de re´solution de l’interaction fluide-structure
Un inconve´nient des me´thodes de´cale´es vient du fait qu’elles ne conservent pas parfaitement
l’e´nergie du syste`me global. La MDSA est normalement moins geˆne´e par ce proble`me que MDC.
Une autre remarque importante de la MDSA est qu’elle fait intervenir un e´cart d’un demi pas
de temps entre le fluide et le solide. Elle reste conforme spatialement mais pas temporellement.
Sous une autre forme, l’algorithme 5.2 peut aussi eˆtre repre´sente´ en se´parant la partie solide de
la partie fluide en deux branches comme dans la figure 5.3.
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Fig. 5.3 – Algorithme de re´solution de l’interaction fluide-structure
Afin d’ame´liorer la stabilite´ de ce type d’algorithme, la possibilite´ de sous-cycler la re´solution
des e´quations de Navier-Stokes (5.20) a e´te´ utilise´e. Un sous-cyclage de 2 sous-ite´rations a e´te´
effectue´ dans les simulations. La MDSA construite par Farhat et Lesoinne peut cependant eˆtre
envisage´e avec un plus grand nombre de sous-cycles dans le fluide. Nous nous sommes limite´ a`
deux sous-cycles afin d’obtenir une stabilite´ suffisante de notre algorithme en e´vitant un trop
grand nombres de calculs interme´diaires. Nous avons donc cherche´ en utilisant la MDSA, un
compromis entre la complexite´ de l’algorithme et le temps de calcul ne´cessaire pour re´soudre le
syste`me a` chaque ite´ration.
5.4 Ge´ome´trie du proble`me de la valve et conditions limites
On mode´lise pour le proble`me d’interaction e´tudie´ une valve immerge´e dans un canal rigide.
La frontie`re ΓD du domaine fluide que nous avons de´finie au chapitre 2 est subdivise´e en plusieurs
parties telles que
ΓD = Γin ∪ Γparoi ∪ ΓI , (5.27)
le bord ΓI est l’interface fluide-structure, Γin la section d’entre´e du canal et Γparoi les parois ri-
gides exte´rieures du canal. La frontie`re ΓN de´signera seulement la paroi de sortie note´e aussi Γout
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Fig. 5.4 – Ge´ome´trie du proble`me
Dans le fluide, on distingue diffe´rentes parties :
• la section d’entre´e du canal dans laquelle le fluide pe´ne`tre Γin avec un profil de vitesse de
type Poiseuille impose´ que l’on note v = vpoise.
• la section de sortie par ou` le fluide sort Γout avec une condition libre σf (v, p)n = 0.
• Le reste des parois exte´rieures Γparoi sur lesquelles une vitesse nulle est impose´e (vf = 0).
• L’interface entre le fluide et la valve immerge´e ΓI ou` la condition de continuite´ de vitesse
(2.27) est impose´e sur le domaine fluide et l’e´quilibre me´canique (2.30) est impose´ sur le do-
maine structure.
La valve est une structure immerge´e dans le domaine fluide. Son centre de masse co¨ıncide avec
son centre de masse.
La vitesse w est construite avec les conditions limites suivantes
• w = 0 sur Γin, Γout et Γparoi
• w = v sur ΓI .
Avant de commencer a` re´soudre l’interaction fluide-structure, on re´sout d’abord l’e´coulement, en
fixant la valve a` l’inte´rieur du canal, sur une dure´e variant entre 0.05 et 0.5 en temps adimensio-
nel. Nous avons choisi un fluide de masse volumique ρf = 1000kg.m
−3 et une structure de masse
volumique ρs = 2700kg.m
−3 avec λ/ρs = 18.65 10
6m2s−2 et µ/ρs = 9.607 10
6m2s−2. Le coef-
ficent de poisson νs est ainsi e´gal 0.4925. On conside`re que la hauteur H vaut 2.5 10
−2m et que la
vitesse du fluide vaut 1m.s−1, ceci indique que nous utilisons une viscosite´ cine´matique νf e´gale
a` 2.5 10−4m2s−1 avec le choix du nombre de Reynolds Re = 100. Nous ne nous plac¸ons donc
pas comple`tement dans les valeurs physiologiques du sang qui posse`de une viscosite´ cine´matique
de l’ordre de 4 10−6m2s−1.
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5.5 Evaluation de l’e´nergie du syste`me
Pour exprimer l’e´nergie du syste`me, on reprend les conditions limites de´finies a` la section
pre´ce´dente et on part des e´quations obtenues a` la section 2.6. Dans le cas 2D, avec un canal de
hauteur H et de longueur L [88], avec l’axe des abscisses choisi suivant la longueur du canal et
l’axe des ordonne´es choisi suivant son diame`tre, nous gardons comme hypothe`se que la pression
est constante suivant une section du canal et de´croˆıt avec une pente constante suivant la longu-
reur du canal. En conside´rant la pression de sortie e´gale a` ze´ro (x = xout) on en de´duit{
p(x) = dp
dx
(x− xout)
dp
dx
= C < 0
(5.28)
le scalaire C est une constante. Une autre expression lie le maximum de la vitesses en entre´e du
canal (x = xin) avec la pente de la pression
Umax = − H28µf
dp
dx (5.29)
La fonction de Poiseuille de´finie en entre´e e´tant
vpoise =
{
vx = − H28µf
dp
dx
(1− (2y
H
)2) = Umax(1− (2yH )2)
vy = 0
(5.30)
Calculons l’inte´grale suivante
∫ T
0
∫
Γin
σ(vpoise, p)n · vpoise dΓdt =
∫ T
0
∫ H
2
−H
2
(
−p µf ∂vx∂y
µf
∂vx
∂y
−p
)(
vx
0
)( −1
0
)
dydt =
∫ T
0
∫ H
2
−H
2
p(xin)vx(y)dydt =
∫ T
0
∫ H
2
−H
2
−dp
dx
(xin − xout)H
2
8µf
dp
dx
(1− (2y
H
)2)dydt
H2L
8µf
(
dp
dx
)2
∫ T
0
∫ H
2
−H
2
(1− (2y
H
)2)dydt =
H3L
12µf
(
dp
dx
)2T.
Nous pouvons donc conclure∫ T
0
∫
Γin
σ(vpoise, p)n · vpoise dΓdt = H
3L
12µf
(
dp
dx
)2T (5.31)
avec pour nombre de Reynolds Re =
ρfHUmax
µf
. Avec l’e´quation (5.29), on exprime la pente de
la pression en fonction du nombre de Reynolds
dp
dx
= −8µf
2Re
ρfH3
(5.32)
Ainsi l’e´quation (5.31) peut finalement s’e´crire∫ T
0
∫
Γin
σ(vpoise, p)n · vpoise dΓdt = 16
3
µ3f
H3
Re2
ρ2f
LT (5.33)
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5.6 Application nume´rique
A partir de la ge´ome´trie sche´matise´e a` la figure 5.4, le domaine fluide et la valve ont e´te´
re´alise´s avec les maillages suivants
Fig. 5.5 – Maillages du domaine fluide (en haut) et de la valve (en bas)
Le nombre Ef d’e´le´ments choisi pour le domaine occupe´ par le fluide est e´gale a` 112 tandis
que le nombre Es d’e´le´ments dans la valve est e´gale a` 56. Avant de commencer l’interaction
fluide-structure, nous avons calcule´ un e´coulement du fluide dans le canal en conside´rant la
valve bloque´e, formant avec l’axe du canal un angle de 0.05 radians et ne subissant aucun
de´placement duˆ au fluide. La re´solution de l’interaction fluide-structure a e´te´ effectue´e pour un
nombre de Reynolds e´gale a` 100 dans les simulations qui suivent avec les degre´s polynomiaux
Nx ×Ny = 4 × 4. L’e´volution de la valve immerge´e dans le fluide est repre´sente´e au graphique
5.6 pour ∆t = 0.005 suivant les instants t = 0.025, t = 0.25 et t = 0.5 a` partir du de´but de
l’interaction entre la valve et le fluide.
t = 0.025
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t = 0.25
t = 0.5
Fig. 5.6 – Lignes de courant (courbes noires) et modules de vitesse dans le fluide (a` gauche) et
dans la valve (a` droite) pour t = 0.025, t = 0.25 et t = 0.5
De cette simulation, l’estimation des normes ‖vn+1−vn‖L2/∆t et ‖v‖L2 dans le fluide ainsi
que la norme du de´placement ‖u‖H1 dans la valve sont repre´sente´es par les courbes de la figure
5.7.
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Fig. 5.7 – ‖vn+1−vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) et ‖u‖H1 en fonction
du temps t
Cette meˆme simulation a e´te´ effectue´e ensuite avec ∆t = 0.001 pour t = 0.005, t = 0.25 et
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t = 0.5 au graphique 5.8
t = 0.005
t = 0.25
t = 0.5
Fig. 5.8 – Lignes de courant (courbes noires) et modules de vitesse dans le fluide (a` gauche) et
dans la valve (a` droite) pour t = 0.005,t = 0.25 et t = 0.5
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Les normes calcule´es a` la figure 5.7 dans le cas pre´ce´dent sont ainsi repre´sente´es dans la
figure 5.9 pour ∆t = 0.001
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Fig. 5.9 – ‖vn+1−vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) et ‖u‖H1 en fonction
du temps t
Enfin cette simulation a e´te´ refaite pour ∆t = 0.0005 pour t = 0.0025, t = 0.25 et t = 0.5 au
graphique 5.10
t = 0.0025
t = 0.25
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t = 0.5
Fig. 5.10 – Lignes de courant (courbes noires) et modules de vitesse dans le fluide (a` gauche)
et dans la valve (a` droite) pour t = 0.0025,t = 0.25 et t = 0.5
Finalement, comme pour les deux pre´ce´dents cas, les normes associe´es a` ∆t = 0.0005 sont
les courbes de la figure 5.11.
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Fig. 5.11 – ‖vn+1−vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) et ‖u‖H1 en fonction
du temps t
Ces trois exemples montrent que suivant le pas de temps choisi l’e´volution du mouvement de
la valve a` l’inte´rieur du canal reste similaire. Cependant l’e´volution de la norme ‖vn+1−vn‖L2/∆t
suivant les trois cas n’est exactement la meˆme. Il semble que lorsque l’on diminue le pas de temps
le comportement de l’e´coulement du fluide n’est plus exactement le meˆme. L’amorc¸age du calcul
fluide-structure n’a pas e´te´ commence´ syste´matiquement avec le meˆme e´tat d’e´coulement du
fluide. Cependant les diffe´rences dans le comportement de l’interaction ne sont pas ne´gligeables.
La croissance de la norme ‖vn+1−vn‖L2/∆t aboutit en continuant la simulation a` une instabilite´
du proble`me. On a donc re´alise´ cette simulation pour un degre´ polynomial plus e´leve´ dans chaque
direction tel que Nx ×Ny = 8× 8. On observe ainsi, suivant la meˆme simulation, l’e´coulement
du fluide et la position de la valve obtenue pour t = 0.5 suivant les pas de temps ∆t = 0.005
(figure 5.12) et ∆t = 0.001 (figure 5.13).
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Fig. 5.12 – Lignes de courant (courbes noires) et modules de vitesse dans le fluide (a` gauche)
et dans la valve (a` droite) pour t = 0.5 et ∆t = 0.005
Fig. 5.13 – Lignes de courant (courbes noires) et modules de vitesse dans le fluide (a` gauche)
et dans la valve (a` droite) pour t = 0.5 et ∆t = 0.001
Les figures 5.14 et 5.15 nous donnent l’e´volution de la norme ‖vn+1 − vn‖L2/∆t et ‖v‖L2
dans le fluide ainsi que ‖u‖H1 dans la valve. Le fait d’augmenter le degre´ polynomial n’a pas
pour effet de mieux stabiliser la croissance de la norme ‖vn+1−vn‖L2/∆t. Comme nous l’avons
remarque´ dans le cas ou` ∆t = 0.0005 et Nx × Ny = 4 × 4, cela est le signe d’une instabilite´
future. La croissance de ‖vn+1−vn‖L2/∆t est moins rapide pour ∆t = 0.001 comme on peut le
voir a` la figure 5.15, mais elle reste pre´sente.
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Fig. 5.14 – ‖vn+1−vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) et ‖u‖H1 en fonction
du temps t pour ∆t = 0.005
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Fig. 5.15 – ‖vn+1−vn‖L2/∆t (courbe pointille´e) et ‖v‖L2 (courbe continue) et ‖u‖H1 en fonction
du temps t pour ∆t = 0.001
A titre d’exemple, la pression a e´te´ calule´e pour le cas ∆t = 0.005 et Nx × Ny = 8 × 8 a`
t = 0.125, t = 0.25, t = 0.375 et t = 0.5 (figure 5.16).
t = 0.125 t = 0.25
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t = 0.375 t = 0.5
Fig. 5.16 – Valeur de la pression dans le fluide pour ∆t = 0.005 et Nx×Ny = 8× 8 a` t = 0.125,
t = 0.25, t = 0.375 et t = 0.5
Si nous avons pu simuler l’interaction fluide-structure et bien mettre en e´vidence la rotation
de la valve pousse´e par le fluide, nous avons cependant e´te´ confronte´ a` un paradoxe. En diminuant
encore le pas de temps de la simulation jusqu’a` ∆t = 0.0001, l’instabilite´ arrivait de plus en plus
toˆt. Pour comprendre ce paradoxe nous rappelons une de´finition de la condition de Courant-
Friedrichs-Lewy (CFL) [25,83] dans le fluide
|Max(vx)∆t
Min(∆x) |+ |Max(vy)∆tMin(∆y) | ≤ αCFL (5.34)
La constante αCFL varie suivant le type de sche´ma utilise´, ∆x et ∆y sont les distances en abs-
cisses et en ordonne´es entre deux noeuds quelconques du maillage. D’apre`s (5.34), en diminuant
le pas de temps, la condition CFL est de mieux en mieux respecte´e. Dans notre cas, il est clair
que si cette condition est ne´cessaire, elle n’est pas suffisante. Farhat, Lesoinne et Piperno [31,81]
ont pu de´terminer que la MDSA e´tait plus efficace pour obtenir une pre´cision a` l’ordre deux en
temps suivant une e´tude re´alise´ en ae´rodynamique. Dans le cadre des simulations sur le cas de
la valve immerge´e, il semble ne pas en aller parfaitement de meˆme car nous ne nous plac¸ons pas
exactement suivant la meˆme approche.
Une remarque importante au niveau de l’actualisation de la ge´ome´trie de la valve peut eˆtre faite
a` ce niveau de simulation. Dans les cas e´tudie´s jusqu’ici, les calculs n’e´taient effectue´s que sur
le domaine Ωs initial correspondant donc a` la formulation lagrangienne nominale classique. Ces
meˆmes simulations ont aussi e´te´ re´alise´es dans le cas ou` la position du domaine Ωs e´tait actualise´
avec un+1. On peut penser que cette seconde approche e´tait plus re´aliste et pre´cise par rapport
a` la premie`re. Mais ce que nous avons constate´ est moins trivial qu’il n’y paraˆıt. Dans le cas
ou` nous restions dans le domaine Ωs initial pour re´soudre les e´quations de la dynamique, nous
avons constate´ qu’au fur et a` mesure du calcul, la structure pouvait subir un re´tre´cissement de
sa forme au cours de sa rotation ceci engendrant du meˆme coup l’impre´cision puis l’instabilite´
de la simulation. Inversement, dans le cas ou` on prenait bien en compte le de´placement un+1
pour mettre a` jour le domaine Ωs on pouvait voir apparaˆıtre une dilatation de la valve au fur
a` mesure de sa rotation. Une troisie`me voie a donc aussi e´te´ envisage´e pour mettre a` jour la
position de la valve. La moyenne entre la position initiale et la position de´place´e avec un+1 a
e´te´ conside´re´. Paradoxalement, cette approche a pu atte´nuer les effets de retre´cissements ou de
dilatations constate´s avec les deux choix pre´ce´dents. Nous avons toujours visualise´ la ge´ome´trie
de la valve dans sa position actualise´e. Suivant la manie`re de conside´rer la matrice de masse
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M s et de rigidite´ K s dans les e´quations (5.22)-(5.24), le comportement de la solution va eˆtre
ame´liore´. Plus pre´cise´ment, la manie`re dont nous avons conside´re´ la mise a` jour du maillage Ωs
pour faire le calcul de ces matrices peut eˆtre re´sume´e par l’expression suivante
x⋆s = x
0
s + α(u
n+1 + un) + β∆t(u˙n+1 + u˙n). (5.35)
Lorsque les constantes α et β sont e´gales a` 0, nous sommes dans le cas de la formulation
lagrangienne nominale. Avec α = 12 et β =
1
4 , nous sommes dans le cas de la formulation
lagrangienne actualise´e. Finalement, avec α = β = 14 nous sommes dans le cas interme´diaire
(5.25). Une multitude de tests ont e´te´ effectue´s sur ce type de proble`me et syste´matiquement
une limitation sur la valeur infe´rieure du pas de temps semble persister quelque soit le type
de formulation adopte´. Lorsque nous effectuons la moyenne de la position du fluide entre les
temps n − 12 et n + 12 , l’erreur de position commise a` l’interface avec le solide au temps n se
comporte suivant un ordre 2 en temps. Mais l’approche qui semble cependant la plus pre´cise
temporellement au niveau du compotement global est le cas interme´diaire, meˆme s’il reste encore
une difficulte´ pour e´valuer cette erreur temporelle d’a´pre`s le calcul de l’e´nergie que nous allons
effectuer dans la suite. L’approche par de´formation engendre, toˆt ou tard, lorsque la rotation
devient trop grande dans le cas de la valve, une de´ge´ne´rescence du maillage fluide qu’il faut
donc remailler. Le remaillage s’ave`re assez difficile a` re´aliser pour des raisons pratiques. Le
maillage n’est pas construit de manie`re automatique, il ne´cessite de reconstruire a` chaque fois
que cela est utile un nouveau maillage se basant sur les contours de l’ancien domaine. Cette e´tape
peut eˆtre particulie`rement complique´e sans disposer d’un remailleur automatique. Le principe
du remaillage [10] a pu eˆtre de´veloppe´ et e´tudie´ avec le code SPECULOOS [28] qui nous a
aide´ a` faire ces simulations. Cependant, l’automatisation du remaillage avec ce code n’est pas
encore de´veloppe´e car elle doit pouvoir prendre en compte une multitude de cas diffe´rents de
ge´ome´tries plus ou moins complexes et eˆtre adapte´e a` la manie`re dont sont ensuite ge´ne´re´es les
communications entre les diffe´rentes entite´s ge´ome´triques de ce code.
On a aussi exprime´ l’e´nergie dans le fluide et dans la structure en exprimant la variation de
l’e´nergie entre deux pas de temps successifs tels que pour la structure, on estime sur Ωs
∆Es = E
n+1
s −Ens =
1
2
{(u˙n+1)TM n+1u˙n+1+(un+1)TK n+1un+1−((u˙n)TM nu˙n+(un)TK nun)}
(5.36)
et dans le fluide sur ΓI
∆Ef =
1
2
(∆E
n+ 3
2
f +∆E
n+ 1
2
f ) =
1
2
(σfn)
n+ 3
2 (x
n+ 3
2
f −x
n+ 1
2
f )+
1
2
(σfn)
n+ 1
2 (x
n+ 1
2
f −x
n− 1
2
f ) (5.37)
En reprenant le cas de la valve pour ∆T = 0.0005 avec Nx ×Ny = 8× 8, on obtient
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Fig. 5.17 – Evolution de ∆Ef (courbe en pointille´) et de ∆Es (courbe continue) en fonction du
temps t pour ∆T = 0.0005
Ces courbes sont toutes les deux croissantes mais ne sont pas directement comparables.
L’e´nergie du syste`me semble bien croˆıtre dans le fluide et dans la structure. Mais ces e´nergies
ne semblent pas apparaˆıtre aux meˆmes e´chelles. Soit nous n’avons pas les bons estimateurs de
l’e´nergie, soit ces deux courbes sont re´alistes et expriment une divergence entre l’e´nergie du
fluide et de la structure. Nous avons compare´ le maximum et le minimum du jacobien dans la
structure pour estimer sa manie`re de se dilater ou de se comprimer sous l’effet de l’e´coulement
du fluide. Le solide que nous avons choisi e´tant presque incompressible, nous avons conside´re´ le
cas avec l’approche de l’e´quation (5.22) et celle de l’e´quation (5.24). Nous avons pris Re = 100
et ∆t = 0.001 dans les deux cas. Ains nous observons l’e´volution du jacobien dans le solide dans
les deux figures suivantes
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Fig. 5.18 – Evolution du minimum (courbe continue bleu) et du maximum du jacobien (courbe
en tirets rouges) en fonction du temps t pour ∆t = 0.001 avec l’approche de l’e´quation (5.22)
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Fig. 5.19 – Evolution du minimum (courbe continue bleue) et du maximum du jacobien (courbe
en tirets rouges) en fonction du temps t pour ∆t = 0.001 avec l’approche de l’e´quation (5.24)
De la figure 5.18, on remarque que l’approche nominale classique provoque une compression
exage´re´e du solide. Ce phe´nome`ne n’est quasiment plus pre´sent suivant l’approche interme´diaire
(figure 5.19) qui ne fait plus subir au solide qu’une tre`s le´ge`re dilatation. Cette dernie`re consta-
tation est en accord avec l’aspect presque incompressible du solide que nous avons choisi.
En conclusion, on a donc pu simuler d’assez grands de´placements d’une valve immerge´e dans
un canal. Mais certaines restrictions limitent encore les possibilite´s de re´solution dans le cas
particulie`rement complexe e´labore´. Des raisons a` la fois the´oriques et nume´riques sont en jeu
pour expliquer ce type de difficulte´s. Cependant, l’originalite´ de ces simulations est que nous
avons communique´ a` la structure non seulement la pression du fluide sur la surface de la valve
mais aussi la contrainte de cisaillement due a` la vitesse du fluide. Il est clair que la simulation
de grands de´placements reveˆt des difficulte´s supple´mentaires par rapport a` l’e´tude classique de
l’interaction fluide-structure qui souvent se limite a` une analyse de petites perturbations par
rapport a` une position de re´fe´rence. Une grande originalite´ vient aussi du fait que nous utili-
sons les e´le´ments spectraux et que nous n’utilisons qu’un seul code pour re´soudre a` la fois les
e´quations du fluide, de l’interface et de la structure. Ce dernier aspect peut eˆtre un avantage
important car il ne ne´cessite plus l’interfac¸age de codes souvent he´te´roge`nes dans leur manie`re
de calculer les diffe´rents champs du proble`me.
Plusieurs types de proble`mes peuvent donc intervenir dans ce type de mode´lisation. Les e´quations
de la dynamique (2.16) du fait que nous utilisons l’hypothe`se des petites de´formations (2.14)
nous a permis de simplifier la loi utilise´e pour le solide en conside´rant simplement la loi de
Hooke (2.17) avec (2.22). En toute ge´ne´ralite´, la de´finition du tenseur des de´formations (2.22)
est issue de la de´finition du tenseur des de´formations mate´rielles quadratiques de Green-Saint
Venant-Boussinesq [19] suivante
E =
1
2
(∇u+ (∇u)T + (∇u)T∇u). (5.38)
On a donc simplifie´ (5.38) avec (2.14), ceci nous permettant de ne´gliger le terme quadratique.
L’inconve´nient d’une telle simplification est que la rotation n’est alors plus objective avec (2.22).
Cela a pour conse´quence que la formulation lagrangienne nominale classique pour re´soudre les
e´quations de la dynamique n’est plus parfaitement consistante si l’on veut pouvoir simuler de
grandes rotations de la structure. Nous utilisons une approximation en transfe´rant les forces
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de contact a` l’interface, cela peut aussi causer certaines impre´cisions. Un autre proble`me au
niveau de l’interface vient du fait que nous re´interpolons la pression sur ΓI pour de´finir les
conditions que nous imposons au solide. Le traitement du terme convectif dans les e´quations
peut aussi provoquer certains proble`mes au niveau de la pre´cision du sche´ma dans le mode`le
fluide. L’approche interme´diaire semble atte´nuer ces difficulte´s lorsque le solide subit d’assez
grands de´placements. Elle ne les e´liminent pas comple`tement au niveau de la plage de pas de
temps utilisables mais ame´liore sensiblement le type de re´sultats obtenus.
Chapitre 6
Conclusions et perspectives
Le mode`le d’interaction fluide-structure de´veloppe´ dans cette the`se fait appel a` des me´thodes
de´veloppe´es a` partir des e´le´ments finis et notamment en ae´rodynamique [6,31]. La me´thode ar-
bitrairement lagrangienne-eule´rienne ainsi que la me´thode de´cale´e en se´rie ame´liore´e [30,31,81]
ont e´te´ associe´es pour la premie`re fois dans le cadre de la me´thode des e´le´ments spectraux. Les
e´quations de Navier-Stokes et de la dynamique d’un solide e´lastique en petites de´formations
nous ont aide´ a` e´tablir ce mode`le avec les dernie`res approches issues des me´thodes spectrales.
Les ge´ome´tries du fluide et du solide sont envisage´es comme deux domaines comple´mentaires qui
se de´forment au fur et a` mesure que le fluide et le solide agissent l’un sur l’autre. Sans modifier la
topologie intrinse`que du maillage de chacun de ces deux domaines, les noeuds peuvent subir un
mouvement propre sans passer par un remaillage syste´matique. Le solide est conside´re´ suivant
une formulation lagrangienne ou` l’on donne au maillage qui lui est associe´ la possibilite´ de se
de´placer en fonction de sa position actuelle. Cette approche est moins classique que celle consis-
tant a` remailler la ge´ome´trie. Les e´le´ments spectraux e´tant capables de de´crire plus finement la
courbure d’un contour ge´ome´trique, ils ne ne´cessitent pas un grand nombre d’e´le´ments tout en
restant tre`s pre´cis. Cet aspect est un avantage inde´niable par rapport aux e´le´ments finis.
Cette approche nouvelle nous a donc permis de tester de manie`re satisfaisante la me´thode
ALE en e´tudiant des mouvements assez amples de structures immerge´es dans une cavite´ dans
laquelle s’e´coule un fluide. De la meˆme fac¸on, le de´placement du maillage fluide a e´te´ aborde´
uniquement par de´formation. Le proble`me d’interaction fluide-structure a ensuite e´te´ e´labore´
a` partir de la me´thode de´cale´e en se´rie ame´liore´e. Nous avons ainsi re´solu les e´quations de la
dynamique d’un solide e´lastique en petites de´formations et petits de´placements avec succe`s et
nous avons approfondi cette re´solution pour de grands de´placements dans le cadre de l’interac-
tion fluide-structure. Nous avons ainsi pu mode´liser la rotation d’une valve simplife´e a` l’inte´rieur
d’un canal plan et obtenir plusieurs re´sultats inte´ressants suivant un e´coulement de Poiseuille
constant impose´ a` l’entre´e du canal.
Plusieurs perspectives de de´veloppement restent encore envisageables :
-L’automatisation du maillage et du remaillage doivent eˆtre de´veloppe´s afin de pouvoir plus fa-
cilement aborder des ge´ome´tries plus complexes par des maillages structure´s ou non structure´s.
Dans ce sens nous avons pu diagnostiquer qu’avant meˆme de pouvoir utiliser un mailleur, la
manie`re dont le maillage est conside´re´ dans le code SPECULOOS doit eˆtre mieux controˆle´. Il se
base sur un syste`me de communications re´cursives entre les diffe´rentes entite´s ge´ome´triques mais
e´labore´es a` l’origine sur une configuration tre`s structure´e empeˆchant souvent de pouvoir faire des
calculs sur des maillages construits a` partir de plusieurs blocs he´te´roge`nes. En effet la communi-
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cation entre les e´le´ments spectraux fait intervenir une orientation spe´cifique. Par exemple en 3D,
la communication entre deux faces peut se faire suivant huit orientations possibles. Nous avons
remarque´ qu’en 3D cette orientation pouvait eˆtre errone´e suivant la complexite´ du maillage que
nous envisagions. Pour pouvoir amorcer un calcul, nous avons modifie´ les parame`tres de´finissant
ces orientations pour les rendre compatibles dans une ge´ome´trie donne´e. Il faut donc simplifier
la manie`re dont les communications se font dans une ge´ome´trie. Cette e´tape est cruciale mais
complexe.
-C’est a` partir de cette ame´lioration que pourront eˆtre de´veloppe´es les techniques utilisant
par exemple la non conformite´ ge´ome´trique ou d’autres types d’e´le´ments, les triangles et les
te´trae`dres comme dans le code NEKTAR [56,61] afin de rendre plus souple encore la ge´ne´ration
de maillages et d’aborder plus facilement des ge´ome´tries plus complexes en 2D et en 3D.
-Le terme convectif non line´aire prend une importance cruciale du fait qu’il a une influence
dans la loi de conservation ge´ome´trique mais aussi au niveau de la pre´cision temporelle du
sche´ma complet [9, 37, 38]. Dans le sche´ma que nous avons utilise´ nous sommes reste´s a` une
formulation explicite de ce terme. Si son approche implicite reste encore difficile a` envisager une
forme explicite plus pre´cise pourrait eˆtre ne´cessaire.
-La me´thode de´cale´e en se´rie ame´liore´e que nous utilisons comme toutes les me´thodes de´cale´es
engendre une erreur de conservation de l’e´nergie. Il est important de constater que la condition
(5.21) a` l’interface n’est qu’une approximation. Elle est plus souvent utilise´e avec la me´thode du
point milieu mais elle reste une bonne approximation du type de force de contact a` appliquer
a` l’interface avec la me´thode des trape`zes. Cependant comme nous calculons la pression sur
un maillage diffe´rent de celui du fluide, l’interpolation qui est faite ensuite a` l’interface peut
engendrer une source d’erreur supple´mentaire sur le calcul de σfn. La force de contact que nous
envisageons a` partir du fluide pour l’imposer a` la surface de la structure pourrait eˆtre calcule´e
avec une e´tape d’extrapolation supple´mentaire.
-Les me´thodes spectrales sont des me´thodes d’ordre e´leve´ en espace. Une difficulte´ est qu’elles
peuvent perdre une partie de cette pre´cision spatiale par une discre´tisation temporelle dont
l’ordre serait moins e´leve´. Cette pre´cision temporelle est souvent, au mieux, d’ordre 1 ou 2 et
peut donc de´grader la pre´cision globale de ces me´thodes. Ce proble`me est d’autant plus de´licat
en de´plac¸ant et en de´formant le maillage puisque ce mouvement est guide´ par la pre´cision tempo-
relle. Un de´fi est donc de construire une me´thode pre´cise a` la fois temporellement et spatialement.
-Le proble`me lie´ aux grands de´placements est que nous pouvons eˆtre confronte´s a` des mou-
vements non line´aires. Ceci peut fortement diminuer l’e´ventail de simulations re´alisables car les
the´ories nume´riques sont construites sur la re´solution de proble`mes line´aires ou line´arise´s. Un
travail sur la ge´ne´ration de maillage est un point cle´ de la re´solution de ce type de proble`me.
La de´formation de maillage au niveau de la structure ne permet que de partiellement abor-
der les grands de´placements. Une manie`re plus ge´ne´rale et universelle pour de´crire le cas de
grands de´placements meˆme avec une technique de remaillage reste manquante et les efforts
mathe´matiques et nume´riques allant dans ce sens n’ont souvent e´te´ aborde´s que pour de petits
de´placements ou en conside´rant un mouvement de corps rigide connu a priori.
Nous avons ouvert une voie originale du proble`me d’interaction fluide-structure. Cette base
de travail ainsi que les re´fe´rences ou` l’interaction fluide-structure est aborde´e par les e´le´ments
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finis repre´sentent cependant un socle important pour la re´solution de ce proble`me par la me´thode
des e´le´ments spectraux. Le principe de de´formation de maillage que nous conside´rons au niveau
nume´rique a e´te´ assez peu e´tudie´ et cette the`se aborde largement cette possibilite´.
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