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Kurzfassung
In der Erforschung korrelierter Elektronensysteme, die durch eine starke Spin-Bahn Kopplung
charakterisiert sind, ist eine der zentralen Aufgabenstellungen die Beschreibung des komplexen
Zusammenspiels der unterschiedlichen mikroskopischen Energieskalen und die Aufklärung von
dessen Bedeutung für die Bildung von exotischen elektronischen Phasen wie komplexe Ord-
nungsphänomene und Supraleitung. In der vorliegenden Arbeit werden exemplarisch drei
Fallstudien Iridium-basierter Verbindungen präsentiert, in denen Effekte eines solchen Zusam-
menspiels mittels moderner synchrotronbasierter Röntgenmethoden untersucht wurden. Ein
besonderer Fokus liegt dabei auf der Möglichkeit, dieses Gleichgewicht durch externe Para-
meter zu beeinflussen.
In einer ersten Studie werden magnetischer Anregungen in Iridium-basierten Doppelperow-
skiten untersucht, die einen nichtmagnetischen Grundzustand realisieren. Diese haben das
Potential, unter zunehmendem Einfluss kinetischer Energie einen neuartigen Phasenübergang,
’exzitonischer Magnetismus’ genannt, anzutreiben. Eine umfangreiche Untersuchung der Dy-
namik dieser Anregungen mittels resonant inelastischer Röntgenstreuung erlaubt die Bestim-
mung der relevanten mikroskopischen Energieskalen. Diese Ergebnisse verdeutlichen, dass der
Einfluss kinetischer Energie in den untersuchten Verbindungen unter Umgebungsbedingun-
gen zu klein ist, um einen solchen Phasenübergang zu realisieren. Ein Einfluss exzitonischen
Magnetismus auf die makroskopischen magnetischen Eigenschaften dieser Verbindungen kann
somit ausgeschlossen werden.
Im zweiten Teil wird die Entwicklung eines neuen experimentellen Aufbaus beschrieben, welcher
die Untersuchung komplexer Ordnungsphänomene bei tiefen Temperaturen mittels resonant
elastischer Röntgenstreuung als Funktion hydrostatischen Drucks ermöglicht. Dieser wurde im
Zuge dieser Arbeit in Kooperation mit den Mitarbeitern der Beamline P09 am Synchrotron
PETRAIII (DESY) entwickelt und implementiert. Die Funktionalität dieses Aufbaus wird
anhand resonant magnetischer Röntgenstreuung am Spin-Bahn gekoppelten Mott-Isolator
Sr2IrO4 illustriert. Da sowohl der magnetische Grundzustand als auch die Bildung mag-
netischer Ordnung insbesondere in Iridaten das Ergebnis eines komplexen Zusammenspiels
mikroskopischer Energieskalen sind, sind diese besonders empfindlich gegenüber externen Ein-
flüssen wie hydrostatischen Druck.
Im dritten Teil werden strukturelle Phasenübergänge im Iridium-basierten Dichalcogenide
IrTe2 untersucht. Trotz der makroskopisch itineranten Eigenschaften dieser Verbindung wer-
den diese Phasenübergänge von der Ausbildung stark lokalisierter Zustände charakterisiert.
Diese Phasenübergänge wurden im Zuge dieser Arbeit mittels Einkristall - Röntgendiffraktions-
experimente als Funktion hydrostatischen Drucks und Temperatur untersucht. Die Ergebnisse
dieser Studie zeigen, dass diese lokalisierter Zustände mit zunehmendem Druck stabilisiert
werden, was sich in einer zunehmenden Dichte an Ir-Ir Dimerbindungen widerspiegelt.
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Abstract
In the investigation of correlated electron systems which are characterized by strong spin-orbit
coupling, one of the central challenges is the description of the complex interplay of different
microscopic energy scales and the elucidation of its influence on the formation of exotic elec-
tronic phases like complex ordering phenomena and superconductivity. In the present thesis,
exemplary three case studies of iridium-based compounds are presented, in which the effects
of such an interplay have been investigated employing state-of-the-art synchrotron-based tech-
niques. The particular focus is set on experimental possibilities to influence this equilibrium
utilizing external parameters.
In the first study, magnetic excitations are investigated in iridate double perovskites, which
exhibit a nonmagnetic ground state. Upon increasing the influence of kinetic contributions,
the potential condensation of these excitations is predicted to drive a novel kind of magnetic
transitions, called ’excitonic magnetism’. A comprehensive investigation of the dynamics of
these excitations via resonant inelastic x-ray scattering allows for an estimation of the relevant
energy scales. These results indeed reveal that the influence of kinetic contributions is too
small to drive such a transition under ambient conditions. Therefore the influence of excitonic
magnetism on the macroscopic properties of the investigated compounds can be excluded.
In the second case, the development of a new experimental setup is presented, facilitating the
investigation of complex ordering phenomena at low temperatures as a function of pressure
via resonant elastic x-ray scattering. This setup has been developed and implemented as part
of this work in strong collaboration with the staff of the beamline P09 at the synchrotron
PETRAIII (DESY). The functionality of this setup has been illustrated by measurements of
the resonant magnetic x-ray scattering in the spin-orbit coupled Mott-insulator Sr2IrO4. Since
the magnetic ground state and magnetic order in iridates result from a complex interplay of
different microscopic energy scales, these systems are particularly susceptible to external in-
fluences like hydrostatic pressure.
In the third case, structural phase transitions are investigated in the iridium-based dichalco-
genide IrTe2. Despite the macroscopic itinerant properties of IrTe2, the phase transitions are
characterized by the formation of strongly localized states. These transitions have been in-
vestigated in the course of this work using single crystal x-ray diffraction experiments as a
function of hydrostatic pressure and temperature. The presented experimental data show that
these strongly localized states are stabilized with increasing pressure, which is observed as an
increased density of Ir-Ir dimer bonds.
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About 40 years ago, the perspective on materials behaviour and the role of quantum me-
chanical effects took a profound turn. One particular milestone in this development was the
discovery of high-temperature superconductivity in copper-oxide based compounds [1] expos-
ing that macroscopic phenomena driven by quantum effects are not necessarily restricted to
very low temperatures. Subsequently, the term ’Quantum Materials’ has been coined, gather-
ing phenomena of similar exotic origin. Despite the seemingly broad definition of this term, it
specifically comprises materials whose macroscopic behaviour is controlled by subtle quantum-
mechanical effects [2]. Among the large variety, two aspects are in the focus of special attention
in the current research: I) the topological properties and II) non-local entanglement of quan-
tum states.
In this context, the field of Ir-based compounds has been a flourishing research field within
the last decade developing a large variety of compounds strongly differing in their properties.
In the presented thesis, a selection of Ir-based compounds is investigated, which reflects this
variety resulting from the influence of electronic correlations. The experimentally observed
phenomena in which these effects play a role comprise, among others, the formation of new
structural phases, magnetic ordering, and the dynamics of magnetic excitations. To achieve
a more profound understanding of the microscopic mechanisms experimental investigations of
these phenomena more and more integrate the influence of tunable external parameters (high
magnetic fields, electric fields ....). With the advancing development of synchrotron endsta-
tions, this type of experiments can be combined with modern x-ray techniques. The particular
focus of this work was to evaluate the influence of hydrostatic pressure as a tuning parameter
in Ir-based compounds.
In particular, Ir-based compounds came under the limelight of extensive research due to sev-
eral exciting predictions associated with the strong influence of spin-orbit coupling in 5d ele-
ments. One important element of these predictions is the novel type of magnetic ground states
emerging from the entanglement of spin and orbital degrees of freedom. The predicted strong
anisotropies in the magnetic interaction made these states very promising candidates for the
experimental realization of so-called compass-models [3]. The most famous example is the
Kitaev-model [4], which stands out for being an exactly solvable model for a quantum spin
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liquid. In other systems, the entanglement of spin and orbital degrees of freedom expresses in
multipolar exchange interactions resulting in a complex phase diagram of ordered phases [5, 6].
A second exciting aspect is the recent discovery of topology as a new universality determining
the electronic properties of materials (see e.g. [7]). In this context, spin-orbit coupling can
be an essential ingredient since it provides the time-reversal symmetry breaking which is the
basis of topologically non-trivial phases.
Figure 1.1: Illustrative phase diagram of electronic states in dependence of the correlation
𝑈 and the spin-orbit coupling 𝜆 scaled by the electronic itineracy 𝑡 (taken from [8])
The large variety of exotic phenomena in 5d systems can be associated to the complex interplay
of the increased spin-orbit coupling, electronic correlation, and itineracy. This marks a key
difference to 3d TMOs in which spin-orbit coupling has minor influence and electronic corre-
lation dominates the electronic structure. This comparison opens up a generalized perspective
on correlated electron systems in which the influence of these three energy scales can be illus-
trated in a conceptual phase diagram (see Fig. 1.1). In this context, the cooperation of strong
spin-orbit coupling 𝜆 with a strong correlation 𝑈 forms the insulating Mott-regime, which is a
potential host of complex ordering phenomena like multipolar ordering or spin liquid phases.
With decreasing correlation band structure effects gain in importance, potentially introducing
band structures of non-trivial topology.
This schematic phase diagram is interesting since it proposes connections between the estab-
lished research field on strongly correlated 3d systems and recent efforts in the strong spin-orbit
coupled regime. One approach to investigating this phase diagram systematically is provided
by comparative studies in 3d, 4d, and 5d systems. This can be expanded by investigating the
influence of different external parameters on determining energy scales. As one important ex-
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ample in the history of investigating metal-insulator transitions the application of hydrostatic
pressure has proven to be a valuable tool [9, 10, 11].
The development of modern synchrotron radiation sources facilitated a large variety of x-ray
based techniques providing suitable methods for the proposed investigations. This is in par-
ticular the resonant elastic x-ray scattering (REXS) which allows characterizing complex or-
dering phenomena like charge, orbital or magnetic ordering. Additionally, the dynamics of
excitations become accessible via energy and momentum dependent resonant inelastic x-ray
scattering (RIXS). These techniques have been applied throughout this theses in three differ-
ent case studies.
The presented thesis is organized as follows:
∙ Chapter 2 will present the scientific context. This mainly includes the presentation of
important energy scales in the model description of iridium based compounds and their
consequences on the electronic structure.
∙ Chapter 3 will summarize central aspects of the x-ray based experimental techniques
applied throughout this work and their potential in the elucidation of crystal structures,
electronic ordering phenomena, and dynamics of excitations.
∙ In Chapter 4 I investigate the dynamics of magnetic excitations in Ba2YIrO6 and Sr2YIrO6
with a nonmagnetic J=0 ground state. These systems have been predicted to form the
basis for a new type of magnetic transition called excitonic magnetism. As a result
of a RIXS study, the presupposed electronic structure is verified in the investigated
compounds, relevant parameters for this transition are identified and quantified experi-
mentally.
∙ Chapter 5 describes the development of a new high-pressure setup at resonant scattering
beamline P09 (PETRAIII) I supported as part of my work. This setup combines resonant
elastic x-ray scattering for the investigation of complex ordering phenomena (in particular
orbital or magnetic ordering) with hydrostatic pressure as a continuous tuning parameter.
With the focus on the low-temperature regime this setup will be in particular suitable to
investigate magnetic systems with the potential to magnetic frustration (e.g. honeycomb
iridates, pyrochlores...). Up to now only very few facilities can realize such an experiment.
∙ Chapter 6 presents the result of a pressure-dependent structural study of the transition
metal dichalcogenide IrTe2 as an iridium based representative of the transition metal
dichalcogenide (TMD). In opposition to many other TMDs in which electronic correlation
and the coupling of the electronic system to the lattice result in subtle modulations of
the lattice, IrTe2 undergoes dramatic changes towards a charge order. In this chapter,
4 1 Introduction
a comprehensive description of this transition by the combination of x-ray diffraction
(XRD) and ab-initio methods is presented.
2 Scientific context
The electronic configuration of elementary iridium is [Xe] 4f14 5d7 6s2 from which only 5d and
6s states are involved in chemical bonding and the valence states in ionic Ir are formed by 5d
electrons. In the field of iridates, two valencies are of particular interest: I) Ir4+ with a valence
configuration of 5d5 is the basic element for the formation of magnetic momenta and therefore
central to magnetic iridates (e.g. Sr2IrO4, Na2IrO3...). II) Ir5+ with a configuration 5d4 forms
a non-magnetic ground state for example realized in selected double perovskite iridates, which
will be further discussed in Chapter 4. Although the increased itineracy due to the large radial
extent of the 5d wave functions is expected to affect the ground state of iridium compounds
significantly, main features of interest in insulating iridates are usually disputed proceeding
from a localized ionic model. Therefore, in the following an ionic model is used as a starting
point. Specific effects originating from an increased electron delocalization are discussed in
Section 2.1.1.
2.1 Electronic structure of heavy transition metal oxides
All the iridium compounds discussed in this thesis share as a central motif one iridium ion
coordinated octahedrally by six negatively charged ligands. As an isolated cluster this object
can be in general described by the following Hamiltonian
ℋ = ℋ𝑓𝑟𝑒𝑒 + 𝑉𝑂ℎ +
𝑛∑︁
𝑖
𝜉𝑖𝑙𝑖 · 𝑠𝑖 (2.1)
ℋ𝑓𝑟𝑒𝑒 is the Hamiltonian of a free ion, which experiences an environment of full rotation
symmetry and mainly contains all the electron-electron interactions. As a consequence, the
d-states in a free ion are generally described by the spherical harmonics 𝑌 𝑚𝑙𝑙=2 which are the
eigenfunctions of the angular momentum operators ?̂?, ?̂?𝑧 and therefore characterized by the
corresponding eigenvalues 𝑙,𝑚𝑙. This full rotation symmetry is broken under the influence
of two contributions originating from the ligands: I) The crystal electric field (CEF), which
models the electrostatic repulsion from the negatively charged ligands by an arrangement of
point charges reflecting the symmetry of the ionic environment. II) The ligand field resulting
from the hybridization of the d-states with the p-states of these ligands. As a result, the
(2𝑙 + 1) degeneracy of states in a free ion will be lifted splitting the states into subgroups
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of eigenstates conforming to the symmetry of the ligand arrangement. In the case of an
undistorted octahedral environment, this is represented by the point group symmetry 𝑂ℎ
whose corresponding eigenstates can be conveniently written by a transformation of the d-






































𝑌 12 − 𝑌 −12
)︀ (2.2)
Finally, the third term represents the spin-orbit coupling (SOC) which in its origin is a rela-
tivistic effect [13], but can also be derived in a semiclassical way [14]. The latter shows that the
strength of this interaction strongly increases with the atomic number 𝑍, scaling as 𝜉 ∼ 𝑍4 1,
which implies the significance of this contribution for heavy elements. In general the inclusion
of a Hamiltonian ℋ𝑆𝑂𝐶 results in the fact that neither 𝑠 nor ?̂? commute with this Hamiltonian
and therefore 𝑚𝑠,𝑚𝑙 do not qualify as good quantum numbers anymore. Instead, the total an-
gular momentum operator ?̂? = ?̂?+𝑠 does commute with ℋ𝑆𝑂𝐶 . As a result, the set of quantum
numbers (𝑙,𝑚𝑙, 𝑠,𝑚𝑠) characterizing a non-spin-orbit coupled quantum state has to be replaced
by a new set of quantum numbers (𝑙, 𝑗,𝑚𝑗) which are eigenvalues of the operators ?̂?2, ?̂?2, ?̂?𝑧.
Since the spin-orbit coupling contributes to the total energy of a system, it lifts the degen-
eracy of an electronic configuration and creates an energy splitting of levels characterized by 𝑗.
The description of genuine many-electron systems additionally requires a systematic charac-
terization of all possible combinations of single-electron states and the resulting energy levels






configurations, which are subdivided into multiplets characterized by
the total spin 𝑆 =
∑︀
𝑖 𝑠𝑖, angular momentum 𝐿 =
∑︀
𝑖 𝑙𝑖, and 𝐽 = 𝐿 + 𝑆 summarized in
the term symbol 2𝑆+1𝐿𝐽 2. This description of the configurations in eigenfunctions based on
𝑆, 𝐿, 𝐽 forms the LS coupling scheme, which applies if electron-electron interactions are the
dominant energy scale. In opposition, the jj coupling scheme based on the single electron
𝑗𝑖 = 𝑙𝑖 + 𝑠𝑖 and 𝐽 =
∑︀
𝑖 𝑗𝑖 applies for dominant SOC. The validity of one of these descriptions
therefore depends on the relative strength between these two energy scales 3.
Without the influence of SOC the energy differences between multiplets arise specifically from
the Hunds coupling 𝐽𝐻 , which primarely maximizes the total spin 𝑆 =
∑︀
𝑖 𝑠𝑖 of the configura-
tion to comply with the Pauli exclusion principle creating energy levels with the multiplicity
2𝑆+1. The subsequent consideration of SOC induces an additional splitting into energy levels
2L=0, 1, 2... are represented by S, P, D...
3The validity of these two coupling schemes in iridates is for example investigated in [16].
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based on 𝐽 in the range of
|𝐿− 𝑆| < 𝐽 < 𝐿+ 𝑆 (2.3)
with 𝛥𝐽 = 1 and a multiplicity of 2𝐽 + 1 each. In the limit of the LS coupling scheme, the
splitting in energy can be estimated by the Landé interval rule [17]
𝛥𝐸 = 𝐸(𝐽) − 𝐸(𝐽 − 1) = 𝜉
𝑛
𝐽 (2.4)
introducing a SOC splitting parameter 𝜆 = 𝜉
𝑛
with 𝑛 the number of electrons often used in
description of the level splittings.
2.1.1 Itinerancy and Covalency effects
On a large scale perspective, with the inclusion of TM ions in periodic arrangements forming
a crystal structure, new influences arise with the possibility of electron exchange between
neighbouring sites. These effects are captured by the so-called Hubbard-Hamiltonian as an









It introduces a number of sites indexed by 𝑖, 𝑗 on which electrons can be created (annihilated)
by the operators 𝑐†𝑖,𝜎 (𝑐𝑖,𝜎) and 𝑛𝑖,𝜎 = 𝑐
†
𝑖,𝜎𝑐𝑖,𝜎 measuring the number of electrons with the spin
𝜎 on the site 𝑖. In this Hamiltonian the first term, called kinetic energy term or band term,
facilitates the hopping of electrons between neighbouring sites and therefore favours the delo-
calization of electrons. In opposition, the second term, called the Coulomb term, increases the
total energy with increasing occupation number and therefore localizes electrons on sites. As
a consequence, this model features two limits depending on the ratio of the hopping integral 𝑡
and the intrasite Coulomb energy 𝑈 : For 𝑡≫ 𝑈 the system forms a weakly correlated metallic
(itinerant) state, whereas an 𝑈 ≫ 𝑡 creates a so-called Mott insulator. On the experimental
side, the transition between these phases is usually discontinuous and includes a first-order
metal-insulator transition.
A very similar treatment can be applied to the mesoscale of isolated clusters merging sev-
eral atomic sites, which adopts the description of molecule orbitals and their formation [17].
In equivalence to the Mott-Hubbard model, the molecular orbital theory produces a strongly
correlated Heitler-London regime corresponding to the localized electrons in a Mott insulator
with 𝑈 ≫ 𝑡 and a molecule orbital regime in which charges are strongly fluctuating between
the sites equivalent to an itinerant metallic system with 𝑡≫ 𝑈 4.
4In opposition to the Mott-Hubbard model in the molecular theory, a continuous description can be found
between these two limits e.g. by the Coulson-Fisher wave function.
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The concept of molecular orbitals has been found very useful in the description of complex
ordering phenomena in TM compounds as shown by Streltsov and Khomskii [18]. In particular
in TM compounds close to the Mott transition, partially filled valence orbitals promote the
formation of clusters in which electrons are strongly delocalized and which can be understood
as precursors to the metal-insulator transition [19]. These clusters can also comprise more
than two sites so that experimentally the formation of trimers [19, 20], tetramers [21] and
heptamers [22] can be observed. These phases are often also subsumed under the term valence
bond solid (VBS).
2.2 Iridates and Iridium-based compounds
The key motivation for the investigation of 5d element based compounds is the complex in-
terplay of the energy scales introduced in the previous section. In comparison to 3d systems,
this complexity emerges from significant changes in the relative strength of these influences.
The first major difference is given by the significantly larger extent of 5d versus 3d orbitals.
This is reflected in the strength of the electronic correlation. While 3d systems qualify as
’strongly correlated’ with 𝑈3𝑑 ≈ 5-10 eV [23] and, as a result, tend to form localized insulat-
ing states, 5d systems are ’weakly correlated’ (𝑈5𝑑 ≤ 2 eV) and therefore show a tendency
towards more itinerant states. On the other hand, the increased interaction of 5d states with
the ligand states results in a strong enhancement of the d-states splitting 𝛥𝑂ℎ caused by the
ligand environment. In octahedrally coordinated iridates 𝛥𝑂ℎ becomes as large as 3 eV [24]
and therefore usually dominates 𝐽𝐻 ≤ 0.5 eV [25, 26]. Finally, the significantly larger nuclear
charge 𝑍 results in a strongly increased influence of the spin-orbit coupling. Whereas typical
values in 3d ions are 𝜉3𝑑 ≤ 40 meV [27], the spin-orbit coupling in 5d ions is 𝜉5𝑑 ≈ 500 meV
[26, 28] and, therefore, an essential ingredient for the electronic structure of heavy transition
metal oxides.
2.2.1 Ir 5d5: The 𝑗𝑒𝑓𝑓 = 1/2 state
Having established the relative strength of all the relevant energy scales, the emergence of a
novel magnetic ground state, characteristic for the magnetism in iridates, can be illustrated
starting from a free Ir4+ ion.
Under the influence of the octahedral crystal field the 5d orbitals are split into six-fold 𝑡2𝑔 and
four-fold 𝑒𝑔 levels as depicted in Fig. 2.1. Since the crystal field splitting 𝛥𝑂ℎ is significantly
larger than 𝐽𝐻 and 𝜉5𝑑, the initial 𝑑5 configuration transforms into a low-spin 𝑡52𝑔 configuration
and justifies the treatment of spin-orbit coupling as a perturbation to the cubic crystal field
(𝜉5𝑑 ≪ 𝛥𝑂ℎ). The subsequent separate treatment of the 𝑡2𝑔 states exhibits the symmetry of
𝑡52𝑔 and 𝑡12𝑔 configuration and therefore justifies the description as one particle (hole) in 𝑡2𝑔.
Furthermore, the evaluation of the matrix elements ⟨𝑡2𝑔|?̂?𝑥,𝑦,𝑧|𝑡2𝑔⟩ exposes an equivalence of 𝑡2𝑔
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and p-orbitals (see A, [12]):
𝑙𝑒𝑓𝑓 (𝑡2𝑔) = −𝑙(𝑝) (2.6)
As a result, the 𝑡2𝑔 states can be mapped on an effective angular momentum 𝑙𝑒𝑓𝑓 (𝑡2𝑔) = −1.
The application of SOC on a 𝑡12𝑔/𝑡52𝑔 configuration yields a contribution of −𝜆𝐿 · 𝑆. Starting
with a state of 𝑙𝑒𝑓𝑓 = 1, 𝑠 = 12 , the SOC introduces a multiplet splitting (see Eq. 2.3) into
fourfold degenerate 𝑗𝑒𝑓𝑓 = 32 and twofold degenerate 𝑗𝑒𝑓𝑓 = 1/2 states separated in energy
by 𝛥𝐸 = 3
2
𝜆 (see Fig. 2.1). Due to the negative sign introduced with the mapping of 𝑡2𝑔
on p wavefunctions the 𝐽𝑒𝑓𝑓 = 32 level is lower in energy and the electronic configuration is
characterized by one hole in the 𝑗𝑒𝑓𝑓 = 1/2 states.







Figure 2.1: Energy levels in an Ir4+ single ion picture, isospin wavefunction taken from [29],
𝑗𝑒𝑓𝑓 = 1/2 produces narrow bands which can be split into Hubbard bands upon moderate 𝑈 .
The integration of IrO6 clusters into realistic lattice structures requires the consideration of
itinerant effects in particular due to the large spatial extent of 5d states and moderate correla-
tion 𝑈 . In the band picture strong SOC generates 𝑗𝑒𝑓𝑓 = 1/2 bands with a significantly smaller
bandwidth compared to 𝑡2𝑔 states without SOC. This narrow band can be split into upper
and lower Hubbard bands even by a moderate 𝑈 as observed in iridates. The resulting Mott
insulating state is thus facilitated by the cooperation of spin-orbit coupling and correlation
and therefore addressed as a spin-orbit assisted Mott insulator. This mechanism finds its
first experimental confirmation in Sr2IrO4 by observation of excitations across the Mott gap
[30, 31] and is therefore a commonly accepted model for the insulating state in iridates.
The unique properties of the resulting 𝑗𝑒𝑓𝑓 = 1/2 state, also referred to as isospin or pseu-
dospin, originate mainly in the particular form of its wave function, which in the basis |𝐿𝑧, 𝑆𝑧⟩
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writes:












(|𝑑𝑦𝑧, ↓⟩ + 𝑖|𝑑𝑧𝑦, ↓⟩ + |𝑑𝑥𝑦, ↑⟩) (2.7)












(|𝑑𝑦𝑧, ↓⟩ − 𝑖|𝑑𝑧𝑦, ↓⟩ − |𝑑𝑥𝑦, ↑⟩) (2.8)
As illustrated in Fig. 2.1, this wave function can be understood as a superposition of wave
functions with different spin and orbital angular momenta. For the first time, Jackeli and
Khaliullin [29] pointed out that this entanglement of spin and orbital degrees of freedom intro-
duces anisotropic exchange interaction terms to the magnetic coupling between different
sites. Systems realizing this ground state are therefore expected to be very promising can-
didates for quantum analogues of so-called compass models [3]. Of particular interest is the
90∘ Ir-O-Ir bonding geometry realized e.g. in honeycomb iridates or equivalently in RuCl3.
In this idealized geometry, isotropic interactions interfere destructively and anisotropic terms
can dominate, which is predicted to result in a novel type of quantum spin liquid phase as
described by Kitaev [4].
As another aspect, the entanglement of the isospin to the angular momentum may mediate
a significant coupling to the lattice structure. This assumption finds its experimental
support in the observation that e.g. in Sr2IrO4 the orientation of magnetic momenta seems
to couple to deviations in the crystal structure [32]. On the other hand, the formation of
this specific magnetic object is based on a high symmetric arrangement of ligands and will,
therefore, be very sensitive to distortions breaking this symmetry [33, 34].
As a consequence of these aspects, the magnetic ground state and the magnetic interactions are
susceptible to structural changes. The intentional introduction of structural changes therefore
provides a key approach in the systematic investigation of magnetism in strongly spin-orbit cou-
pled TMOs. This can, for example, be provided by hydrostatic pressure as a well-controllable
external parameter, as it will be introduced in Chapter 5.
Dimerization in Iridates
One particular experimental observation caused by an increasing influence of 5d itineracy is the
formation of clusters in iridates for example 𝛼-Li2IrO3 [35, 36, 37] 5 and 𝛼-RuCl3 [39]. These
compounds are commonly described as spin-orbit assisted Mott-insulators with an electronic
configuration of 4d5 and 5d5 under the influence of a close to cubic crystal field. Therefore, in
an ionic picture, their electronic configuration can be approximated by the scheme depicted
in Fig. 2.1 resulting in a ground state of 𝑗𝑒𝑓𝑓 = 1/2. The integration of these ions in a crystal
structure, together with the spatial extent of d-orbitals increased from 3d to 5d, results in an
5A similar structural transition is also observed in its hyperhoneycomb relative 𝛽-Li2IrO3 [38]
2.2 Iridates and Iridium-based compounds 11
increasing influence of the direct exchange of electrons between the d-orbitals of neighbouring
sites on the electronic structure. Streltsov and Khaliullin have shown that the dominance of
this influence, parametrized as an effective d-d hopping 𝑡𝑑𝑑, in comparison to the other energy
scales, drives a transition into a dimerized molecule orbital state [40]. In this particular case,
two sites with 𝑗𝑒𝑓𝑓 = 1/2 will form a singlet state on a dimer with 𝑆=0 beyond a critical 𝑡𝑑𝑑.






Figure 2.2: Under the influence of increasing direct d-d overlap between two sites of a d5
configuration, parametrized as 𝑡𝑑𝑑, the 𝑗𝑒𝑓𝑓 = 1/2 ground state breaks down in favour of a
S=0 singlet state.
In the mentioned compounds such a transition could be characterized by a structural phase
transformation including strong reductions of Ir-Ir [35, 37] or Ru-Ru [39] bond lengths. With
the formation of a molecular orbital singlet state in the dimers the 𝑗𝑒𝑓𝑓 = 1/2 magnetic mo-
menta are destroyed, which can be detected either macroscopically by a vanishing magnetic
susceptibility [39] or locally as a vanishing magnetic moment within the d-states [41] indicating
a transition into a nonmagnetic state. Additional indications can be found in changes of the
electronic structure and therefore in the excitation spectrum accessible via XAS/RIXS [37].
2.2.2 Ir 5d4: Non-magnetic ground state and Excitonic Magnetism
In comparison to iridates based on an Ir4+ valency, considerably less interest was drawn by
compounds including Ir5+-ions since a nonmagnetic ground state is expected for the 5d4 con-
figuration. This can be understood by the following argument: Under the influence of a strong
cubic crystal field, the initial 5d4 configuration transitions into a 𝑡42𝑔 configuration. In opposi-
tion to the 5d5 configuration, the case of two particles (holes) in 𝑡2𝑔 orbitals entails the existence






sible states. As a result, the Hunds coupling 𝐽𝐻 plays an important role as it regroups these
states into the multiplets 3𝑃 , 1𝐷2 and 1𝑆0 containing each a number of (2L+1)(2S+1) states.
The additional influence of the SOC is relevant solely for the 3𝑃 multiplet from which a singlet
with 𝐽𝑒𝑓𝑓 = 0, a triplet with 𝐽𝑒𝑓𝑓 = 1 and a quintet with 𝐽𝑒𝑓𝑓 = 2 emerge. The final energetic
order of the multiplets as depicted in Fig. 2.3 originates from the combined presence of a
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more-than-half filling ot the 𝑡2𝑔 states, producing a positive SOC parameter, but a negative
sign of the whole SOC contributing from the 𝑡2𝑔-p mapping (see Eq. 2.6). Consequentially,
the expected ground state of a strongly spin-orbit coupled d4 configuration is non-magnetic




3𝑃 (9) 𝐽𝑒𝑓𝑓 = 2
𝐽𝑒𝑓𝑓 = 1
𝐽𝑒𝑓𝑓 = 0
Figure 2.3: Multiplet splitting of a 𝑡42𝑔 configuration under influence of Hunds coupling and
SOC. The number of states contained in each multiplet is given in brackets.
Figure 2.4: Low-energy excitation spectrum of a J=0 groundstate in an Ir4+ as a function
of 𝜆 and 𝐽𝐻 (calculated in a microscopic model via Quanty). The calculated 𝐽𝑒𝑓𝑓 for these
excitations is coded in the color scale on the right. The grey bar highlights the ratio between
J=1 and J=2 excitation energies experimentally observed in Ba2YIrO6 (cf. Fig. 4.6.)
The low-energy excitation spectrum resulting from such a ground state can be illustrated in a
strongly simplified effective model 6. The separate treatment of a 𝑡42𝑔 electronic configuration
6For some remarks on the conditions for its validity see App. B.
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+ ?̂?𝑒−𝑒(𝑈, 𝐽𝐻) (2.9)
includes, besides the SOC, also the electron-electron interactions, which in the simplest ap-
proximation can be parametrized by the repulsive Coulomb energy 𝑈 and the Hunds coupling
𝐽𝐻 . Solving this Hamiltonian yields the excitation energies as a function of SOC 𝜆 and Hunds
coupling 𝐽𝐻 , since the Coulomb energy has no influence on the relative excitation energies
[42], as well as the calculated 𝐽𝑒𝑓𝑓 of these excitations. The result of this approach is shown
in Fig. 2.4 plotting the excitation energies as a function of 𝐽𝐻
𝜆
and colorcoding their 𝐽𝑒𝑓𝑓 7.
These strongly simplified model calculations reproduce surprisingly closely the extensive clus-
ter calculations presented in [46], which take into account also the influence of O-ligands and
neighbouring metal oxide octahedra. The relationship between excitation energies and the
input parameters can be concluded as follows:
1. The excitation energy 𝐸(𝐽 = 2) is mainly given by the SOC parameter 𝜆 and can be
approximated to 𝐸(𝐽 = 2) ≈ 3
2
𝜆.
2. The excitation energy 𝐸(𝐽 = 1) depends strongly on 𝐽𝐻 . An estimation of 𝐽𝐻 could
therefore be realized by determination of the ratio 𝐸(𝐽=2)
𝐸(𝐽=1)
.
As a result, this relation provides an estimation for 𝐽𝐻 , 𝜆 based on experimentally observed
excitation energies in strongly localized systems.
Excitonic magnetism
A conceptually new aspect with possible influences on the magnetic behaviour of this ground
state emerges with the consideration of exchange interaction 𝒥 between neighbouring sites of
a J=0 ground state. Generally speaking two limits can be characterized as follows: I) If 𝒥 is
comparable to 𝜆 electron-hole excitations of the type 𝑑4-𝑑4 → 𝑑3-𝑑5 introduce a variation in
the occupation and the Hund’s coupling plays an important role [48, 49]. II) For 𝜆 ≫ 𝒥 the
contribution of these processes to the excitation spectrum is reduced and exchange interaction
under conservation of the 𝑑4 configuration on each site dominates.
The second case is of particular interest since this type of exchange is predicted to hold the
potential for a new type of magnetic transitions called excitonic magnetism [50]. The basic
idea is that exchange interaction between neighbouring sites under conservation of the 𝑑4 − 𝑑4
electronic configuration facilitates an effective exchange between an excited J=1 state (triplet)
on site i and a J=0 (singlet) ground state on site j as schematically depicted in Fig. 2.5a.
As a consequence, the corresponding excitations develop a dispersive behaviour as illustrated
in Fig. 2.5b. With increasing exchange interaction the dispersion is enhanced and may even
7Calculated with the Quanty software http://quanty.tphys.uni-heidelberg.de/start [43, 44, 45].






Figure 2.5: a) Schematic illustration of effective triplon propagation on a J=0 background.
b) Dispersion of the triplet excitation on a square lattice (taken from [47]). Increasing ex-
change 𝒥 enhances the dispersion and eventually introduces a condensation. The degeneracy
of the triplet can be lifted by non-cubic distortions 𝛿.
approach the energy of the ground state. In this case the population of these states with a
specific momentum transfer would introduce a transition into a magnetically ordered state of
this modulation vector.
A theoretical description of these dispersions can be derived by applying the so-called bond-
boson method by Sachdev [51] 8. The key feature of this theory is the description of exchange






𝑧,𝑖 creation (and annihilation)
operators. In this theoretical framework the magnetic transition emerges as a Bose-Einstein
condensation of these quasiparticles, which coined the term ’excitonic magnetism’. A first
experimental equivalent has been found in the S=0 system TlCuCl3 [53].
The transfer of this theoretical concept to strongly spin-orbit coupled 𝑑4 systems was performed
most prominently by Khaliullin [50] revealing transitions into either different magnetically or-
dered phases e.g. on a square lattice [47] or highly frustrated phases on a honeycomb lattice
[54].
8Previously this approach has been used for the description of magnons in the dimerized 𝑆 = 0 state [52].
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2.2.3 Iridium-based dichalcogenides
In comparison to the iridates, Iridium-based dichalcogenides compounds hold an exceptional
position among the iridium based compounds since they are located deeply in the itinerant
limit (cf. Fig 2.6). The resulting combination of weak correlation and strong SOC gained par-
ticular interest within the last years since theoretical predictions expect these to be the ideal
precondition for the formation of topological non-trivial phases (cf. Fig. 1.1). One example
within the group of Iridium-based dichalcogenides can be found with the layered compound
TaIrTe4, which shows to be a type II weyl semimetal [55, 56, 57]. Besides their potential
towards topological non-trivial properties, experimental investigations discovered these com-
pounds as hosts of rich phase diagrams including different complex ordering phenomena. An
illustrative example is provided by the iridium based dichalcogenide CuIr2S4. This metallic
compound shows a metal-insulator transition at temperatures below T ≈ 230 K and under ap-
plied pressure [58]. This transition is accompanied by a charge ordering and spin dimerization
transition forming complex octamer clusters [59, 60]. In addition, a superconducting phase is














Figure 2.6: The band structure calculated for IrTe2 under ambient conditions shows the
fully metallic behaviour of this compound. Ir 5d states (blue) and Te 5p states (red) are
highly hybridized.
A closely related dichalcogenide compound is IrTe2. In strong similarity to CuIr2S4, IrTe2
undergoes phase transitions with drastic lattice changes although it remains metallic. Cen-
tral motif of these transitions is the formation of Ir-Ir dimer clusters, which stabilize under
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the application of pressure. Although these transitions and their relation to the doping in-
duced superconducting phase have been investigated extensively, a thorough and conclusive
description of the underlying mechanism is still missing. To this end, Chapter 6 presents a
combined high-pressure XRD and density functional theory (DFT) study mainly targeting the
question if the experimentally observed strong localized states can be understood within the
band picture.
3 X-ray Scattering: Theory and
Practice
The main focus of my work was to investigate changes in I) the crystal structure and II) the
magnetic order as a function of pressure. Moreover, I investigated the dynamics of low-energy
magnetic excitations (III). To approach these problems in general the elastic and inelastic scat-
tering of x-rays or neutrons provides suitable methods. However, the investigation of Ir-based
compounds imposes some particular limitations on the experimental methods. Firstly, Ir itself
exhibits a strong neutron absorption cross-section [64], which reduces the observable magnetic
scattering. Secondly, as-grown single-crystals of the compounds examined in this work rarely
exceed the size of a few millimeters. In the particular case of pressure-dependent studies, the
sample size is additionally restricted (≤ 100 𝜇m) by the sample environment.
The investigation of Ir-based compounds therefore strongly benefited from the advances brought
by third-generation synchrotron radiation sources. The characteristic insertion devices pro-
vide highly brilliant x-ray photons of well-defined polarization state and tunable energy. In
particular, the latter aspect paved the way towards resonant x-ray scattering techniques.
In the following, I will briefly summarize basic concepts in the description of light-matter inter-
action to point out important aspects of the experimental techniques based on resonant x-ray
scattering. Subsequently, the potential of specific techniques as REXS and RIXS is sketched
with a view to their application within this thesis.
3.1 Scattering from condensed matter
In general, scattering methods probe the response of the investigated system to the impact of
external perturbation introduced by electromagnetic or nuclear radiation. The experimentally










This quantity is a measure for the number of particles emitted after the scattering process
𝐼𝑆𝐶 detected in a solid angle spanned by the detector 𝛥𝛺 related to the incoming particle
flux 𝛷0. The explicit resolution of this quantity with respect to the energy transfer 𝛥𝜔 yields
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the differential cross-section in the case of inelastic scattering, whereas this dependency is
omitted in the case of elastic scattering. Scattering processes, generally speaking, include a
transition of the investigated system from an initial |𝑖⟩ state to a final state |𝑓⟩ as a result of
the perturbation represented by ℋ𝑖𝑛𝑡. This contributes to the differential cross-section as the
transition probability 𝒲𝑓𝑖, which can be evaluated employing first-order perturbation theory





The treatment of radiation as a weak perturbation ℋ𝑖𝑛𝑡 to the investigated system is in prin-
ciple applicable to any type of radiation. In the particular case of x-rays, expansion up to the
second order is required to include resonant scattering processes explicitly.
3.2 Full x-ray scattering cross-section
As stated in the context of Eq. 3.1, the description of the scattered radiation on condensed
matter requires in general a quantum mechanical evaluation of the transition matrix elements
𝒲𝑓𝑖 corresponding to a perturbation ℋ𝑖𝑛𝑡, which is introduced by the radiation. For the case
of light-matter interaction sketched in the following, this derivation has been performed for
the first time in [65] and has been described more recently e.g. in [66, 67].
Central to the evaluation of 𝒲𝑓𝑖 via Eq. 3.2 is the formulation of the light-matter interaction
as a Hamiltonian ℋ𝑖𝑛𝑡 describing the coupling between the electromagnetic radiation field of
the x-ray photons to the electrons in an atom. This interaction is mediated by the vector
potential 𝐴(𝑟, 𝑡) which relates to the electric field 𝐸 and the magnetic field 𝐵 as:
𝐵 = ∇×𝐴;𝐸 = −∇𝜑− 𝜕
𝜕𝑡
𝐴 (3.3)



































𝑉𝑖𝑗⏟  ⏞  
Coulomb
(3.4)
Relevant terms for the interaction Hamiltonian are all terms from Eq. 3.4 which provide a
coupling via 𝐴. Additionally, the spin-orbit coupling term is reformulated using Eq. 3.3 and
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𝑠𝑖 [𝜕𝑡𝐴×𝐴]⏟  ⏞  
𝐻4
(3.5)
In this Hamiltonian 𝐴 is the quantized electromagnetic field of the x-ray photons, which can
be described by corresponding creation and annihilation operators 𝑎†(𝑘) and 𝑎(𝑘) expanded










The application of perturbation theory to Eq. 3.5 to evaluate the transition probability 𝒲𝑓𝑖







⃒⟨𝑓 |𝐻1 +𝐻4|𝑖⟩ + ∑︁
𝑛
⟨𝑓 |𝐻2 +𝐻3|𝑛⟩⟨𝑛|𝐻2 +𝐻3|𝑖⟩




𝛿(𝐸𝑓 − 𝐸𝑖 − ~𝜔) (3.7)
Since the important properties of the scattering process are contained in the terms within the
absolute square, these are often considered separately and referred to as the scattering length
ℱ . The explicit evaluation of Eq. 3.7 shows that the different contributions to the scattering
length subdivide into two groups:
1. The first-order term of the perturbation expansion is formed solely by terms quadratic
in 𝐴. The reason for this is the photon scattering process requiring the conservation of
the number of photons. Since the electromagnetic field in its quantized description is
linear in the creation/annihilation operators of the photon, this requirement only holds
for terms quadratic in 𝐴 or two successive applications of operators linear in 𝐴. This
term shows no explicit dependence on the photon energy and therefore in terms of x-ray
scattering theory forms the nonresonant contribution. As shown in detail in [66], 𝐻1







(𝜖′*𝜆′ · 𝜖𝜆) (3.8)
The integration of the electron-only ground state |0⟩ finally yields the cross-section as it




1These contributions become very small due to the prefactor 𝑒~2(𝑚𝑐2) .
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The contribution of 𝐻4 yields a non-resonant magnetic scattering term, which lies be-
yond the scope of the present thesis.
2. The consideration of terms linear in 𝐴 requires the perturbational expansion up to the
second-order, which exhibits an explicit dependence on the photon energy in the denom-
inator. Therefore, this term contains all contributions to the resonant x-ray scattering.
Figure 3.1: Schematic illustration of resonant elastic/inelastic scattering processes. ?̂?, ?̂?†
are the transition operators in the dipole approximation and ?̂? represents the excited core-
hole state with a lifetime 𝛤 mathematically described as a Green’s function (taken from
[69]).
Additionally, since Eq. 3.7 results from a generalized quantum mechanical approach, it con-
tains not only contributions from elastic scattering processes (𝐸𝑓 = 𝐸𝑖), but also allows for
a description of inelastic scattering. These processes leave the investigated system in a final
state |𝑓⟩ ̸= |𝑖⟩ under absorption of the energy difference 𝐸𝑓 − 𝐸𝑖 = ~𝜔 as illustrated for the
resonant scattering processes in Fig. 3.1. From this difference, two resonant scattering tech-
niques evolve: I) resonant elastic x-ray scattering (see Section 3.5) and II) resonant inelastic
x-ray scattering (see Section 3.6).
3.3 Resonant cross-section
The derivation of the full x-ray cross-section showed that a formula for the resonant scattering





⟨𝑓 |𝐻2 +𝐻3|𝑛⟩⟨𝑛|𝐻2 +𝐻3|𝑖⟩
~𝜔𝑘 − (𝐸𝑛 − 𝐸𝑖) + 𝑖2𝛤𝑛
(3.10)
This becomes apparent through the structure of this term which evaluates the transition prob-
ability between |𝑖⟩ and |𝑓⟩ via a set of intermediate states |𝑛⟩. On a practical level this can
be illustrated as a two-step process in which an incoming x-ray photon with the energy ~𝜔𝑘
is absorbed inducing a transition into a highly excited state |𝑛⟩, which, due to its very short
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lifetime, quickly decays into the final state |𝑓⟩ accompanied by the emission of an x-ray photon
with ~𝜔𝑘′ . Consequently, the contribution of this term strongly increases for 𝐸𝑖+~𝜔𝑖𝑛 → 𝐸𝑛 as
the denominator vanishes. An unphysical divergence of this term is prevented mathematically
by adding 𝑖𝛤 in which 𝛤 is the lifetime of the intermediate states |𝑛⟩.
With an expression of 𝐴 of the form 𝑒𝑖𝑘𝑟 (see Eq. 3.6) an approximative evaluation of the
resonant scattering length can be derived via series expansion of 𝐻2 and 𝐻3 in terms of 𝑘 · 𝑟.
𝐻2 = 𝐴 · 𝑝 = 𝜖𝑒𝑖𝑘𝑟𝑝 ≈ 𝜖𝑝
(︂





𝐻3 = 𝑠 · (∇×𝐴) = 𝑖𝑠 · (𝑘 × 𝜖) 𝑒𝑖𝑘𝑟 ≈ 𝑖𝑠 · (𝑘 × 𝜖)
(︂





The outcome of this procedure (explicitly performed e.g. in [67]) can be described as a multi-
pole expansion since it produces terms that can be categorized due to their origin (electric or
magnetic) and their multipole order (dipole, quadrupole, octupole...). A comprehensive anal-
ysis of one specific resonant scattering process would at this point necessitate an estimation
about the magnitude of each of these terms and their potential experimental detectability.
However, in many cases the dipole approximation provides a sufficiently good description
[68, 70] which takes into account only the first expansion term of 𝐻2 yielding:
⟨𝑛|𝜖 𝑒𝑖𝑘𝑟 · 𝑝𝑖|𝑖⟩ ≈ ⟨𝑛|𝜖 𝑝𝑖|𝑖⟩
= (𝐸𝑛 − 𝐸𝑖) ⟨𝑛| 𝜖 𝑟𝑖⏟ ⏞ 
𝒟𝜖
|𝑖⟩ (3.13)








⟨𝑓 |𝜖′ · 𝑟𝑖|𝑛⟩⟨𝑛|𝜖 · 𝑟𝑗 |𝑖⟩
𝐸𝑖 + ~𝜔𝑘 − 𝐸𝑛 + 𝑖𝛤
𝛿(𝐸𝑓 − 𝐸𝑖 − ~𝜔) (3.14)
This formulation results in a strict reduction of the set of transitions |𝑖⟩ → |𝑛⟩ → |𝑓⟩ con-
tributing to ℱ𝑟𝑒𝑠 described by the dipole selection rules. Under these restrictions the transition
probability between states characterized by 𝑛, 𝑙,𝑚 is nonzero only for:
⟨𝑛′𝑙′𝑚′|𝒟|𝑛𝑙𝑚⟩ ̸= 0 | 𝛥𝑙 = 𝑙′ − 𝑙 = ±1, 𝛥𝑚 = 0,±1 (3.15)
This corresponds to a selection of transitions that are dominant in the resonant scattering
length under dipole approximation. In experiments the maximization of the resonant scattering
length is achieved by choice of the incoming photon energy ~𝜔𝑘 close to 𝐸𝑛 − 𝐸𝑖, which is
equivalent to the selection of one specific x-ray absorption edge. In the language of x-ray
absorption spectroscopy (XAS) these are labeled by the core level from which the electron is
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Figure 3.2: Transitions allowed under the dipole selection rule.
excited (K,L,M represents a core level of n=1,2,3 see Fig. 3.2). For the collective of resonant
x-ray scattering techniques, the choice of the incoming photon energies close to a specific
absorption edge has some important implications:
1. The energy value of the selected absorption edge is element specific and therefore the
investigation is element-selective.
2. The dominant contributions follow restrictions to 𝛥𝑙,𝛥𝑚 (Eq. 3.15) and are therefore
orbital selective.
3. The resonant scattering length explicitly includes dependencies on the polarization of
incoming and outgoing radiation
3.4 Crystalline systems and reciprocal lattice
Since throughout this thesis only crystalline systems are discussed, in the following I will briefly
summarize central concepts for the description of scattering processes in periodic systems.
Crystalline structures in general are defined as atomic arrangements with spatial periodicity,
which is represented by a lattice 𝑅:
𝑅 = 𝑢𝑎1 + 𝑣𝑎2 + 𝑤𝑎3 𝑢, 𝑣, 𝑤 ∈ Z (3.16)
The full crystal structure is then described by a basis of atomic positions 𝑟𝑗 in this lattice, which
is repeated with the spatial periodicity. General scattering theory in the Born approximation
yields that the scattering amplitude of a spatial distribution of scattering potential is given
by its Fourier transform. For the description of scattering processes it is therefore useful to
3.4 Crystalline systems and reciprocal lattice 23
construct a lattice 𝐺 in momentum or reciprocal space, which corresponds to 𝑅 by a Fourier
transform:
𝐺ℎ𝑘𝑙 = ℎ𝑏1 + 𝑘𝑏2 + 𝑙𝑏3 ℎ, 𝑘, 𝑙 ∈ Z (3.17)
𝑏1 = 2𝜋
𝑎2 × 𝑎3
𝑎1 · (𝑎2 × 𝑎3)
(and permutations) (3.18)
The benefit of this construction becomes clear after writing down the scattering amplitude of
a full crystal structure for elastic scattering in the kinematic approximation 2:
𝐹𝑐𝑟𝑦𝑠𝑡𝑎𝑙(𝑄, 𝜔) =




lattice sum⏞  ⏟  ∑︁
𝑛
𝑒𝑖𝑄𝑅𝑛 (3.19)
In this case, the lattice sum, which represents the periodicity of the structure, imposes the
following strict conditions on the momentum transfer 𝑄 under which the scattering amplitude
becomes non-zero:
𝑄 ·𝑅 = 2𝜋𝑛, 𝑛 ∈ Z (3.20)
This condition can be illustrated by the requirement that the momentum transfer 𝑄 = 𝑘𝑓−𝑘𝑖,
composed of the incoming 𝑘𝑖 and the scattered radiation 𝑘𝑓 , has to coincide with the reciprocal
lattice points 𝐺ℎ𝑘𝑙:
𝑄 = 𝐺ℎ𝑘𝑙 = ℎ𝑏1 + 𝑘𝑏2 + 𝑙𝑏3 (3.21)
This is the so-called Laue-condition for constructive interference of scattered radiation, which
is referred to as Bragg-reflection characterized by ℎ, 𝑘, 𝑙. The intensity observed under these
conditions is determined by the unit cell structure factor in which the atomic positions are
represented by their atomic form factors 𝑓𝑗(𝑄,𝜔). Destructive interference within this term
as a result of specific crystal structure symmetries can introduce additional extinction rules
for corresponding ℎ, 𝑘, 𝑙 combinations.
Since the reciprocal lattice inherits the symmetry of the crystal structure, also changes in
this symmetry are reflected. Besides trivial structural transitions, such symmetry breaking
can also be introduced by emergent ordering phenomena e.g. magnetic ordering. Since such
modulations of the lattice structure are indicated by the observation of additional reflections,
they are characterized by a modulation vector 𝑞𝑚 in reciprocal space. In the example depicted
in Fig. 3.3, due to the formation of a commensurate antiferromagnetic order, equivalent lat-
tice sites become distinguishable by magnetic momenta of different orientation, effectively
increasing the unit cell. Consequentially, this modulation of the lattice structure is reflected
by additional Bragg-reflections.
2Multiple scattering effects are neglected.


















Figure 3.3: The doubling of this unit cell by antiferromagnetic order reduces the unit cell
in reciprocal space by a factor of 1/2 and therefore produces additional Bragg-like reflections.
This particular ordering is therefore characterized by ordering vectors ( 12 , 0, 0) and (0,
1
2 , 0).
Figure 3.4: Brillouin-zone for the example of a face centered cubic crystal structure.
In opposition to elastic scattering, which is subjected to conditions of constructive interference,
inelastic scattering can be measured under any momentum transfer 𝑞. This is equivalent
to the observation of the momentum-dependent energy of elementary excitations 𝜀(𝑞) and
therefore allows for determining the dynamics of these excitations. To reflect the periodicity
and symmetry of the investigated system it is useful to define the Brillouin-zone as the Wigner-
Seitz cell of the reciprocal space by subsumption of all points whose shortest distance to the
closest reciprocal lattice point coincide in the same lattice point. This construction provides
complete coverage of the reciprocal space by three-dimensional translation symmetry and also
incorporates all the symmetry properties given by the crystal structure in real space. As
the important consequence of the translation symmetry, excitations with a momentum 𝑞1
and 𝑞2 exhibit the same properties if the difference vector is a reciprocal lattice vector 𝐺ℎ𝑘𝑙.
The momentum dependence of the studied excitations is therefore described sufficiently by an
investigation within one Brillouin-zone, which is often reduced to positions of high symmetry
and connecting paths (examples are given in Fig. 3.4) to capture the characteristic features.
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It is common to address points of high symmetry by labels of the group theory (𝛤 , 𝑋, 𝑊 , 𝐾),
in which the center of the Brillouin-zone 𝛤 is always a reciprocal lattice point 𝐺ℎ𝑘𝑙.
3.5 Resonant elastic x-ray scattering (REXS)
A detailed review of the method of REXS can e.g. be found in [70].
The experimental method of resonant elastic x-ray scattering (REXS) selects resonant scat-
tering processes with |𝑓⟩ = |𝑖⟩, therefore ~𝜔𝑘 = ~𝜔𝑘′ , and is characterized by the momentum
transfer 𝑄 given by the scattering geometry. In crystalline systems these scattering processes
become experimentally accessible via the coherent summation of the corresponding scattering
lengths equivalent to the Bragg diffraction:
𝐹𝑟𝑒𝑠 =
unit cell structure factor⏞  ⏟  ∑︁
𝑗
ℱ𝑟𝑒𝑠,𝑗(~𝜔, 𝜖, 𝜖′) 𝑒𝑖𝑄𝑟𝑗
lattice sum⏞  ⏟  ∑︁
𝑛
𝑒𝑖𝑄𝑅𝑛 (3.22)
From the dipole approximation of ℱ𝑟𝑒𝑠 it becomes apparent that the resonant scattering length
additionally to the dependence on the photon energy ~𝜔 exhibits a dependence on the polar-
ization of the incoming 𝜖 and the outgoing x-ray photon 𝜖′. It is therefore common to condense
ℱ𝑟𝑒𝑠 into a more compact form
ℱ𝑟𝑒𝑠(𝜔) = 𝜖 𝑇 · ℱ̂𝑟𝑒𝑠(𝜔) · 𝜖 ′ (3.23)
with 𝑓𝑟𝑒𝑠(𝜔) being a second rank tensor of the dimension 3 × 3. The tensorial properties of
𝑓𝑟𝑒𝑠(𝜔) can originate from electronic degrees of freedom like spin and orbital occupation within
the intermediate states |𝑛⟩ and break the spherical symmetry at each scattering centre. As
a consequence, a detailed analysis of the ordering phenomenon can be achieved by analyzing
the REXS intensity as a function of the polarization of the incoming and scattered radiation
(see a schematic sketch in Fig. 3.5). Since the polarization of an electromagnetic wave is in
general given by a linear combination of two independent directions, it can be written as a







Consequently, the general scattering tensor is usually projected onto the basis given by (𝜎, 𝜋)
for incoming and (𝜎′, 𝜋′) for outgoing x-ray photons yielding a 2 × 2 matrix.
For the investigation of magnetic momenta as order parameters, a very basic approximation of
the scattering length is provided by Hannon and Hill [73, 74]. In the simplest case of a scatter-
3In general these components can be complex, e.g. in the case of circular polarization.
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Figure 3.5: Schematic sketch of polarization dependent scattering experiments with the
commonly used 𝑢𝑖 reference frame. For incoming 𝑘 and outgoing 𝑘′ radiation two indepen-
dent orientations of the polarization are given with 𝜋 within and 𝜎 perpenticular to the
scattering plane (taken from [72]).
ing center of spherical symmetry, which is solely broken by a magnetic moment 𝑠 = (𝑠𝑥, 𝑠𝑦, 𝑠𝑧),
the scattering length reads:
ℱ̂𝑟𝑒𝑠 = 𝐹 (0)(𝜖 · 𝜖′) + 𝐹 (1)(𝜖× 𝜖′) · 𝑠+ 𝐹 (2)(𝜖 · 𝑠) · (𝜖′ · 𝑠) (3.25)
𝐹 (0,1,2) are resonance factors containing the dependence on the incoming photon energy ~𝜔.
The most important features of this result can be shown by focusing the first and the second
term and transforming them into the 𝜎𝜋 frame [70].
(𝜖 · 𝜖′) =
(︃
1 0
0 𝑘 · 𝑘′
)︃
(3.26)
(𝜖× 𝜖′) · 𝑠 =
(︃
0 𝑘
−𝑘′ 𝑘 × 𝑘′
)︃
· 𝑠 (3.27)
The first term does not depend on the magnetic moment and therefore yields no contribution
to the scattered intensity in the 𝜎𝜋′ and 𝜋𝜎′ channels. Additionally, its contribution in the
𝜋𝜋′ can be suppressed by the choice of the scattering geometry to fulfill 𝑘 ·𝑘′ = 0. The second
term contains the magnetic moment and, as a result, produces nonzero contributions to the
𝜎𝜋′ and 𝜋𝜎′ scattering. The polarization-dependent measurement of REXS intensity is thus an
important hint towards the origin of the observed reflection. Since this analysis presupposes
spherical symmetry, it should be noted that a low-symmetry environment of the scattering
ion will introduce additional polarization dependent terms and therefore require a much more
detailed analysis of the scattering length [75].
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3.5.1 REXS beamline: P09 at PETRAIII
The derivation of the REXS cross-section shows that the performance of REXS experiments in
its full potential requires an x-ray source of tunable photon energy as well as full control over
the polarization of incoming and detected synchrotron radiation. In the hard x-ray regime,
these requirements are met by the beamline P09 at PETRAIII, which is dedicated to reso-
nant and nonresonant scattering and diffraction experiments. (see e.g. [72, 76]). The used
Figure 3.6: Sketch of the P09 beamline optics. (taken from [72])
spectroscopy undulator provides x-ray photons of a broad energy spectrum, which is monochro-
matized by a set of high-heat load double-crystal monochromators (DCM). This provides x-ray
photons tunable in the energy range 2.7-24 keV covering most importantly the L-edges of 4d
and 5d elements, but also the 5f M-edges, the 4f L-edges, and the 3d K-edges. Subsequently,
the polarization of the x-ray photons can be controlled by a pair of diamond phase plates,
providing linearly polarized radiation of a variable angle 𝜂 (see Fig. 3.5). Finally, with the
optional use of Be compound refractive lenses (CRL), a focused beam size of HxV 15x15 𝜇m is
achieved. Depending on the specific requirements of the experiment, two experimental hutches
are available. EH1 is equipped with a six-circle goniometer and therefore provides access to
large areas of the reciprocal space. For more complex experimental environments EH2 provides
a heavy-load goniometer with four circles, which can be equipped with a 14 T cryomagnet or a
new high-pressure setup as introduced in chapter 5. The scattered radiation is detected either
by a 300K Pilatus area detector or by an APD point detector, which offers the possibility of
polarization-selective detection. This is achieved by an additional reflection on a polarization
analyzer. These analyzers are high-reflective single-crystals of a selected orientation, which
provide a Bragg-reflection close to 𝜃𝐵 = 90∘ within a specific energy range. Consequently,
the analyzer has to be selected depending on the used photon-energy. The rotation of the
analyzer 𝜂′ in combination with the rotation of the incoming polarization facilitates the full
polarization-dependent investigation of the scattered radiation [71] and therefore provides de-
tailed information on the investigated order parameter contained in Eq. 3.23.
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3.6 Resonant inelastic x-ray scattering (RIXS)
A detailed review of the method of RIXS can e.g. be found in [68].
Besides the elastic scattering, the evaluation of possible transitions resulting from the inter-
action with x-ray photons also includes processes for which ~𝜔𝑘 − ~𝜔𝑘′ = ~𝜔 ̸= 0, which
are subject of the inelastic scattering techniques. This can be illustrated by the example of
direct RIXS processes (see Fig. 3.7a): The absorption of an incoming photon ~𝜔𝑘 excites a
core-electron into the valence states creating an extremely unstable core-hole. The subsequent
de-excitation of a different valence electron into this hole results in the emission of a photon
~𝜔𝑘′ . The investigated system is therefore effectively left with an excitation within the valence
state of the energy ~𝜔𝑘 − ~𝜔𝑘′ = ~𝜔. The experimental method of RIXS is essentially based
on the energy-resolved measurement of resonantly scattered intensity as a function of ~𝜔𝑘′ ,
which allows the mapping of resonantly scattered intensity to the energy ~𝜔 = ~(𝜔𝑘 −𝜔𝑘′) ab-
sorbed by the investigated system. This RIXS intensity is described by the resonant scattering
amplitude (see Eq. 3.14):
𝐼(𝜔,𝑘,𝑘′, 𝜖, 𝜖′) =
∑︁
𝑓,𝑛
|ℱ𝑓𝑖(𝑘,𝑘′, 𝜖, 𝜖′, 𝜔𝑘)|2 𝛿 (𝐸𝑓 − 𝐸𝑖 − (~𝜔𝑘 − ~𝜔𝑘′)) (3.28)
with 𝑓𝑓𝑖 the matrix elements between initial |𝑖⟩ and excited state |𝑓⟩. The RIXS intensity
𝐼(𝜔) can thus be understood as a measure of the probability to create an excitation of the
energy ~𝜔 with the transferred momentum ~(𝑘′ − 𝑘) in the investigated system. The latter
dependency allows measuring the dispersion of excitations.
(a) (b)
Figure 3.7: a) Direct RIXS process; b) Overview of excitations accessible to RIXS (taken
from [68])
In comparison to non-resonant inelastic scattering techniques, RIXS exhibits the general ad-
vantage of resonant scattering techniques of element and orbital selectivity. Furthermore, the
two-step process of excitation/de-excitation, illustrated with the example of direct RIXS in
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Fig. 3.7a explicitly allows accessing excitations which effectively do not fulfill the dipole selec-
tion rule. Finally, the investigation of excitations with RIXS benefits from the large momentum
transfer provided in particular by hard x-rays in comparison to neutrons. The absolute value
of the momentum transfer is given in case of the photon by ~|𝑘| = ~𝜔
𝑐
. This results in a mo-
mentum transfer of ~|𝑘| ≈ 5.7 Å−1 in the energy range of Ir L3-edge (11215 eV), large enough
to cover several Brillouin-zones of average-sized unit cells.
An overview of the excitations which are usually subject to RIXS is illustrated in a schematic
RIXS-spectrum in Fig. 3.7b [68, 77].
∙ Magnons: The investigation of collective excitations of magnetic momenta and their
dispersive behaviour is of particular interest under the aspect of the exchange interaction
between neighbouring magnetic momenta. The comparison of the experimentally deter-
mined magnon dispersion to model Hamiltonians for the exchange interaction allows to
determine the strength and type (e.g. antiferromagnetic/ferromagnetic, Heisenberg/Is-
ing....) of the dominating terms.
∙ dd excitations: In transition metal oxides (TMO)s these include in particular excita-
tions across splittings originating in the crystal electric field and the ligand field (usually
in the range of several eV) and the spin-orbit coupling (below 1 eV). The observation of
these excitations therefore allows estimating the corresponding energy scales.
∙ Charge-transfer excitations: In TMOs these excitations originate from the transport
of an electron either from a ligand to the TM ion or directly between neighbouring TM
ions. The observation that these two processes are subjected to two different energy scales
initiated a classification of charge transport mechanism in 3d TM oxides by Zaanen-
Sawatzky-Allen (for a short overview see e.g. [78]). In charge-transfer insulators the
charge transport is dominated by the charge-transfer energy 𝛥 needed to transfer an
electron from a ligand to the TM ion (𝑝6𝑙𝑖𝑔𝑑𝑛 → 𝑝5𝑙𝑖𝑔𝑑𝑛−1). In the Mott-Hubbard insulator,
the dominating energy scale is the Coulomb interaction 𝑈 , which needs to be raised to
transport electrons between neighbouring TM ions (𝑑𝑛𝑑𝑛 → 𝑑𝑛−1𝑑𝑛+1).
Excitations of this kind are observable via RIXS due to the hybridization of TM d-states
with ligand p-states [77].
∙ Phonons: Since the quantized excitations of the lattice vibrations usually range in
energies well below 100 meV, the resolution of single phonon modes is far below the
resolution limit of common RIXS instruments. Still, there are several attempts to extract
their contribution to the RIXS spectrum, in particular in the field of cuprates [79],
intending to extract the momentum dependence of electron-phonon coupling.

4 Magnetic excitations in 5d4 iridates
In the first case study, spin-orbit excitations are investigated in Ba2YIrO6 and Sr2YIrO6 to
verify the expected electronic ground state and to clarify their influence on the magnetic prop-
erties of these compounds. This chapter is largly based on the article "Observation of heavy
spin-orbit excitons propagating in a nonmagnetic background: The case of (Ba,Sr)2YIrO6"
published in Phys. Rev. B, 97:064421, Feb 2018.
4.1 Iridate double perovskites
Figure 4.1: Ideal cubic double perovskite structure (Fm3̄m) of Ba2YIrO6. The blue (grey)
octahedra each contain one Ir (Y) ion surrounded by six O-ions (red). The green spheres
are Ba-ions.
In the investigation of magnetic interactions in TMOs recently, the double perovskites of the
type A2BB’O6 gained significant attention. This is mainly due to their characteristic struc-
ture featuring two intertwined face-centered cubic (fcc) lattices formed by 𝐵𝑂6 and 𝐵′𝑂6, as
depicted in Fig. 4.1. This structure type provides a system of particular interest since, on the
one hand, the fcc lattice structure itself is geometrically frustrated [80, 81]. On the other hand,
hybridization of the valence states of different magnetic species 𝐵 and 𝐵′ [82] may introduce
interesting magnetic interaction between the two intertwined lattices. In the particular case
of iridium-based double perovskites, it is relevant that the local symmetry of the (𝐵,𝐵′)𝑂6
building blocks is typically close to the perfectly cubic 𝑂ℎ symmetry and non-cubic distor-
tions of this symmetry are determined to be of similar or smaller magnitude compared to
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other prominent iridates (Sr2IrO4, Na2IrO3...) [81, 83]. Furthermore, the increased distance
between Ir-sites reduces direct interaction between 5d-states. Therefore, Ir4+ ions can be ex-
pected to form a localized 𝑗𝑒𝑓𝑓 = 1/2 ground state.
In a generalized perspective, the group of the double perovskites also provides a large versatility
given by several variable parameters. Two of these variations are of particular interest:
(I) Variations in the Ir-ion valence can easily be introduced by replacing the 𝐴 and 𝐵-ions
under relatively small distortions in the lattice structure, which equals a variation of the 5d
occupation [84]. (II) Replacing Ir by elements of the 4d (e.g. Ru, Rh) and 3d (e.g., Co, Fe)
group can be viewed as an effective tuning of the SOC parameter.
An outstanding role in this broad field of iridate double perovskites is played by compounds,
which realize an Ir-d4 configuration. As demonstrated in Section 2.2.2, these systems are
expected to realize a non-magnetic ground state of J=0. Good candidates for such a ground
state have been proposed with Ba2YIrO6 and Sr2YIrO6. However, the investigation of their
physical properties ignited a vivid debate about this assumption. The central subject of this
debate was the observation of experimental features, exemplary depicted in Fig. 4.2, which
have been interpreted as a magnetic transition in these compounds at very low temperatures
T< 1.3 K questioning the validity of the non-magnetic ground state.
Figure 4.2: Magnetization as a function of temperature under applied magnetic field
𝜇0H=1 T for x=0,1 and 𝜇0H=2 T for x=0.37 (taken from [85]).
At the time of the experimental study presented in this chapter, the following insights formed
the basic knowledge of these compounds:
Ba2YIrO6 realizes a double perovskite structure of perfect cubic symmetry (𝐹𝑚3̄𝑚 space
group), as depicted in Fig. 4.1. Consequently, the metallic ions Y3+ and Ir5+ with their ad-
jacent O2− ligands form a perfect 𝑂ℎ point group symmetry [86]. Therefore, this compound
provides the ideal conditions to realize a non-magnetic J=0 ground state. Measurements of
the zero-field cooling susceptibility identify a paramagnetic behaviour down to 0.4 K with an
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unusually large effective magnetic moment of 𝜇𝑒𝑓𝑓 ≈ 0.44𝜇𝐵 without any signature of magnetic
ordering[86].
Sr2YIrO6 instead is reported in a monoclinic crystal structure (P21/n), characterized by sig-
nificant distortions of the IrO6 octahedra (of ≈ 2% in Ir-O bond lengths) [87]. Consequently,
the macroscopic properties have been discussed in the context of this non-cubic distortions.
The magnetic susceptibility yields a paramagnetic moment of 𝜇𝑒𝑓𝑓 ≈ 0.91𝜇𝐵[85, 87]. Besides,
an anomaly is observed in the magnetic susceptibility and specific heat capacity at T ≈ 1.3 K.
The experimental observation of unexpected magnetic properties in Ba2YIrO6 and Sr2YIrO6,
therefore, raised the following fundamental questions:
1. Can the observed experimental features be understood as an effect of excitonic
magnetism? This exotic type of transition can, in principle, occur in systems with
a J=0 ground state driven by strongly dispersing and condensing J=1 excitations, as
demonstrated in Section 2.2.2.
2. Is the J=0 ground state a valid description? For the two compounds in question, two
influences have been discussed as crucial to this question:
∙ Non-cubic distortions of the crystal field: The dominant assumption in the deriva-
tion of the Ir d4 ground state is a cubic crystal field (10𝐷𝑞), which is significantly
larger than all the other contributions (𝐽𝐻 , 𝜆). Therefore, non-cubic distortions
may have a substantial effect on the ground state. In the extreme case where the
non-cubic distortion 𝛿 ≫ 𝜆, the strong spin-orbit coupled J=0 state is transformed
into a robust S=1 state with insignificant SOC [87].
∙ 5d itineracy: The consideration of itineracy effects due to the larger extend of 5d
orbitals can drive the ground state of an Ir d4 away from the idealized J=0 ground





states, which is dominant against the SOC and therefore
induces a breakdown of the J=0 ground state.
The role these two aspects play in the unexpected magnetic behaviour of Ba2YIrO6 and
Sr2YIrO6 can be clarified by a comprehensive investigation of the spin-orbit excitations via
RIXS. On the one hand, momentum-resolved RIXS measurements will directly elucidate the
dispersion of the J=1 and J=2 excitations. On the other hand, the comparison with model
calculations will yield a conclusive description of the electronic structure of Ir 𝑑4-ions, and an
estimation for the important energy scales can be achieved.
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4.2 Spin-orbit excitons: Dispersion and possible
condensation in fcc-systems
A thorough understanding of experimentally obtained RIXS data in general requires a compar-
ison with suitable model calculations. Consequently, accompanying the presented experiment,
a detailed theoretical investigation of the spin-orbit excitons and their dynamics in iridate
double perovskites [46] has been performed by collaborators at the Institute for Theoretical
Solid-State Physics 1. To this end, the bond-boson method has been adapted to a system of
𝑑4-ions on an fcc-lattice. As a new feature, this model also includes excitations into the J=2











































It contains 𝜖𝑡 and 𝜖𝑞 as on-site excitation energies into the J=1 and J=2 excited states. The
second part of the Hamiltonian contains every possible interaction on two neighbouring 𝑑4-ions
expressed in combinations of singlet, triplet, and quintet creation (𝑠†, 𝑡†𝛼, 𝑞†𝜇) and annihilation
(𝑠, 𝑡𝛼, 𝑞𝜇) operators. As a result, the dispersive behaviour of both triplet and quintet ex-
citations could be extracted as a function of the hopping parameter 𝑡 2 and the Coulomb
interaction 𝑈 as shown in Fig. 4.3a. In the illustration, it can also be seen that the dispersion
of these excitations is accompanied by an abolishing of the threefold/fivefold degeneracy due
to different interaction parameters for states of particular symmetry. Thereby the J=1 triplet
decays into states of p-like symmetry (𝑡𝑥, 𝑡𝑦, 𝑡𝑧) and the J=2 quintet into states of d-like sym-
metry (𝑞𝑥𝑦, 𝑞𝑦𝑧, 𝑞𝑧𝑥, 𝑞𝜑, 𝑞𝜑+𝜋) 3.
A fundamentally new result of this study is that quintet excitations, although higher in energy,
may play an important role in potential magnetic phase transitions. This becomes clear in
the specific case of an fcc lattice. In this lattice geometry, quintet excitations are predicted
to condense even before the lower energy triplet excitations in a particular range of 𝑈 and
1Leibniz Institute for Solid State and Materials Research Dresden
2In this case, 𝑡 describes the superexchange of electrons between two Ir-sites via two oxygen sites, which is
expressed as −𝑉 2𝑝𝑑𝜋(𝑉 2𝑝𝑝𝜋 − 𝑉 2𝑝𝑝𝜎)/𝛥2 containing the bond strengths 𝑉 and the charge-transfer energy 𝛥.
Details can be found in [46].
3For details see App. D.
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𝑡 (see Fig. 4.3a). This would result in a magnetic quadrupole order. Concerning the pos-
sible condensation of excitons and the corresponding magnetic transition, critical values for
the parameters 𝑈, 𝑡 have been determined to create phase diagrams containing the resulting
magnetically ordered phases. The potential emergence of new magnetic phases, particularly
a quadrupolar magnetic order gives another strong motivation for a detailed investigation of
the associated excitations.
(a) (b)
Figure 4.3: a) Dispersions of the triplet and quintet excitations with 𝑈, 𝑡 selected close
to a quintet condensation. b) Magnetic phase diagram: The condensation of triplet (quin-
tet) excitons beyond a critical hopping 𝑡𝑐1 (𝑡𝑐2) give rise to a transition from Van-Vleck
paramagnetic phase (VPM) to a magnetic dipolar order (magnetic quadrupolar order). The
transition into a MQO might be covered by an advancing gap closing beyond 𝑡𝑐3 (taken from
[46])
In the concrete discussion of potential magnetic transitions related to exciton condensation,
the influence of electron-hole excitations, which has been set aside in the spectrum of possible
excitation processes so far, has to be retaken into account. While a substantial increase of the
hopping parameter at small Coulomb repulsion enhances the dispersion of triplet and quintet
excitation, the dispersion of electron-hole excitations, which do not conserve the electronic
configuration 𝑑4 - 𝑑4, enhance to the same extend. This is equivalent to the closing of a charge
gap, which might cover the condensation of spin-orbit excitons and instead will result in an
insulator-metal transition.
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4.3 Spin-orbit excitations in (Ba, Sr)2YIrO6
For the proposed investigation of spin-orbit excitons, resonant inelastic x-ray scattering (RIXS)
poses the ideal experimental technique. On the one hand, the element- and orbital-selectivity
of this technique will select excitations exclusively within the Ir 5d states. On the other hand,
the small size of the available single crystals is disadvantageous for neutron inelastic scattering
experiments.
4.3.1 RIXS beamline: ID20 at ESRF
In general, the performance of a RIXS experiment places very specific requirements on the ex-
perimental setup. On the part of the beamline optics, the x-ray source has to provide photons
with high brilliance and small beam focus tunable in their energy. The RIXS spectrometer
itself has to provide a high momentum resolution and an energy-resolved detection of the
scattered radiation with high resolution. These requirements are fulfilled, for example, in the
energy range of the Ir L3 edge (11.217 keV) by the endstation of ID20 at ESRF, which is used
for the present work. In the high-resolution setup for this energy range, the optics of ID20
provide monochromatic x-ray photons with a bandwidth of 𝛥𝐸 ≈ 15 meV and spot size on
the sample of 8x16 𝜇m (VxH).
Within the RIXS spectrometer at ID20 (described in detail in [90]), the sample is mounted on
a four circle diffractometer that allows adjusting the sample orientation and determines the
scattering geometry. This is particularly relevant since a movement of the scattering geometry
is equivalent to movements of the scattering vector ?⃗? in the reciprocal space. This allows
the variation of the momentum transfer under which the RIXS experiment is performed. The
momentum transfer is then defined as the difference vector between ?⃗? and the closest Bragg-
peak, which is equivalent to the Brillouin-zone center.
Subsequently, the scattered radiation is collected by a 100 mm spherical diced Si(8 4 4) ana-
lyzer and focused on a 2D pixelated Medipix2 detector. This arrangement of sample, analyzer,
and detector operates on a Rowland circle of 2 m, which matches the curvature of the analyzer.
The spherical diced analyzers, compared to spherically bent analyzers, are assembled by many
small, perfectly single-crystalline dices, which approximate a spherically curved surface. Due
to the spatial extent of these dices, the reflection of scattered radiation on every single crystal
covers a range of varying Bragg-angles 𝜃𝐵, and radiation of different energy corresponding
to 𝜃𝐵 is separated in angular space. Complying the Rowland condition, radiation, which is
scattered on the analyzer under the same angle 𝜃𝐵, is focused on the same position on the 2D
detector. As a result, the dispersion introduced by each of the single crystal dices is mapped
onto the 2D detector, which yields a well-defined relationship between position on the detector
and energy of the collected photons. This setup yields an overall energy resolution of ≈ 25 meV










Figure 4.4: a) Endstation of ID20 at ESRF (taken from [89]); b) RIXS spectrometer
(adapted from [68])
at the Ir L3-edge as broken down in detail in [90]. The momentum resolution of this setup is
determined by the angular acceptance of the spherical diced analyser and can be improved by
reducing its active area.
For the presented experimental results, cube-shaped high-quality single crystals of Ba2YIrO6
[86] approximately 300 𝜇m in size with a shiny surface have been mounted with the (1 0 0)
as a normal direction. To suppress the elastic scattering background, the measurements have
been performed using 𝜋 polarized photons in a horizontal scattering geometry with 2𝜃 ≃ 90∘
(following Eq. 3.26). Since Ba2YIrO6 as a perfectly cubic double perovskite qualifies as a pro-
totypical J=0 system, in the following, a comprehensive RIXS study in Ba2YIrO6 is presented.
For selected aspects, comparative measurements in Sr2YIrO6 [91] will be consulted.
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4.3.2 Experimental Results
An overview of all observable excitations in Ba2YIrO6 is shown in Fig. 4.5, which was gen-
erated by low resolution (≈ 130 meV) RIXS measurements over a wide energy range as a
function of the incoming photon energy. This map exhibits four main features. With increas-
ing energy loss, the RIXS spectra contain (I) intra 𝑡2𝑔 (≈ 0.5 eV), (II) 𝑡2𝑔 to 𝑒𝑔 (≈ 4 eV),
and (III, IV) charge-transfer excitations (≥ 6 eV). These excitations can be distinguished by
their resonance behaviour. They split into intra 𝑡2𝑔 resonating at ≈ 11.218 keV and 𝑡2𝑔 → 𝑒𝑔
resonating at ≈ 11.222 keV. This difference of roughly 𝛥𝑂ℎ (cf. Fig. 2.1) is explained by the
fact that latter excitation processes involve an electron transfer from 𝑡2𝑔 to 𝑒𝑔. As a result,
the incoming photon energy has been fixed to 11.218 keV for the following study of triplet and
quintet excitations in Ba2YIrO6 and Sr2YIrO6.
Figure 4.5: RIXS spectra of Ba2YIrO6 at 𝑄=(10 0 0) over a wide range in energy loss in
dependence of the incoming photon energy.
To resolve the fine structure of the intra 𝑡2𝑔 excitations, the following RIXS measurements have
been performed in a high-resolution setting that provides an energy resolution of ≈ 25 meV
in the scattered radiation. A representative spectrum measured in Ba2YIrO6 at the 𝛤 -point
is shown in Fig. 4.6 as a function of the energy loss ~𝛺 = 𝐸𝑖 − 𝐸𝑓 . Two strong features
at ~𝛺1 ≈ 370 meV and ~𝛺2 ≈ 650 meV dominate this spectrum, which can be assigned to
excitations into states of J=1 and J=2 by comparison to the results of quantum-chemistry cal-
culation (see Tab. 4.1). Besides, another weaker peak is observed at ~𝛺3 ≈ 1200 meV, whose
origin cannot directly be determined since none of the excitation energies in the model calcu-
lations coincide with this experimental value. A comparative RIXS measurement performed
in Sr2YIrO6 (shown in the inset of Fig. 4.6) reveals only small deviations in the excitation en-
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ergies of the spin-orbit excitons and, therefore, a very similar ground state for this compound.
Notably, the triplet or quintet excitations exhibit no significant splitting within the resolution
of the experiment, as it would have been expected under significant influence of non-cubic
distortions [92].
Figure 4.6: RIXS spectrum of Ba2YIrO6 at 𝑄=(10 0 0), obtained with 𝐸𝑖 = 11.218 keV
at room temperature.
𝑡42𝑔 terms MRCI+SOC effective model Ba2YIrO6 Sr2YIrO6
3𝑇1𝑔 0.00 0.00 (𝐽=0) 0.00 0.00
0.37 0.371 (𝐽=1) 0.371 ± 0.003 0.380 ± 0.003
0.70 0.651 (𝐽=2) 0.651 ± 0.003 0.654 ± 0.003
1𝑇2𝑔,1𝐸𝑔 1.71, 1.79 1.419 (𝐽=2) <1.2 <1.2
1𝐴1𝑔 3.09 2.463 (𝐽=0) — —
Table 4.1: Low-energy Ir5+ 5𝑑4 multiplet structure in Ba2YIrO6, as obtained by ab ini-
tio multireference configuration interaction (MRCI+SOC) calculations for Ir5+ 𝑡2𝑔-states
only (provided by Vamshi M. Katukuri), effective model as described in Section 2.2.2 with
𝜆=0.43 eV, 𝐽𝐻=0.41 eV, and experiment. The RIXS values are the fitted peak positions in
Fig. 4.6.
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(a)
(b)
Figure 4.7: a) False-color plot of the triplet and quintet dispersions extracted from RIXS
together with the calculated dispersions for 𝑡 = -0.1, 𝑈= 2, 𝐽𝐻=0.4, and 𝜆=0.43 eV (white
lines) provided by Beom Hyun Kim; b) RIXS spectra at high symmetry points of the fcc
Brillouin zone
Subsequently, the dispersive behaviour of triplet and quintet excitations on an fcc lattice has
been investigated by collecting high-resolution RIXS measurements on Ba2YIrO6 as a function
of the momentum transfer ?⃗?. Using the symmetry properties of the Fm3̄m space group, all the
characteristic features of the dispersion are covered by measurements at the high-symmetry
points in the Brillouin-zone and momentum transfers on their connecting paths. The results
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are presented in the form of a color plot in Fig. 4.7a focussing on the features attributed to
triplet and quintet excitations earlier. Besides a strong contribution from elastic scattering
centered at the 𝛤 -point, the map shows the triplet (J=1) and the quintet (J=2) excitations
as well-separated features within the entire Brillouin-zone. The quintet excitations exhibit
an apparent splitting into two main branches with increasing momentum transfer along the
reciprocal (1 0 0) direction. This observation is consistent with the calculated dispersion in
which the five branches, in consideration of the experimental resolution, split into two sub-
groups separated by a visible splitting (see Fig. 4.3a). Still, the maximum splitting of the main
branches at the 𝑋-point (see Fig. 4.7b) is ≈ 60 meV and therefore relatively small compared
to the resolution in the energy loss. Thus, the fine structure splitting into five lines cannot
be fully resolved. A similar effect is observed for the triplet excitations in which the expected
splitting of the branches is even smaller. As a consequence, it is covered by an increase in the
broadening of the peak from 25 meV at 𝛤 to 35 meV at 𝑋.
(a) (b)
Figure 4.8: a) RIXS spectra at symmetry equivalent momentum transfers 𝑋. b) Due to
the incoming 𝜋-polarization of the x-ray photons, the features 𝐵2 vanishes at momentum
transfers 𝑋3 and 𝑋4.
In addition to the dispersion of the spin-orbit excitons, our experimental data discover an
interesting effect in the RIXS intensity. This effect can be illustrated in the comparison
of RIXS spectra depicted in Fig. 4.8, focusing on the quintet excitations. Although these
spectra have been measured under momentum transfers, which are symmetrically equivalent
in the perfect cubic symmetry of the Brillouin-zone, our measurements reveal a systematic
annihilation of the contribution 𝐵2 of the RIXS intensity. From the experimental perspective,
this effect is observed systematically for momentum transfers perpendicular to the scattering
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plane. Therefore, it is obvious to suspect that these contributions are sensitive to the fixed
in-plane 𝜋-polarization of the incoming x-ray photons.
This particular observation correlates with the symmetric properties of the individual quintet
states. In general, their description exhibits a d-type symmetry but includes two states,
whose symmetry depends on the direction of the momentum transfer. Precisely one of these
contributes to 𝐵2 and writes as follows:
𝑋(1) (1 0 0) : 𝑞†𝜑+𝜋 = 𝑞
†
𝑥2
𝑋(2) (0 1 0) : 𝑞†𝜑+𝜋 = 𝑞
†
𝑦2
𝑋(3) (0 0 1) : 𝑞†𝜑+𝜋 = 𝑞
†
𝑧2
In that context, our experiment shows that this contribution to 𝐵2 is observed for 𝑞†𝜑+𝜋 = 𝑞
†
𝑥2
and 𝑞†𝑦2 , but is annihilated for 𝑞
†
𝑧2 . This observation can be made plausible by assuming that
the incoming 𝜋-polarization selects intermediate states |𝑛⟩ of specific symmetry (with mainly
x-y components) in the excitation process described in the dipole approximation by ⟨𝑛|𝜖 ·𝑟|𝑖⟩.





is indirectly influenced by this selection. This observation demonstrates that the specific sym-
metry properties are, in principle, accessible via polarization-dependent RIXS measurements.
However, a full understanding of this effect requires a comprehensive symmetry analysis of the
contributions to the RIXS matrix elements and the resulting polarization dependence.
4.4 Conclusion
In conclusion, the presented RIXS investigation of spin-orbit excitations in Ba2YIrO6 and
Sr2YIrO6 confirms the predictions of model calculations of these excitations on an fcc-lattice.
The experimental investigation of the excitations into a triplet (J=1) and quintet (J=2) at
zero momentum transfer found very sharp features with a broadening mainly determined by
the resolution of the RIXS instrument. The excitation energies have been determined to
𝐸𝐽=1 ≈ 371 (380) meV and 𝐸𝐽=2 ≈ 651 (654) meV for Ba2YIrO6 (Sr2YIrO6) and are therefore
close (𝛥𝐸 ≤ 50meV) to the theoretical values predicted by quantum-chemistry calculations
(cf. Tab. 4.1). In addition, theoretical predictions expect that the influence of non-cubic
distortions is reflected in a splitting of the J=1 and J=2 excitation at zero momentum transfer
[92]. In the presented data, no such splitting is observed in Sr2YIrO6 within the experimental
resolution, therefore, noncubic distortions are of minor influence on the properties of Sr2YIrO6.
As a result, the presented experimental data confirm the picture of a non-magnetic J=0 ground
state for both compounds.
Moreover, the dynamics of these excitations has been investigated in Ba2YIrO6 via momentum
dependent RIXS measurements covering the high-symmetry directions in the fcc Brillouin-
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zone. These data show that in Ba2YIrO6 the magnetic excitations remain fully gapped with a
weak dispersive behaviour, which excludes any influence of excitonic magnetism on its magnetic
properties. In conclusion the presented experimental data provided a significant contribution
to the debate on the origin of unexpected magnetic behaviour of these two compounds, exclud-
ing influences from deviations in the J=0 ground state and excitonic magnetism. Supporting
the here presented conclusion, subsequent investigations identified the origin of the observed




Furthermore, the comparison of experimentally determined energy scales to model calcula-
tions, exemplary performed for Ba2YIrO6, allows to extract an estimation for the microscopic
parameters, which determine the electronic structure. Employing a strongly simplified model
of an isolated Ir5+ ion the experimentally observed excitation energies 𝐸𝐽=1, 𝐸𝐽=2 can be re-
produced by a spin-orbit coupling 𝜆 ≈ 0.43 eV and Hund coupling 𝐽𝐻 ≈ 0.4 eV (see Fig. 2.4),
which yields a rough estimation for these energy scales. By means of an advanced theoretical
analysis, the measured dispersion of triplet and quintet excitations could be reproduced by
modeling of triplet and quintet boson hopping extending the parameter set by an effective
hopping parameter t and the Coulomb interaction U. Finally, good agreement with all the
experimental data (see Fig. 4.7a) could be achieved with the following set of parameters:
𝑡 = -0.1 eV, 𝑈= 2 eV, 𝐽𝐻=0.4 eV, and 𝜆=0.43 eV
The small influence of hopping found in our experimental results supports the theoretical
predictions given in [92], which expected a bandwidth of the triplet excitations being a magni-
tude smaller than the excitation energy. Altogether the presented study results in a conclusive
theoretical description of these compounds as localized strongly spin-orbit coupled systems
with an Ir 𝑑4 configuration in a J=0 ground state exchanging excitons with J=1 and J=2.
Concerning the question, if these systems can be driven towards an excitonic transition, it is
to mention that a dominant dispersion of quintet modes is observed for a hopping parameter
of ≈ -0.4 eV. Therefore, it seems unrealistic to achieve the required increase in the hopping
by application of hydrostatic pressure due to the small compressibility expected for a densely
packed fcc lattice. However, a thorough evaluation of this possibility requires extended theoret-
ical analysis, since 𝑡 is a compound quantity including several influential parameters. Besides
that, it might be more promising to investigate the influence of the 𝐵′ metallic ions. This
can be motivated by recent investigations, which indicate, that a variation of these sites, in
particular, due to their different valence occupation, has a significant impact on the relative
strength on different exchange paths [95].

5 Magnetism in 5d5 iridates under
pressure
As a big part of my work, I have accompanied the planning and development of a new experi-
mental setup with the aim to enable resonant elastic x-ray scattering (REXS) experiments as a
function of pressure. The following chapter will therefore focus on the development and com-
missioning of this new high-pressure setup at P09 (PETRAIII, DESY). Much of the progress
presented here would not be possible without the dedicated beamline staff, namely Jennifer
Sears, Pablo J. Bereciartua Perez, David Reuther, and Sonia Francoual. For this, I am very
grateful.
In the systematic investigation of ordering phenomena in correlated electron systems studying
the influence of external parameters on physical properties plays a central role. Besides the
utilization of external electromagnetic fields and doping, the application of hydrostatic pressure
is of particular significance since it avoids the influence of chemical impurities and intentional
breaking of the crystal structure symmetry. In the following chapter, a new experimental setup
will be introduced, which facilitates the investigation of ordering phenomena as a function of
hydrostatic pressure using the method of resonant elastic x-ray scattering.
5.1 Motivation: Role of hydrostatic pressure in 5d
transition metal oxides
In the physics of correlated electron systems, the influence of external parameters is of partic-
ular interest in the following two contexts: I) The suppression of a finite ordering temperature
to 0 K is investigated with the expectation of quantum critical behaviour in which quantum
fluctuations rather than thermal fluctuations drive phase transitions [96]. Besides the fun-
damental interest in the description of quantum critical states, quantum critical points are
often discussed in relation to unconventional superconducting phases. II) Within the stability
region of ordering parameters, the formation of specific ordering phenomena can result from a
complex competition of different types of interaction. Tuning these interactions via external
influences can therefore stabilize new ground states or drive transitions, which enable clarifying
the relevant interactions at work.
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With respect to tuning magnetic properties via manipulating the crystal structure, the 4d5
and 5d5 systems are of particular interest. In these systems, strong spin-orbit coupling can
stabilize a local 𝑗𝑒𝑓𝑓 = 1/2 state that is very susceptible to modifications of the lattice structure.
This is in particular due to the strong anisotropic magnetic interactions predicted for this
ground state, as well as the strong coupling of the magnetic momenta to the lattice structure
[29]. These properties, combined with the fact that the 𝑗𝑒𝑓𝑓 = 1/2 ground state result from
a fragile interplay of correlation, itineracy, and spin-orbit coupling, support the expectation
that these systems may be highly susceptible to external pressure. Via structural distortions,
the application of pressure can couple in principle to the following microscopic parameters:
∙ Magnetic interactions: Depending on the bond geometry the magnetic interaction
between 𝑗𝑒𝑓𝑓 = 1/2 momenta on neighbouring sites can be a complex superposition of su-
perexchange (nearest neighbour, next-nearest neighbour...) [97] and even direct exchange
interaction. Consequently, slight changes in the bonding geometry are expected to af-
fect the relative strength of different contributions and therefore the stabilized magnetic
order.
∙ Non-cubic distortions: The consideration of deviations from the perfect cubic CEF is
directly reflected in the wave function of the 𝑗𝑒𝑓𝑓 = 1/2 state. This can be understood as a
shift in the proportion between 𝑑𝑥𝑦, 𝑑𝑦𝑧 and 𝑑𝑧𝑥 [29, 33] 1 or as mixing between 𝑗𝑒𝑓𝑓 = 12 ,
3
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states [99] in this wave function, which can drive transitions between different types of
magnetic ordering.
∙ 5d Itineracy: The application of pressure is also expected to increase the direct d-d
interaction between neighbouring magnetic sites in particular for the large extension of
4d and 5d states. Changes in this parameter can drive either the formation of a non-
magnetic singlet state accompanied by the dimerization of magnetic sites [35, 36, 37, 38]
or an insulator-metal transition [9, 10, 100].
In particular the latter two influences are critical to the stability of the 𝑗𝑒𝑓𝑓 = 1/2 magnetic
ground state. With the prospect of tunability of these parameters, promising candidates for
an investigation of magnetic order as a function of pressure can be found in two particular
lattice geometries.
Most prominently, the honeycomb geometry has attracted a lot of attention. This structure
consists of a layered hexagonal lattice structure formed by edge-sharing IrO6 octahedra. Due
to the 90∘ Ir-O-Ir bonding angle, the isotropic Heisenberg interaction is suppressed, and the
anisotropic interaction may dominate. Strong anisotropic interactions on a hexagonal lattice
are expected to enhance frustration resulting in novel quantum spin liquid (QSL) phases, as
1a detailed derivation can be found in [98].
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predicted in the famous Kitaev model.
In contrast to these theoretical predictions, all experimental realizations of this lattice struc-
ture e.g. Na2IrO3 [101], 𝛼-Li2IrO3 [102], and 𝛼-RuCl3 [103] show long-range magnetic order,
which indicates critical deviations to this model. Nevertheless, some traces of the influence
of the characteristic anisotropic Kitaev interaction can be observed experimentally. These
traces can be found, for example, in the magnetic diffuse scattering [104] or the observation
of unconventional spin spiral order in 𝛼-Li2IrO3 [102]. Moreover, theoretical studies indicate
that lattice distortions in these systems can promote the influence of anisotropic interactions
[105]. Consequently, the application of hydrostatic pressure can be considered a valuable tool
to either investigate the resulting complex magnetic phase diagrams [106, 107] or even drive
these systems closer to a potential QSL phase. A first pioneering work on the closely related
hyperhoneycomb compound 𝛼-Li2IrO3 is presented by Breznay et al. [108], observing changes
in the spin spiral order and its suppression as a function of pressure.
Similarly, frustration and the possible formation of QSL phases are discussed on square
lattices, in this case resulting from second and third nearest-neighbour interactions rather
than anisotropic interactions [109, 110]. These states gained particular interest since a con-
nection between QSL states and superconductivity has been proposed [111]. One of the most
famous representatives in the group of 5d TMOs is Sr2IrO4. However, despite striking similar-
ities to the parent compound of high-temperature superconductors La2CuO4, no experimental
evidence of superconductivity has yet been found in Sr2IrO4-based systems [112]. In these sys-
tems, hydrostatic pressure is expected to be influential on the relative magnitude of intra-layer
interactions, but will also enhance the influence of intra-layer interactions [113] and anisotropic
coupling terms [29].
The complexity of developing a new experimental setup and the resulting requirements for
the samples call for a suitable test system to investigate the potential of such experiments.
With the particular focus on strongly spin-orbit coupled TMOs, Sr2IrO4 can be considered
an ideal prototypical system. On the one hand, this is due to the first confirmation of a
spin-orbit assisted Mott-insulating state in Sr2IrO4. On the other hand, first clear indications
for a 𝑗𝑒𝑓𝑓 = 1/2 magnetic ground state have been observed in Sr2IrO4. Most importantly,
this compound is investigated extensively via REXS and as a function of hydrostatic pressure
separately. Consequently, the magnetic order in this compound is well-known and exhibits an
accessible ordering temperature, which avoids complications in the handling of high-pressure
equipment at very low temperatures. Besides, single-crystal samples of the required quality
are available [114]. Furthermore, the magnetic ground state in this compound is found robust
against structural distortions [115], but also against hydrostatic pressure up to 17 GPa [99],
which is the essential prerequisite of a REXS study as a function of pressure.
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5.1.1 Structure and magnetic order in Sr2IrO4
Macroscopically Sr2IrO4 is characterized by its insulating behaviour at all temperatures [116,
117, 118] and by a weak ferromagnetic transition below 240 K [119]. Both properties show a
strong anisotropy, which reflects the layered crystal structure. The crystal structure of Sr2IrO4
consists of corner-sharing IrO6 featuring a characteristic staggered rotation of the IrO6 octa-
hedra (𝜌 ≈ 11.8∘) as depicted in Fig. 5.1a. These rotations break the high symmetry of
the K2NiF4 crystal structure (𝐼41/𝑚𝑚𝑚), as realized by its relative compound Ba2IrO4 [120],
generating an increased unit cell of 𝑎 = 𝑏 = 5.48 Å and 𝑐 = 25.8 Å. The full structure is
commonly reported in a tetragonal symmetry 𝐼41/𝑎𝑐𝑑 [121] 2.
Figure 5.1: Structure and noncollinear AFM ordering in Sr2IrO4 (taken from [113])
As observed via neutron and resonant elastic x-ray scattering (REXS) [32, 116, 123], magnetic
ordering emerges in Sr2IrO4 below 𝑇𝑁 ≈ 230 K and is characterized by magnetic reflections at
structurally forbidden positions of the type (0 1 4n+2) and (1 0 4n). A detailed investigation
of these reflections indicates a basal in-plane antiferromagnetic (AFM) order, as depicted in
Fig. 5.1c formed by 𝑗𝑒𝑓𝑓 = 1/2 momenta with a propagation vector (1,1,1). Porras et al. [113]
pointed out that this type of ordering breaks the 41 screw-axis symmetry of the crystal struc-
ture, therefore in principle, four magnetic domains are possible related to each other by a 41
transformation. Only two types of these domains can be distinguished by the position of the
magnetic reflections. Consequently, in the labeling of Fig. 5.1c Domain 1 is characterized by
reflections of the type (1 0 4n+2) and (0 1 4n) and Domain 2 by (0 1 4n+2) and (1 0 4n).
2Although selected studies indicate a lower symmetry [122, 123]
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In addition, the magnetic momenta involved exhibit a canting of 𝜑 ≈ 12.2∘ as depicted in
Fig. 5.1c. This canting results in a weak net ferromagnetic moment (FM) within each layer,
which explains the macroscopically observed weak ferromagnetism. Due to the alternating
order of the ferromagnetic (FM) momenta along the ?⃗? axis, the canting of the AFM order can
be observed by additional magnetic scattering at (0 0 2n+1) positions. The structure factor
of the different magnetic reflections can be derived easily by considering eight Ir-sites per unit













∼ cos(𝜑)2 for 𝑄 = (1 0 4n)
∼ cos(𝜑)2 for 𝑄 = (0 1 4n+2)
∼ sin(𝜑)2 for 𝑄 = (0 0 2n+1)
(5.1)
The explicit dependency of the structure factors on the tilting angle of the magnetic momenta
𝜑 allows for an estimation from the relative intensities 𝐼(1 0 4n)
𝐼(0 0 2n+1)
or 𝐼(0 1 4n+2)
𝐼(0 0 2n+1)
[32].
Having established Sr2IrO4 as a specific manifestation of the layered perovskite structure ulti-
mately presents an interesting scientific case, since this structure incorporates several features,
which are expectedly susceptible to external pressure:
∙ The tilted perovskite structure is on the microscopic level realized by two corner-sharing
octahedra with a Ir-O-Ir bonding angle of 157∘. In this case, anisotropic interactions
arise in the form of Dzyaloshinski-Morija interactions from tetragonal distortions and
the canted bonding structure [29], which are therefore sensitive to the application of
external pressure. Due to these anisotropic interactions, the pseudospin orientation is
coupled to structural change with the potential to a spin-flop transition.
∙ Magnetic interactions in Sr2IrO4 also include long-range contributions for example sec-
ond and third nearest neighbour interaction [97, 124], whose relative strength might be
influenced external pressure.
∙ On a larger scale, the consideration of interlayer couplings affects the staggering of the
canted in-plane AFM ordering between the layers. The application of pressure is expected
to affect the relative strength of in-plane and interlayer coupling and may allow the
systematic investigation of their influence [113, 125].
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5.1.2 high-pressure REXS study in Sr2IrO4
First indications that the investigation of magnetism in Sr2IrO4 under pressure presents an
interesting scientific case have been demonstrated in a comprehensive high-pressure study
performed simultaneously by Haskel et al. [110] independently of our efforts. This study
shows, based on x-ray magnetic circular dichroism (XMCD), that the magnetic ground state
in Sr2IrO4 remains stable up to p ≈ 19 GPa (see Fig. 5.2a). The subsequent transition ex-
hibits a second-order character, which is reminiscent of a behaviour close to a quantum critical
point. However, within this region, a sequence of transitions in the magnetic ordering can be
identified via REXS, as illustrated in Fig. 5.2b. Firstly, this sequence includes a transition
between the noncollinear AFM order observed under ambient conditions towards a modified
AFM order at p ≈ 7 GPa. The new ordering leaves the intra-layer arrangement of momenta
unchanged, but the inter-layer arrangement of the net FM momenta becomes aligned. This
kind of change in the magnetic order indicates therefore an essential role of inter-layer ex-
change interactions. The second transition is characterized by a significant drop in the REXS
intensity, which is not reflected in the XMCD. This transition and the subsequent destruction
of magnetic order beyond 19 GPa exhibit hints of frustration and is therefore interpreted as
a strongly frustrated state resulting from pressure-induced modifications of the intra-planar
magnetic exchange.
(a) (b)
Figure 5.2: p-T phase diagram based on a) XMCD and b) REXS. AFM1 indicates the
magnetic structure under ambient conditions (cf. Fig. 5.1), AFM2 refers to a modification
with all the FM momenta aligned. (taken from [110])
The surprisingly complex sequence of magnetic transitions observed in Sr2IrO4 and, in partic-
ular, the potential creation of a strongly frustrated phase under pressure strongly motivates
further detailed investigations in this compound.
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5.2 High pressure setup - General concepts
The experimental realization of high-pressure REXS experiments to investigate the previously
described relationships between microscopic parameter and ordering phenomena requires the
development of a customized experimental setup. This setup has to combine a system for a
controlled pressure application with a low-temperature sample environment. In the following
the required functionalities such a design has to include and their operation principle will be
briefly described.
As is customary for x-ray based techniques, the application of hydrostatic pressure is facili-
tated in a membrane-driven diamond anvil cell (DAC). The working principle of such a
DAC is illustrated in a schematic sketch see Fig. 5.3a. The centerpiece is a pair of diamonds
in the shape of a 16-sides frustum of a pyramid with the largest diameter of 2.5 mm. Via
pressurizing He in a metallic membrane, as depicted in Fig. 5.3b, a force can be applied to the
piston, which includes the diamond anvil. The pressure transferred to the sample chamber by
the smaller culet is then enhanced due to the significantly reduced surface area of the culet
compared to the contact surface of the membrane. These diamonds anvils exist in a large
variety of culet sizes from 200 𝜇m (p<100 GPa) up to 1000 𝜇m (p<5 GPa) and are selected








Figure 5.3: a) Scheme of a diamond anvil cell (DAC) (adapted from [126]): The sample
and the pressure calibrant (ruby spheres or Au foil) are loaded into a drilled metallic gasket
together with a pressure medium. b) Photograph of a EasyLab DAC. The pressure inside
the DAC is increased by applying a force to the diamond culets via a metallic membrane.
The inside of the DAC is accessed optically or by x-rays through the transparent diamond
culets.
The resulting pressure is transferred to a drilled metallic gasket separating the two culets.
The gasket hole forms the sample chamber in which sample and pressure calibrants are loaded
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together with a pressure-transmitting medium. Under the application of pressure, the gas-
ket is deformed and the hole shrinks transferring, in the ideal case, isotropic pressure via
the pressure medium to the sample. Suitable pressure media are either liquids (silicone oil,
methanol-ethanol 4:1), which can be loaded under little technical expense but introduce non-
hydrostatic effects under solidification. Pressurized gases like Ar, Ne, and He exhibit reduced
non-hydrostatic effects at higher pressure [127] but require a designated technical environment
for the loading procedure. The deformation behaviour of the metallic gasket depends on its
thickness and the hole diameter compared to the culet diameter [128]. To achieve the required
deformation regime, the relative magnitude of these dimensions must be selected to the es-
timated values of 𝑑ℎ𝑜𝑙𝑒 < 1/2 𝑑𝑐𝑢𝑙𝑒𝑡 and 𝑡 ≈ 1/3 𝑑ℎ𝑜𝑙𝑒. These gasket dimensions are achieved
by preindentation to the required thickness 𝑡 and subsequent electric discharge drilling with
a wolfram carbide wire of the diameter 𝑑ℎ𝑜𝑙𝑒. Widely used gasket materials are stainless steel
and rhenium. The latter exhibits a higher stiffness and is therefore commonly used in the
high-pressure regime.
The monitoring of the pressure generated inside the sample chamber of a DAC can be
performed using two different methods. The first method utilizes the well-investigated equation
of state in cubic materials like Au, Ag, and Cu [129]. For this purpose, a small piece of the
selected calibrant is placed close to the sample. Measuring the x-ray powder diffraction of the
calibrant allows extracting the volume of its cubic unit cell as a function of pressure and the
comparison to calibrated 𝑉 (𝑝) dependencies allows for an estimation of the pressure. These
measurements can be performed with the x-ray photons of the synchrotron and therefore
require no further technical equipment.
A second method utilizes the laser-induced fluorescence lines of Cr3+-impurities in Al2O3
(referred to as rubies). The energy levels of a Cr3+-ion 3 include sharp fluorescence lines 𝑅1,2
with a 694.25 and 692.86 nm wavelength under ambient conditions. Under increasing pressure,
the position of the 𝑅1,2 lines exhibits a shift towards higher wavelengths and can therefore be
used to calibrate the pressure inside a DAC. An analytical expression for this relationship can
be achieved by several different approaches, depending on the temperature and pressure range,
most notably on the comparative calibrant. An overview is given e.g. by K. Syassen [130].











with the 𝑅1,2 fluorescence wavelength under ambient pressure and calibration parameters
𝐴0, 𝐵. Alternative approaches for the low-temperature regime presented in [131], yield a
deviation of < 3% in the investigated pressure range.
3a detailed description can be found in [130] and references therein
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The fluorescence measurements are performed using a dedicated ruby spectrometer. It
includes a laser diode to induce the ruby fluorescence, which is subsequently detected by a
monochromator as a function of the wavelength. The fact that this type of measurement is
performed with a dedicated spectrometer and not via x-ray powder diffraction decouples the
pressure monitoring from the diffraction geometry. As a result, the pressure can be monitored
continuously without changing the diffraction geometry. Furthermore, the intensity ratio be-
tween 𝑅1,2 depends on the temperature and therefore, in principle, also contains information
on the temperature within the sample chamber [131].
(a) (b)
Figure 5.4: a) High-pressure setup with the flow cryostat: Liquid nitrogen is fed through
a transfer line to the cryostat on the goniometer. b) Closed-cycle cryostat.
To cool down the system well below the magnetic ordering temperature, the DAC is encased in
a cryostat. During the experiments, two different designs have been used: I) A flow cryostat
as depicted in Fig. 5.4a is operated with liquid N2 or He, fed from a bottle to the cryostat via
a transfer line. Using liquid He, this design provides a minimum base temperature of 15 K.
Depending on its operation, the liquid gas source has to be exchanged every 2-3 days, which
is disadvantageous for time-consuming experiments. II) The pulse-tube cryostat depicted in
Fig. 5.4b operates, based on the Stirling principle, with He in a closed cycle. Therefore, its
operation time is not limited by the volume of a liquid-gas reservoir and can be operated
without interruption. This design provides a base temperature of 5 K. The outer shell of the
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cryostat is equipped with a beryllium window, which extends over the largest part and allows
to access the inner part with the x-ray beam. An additional small quartz-window provides







Figure 5.5: Finalized design of a high pressure setup in EH2 at the resonant scattering
beamline P09 of PETRAIII. a) shows a photograph of the assembled setup b) the inside of
the cryostat.
The cryostat is finally mounted on the heavy-load goniometer as depicted in Fig. 5.5. In this
goniometer, the scattering geometry for the experiment is mainly determined by one sample
rotation 𝜃 and two independent detector angles 𝛿 (horizontal) and 𝛾 (vertical). Since the
sample is accessed only through the diamond anvils, the scattering geometry is restricted by
the anvil geometry (see Fig. 5.6). Assuming a mainly horizontal scattering geometry, the
sample rotation 𝜃 is limited to an angular range 𝛼 by the aperture 𝒜 of the anvil geometry
for a fixed detector angle 𝛿 . This setup allows two different scattering geometries
1. Transmission: ?⃗? main component is parallel to the culet surface within the horizontal
scattering geometry. The sample rotation 𝜃 is limited by 𝛼(𝛿) = ±𝒜−𝛿
2
2. Reflection: ?⃗? main component is perpendicular to the culet surface and parallel to the
beam direction. The sample rotation 𝜃 is limited by 𝛼(𝛿) = ±𝒜−(180∘−𝛿)
2









Figure 5.6: The accessible reciprocal space of a sample in a DAC is restricted with the
angular range of 𝜃 and 𝛿 by the aperture 𝒜 of the diamond culets. This can be covered
either in the I) Transmission or II) Reflection geometry.
Concerning this particular geometric property, two different DAC designs can be distinguished:
∙ The symmetric DAC ’Mao type’ has been developed at DESY. Therefore all the
technical support is focused on this design. Most importantly, the procedure of loading
gaseous pressure media is optimized for this DAC type and can thus be realized with an
initial pressure as low as 0.3 GPa. It provides an aperture of 𝒜 ≈ 55∘.
∙ The EasyLab Bragg LT-G DAC is a commercial DAC-design, whose significant ad-
vantage is a strongly enhanced aperture of nominal 𝒜 ≈ 85∘. The gas loading procedure
for this design was not established and had to be adapted during the developing process.
Therefore typical initial pressure values have been 1 GPa or higher.
The complex sample environment described so far imposes significant requirements for the
investigated sample. Firstly, the desired pressure range determines the size of the culet and,
therefore, the size of the sample chamber. Furthermore, the gasket hole usually shrinks for
gaseous pressure media. As a result, a rough estimation of the required sample size can be
given with 1/6 of the culet diameter. Therefore, for a typical culet diameter of 500 𝜇m, samples
< 80 𝜇m are required. In the specific case of resonant scattering, the thickness of the sam-
ple is restricted by the absorption length for the given photon energy (≈ 10 𝜇m at the Ir-L
edge). Secondly, the resonant elastic scattering experiments are performed on single crystalline
samples. Therefore the single crystal has to be mounted in a well-known orientation. In partic-
ular, this orientation has to be chosen under consideration of the restrictions in the diffraction
geometry with the given photon energy to facilitate the accessibility of Bragg-positions and
modulation vectors to be examined.
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5.3 First measurements at P09
During the developing process, different combinations of DAC-design, cryostat, and method
for pressure calibration have been tested. However, the first successful REXS measurement
has been achieved in the setup described in the following section.
5.3.1 Experimental setup
An EasyLab DAC equipped with a 500 𝜇m culet has been loaded with a selected single-crystal
sample of Sr2IrO4 together with a small piece of Au foil and rubies as pressure calibrants as
depicted in Fig. 5.7a. Subsequently, the DAC has been filled with pressurized He as a pressure
medium. The procedure of loading the DAC with He resulted in an initial pressure value of 1
GPa. After verifying the orientation of the sample the DAC has been mounted in a well-known
orientation in the holder of the flow cryostat operated with liquid nitrogen and has been cooled
down to T = 73 K. To facilitate a controlled pressure increase inside the DAC, gaseous He can
be pressurized (up to 200 bar) in the metallic membrane driven by a GE PACE 5000 pressure
controller via a metallic pressure capillary routed through the cryostat case. The monitoring of
the pressure inside the DAC has been performed by measuring the (1 1 1) and (2 0 0) powder
rings of the small piece of Au foil, placed close to the sample and comparison to the standard
by P.I. Dorogokupets [132]. At photon energies close to the Ir L3 edge (11.217 keV) these are




Figure 5.7: a) Sr2IrO4 single crystal in a DAC together with gold foil and ruby spheres as
pressure reference; b) Crystal orientation and diffraction geometry
The Sr2IrO4 single crystalline samples investigated in the presented experiment have been pro-
vided by our collaborators at the IFW Dresden 4 [114]. For this experiment platelets smaller
4Leibniz Institute for Solid State and Materials Research IFW Dresden, Helmholtzstrasse 20, D-01069 Dres-
den, Germany
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than 100 𝜇m in lateral dimension and smaller than 10 𝜇m in thickness have been either se-
lected from as-grown crystals or prepared. As grown, Sr2IrO4 commonly occurs as platelets
with a ?⃗?-axis surface normal. By means of an in-house Bruker Kappa Apex II single-crystal
diffractometer, single-crystals of high quality (mosaicity < 0.25∘) have been selected and ori-
ented. These crystals have been mounted on the diamond culet in a well-known orientation
fitting into the hole of the gasket (see Fig. 5.7a). The distinct shape of the crystals allows
recognizing the orientation of the crystal in the loaded DAC. For the presented experiment the
orientation has been chosen so that tha ?⃗?*-⃗𝑐* reciprocal plane lies in the horizontal scattering
plane (see Fig. 5.7 b)). The restrictions by the culet geometry (see Fig. 5.6) in this orientation
allow therefore scattering with a large ?⃗?* component in transmission geometry or with a large
?⃗?* component in reflection.
Ultimately, the resonant x-ray scattering experiments have been performed in the EH2 of the
beamline P09, described more in detail in Section 3.5.1, with a photon energy close to the Ir L3
absorption edge (11.217 keV). The small sample sizes require the use of compound refractive
lenses (CRL) to focus the beam to a size of HxV ≈ 15x15 𝜇m. The polarization selective
detection of scattered radiation has been achieved by using a Au (3 3 3) analyzer crystal,
which exhibits at the used photon energy a scattering angle of 89.42∘. Without the use of
phase plates, the incoming radiation has a 𝜋 polarization in the EH2 goniometer reference
frame.
5.3.2 Experimental results
As the described design is the first realization, the first important insights are gained mainly
regarding the technical execution of high-pressure experiments:
1. The pressure inside a DAC can experience significant changes upon large temperature
changes. In the presented exemplary case the EasyLab DAC prepared as described
exhibited an initial pressure of ≈ 1 GPa. Upon cooling to T = 73 K this pressure
increased up to 3.3 GPa without driving the pressure externally. This behaviour is
within certain limits inherent to the handling of DACs and therefore emphasizes the
importance to keep the initial pressure values resulting from the loading procedure as
low as possible as well as the necessity of a continuous time-efficient monitoring of the
pressure.
2. In many cases, the cooling process is accompanied by a blocking of the pressure driving
mechanism, which prevents a further pressure increase controlled by the membrane and
with that a genuine pressure dependent measurement.
3. The pressure calibration via powder diffraction, which in perspective has to be performed
at every pressure value, shows to be very time-consuming. This is mainly due to the fact
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that changes between the diffraction condition on the sample and the pressure calibrant
(Au-foil) requires a rather large goniometer movement and exhaustive alignment. This
is in particular the case using the flow cryostat, which shows a deficient reproducibility
of goniometer movement, due to external forces on the sample environment by the trans-
fer lines. Furthermore, since this measurement is performed in transmission geometry,
the reflection geometry on the sample becomes very unfavourable. This constitutes a
significant disadvantage since these measurements have to be performed for every pres-
sure step. It also does not provide an efficient method for continuous monitoring of the
pressure e.g. during temperature changes.
In particular, the second and third issues make the intended pressure-dependent measurements
either very inefficient or even prevent them completely. As a result, these issues are addressed
in subsequent improvements to the setup.
Nevertheless, first magnetic scattering experiments can be performed at selected pressure val-
ues. In the presented exemplary case, magnetic scattering is observed at the position (1 0 2̄),
which is structurally forbidden in the space group of Sr2IrO4. In the given orientation this
position is found in the transmission geometry (𝛿 ≈ 12.5∘). A summary of the acquired data
is illustrated in Fig. 5.8. The origin of the detected intensity can be identified by its charac-
teristic behaviour: On the one hand, the dependency of the intensity on the incoming photon
energy exhibits a resonance enhancement close to the Ir L3 edge at ≈ 11.217 keV (see Fig. 5.8a)
indicating an ordering phenomenon, which involves the Ir 5d states. Furthermore, using an
analyzer crystal to investigate the polarization dependence of the scattered radiation yields a
significant contribution in the 𝜋𝜎 polarization configuration (see Fig. 5.8b), which excludes
charge scattering as the origin of the observed intensity. Finally, the temperature dependence,
illustrated in Fig. 5.8c and 5.8d, exhibits the characteristic decreasing intensity of a vanishing
magnetic order with a critical temperature of ≈ 220±2 K.
Although this dataset has been acquired immediately at increased pressures p > 3.3 GPa, the
behaviour of the observed magnetic scattering is consistent with preexisting studies. In com-
parison to an expected Neel temperature of 240 K at ambient pressure [114], a slight decrease
of the ordering temperature under pressure is observed. The observation of a reflection of the
type (1 0 4n+2) identifies the magnetic ordering as the domain 1 of the expected non-collinear
AFM ordering (cf. Fig. 5.1). This domain, in principle, inheres an additional rotational de-
gree of freedom by 90∘, which means, the main component of the magnetic moment given by
𝑚 = cos(𝜑) is either parallel to ?⃗? or ?⃗?. These details can be extracted from a polarization-
selective analysis of the scattered radiation for example via the intensity ratio ℐ𝜋𝜋ℐ𝜋𝜎 . Despite
the low count rate, the experimental data depicted in Fig 5.8b indicate a larger ℐ𝜋𝜋 by a
factor of ≈ 3.7. Since ℐ𝜋𝜋 ∼ |𝐹 𝜋𝜋|2 ∼ |(𝑘 × 𝑘′) ·𝑚|2 measures the projection of the magnetic
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Figure 5.8: a) Energy dependence of the magnetic scattering at the (1 0 2̄) in Sr2IrO4.
b) Nonzero intensity in the 𝜋𝜎 excludes charge scattering as the origin for the (1 0 2̄)
reflection. c) and d) The scattered intensity vanishes beyond a critical temperature, close to
the ordering temperature in Sr2IrO4 under ambient conditions. The pressure value assigned
to these data represents the changed pressure after the temperature dependence. d) The
red line is a guide for the eye.
momenta on the normal of the scattering geometry, a larger ℐ𝜋𝜋 indicates a main component
𝑚 = cos(𝜑) parallel to this normal. In the given orientation this direction is parallel to the
crystallographic axis ?⃗?.
Finally, the presented preliminary data are in good agreement with the comprehensive high-
pressure study by Haskel et al. [110]. We observe a slightly decreased ordering temperature
of ≈ 220 K at p ≈ 3.8 GPa. Furthermore, experimental runs beyond p ≈ 5 GP exhibit a sys-
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tematic absence of magnetic scattering at positions representing the noncollinear AFM, which
may be an effect of the unexpected first magnetic transition at p ≈ 7 GPa (in Fig. 5.2a the
vanishing AFM1 phase) discovered in this study. The observed count rate in the magnitude
of 102 counts per second (cps) for magnetic scattering compared to 107 cps on a Bragg peak
is reasonable in comparison to the count rates reported in [110]. As an extension to these
investigations, the presented high-pressure setup facilitates the option of a full polarization
analysis by controlling the incoming polarization with diamond phase plates and the outgoing
polarization with an analyzer crystal. The consideration of using this option for future exper-
iments must take into account that the involved components cause a significant reduction of
the detected intensity (for the Au (3 3 3) analyzer crystal an approximate factor of 50). This
is why the utilization of this technique requires a stricter focus on the optimization of the
magnetically scattered intensity. Employing the magnetic structure factor given in Eq. 3.27,
this intensity is dominated by the magnitude of the magnetic momenta 𝑚, but also depends
on their orientation with respect to the scattering geometry with |(𝜖× 𝜖′) ·𝑚|2. The latter
factor opens the possibility to maximize scattered magnetic intensity by choosing a favorable
sample orientation but requires advanced sample preparation techniques.
5.4 Improved setup
In the subsequent work, mainly the aforementioned problems have been addressed and solved
with a particular focus on the specific requirements of a REXS experiment and several im-
provements have been introduced.
The first important improvement is introduced by a customized pulse-tube cryostat as depicted
in Fig. 5.5. Due to the robust design and the more flexible feed line the external forces on
the setup are reduced significantly, which improves the reproducibility of goniometer move-
ments. Moreover, the new design comprises the establishment of a fixed structure in particular
including the feed lines of the cryostat and the pressure controller as part of the beamline.
This in particular keeps the He-feedline to the pressure membrane free from moisture and
with that reduces the failure rates of the pressure driving mechanism during the experiment.
Furthermore, the new cryostat enables long-term experiments without interruption, since its
operation time is not restricted by the volume of a liquid-gas reservoir. Finally, it features an
improved base temperature of ≈ 5 K.
The second improvement is the inclusion of a ruby spectrometer in a customized motorized
stage as depicted in Fig. 5.9. The ruby spectrometer is built by BETSA and includes a
laser diode (405 nm) to induce the ruby fluorescence, which is subsequently detected by a
monochromator (Ocean Optics HR4000) as a function of the wavelength. The utilization of
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cap rotation ruby spectrometer
quartz-window optical transfer
Figure 5.9: The inner part of the cryostat can be accessed with the ruby spectrometer via
an optical transfer through a quartz-window for the pressure monitoring. For the diffraction
experiment the quartz-window can be removed from the beam path via rotation of the cap
ruby fluorescence decouples the process of pressure calibration from the diffraction geometry.
Therefore, it facilitates continuous monitoring of the pressure and inspection of the condition
of the gasket during the experiment. Furthermore, it removes the systematic disadvantages of
the reflection geometry.
In this improved setting, the principal operability of the high-pressure setup can be proven.
Fig. 5.10b illustrates a controlled driving of the pressure in the DAC at 30 K via increasing
membrane pressure, detected by the shift of the 𝑅1 ruby fluorescence line. Fig. 5.11 illustrates
a second test at 30 K including occasional cool down to base temperature 5 K. This test shows,
that temperature changes in the low-temperature region do not introduce significant pressure
changes inside the DAC. Although the full pressure range of the used DAC, which in theory
reach up to 30 GPa, has not been explored during these tests the achievement of a controlled
pressure increase at 30 K exhibits this setup as fully functional in the low-temperature region.
A systematic investigation which factors limit the maximum achievable pressure in these cells
is still pending, but can be performed in laboratories outside the synchrotron.
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Figure 5.10: Pressure increase in a DAC loaded with Ne as a pressure medium a) Pressure
dependent wavelength of the 𝑅1 ruby fluorescence; b) Correlation to the internal DAC
pressure in GPa (calibrated with Eq. 5.2) with 𝐴0=1905, 𝐵=7.665 [133])















EasyLabDAC, 500 µm, T=30K
Figure 5.11: Pressure test in a DAC loaded with silicone oil: Occasional cooldown to base
temperature introduces only marginal pressure changes as indicated by the green symbols
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5.5 Summary and Outlook
Within the duration of the presented project, the potential of resonant scattering techniques
in combination with hydrostatic pressure as a tunable parameter has been recognized, and
first pioneering works in the field of strongly spin-orbit coupled systems have been published
[108, 134], which focused the suppression of magnetic order expecting a quantum critical be-
haviour. These investigations have been performed at the 4-ID-D of the Advanced Photon
Source at Argonne National Laboratory, which up to now has been one of the few experimen-
tal stations, where such experiments can be performed.
As part of the presented work, a new experimental setup has been developed and established at
the resonant scattering and diffraction beamline P09 (PETRAIII, DESY). This setup provides
a sample environment to perform REXS investigations as a function of hydrostatic pressure
at temperatures down to 5 K. In combination with the optics of the beamline P09, the full
potential of the REXS technique can be exploited, including the method of full polarization
analysis. Since the P09 operates in the photon energy region of 2.7 - 24 keV, this setup is,
in particular, suitable to investigate charge, orbital, or magnetic ordering phenomena in 5d
transition metal compounds as well as rare-earth compounds.
The presented chapter demonstrates the functionality of this setup by means of preliminary
investigations of magnetic order in Sr2IrO4. The experimental data acquired in this system
are in good agreement with a similar study performed simultaneously independent of our own
efforts [110]. This investigation reveals in fact an interesting sequence of magnetic transitions
igniting new interest in this compound, which is in particular due to the proposal of quantum
critical behaviour in the pressure regime p > 18 - 20 GPa characterized by an increasing effect
of magnetic frustration. Still a full understanding of this phase diagram requires more detailed
investigation. Mainly up to now the magnetic phase in the pressure range p = 10 - 15 GPa
remains elusive, which can be elucidated by focused investigation of, for example, the tempera-
ture and polarization dependence of the REXS intensity. In general, however, the investigation
of phases dominated by frustration requires the joined forces of all accessible techniques, as
shown by Haskel et al. In this regard, recently arising facilities enabling resonant inelastic x-ray
scattering experiments as a function of pressure will provide a fruitful complement [135, 136].
With regard to future projects, the presented setup is designed specifically to investigate sys-
tems with significantly lower ordering temperatures. From the very beginning, the group of
honeycomb compounds with T𝑁 < 15 K has been targeted as interesting candidates. Within
the last years, in quite a few of these compounds, in particular, 𝛼-Li2IrO3 [35, 36, 37], 𝛽-
Li2IrO3 [38], and 𝛼-RuCl3 [39], a transition into a non-magnetic spin-singlet ground state has
been observed at rather low pressures (p < 4 GPa). However, this is not the case for Na2IrO3,
in which up to now no such transition is observed up to at least 25 GPa [137]. It is, therefore,
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reasonable to presuppose the stability of the magnetic ground state in this pressure range
making Na2IrO3 an ideal candidate for a high-pressure REXS study.
Finally, this kind of experiment is not limited to compounds of 5d elements. In fact, previous
REXS experiments show the feasibility to investigate ordering phenomena within e.g. the
4f states of rare earth elements at the resonance of rare-earth L absorption edges [138, 139].
The corresponding photon energies are within the hard x-ray regime and therefore accessi-
ble in the presented experimental setup. This opens up the possibility to explore the large
variety provided for example by the rare-earth borides [140]. Particular attention has been
attracted by the rare-earth tetraborides, in which their magnetic interaction can be mapped
on the geometrically frustrated Shastry-Sutherland model. Experimentally these compounds
are characterized by extremely complex magnetic phase diagrams [138, 141] containing even
quadrupolar ordering [142].
6 Covalency effects in itinerant iridium
compounds
In the third case study, structural phase transitions in IrTe2 are investigated as a function of
pressure via single-crystal x-ray diffraction. The particular focus is put on potential mecha-
nisms underlying this transition.
In comparison to the group of iridium oxides in which a Mott insulating state can occur by
the cooperation of different energy scales, iridium dichalcogenides are usually associated with
the itinerant limit. Nevertheless, complex ordering phenomena in these systems usually still
emerge due to the vicinity to the Mott-limit and can be accompanied by a metal-insulator
transition as illustrated for example by CuIr2S4 as an important representative [59, 62].
IrTe2 instead remains fully metallic over all the emerging phase transition. Originally, IrTe2
came into focus as a member of the large group of layered TMDs, which exhibit various
interacting electronic properties, such as charge order and superconductivity in TaS2, TiSe2
and TaSe2. Indeed, IrTe2 as well shows charge order and superconducting phases, suggesting
a close relationship with these typical TMD compounds. However, structural details of the
charge-ordered phase and the response of these phases to external influences indicate severe
differences in the underlying mechanisms compared to 3d TMDs. In the following chapter, we
will focus on the stability of modulated structures in IrTe2 as a function of temperature and
hydrostatic pressure.
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(a) 1T-polytype (b) 2H-polytype
Figure 6.1: Polytypes of the crystal structure in TMDs a) 1T-polytype (P3̄𝑚1) realized
e.g. in IrTe2; b) 2H-polytype realized e.g. in 2H-TaSe2.
6.1 Transition metal dichalcogenides
In the following I will focus in particular on TMDs with the chemical composition MX2 in
which M is a transition metal, and X refers to an element of the chalcogen group (S, Se,
Te). The main component of their crystal structure is an X-M-X sandwich layer in which
each M is coordinated by six chalcogen atoms. Within these layers, different polytypes can
be distinguished by the coordination symmetry of M. The most prominent example is the
1T-polytype as depicted in Fig. 6.1a realizing octahedral coordination. The three-dimensional
crystal structures arise from the stacking of the sandwich layers. For small chalcogen atoms
(S, Se) the interlayer coupling is governed by a weak van-der-Waals bonding between the lay-
ers. However, comprehensive studies covering all existing TMD compounds find a transition
towards a genuinely three-dimensional crystal structure with increasing atomic radii of the
chalcogen atoms via so-called interlayer polymeric bonds, particularly for Tellurides of 3d-5d
metals with a larger d-occupation [143, 144].
The field of TMDs has been subject to comprehensive investigation for at least 50 years [145]
and, although TMDs are relatively simple systems in terms of chemical composition and crys-
tal structure, it is still a very active field with fundamental questions to solve. The starting
point of these investigations was the observation that anomalies in macroscopic properties like
resistivity and magnetic susceptibility in these compounds are accompanied by complex lattice
modulations as revealed by x-ray diffraction or electron diffraction. These modulations appear
in many TMD compounds in a large variety of commensurate and incommensurate phases
and have been associated early on with the charge density wave (CDW) transition predicted
by Fröhlich and Peierls [146]. Although this concept provides a good qualitative description
in some systems, its validity is under debate for several compounds [147, 148] and a unified
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approach to describe these modulations in quasi-two-dimensional systems is still missing [149].
Moreover, these systems gained increasing attention by discovering superconducting phases
either pristine or induced by chemical substitution, intercalation, and application of pressure
[150, 151]. In particular, the fact that both phenomena, superconductivity and CDW phase,
are susceptible to the application of hydrostatic pressure provided a continuously tunable pa-
rameter to elucidate the interplay between these phenomena [152]. Consequently, the mapping
of the corresponding phase regions in a temperature-pressure phase diagram became a valu-
able approach to systematically investigating these phenomena. A typical phase diagram is
shown in Fig. 6.2 with the example of 1T-TaS2 exhibiting a pressure-induced superconducting
phase. At the same time, the locked-in commensurate CDW is suppressed under transitions
into incommensurate phases.
Figure 6.2: The schematic phase diagram in TaS2 exhibits several CDW phases and a
superconducting phase. The data are combined from electrical resistivity [150] and XRD.
(taken from [126])
Within the last decade, TMDs have been increasingly examined under the aspect of their
potential in electronic applications. Particular attention is attracted in this context by weakly
van-der-Waals coupled semiconducting TMDs since these systems facilitate the isolation of thin
films and even monolayers via exfoliation. Such confined systems exhibit a strong impact of the
film thickness on the formation of CDW phases and with that on the electronic properties [153].
A particularly exciting effect is observed in 1T-TaS2, in which the transition between different
CDW phases can be triggered via ultrashort laser pulses [154, 155]. Since this transition
is accompanied by a significant drop in resistivity, this effect can be seen as an optically
induced metal-insulator transition. Furthermore, important achievements have been made
investigating novel and exotic phenomena in semiconducting TMDs. Very prominent examples
are monolayer systems of MoS2 [156] and WSe2 [157, 158]. In these compounds, central
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features in the band structure have been observed, which are of high interest for spintronics1
and valleytronics2.
6.2 IrTe2 - an exceptional dichalcogenide
In similarity to many other TMD compounds, IrTe2 crystallizes under ambient conditions in
the 1T-polytype of P3̄𝑚1 symmetry formed by edge-sharing IrTe6 octahedra as illustrated in
Fig. 6.1a. As a consequence of the heavy elements involved (Ir 5d and Te 5p), the ratio of the
lattice parameter yields 𝑐/𝑎 = 1.37 compared to 𝑐/𝑎 = 1.6-1.8 in typical van-der-Waals systems,
which indicates a significantly stronger interlayer coupling. IrTe2 remains metallic over the
entire investigated temperature range. A superconducting phase is observed only upon doping
[161, 162, 163, 164] and intercalation [165] below a critical temperature of 2-3 K.
Upon decreasing temperature, IrTe2 undergoes two phase transitions: I) in the temperature re-
gion of 𝑇1 = 200-280 K and II) below 𝑇2 = 180 K [166, 167]. Macroscopically these transitions
are characterized by a sudden increase in resistivity [161, 164, 168, 169] as depicted in Fig. 6.3.
The magnetic susceptibility displays a simultaneous transition from a weak paramagnetism to
a diamagnetic phase [167, 170].
Figure 6.3: Combined temperature dependent resistivity and STM study correlating two
phase transitions in the resistivity to modulations of the surface structure (taken from [166])
These transitions can be correlated to modulations of the surface structure via scanning tun-
neling microscopy (STM) studies as illustrated in Fig. 6.3. The first transition is characterized
1spintronics: The dependence of transport properties on the spin degree of freedom is used as a principle
for electronic devices [159].
2valleytronics: As a result of broken inversion symmetry "valleys" inequivalent by their chirality can form
in the band structure. The resulting interplay between this novel degree of freedom with light of different
circular polarization is proposed as a basis for a new type of electronic devices [160].
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by a modulation wave vector of 𝑞𝑛=1/5. Below the second transition, this modulation decays
into a complex superposition of several modulations with the empirical rule 𝑞𝑛 = (3𝑛 + 2)−1.
The second transition is characterized by a huge hysteresis resulting in a strong dependence











Figure 6.4: Schematic illustration of superlattice reflections (q, 0, q) (red) additional to
Bragg-reflections of the ambient crystal structure (blue).
(a) ?⃗? = (1/5, 0, 1/5) (b) ?⃗? = (1/8, 0, 1/8) (c) ?⃗? = (1/6, 0, 1/6)
Figure 6.5: Crystal structures of the modulated structures refined in [168, 171].
Detailed single-crystal XRD studies show that these surface modulations, in fact, correlate to
modulations of the three-dimensional crystal structure. Accordingly, the first phase transition
is characterized by the emergence of strong superlattice reflections of the type (1/5, 0, 1/5) [168]
(see Fig. 6.5a). These transition upon further cooling below 𝑇2 into (1/8, 0, 1/8) reflections [167]
continuously followed by a complex superposition of several different (𝑞𝑛, 0, 𝑞𝑛). In addition
pure phases of 𝑞𝑛=1/8 and 𝑞𝑛=1/6 can be produced via thermal cycling or Se-doping. The key
feature shared by all these modulations is revealed in the crystal structure refinement of these
three phases [171]:
1. The central motif of the modulated crystal structures is the formation of dimer clusters
characterized by a strongly reduced Ir-Ir distance (≥20% contraction).
2. The arrangement of these dimers is strongly correlated between the layers forming a stripe
structure. This is indicated by the modulation vector being locked to ?⃗?𝑛 = (𝑞, 0, 𝑞).
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3. 𝑞 is determined by the dimer density in the crystal structure and follows the empirical
relation 𝑞 = (3𝑛+ 2)−1.
The result of these refinements is summarized in Fig. 6.5. It can be seen that the lowest dimer
density experimentally observed is realized with 𝑞𝑛=1/5 in which every dimer is separated by
three undimerized Ir-sites. The highest density experimentally observed is realized with 𝑞𝑛=1/6
in which every dimer is separated by one undimerized Ir-site. Therefore, modulations of e.g.
𝑞𝑛=1/8 can be understood as a transient state between these two limits. It is important to
mention that the observed structural changes are so severe that they can hardly be described
in terms of a weak lattice modulation and are instead described as a new crystal structure
of strongly reduced lattice symmetry [168, 171]. Nevertheless, since I am interested in the
mechanism driving this transition, I will address them as modulated structures in reference to
the ambient lattice structure.
Experimentally observed periodic lattice modulations in TMDs are frequently discussed in
terms of CDWs, although the validity of the original Peierls mechanism is under debate for
several of the more conventional CDW materials. IrTe2, forming highly nonsinoidal lattice
modulations, constitutes a much more extreme case, which is severely incompatible with the
CDW mechanism and, instead, much more reminiscent to the dimer formation in localized
systems (cf. Section 2.2.1). Within the last decade, a large variety of mechanisms has been
provided, to explain this unconventional behaviour of IrTe2. In the following section, I will
briefly summarize two extreme limits of this spectrum, to illustrate the underlying conditions
in the electronic structure and characteristic features.
6.3 Mechanisms for the lattice modulation
6.3.1 Nesting scenarios
The concept of charge density wave has its roots in the so-called Peierls instability. The basic
mechanism of this model can be illustrated following the argumentation in [146]: Consider a
1D metallic chain, as depicted in Fig. 6.6, with an atomic spacing 𝑎 and a half-filled electronic
band. The corresponding unit cell in reciprocal space is then given by −𝜋/𝑎 ≤ 𝑘 ≤ 𝜋/𝑎. A
presumed modulation of the charge density with the wavelength 2𝑎 now introduces a doubling
of the unit cell in the real space and therefore creates a new Brillouin zone boundary at ±𝜋/2𝑎
(Fig. 6.6b), which coincides with the Fermi-vector of the undistorted structure 𝑘𝑓 = 𝜋/2𝑎.
Since the slope of the electron bands has to vanish at the Brillouin zone boundaries, a band
gap is opened enclosing the Fermi-energy. Consequentially, the lowering of the occupied elec-
tronic states in energy results in a net energy gain. In this context, the 1D metallic chain
fundamentally holds the potential to a CDW instability. Due to its perturbational potential
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on the ions, the CDW is necessarily intertwined with a periodic lattice distortion (PLD) of the
metallic chain. In a simple picture, a CDW/PLD is stabilized if the energy gain from the gap
opening overwhelms the Coulomb repulsion and elastic lattice energy of the PLD.
Figure 6.6: Illustation of a Peierls instability in a 1d metallic chain. The modulation of
the charge density a) induces changes in the electronic band structure b) which stabilize this
modulation. In addition, the characteristic instability in the phonon dispersion c) indicates
an intertwining with a periodic lattice distortion. (taken from [149])
A quantitative criterion3 for the stability of a CDW can be derived from the modeling of a






This condition emphasizes the coupling of the electronic system to the lattice, characterized
by the strength of the electron-phonon coupling 𝑔𝑞 and the phonon dispersion 𝜔𝑞, as well as
the electronic susceptibility 𝜒′0(𝑞) as critical parameters. The latter is in the case of a homo-
geneous electron-gas referred to as the Lindhard response function, described more in detail
e.g. in [173]. In the 1D case this function exhibits a divergence at 𝑞 = 2𝑘𝑓 and therefore
introduces an instability towards modulation of the charge density with 𝑞 = 2𝑘𝑓 , given that
𝑔𝑞=2𝑘𝑓 is finite. This divergence can be understood as a result of the perfect nesting 4 provided
by the particular topology of the 1D Fermi surface. This nesting is strongly reduced for the
Fermi sphere and consequently, this divergence vanishes in the 2D and 3D cases.
3A more extended criterion including the Coulomb potential and exchange interaction is provided by Chan
and Heine [172]
4Nesting in general describes the property of Fermi surface contours which can be translated by a vector ?⃗?𝑛
so that extended regions of this translated contour coincide with the original.
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For the application of this concept to real materials, it is important to point out the strong
limitations of the Peierls mechanism. This model is valid solely for single-band 1D metals in
the weak coupling limit. It, therefore, also supports only lattice distortions, which are much
smaller than the lattice parameter. Therefore, experimental realization closest to that limit
can be found in one-dimensional organic structures (e.g. TTF-TCNQ [174, 175, 176]). In the
first instance, the applicability of this scenario to two or three dimensional TMD systems is
not always valid. Nevertheless, specific indicative features for a CDW-like transition can be
defined corresponding to the CDW stability condition (Eq. 6.1). Concerning 𝜒(?⃗?) the insight
that this quantity can be maximized for specific ?⃗?𝑛 in the case of Fermi surface nesting can
be transferred. As a result, the observation of such features in the Fermi surfaces is often used
as one key indicator in identifying CDW systems.
This condition has been further specified by Johannes and Mazin [177], who revealed that
the divergence of the charge susceptibility observed in a homogeneous 1D electron gas, is very
sensitive to even small deviations from a perfect Fermi surface nesting. Using the example
of several "canonical" CDW systems, they showed that Fermi surface nesting alone does not
pose a sufficient condition for a CDW instability. As a result, the significance of a strong
q-dependent electron-phonon coupling 𝑔𝑞 is emphasized. Within a CDW phase, the phonon
dispersion 𝜔𝑞 will experience a characteristic softening at ?⃗?𝑛 (see Fig. 6.6c). This effect is
commonly referred to as Kohn anomaly and is seen as a second key identifying feature of a
CDW phase.
Both features, a softening of phonons as an indication for a Kohn-anomaly [178, 179] and band-
structure features like CDW-gaps and Fermi surface nesting [180] are usually well-reproduced
by DFT calculations using common approximations for the exchange-correlation (LDA or
GGA see Section E). The consistent observation of these features in experiments like thermal
diffuse scattering [181, 182], inelastic x-ray scattering [179], or angular resolved photoemission
spectroscopy (ARPES) [180, 183] is therefore taken as a confirmation of the CDW mechanism.
6.3.2 Formation of local valence bonds
In the previous section, an explanation for the formation of complex electronic ordering has
been provided based on a weakly interacting itinerant electron system in which the electron-
phonon coupling is central to the formation of CDW phases. This can be contrasted by
mechanism presupposing a finite system in which local electron-electron interactions dominate
the electronic structure specifically including many-electron states.
The most fundamental model system illustrating these effects is a two-site cluster occupied by
one electron per site resulting in the formation of a singlet ground state as a two-electron wave
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function (demonstrated in detail e.g. in [17]). In the case of two separate sites, the singlet
ground state is mainly stabilized by the direct exchange, given by the overlap integral between
the two separate orbitals
∫︀
𝜑𝑎(𝑟)𝜑𝑏(𝑟)𝑑𝑟. The additional permission of hopping between the
two sites introduces further influence by the relative strength of the hopping parameter 𝑡 com-
pared to the on-site Coulomb interaction 𝑈 . This dependency produces two limits: If the
influence hopping has a negligible influence, the resulting states exclude double occupation,
which corresponds to the Heitler-London limit. With increasing hopping, double occupation
contributes to these states, leading to the formation of molecular orbitals. In this case the
singlet state experiences further stabilization by the kinetic exchange (represented by the hop-
ping parameter). The transition between these two limits can, for example, be parametrized





























Figure 6.7: a) Orbital-selected singlet state: Orbitals with a large overlap form bonding and
antibonding levels (described by a molecular orbital), while the other orbitals not involved
in the singlet formation remain decoupled (cf. [184]). In particular these states may form
3D bands preserving macroscopic metallic properties. b) The metal-metal dimerization in
MO2 is stabilized by the formation of bonding/antibonding states, whereas the remaining
states preserve the metallic properties (taken from [185]).
From a broader perspective, this can be used to describe bonding states as a molecule in a
solid as is presented by Streltsov and Khomskii in [18]. Of particular interest in the context
of IrTe2 is the concept of the orbital-selected singlet state [184]. Suppose a dimer with several
orbitals per site in which one type of orbitals shows a strongly enhanced overlap with the
neighbour. Then electrons in these orbitals will form a bonding molecular orbital as depicted
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in Fig. 6.7a. In a band picture, these states can be identified as flat bands (see Fig. 6.7b)
or as sharp features in the density of states (DOS). However, the orbitals not involved in this
molecular orbital remain essentially decoupled: Electrons in these states may form magnetic
ordering or remain paramagnetic independently from the molecular orbital formation. Finally,
these states can also form 3D bands, as observed in MoO2, providing fully metallic properties
simultaneously with the formation of structural dimers [185]. This description is very close to
what is observed in IrTe2 and therefore provides a notable explanation.
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6.4 Experimental results: IrTe2 under hydrostatic
pressure
Within the last decade, comprehensive investigations on IrTe2 focused on the superstructure
formation as a temperature-dependent phenomenon and its sensitivity to chemical doping.
However, the characteristic behaviour of IrTe2 in comparison to other TMDs has been uncov-
ered by resistivity measurements as a function of pressure [161]. These studies gave the first
indications that modulated structures in IrTe2 are stabilized with increasing pressure. This
highlights a significant deviation to ’canonical CDW systems’ in which electronic ordering is
usually suppressed with increasing pressure (cf. Fig. 6.2). The investigation of the p-T phase
diagram in IrTe2 might, therefore, provide an important aspect to uncover the significant dif-
ferences in the mechanism driving the formation of modulated structures in IrTe2. As the
main advantage, the application of hydrostatic pressure, compared to chemical doping, pro-
vides a continuously tunable parameter without introducing disorder to the studied system or
intentionally breaking its symmetry.
The XRD-measurements presented in the following have been performed in collaboration with
Gaston Garbarino at ID27 of the European Synchrotron Radiation Facility (ESRF) in Greno-
ble. For the presented study a high-quality single crystal provided by the group of Prof. S. W.
Cheong5 (about 50-100 𝜇m in size) has been loaded into a membrane-driven diamond anvil cell
(DAC)6 together with pressurized helium as a pressure transmitting medium. The pressure
inside the DAC has been monitored via fluorescence of a ruby sphere close to the sample. For
the temperature control, the DAC has been installed in an oven mounted on a single axis (𝜑)
goniometer. The XRD experiment has been performed using a monochromatic beam with a
photon energy of 33 keV (𝜆=0.3738 Å) and a spot size of 3x3 𝜇m. To cover a large region of
the reciprocal space the diffracted intensity has been detected with a MARCCD area detector.
For each pressure point, one panoramic image has been collected by continuously integrat-
ing the diffracted intensity during a 𝜑-movement within the full accessible range of ± 31∘
(exemplary depicted in Fig. F.1). This measurement provides a qualitative overview of the
integrated diffracted intensity and can, therefore, visualize structural changes. Additional in-
formation can be extracted by radial integration of the intensity, which will be referred to
as a pseudo-powder diffraction data. Furthermore, at singular pressure values, a series
of images have been collected integrating over 𝛥𝜑 = 0.5∘ to acquire a full single-crystal
dataset. Each of these images collects the integrated intensity in a curved slab in reciprocal
space. It is, therefore, necessary to transform the recorded data into a rectangular reciprocal
lattice. This procedure has been performed using the software CrysalisPro.
5Rutgers Center for Emergent Materials and Department of Physics and Astronomy, Piscataway, New Jersey
08854, USA
6The working principle has been described in Section 5.2
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In this way, the phase diagram has been mapped out in three different mostly isothermal runs
as a function of pressure. Since the lattice modulations in IrTe2 are locked to ?⃗? = (𝑞, 0, 𝑞),
the variation of the lattice modulation can be observed illustratively in two-dimensional slices
through the reciprocal space extracted from full single-crystal datasets.
The entirety of the collected XRD-data can be used to construct an illustrative p-T phase
diagram as depicted in Fig. 6.8. In the low-pressure region the ambient unmodulated trigonal
(P3̄m1) crystal structure remains stable up to a maximum pressure of 5.5 GPa. Further in-
creased pressure introduces a structural transition indicated by the appearance of additional
scattered intensity along (𝑞, 0, 𝑞). The subsequent intermediate pressure range is character-
ized by a very complex and inhomogenious diffraction pattern, which depends significantly on
the temperature. At 293 K the transition is characterized by a clean diffraction pattern of
sharp reflections with 𝑞 = 1/5 as depicted in Fig. 6.8a. However, this regular arrangement
immediately decays upon further pressure increase into an irregular distribution of intensity.
This marks a very inhomogeneous phase region, which extends over a large area of the phase
diagram (see Fig. 6.8b-d). On the contrary, at 420 K the diffraction pattern is character-
ized by reflections with 𝑞 = 1/8 which, besides only weak contaminations, dominate up to the
high-pressure transition (see Fig. 6.8e). Finally, the diffraction pattern at 523 K is again
characterized by an irregular distribution of intensity in which no dominant contribution of
a well-defined 𝑞 can be identified (cf. Fig. F.1a). Ultimately, regardless of the structure in
the intermediate pressure region, the transition into the high-pressure phase is characterized
by well-defined, high-intensity superlattice reflections with 𝑞 = 1/6 depicted in Fig. 6.8f. This
phase remains stable up to the largest pressure realized in this experiment of 42 GPa.
More detailed information on the nature of these transitions can be gained by extracting one-
dimensional slices along (𝑞, 0, 𝑞) as shown in Fig. 6.9a. These data on the one hand show, that
the irregular intensity distribution observed in the intermediate pressure region by no means
is diffusely broadened. Instead, this intensity distribution is a result of the superposition of
different coexisting phases as equivalently observed in [171] upon cooling. On the other hand,
Fig. 6.9b exemplifies for the 𝑞 = 1/6 modulation, that the intensities of the modulation reflec-
tions are of the same order of magnitude as the Bragg-reflections of the unmodulated structure.
In comparison to superlattice intensities with a factor of 10−2 compared to the Bragg peaks as




































































































Figure 6.8: Proposed phase diagram based on SC-XRD data:
Red cross mark the existence of full single-crystal data and colored regions highlight stability regions based on these data, in particular
the trigonal phase (blue) and the pure 𝑞 = 1/6 phase (green). Orange asterisk marks the critical pressure values based on pseudo-powder
data. The dashed blue line is a guide to the eye for the phase boundary to the 𝑞 = 1/6 phase based on pseudo-powder data. The green
shaded area marks the projected extension of the 𝑞 = 1/6 phase to lower temperatures.
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Figure 6.9: a) Intensity distribution along the (1, 0, 1) direction for datasets shown in
Fig. 6.8; colored bars mark the reflection positions of different 𝑞. b) The cutout illustrates
the relative intensity of modulation reflections in comparison to the corresponding Bragg-
peak in the example of 𝑞 = 1/6.
Finally, the continuous collection of radial integrated intensity, referred to as pseudo-powder
data, as a function of pressure allows the determination of phase boundaries. The evaluation of
these data in particular within the trigonal phase provides the lattice parameter changes as a
function of pressure (see Fig. 6.10a and 6.10b) and allows therefore to determine critical lattice
parameters for the first transition into a modulated phase. The comparison of the pseudo-
powder data close to this transition, depicted in Fig. 6.10c and 6.10d, exhibit drastic changes
at the critical pressure. These changes, in particular, inhibit the mapping of the modulated
structure onto the unmodulated trigonal phase and therefore continuous monitoring of the
lattice parameter changes in a pseudo-trigonal cell beyond this transition.
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Figure 6.10: Pressure dependence of the lattice parameters and unit cell volume within
the trigonal phase at 420 K a) and 523 K b). A section of the pseudo-powder data at the
critical pressure indicates significant changes in the lattice structure.
6.5 Discussion
The presented high-pressure XRD study allows to construct a concise overview of the p-T
phase-diagram of IrTe2. The drastic changes observed in the pseudo-powder diffraction pattern
at the transition as well as the high intensity of the reflections corresponding to the new
crystal structures indicate significant changes in the lattice structure, which go beyond a weak
periodic lattice distortion as expected for a CDW phase. Utilizing single-crystal diffraction
data, pure phases of selected modulations can be identified in limited regions of the phase
diagram. These indicate a successive stabilization of phases, which are here characterized by
𝑞 = 1/5 → 1/8 → 1/6, with increasing pressure. This is on the one hand consistent with earlier
resistivity studies under pressure [161], which indicate the stabilization of the 𝑞 = 1/5 phase
under pressure. On the other hand, these phases show strong similarities to crystal structures
which emerge in IrTe2 upon cooling [167, 168, 186] as well as thermal annealing and heavy
Se-doping [171]. The refinements of these structures identify the formation of strongly reduced
Ir-Ir bond lengths as the key feature and phases of different 𝑞 realize different proportions of
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the resulting dimers (cf. Fig. 6.5).
In combination with the refined crystal structures provided by Pascut et al. [171], the pre-
sented high-pressure XRD study indicates that phases with increasing fraction of the dimerized
Ir-sites 𝐷𝑞=1/5 = 2/5 → 𝐷𝑞=1/8 = 1/2 → 𝐷𝑞=1/6 = 2/3 successively stabilize upon increasing pres-
sure. Moreover, this experiment shows that the maximum dimerized fraction experimentally
observed (2/3 of the Ir-sites) is realized in the high-pressure phase with 𝑞𝑛 = 1/6, which remains
stable up to the maximum pressure achieved in these experiments (42 GPa). In total, the re-
sulting phase diagram (see Fig. 6.8) is perfectly in line with the phase diagram proposed as a
function of Se-doping [171]. In comparison to chemical doping, the application of hydrostatic
pressure provides a continuously tunable external parameter and excludes any effects from
impurity atoms.
The key feature of these superstructures is the formation of rather localized objects char-
acterized by a strongly reduced Ir-Ir distance within a globally itinerant system. To elucidate
selected aspects of the underlying mechanism which stabilizes these objects, we performed
comparative density functional calculations (DFT) in strong collaboration with my colleague
Dr. Tobias Ritschel (see details in App. E).
As illustrated in Section 6.3, the stability of a CDW-like modulation is characterized by the
formation of band gaps. Exemplary, the band structure of the modulated structure 𝑞 = 1/5 is
depicted in Fig. 6.11 in comparison to the unmodulated structure. For a better comparison,
the band structure has been ’unfolded’7 to the Brillouin zone of the unmodulated trigonal
structure. Within large areas the similarity to the unmodulated structure is apparent. Never-
theless, this comparison shows the absence of any band gap close to the Fermi surface related
to the modulation. This is in particular true along the path 𝛤 → 𝐿, which includes the ex-
perimentally observed modulation vector. In fact, significant changes are observed only far
off the Fermi-energy. The absence of a band gap in the modulated structures is in agreement
with experimental studies of the optical conductivity [188] and angular-resolved photoemission
spectroscopy in [167, 189]). A second key indication for a CDW mechanism is a softening of
phonon branches. This is commonly observed in other TMDs such as 1T-TaS2 and 1T-TiSe2
[179, 181, 182], which are discussed in terms of a CDW mechanism. Therefore we calculated
the phonon dispersions in the ambient crystal structure of IrTe2. To investigate the potential
influence of pressure we performed a second calculation with the reduced lattice parameters
experimentally observed close to the transition (cf. 6.10 a)). The result is shown in Fig. 6.12 a)
and exhibits no hint towards a phonon softening neither in the ambient lattice structure nor
in the pressure induced one.
7If lattice modulations result in an increased periodicity, the corresponding Brillouin-zone shrinks. Conse-
quently the bands of the normal cell are folded into the smaller Brillouin-zone. The unfolding procedure, as
described e.g. in [187] provides a mapping of the modulated structure into the Brillouin-zone of the normal
cell.
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Figure 6.11: Band structure of the 𝑞 = 1/5 modulated structure backfolded to the Brillouin-
zone of the unmodulated structure.
(a) IrTe2 (b) 1T-TaS2
Figure 6.12: a) Phonon dispersion in IrTe2 calculated for lattice parameters under ambient
conditions (blue) and lattice parameters at the critical pressure (p=4 GPa at 420 K) (red).
b) In comparison, the phonon dispersion in 1T-TaS2 clearly shows an instability, which is
suppressed with increasing pressure. (taken from [178])
These observations contradict two major indications of a classical CDW mechanism as dis-
cussed extensively in the literature (e.g. [168, 188, 190]). Moreover, the modulated structure
is characterized by the formation of dimers introducing a strongly nonsinoidal modulation with
large atomic displacement. This is severely incompatible with the weak coupling limit of the
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Peierls mechanism assuming a sinoidal modulation 𝑢𝑛 = 𝑢0 sin(𝑛|𝑞0|𝑎+ 𝜑) with 𝑢≪ 𝑎.
In contrast, the formation of bonding molecular orbital states implies the development of
localized states. This is for example proposed by Mazumdar et al. [191], who predict the for-
mation of localized bonding and antibonding states mainly by Ir d-states, which exhibit a large
electron density along the dimer bond direction. Such states should appear as notably sharp
features in the DOS. As extracted from our calculations, Fig. 6.13 shows the DOS projected
on Ir and Te sites of different symmetry. Indeed, the DOS of the d-states at Ir-sites involved
in a dimer exhibits a characteristic sharp feature centered at ≈ 0.5 eV, which is commonly
interpreted as antibonding states in comparable ab-initio studies. However, the observation
of a similar feature in the p-states of the Te-sites bridging the dimer suggests a central role
played by these Te-sites. On the other hand, no similarly sharp feature corresponding to the
bonding states can be identified in the occupied states and only a shift of DOS is observed.
Most importantly, this shift in the DOS does not result in a significant gain of total energy in
our calculations.
This result reflects a general observation in modeling IrTe2 with DFT calculations. Several
DFT-based studies show that using common functionals (LDA, GGA) these calculations can-
not reproduce the energetic order of phases (𝐸(𝑞=1/6) < 𝐸(𝑞=1/8) < 𝐸(𝑞=1/5) < 𝐸𝑡𝑟𝑖𝑔𝑜𝑛𝑎𝑙) experi-
mentally observed. Moreover, it is suspected that the consideration of spin-orbit coupling fur-
ther destabilizes the modulated phases [168, 171]. The important approximation presupposed
in these calculations is that exchange-correlation interactions are represented by a functional
of the electron density, therefore may not capture the full influence of electron-electron inter-
actions and implicitly do not include many-electron effects. From this observation, it can be
concluded that electron-electron interactions and eventually the competition with spin-orbit
coupling may play a central role in the formation of Ir-Ir dimers.
Despite the fact, that IrTe2 has been extensively investigated during the last decade, the
influence of different electronic interactions seems to be not fully understood. This problem
could be addressed by a comprehensive ab-initio study investigating, for example, the influence
of exchange effects via Hartree-Fock based methods (e.g. hybrid functionals).
An initial step in this direction has been done recently by Saleh and Artyukhin [192]. This
ab-initio study, for the first time, reproduced the experimentally observed energetic order in
the modulated phases by choosing exchange-correlation functionals beyond the GGA. As the
central result, in opposition to previous investigations [168, 191], this study emphasizes the
significant influence of the hybridized Ir(𝑒𝑔) - Te(p) states in the formation of bonding and
antibonding states. These states indeed are observed as electron density localized close to the
dimer bonds, which are therefore addressed as multicenter bonds. This is very close to the





Figure 6.13: Partial density of states (DOS) of a) the Ir 5d-states and b) the Te 5p-states
in the 𝑞 = 1/5 phase. The sites involved in the dimerization (red) show characteristic features
in the DOS (green shaded region). In comparison the results by Saleh and Artyukhin [192]
are depicted in c).
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6.6 Conclusion
In the presented high-pressure XRD study, the general structure of the p-T phase diagram
for IrTe2 is investigated. Besides the crystal structure under ambient conditions, it contains
several different modulations of the lattice. These modulations differ in the proportion of
dimerized Ir sites and phases of higher dimer density are stabilized with increasing pressure.
As a stable high-pressure phase, the modulation 𝑞 = 1/6 is identified.
As widely discussed in the literature, several features of this transition are severely incompat-
ible with a CDW-like transition, including the missing of a CDW gap, a Kohn-instability, and
the strong nonsinoidal lattice distortion. On the other hand, the metallic properties of IrTe2
are preserved across the dimerization. This marks an important difference to rather localized
systems in which cluster formation is a result of charge redistribution, the formation of ionic
Ir4+, and accompanied by a metal-insulator transition like CuIr2S4 [58, 59, 60].
Within the course of the present thesis, the mechanism driving the dimerization in IrTe2 could
not be clarified conclusively. Nevertheless, recent DFT calculations exhibit important hints
for its clarification. Saleh and Artyukhin [192] emphasize that the formation of antibonding
and bonding states relies significantly on the contribution of adjacent Te sites. Furthermore,
the fact the DFT calculations in common approximations (LDA, GGA) notoriously fail to
reproduce the energy differences of modulated phases suggests that important energy scales
supporting the formation of dimers are provided by the exchange-correlation interaction, which
are not reproduced sufficiently correct by these approximations. Therefore, it can be concluded,
that a thorough understanding of the mechanism, which stabilizes localized dimers in a fully
itinerant system as IrTe2 requires a systematic investigation of the influence of exchange and
correlation interaction.
In conclusion, based on the presented discussion of the formation of new structures in IrTe2,
the following scenario can be suggested:
1. Under the application of pressure, a fraction of the itinerant valence electrons forms
localized valence bond states, which are observed as dimer bonds.
2. Remaining valence electrons retain their 3D band structure conserving the macroscopic
metallic properties of IrTe2.
3. Upon increasing pressure, electronic weight is redistributed from the itinerant states to
localized valence bond states. This results in an increasing fraction of dimerized Ir sites.
It therefore appears, that the electron system in IrTe2 is dominated by an equilibrium between
itineracy and localized states, which is under pressure-driven towards the formation of localized
states. This behaviour is contrary on the one hand to the pressure-induced insulator-metal
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transition in iridates [9, 10, 100]. On the other hand, it differentiates from the formation
of dimer bonds out of a Mott-insulating state [35, 36, 37, 38, 39], in which the formation of
covalent bonds competes with magnetism [40].

7 Summary and outlook
In the present thesis, selected iridium compounds have been investigated in three different
case studies employing modern synchrotron-based techniques to elucidate their characteristic
features in the crystal structure, magnetic ordering, and the dynamic of excitations. These
compounds experienced a lot of attention since they are predicted to host new kinds of ground
states or excitations resulting from strong spin-orbit coupling and its cooperation or com-
petition with other microscopic energy scales such as kinetic energy or coulomb interaction.
In many cases, such an complex interplay opens up the possibility to drive their physical
properties via external influences. In this work the particular focus was on the potential of
hydrostatic pressure as a tunable external parameter for systematic investigation.
As an introduction, a brief review of the electron structure in strongly spin-orbit coupled sys-
tems and the influence of relevant energy scales has been given. From this, concrete scenarios
relevant to the investigated cases are described, which result from the interplay of these influ-
ences.
The first case study is presented in Chapter 4, in which the dynamics of magnetic excitations
in the iridium-based double perovskites Ba2YIrO6 and Sr2YIrO6 has been investigated via
resonant inelastic x-ray scattering. These experimental data confirm the expected J=0 ground
state by the observation of the corresponding excitations with J=1,2 in agreement to the theo-
retical predictions. These excitations form the basis for an interesting scenario in which under
increasing kinetic influences, an increasing dispersion and potential condensation of these ex-
citations is predicted, which would drive a novel type of magnetic transition, called ’excitonic
magnetism’. The presented comprehensive momentum-resolved RIXS measurements rule out
such a scenario for the investigated compounds and therefore any influence of excitonic mag-
netism on the macroscopic properties. Nevertheless, these data allow for an estimation of
the relative strength of the energy scales involved and thus form the starting point for sub-
sequent investigations with the aim to drive such a transition. One possible approach would
be to study the influence of external pressure on the dynamics of these excitations. Since
the densely-packed fcc crystal structure may strongly limit the compressibility, the influence
of pressure on the exchange interaction should be estimated by preliminary experiments in
combination with ab-initio calculations. A second potential approach is to investigate the
contribution of the valence states of metallic sites occupied by Ba/Sr and Y to the exchange
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interaction. This could be clarified by a systematic replacement by chemical species of different
valence occupation.
Chapter 5 describes the development of a new experimental setup at the beamline P09 at
PETRAIII(DESY) with the aim to facilitate the investigation of complex ordering phenomena
like magnetic ordering via resonant elastic x-ray scattering (REXS) as a function of hydrostatic
pressure. While structural investigations with XRD as a function of pressure and temperature
are a well-established method, there are only a few facilities where REXS experiments can be
performed in a similar way. Within the course of this thesis, a tailor-made setup for the reso-
nant scattering beamline P09 has been designed in close cooperation with the beamline staff,
combining high-pressure equipment and suitable cryotechnology. After a brief overview of the
technical components involved, first REXS measurements acquired in this setup on Sr2IrO4
are presented, demonstrating the feasibility of these experiments. Furthermore, the technical
difficulties of the first design are analyzed and improvements are introduced to solve them. In
conclusion, this chapter demonstrates the functionality of this experimental setup and thus
forms an important starting point for future studies.
Promising candidates for such studies are selected iridates. A first study at Sr2IrO4 conducted
by Haskel et al. [110] already shows a surprisingly complex phase diagram with potentially
frustrated phases, which call for a more detailed investigation. Furthermore, Na2IrO3 still
provides a very exciting candidate for the investigation of magnetic order on honeycomb lat-
tice geometry using the continuously tunable external parameter of hydrostatic pressure. On
the other hand similar experiments can also be motivated for the group of osmates or even
rare-earth compounds.
Finally, the third case study is presented in Chapter 6 in which the iridium-based dichalco-
genide IrTe2 is investigated by means of single-crystal x-ray diffraction as a function of temper-
ature and pressure. In opposition to the iridates, IrTe2 is an itinerant system which undergoes
a complex series of structural transition at lower temperatures. Key feature of these transitions
is the formation of strongly localized states forming Ir-Ir dimers. Our investigation shows, that
these dimer states are stabilized with increasing pressure, which is observed as an increasing
density of dimer bonds. IrTe2 therefore presents the interesting scenario in which under pres-
sure localized states are formed out of an itinerant ground state. The fact that accompanying
DFT calculations in the LDA approximation fail to reproduce this stabilization may be an
indication that exchange-correlation effects play an important role. This conclusion could be
verified in a subsequent comprehensive DFT-study comparing different approximations for the
exchange-correlation. In addition, the role of spin-orbit coupling in the formation of the dimer
bonds remains elusive.
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In conclusion, the presented thesis demonstrates that different phenomena in iridium-based
compounds exhibit a susceptibility to hydrostatic pressure, which makes pressure-dependent
studies are valuable tool in the systematic investigation of these phenomena. Moreover, it is
shown, that the expansion of these experiments towards modern synchrotron methods still hold
a lot of potential. In particular the investigation of potentially frustrated systems or systems
with complex magnetic phase diagrams will greatly benefit from the feasibility of combined
REXS and RIXS [136] experiments as a function of pressure. In addition, the increasing
development of facilities which allow pressure-dependent XRD studies in home institutes will
improve significantly the starting point for complex investigations at the synchrotrons. In the
ideal case, these studies can be combined with reinforced support by the solid state theory
leading to a better understanding of the theoretical models in correlated electron systems.
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A 𝑡2𝑔 − 𝑝 equivalence
The comparison of the ?̂?𝑥,𝑦,𝑧 matrix elements for the d-states written in cubic harmonics with
the matrix elements of the p-states reveals an equivalence of the 𝑡2𝑔 and the p states up to a
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equivalently for ?̂?𝑦 and ?̂?𝑧. For large crystal field splitting the off-diagonal elements between
𝑡2𝑔 and 𝑒𝑔 can be neglected. This justifies an approximative mapping of the 𝑡2𝑔 states on
𝑙𝑒𝑓𝑓 = −1.
B 𝑑4 multiplet structure via Quanty
The script language Quanty 1 [43, 44, 45] provides the possibility to define small quantum
mechanical problems in second quantization and solve these. In the presented case it has
been used to perform simplified multiplet calculations modeling an Ir 𝑑4 ion to illustrated the
influence of selected energy scales on the excitation spectrum.
The smallest possible model to reproduce a J=0 ground state for these kind of calculations
is realized by definition of six states (forming a set of p-like states with L=1) filled with four
electrons. Using this in analogy to the 𝑡2𝑔 states is basically the equivalent of an 𝑂ℎ CF with
10𝐷𝑞 → ∞ and therefore SOC and Hunds coupling operate only on the 𝑡2𝑔 states.
1http://quanty.tphys.uni-heidelberg.de/start






0, 𝐹 2, 𝐹 4) (B.1)
The Coulomb operator is in Quanty defined by the Slater-parameters, in this case 𝐹 0, 𝐹 2, 𝐹 4,
which can be extracted from non-relativistic DFT-calculations and yield e.g. for Ba2YIrO6:
𝐹 0 = 9.126; 𝐹 2 = 4.119; 𝐹 4 = 2.786. These parameters can be related to the energy scales 𝑈
and 𝐽𝐻 [193]. Since 𝑈 does not influence the differences between the excitation energies [42],
a continuous variation of ?̂?𝑒−𝑒 can simulate a dependence on the Hunds coupling 𝐽𝐻 . The
solution of the Hamiltonian in this setting produces, among others, the results presented in
Section 2.2.2.
In principle these results should be reproduced by including the full set of d-states. In this
case a sufficiently high 10𝐷𝑞 splits the d-states into 𝑡2𝑔 and 𝑒𝑔, SOC and Hunds coupling now
operate on the full set of d-states. The 𝐽2𝑒𝑓𝑓 are measured by transforming the 𝐽 operator, by
default defined on the full d-space, onto the 𝑡2𝑔-states via Eq. A.1
𝐽𝑒𝑓𝑓 = 𝒯 −1𝐽𝒯 (B.2)
with
𝒯 = 𝑃−1𝑠𝑝ℎ𝑃𝑡2𝑔𝑃𝑠𝑝ℎ (B.3)
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The dependence of the excitation energies and the corresponding 𝐽 on 10𝐷𝑞 is shown in
Fig. B.1a. As the most important result, in this setting the expected low energy spectrum
formed by states with a well defined J = 0,1,2 is produced only in the high 10𝐷𝑞 limit requiring
a much larger 10𝐷𝑞 as common among the iridates. This extension of our toy model to the
full d-space at this point can only show that this toy model emerges from the more general
case as the 10𝐷𝑞 → ∞ limit.
(a) (b)
Figure B.1: a) Energies of the lowest 15 states in a 𝑑4 configuration in dependence of
the CF parameter 10𝐷𝑞. b) Excitation energies on a J=0 groundstate in an Ir4+ with
10𝐷𝑞 = 35 eV; The gray bar highlights the ratio between J=1 and J=2 excitation energies
experimentally observed in Sr2YIrO6
C Brillouin-zone of the Fm3̄m space
group
In Fig. C.1 the Brillouin-zone of the fcc-lattice is depicted. Labeled positions as well as blue
paths connecting them highlight momentum transfers under which RIXS measurements have
been performed in the course of the work presented in Chapter 4.
Figure C.1: Brillouin-zone of
an fcc-lattice
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D Contribution from quintet wave
functions to RIXS intensity
The notation of the quintet bosons as 𝑞𝑥𝑦, 𝑞𝑦𝑧, 𝑞𝑧𝑥, 𝑞𝜑, 𝑞𝜑+𝜋 follows the derivation in [46] includ-












For the specific case of high symmetry points equivalent to the 𝑋-point different wave functions
emerge depending on the direction of momentum transfer:





















This comparison shows that the resulting states are of the same symmetry and solely differ
in their orientation. These properties become in particular relevant in the case of a RIXS
experiment since the contribution of these different states to the scattered intensity under a
specific scattering geometry and x-ray polarization will depend strongly on their symmetry
properties and orientation.
E Basic principles of density-functional
theory (DFT)
Key aspects of the DFT are extracted from the lecture “Vielteilchentheorie kondensierter Ma-
terie” given by Prof. Timm at the TU-Dresden in 2014. For a comprehensive overview in this
methods the interested reader is relegated to various text books e.g. [194].
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In general the density-functional theory provides a framework to solve the Hamiltonian of
many-electron systems given by:





𝑉 (𝑟𝑖)⏟  ⏞  





|?⃗?𝑖 − ?⃗?𝑗|⏟  ⏞  
electron-electron interaction
(E.1)
The basic idea of this approach is, to map an interacting many-electron system onto a non-
interacting system. Key relations for the realization are provided by the Hohenberg-Kohn
Theorems :
1. The mapping between the potential 𝑉 (?⃗?), which fully characterizes the system, and the
ground state density 𝑛(?⃗?) is bijective. Since 𝑛(?⃗?) is uniquely determined by the ground
state wave function 𝜓(?⃗?1, ?⃗?2, ...?⃗?𝑁), these quantities are connected by the unique mapping:
𝑛(?⃗?) → 𝑉 (?⃗?) → 𝜓(?⃗?1, ?⃗?2, ...?⃗?𝑁) → 𝑛(?⃗?) (E.2)
2. This ground state density minimizes the total energy and can therefore uniquely be
determined by minimizing the functional 𝐸[𝑛]
The Kohn-Sham equations provide an approach to perform this minimization practically by
mapping the interacting many-electron system onto a system of non-interacting one-particle
wave functions 𝜑𝑖(?⃗?), which fulfill the Kohn-Sham equations:[︂
− 1
2𝑚






|𝑟 − 𝑟′| + 𝑉𝑥𝑐[𝑛](𝑟)
]︂
𝜑𝑖(?⃗? = 𝜖𝑖𝜑𝑖(?⃗?) (E.3)
These equations are solved iteratively starting with an initial 𝑛(?⃗?). The result is in principle
exact supposing 𝑉𝑥𝑐[𝑛](𝑟) would be exactly known. This is commonly not the case, therefore
different approximations for this functional are established.
E.1 Approximations for the exchange-correlation
potential:
Local density approximation (LDA): The LDA employs the fact that the exchange and
correlation energies of a homogeneous electron gas 𝑛(?⃗?) = const. is basically known exactly.
As a result the exchange-correlation reduces to a function of the density 𝑛 written as:





generalized gradient approximation (GGA): Advanced approximations additionally in-
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clude gradients of 𝑛(?⃗?): 𝑒[𝑛] ≈ 𝑒(𝑛,∇𝑛).
E.2 FPLO
Band structure calculations in this thesis have been calculated using the FPLO18 software
package developed at the IFW Dresden which implements the full-potential local orbital
method (see details in [195]). The Kohn-Sham orbitals in Eq. E.3 are expanded in a ba-
sis of localized nonorthogonal atomic-like orbitals. This is a full-electron approach treating
core and valence electrons in a similar fashion. However the core electrons take no active
part in the final diagonalization procedure, which improves the performance significantly in
particular for heavy atoms.
Calculations presented in the thesis have been performed using the LSDA exchange functional
by Perdew and Wang 1992.
E.3 Quantum Espresso
The calculation of phonon dispersions presented in this thesis has been performed in the
Quantum Espresso software package selecting standard solid-state pseudopotentials [196, 197,
198]. For this calculation the lattice structure of IrTe2 (P3̄m1) has been relaxed for a) lattice
parameters at ambient conditions b) at the experimental critical pressure has been relaxed,
before the actual calculation of phonon modes.
E.3.1 Phonon dispersion
A detailed description can be found in [199].
(Under the adiabatic Born-Oppenheimer approximation to decouple electronic and nuclear
degrees of freedom) The vibrational frequencies of ionic positions in a lattice around their










With 𝐸(𝑅) as the Born-Oppenheimer energy surface (resulting from the Born-Oppenheimer
Hamiltonian) and the application of the Hellmann-Feynman theorem this second-order deriva-


















As a result, the evaluation of E.5 requires the calculation of the ground state density 𝑛(𝑟) as
well as its linear response towards external perturbations 𝜕𝑛𝑅(𝑟)
𝜕𝑅
.
F Single-crystal diffraction images in
IrTe2 at 523K
(a) T = 523 K, p = 6.68 GPa
(b) T = 523 K, p = 9.10 GPa
Figure F.1: Raw detector images of the single-crystal XRD on IrTe2 integrated over the
full accessible range illustrating the diffraction pattern in the a) intermediate pressure region
and b) high-pressure region at 523 K.
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