This paper introduces the oriented-tree network design problem (OTNDP), a general problem of tree network design with several applications in different fields. We also present several adaptations needed by evolutionary algorithms with Cayley-type encodings to tackle the OTNDP. In particular, we present these adaptations in two Cayley-encodings known as Prüfer and Dandelion codes. We include changes in Cayley-encodings to consider rooted trees. We also show how to use a fixed-length encoding for Cayley codes in evolutionary algorithms, and how to guarantee that the optimal solution is included in the search space. Finally, we present several adaptations of the evolutionary algorithm's operators to deal with Cayley-encodings for the OTNDP. In the experimental part of the paper, we compare the performance of an evolutionary algorithm (implementing the two Cayleyencodings considered) in several OTNDP instances: first, we test the proposed techniques in randomly generated instances, and second, we tackle a real application of the OTNDP: the optimal design of an interactive voice response system (IVR) in a call center.
Introduction
Many combinatorial optimization problems related to networks consist of obtaining optimal trees in terms of an objective function and a set of constraints [7, [9] [10] [11] [12] [13] [14] [15] . In many cases, the tree must be calculated to begin from an initial graph GðV; EÞ. In this case we have a spanning tree design problem [24] . Problems involving spanning trees arise in multiple fields, such as telecommunications [23, 15, 14] , economics [8] , and transportation system design [11] .
Combinatorial problems in which the optimal form of a tree must be obtained have attracted the attention of researchers in the last few years [2, 19] . In this case, the constraints do not concern the links that belong to the tree, as in the case of spanning trees, but rather the maximum number of nodes or leaves in the tree.
In this paper tackle a problem of tree network design, the oriented-tree network design problem (OTNDP). This problem looks for the oriented-tree network with the minimum average number of bifurcations. The OTNDP has direct applications to the design of communication networks [20] , hydric networks [12] , structure of organizations [3] , systems design, etc. A number of algorithms and heuristics can be found in the literature for tree design and tree encoding [4, [17] [18] [19] [20] [21] . Specifically, intensive research has been carried out in the field of evolutionary computation applied to the resolution of problems of tree design [16, 21] . In the majority of cases, the evolutionary algorithms (EAs) have been applied to problems involving spanning trees [16, 22] . However, several problems require the extension of these algorithms and encodings to the case of orientedtree design problems, which, to our knowledge, has not been tackled using evolutionary algorithms with Cayley-type encodings.
In this paper we present several adaptations of EAs using Cayley-encodings for the OTNDP. These adaptations introduce changes in Cayley-encodings to consider rooted trees. We also discuss the possibility of using a fixed-length encoding, guaranteeing that the optimal solution is included in the search space. Finally, we present several adaptations of the EA operators to deal with Cayley-encodings for the OTNDP. The paper considers two different tree encodings strategies based on Cayleyencodings: the Prüfer encoding and the Dandelion code [16] . All the adaptations proposed in this paper are tested in these two encodings. We will show that the Dandelion code outperforms the Prüfer encoding in the OTNDP as expected, producing results quite close to a theoretical lower bound for the problem, also obtained in this work.
The rest of the paper is structured as follows: the next section summarizes the main properties of Cayley encoding for trees, specifying the characteristics of the Prüfer encoding and the Dandelion code. In Section 3 we present the OTNDP definition, and introduce the calculation of a lower bound for the OTNDP based on the optimization of N-ary trees. In Section 4 we describe the specific adaptations that must be included in EAs using Cayley encodings to deal with the OTNDP. Section 5 includes the experimental part of the paper, where experiments in randomly generated OTNDP instances, and a real application in the design of a call center system are presented. Section 6 closes the paper with some final remarks.
Background: Cayley-type encodings of trees in evolutionary algorithms
Many combinatorial problems that are to be solved with evolutionary algorithms look for an optimal tree that fulfils a number of constraints [18, 9, 5] . In addition, in the majority of cases, a given objective function, which represents the quality of the tree for the problem must be optimized. Many tree encoding schemes have been proposed in the literature [21, 16] , but the most commonly used, the Cayley-type encoding, is used in this paper; it includes the so called Prüfer encoding and the recently proposed Dandelion code.
In 1889, Cayley proved that in a complete labeled network with n nodes there are n nÀ2 different spanning trees. In 1918 Prüfer gave a constructive proof of Cayley's result, using a bijection between the spanning trees on n vertices and the strings of length n À 2 over an alphabet of n symbols. Mathematically, for each n P 2, let C n be the set of strings consisting of ðn À 2Þ integers from the set ½1; n ¼ f1; 2; . . . ; ng, with repetitions allowed. For a given n, the strings C n are known as Cayley strings, or Cayley codes. For each n P 2 let k n be the set of labeled trees on the vertex set ½1; n. Cayley's result showed that jk n j ¼ n nÀ2 , and jC n j ¼ jk n j. Thus, the trees in k n can be put in one-to-one correspondence with the Cayley strings (C n ), and there are ðn nÀ2 Þ! Cayley codes (different possible assignments of trees to Cayley strings). Cayley-type encodings of trees, and specially Prüfer encoding, have been successfully applied to several problems requiring a tree or a spanning tree of a given graph, like [6, 14] or [19] . Prüfer encoding has also sometimes been criticized, due to its poor results in other problems [22] . These results were explained by the poor locality of the mapping (small changes in the representation make large changes in the tree). In order to correct this, changes in the original Prüfer encoding were introduced by Neville in 1953. Much more recently, new Cayley-type encodings have been proposed to be used in evolutionary algorithms. One of these new encodings, known as the Dandelion code, has been studied in detail for its use within evolutionary algorithms dealing with spanning trees, [16, 22] . The Dandelion code has been reported to exhibit better behavior than the Prüfer encoding in terms of locality (small changes in the representation make small changes in the tree) [16] .
The rest of this section summarizes the Prüfer and Dandelion encoding algorithms for trees.
Prüfer encoding
The algorithm for decoding a Prüfer string is based on adding edges to an initially empty graph, following an order given by the degree of the nodes and the code string. The decoder can be summarized as follows:
Input: A Prüfer code C ¼ ðc 2 ; c 3 ; . . . ; c nÀ1 Þ. Output: The tree T 2 k n corresponding to C.
Step 1: Calculate the degree of each node d i as d i ¼ nr i þ 1, where nr i counts the number of times that node i appears in the code C.
Step 2: Construct the tree T 2 k n by adding edges to an initially empty graph, following the order of the minimum degree nodes (vector D) and the code C. When a given edge is included in the graph, then the degrees of the corresponding nodes must be decremented one unit in vector D. The tree is formed when all the edges have been included.
Consider Fig. 1 as an example. In this figure, the Prüfer code C ¼ ð1; 2; 6; 5; 1; 8Þ is decoded. First, we calculate the vector of degrees, D, which in this case is D ¼ ð3; 2; 1; 1; 2; 2; 1; 2Þ. Then we start adding edges to an empty graph according to the nodes with minimum value of d i , which in this case are nodes 3, 4 and 7. Since 3 is the smallest one, and c 1 ¼ 1, we add an edge between the nodes (1,3). We decrement the corresponding nodes in vector D, to get D ¼ ð2; 2; 0; 1; 2; 2; 1; 2Þ. Now we have to choose the minimum between nodes 4 and 7 (values different from 0). The minimum is 4, and c 2 ¼ 2, so we add an edge between the pair (2,4). We decrement vector D, to get D ¼ ð2; 1; 0; 0; 2; 2; 1; 2Þ, and then we choose between nodes 2 and 7. We choose 2, and c 3 ¼ 6, so we add an edge between the pair (2,6). We continue applying this algorithm until vector D is a vector of 0s. The final tree can be seen in Fig. 1b. 
The Dandelion code
The Dandelion code is a Cayley-type encoding that has recently been described and used for encoding trees in genetic algorithms [16, 22] . There are several decoding algorithms (string to tree) for the Dandelion code. In this paper, we use the so called fast algorithm, proposed by Piccioto in [17] , which has also been used in [22] :
The tree T 2 k n corresponding to C.
Step 1: Define the function / C : ½2; n À 1 ! ½1; n such that / C ðiÞ ¼ c i for each i 2 ½2; n À 1.
Step 2: Calculate the cycles associated with the function / C , Z 1 ; Z 2 ; . . . ; Z k . Let b i be the maximum element in cycle Z i . We assume that the cycles are recorded such that b i is the rightmost element of Z i and that
Step 3: Form a single list p of the elements in Z 1 ; Z 2 ; . . . ; Z k , in the order in which they occur in this cycle list, from the first element of Z 1 to the last element of Z k .
Step 4: Construct the tree T 2 k n corresponding to C by taking a set of n isolated vertices (labeled with the integers from 1 to n), creating a path from vertex 1 to vertex n by following the list p from left to right, and then creating the edge ði; c i Þ for every i 2 ½2; n À 1 that does not occur in the list p.
We will illustrate this fast algorithm using the example in Fig. 2 . This figure proposes the Dandelion code C ¼ ð4; 6; 2; 5; 9; 1; 12; 6; 2; 9Þ. Note that there are three cycles in this case: Z 1 ¼ ð6; 9Þ; Z 2 ¼ ð5Þ and Z 3 ¼ ð2; 4Þ. Also note that the order in which we have recorded these cycles follows the indications in Step 2 of the fast decoder algorithm. We next form the list p ¼ ½6; 9; 5; 2; 4 and construct the first part of the tree T, starting from vertex 1, ending in vertex 12, and following the numbers in p. The rest of the tree is constructed by creating the corresponding edges ði; c i Þ for those i that are not in the list p; in this case they are vertices 7, 3, 11, 10 and 8.
Problem formulation and lower bound for the OTNDP
The OTNDP looks for the tree network T with the minimum average number of bifurcations. Let k be the desired number of leaves in a tree with M nodes. Each leaf l q is associated with the probability 1 k (we consider that there is an equal probability of reaching any final node l q ). Mathematically, the OTNDP can be defined using the adjacency matrix of the tree: Let A be the adjacency matrix of the tree, i.e., an M Â M binary matrix, where A ij ¼ 1 if there is a link between nodes i and j, and A ij ¼ 0 otherwise (A ii ¼ 0, we consider no node to be adjacent to itself). Starting from A, we define the path between the root node ðrÞ and each of the tree leaves ðl q Þ. Let N q be the set of nodes fn q;i g that form this path:
where t q ¼ jN q j À 1. Given these N q , we look for the tree such that Since k ¼ 3, there are 3 paths from the root to the leaves of the tree: N 1 ¼ f1; 2; 4g; N 2 ¼ f1; 2; 5g and N 3 ¼ f1; 3g. With these parameters, we can calculate the value of the function gðTÞ, gðTÞ ¼ 
A lower bound for the OTNDP based on N-ary trees
Consider an oriented-tree type network. Following the OTNDP formulation, we look for a tree network with the minimum average number of bifurcations between the root node and the leaves of the tree. In the case that the same probability is associated to each tree leaf, the network topology that minimizes the number of bifurcations is a N-ary tree (from each non-leaf node in the tree there are N links to the next level; see Fig. 4 ). Thus, at the ith tree level, the number of nodes is N i . If k is the number of leaves and L is the tree depth, they are related by the following relationship: 
This expression gives us the number of levels (tree depth) in a N-ary tree with k leaves. The number of bifurcations produced by each tree leaf in this case is
If we wish to minimize the number of bifurcations with respect to N, we get:
Note that N ¼ e gives us a minimum for S:
Therefore, the optimal value of N is N ¼ e, that produces the minimum number of bifurcations
But note that in a N-ary tree, the number of edges leaving from a node ðNÞ must be a natural number, so we have calculated an ideal, unfeasible, tree network topology, which can be considered as a lower bound for the OTNDP.
A real application of the OTNDP
The general OTNDP can be specified in several applications, such as the design of computer or telecommunication networks, and other applications in which the solution is specified as a tree. One of these applications is the optimal design of interactive voice response systems (IVR) in call centers [1] . A typical call center is set up to provide a number of services to customers, that may vary from providing simple information to gathering and dealing with complaints or more complex transactions. In a call center, an interaction takes place between the customer and the system, which has to provide answers to the customers' queries. The interaction may be managed by a fully automatic system (the so called interactive voice response system) or require the intervention of a human agent.
A typical call center employs an IVR system as a front-end for its customers. The use of an IVR reduces the number of human operators needed to manage the call center. This results in savings in the overall workforce costs, which represent the majority of the call center costs. Note that many of the services provided by the call center require standardized answers (such as the answers to Frequently Asked Questions) or answers that result from database query searches (such as the balance on a bank account or the state of a purchase order) and therefore do not need to involve human intervention.
An IVR system can be shown as a tree network in which the leaves are the final services to users. Fig. 5 shows an example of an IVR system in which the nodes are notated as P x , and the average time of the users in each node is also shown.
Note that an IVR system is an example of a tree network that can be optimized by the OTNDP if all the services are considered to be of equal probability. In this case, the lower the number of bifurcations in the tree, the lower the average time of users in the IVR.
Proposed improvements in EAs with Cayley-type encodings for the OTNDP
The OTNDP can be solved using evolutionary algorithms with Cayley-type encodings. However, several adaptations are necessary in these encodings the OTNDP successfully. In this section, we present and discuss these adaptations, which are the main objective of this paper.
The first adaptation of Cayley-type encodings to the OTNDP is related to the root node included in the OTNDP. Note that the Prüfer and Dandelion codes consider the case of un-oriented trees, in which there is no root node to start the tree. In the OTNDP, however, one node acts as the root node, and the rest are attached to it directly or as subbranches in lower nodes. Thus, a given encoding of a Prüfer or Dandelion code represents n À k possible directed trees (the k tree leaves cannot be considered as the root node). To solve this point, after decoding the Cayley string (coming from a Prüfer or Dandelion code), we evaluate the n À k possible different directed trees and keep the best tree in terms of the objective function represented by the Cayley string; see Fig. 6 as an example.
Another adaptation to consider in the oriented-tree case as well as in the OTNDP, is that k of the nodes of the orientedtrees must be leaves. Thus, we need to ensure this point in the evolutionary algorithms. We implement a procedure based on a property of the Cayley-type encodings: the leaves of a tree in the Cayley encoding are the nodes whose numbers do not appear in the string. As an example, Fig. 2a shows a Dandelion code in which numbers 7, 3, 8, 10 and 11 are not included, and consequently the nodes with these numbers become the tree leaves (Fig. 2b) . In this way, the procedure consists of not using the first k node numbers (1 to k) in the random generation of the initial codes (at the beginning of the evolutionary algorithm), nor in the mutation operator. Example of an IVR system in a call center. In each node we show the average time (in seconds) that a given user spends listening to option messages. Also, in each link we show the number of key that the user must press in order to advance to the required service. 6 . Example of the encoding of an oriented-tree using the Dandelion code, assuming that the tree with root in node 9 is the best one.
In the evolutionary algorithm we use fixed-length tree encodings (trees with a given constant number of nodes). However, these constant-length codes allow us to perform a search for trees with any number of nodes (under a given maximum, of course). That is because a tree that has some leaves with associated numbers larger than k (and consequently a tree with more than k leaves) is equivalent to another tree without these leaves (both trees produce the same value of the fitness function because only the first k leaves of the tree are relevant to calculate the average number of bifurcations). An example of this is in the tree of Fig. 7 . In this example k ¼ 7; thus, the nodes 8, 11 and 12 (all larger than k), which appear in the tree on the left side, do not influence the number of bifurcations, so the tree on the right side is completely equivalent.
Bounding the individuals' encoding length
Previous adaptations of EAs for the OTNDP can be extended by means of setting a bound for the length of the encoding (or equivalently the number of nodes of the tree) that guarantees the optimal solution is included. For this we use the properties of the objective function given by Eq. (2) . Note that this function depends on the length of the routes between the root node and each leaf node, in such a way that the shorter the routes, the lower the objective function and the better the associated individual. Consider, therefore, Fig. 8 . Note that due to the presence of node 8, nodes 3 and 4 the left tree have routes to the root node larger than the corresponding nodes in the right tree. Thus, the right tree solution is better than the left one in terms of the objective function given by Eq. (2). We refer to any node in a tree with the same structure as node 8 in Fig. 8 as a dummy node. Following this example, the idea is that given a tree containing dummy nodes, it is always possible to find a better tree in terms of the objective function by removing these dummy nodes.
Consider again Fig. 8 . Note that the final tree, obtained when the dummy node is removed, is formed by 2k À 1 nodes (recall that k is the number of leaves in the tree), which is 7 in this case. The following theorem generalizes this result: Theorem 1. Given a rooted tree with k leaves, the maximum number of nodes in the tree that does not contain dummy nodes is 2k À 1.
Proof. Let us suppose that the number of nodes in a tree with k leaves is N, so the number of links in the tree is N À 1. To ensure none of the nodes are dummy nodes, each node that is not a leaf must have at least two nodes hanging from it. The total number of nodes that are not leaves in the tree is denoted as B. Therefore, the following expression holds in such a tree: Fig. 7 . Example of leaves' removal in an unfeasible tree of 7 leaves. Fig. 8 . Example of a dummy node (node 8 in this case) in a tree, and the improved tree obtained when it is removed.
Note that if this expression is not fulfilled, there would not be enough links to fulfil the condition that at least two nodes must hang from any node that is not a leaf. Note that:
and finally
Note that we use Theorem 1 in order to obtain the minimum possible encoding length in our algorithms, and at the same time we ensure that the optimal solution is included in the search space.
Evolutionary algorithm operators and parameters
Finally, we briefly comment on small changes carried out in the evolutionary operators (mainly the mutation operator) for the OTNDP and also on the parameters used by the EAs tested in the experimental section. The EA with Cayley encoding proposed for the OTNDP is structured in the traditional form of a classic genetic algorithm [10] , with procedures for Selection, Crossover and Mutation. The Selection procedure is the standard roulette wheel, in which the probability of survival of a given individual is proportional to its fitness value. A two-point Crossover operator is applied, where the parents are randomly chosen among the individuals in the population. The Mutation operator is slightly different than in a standard evolutionary algorithm. Recall that we reserve the first k numbers to represent the leaves of the tree, so they cannot appear in the encoding. Thus, the Mutation operator chooses one point in the Dandelion string and randomly replaces it with another integer number randomly chosen in ½k þ 1; n À 2. Regarding the parameters of the algorithm, we have implemented the standard values of Crossover ðP c ¼ 0:6Þ and Mutation ðP m ¼ 0:01Þ operators. The population size is 50, and the number of generations has been fixed to 500, after which we keep the best tree encountered so far.
Experiments and results
The experimental part of the paper has been structured in two different parts. First, we test the improvements proposed in this paper over the Cayley-type encodings described in Section 2 (Prüfer encoding and the Dandelion code) to handle the OTNDP. Several randomly generated OTNDP instances have been tackled, and a discussion of the results is carried out. Second, a real application of the OTNDP is shown in the optimal design of an IVR structure for an Italian telecommunications company (TIM).
Experiments in randomly generated instances
To test the performance of the Cayley-type encodings for the OTNDP, we have implemented both encodings within an evolutionary algorithm. The design of 30 OTNDP instances from 10 to 300 leaves has been carried out using the evolutionary algorithm with both encodings. We have compared the results obtained with the theoretical lower bound given in Section 3.2. For each instance (with a given number of leaves) we have launched the evolutionary algorithm with Prüfer and Dandelion encodings 30 times each, keeping the best and mean value in each case. Fig. 9 shows the best objective function value obtained by the evolutionary algorithm with the Prüfer and Dandelion encodings, and the lower bound for each instance. It is interesting that both encodings produce very similar results in small size instances, up to 100 nodes. However, when the size of the instances grows, the Dandelion encoding produces better results than the Prüfer one. , where D stands for the mean value obtained with the evolutionary algorithm using the Dandelion encoding, P stands for the mean value obtained with the evolutionary algorithm using the Prüfer encoding and C stands for the lower bound value. Both parameters are given as percentages of increment, that provide an estimation of how far the evolutionary algorithm's solution (with different encodings) is from the lower bound. Fig. 11 shows the differences between the evolutionary algorithm with Prüfer encoding and Dandelion code, taking the lower bound as reference. It is easy to see that in instances up to 100 nodes, the differences between the encodings are not remarkable. However, the evolutionary algorithm with the Dandelion code outperforms the Prüfer encoding when the size of the problem grows; for the largest problem attempted (300 leaves), the difference is about 4%.
Finally, to check whether the observed differences between the two encodings are statistically significant, a Mann-Whitney test (also known as a U-test [13] ) was performed on the data obtained by the two algorithms. The choice of a non-parametric test such as the U-test allows us to remove the hypothesis of normality and even of symmetry for the probability density function of the data. As the average data in Fig. 11 suggest, we compared the null hypothesis that the two encodings perform the same against the alternative hypothesis that the Dandelion encoding performs significantly better. The ties have been managed using the average rank criterion. The resulting test statistics are shown in Fig. 12 , where the horizontal line shows the critical region bound at the 5% significance level (i.e., the 95% Gaussian percentile), so that the null hypothesis is rejected if the test statistic is larger than that level. The visual impression provided by the average values of Fig. 11 is confirmed, since the difference between the two encodings (in favor of Dandelion) is significant when the number of nodes gets larger than 60 (with the exception of the case for 80 nodes, where the null hypothesis would be rejected with a 13% significance level). Thus, the Dandelion encoding produces a more scalable algorithm, which is able to obtain good results as the size of the instances grows.
Experiments in the optimization of a real IVR system
In order to show the performance of our approach in a real case, we apply it for the design of a call center (the IVR part) for the Italian mobile operator TIM. In this paper we examine the redesign of the customer care service call center, offered by TIM through its ''green" number 119. The IVR used by TIM consists of 50 different services, structured as shown in Fig. 13 . This initial service tree is representative of a call center managing a very large number of customers each day, with a very wide range of services. The average number of bifurcations (given by Eq. (2)) of the non-optimized IVR system used by TIM is 14,860 bifurcations. Note that the lower bound for this real system is 10,634 bifurcations (Eq. (7)). We have applied the best proposed algorithm for the OTNDP (EA with Dandelion encoding) to the optimization of this system. Fig. 14 shows the best tree obtained for the TIM call center with the proposed approach. The average number of bifurcations in the optimized system (objective function value) is 10,900 bifurcations, which is quite close to the system's lower bound and better than the number of bifurcations of the IVR used by TIM.
Conclusions
A problem of oriented-tree design (OTNDP) is solved in this paper using evolutionary algorithms (EA) with two different tree encoding strategies, both of them using Cayley codes: the Prüfer encoding and the Dandelion code. In this paper we have shown how to adapt an EA with Cayley encoding to the OTNDP, how the Dandelion code with the corresponding adaptations is a powerful tool for solving this problem, and also a real application of the proposed algorithms in the design of a call center. The OTNDP is a general problem that can be used to define other important problems in several fields, mainly in the design of communication networks. The adaptations presented in this paper allow the successful application of EAs to these problems as powerful solution methods.
