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Abstract. The classical Bidirectional Associative Memory (BAM)
allows for the storage of pairs of vectors, such that when either mem-
ber of the pair is presented to the BAM, the other member may be
successfully recalled. This work presents a novel BAM, improved
with respect to its capacity and noise performance through the use of
the kernel trick, a common technique in machine learning for trans-
forming linear methods into nonlinear methods. By kernelizing the
BAM’s energy function directly and defining new methods for recall,
the kernel BAM shows improved performance compared to both the
original BAM as well as a previously existing nonlinear BAM. This
is demonstrated with thorough experimentation on synthetic datasets,
and several practical applications are given on real data.
1 INTRODUCTION
Associative memories (AMs), designed to store items (known as pat-
terns) and then recall them even under noisy conditions, have been
studied for decades [1, 2, 3]. The kind of recall performed by an AM
is trivial for the human brain, and many AMs are biologically in-
spired and typically represented as artificial neural networks. Thus,
AMs are often interesting from both a biological modeling as well
as a machine learning perspective –see, e.g., [4, 5, 6, 7]. AMs are
judged based on the number of patterns they can store without sac-
rificing their recall abilities (known as the capacity), as well as the
average amount of noise that can be added to a stored pattern while
still maintaining effective recall (known as the noise performance).
A classical example of an AM neural network is the Bidirectional
Associative Memory, or BAM, which stores pairs of associated items
[2]. When one item from a pair stored in the BAM is presented to the
network, the network retrieves and returns its associated item, even
if the input has been corrupted in some way (i.e., it contains noise).
An interesting property of the BAM is that recall may occur in both
directions, either recalling the first or second item of a pair.
One limitation of the BAM (and other AM networks as well) is
that when the patterns to be stored are linearly dependent, recall per-
formance suffers; and as more patterns are added to the network,
they will inevitably become linearly dependent, and so the capacity
of the BAM is ultimately limited [2, 8, 7]. In order to alleviate this
problem, it is possible to project the input patterns into a higher di-
mensional space, where their representations are more likely to be
orthogonal. The larger the dimensionality, the higher the capacity of
the network becomes. Recall could be performed in this space, and
the result could be mapped back to the input space.
In this work, a novel, improved BAM is presented that takes ad-
vantage of the kernel trick to improve capacity and noise perfor-
mance. While others have used the kernel trick for a variety of au-
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toassociative memories (which store only a set of patterns rather than
a set of pairs of patterns), the focus has been primarily on kerneliz-
ing the recall method directly [9, 10, 4, 11] or, if not, on using the
kernel AM for another purpose, such as classification [8]. The ker-
nel BAM presented here focuses on maintaining as closely as possi-
ble the analogy with the original BAM by kernelizing the associated
energy function of the model, and then deriving novel methods for
recall from there. Thorough experimentation demonstrates the supe-
riority of the kernel BAM in a variety of cases over the original BAM
as well as the most analogous nonlinear BAM found in the literature.
2 ENERGY-BASED MODELS
Given a set of p pairs S = {(x(1),y(1)), . . . , (x(p),y(p))} with
x(i) ∈ X ,y(i) ∈ Y , the goal of an AM is to store the pairs in such a
way that, when presented with a vector, known as a pattern, x(i), its
corresponding pattern y(i) is correctly recalled, even if the input pat-
tern x(i) has been corrupted in some way. An example of this would
be to store (name, telephone) pairs so that, when a user wants to re-
call the telephone of someone x, the name of this someone x could
be presented to the memory, which would recall the correct telephone
number y even if the name x –as presented to the AM– is corrupted
by background noise. The two primary metrics for the quality of an
AM are capacity, which describes the number of patterns (or pairs)
that can be stored in the AM with respect to the dimensionality of
the patterns, and noise performance, which is how well the AM can
recover memories in the presence of noise.
The scenario above, where the AM stores pairs of patterns, is
known as an heteroassociative memory. The special case where the
AM stores only a set of single patterns to remember, rather than a set
of pairs, is known as the autoassociative case. Some AMs are spe-
cially designed for this case, like the well-known Hopfield network
[1]. The autoassociative case is equivalent to having x(i) = y(i) for
all i ∈ {1, . . . , p} in the formulation above.
In order to memorize the set S of associated pairs, we assume there
is some general dependency between the components xi of x and
the components yj of y. We then want to discover the form of this
dependency so that we can use it to map an input vector x(i) from S
to its corresponding vector y(i) (and potentially vice versa). One way
to do this is to define first the believed structure, or architecture, of
the dependencies, and then introduce an associated function, known
as the energy function, that takes x and y as inputs and evaluates
how well x and y satisfy the dependency. Finally, we need a way
to infer one from the other. This process of defining an architecture,
an associated energy function, a training method/loss function, and
an inference method is known as energy-based modeling, and several
kinds of AMs can be described naturally in this framework, including
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the BAM –see [12] for a review on energy-based learning models.
The most basic form of an AM is the linear AM (LAM). When
x and y are bipolar vectors, with x ∈ {−1,+1}m and y ∈
{−1,+1}n, one defines the associated energy function
E(x,y) = −1
2
yTWx, W ∈ Rn×m (1)
where lower energy values are associated with more compatible









where sgn[·] returns the vector of signs of its argument. In classical
Hebbian learning, W is computed as the sum of correlation matrices




y(i)(x(i))T = YXT (3)
being X ∈ Rm×p the matrix where the i-th column is x(i), and
Y ∈ Rn×p the matrix where the i-th column is y(i). Another ap-
proach solves the equation Y = WX to get W = YX†, where
X† = (XTX)−1XT is the Moore-Penrose pseudoinverse. This
method has a better capacity and noise performance in general, since
Hebbian learning suffers when vectors are correlated [7, 11].
3 KERNEL BIDIRECTIONAL ASSOCIATIVE
MEMORIES
The LAM above is limited in modeling capability and in its ability
to accurately recover memories with noisy inputs [7]. One way to
improve this is to introduce a recurrent structure, feeding the output
of the network in one step back into the network as input in the next
step. In this way, the network can iteratively improve on its guess for
the output. One such recurrent AM is the Bidirectional Associative
memory (BAM). The BAM may use the same energy function as
in Eq. (1), but in contrast with the LAM, which can only recall in
one direction (retrieving the y for a given x), the BAM can recall in
both directions. It accepts x or y as input and performs consecutive
updates until the state of the network no longer changes.
The goal of the update process is to start at the input and contin-
ually decrease the value of the energy function until it finds a local
minimum. The recurrent update process is as follows, where sx(t)
and sy(t) indicate the state of the x and y portions of the network
at update step t, respectively. Assuming that the network is initially
presented with an input for x:





















sx(t+ 2) = argmin
x∈{−1,+1}m





Because there is only a finite number of possible bipolar vectors,
and because the energy decreases after every update, this process
must eventually converge to a local minimum of the energy function,
where convergence means that the state of the network no longer
changes state after successive iterations [2].
The BAM network together with the recurrent update process de-
fines a dynamical system, and the local minima of the energy function
are known as the attractors of the dynamical system. Since our goal
is to recall memories, we want to train W such that the stored pat-
terns correspond to the attractors of the system. The space around an
attractor in which all vectors will converge to that attractor is known
as the basin of attraction. Furthermore, we also want to be able to
recover memories in conditions of noise. The maximum amount of
noise (measured in number of flipped bits) for which an AM per-













(a) Evenly-spaced memories, at 0.25, 0.5, and 0.75. This illustrates
an ideal situation for the radius of attraction, where each memory













(b) Unevenly-spaced memories, at 0.25, 0.6, and 0.75. The radius
of attraction of a BAM with this energy function is limited by the
separation between the memories at 0.6 and 0.75.
Figure 1: Two energy functions in the autoassociative case.
An example of two different energy functions with different stored
patterns and different radii of attraction is shown in Fig. 1. In this ex-
ample, we consider the autoassociative case where only x patterns
are stored, with m = 1 (so x ∈ R). To visualize recall for any
given x value, one may imagine dropping a ball on the energy func-
tion at that x location and watching it roll down to the nearest local
minimum. The radius of attraction of a stored pattern describes how
close the ball must fall to the pattern in order to successfully con-
verge to that pattern in the worst case. The radius of attraction of
an AM is the minimum of all of the radii of attraction of its stored
patterns. In Fig. 1a, the memories are evenly spaced and the energy
function is such that each memory has an equal radius of attraction
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r, which is ideal: the radius of attraction of the AM is also r. In con-
trast, Fig. 1b illustrates a case where the radius of attraction is limited
by two memories which are closer to each other than the rest.
3.1 Kernelizing the energy function
Recall the normal BAM energy function in Eq. (1), being W ∈
R
n×m the BAM weight matrix. Let kx : X ×X → R and ky : Y ×
Y → R be kernel functions, where kx(r, t) = 〈φx(r), φx(t)〉Hx
for some φx : X → Hx, and ky(r, t) = 〈φy(r), φy(t)〉Hy for
some φy : Y → Hy. Here Hx and Hy are the (potentially) different
Hilbert spaces associated with the kernels kx and ky, and X and Y
are the domains of x and y, respectively.
Now let W = UVT, where U ∈ Rn×l and V ∈ Rm×l are
matrices with column vectors ui and vi respectively. Then we have:












Now replacing sx by φx(sx), vi by φx(vi), sy by φy(sy) and ui
by φy(ui), we have the kernelized energy function:










Letting Φy(U) be the matrix with columns φy(ui) and Φx(V)
be the matrix with columns φx(vi) we see that





This corresponds to a fully kernelized BAM, where both vectors in
an association are projected into their respective feature spaces, and
where the weights exist in feature space as well. Figure 2 shows the
BAM as it could be seen in feature space. For certain kernels, like the
RBF kernel, this corresponds to orthogonalizing the vectors in fea-
ture space, so that the performance of Hebbian learning is improved.
Using now Hebbian learning, setting U = Y and V = X (in
which case l = p) we obtain:







In the autoassociative case this corresponds to the energy func-
tion of the kernel Hopfield network proposed by Caputo et al. [8],
though they do not provide mechanisms for inference and use the
energy function as a means for classification only. Though it is be-
yond the scope of this work, it would be possible to find U and V
through loss-based training using a loss function like the hinge loss
or the negative log-likelihood. This would allow the user to choose
the number of vectors in the sum by defining the dimensions of U
and V. However, using Hebbian learning allows direct comparison
of the standard BAM to the kernel BAM.
Figure 2: A visualization of the BAM projected into feature space.
Note that φx(x) and φy(y) could be infinite-dimensional.
3.2 Inference
Inference (i.e., computing the output for a given input) in the kernel
BAM is nontrivial. In a normal BAM update step, we would take







Our first method comes from a comparison with the original BAM
update process. Recalling the standard BAM energy function in Eq.
(1), we note that
∂E
∂sy
= −Wsx and we can write the update step as










does not depend on y, and y is bipolar,
sy(t+ 1) = argmin
y∈{−1,+1}n
E(sx(t),y) (10)
as desired (the math works analogously when updating sx). To











which with Hebbian learning finally becomes










The intuition behind taking the sign of the negative gradient at y =
0 as an approximation for the minimizing vector of the energy func-
tion is that 0 is the centroid of all possible bipolar vectors. In this way
we approximate the energy function by a hyperplane with the slope
of the gradient going through 0 and find the minimum bipolar vector
on that hyperplane. To see how this plays out with a specific exam-
ple, consider the RBF kernel ky(r, t) = exp(−γ ‖r− t‖2), γ > 0.
Taking the gradient, we obtain
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∂ky
∂r
(r, t) = −2γ(r− t) exp(−γ ‖r− t‖2) (13)





−2γ(y − y(i)) exp(−γ‖y − y(i)‖2)kx(sx(t),x(i))
)
(14)








Since the y(i) are bipolar, and the norm of all bipolar vectors of
a given dimension n is
√
n, it turns out that exp(−γ‖y(i)‖2) =
exp(−γn) is a positive constant for all i and we can simplify to








With the specific choice kx(r, t) = αr
Tt, α > 1, this is the up-
date equation in the exponential BAM (eBAM) [13]; in the autoasso-
ciative case, it is equivalent to the kernel formalization of the RCAM
as presented in [14]. This is interesting because it gives a unifying
perspective on the kernelized recall functions of these other works,
and a baseline for comparison against the other inference methods
proposed here.
The previously described update step can be improved upon in a
simple manner by noting that 0 is only one of many possible start
points for taking the gradient. In what we call the stochastic BAM
one considers several random starting points with components in
[−1,+1], taking the sign of the gradient as before, and then choos-
ing the resulting vector that gives the lowest value for the energy
function. To ensure that this gives a vector with a lower energy than
would result from the previous method, one must always include 0 as
one of the possible starting vectors. In practice, this performs better
than the naive method, which shows the advantage of kernelizing the
energy function rather than the inference method directly.
Other approaches entail treating the problem directly as a discrete
optimization problem. The start point chosen is the sign of the gra-
dient of the energy function at 0. From here, one iterates over each
component of the vector in a random order, flipping its value from +1
to −1 or vice versa if this flipping improves the overall energy; one
continues to do this until no bit can be flipped. A similar approach is
to do steepest descent hill-climbing: rather than flipping any bit that
improves the energy, one checks every component and changes the
component that most decreases the energy.
4 EXPERIMENTAL WORK
The experimentation part of this work is divided into two sections,
with the first exploring the associative memory properties of the ker-
nel BAM with various inference methods and the second displaying
additional practical applications of the kernel BAM.
4.1 A study in capacity and noise
The first study focuses on the associative memory properties of the
kernel BAM, namely capacity and noise performance. Each of these
properties is tested with three different kernels: polynomial kernels
of degree 2 and 3, and the RBF kernel. For the latter, γ = 0.5. In each
chart the four different inference procedures presented in Section 3.2
are compared. In the case of the stochastic inference procedure, 10
random start points are performed. ‘Loading factor’ signifies the frac-
tion of patterns stored with respect to the dimension of the patterns.
Noise is also written as a fraction of the dimension of the data. For
the experiments shown, the dimensionality of both x(i) and y(i) was
m = n = 32. For space reasons, only a sample of the results will be
shown. The tests were performed as follows:
For each loading factor ψ ∈ {0.05, 0.1, 0.15, . . . , 1.95}:
• Generate five datasets S1, . . . ,S5 of size p = n ·ψ where n is the
dimension of the input patterns. Each dataset consists of p ran-
domly generated unique pairs (x(i),y(i)) of bipolar vectors.
• For each noise amount η ∈ {0, 0.05, 0.1, . . . , 0.5}, generate
new test datasets S ′j by, for each vector x(i) in Sj , adding
10 corresponding noisy vectors x̂(i)q , q ∈ {1, . . . , 10} by ran-
domly flipping exactly η · n bits of x(i) 10 times. Thus, for all
j ∈ {1, . . . , 5}, S ′j = {(x̂(i)q ,y(i)) | q ∈ {1, . . . , 10}, i ∈
{1, . . . , p}}
• For each bam in the BAMs to test; for j ∈ {1 . . . 5}, train bam
with Sj ; for each (x̂(i)q ,y(i)) ∈ S ′j , use bam to recall ŷ(i) with
the noisy x̂(i)q as the input. If ŷ(i) = y(i) exactly, the recall is
considered correct
• Compute the average accuracies as correct recalls/total tests for
each bam over all five datasets
Capacity. We first compare how the various recall methods per-
form with respect to the loading factor and the kernel. The perfor-
mance of the original, non-kernelized BAM [2] is included in the
figures of the degree-2 polynomial kernel for reference. Figure 3 dis-
plays the effect of the loading factor on recall performance when
noise is fixed at 0.3. It is first noticeable that the biggest difference in
performance comes with the polynomial kernels as seen in Figs. 3a
and 3b, and also that the general performance of the BAMs increases
from the degree-2 to the degree-3 polynomial and from the degree-3
polynomial to the RBF –Fig. 3c. This can be explained by the fact
that the corresponding feature spaces are increasing in dimension
(with the one in the RBF kernel being infinite-dimensional), doing
a better job at orthogonalizing the input patterns in feature space.
Note that in most cases, the ‘signed gradient from zero’ method per-
forms worse than the other optimization-based inference methods,
especially for the polynomial kernels. This shows the advantage of
kernelizing the energy function and operating the BAM in feature
space rather than kernelizing the inference procedure directly. It also
appears that –among the more advanced inference methods– those
based on hill-climbing work best for the degree-2 polynomial, while
the stochastic one seems to work better for the other kernels. This
could be due to the fact that hill-climbing is likely to get caught in
local minima, so when the energy surface is more bumpy, as might
be the case with the RBF kernel, the stochastic procedure can avoid
the local minima that trap the hill-climbing procedures.
In contrast, with a smoother energy surface, like that of the degree-
2 polynomial, hill-climbing is more effective in finding a global min-
imum than the stochastic procedure. It is also notable that accuracy
seems to decrease approximately linearly with an increase in loading
factor for all four proposed inference algorithms, with the accuracy
of the original BAM decreasing at a rate that is exponential in appear-
ance. The original BAM performs much worse than all other methods
in virtually all cases.
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Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Loading Factor on Accuracy (Noise = 0.3)
(c) RBF kernel
Figure 3: Effect of loading factor on performance (η = 0.3).
Noise performance. The comments on performance with respect
to capacity apply to performance with respect to noise as well, as
seen in Fig. 4. With a loading factor of 1.5, the performance differ-
ence between inference methods is again most noticeable with the
degree-2 polynomial. However, the difference between the inference
algorithms is less marked on the endpoints, where accuracy is either
very low or very high for all of them. Again, the RBF kernel per-
forms better in general than the other two kernels. Up to 15% noise,
all kernel algorithms yield perfect accuracy, even with a loading fac-
tor of 1.5. In contrast, even with 0% noise, the original BAM only
obtains an accuracy of around 45%. With a loading factor of 0.2 (not
shown), all proposed algorithms have a near perfect accuracy with
up to 25% noise.


























Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(a) Polynomial kernel (degree 2)


















Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(b) Polynomial kernel (degree 3)



















Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(c) RBF kernel
Figure 4: Effect of noise on performance (ψ = 1.5).
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4.2 A study in one-shot behavior
This second study focuses on the “one-shot” performance of the ker-
nel BAM: how it performs when only one update step is allowed. The
one-shot performance has consequences for applications like classifi-
cation, where a vector is associated with a class, and only one update
step is used to predict it. It also gives an idea of the effectiveness of
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Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Loading Factor on Accuracy (Noise = 0.3)
(c) RBF kernel
Figure 5: Effect of loading factor on one-shot performance (η = 0.3).
Figs. 5 and 6 show the accuracy of the various recall methods when
only one iteration is allowed. Other than that, the experiments were
performed in exactly the same manner as before. In this one-shot
scenario, it turns out that differences between the new optimization-
based recall methods and the simplest gradient-based method are
even more pronounced. For example, in Fig. 5a, the accuracy of hill-
climbing methods seem to only decline linearly with respect to the
increasing loading factor, whereas the simple method seems to de-
cline exponentially, reaching an accuracy of 0% at a loading fac-
tor of 1.0 while the hill-climbing methods still have an accuracy of
around 63%. Even with the RBF kernel, the difference is significant.
The stochastic method is also markedly worse than the hill-climbing
methods in the degree-2 polynomial, where in the case with unlim-
ited iterations the performance difference is not particularly notewor-
thy. Similar comments can be made with respect to the noise perfor-
mance in Fig. 6.

























Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(a) Polynomial kernel (degree 2)



















Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(b) Polynomial kernel (degree 3)



















Signed Gradient from Zero
Steepest Descent Hill Climbing
Stochastic
Effect of Noise on Accuracy (Loading Factor = 1.5)
(c) RBF kernel
Figure 6: Effect of noise on one-shot performance (ψ = 1.5).
This demonstrates further that recall techniques that specifically
target the minimization of the energy function and thus better main-
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tain the analogy with the original BAM are much more effective in
each update step, even in the case of the RBF kernel where after
many iterations the performance is more similar.
5 APPLICATIONS
This section presents some more practical applications of the ker-
nel BAM. First, the performance of the kernel BAM is tested on
associations between images (heteroassociation). For this, we used
the MNIST dataset2, which consists of 60,000 training images and
10,000 test images of size 28x28 pixels, each valued between 0 and
255. The images were linearly rescaled to the interval [−1,+1].
This made selecting the RBF parameter easier, since the parameter
γ = 0.5 seems to work well for bipolar vectors in general3.
Image association. First we created an association list between
images without any a priori relation. We randomly selected one ex-
ample of each digit 0-9, binarized each image, and created a kernel
BAM with the RBF kernel for both kx and ky (with γ = 0.5) to
store associations between each digit and the digit following it. In
other words, the associations stored were {(‘0’, ‘1’), (‘1’, ‘2’), ...,
(‘9’, ‘0’)} –see Fig. 7a. The simplest inference procedure was used
to show the recovery of images under two types of noise. In one test,
salt and pepper noise was added by randomly flipping 20% of the bits
in the input image –Fig. 7b. Since all of these images are correlated
(white in the middle, black around the borders), recall is made more
difficult than with randomly chosen bipolar vectors. Still, all of these
patterns were recovered perfectly. With more than 20% noise, recall
performance began to suffer, even with the other more advanced in-
ference methods.
Image reconstruction. In the next test, the top half of the input
image was blacked out –Fig. 7c. All associated images were cor-
rectly recalled, despite some of the noisy inputs looking very similar.
For example, the ‘4’ and the ‘9’ look very similar with the top half
blacked out, as do the ‘1’ and the ‘7’. This could have interesting
applications in image completion.
Image generation. It is perfectly possible to create an association
between an image and a “class” that is also an image. Since there are
far fewer classes (the numbers 0–9) than images, performing one-
shot recall using a class as input will output the image giving the
lowest energy for that class, even if it is not an actual stored image; in
other words, the most ‘typical’ image as learned from the data in the
BAM. To test this, we randomly sampled 200 images from each class,
and used them to train the kernel BAM with the simple, stochastic,
and hill-climbing recall procedures. Class labels were encoded by us-
ing the binary representation of their ASCII character. The results can
be seen in Fig. 8. The obvious comment is that the stochastic BAM
is wrong 5 out of 10 times in what it draws –Fig. 8b. Why it draws
the incorrect digits is unclear, but it certainly reveals the random na-
ture of the algorithm. It could be that the stochastic BAM retrieves
an actual stored memory, albeit one of the wrong class, that happens
to have a lower energy than the image displayed by the simple BAM,
which seems to be a kind of aggregate of other stored memories. The
simple and the hill-climbing inference procedure both correctly draw
every digit. The digits written with the hill-climbing technique tend
to be more clear than those of the simple inference procedure (e.g.
the hole is present in the bottom of the ‘8’).
Image classification. Because the kernel BAM is heteroassocia-
tive, it may be used for classification problems, storing associations
between individuals and their classes. One-shot recall may then be
2 http://yann.lecun.com/exdb/mnist/
3 See the Appendix for an explanation of this fact.
used to predict the class of an input. In this case it would be possible
for the kernel BAM to work on continuous input data spaces.
In this task, we also used the USPS Handwritten Digits dataset, in
which the original scanned digits are binary and of different sizes and
orientations; the images here have been deslanted and size normal-
ized, resulting in 16x16 grayscale images. We tested classification
not only with the simple kernel BAM and the stochastic kernel BAM
but also with a few other algorithms for comparison. First, we com-
pare with a nearest-neighbor classifier (NNC) that uses Euclidean
distance. This is a standard classifier to compare to, as it is easy
to implement and performs well despite its simplicity. Next, since
there are just a few classes, it is possible to simply pick the class that
gives the lowest energy for the input image. This is what the infer-
ence methods are trying to do in the first place and corresponds to
the best possible case for recall using a kernel BAM; we call this al-
gorithm the Lowest-energy BAM or LeBAM. Lastly, we compare to
the method presented by Caputo et al. [8] because their kernel energy
function is the same in the autoassociative case as that of the kernel
BAM. They propose to build a kernel autoassociative memory for
each class, each using the images for that class only. The class of an
input is predicted by computing the energy of each AM for that input
and then choosing the class that gives the lowest energy.
The results of classification on both the binarized and continu-
ous versions of the input may be seen in Table 1. For all of the
BAMs as well as for Caputo’s method, an RBF kernel was used with
γ = 0.5, for both kx and ky. In almost all cases, the kernel AMs
performed comparatively well against NNC. On both datasets, the
LeBAM, which can be considered as the ideal kernel BAM, gives
the globally best results, though it performs the same on the USPS
dataset as the other two BAM methods. The fact that all kernel AMs
obtain competitive accuracies in a supervised classification task for
which they were not conceived is also remarkable.
Table 1: Test accuracies for the MNIST and USPS data. The value
on the left corresponds to the accuracy when using binarized images,
whereas the one on the right corresponds to the accuracy when using
continuous values for the pixels (all values are percentages).
NNC BAM Stoch. BAM LeBAM ref. [8]
MNIST 96.14 - 96.91 96.13 - 96.95 96.16 - 96.95 96.16 - 96.96 96.16 - 96.95
USPS 92.92 - 94.37 93.07 - 94.57 93.07 - 94.57 93.07 - 94.57 93.07 - 94.52
6 CONCLUSIONS AND FUTURE WORK
In this work, a new bidirectional associative memory (BAM) has
been presented that uses the kernel trick to improve capacity and
noise performance. Unlike other kernel associative memories, many
of which kernelize the inference method of the associative memory
directly, the kernel BAM presented here kernelizes the energy func-
tion, which allows for the creation of more effective recall proce-
dures. Experimental work on synthetic data strongly suggests the ef-
fectiveness of the new recall procedures, and several practical use
cases have been demonstrated using synthetic and real data.
The kernel BAM yields many different directions for future work,
some of which have been mentioned previously. One opportunity for
improvement would be to adapt the kernel BAM to work on continu-
ous data, which could be achieved by replacing the discrete optimiza-
tion methods presented by continuous ones, though it would be still
necessary to constrain the domain of the input vectors (to vectors of
length 1, for example, or with components in the interval [−1,+1]).
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(a) Original image pairs. Each column represents a pair to be stored; i.e., each image in the top row is associated with the image directly below it.
(b) Recovery with 20% random salt and pepper noise. The first row shows the inputs to the network and the second shows the output for each input.
(c) Recovery with the top 50% of the image blacked out. The first row shows the inputs to the network and the second shows the output for each input.
Figure 7: Associating a number with the number following it.
(a) Simple Inference Procedure
(b) Stochastic Inference Procedure
(c) Hill-climbing Inference Procedure
Figure 8: Image generation with the kernel BAM. The RBF kernel was used for both kx and ky, with γ = 0.5.
One interesting thing to note about the hill-climbing approaches
is that, since they do not necessarily require the gradient of the en-
ergy function (barring the choice of the start point, which could be
done differently), it would be possible to use non-differentiable ker-
nel functions for kx and ky. This would allow for the use of the
kernel BAM to store non-numeric data types, like text or graphs, for
which working kernels exist [15, 16, 17]. The difficulty in this would
be to find better optimization methods for the update step that would
accomodate different kinds of data. However, classification using the
described LeBAM approach would already be straightforward with
kernels on non-numeric data, since only the energy function is re-
quired and not an actual update step, demonstrating another benefit
of kernelizing the energy function.
A Choosing the RBF parameter for the Kernel
BAM
Noting that we can write γ = 0.5 ·σ−2, where σ2 is the variance of a
Gaussian, we see that γ = 0.5 corresponds to σ = 1. Looking at the
plot of the energy function in Fig. 1a (which happens to be the real
energy function of a kernel BAM with an RBF kernel), we can see
that each basin of attraction can be put in correspondence to a Gaus-
sian curve, and the basins of attraction of two adjacent memories
meet around two standard deviations away from the center of their
respective Gaussians. When we consider that –in a bipolar vector–
the smallest possible change is to flip one component from ±1 to
∓1, taking σ to be somewhere between 0.5 and 2 makes sense and
we chose to fix σ = 1 as the geometric mean of these values.
M. Saltz and L.A. Belanche / A New Kernelized Associative Memory and Some of Its Applications318
REFERENCES
[1] J.J. Hopfield, ‘Neural networks and physical systems with emer-
gent collective computational abilities’, Proceedings of the national
academy of sciences, 79(8), 2554–2558, (1982).
[2] B. Kosko, ‘Bidirectional associative memories’, Systems, Man and Cy-
bernetics, IEEE Transactions on, 18(1), 49–60, (1988).
[3] M.E. Acevedo-Mosqueda, C. Yáñez-Márquez, and M.A. Acevedo-
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