One of the most important steps in the qualitative
Grounded theory research (i.e., study using rigorous set of procedures to produce substantive theory of social phenomena; Glaser & Strauss, 1967) could be employed to generate or expand a theory of hope or another positive psychological construct. Regardless of the research design or method used, qualitative research can inform theory and model development, if it is conducted in a way that leads to insights into particular psychological, social, and/or cultural processes and practices that exist within a specific setting, location, time, context, event, incident, activity, and/or experience (Connolly, 1998; Onwuegbuzie & Leech, 2004) .
Quantitative research is most helpful when "answering questions of who, where, how many, how much, and what is the relationship between specific variables" (Adler, 1996, p. 5) . However, quantitative research is not apt for answering why and how questions. In contrast, qualitative research can address such process-oriented questions. Another limitation of quantitative research in general, and intervention research in particular, stems from the "lack of documentation of the challenges encountered in implementing interventions designed to change or reform existing practice" (Nastasi & Schensul, 2005, p. 186) . Qualitative research can play an important role here. Also, by its very nature, qualitative research allows school psychologists to focus on cultural and contextual factors that enhance or impede the efficacy and social/ecological validity of interventions or programs (Nastasi & Schensul, 2005) .
Despite the logical appeal of using qualitative techniques, in the field of school psychology, the use of qualitative research has been extremely scant. For example, Mihalas, Powell, Onwuegbuzie, Suldo, and Daley (in press) , who examined 873 articles published in the four major school psychology journals (i.e., Journal of School Psychology, Psychology in the Schools, School Psychology Quarterly, School Psychology Review) from 2001 through 2005, found that only six studies published in the 5-year period (i.e., 1.37% of the total number of empirical articles) represented purely qualitative research. Recently, there has been a special issue published containing qualitative research (i.e., Nastasi & Schensul, 2005 ). Yet, clearly more qualitative research studies are needed in school psychology research.
One reason for the historical dearth of qualitative research investigations in school psychology might stem from the practical roadblocks to using qualitative methods.
1 These practical roadblocks include the fact that 1 In addition to practical roadblocks there are historical and epistemological reasons for the lack of qualitative research in the school psychology field. In particular, psychological research has been dominated by (quantitative) experimental psychology, which has its roots in physiology, physics, and biology, and quantitative psychology, arising from the advances in mathematics, statistics, and psychometrics (Todd et al., 2004). qualitative research requires expertise in designing and implementing quality studies. Another reason for the scant attention paid to qualitative research techniques by school psychology researchers is that the rationale for doing so has not been made sufficiently explicit. In particular, many school psychology researchers might not be aware of (a) the potential richness of qualitative data and (b) the array of tools available for analyzing qualitative data.
QUALITATIVE DATA
Qualitative data have many positive features. First and foremost, typically, they provide natural occurring information that allows school psychology researchers to increase their understanding of phenomena. Second, qualitative data tend to be collected in close proximity to the specific situation such as via direct observation or interview, with the influence of the local context being taken into account and not being discarded (Miles & Huberman, 1994) . Third, qualitative data often contain some inherent "richness and holism, with strong potential for revealing complexity" (Miles & Huberman, 1994, p. 10) , which yield thick, rich descriptions that are contextualized (Onwuegbuzie & Leech, 2004) . Fourth, qualitative data often are collected over a long period, allowing for longitudinal analyses of historical, institutional, psychological, and social processes (Nastasi & Schensul, 2005) . Fifth, as noted earlier, qualitative data, which often center on people's lived experiences, allow school psychology researchers to study phenomena and strive to make sense of, or interpret, them with respect to the meanings people bring to them (Denzin & Lincoln, 2005b) . Finally, qualitative data, by stemming from the particular, facilitate school psychology researchers in studying how "cultural meanings might be exchanged and negotiated as a result of intracultural attempts to find solutions to problems" (Chambers, 2000, p. 856) .
Furthermore, qualitative data can be used to strengthen quantitative research designs in general and intervention research designs (i.e., experimental, quasi-experimental) in particular. In fact, building on the conceptualizations of Collins, Onwuegbuzie, and Sutton (2006) , four rationales prevail for using qualitative data to improve quantitative research designs: participant enrichment, instrument fidelity, treatment integrity, and significance enhancement. Participant enrichment represents the use of qualitative techniques for the rationale of optimizing the sample (e.g., increasing the number of participants) in a quantitative study. For example, school psychology researchers could conduct a qualitative pilot study to determine the best ways to identify participants for their quantitative study by inter-viewing potential participants-a concept that Collins et al. (2006, p. 77) coined as "prebriefing"-to obtain qualitative information that establishes their suitability and willingness to participate in the quantitative study.
Instrument fidelity denotes steps taken by researchers to maximize the appropriateness and/or utility of the instruments employed in a quantitative investigation. For instance, a school psychology researcher might conduct a pilot qualitative study to assess the appropriateness and/or utility of existing instruments with the objective of making necessary modifications or developing and improving a new instrument. Alternatively, the researcher could assess instrument fidelity on a continual basis and make modifications, where needed, at one or more phases of the quantitative study.
Treatment integrity represents using qualitative techniques to assess the fidelity of interventions, treatments, or programs. In order for an intervention or program to possess integrity, it should be implemented as intended-that is, it should be implemented in a manner that is consistent with the underlying theory and principles guiding the research design and also reflect the contextual processes that affect program delivery (Gresham, MacMillan, Beebe-Frankenberger, & Bocian, 2000; Onwuegbuzie, 2003) . Qualitative assessment of treatment integrity could involve the use of techniques such as interviews, focus groups, observations, and documents. As noted by Collins et al., the use of qualitative techniques for assessing treatment integrity would increase insights into treatment integrity and most likely lead to the identification of implementation bias (i.e., the extent to which implementation of intervention deviated from the protocol; Onwuegbuzie, 2003) . The more information that is obtained about the intervention at various stages of the investigation, the better position the school psychology researcher will be in to put quantitative findings in their appropriate context.
Significance enhancement involves the use of qualitative techniques in order to maximize researchers' interpretations of quantitative data. A school psychology researcher can use qualitative data to enhance statistical analyses. Moreover, using quantitative and qualitative data analysis techniques side-by-side typically enhances the interpretation of significant findings in research (Collins et al., 2006; Onwuegbuzie & Leech, 2004 .
Thus, in addition to conducting qualitative studies in their own right, qualitative techniques can be used by school psychology researchers to strengthen the design of quantitative studies. The latter application would yield what is commonly called "mixed methods research" (Johnson & Onwuegbuzie, 2004; Tashakkori & Teddlie, 2003) . As noted by Kratochwill and Stoiber (2000) , the "interweaving of quantitative and qualitative research methodologies so that the most accurate and authentic picture of the knowledge bases and skills associated with change processes is available" (p. 600).
QUALITATIVE DATA ANALYSIS
One of the most important steps in the research process is analysis of data. Research from the quantitative paradigm has multiple types of analyses, commonly known as statistics. Virtually all graduate students in the social and behavioral sciences, including the field of school psychology, are required to take at least one statistics course as a necessary part of their degree programs (Onwuegbuzie & Wilson, 2003) in which they learn both descriptive and inferential statistical techniques. These statistics courses have helped to sensitize students about the importance of the data analysis process in quantitative studies.
In qualitative research, discussion of analysis clearly is not as common as is the case for quantitative research. In fact, many schools of education offer only one qualitative research course (Leech & Goodwin, 2004) , and the one course offered commonly does not include much information about data analysis. With such little focus on analysis, we believe many qualitative researchers believe that there is only one way to analyze qualitative data-through the method of constant comparative or constant comparison analysis (Glaser & Strauss, 1967) . For example, recently, in an informal poll of school of education faculty at a large university one question was, "how can qualitative data be analyzed?" More than 80% of the participants responded with "constant comparison analysis" . We contend that using a one-size-fits-all approach (i.e., constant comparison analysis) to analyzing qualitative data sometimes will lead to interpretations that are not consistent with the underlying data-thereby affecting legitimation via components such as interpretive validity and theoretical validity (Maxwell, 1992 (Maxwell, , 2005 .
One way this incorrect assumption that constant comparative analysis is the only available qualitative data analysis tool is promoted is through textbooks. There are many texts available to understand the discipline of qualitative research (e.g., Eisner, 1998; Glesne & Peshkin, 1992) and how to write qualitative research reports (e.g., Emerson, Fretz, & Shaw, 1995; Richardson & St. Pierre, 2005; Wolcott, 2001 ). Yet, the majority of available texts for qualitative research include at most only one chapter, if any, on data analysis (e.g., Berg, 2004; Bogdan & Biklen, 2003; Creswell, 2007; Schram, 2003; Shank, 2002) .
In particular, in the latest edition of the Handbook of Qualitative Research (Denzin & Lincoln, 2005a) , one of the leading textbooks used in qualitative research courses in the United States, of the 44 chapters contained, only two chapters deal explicitly with qualitative data analysis techniques (i.e., Chapter 32 and 34). Moreover, although well written, these chapters are very conceptual in nature; thus, the authors do not show readers how to conduct the analyses that they discuss. This lack of presentation of applied qualitative data analysis strategies in such a high-profile publication prevails despite the fact that the editors of the book declare the following:
Qualitative researchers must remain faithful to this indigenous organization and deploy analytic strategies that are fitted to it. We need rigorous work that pays systematic attention to the systematic relations among the interaction order, orders of talk, representational orders, and the organized properties of material culture. . ..We need more principled and disciplined ways of accounting for the world and its organization. (pp. 646 -647 [emphasis added]) Many other leading qualitative research textbooks (e.g., Lincoln & Guba, 1985) also do not provide explicit details as to how to analyze qualitative data.
One text, Miles and Huberman (1994) , does focus on qualitative data analyses. Since then, several more textbooks dealing with qualitative data analyses have been published (Coffey & Atkinson, 1996; Dey, 1993; Phillips & Jorgensen, 2002; Silverman, 2001) . However, many of these textbooks focus on one data analysis technique (e.g., discourse analysis; Phillips & Jorgensen, 2002) . Thus, these books do not provide a comprehensive treatment of qualitative data analysis techniques; therefore, several textbooks or supplemental information in lectures have to be included by qualitative research instructors in order for their students to be exposed to a repertoire of analytical tools.
As such, we believe many researchers from the field of school psychology and elsewhere do not realize that there are many tools available for analyzing qualitative data. Indeed, Leech and Onwuegbuzie (2005) identified 21 qualitative data analysis techniques. The purpose of this article is to present seven different data analyses techniques, illustrate the use of each technique with the same data set, and demonstrate how utilizing more than one type of analysis can increase understanding of the data. More specifically, we describe the following seven qualitative analysis tools: method of constant comparison, keywords-in-context, word count, classical content analysis, domain analysis, taxonomic analysis, and componential analysis. These techniques were selected because they represent the earliest formalized qualitative data analysis techniques, being conceptualized either in the 1960s (e.g., method of constant comparison; Glaser & Strauss, 1967) or 1970s (e.g., domain analysis, taxonomic analysis, componential analysis; Spradley, 1979) , and they represent the most commonly used analysis techniques. We outline when to use each type of analysis. In so doing, we use real qualitative data to help distinguish the various types of analyses. Finally, we discuss the role of computer-assisted software in the qualitative data-analytic process. Thus, our outline of qualitative data analysis techniques should help to promote rigor in qualitative research.
DESCRIPTIONS AND EXAMPLES OF A VARIETY OF THE AVAILABLE ANALYSIS TOOLS
As eloquently stated by Hatch (2002) A crucial phrase in the above quotation is "data analysis is a systematic search for meaning." Such a phrase might give school psychology researchers with little or no experience with qualitative data analysis the impression that analyzing qualitative data represents a daunting task. However, there are multiple qualitative data analysis tools available for school psychology researchers that facilitate a systematic search for meaning. In fact, there are many more than could be included in this article. To assist in understanding each type of analysis presented (i.e., method of constant comparison, keywords-in-context, word count, classical content analysis, domain analysis, taxonomic analysis, componential analysis), a brief excerpt of data will be analyzed using each tool. It is important to note that there are many types of data available for qualitative researchers, including interview data, survey data, observational data, personal journals, diaries, permanent records, transcription of meetings, and photographs. This list is only a beginning. All of the types of analyses discussed in this article can be utilized with these types of data. Also, depending on the research question, all of these analyses can be utilized with an array of qualitative research designs, including the following: ethnography, ethnomethodology, case study, participant observation, field research or field study, naturalistic study, phenomenological study, ecological descriptive study, descriptive study, symbolic interactionist study, microethnography, interpretive research, action research, historiography, literary criticism, and grounded theory. In the following sections, each method is described and an example of its use with real data is presented. The data were collected in a study by Hess, Kozleski, and Molina (2006) . The purpose of the study was to investigate parents' perceptions of special education programs in order to develop a better understanding of inclusion. The data presented were collected through a focus group with parents of children with disabilities.
Constant Comparison Analysis
Constant comparison analysis likely is the most commonly used type of analysis for qualitative data. Some authors use the term "coding" when referring to this type of analysis (Miles & Huberman, 1994; Ryan & Bernard, 2000) . Glaser and Strauss (1967) , the fathers of grounded theory, created the method of constant comparison analysis.
When a researcher is interested in utilizing an entire dataset to identify underlying themes presented through the data, a constant comparison analysis can be helpful. Constant comparison can be undertaken deductively (e.g., codes are identified prior to analysis and then looked for in the data), inductively (e.g., codes emerge from the data), or abductively (i.e., codes emerge iteratively).
To perform a constant comparison analysis, the researcher first reads through the entire set of data (this also could be a subset of the data). After doing so, the researcher chunks the data into smaller meaningful parts. Then, the researcher labels each chunk with a descriptive title or a "code." The researcher takes pains to compare each new chunk of data with previous codes, so similar chunks will be labeled with the same code. After all the data have been coded, the codes are grouped by similarity, and a theme is identified and documented based on each grouping.
Constant comparative analysis can be used throughout a research study. One way of using the codes is to go back out into the field and undertake member checking (Merriam, 1998) with the participants by asking if the themes, arguments, or assertions developed from the codes are accurately describing their statements (Janesick, 2000; Merriam, 1998) , leading to descriptive validity (Maxwell, 1992 (Maxwell, , 1995 . Also, it is helpful for participants to read the definition and explanation of the themes generated from the data in order to assess the accuracy.
Constant comparison analysis originally was developed to analyze data that were collected over a series of rounds. In particular, these rounds of data analyses led to theoretical sampling, which involves the sampling of additional people, groups, events, incidents, activities, documents, and the like, in order to develop emergent themes, to assess the adequacy, relevance, and meaningfulness of themes, to refine ideas, and to identify conceptual boundaries (Charmaz, 2000) . However, constant comparison analysis since has been modified to be used to analyze data collected in one round (e.g., single round of interviews).
An Example of a Constant Comparison Analysis
Below is a brief excerpt of data and how one researcher analyzed it using constant comparison analysis. The research question was, "What is the parent's perception of the IEP meeting?"
In order to perform the constant comparison analysis, first, the researcher reads through the data. Next, the researcher underlines chunks, or phrases of the data (we have underlined the chunks in this excerpt). In Table 1 , each chunk is assigned a code. Before a code is applied, the earlier codes are checked to see if there is an existing similar code (this is the comparison part of the analysis). Next, the codes are combined and themes developed. For these data, the themes might be "Complicated IEP Papers" and "Child Advocate."
Keywords-in-Context
Keywords-in-context (KWIC; Fielding & Lee, 1998 ) is a data analysis method that reveals how respondents use words in context by comparing words that appear before and after "key words." This type of analysis identifies how one uses the word(s) in context, which some qualitative researchers refer to as an analysis of the culture of the use of the word (Fielding & Lee) . KWIC is a helpful analysis to utilize when there are To perform a keywords-in-context analysis, the researcher reads through the data and identifies keywords, namely, words that are used either frequently or in an unusual manner. Then, the researcher lists the words that come before and after the keyword. At times, there can be difficulty in deciding what keyword to use in a KWIC analysis. Keywords should be chosen through previous research or theory (i.e., a priori), or through frequency of use throughout a data set (i.e., a posteriori). Like constant comparative analysis, keywords-in-context can be used throughout a research study.
An Example of a Keywords-in-Context Analysis
Utilizing the same data as above, a keywords-in-context analysis is presented below. The research question was, "What stands out for the parent in IEP meetings?" From this small amount of data, the researcher found "different" to be a keyword. The researcher read through the data, underlined the word "different" and then transferred this information to Table 2 . This table includes the actual keyword, its context, and its interpretations. The overall description from this might be "In IEP meetings, different people talk, making understanding difficult." 
Word Count
Word counts are based on the belief that all people have distinctive vocabulary and word usage patterns. These patterns become what are often called "linguistic fingerprints" (Pennebaker, Mehl, & Niederhoffer, 2003, p. 568) . One way to understand the perspective of the person is to count the words used. The underlying assumption with word counts is that more important and significant words for the person will be used more often (Carley, 1993) . Thus, one method of using this form of analysis is to count the number of times a specific word is used. Usually, word counts are used when the entire data set has been collected, but it can also be used throughout the research process.
According to Sechrest and Sidani (1995, p. 79) , "qualitative researchers regularly use terms such as 'many,' 'most,' 'frequently,' 'several,' 'never,' and so on. These terms are fundamentally quantitative." Thus, qualitative researchers can obtain more meaning by obtaining counts of words in addition to their narrative descriptions (Sandelowski, 2001) . As noted by Miles and Huberman (1994) , there are at least three reasons for counting themes: (a) to identify patterns more easily, (b) to verify a hypothesis, and (c) to maintain analytic integrity. Further, by counting words, school psychology researchers are able to leave an audit trail, which are recommended by many qualitative researchers as a method of evaluating legitimation or increasing legitimation, or both (Halpern, 1983; Lincoln & Guba, 1985; Onwuegbuzie & Leech, 2007b) . As such, counting can help to improve the rigor of an analysis. Counting words also can enhance verhesten by preventing the researcher from overweighting or underweighting the emergent themes (Sandelowski, 2001) .
There are weaknesses to word count. One drawback is that word count can decontextualize the word to a point where it is not understandable. For example, the word "I" does not increase the researcher's understanding of IEP meetings without the context around the word. Another weakness is that word count can be misleading: participants do not need to use a word frequently to portray important concepts.
Word count is especially useful with focus groups; it can help identify participants who spoke the most and who spoke the least. If a researcher counts the use of all the words and finds the most frequently used words, these words can be helpful in understanding what is important to the participant. Furthermore, these words can be utilized in KWIC analysis.
An Example of Word Count
The above data excerpt used to illustrate KWIC was typed into Microsoft Word, and the word count command was utilized to find that there are 96 words. Utilizing word count to understand the importance of a single word, the researcher could count the number of times the word "difficult" is used. The researcher utilized the research question, "How frequently does the parent use the word 'difficult' in a given passage?" and "Are there other frequently used words that would help in understanding the parent's perceptions?" In this example, the word "difficult" is used on two occasions, which represents a usage rate of approximately 2%. The word "I" was used on five occasions, representing 5% usage rate, and the word "say" was used on two occasions, representing a 2% usage rate. However, it could be argued that of these three words (i.e., "difficult," "I," "say"), only the word "difficult" adds significant meaning.
Classical Content Analysis
Classical content analysis is similar to constant comparison analysis and also is used frequently in qualitative research; the main difference is that instead of creating themes, the researcher counts the number of times each code is utilized.
2 This type of analysis is helpful to use when there are many codes; it can identify which codes are used most and which might be the most important concepts for the interviewee. Typically, the codes are produced deductively and then can be either included as descriptive information about the data, can be analyzed using quantitative procedures (Kelle, 1996) , or both (Onwuegbuzie & Teddlie, 2003) . Classical content analysis can be used throughout the research process.
An Example of Classical Content Analysis
The data excerpt used for the previous analyses was analyzed using classical content analysis. The codes created from constant comparison analysis were utilized (cf. Table 1 ). The researcher wanted to answer the research question, "What concepts (represented through codes) are discussed most?" As can be seen from Table 3 , it is seen that "advocate" was used most (3 times), then followed by "difficult to sit," "different people," and "paper" (each code used 2 times), and all the other codes were used only once.
Domain Analysis
Domain analysis represents a search for the larger units of cultural knowledge, which Spradley (1979) called domains. This method of analysis stems from the belief that symbols are an important way of communicating cultural meaning. The definition of a symbol is "an act, sound, or object having cultural significance and the capacity to excite or objectify a response" (Merriam Webster, 2005 , ¶ 1). According to Spradley (1979) , all symbols have three elements: (a) the symbol itself (i.e., cover term), (b) one or more referents (i.e., to what the symbol refers; included term), and (c) a relationship between the symbol and the referent (i.e., semantic relationship). Domain analysis utilizes semantic relationships to help uncover domains. Domains are created from (a) cover terms (concepts; Y), (b) included terms (referents; X), and (c) a semantic relationship between the cover term (Y) and the included terms (X). Casagrande and Hale (1967) identified 13 types of semantic relationships. Building on Casagrande and Hale's (1967) conceptualization, Spradley (1979) proposed nine semantic relationships as being the most useful for conducting an analysis of semantic domains. Casagrande and Hale's (1967) and Spradley's (1979) types and the relationships of X and Y are listed in Table 4 and Table 5 , respectively. These relationships are the foundation of domain analysis.
As with constant comparison analysis wherein the researcher is labeling chunks of data with codes, in domain analysis the researcher is labeling the domains. As conceptualized by Spradley (1979) , domain analysis involves a six-step process: (1) select a single semantic relationship (repeated), (2) prepare a domain analysis worksheet (repeated), (3) select a sample of informant statements (repeated), (4) search for possible cover terms and included terms that fit the semantic relationship (repeated), (5) formulate structural questions for each domain (repeated); and (6) make a list of all hypothesized domains. Because the result of domain analysis is to create further structural questions for the participant, this tool for analysis is best used during the data gathering phase. Some researchers believe that domain analysis should be reserved for pure ethnographic studies, as was suggested by the founder of domain analysis (Spradley, 1979) . However, we believe the beneficial aspect of domain analysis is that it gives an alternative lens with which to understand data, and it helps in creating future questions for participants. Domain analysis should be used when researchers are interested in understanding relationships among concepts. X is defined in terms of its similarity or contrast with Y Exemplification X is defined by citing an appropriate co-occurrent Y Class inclusion X is defined with respect to its membership in a hierarchical class Y Synonymy X is defined as an equivalent to Y Antonymy X is defined as the negation of Y Provenience X is defined with respect to its source, Y Grading X is defined with respect to its placement in a series or spectrum that also includes Y Circularity X is defined as X 
An Example of Domain Analysis
Below is the data excerpt analyzed with domain analysis. (characteristic) of Y For the semantic relationship above, "X" is the included term (e.g., difficult) and "Y" is the cover term of an IEP meeting. From these terms and relationships, the researcher can construct questions-for example, "How are IEP meetings difficult?" or "What would make the speech jibberish more understandable?"
Taxonomic Analysis
Taxonomic analysis is the second step after domain analysis. Domain analysis can be undertaken alone, or it can be utilized further with taxonomic analysis. Taxonomic analysis helps the researcher to understand how participants are using specific words. School psychology researchers should not assume that words participants use have the same meaning and implications. Once the domains have been identified, in taxonomic analysis, one domain is chosen and is placed into a taxonomy. A taxonomy is defined by Spradley (1979) as a "classification system" that inventories the domains into a flowchart or diagram to help the researcher understand the relationships among the domains. Similar to a domain analysis, a taxonomic analysis is a set of categories organized on the basis of a single semantic relationship. However, a taxonomic analysis differs from a domain analysis inasmuch as a taxonomy shows the relationships among all the terms in a domain. More specifically, a taxonomic analysis reveals subsets of terms and the way these subsets are related to the domain as a whole (Spradley) . According to Spradley, a taxonomic analysis involves the fol-lowing eight steps: (1) select a domain for taxonomic analysis; (2) identify the appropriate substitution frame for analysis (a substitution frame [e.g., "is a kind of"] is similar to a semantic relationship, although it differs in that it helps to differentiate the included terms into subgroups); (3) search for possible subsets among the included terms; (4) search for larger, more inclusive domains that might include as a subset the one you are analyzing; (5) construct a tentative taxonomy; (6) formulate structural questions to verify taxonomic relationships; (7) conduct additional structural interviews; and (8) construct a completed taxonomy.
An Example of Taxonomic Analysis
Using the domain analysis results from above, the following taxonomic analysis was completed. The research question was "How are IEP meetings described?" Thus, the substitution frame identified by the researcher is presented in Figure 1 and was "describes." Figure 1 shows the following substitutions:
Difficult describes IEP meetings Different people describes IEP meetings
Speech jibberish describes IEP meetings
From these substitutions, the researcher can create structural questions to ask the participants, "What are other ways of describing an IEP meeting?" and "How many different people are involved?" After these questions are answered, the researcher can refine the taxonomy and use it in the write up to help the reader understand the data. 
Componential Analysis
Componential analysis is another step that can be undertaken after domains are created. Componential analysis is a "systematic search for attributes (components of meaning) associated with cultural symbols" (Spradley, 1979, p. 174 ). Componential analysis is used when a researcher is trying to uncover relationships between words. This analysis is used to discover the differences between the subcomponents of domains, with the goal being to "map as accurately as possible the psychological reality of our informant's cultural knowledge" (p. 176), or in other words, to find and present the differences. Matrices and/or tables (cf. Table 6 ) are useful in performing a componential analysis. Usually these have at least two dimensions (a) "the contrast set" and (b) "dimensions of contrast." The dimensions of contrast are questions formulated by the researcher to help differentiate the contrast set. Each question needs to be answered either "yes" or "no." According to Spradley , a componential analysis involves the following eight steps: (1) select a contrast set for analysis, (2) inventory all contrasts previously discovered, (3) prepare a paradigm worksheet, (4) identify dimensions of contrast which have binary values, (5) combine closely related dimensions of contrast into ones that have multiple values, (6) prepare contrast questions to elicit missing attributes and new dimensions of contrast, (7) conduct an interview to elicit needed data, and (8) prepare a completed paradigm.
An Example of Componential Analysis
As shown in Table 6 , the included terms identified through domain analysis were utilized as the contrast set. The dimensions of contrast were formulated through information gathered from the participant and reflection of the researcher. The research question was "How are IEP meetings helpful for parents?"
As shown in Table 6 the aspect "different people" is unlike the other aspects in that it might help the parent understand the process more and feel more involved. The term "difficult" did not fit with any of the dimensions of contrasts, which indicates that the researcher should consider other dimensions. From this analysis, the researcher would create structural questions to fill in gaps in understanding the contrast set. One question might be "How can IEP meetings be more helpful?"
CHOOSING AMONG THE SEVEN QUALITATIVE DATA ANALYSIS TOOLS
The previous sections have outlined seven powerful procedures for analyzing qualitative data. In order to help school psychology researchers to select the most appropriate procedures, we will compare and contrast each of these techniques. Increasing rigor and trustworthiness of the findings from qualitative data is accomplished through three different procedures: (a) using more than one type of analysis, (b) assessing interrater reliability, and (c) member checking. As we have stated, using more than one type of analysis can strengthen the rigor and trustworthiness of the findings via methodological triangulation (i.e., consistency among qualitative analytic procedures; Denzin, 1978) . Furthermore, having multiple researchers code the data and then assessing interrater reliability can strengthen the trustworthiness of the findings via investigator triangulation (i.e., consistency among researchers; Denzin, 1978) .
3 To evaluate interrater reliability, the researcher can begin by rating how close the themes are between two raters. For example, the following scale can be used: 0 (no agreement), 1 (a little agreement), 2 (much agreement), 3 (total agreement). Then, the researcher would compute Kappa (Cohen, 1960) or another appropriate statistic to calculate the overall agreement between the two raters for all of the themes. For three or more raters, the multirater Kappa measure can be used (Siegel & Castellan, 1988) . Some qualitative software will allow the computation of interrater reliability-for example N6 (QSR International Pty Ltd, 2006) . Finally, member checking, which involves the researcher showing the findings and/or interpretations to the participants for assessment of accuracy, can increase the rigor and trustworthiness of the findings via what we term as descriptive triangulation (i.e., consistency between researcher and participant[s]). Member checking can be under-3 It should be noted that some qualitative researchers strongly disagree on philosophical grounds with the practice of using a statistics to assess interrater reliability. Rather, they believe that discussion among analysts represents the best method to determine agreement. These researchers argue that having the perspectives of multiple analysts does not necessarily increase the accuracy of interpretation. Further, they contend that an analyst with a different perspective may have the greatest insightful of all.
taken with all of seven analyses and should be used to enhance descriptive validity, interpretive validity, and/or theoretical validity (Maxwell, 1992 (Maxwell, , 2005 .
Constant comparison analysis is a method of choice when the researcher wants to answer general, or overarching, questions of the data. For example, if a researcher wants to understand a school psychologist's perceptions of work, using constant comparison analysis would be appropriate. Word count is particularly useful if the researcher can assume that frequency of words, categories, or themes provides a good indication of meaningfulness. If this assumption cannot be made, then the school psychology researcher should consider using one of the other data analysis tools. KWIC is an appropriate tool to use when the researcher is interested in capturing the actual words used by the participant (i.e., in vivo codes). This is particularly useful when analyzing short responses to unstructured or structured questions. However, this analysis still can be utilized to analyze large unstructured text. Similarly, classical content analysis is useful when codes have been generated and a sense of how often each code has been used would be helpful. Generally, this is most useful when the researcher is interested in the frequency of the themes.
Domain analysis is helpful to use when the researcher has the option of interviewing the same participant again. With domain analysis, structural questions are generated that can help identify what aspects of the participant's story the researcher needs further information. Taxonomic analysis, like domain analysis, is helpful to increase understanding of participants' speech or language. It is best used after domain analysis has been completed, and further analysis would assist the researcher in organizing the included terms used by the participant(s). Finally, componential analysis is commonly used after domain and taxonomic analysis. This analysis is useful for seeing comparisons in the data and identifying places where the researcher needs further clarification from the participant(s).
All seven data analysis tools are similar in that they involve the three concurrent flows of activity: data reduction, data display, and conclusion drawing verification (Miles & Huberman, 1994) . However, some of these techniques (e.g., domain analysis) also can lead to data expansion by leading to additional questions being posed and addressed. Table 7 links general research question formats with suggested analyses. It should be noted that any type of analysis can be undertaken, regardless of the research questions; thus, these are only suggestions.
USING COMPUTER-ASSISTED QUALITATIVE DATA ANALYSIS SOFTWARE
Computer-assisted data qualitative data analysis software (CAQDAS) programs (e.g., NVIVO, version 7.0; QSR International Pty Ltd., 2006) are available that can be used to undertake each of the qualitative data analyses outlined above. Unfortunately, it is beyond of the present article to provide specifics as to how computer qualitative data analysis software can be utilized. We recommend that, when possible, school psychology researchers take workshops that provide training in using computer qualitative data analysis software. 4 For more than a decade, computer software for qualitative data has increased in availability and in complexity (Ulin, Robinson, & Tolley, 2005) . Unfortunately, as noted by Bourdon (2002, ¶ 1) , "their use is still relatively limited compared with their full potential. The proportion of research projects relying on them appears to be steadily increasing but very few researchers are known to fully exploit their capabilities." Yet, using computer-assisted data qualitative data analysis software (CAQDAS) al-lows the researcher to take analysis of qualitative data significantly further than is possible undertaking this analysis by hand (Bazeley 2006 , Fielding & Lee, 1998 Kelle, 1996; Tesch, 1990; Weitzman & Miles, 1995) . In particular, CAQDAS programs provide an excellent tool for recording, storing, indexing, and sorting the voluminous data that are the hallmark of many qualitative research studies (Morse & Richards, 2002) . CAQDAS programs are extremely useful for allowing the researcher to code datawhich involves disaggregating data by breaking data down into manageable components and identifying or naming these segments (i.e., assigning it to a category). The text material also can be coded easily into new emergent concepts, categories, or themes. Further, text stored in these new coding categories can be compared (i.e., cross-referenced) as a function of individual-or group-based demographic information (i.e., attributes) or with respect to responses to other coded questions (Bazeley, 2006) .
Many CAQDAS programs (e.g., NVIVO) can find individual words and search patterns of words, coding, or attributes. These search results then can be saved, allowing the researcher to build more questions on them (Morse & Richards, 2002) , as is often undertaken in domain analysis, taxonomic analysis, and componential analysis. All CAQDAS programs allow the conduct of word count and KWIC by providing various types of counts such as the number of cases with a particular coding, the number of text segments coded at a specific category, and the total number and/or proportion of characters or words coded, while retaining the text underlying the numeric information in order to provide situated meaning (Bazeley, 2006) . Another advantage of CAQDAS programs is that because they (can) record all the major analytic decisions made by the researcher, an audit trail can be left. As noted by Dey (1993) , "the ability to interrogate data and revise conceptualizations through searching and retrieving categorized data promises to introduce a new flexibility and rigour into qualitative analysis" (p. 59).
At this point, a caution is needed about using software: CAQDAS programs can help researchers to analyze their data, but they cannot analyze the data for researchers. Further, in using CAQDAS programs, flexibility, creativity, insight, and intuition should never be replaced by a systematic and mechanical analysis of qualitative data (Dey, 1993) . The researcher is the main tool for analysis, regardless of whether a computer program is used to assist in the analysis (Denzin & Lincoln, 2005b) . For large data sets, there is no comparison available for computer programs when it comes to data management.
WHERE TO GO FROM HERE
As noted by Miles and Huberman (1994) , "The strengths of qualitative data rest on the competence with which their analysis is carried out" (p. 10). We believe that an important step for school psychology researchers to be competent analysts of qualitative data is awareness of multiple ways of analyzing qualitative data. Thus, the purpose of this article was to provide elements to increase understanding of the multiple types of analyses available for school psychology researchers. Most researchers use one type of analysis and hope the results are trustworthy. The data analysis of the example data analyzed throughout this paper exemplifies the need for researchers to use more than one data analysis method. For example, if the researcher had utilized word count alone, and focused on "different," the issue of advocating would not have emerged. Likewise, if the researcher stops with only one domain, as shown in the text, the concept of taking years to understand would not emerge.
Thus, we contend that researchers need to utilize at least two, if not more, types of data analysis tools in order to triangulate results. Lincoln and Guba (1985) discuss the importance of triangulation, which is a means of improving the rigor of the analysis by assessing the integrity of the inferences that one draws from more than one vantage point. Typically, triangulation involves the use of multiple data sources, multiple researchers, multiple theoretical perspectives, and/or multiple methods (Denzin, 1989; Schwandt, 2001 ). In particular, triangulation is viewed as involving the use of multiple data collection tools (Denzin, 1989; Oliver-Hoyo & Allen, 2006; Tuckett, 2005) . However, we believe that the concept of triangulation also should be extended to data analysis tools. In fact, building on the conceptualizations of Onwuegbuzie and Teddlie (2003) and Greene, Caracelli, and Graham (1989) , we contend that there are two major rationales for using multiple data analyses tools in qualitative research, namely: representation and legitimation. These two rationales and their components are represented in Figure 2 .
Representation refers to the ability to extract adequate meaning from the underlying data. Using multiple qualitative data analyses allows the researcher to utilize the strengths of each qualitative data analysis tool involved in order to understand better the phenomenon. The ability to "get more out of the data" by using multiple analytical tools provides the school psychology researcher the opportunity to generate more meaning, thereby enhancing the quality of inferences. As can be seen from Figure 2 , there are four major ways in which representation can be enhanced by using multiple qualitative data analysis techniques: within-method complementary (i.e., seeking elaboration, enhancement, illustration, clarification of the results from one analytical tool with results from another tool); within-method triangulation (i.e., seeking convergence and corroboration of results from different analytical methods used on the same data); within-method expansion (i.e., seeking to expand the breadth and range of inferences by using different analytical tools for different data components); and withinmethod development (i.e., using the results from one analytical approach to help inform results from another analytical approach). As such, using multiple qualitative data analysis tools can help researchers to address what Denzin and Lincoln (2005b) refer to as the crisis of representation, namely, the difficulty in capturing lived experiences via text.
Legitimation refers to the trustworthiness, credibility, dependability, confirmability, and/or transferability of the inferences made (Guba, 1981; Onwuegbuzie & Leech, 2007b) . As noted by Onwuegbuzie and Leech (2004) , lack of legitimation "means that the extent to which the data have been captured has not been adequately assessed, or that any such assessment has not provided support for legitimation" (p. 778). As can be seen from Figure 1 , there are two major ways in which legitimation can be enhanced by using multiple qualitative data analysis techniques: withinmethod initiation (i.e., discovering paradoxes and contradictions that lead to a reframing of the research question) and within-method triangulation. As such, using multiple qualitative data analysis tools can help researchers to address what Denzin and Lincoln (2005b) refer to as the crisis of legitimation, namely, the difficulty in assessing qualitative findings.
As has been illustrated in this article, by using multiple types of analyses, the qualitative data analysis process will become more rigorous. Thus, researchers need to pay attention to the array of available qualitative analyses tools, learn about the tools, and use them diligently. By doing so, qualitative research will become appealing to researchers from the field of school psychology and beyond.
