1. Introduction {#sec1}
===============

With the development of biology promoted by bioinformatics, the central dogma of molecular biology has been found to be hard to incorporate the advancement of the pattern of coding information in life activity for its complexity.^[@ref1],[@ref2]^ However, the coding exons of protein-coding genes in the human genome account for 2% of the genome considering untranslated regions (UTRs). As one of the main classes of non-coding RNAs(ncRNA) proved to involve in disease as well as normal development and physiology, microRNA(miRNA), small ncRNA of ∼22 nucleotides, are gaining prominence because increasing evidences suggest that there are not less than 60% of protein-coding genes regulated in translation.^[@ref3]^ They can act as master regulators of a process and regulators for specific individual targets. The expression of genes can be regulated simultaneously by key miRNAs, and miRNA-targets can be regulated cooperatively by many kinds of miRNAs. Sequence complementarity among miRNAs and their mRNA targets is one of the most important activities, in which the RNA-induced silencing complex (RISC) guided to mRNAs by miRNAs can cause inhibition of protein translation and mRNA degradation.^[@ref4]^

It is reported that there are some distinct targeting patterns of miRNAs in animals and plants. miRNA in plants has nearly perfect sequence complementarity with target mRNA, forming the cleavage of double-stranded RNA.^[@ref5]^ In animals, partial sequence complementarity among miRNAs and their target mRNAs makes the mechanisms far more sophisticated than in plants. The miRNA seed region (6--8 nt) plays an essential role in target regulation. More and more studies suggest that human miRNA target prediction is a complex task that resulted from a key mechanism that target mRNA is repressed for the interaction between its 3′UTR and the 5′ end of corresponding miRNA.^[@ref6]^

Biogenetical disorder in miRNA or misexpression regulated by miRNA can result in human diseases.^[@ref7]^ The involvement of miRNA has been ascertained in nearly all sort of cellular pathways such as immunity, cardiovascular disease, carcinogenesis, normal development, diabetic nephropathy, atherosclerosis, and diabetes. It is reported that clinical application and therapeutic application with respect to miRNA has been investigated for its wide contribution in disease processes and gene regulation.^[@ref8]^ More and more studies show that miRNAs are involved in many targets and found in many important biological processes and cellular pathways. Some specific miRNAs have been explored as therapeutic agents in clinical trials. For example, Nico et al. conducted the first in-human study on miR-16 mimic for the treatment of malignant pleural mesothelioma.^[@ref9]^ Yan et al. investigated into the treatment for scleroderma by targeting miR-155 that functions as upregulation in skin tissues.^[@ref10]^ Wang et al. proposed a novel therapeutic strategy in hepatocellular carcinoma, in which exosome miR-335 was identified to downregulate its target mRNAs after treatment.^[@ref11]^ Zhu et al. pointed out that a therapeutic strategy for modulating multidrug resistant in cancer cells lines A2780DX5 and KB-V1 is made by targeting miR-451 and miR-27a that are related to activating the expression of the P-glycoprotein.^[@ref12]^ In addition, many miRNAs have found to be the vital factors and therapeutic target in human diseases, such as miR-122 in liver biology,^[@ref13]^ miR-29 in cardiac fibrosis,^[@ref14]^ and miR-433 and miR-127 in gastric cancer.^[@ref15]^ Such understanding on miRNA regulation in pathophysiology can usher in the new biomarker discovery and therapeutic advancement.

Many principles have been incorporated in miRNA target prediction algorithms to reach more effective performance, such as seed sequence complementarity, G-U wobble, free energy, target-site accessibility, target-site abundance, evolutionary conservation status, local AU flanking content, and pattern-based approach.^[@ref16]−[@ref23]^ Most of the prediction tools using seed sequence complementarity focus on 3′UTR of target genes, but it is not effective for studies on human genome for its poor characterized portions in 3′UTR. Therefore, it will suffer from the high false-negative rate. Free energy is the metric to assess the binding stability between miRNA and its target mRNA by computing the accessibility and hybridization with the mRNA secondary structure.^[@ref23]^ The predicted pair of miRNA and mRNA with free energy at a low level is regarded to interact with each other more likely. Massive computing performance is required to analyze various folding patterns of mRNA. G-U wobble is the controversial principle that a U nucleotide is allowed to pair a G nucleotide that originally pair with a C nucleotide.^[@ref22]^ Wang suggest that such sequence-based imperfections to the target may be involved in the biological function.^[@ref24]^ Target-site accessibility is to assess how easy miRNA binds to its mRNA target. To a certain extent, the binding ability of miRNA will be weakened owing to target mRNA with a secondary structure after transcription.^[@ref19],[@ref25]^ In miRNA-target prediction using such principle, the true-positive rate can be increased without considering the targets with lower conservation. Otherwise, taking the conservation regions that are not the substantial targets into account will result in a low true-positive rate.^[@ref26]^ However, the research suggests that less than 70% of the target sites confirmed by experiments are conserved. As for the conserved miRNA targets, about 30% of them have no effect on expression of their targets.^[@ref27]^

Before diverse miRNA-target prediction tools were expanded, identification of the miRNA-target was carried out using high-cost, time-consuming and labor-intensive biological approaches such as the immunoprecipitation of RISC components, RNA ligase mediated-5′ rapid identification of cDNA ends (5′ RLM-RACE), gene expression analysis, and luciferase reporter gene assay.^[@ref28]^

The increasing miRNAs have been found and their regulation functions on their targets have been also identified via manual bioexperiments. However, the number of the existing miRNA-target interactions identified by bioexperiments is still limited. It is an urgent work to identify such vital and valid interactions. An individual miRNA has many corresponding target genes, but it is a high costing task to validate the interactions between them. Owing to the rapid development of computer science, bioinformatics has been boosted using computer-aided technologies. The computational prediction approach becomes an important supplement to biological experimental approaches and accelerates the identification process because the potential candidates with a high confidence value can be yielded by efficient prediction algorithms with a lower cost so that it can reduce the false-positive rate in experiments.^[@ref28]−[@ref35]^

There are many exiting miRNA-target prediction tools that are developed for researches, which allow them to choose the specific tools according to the corresponding research preferences. Kertesz et al. proposed a miRNA target prediction tool called probability of interaction by target accessibility (PITA) that assesses the binding site accessibility by computing the energy changes between free energy obtained from the forming miRNA-target complexes and energy cost of unpairing the target for miRNA accessibility.^[@ref25]^ PITA additionally combines target-site abundance, seed sequence complementarity, and G-U wobble. Still, a limitation of PITA should be noticed is that it mainly focuses on the 3′UTR. A pattern-based method named RNA22, not limited to the 3′UTR, can offer the most potential candidate list that has been not confirmed by experiments yet.^[@ref20]^ Other than these, there are many other prediction tools based on web techniques. miRDB is a miRNA target database and offers information of functional annotations as well as online prediction services that can return the prediction results based on their sequences submitted by users.^[@ref36]^ The prediction model called MirTarget is used to analyze the high-throughput data based on current studies on CLIP-RNA ligation sequencing.^[@ref37]^ In addition, functional annotation of miRNAs of miRDB is developed by combining many principles, including 3′ compensatory pairing, seed sequence complementarity, target-site accessibility, local AU content, free energy, evolutionary conservation, and machine learning. 568 functional annotations in humans were discovered through the great effort on analyzing and arranging the literature. The STarMir webserver is a tool developed by using a logistic prediction model based on miRNA binding information obtained from CLIP researches.^[@ref38]^ Like miRDB, users can get the prediction results of binding sites by submitting miRNA sequences and target mRNA sequences. STarMir assesses the confidence of seed sites or nonseed sites in the coding sequence, the 3′UTR and 5′URT of an mRNA, considering 3′ compensatory pairing, seed sequence complementarity, local AU content, free energy, target-site accessibility, and G-U wobble.

Although many exiting miRNA-target prediction tools have been developed, more effort is still need to be made to boost the development of life science from all aspects that can be exerted for prediction. Recently, Huang et al. investigated the potential associations between lncRNA and miRNA using a graph-based method named EPLMI that used lncRNA--miRNA interactions and expression profile-based similarities of lncRNA and miRNA.^[@ref39]^ Qu et al. proposed to predict associations between small molecules and miRNAs based on a triple layer heterogeneous network constructed by integrating similarities of small molecules, miRNAs, and disease.^[@ref40]^ Wang et al. employed a novel logistic model tree to detect the associations between miRNA and disease and multiresource bioinformation, including known association, disease semantics as well as similarities of the miRNA sequence and functional information, was obtained by feature fusion.^[@ref32]^ Liang et al. introduced a novel model to identify miRNA-disease association based on a constructed heterogeneous network that consisted of known miRNA-disease associations and miRNA-target associations.^[@ref41]^ Guo et al. proposed a novel method to construct a molecular association network among lcnRNA, miRNA, disease, drug and protein, and predict the associations between any two nodes in the network.^[@ref42]^

In this study, we proposed a computational approach named MIPDH for miRNA--mRNA interaction prediction using DeepWalk on a heterogeneous network. In detail, to integrally learn the feature from 17 kinds of association, the DeepWalk method was introduced to represent latent features of each node in the constructed network using local information generated from truncated random walks.^[@ref43]^ the *k*-mer method was also employed for the final integrated feature that can help to yield a better performance. In addition, a random forest (RF) classifier was trained for predicting task. In order to obtain performance evaluation with the least error, 5-fold cross validation was implemented. We also compared our proposed method with different classifiers and feature descriptors. As results of 5-fold cross validation implemented on our proposed method, the best performance among the comparison experiments achieved average accuracy, sensitivity, precision, Matthews correlation coefficient (MCC), specificity, Matthews correlation coefficient (MCC) and AUC of 75.85 ± 0.63, 74.37 ± 0.86, 76.66 ± 1.00, 77.33 ± 1.34%, 0.6335 ± 0.0066, and 0.8044 ± 0.0078, respectively. Further, case studies performed on hsa-miR-106b-5p, hsa-let-7d-5p and hsa-let-7e-5p, and the top 15 predictions (14 of 15 in hsa-miR-106b-5p, 9 of 15 in hsa-let-7d-5p, and 9 of 15 in hsa-let-7e-5p) were verified from the PubMed literature and other databases. The prediction results yielded by MIPDH indicated that our proposed method can be applied to predict miRNA-target interactions on a large scale, which facilitates future miRNA biomarker discovery and the development of new therapy.

2. Materials {#sec2}
============

In this work, the molecular association network is constructed by 17 kinds of association that are collected from 18 databases and the NCBI website, in which 2425 miRNA, 2730 lncRNA, 421 circRNA, 3024 mRNA, 4900 protein, 100 microbe, 5861 drug, and 1314 disease are involved. After data processing, a gold standard dataset comprising 90,171 associations and 20,775 nodes are obtained from 18 databases and the NCBI website(see [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}).^[@ref44]−[@ref61]^ In addition, sequence information of miRNA and mRNA is downloaded from NCBI using the Biopython package.

![Quantity distribution of biological molecule associations.](ao9b04195_0001){#fig1}

3. Methodology {#sec3}
==============

3.1. DeepWalk for Network Embedding {#sec3.1}
-----------------------------------

The DeepWalk algorithm, as a widely-used network embedding algorithm, was employed on the whole molecular association network to vectorize the vertices (e.g., ncRNAs, diseases, proteins, and drugs). Given a network *G* with a set of vertices *V* and a set of edge *E*, that is *G* = (*V*,*E*). The algorithm has two main points---RandomWalk and SkipGram. By performing RandomWalk on each vertex in *V*, a set of short walk-path is conducted to storage the local community information. By employing SkipGram, considering such a walk-path sequence as a word sequence is to update the representation of each vertex in the network. The algorithm description is as Algorithm 1.

Denote a random walk-path sequence *S*~*v*~*i*~~ rooted at vertex *v*~*i*~ using RandomWalk. Then each *S*~*v*~*i*~~ is taken as input for SkipGram. By a configured parameter *w* as a windows size, the context vertices of *v*~*i*~ are denoted as *C*(*v*~*i*~) = (*v*~*i*--*w*~, \..., *v*~*i*+*w*~)/*v*~*i*~. The optimized objective function of the algorithm is defined as followwhere is the representation of the vertex *v*~*i*~. To solve feasibly, the Hierarchical Softmax algorithm is employed (see Algorithm 2). As the vertices are assigned to the leaves of a binary tree, the definition of the objective function is updated as followingwhere *u*~*k*~ denotes a sequence of the tree node *b*~*l*~ rooted at *b*~0~. As a binary classifier is assigned to the parent of the node *b*~*l*~, *Pr*(*b*~*l*~\|Ψ(*v*~*j*~) can be defined as followingwhere is the representation of the vertex *b*~*l*~'s parent.

3.2. Feature Extraction of RNA by Using *k*-mer {#sec3.2}
-----------------------------------------------

The *k*-Mer algorithm, one of the widely used feature extraction methods for the sequence, encodes a sequence information into a numeric feature vector that can be available as an input of the classifier.

Given a sequence with length *L* composed of 4 kinds of nucleotides of mRNA (i.e., A, T, C, and G), the possible subsequence can be enumerated using permutation and combination. Setting a specific value to the parameter *k*, there may be 4^*k*^ subsequences obtained from a sequence. Note that the sliding window size is *k*. To the subsequence set {α~1~, α~2~, \..., α~4~^*k*^}, the number of each α~*i*~, denoted as *n*(α~*i*~), is computed by traversing the sequence to find a subsequence α~*i*~ with a sliding window of size *k*. After traversal, *n*(α~1~, α~2~, \..., α~4~^*k*^) is obtained. Finally, the *k*-mer feature vector can be calculated as *n*(α1, α~2~, \..., α~4~^*k*^)/(*L* -- *k* + 1). For example, in the mRNA sequence "GGTGGTGCCTCAGCCATGGC", p("G") = 8/20, p("CC") = 2/(20 -- 2 + 1) and p("GCC") = 2/(20 −3 + 1).

To the miRNA sequence, nucleotides are different from mRNA (i.e., A, U, C, and G).

3.3. Constructing RF for Classification {#sec3.3}
---------------------------------------

The RF classifier, proposed by Breiman, is one of the classical classifiers that are widely used in machine learning and exiting studies on miRNA-target interaction prediction. To assemble a RF classifier, a specific number of decision trees that are trained, in which the individual decision trees is constructed with a subset of whole samples yielded using the bootstrap algorithm as well as the corresponding feature vectors selected randomly from all features. For classification, the final result is yielded by voting according to the decision tree results.

There are two import parameters in model training---the number of trees and dimension of the subset of the feature. In detail, to grow an unpruned decision tree, the training set is a two-dimensional matrix generated by randomly selecting about two-third of samples as well as user-defined dimension of feature that is far less than the whole set. There are many kinds of decision trees to ensemble a RF classifier, such as ID3, C4.5, and CART. To different types of decision trees, different methods are employed to split the node by one of the subset features that is with the smallest impurity. Additionally, out-of-bag data (OOB) that is the rest of the samples excluding the selected training samples, is used for generating OOB estimate of an error rate that is an internal unbiased estimate of the generalization error.

4. Results {#sec4}
==========

4.1. Performance Evaluation Using 5-Fold Cross Validation {#sec4.1}
---------------------------------------------------------

For the purpose of the performance assessment, some widely used performance evaluation indicators that each of them measured different aspects of performance were made for all experiments. In measurement of the classification problem, a confusion matrix is constructed to illustrate how the test set is predicted correctly and incorrectly for each of the categories. Based on the confusion matrix, evaluation metrics introduced in our work include: accuracy, sensitivity, specificity, precision, andMCC. In detail, accuracy denotes the rate of overall correct prediction; sensitivity, also called the true positive rate (TPR), is the percentage of the positive actual samples predicted correctly; specificity, also called the true negative rate, is the percentage of the negative actual samples predicted correctly; precision, also called the positive predictive value, denotes the percentage of the positive predictive samples predicted correctly. MCC is the correlation coefficient between predictive and actual results in binary classification, which can roundly measure the performance especially for the unbalanced dataset. The MCC value lies between −1 and +1, where −1 indicates that the prediction results are contrary to the actual ones, and +1 indicates that it is a perfect prediction and 0 indicates that it is a random prediction.

Additionally, to better show the performance, the receiver operating characteristic (ROC) curves were plotted, and the corresponding values of the area under curve (AUC) were computed. The value of the AUC at 1 indicates a perfect prediction and the value at 0.5 denotes a random prediction. In order to derive a more accurate estimate, 5-fold cross validation was adopted.

In our study, all associations of our collected dataset were positive. To construct a balanced dataset, the negative samples with the same number of positive ones, were randomly generated from the adjacent matrix of the miRNA--mRNA interaction network where the values are 0. As TPR indicates the performance of model prediction positive interaction correctly, it is a significant indicator for measurement. To implement 5-fold cross validation, the positive samples and negative samples were respectively reordered in random and split into 5 independent subsets with the same number. In each turn of 5 experiments, each subset of the negative/positive set was used as the test set alternately, and the rest was as train set.

According to cross validation, the behaviors among molecule associations were constructed excluding the associations that were used as the test set. When employing the *k*-mer method, the parameter *k* is set as 3, which can achieve better effectiveness in the feature representation and model training. In each model training, grid search was employed to find the best parameters that can help to achieve the best performance.

In this work, we proposed a novel framework that miRNA--mRNA interactions can be predicted by the training RF model that utilized integrated features combining attributes generated by the *k*-mer algorithm with biological behaviors generated by the DeepWalk algorithm. For better understanding the framework, the flowchart was shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}. From the results of 5-fold cross validation (see [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}), the best performance obtained by the trained RF model achieved 77.00% accuracy, 75.31% sensitivity, 77.94% precision, 78.69% specificity, and 0.6456 MCC. In addition, ROCs were plotted in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}, and the corresponding AUCs were calculated.

![Flowchart of the computational process of MIPDH based on the biological behavior and attribute.](ao9b04195_0002){#fig2}

![ROC curves performed by the RF classifier based on integrated features of attribute and behavior.](ao9b04195_0003){#fig3}

###### 5-fold Cross Validation Results Performed by RF Classifier on Integrated Features of Attribute and Behavior

  test set   accuracy (%)   sensitivity (%)   precision (%)   MCC               specificity (%)   AUC
  ---------- -------------- ----------------- --------------- ----------------- ----------------- -----------------
  1          75.22          74.74             75.46           0.6272            75.70             0.8014
  2          75.70          74.83             76.15           0.6320            76.56             0.8012
  3          75.98          72.81             77.74           0.6343            79.15             0.8100
  4          75.36          74.16             75.98           0.6285            76.56             0.7933
  5          77.00          75.31             77.94           0.6456            78.69             0.8159
  average    75.85 ± 0.63   74.37 ± 0.86      76.66 ± 1.00    0.6335 ± 0.0066   77.33 ± 1.34      0.8044 ± 0.0078

4.2. Comparison the Proposed Method with the Logistics Regression Model and Support Vector Machine {#sec4.2}
--------------------------------------------------------------------------------------------------

To illustrate the performance of our proposed method, the logistics regression (LR) model and support vector machine (SVM), two classical classifiers in machine learning, were employed for comparison. We implemented these model training with same train samples and test samples in each fold of cross validation. Specially, in order to yield better results, feature normalization was employed on biological behaviors, in which all elements lay between 0 and 1. As to achieve the best performance of the SVM, a grid search approach was used to get the best parameters (parameter c and parameter g) with the highest accuracy. From overall metrics in [Tables [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}--[3](#tbl3){ref-type="other"}, the best performance was achieved using the RF model. Specifically, the average sensitivity yielded by the SVM was higher than that using RF. Moreover, the corresponding ROCs were plotted and the respective ROCs with highest AUCs were yielded by three models (see [Figures [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} and [5](#fig5){ref-type="fig"}). The ROCs with highest AUCs yielded by three classifiers were plotted for comparison (see [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}).

![ROC curves performed by the SVM classifier based on integrated features of attribute and behavior.](ao9b04195_0004){#fig4}

![ROC curves performed by the LR classifier based on integrated features of attribute and behavior.](ao9b04195_0005){#fig5}

![Performance comparison among RF, SVM, and LR models in terms of ROC curves and AUCs based on integrated features of attribute and behavior.](ao9b04195_0006){#fig6}

###### 5-Fold Cross Validation Results Performed by the LR Classifier on Integrated Features of Attribute and Behavior

  test set   accuracy (%)   sensitivity (%)   precision (%)   MCC               specificity (%)   AUC
  ---------- -------------- ----------------- --------------- ----------------- ----------------- -----------------
  1          68.30          69.45             67.89           0.5669            67.15             0.7315
  2          67.77          70.12             66.97           0.5627            65.42             0.7408
  3          69.07          70.22             68.64           0.5726            67.92             0.7443
  4          67.29          67.72             67.14           0.5598            66.86             0.7293
  5          68.76          68.18             68.98           0.5703            69.33             0.7433
  average    68.23 ± 0.72   69.13 ± 1.14      67.92 ± 0.89    0.5665 ± 0.0053   67.33 ± 1.44      0.7378 ± 0.0070

###### 5-Fold Cross Validation Results Performed by SVM Classifier on Integrated Features of Attribute and Behavior

  test set   accuracy (%)   sensitivity (%)   precision (%)   MCC               specificity (%)   AUC
  ---------- -------------- ----------------- --------------- ----------------- ----------------- -----------------
  1          74.50          74.74             74.38           0.6200            74.26             0.7961
  2          76.03          75.60             76.26           0.6355            76.46             0.8041
  3          74.78          73.78             75.29           0.6228            75.79             0.8079
  4          74.21          73.58             74.51           0.6172            74.83             0.7940
  5          75.60          74.83             76.00           0.6311            76.37             0.8084
  average    75.02 ± 0.77   74.51 ± 0.83      75.29 ± 0.85    0.6253 ± 0.0077   75.54 ± 0.97      0.8021 ± 0.0067

4.3. Comparison the Integrated Feature with Attribute Feature and Behavior Feature {#sec4.3}
----------------------------------------------------------------------------------

To further validate the effectiveness of our proposed feature representation, we also implemented 5-fold cross validation on the RF model by only using behavior feature and attribute feature respectively. The 5-fold cross validation results yielded by respectively using attribute feature and behavior feature were listed in [Tables [4](#tbl4){ref-type="other"}](#tbl4){ref-type="other"} and [5](#tbl5){ref-type="other"}, and the corresponding ROC curves were plotted (see [Figures [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"} and [8](#fig8){ref-type="fig"}). In detail, the average accuracies of using the attribute feature and behavior feature were 74.47 ± 0.46 and 75.07 ± 0.59%, sensitivities were 73.08 ± 0.66 and 73.99 ± 1.00%, precisions were 75.17 ± 0.78 and 75.64 ± 0.75%, MCCs were 0.6196 ± 0.0044 and 0.6257 ± 0.0060, specificities were 75.85 ± 1.12 and 76.16 ± 1.03%, AUCs were 0.7992 ± 0.0069 and 0.7922 ± 0.0083, respectively. Compared with results yielded by using the integrated feature, using these two features separately cannot yield better results.

![ROC curves performed by the RF classifier based on attribute features.](ao9b04195_0007){#fig7}

![ROC curves performed by the RF classifier based on behavior features.](ao9b04195_0008){#fig8}

###### 5-Fold Cross Validation Results Performed by the RF Classifier on Attribute Features

  test set   accuracy (%)   sensitivity (%)   precision (%)   MCC               specificity (%)   AUC
  ---------- -------------- ----------------- --------------- ----------------- ----------------- -----------------
  1          73.78          73.29             74.01           0.6130            74.26             0.7921
  2          74.45          73.58             74.88           0.6195            75.31             0.7953
  3          74.40          71.95             75.66           0.6186            76.85             0.7968
  4          74.69          73.49             75.30           0.6218            75.89             0.8021
  5          75.02          73.10             76.03           0.6250            76.95             0.8097
  average    74.47 ± 0.46   73.08 ± 0.66      75.17 ± 0.78    0.6196 ± 0.0044   75.85 ± 1.12      0.7992 ± 0.0069

###### 5-Fold Cross Validation Results Performed by the RF Classifier on Behavior Features

  test set   accuracy (%)   sensitivity (%)   precision (%)   MCC               specificity (%)   AUC
  ---------- -------------- ----------------- --------------- ----------------- ----------------- -----------------
  1          74.59          74.45             74.66           0.6209            74.74             0.7872
  2          74.83          73.97             75.27           0.6233            75.70             0.7920
  3          75.55          73.58             76.60           0.6303            77.52             0.7975
  4          74.54          72.62             75.52           0.6202            76.46             0.7816
  5          75.84          75.31             76.12           0.6336            76.37             0.8028
  average    75.07 ± 0.59   73.99 ± 1.00      75.64 ± 0.75    0.6257 ± 0.0060   76.16 ± 1.03      0.7922 ± 0.0083

For better comparison between our proposed feature representation and other two feature representations, the ROCs of the best performance yielded using different kinds of feature representation were plotted in [Figure [9](#fig9){ref-type="fig"}](#fig9){ref-type="fig"}. From all these results, it suggested that our proposed feature representation method could help to solve the miRNA--mRNA interaction prediction problem.

![Performance comparison among behavior features, attribute features, and integrated features in terms of ROC curves and AUCs based on the RF classifier.](ao9b04195_0009){#fig9}

4.4. Case Studies {#sec4.4}
-----------------

For the further performance evaluation of our proposed method, the case studies were implemented based on the RF model using the integrated feature generated using the *k*-mer method and DeepWalk method. In the experiment, the whole dataset of miRNA--mRNA interaction feature vectors, generated from the miRTarBase database, was set as a train set to train the RF model. Considering the known interaction from miRTarBase, the unknown interactions were set as the test set. After model training, the probability values of test samples were obtained and ranked. Then the test samples with higher probability values were verified in the miRWalk database that collects the up-to-date MTIs from the PubMed literature, TargetScan and miRDB. Note that the negative samples of the train set were generated by random selection, and have no intersection with the miRWalk database. Here, we observed the top 15 potential target mRNAs for three miRNAs including hsa-let-7d-5p, hsa-let-7e-5p, and hsa-miR-106b-5p. Specifically, the results were shown in [Tables [6](#tbl6){ref-type="other"}](#tbl6){ref-type="other"}--[8](#tbl8){ref-type="other"}. The potential target mRNAs found in the miRWalk database were marked with "PubMed", "TargetScan", and "miRDB". If not, they were marked as "unconfirmed".

###### Top 15 mRNA Related to hsa-let-7d-5p Predicted by MIPDH

  rank   mRNA     evidence           Rank   mRNA    evidence
  ------ -------- ------------------ ------ ------- -------------------------
  1      TIMP3    unconfirmed        9      FBN1    PubMed TargetScan miRDB
  2      CD44     unconfirmed        10     ITGB3   TargetScan miRDB
  3      PTEN     unconfirmed        11     SMN1    PubMed TargetScan
  4      NCAM1    unconfirmed        12     IL6R    PubMed TargetScan miRDB
  5      AFTPH    unconfirmed        13     BACH1   TargetScan
  6      ADAM9    unconfirmed        14     FAIM    TargetScan
  7      BCL2L1   TargetScan         15     CCNE1   miRDB
  8      MAP4K3   TargetScan miRDB                   

###### Top 15 mRNA Related to hsa-let-7e-5p Predicted by MIPDH

  rank   mRNA      evidence      Rank   mRNA     evidence
  ------ --------- ------------- ------ -------- -------------------------
  1      CDK4      unconfirmed   9      TIMP3    PubMed
  2      CALN1     TargetScan    10     TRIM71   PubMed TargetScan miRDB
  3      ZBTB7A    unconfirmed   11     BCL2L1   TargetScan miRDB
  4      VDR       unconfirmed   12     TGFBR3   PubMed TargetScan miRDB
  5      IGFBP5    unconfirmed   13     MDM4     PubMed TargetScan miRDB
  6      GRM3      unconfirmed   14     KLF9     TargetScan miRDB
  7      ALDH5A1   unconfirmed   15     PAPPA    TargetScan miRDB
  8      MYC       PubMed                         

###### Top 15 mRNA Related to hsa-miR-106b-5p Predicted by MIPDH

  rank   mRNA      evidence                  rank   mRNA    evidence
  ------ --------- ------------------------- ------ ------- -------------------------
  1      PPP2R5C   unconfirmed               9      NTRK2   miRDB
  2      FXN       miRDB                     10     ATAT1   PubMed
  3      SLC6A4    PubMed                    11     FLT1    TargetScan miRDB
  4      FAS       PubMed miRDB              12     NLN     PubMed TargetScan miRDB
  5      GPD2      TargetScan                13     PBX3    PubMed TargetScan miRDB
  6      MCL1      PubMed TargetScan miRDB   14     PGR     PubMed TargetScan miRDB
  7      EGLN1     TargetScan miRDB          15     RASA1   PubMed TargetScan
  8      PAX6      miRDB                                     

MiRNA hsa-let-7d-5p is one of the miRNAs that have significant expression levels in ovarian cancer ranked seventh in the most common cancer contracted by women. Although there are some treatments such as chemotherapy, radiation therapy, and hormone therapy, it is not optimistic about the five-year survival rate at around 30%. Predicting target mRNAs associated with hsa-let-7d-5p can help to find a novel biomarker. In our prediction for hsa-let-7d-5p, 9 of the top 15 target mRNA prediction were verified (see [Table [6](#tbl6){ref-type="other"}](#tbl6){ref-type="other"}). MiRNA hsa-let-7e-5p have been found to be related to more than one type of disease such as rectal carcinoma, pathological cardiac hypertrophy, and type 2 diabetes. In the prediction for has-let-7e-5p, 9 of the top 15 target mRNA prediction were verified (see [Table [7](#tbl7){ref-type="other"}](#tbl7){ref-type="other"}). It was reported that miRNA hsa-miR-106b-5p is involved in many diseases such as attention-deficit/hyperactivity disorder, hepatocellular, and Alzheimer's disease.^[@ref62]−[@ref64]^ In the case study of hsa-miR-106b-5p, 14 of the top 15 target mRNA prediction were validated (see [Table [8](#tbl8){ref-type="other"}](#tbl8){ref-type="other"}).

5. Discussion {#sec5}
=============

In this study, we proposed a novel computational method named MIPDH for predicting miRNA-target interaction based on diversified interaction pairs. A special aspect of our proposed method is the feature representation method that make use of network embedding to learn the neighbor information of each. The feature generated by employing such a method called behavior defines the pathway of each biomolecule in the constructed biomolecular network. In order to improve the performance, the attribute feature generated using the *k*-mer method was introduced. In comparison experiments among different classifiers and feature representation, our proposed method yielded the best results. Additionally, case studies were implemented to validate the predicted candidates from other databases or literatures. These results released that an insight into miRNA--mRNA interaction can be provided using a novel method MIPDH.

There are many reasons for good performance. First, the DeepWalk method can learn the feature from the large network efficiently. It is the key to integrate the exiting knowledge among biomolecules, disease, and drug. Second, the RF classifier is a powerful model for classification. It is stable, robust to outliers, and less impacted by noise. Third, the *k*-mer method was introduced to improve the performance. The sequence-based feature can be the supplement for the network-based feature. Therefore, our proposed method can yield anticipated results.

Even though MIPDH can achieve reliable prediction results, some limitations should be worth notice. Imbalanced data amounts collected from the current database might cause prediction bias. Moreover, the dataset we used was generated as each miRNA could interact with as much mRNAs as possible and vice versa, but the available ratio of miRNA-target interaction was only 0.7741% (10,402/(1985 × 677) × 100%), which revealed that the MTI problem has not been well-studied.

In further research, we will investigate how to learn the information from a massive biomolecular network more sufficiently and effectively, and achieve more remarkable performance by the reconstructing network, by using a more efficient network embedding method and improving the process framework.
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