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SUMMARY
On one hand, academic and industrial researchers have been developing and
deploying robots that are used as educational tutors, mediators, and motivational
tools. On the other hand, an increasing amount of interest has been placed on non-
expert users being able to program robots intuitively, which has led to promising
research efforts in the fields of machine learning and human-robot interaction. This
dissertation focuses on bridging the gap between the two subfields of robotics to
provide personalized experience for the users during educational, entertainment, and
therapeutic sessions with social robots. In order to make the interaction continuously
engaging, the workspace shared between the user and the robot should provide per-
sonalized contexts for interaction while the robot learns to participate in new tasks
that arise.
This dissertation aims to solve the task-learning problem using an instance-based
framework that stores human demonstrations as task instances. These instances are
retrieved when confronted with a similar task in which the system generates predic-
tions of task behaviors based on prior solutions. The main issues associated with the
instance-based approach, i.e., knowledge encoding and acquisition, are addressed in
this dissertation research using interactive methods of machine learning. This ap-
proach, further referred to as interactive instance-based learning (IIBL), utilizes the
keywords people use to convey task knowledge to others to formulate task instances.
The key features suggested by the human teacher are extracted during the demon-
strations of the task. Regression approaches have been developed in this dissertation
to model similarities between cases for instance retrieval including multivariate linear
regression and sensitivity analysis using neural networks. The learning performance
xv
of the IIBL methods were then evaluated while participants engaged in various block
stacking and inserting scenarios and tasks on a touchscreen tablet with a humanoid
robot Darwin.
In regard to end-users programming robots, the main benefit of the IIBL frame-
work is that the approach fully utilizes the explanatory behavior of the instance-based
method which makes the learning process transparent to the human teacher. Such an
environment not only encourages the user to produce better demonstrations, but also
prompts the user to intervene at the moment a new instance is needed. It was shown
through user studies that participants naturally adapt their teaching behavior to the
robot learner’s progress and adjust the timing and the number of demonstrations.
It was also observed that the human-robot teaching and learning scenarios facili-
tate the emergence of various social behaviors from participants. Encouraging social
interaction is often an objective of the task especially with children with cognitive
disabilities, and a pilot study with children with autism spectrum disorder revealed
promising results comparable to the typically developing group.
Finally, this dissertation investigated the necessity of renewable context for pro-
longed interaction with robot companions. Providing personalized tasks that match
each individual’s preferences and developmental stages enhances the quality of the
user experience with robot learners. Confronted with the limitations of the physical
workspace, this research proposes utilizing commercially available touchscreen smart
devices as a shared platform for engaging the user in educational, entertainment, and
therapeutic tasks with the robot learners.
To summarize, this dissertation attempts to defend the thesis statement that a
robot learner that utilizes an IIBL approach improves the performance and efficiency
of general task learning, and when combined with the state-of-the-art mobile technol-
ogy that provides personalized context for interaction, enhances the user’s experience




The dream of one day owning a robot companion, with the capacity to conduct
everyday tasks customized to an individual’s preferences, motivated this research.
We see advancements in robot technology everyday, but the realization of personal
robots still seems far away. One of the primary factors that contribute to robots not
living up to their expectations is the complexity associated with programming robots.
Programming a robot to perform new tasks requires training that is beyond the skill
level of most individuals. For robots to become true personal companions, non-expert
users should be able to program and customize their robot’s skills or teach new ones
intuitively.
This dissertation focuses on implementing an interactive instance-based learning
(IIBL) method for enabling robot learners. With IIBL methods, robots accumulate
experience from teaching and learning activities with humans. Using an instance-
based approach as an overarching framework for learning, “snapshots” of experience
instances are stored in memory formulated as task state and action pairs. These
instances provide guidelines to solve similar problems in the future, mimicking the
cognitive process of problem solving in humans (e.g., prototype theory [81, 102]).
The tasks that are presented in this dissertation places the robot learner with a
human teacher in a shared workspace. This setting allows the teacher to use his/her
intuition to endow the robot with knowledge of task features that represent key-
words people use to convey task knowledge to others. The robot uses these keywords
as conditions for instance extraction and knowledge acquisition during a teacher’s
demonstration of the task. Aligned with interactive machine-learning methods, such
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a setting encourages the teacher to closely monitor and evaluate the robot’s behavior,
and provide new instances at the moment learning is happening.
IIBL requires no expert skills to train the robot or perform a task other than
sharing a small amount of intuition. This seed intuition and demonstrated instances
trigger the learning, thereby increasing the efficiency and the performance of the
robot learner. We use touchscreen tablets that act as the medium through which a
person’s task demonstration is quantized into a form the robot can interpret. Tablets
can facilitate natural transition into a shared workspace since the users are already
familiar with the device. Adopting the concept of learning by teaching [78], we have
placed children and adults in the teacher’s position to tutor the robot. Studies have
been conducted to analyze social behaviors projected toward the robot learner during
teaching activities and to measure the shift in the length of engagement.
1.1 Motivation
1.1.1 Interactive Instance-based Approach to Robot Learning
The human teacher’s understanding of the robot’s rationale behind its behavior facili-
tates the development of better robot learners. From the user’s perspective, a robot’s
typical learning process is a black box. The robot takes some form of input, such as
demonstrations of a task from the user, and outputs a behavior that is difficult to
trace back to its source of reasoning. One might question why it would be important
for the user to understand the logic behind a robot’s learning process. In humans,
learning and teaching are a bidirectional process. The learning result becomes a met-
ric for defining whether the teaching was successful or not, which triggers the change
in the teacher’s behavior. For this reason, we introduce an instance-based approach
to robot learning. Unlike other machine-learning methods that discard training data
after generalization, instance-based methods such as case-based reasoning store the
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original form of training instances in memory [64]. When the robot generates a be-
havior that was not expected, instance-based methods can replace or update the
instances that caused these results and re-train the system when necessary. In an
interactive learning setting in which learning from demonstration (LfD) is utilized,
knowing which demonstrations led to which robot behavior can provide persuasive
information for explaining the robot’s decision. This encourages the human teacher
to provide supplemental or more accurate examples when necessary.
LfD and the ability to retrieve and reuse prior experience are both important in
building a robot capable of accumulating skills to serve different people’s needs. This
dissertation proposes to combine interactive machine learning and instance-based
methods as a framework for acquiring, encoding, retrieving, and maintaining task
experiences. The virtue, and perhaps a disadvantage, of instance-based methods is
in that it allows us to make assumptions and predictions based on what worked in
the past without requiring complete understanding. Through interactive learning,
we attempt to better understand the task by benefitting from human teacher’s in-
tuition to encode task features and reduce uncertainty. To increase the stability of
the system, we refrain from using common k-nearest neighbors classifiers and propose
to use sensitivity measures with neural networks for solving regression problems of
computing task-feature contributions.
1.1.2 Robot Learners and a Shared Workspace
Though the application areas of robot learners are endless, the first motivation to
build robot learners originated from interactions with children who required special
education and entertainment options. Socially assistive robots (SAR) [38] provide
assistance through social interactions, and research efforts have been made to address
the needs of people with disabilities through SAR platforms. Local clinicians have
shown interest in using a robotic platform to motivate patients during therapeutic
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tasks, and by placing robots in these environments, we were able to create more
attentive and engaging sessions (Figure 1).
(a) Presenting the robot learner to local clinicians. (b) A boy expressing affection to
one of our robots during a session.
Figure 1: Socially assistive robots are gauging attention as therapeutic mediators
that motivate individuals to better engage in tasks.
The tasks conducted during a clinical session are customized for each person’s
unique abilities and developmental stages, and a single task is performed in different
ways. Hence, for robots to become effective mediators and motivators, an issue of
adaptation has to be addressed. Until now, most SARs exhibited simple reactive
behaviors, were teleoperated, or were limited to conducting a single task in a uniform
way. In this dissertation, a robot learner is proposed that accumulates instances
of task demonstrations to generalize task dynamics during social interaction with
users. As stated earlier in the section, instance-based learning provides an excellent
framework for modeling tasks with very little prior knowledge. Also, learning different
tasks is just an extent of maintaining multiple task-knowledge bases.
It was also observed that in clinical sessions many tasks are conducted that mimic
children’s play. Interactive play during childhood is crucial for one’s cognitive develop-
ment. Through playing, people learn basic interaction skills, collaboration, patience
and build understanding of others [94]. With respect to playing with others, a shared
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interest arises between playmates to make the play continuously entertaining, thus
engaging the mind and creating opportunities for extended play over longer dura-
tions [45]. Thus, applications that we selected for evaluations with our robot learner
include block stacking and inserting, sorting, and game applications (apps) on the
tablet.
To further reduce perceptual uncertainties and increase robustness, we present
methods that implement tasks on a touchscreen tablet that the person and the robot
can share as a workspace. This approach is similar to research efforts that utilize
simulated environments to acquire demonstrations, but a tablet provides a more in-
tuitive and interactive workspace and has better accessibility. Tablets such as the
iPad easily attract attention, provide convenient access to daily computing tasks,
and are supported by a huge collection of mobile applications. Tablets are commonly
available and their intuitive touch-based interface has replaced many traditional en-
tertainment and educational products, such as televisions, video-game consoles, and
textbooks. Tablets in classrooms have proven their power to better motivate students
and increase students’ learning performance [58, 80]. Articles also report how tablet
computers are used to help children with disabilities and learning issues by actively
engaging them with the device’s attractive touchscreen interface and design [39, 109].
The secondary benefit of using tablets with robot learners is the ability to foster so-
cial interaction through child-robot play interaction that is directed by the child, thus
moving towards interventions that can be translated outside of the clinical setting [43].
1.2 Objectives
1.2.1 Thesis Statement
A robot learner that utilizes an IIBL approach improves the performance and effi-
ciency of general task learning, and when combined with the state-of-the-art mobile
technology that provides personalized context for interaction, enhances the user’s
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experience for prolonged engagement of the task.
1.2.2 Research Hypothesis
The following presents overarching research objectives along with the hypotheses
tested.
1) Ensure the IIBL framework effectively models tasks by utilizing demonstrations
from the user even when an explicit model of the problem domain is difficult to
elicit and is not amenable to complete mathematical modeling.
• Hypothesis I: IIBL provides comparable task performance against the aver-
age performance of the demonstrator.
Given a task T demonstrated by a teacher, the following are evaluated to test
the hypothesis as outlined in [89]:
– Evaluate the performance by measuring how well an agent A performs
T .
– Evaluate the behavior by comparing the actions executed by A while
performing T against the teacher’s actions when executing the same task
T .
– Evaluate the model by comparing the task model generated by A against
the model the teacher used to provide demonstrations.
• Hypothesis II: The IIBL methods of modeling a retrieval function with
adaptive weights reduces the workload, i.e., reduces the number of demonstra-
tions required to achieve the same amount of system performance, compared
to k-nearest neighbor (k-NN) which assigns equal weights to all features.
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2) Validate that the robot’s learning behavior and performance impact the teacher’s
behavior and experience.
• Hypothesis III: The teacher’s teaching strategy and behavior adapts to the
robot learner’s learning progress and performance.
• Hypothesis IV: A session with robot learners has positive impact on the
length and the number of interactions initiated by the user compared to a ses-
sion with a person.
1.3 Contributions
The key contributions of this work are summarized as follows:
• Developed an interactive instance-based learning approach for general task mod-
eling for tasks that are given very little prior knowledge and are not always
amenable to complete mathematical modeling.
• Developed an approach to keyword-based instance encoding and acquisition, a
framework for accepting task knowledge from users.
• Applied multivariate linear regression and sensitivity analyses with neural net-
works as feature-weighting methods for robot learners and conducted human-
robot interaction (HRI) studies that review user perception and adaptation.
• Designed a novel approach to using a touchscreen tablet as a shared medium for
providing personalized contexts during human-robot interaction, and exploited
the potential of a robot learner and tablet setting as educational, entertainment,
and therapeutic platform.
• Conducted user studies during human-robot learning scenarios, and validated
the utility of IIBL methods while analyzing the emergence of social behaviors
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and the shift in teaching behaviors of the users.
1.4 Outline
This dissertation is organized as follows:
• Chapter 2 reviews prior work related to the dissertation research.
• Chapter 3 discusses our approach to modeling high-level task behavior through
identifying and sequencing motion primitives. The limitations of applying the
approach to robot learning are addressed, and an assistive application more
suitable of using the algorithm is introduce.
• Chapter 4 presents the complete IIBL approach including identifying the issues
of instance-based methods, addressing the issues through interactive learning,
and designing feature-weighting methods for instance retrieval using multivari-
ate linear regression and neural networks sensitivity analysis.
• Chapter 5 presents evaluations of the utility of IIBL methods as the robot
learner engages in learning block-play tasks in a shared physical workspace.
• Chapter 6 presents evaluations of the utility of IIBL methods as the robot
learner engages in learning tasks in a shared tablet workspace.
• Chapter 7 concludes the dissertation by summarizing the contributions and




This chapter provides surveys of related research fields. The chapter is organized into
four subsections: socially assistive robots, instance-based learning, interactive learn-
ing, and shared workspace. By designing a robot learner that utilizes an interactive
instance-based learning (IIBL) and combining it with a shared workspace as a source
for providing context, we attempt to develop a socially assistive robot learner that
provides personalized experience to the users.
2.1 Social Assistive Robots
In recent years, various types of robotic tools have been developed and evaluated
for therapeutic and rehabilitation purposes. The term assistive robotics generally
referred to robotic devices that are built to assist in physical rehabilitation or support
individuals with disabilities. Such examples include assistive manipulation for people
with physical challenges [47, 69] or rehabilitation devices to aid in stroke recovery [24,
67]. Socially-assistive robotics (SAR), however, is a new concept that has not been
clearly defined until recently. Feil-Seifer and Mataric [38] defined the term as robots
that provide assistance through social interactions. Keepon and Paro [82, 121] are
one of the first examples of SARs that created emotional and cognitive bonds simply
by responding to the user’s touch and sound. The roles of robots in pediatric therapy
has been investigated by many research efforts [57]. Brooks and Howard [22] used
a humanoid robot as a mediator in engaging and assessing people in a physical-
therapy session. Iromec [77] was designed to engage children in various social and
cooperative play. The authors carefully investigated the different types of disabilities
and found the requirements necessary to engage each child in an interaction protocol.
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The system was implemented by combining an autonomous mode and user-controlled
behaviors, and its modular and configurable features provided flexibility in designing
different play tasks. Figure 2 depicts examples of these SARs.
(a) Keepon (b) Paro (c) Robota (d) Iromec
Figure 2: People interacting with socially-assistive robots (SAR).
Of special interest is the use of SARs to engage children with autism spectrum
disorder (ASD). In a case study with Robota [15], it was shown that therapy sessions
with autistic children using robots, i.e., non-human entities, can be very effective in
gaining the subject’s attention for an elongated time. Scassellati [105] also mentions
how robots generate a high degree of motivation and engagement in children with
ASD, including those who are unwilling to interact with human therapists. His sub-
jects showed positive social behaviors, such as touching, vocalizing, and smiling at
the robot, which were rarely seen in natural day-to-day activity. Furthering this idea,
robotic systems that possess the ability to imitate during play activity can promote
a subject’s social skills and mediate the transfer of learned knowledge to interaction
with other people.
The Aurora/Iromec project is an ongoing study that investigates the possibility
of using robotics as therapeutic educational-tools to engage autistic children in social
interactions. Another robot used in this domain is Kaspar, which has been used in
various study settings with autistic children [99]. The most interesting demonstration
in this work is an imitation play, where the child and the therapist take turns mimick-
ing Kaspar’s expressions (Figure 3). Three children who typically refused to interact
with other people, participated in the trial. The first child, after observing the robot
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playing a tambourine, tried to imitate the action (Figure 3(a)). Moreover, after some
time with the robot, the child reached out for the experimenter’s hand, which could
be interpreted as a first step towards interacting with another human. The second
child incrementally transferred his interest from Kaspar to his therapist by compar-
ing the robot’s face with his teacher’s, and he wanted to share his excitement (Figure
3(b)). The last subject had trouble tolerating other children in any play, but with
Kaspar as a mediator, he gradually allowed another child to play turn-taking games
with him (Figure 3(c)).
(a) (b) (c)
Figure 3: Kaspar acting as a social mediator allowing children to transfer learned
social skills to other people [99].
Successful results from these studies motivate the research in this dissertation that
focuses on the potential of interactive robotic systems. However, regarding the fact
that nothing could be more crucial than user adaptation in these robots that provide
therapies and educations for individuals with different levels of abilities and devel-
opmental stages, surprisingly low amount of attention was given in adapting these
robots to the user’s unique needs. Tapus et al. [115] developed a robot that would
use either introverted and extroverted vocabularies to better motivate participants
in physical rehabilitation exercises. For SARs to provide individuals with consistent
and repetitive exposure to interactive activities, we believe that these robots need the
ability to learn to engage in new tasks, combined with a shared workspace as a source
for providing limitless personalized context. This research aims to develop a robot
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leaner equipped with a framework that guides the acquisition of task experiences dur-
ing play, provides generalization of the task, and generates robot’s task behaviors by
reusing prior experiences. This approach for learning was achieved through combining
the methods of instance-based learning and interactive learning, which are reviewed
in the following sections.
2.2 Instance-based Learning
Instance-based learning utilizes an analogical reasoning process that uses previous
knowledge stored in memory to solve new problems. Case-based reasoning is a popular
instance-based learning method that provides predictions to new problems from a
baseline that similar problems have similar solutions [64]. By retrieving and reusing
past solutions, the system can avoid the time necessary to derive solutions from
scratch. This supervised learning method’s generalization is provided by a distance
function that measures similarity between instances. The k-nearest neighbors (k-
NN), another popular form of instance-based learning, predicts a query’s label using
the k number of nearest instances in memory [3] and is often implemented within the
CBR structure for instance retrieval and adaptation.
Instance-based learning methods store training instances in their raw form and
postpone generalization until the query time. When a new instance is introduced,
its classification relies on the stored data and its similarity with respect to previous
instances. Machine learning with rule-based methods perform explicit generalization
during training, and the instances used in the process are discarded afterwards. An
approximation of a new instance is already formed during training, which hinders the
explanatory behavior of the system. In instance-based methods, the generated pre-
diction can be traced back to the original instances that provided the generalization.
The instance-based methods’ characteristics are summarized in the following [1]:
• Data driven: CBR solves new requests by combining information from stored
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cases instead of computing rules that are difficult to extract. CBR allows the
reasoner to propose solutions to problems quickly, avoiding the time necessary
to derive those answers from scratch.
• Knowledge representation: CBR provides higher versatility in representing knowl-
edge in more complex, symbolic forms [12]. Depending on the attributes to be
represented, a number of instance formalism could be selected. In most CBR
systems, the cases are usually represented as an attribute-value vector divided
into two parts: problem and solution.
• Incremental learning: A CBR system is operational with only a small set of
stored cases. New cases are collected during the time the system is used, in-
creasing the system’s problem-solving ability [2].
• Knowledge reusability: Since the cases are maintained in their original forms,
they can be reused for solving multiple tasks by utilizing different similarity
measures and adaptation methods. This is in contrast to eager methods in which
generalization is already complete and cases used for training are discarded by
the time a new instance query is made.
• Suitability for solutions spaces that are complex and incomplete: CBR systems
can be applied to an incomplete model of the problem domain. The implemen-
tation not only identifies relevant instances but to fill in a partial case base with
proper instances. Many domains are complex and not fully formalized, espe-
cially those that involve unpredictable human behavior. Even in these domains,
the system needs to generate predictions, and with instance-based methods, the
system can make assumptions and predictions based on what worked in the past
without having a complete understanding of the domain.
Many prior works used instance-based learning for robot learning, planning and
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action-selection problems [40, 101, 120]. In [88] and [32], the authors collected demon-
strations from the users through a simulated environment that were used toward train-
ing the case-based reasoning system. In most of these systems, it wasn’t their focus
to develop a general learning system, and therefore, the processes of representing,
acquiring, and retrieving instances required domain knowledge that were supplied by
the experts. When the instance-acquisition process was automated, the process was
often separated from an actual system deployment, limiting the capability of the sys-
tem to update or renew already existing instances. This dissertation have addressed
these challenges through interactive methods of machine learning. Combined with
interactive machine learning, the explanatory behavior of instance-based methods fa-
cilitates learning by notifying the teacher about the exact reasoning process of the
learner. The instance-based learning steps within the overall system framework are
depicted in Figure 4. This flowchart highlights the four steps of case-based reasoning:
case retrieve, reuse, revise, and retain.
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Figure 4: Instance-based learning acts as an overarching framework for general task
learning.
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The main limitation of instance-based learning, that the generalization can only be
made to an extent of a task space covered by its instances, can be improved through
an interactive system that monitors the system’s state in real time and provides
necessary inputs to better cover the given problem space. In the next section, a
review of interactive machine learning is presented.
2.3 Interactive Machine Learning and Learning from Demon-
stration
Interactive machine learning (IML) places humans in the process of designing, train-
ing, and evaluating machine-learning systems [37, 123]. In IML, humans provide
inputs to the system and monitor the output that in turn influences what inputs they
will provide next. The action of providing human input is often referred to as teach-
ing, and the “teaching” occurs during a system deployment which makes the learning
process interactive. Therefore, learning from demonstration (LfD) with social robots
naturally foster an IML setting. LfD is a method for programming new skills to the
robot by providing human demonstrations [4, 6]. Research efforts in agents learning
from human teachers are not only limited to teachers providing inputs. Robots can
also ask for help after a failure [86] or actively request to resolve ambiguity [26]. A
transparency mechanism can allow the teacher to better monitor the robot’s state
and progress [30, 116, 117].
For instance-based approaches, IML and LfD can enhance and assist the pro-
cess of acquiring and maintaining knowledge. In most knowledge-intensive systems,
CBR is applied as a knowledge retrieval and management tool in the form of KI-CBR
(knowledge-intensive CBR) where the case base is preloaded often using ontology [97].
In [100], KI-CBR is used to generate dialogue responses during human-encounter
episodes in a hotel. The hotel’s ontology is preloaded with information categories,
such as hotel facilities, tourist places, and public transportations. Recently, there
have been successful efforts in applying LfD techniques to automate the process of
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case acquisition in CBR, sometimes referred to as a lazy-LfD approach. In [87], the
authors solved the issue of populating a case base with plans through LfD for gener-
ating planners for real-time strategic games. In [62], a home-service robot generated
action sequences for fetching objects based on past cases after receiving a request
from a user. Here, the system actively manages the case library by modifying and
improving retrieved cases with the help from the user. A data-driven CBR was de-
veloped in [32] through crowd-sourcing. In this work, the proposed system collected
82,479 cases during human-human collaborative task in a virtual reality environment.
Afterwards, the case base was used towards a similar task conducted in the physi-
cal world with a human-robot team to generate robot behavior. The case base was
occupied autonomously by extracting the features from demonstrations.
This dissertation proposes an interactive instance-based learning (IIBL) frame-
work that utilizes IML to actively engage the user in the process of knowledge encod-
ing and acquisition during human-robot interaction on a shared workspace (Figure 5).
By providing a visualization of the system’s current state and performance, such as
through a robot’s behavior, programming a machine-learning system becomes more
accessible to the end-users. Compared to previous works using LfD for providing
batch instances prior to an actual system deployment, IIBL collects and maintains
data while interacting with the teacher. Unlike other ML methods that turn into a
black-box after training, the instance-based approach’s explanatory behavior provides
transparency to the system by informing the user with exact instances that generated
the predictions. We have observed through user studies that the teacher’s behavior
adapts to the learner’s progress and performance.
2.4 Shared Workspace
There are several issues that hinders SARs in providing long-lasting engagement.
Some of these issues come from the fact that many of these robots are tele-operated,
16
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Figure 5: In IIBL framework, the user actively engages in the process of knowledge
encoding and acquisition during human-robot interaction.
or exhibit very limited reactive fu ctions, such as reacting to touch or sound, and
most importantly, these robots have very limited source of providing personalized
context. The context between the robot and the child, or any individual, should be
something that can be renewed freely during a interactio and throughout the life
time of an individual. And for that matter, we believe that robots should be able to
learn to engage in these different tasks that arise during an interaction.
The scope of this research is in applying a robotic agent to learn and conduct tasks
with humans in a shared workspace. In this dissertation, a shared workspace is defined
as a proximate area between the person and the robot where the task events take
place. For instance, when the task is block stacking, the shared workspace is the area
in which the blocks are populated and manipulated. A physical presence of all entities
is assumed in a shared workspace. Many works report the effectiveness of deploying
physically embodied agents versus simulated or non-embodied artificial intelligence
in facilitating the emergence of social behaviors and in encouraging engagement of
17
the users [61, 72, 122].
In this dissertation, the shared-workspace concept extends beyond the physical
space and encompasses virtual spaces defined on a physical device. Engaging in tasks
defined on a shared touchscreen tablet is one such examples in which the person and
the robot take turns manipulating objects on the screen. It is reported that robots
can enhance user experience through functioning in conjunction with applications
(apps) on smart devices. Popchilla [14] (Figure 6(a)) combines an interactive drawing
application with a robot that generates motion and sound responses to user’s input
on the tablet. The robotic music listening companion [55] (Figure 6(b)) produces
on-beat motions to music played from a smart phone. The robot’s rhythmic behavior
makes the person feel like they are sharing the experience, and the person perceives
the event as more enjoyable. Other examples include robots to which users can
mount their smart phones, which engages the users by animating their devices [13]
(Figure 6(c)). The tablet can also be mounted on a mobile platform for telepresence
robots (Figure 6(d)) [68].
As a research platform, touchscreen devices function as shared workspaces and
reduce perceptual uncertainties. In LfD, there are several methods for recording
teacher’s demonstration [4, 20, 85]. The uncertainty of environmental perception al-
ways poses a difficult challenge, including tracking teacher’s motions or recognizing a
human’s social cues. The tablet platform reduces such uncertainty since the touch-
screen provides quantified sensor data from the gestural behavior of the user. The
development environment and already available apps on the market facilitate the pro-
cess of designing and implementing a task with controllable modalities. Such benefits
of deploying a touchscreen-based medium for studying interactions between human
and robot are discussed in [10]. In their work, the robot is programmed to replay
pre-assigned motions for a simple task, and the research is focused on emerging social




Figure 6: Examples of robot platforms that enhance user’s experience with smart
devices. (a) Popchilla [14], (b) Robotic music listening companion [55], (c) Romo:
smartphone mobile robot [13], (d) Mobile robotic telepresence platform controlled by
a tablet.
However, the above systems have limitations in providing continuous engagement
because they are only applicable to proprietary mobile apps and their functions are
static and reactive. This dissertation research addresses the efficacy of coupling com-
mercially available mobile devices as a shared workspace with a robot learner to pro-
vide various contexts for human-robot interaction studies [93] and to effectively bring
a personalized experience that matches each individual’s needs and preferences.
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CHAPTER III
MODELING TASK BEHAVIOR AS SEQUENCES OF
PRIMITIVES
Conducting tasks together on a shared workspace require manipulative behaviors.
From an observational study of children’s object-play activities, we have identified
motion primitives that were repetitively observed across different play scenes. A
sequence of these motion primitives provides an understanding of object-manipulation
behaviors that form the basis of task learning. In this chapter, we first report the
findings from the observational study and discuss the approach to recognizing and
sequencing motion primitives. The approach is then advanced towards online training
of gesture primitives for an assistive device that takes training inputs from individual
users with limited upper-body mobility. The training inputs are used to calibrate the
device to address each user’s motion range in real time. At the end, limitations of the
approach presented in this chapter are discussed, and a new method that addresses
these limitations is proposed.
3.1 Introduction
Most research that focuses on learning manipulation tasks attempts to address the
problem associated with general learning. Modeling such tasks is often done by means
of measuring devices, such as motion capture suits, feedback actuators, or haptic de-
vices. In addition, many contributions in gesture recognition also use colored gloves
[60] or data gloves as discussed in [71]. In contrast, the intent of the proposed approach
is to apply dynamic pattern-recognition methods using only visual information with-
out further aids. Though vision sensors are noisy and sensitive to various changes in
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the environment, camera modules are low-cost devices that are usually readily avail-
able in most robotic platforms. To improve drawbacks associated with vision, proper
preprocessing methods should be applied to image frames.
Although there are a number of gesture-recognition algorithms in existence, one of
the most popular algorithms has been applied to recognizing American sign language
[114]. The system used a single camera to track hands in real time and adapted
a discrete hidden Markov model (HMM) to understand a full-sentence construction.
The authors successfully demonstrated the feasibility of recognizing a series of compli-
cated gestures with their proposed system. HMM has also been used in recognizing
image sequences of six different tennis strokes among three subjects [130]. Darrell
and Pentland [36] used the dynamic-time-warping algorithm to match the interpo-
lated responses of several image templates. Most recently, a low-cost vision system
providing depth information (KINECT) has gained popularity in gesture-recognition
society [59]. KINECT can track the human body and limbs in real time and recognize
certain motions that are trained using joint-state data.
Earlier results of our research have shown that through observation, a robot
can successfully sequence low-level motion segments to form a complete play ac-
tion [56, 119]. These efforts, however, were more focused on identifying the functional
and relational characteristics of play and developing a method to transfer the relative
information to the robot. In recent work [92], an in-depth study was conducted on
human’s play motions and a method for recognizing and sequencing motion primi-
tives was presented. As seen in many related research efforts, HMM-based methods
provide reliability and simplicity in recognizing sequential patterns, and thus the al-
gorithm has been selected for modeling play-task behaviors in this dissertation. In
the following sections, the result of the object-play-primitive research is presented,
and a detailed description of the motion-recognition algorithm is provided.
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3.2 Object-play Primitives Research
Baranek et al. [8] describe in their work a subset of toy manipulations that could be
used towards screening a child’s developmental stage. The list contains the behaviors
shown in the first five levels of object play: grasp, rub, shake, bang, mouth, roll, pull
apart, stack, scoop, pour, cover, and join. Based on this list, a study was conducted
with public sources from the web to identify the kinds of basic motions that form
these manipulations when people interact with various types of toys. With regards
to a robotic playmate, these basic motions are further defined as play primitives.
Correlational studies often involve longitudinal and cross-sectional research. For
instance, Baranek et al. [8] used a retrospective method to analyze home movies of
32 infants at nine to 12 months of age. The researchers also compared the infant’s
object-play behaviors within the three groups: infants with autism, infants with other
developmental-delay conditions, and typically developing infants. On the other hand,
the intent of this proposed research is to analyze the primitive components that are
shared in object play throughout the subject’s developmental conditions and stages.
Therefore, the gathered video sequences consist of various toy-manipulating scenes
irrespective of the subject’s age or current developmental issues. As a start, 25 video
sources were collected from YouTube. Various play scenes were considered including
building blocks, stacking cups, inserting blocks, and hammering tables (Figure 7).
The videos consisted of 32,676 valid frames where only the frames that contained an
image of object manipulation were classified as valid. The identified play primitive
in each valid frame was then used to calculate the ratio of primitives observed during
the session.
The observations made during this study are depicted in Figure 8. As can be seen,
many of the play scenarios begin with picking up an object in an upward direction.
The seven most distinct primitives (94.21%) found from the study are the renditions
of the behaviors in the list of Baranek et al. (Figure 8(a)). For instance, the stacking
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Figure 7: Video study reveals most frequently observed play primitives.
behavior from the list is a sequence of moving up, left/right, and down. Similarly,
banging behavior could be modeled as a sequence of repetitive vertical shaking. Other
primitives that were observed less frequently are spinning, pressing, and hugging. In
addition to these primitives, the manipulated objects were observed in three types
of final resting states (Figure 8(b)): insert (44%), stack (32%), and drop (24%).
A disappearing of a play object characterizes the inserting primitive. The stacking
and dropping primitives are distinguished by whether the object is placed on top of
another object or not.
The play primitives that are implemented throughout this research are based on
the statistics learned from the above study. The final play primitives are shown in
Figure 9.
3.3 Object-play Behavior Modeling
Hidden Markov modeling (HMM) methods provide a probabilistic framework for mod-
eling a time series of multivariate observations. The power of the algorithm comes
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(a) Percentage of each play primitive observed during an object manipulation.
(b) Percentage of the final state of the manipulated object observed in the video
samples.
Figure 8: Statistics of the observed play primitives from the video study of 25 play
scenes.
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Figure 9: The most frequently observed basic motions are defined as play primi-
tives. (a)-(b) vertical movement primitives, (c)-(d) horizontal movement primitives,
(e)-(h) diagonal movement primitives, (i)-(l) repetitive vertical/horizontal/circular
movement primitives, (m) insert, and (n) stack primitives.
from the characteristic that defines a Markov process. In a Markov process, the con-
ditional probability distribution of the future event only depends on the current event
and not on the sequence of predecessor events. In modeling play actions, it might not
be valid to assume that the entire play sequence has a Markov property. However, the
assumption is still useful when considering the constant changes in motion gradients
and object appearances that form the play motions.
3.3.1 Hidden Markov Models
Two primitive examples are shown in Figure 10. The first one is a simple upward
motion, and the other is a repeated up- and down-hammering motion (Figure 10(a)).
If these actions were to be modeled by tracking the object’s center location in every
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frame, the motion gradient of the upward motion would be a sequence of ↑ ↑ ↑ ↑ , and
the hammering motion would be a repeated sequence of ↑ ↑ • ↓ ↓ • in which the •
means a steady position of the object. The ↑ , ↓ , and • correspond to the states in
Figure 10(b). However, a gesture cannot be executed exactly the same every time.
The length of each state and the angles of the motion gradients will vary. In addi-
tion, tracking the objects via vision sensors introduces noise that affects the system
performance in retrieving motion gradients from each frame. Intuitively, upward mo-
tion should only consist of ↑ ↑ ↑ ... as stated earlier, but results like ↑ ↑↖↑ • ↑ ...
are often observed in experiments. This ambiguity in gradient extraction becomes
more obvious when modeling primitives like Figure 9(i)∼(n). These primitives involve
multi-directional gradients that are constantly changing through time with no fixed
length. Thus, the Markov models in Figure 10(c) was introduced. In these mod-
els, each state emits possible outputs in the form of discrete probability distribution.
These outputs are called observations. Since the exact order of the states cannot be
retrieved in which the observations are emitted, such representation is called hidden
Markov modeling.
Extending the example shown in Figure 10, the HMM algorithm for recognizing
play primitives and the process of training the HMM models are discussed next. Ac-
cording to Rabiner [96], the HMM poses three questions: evaluation, decoding, and
learning. In the following paragraphs, the evaluation and learning methods that are
used to recognize and model play primitives are explained in detail. The following
notations are used throughout the remainder of this section:
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(a) Upward and vertical-shaking play primitives
(b) Markov chains of the two primitive examples with state transition.
(c) Hidden Markov models of the above two examples. The probabilities of generating observa-
tional symbols from each state is shown in the table.
Figure 10: Two play primitive examples are shown with corresponding Markov chains
and hidden Markov models.
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N : The number of states in a hidden Markov model.
T : The observation-sequence length.
S: The state sequence, S = {s1, s2, s3, ..., sT}, where st is the state at time t.
aij: The state-transition probability from state si to sj.
bj(k): The probability of generating an observational-symbol k from state sj.
A: The state-transition probability distribution, A = {aij}.
B: The observational-symbol probability distribution, B = {bj(k)}.
π: The initial-state probability distribution.
λ: The notation for a parameter set of a hidden Markov model, λ = (A,B, π).
The evaluation problem is stated as follows: Given a model λ and an observa-
tion sequence O in a length of T , what is the probability that the model actually
generated those observations? Among multiple hidden Markov Models λ1, λ2, ..., λn,
which model best describes the given observation? The answer to these questions
boils down to one: Which model has the better probability P (O|λ)?
The first step in calculating P (O|λ) is to evaluate all possible hidden state se-










ast−1stbst(Ot), where as0s1 = πs1 .
(1)
The term inside the large product is the probability of transitioning to the state st
from s(t−1) at time t multiplied with the probability of observation Ot being emitted
from the state st. The product of these terms over the whole length of time T gives
the probability of the state sequence S and the observation sequence O occuring to-
gether. Now, summing this probability over all possible state sequences gives the final
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resulting P (O|λ). Since there are NT combinations of state sequences, (2T −1) num-
ber of multiplications for each state sequence, and (NT − 1) number of additions, the
above equation requires the order of 2TNT calculations that increases exponentially
over time.
A more effective way to calculate P (O|λ) is to use the forward-backward algo-
rithm [96]. The algorithm efficiently computes the values that are required to obtain
the posterior marginal distributions first by traveling forward in time and then going
backwards in time. Here, forward and backward variables are introduced:
α: The forward variable α is the probability of the partial observation sequence
Op = O1O2O3...Ot until time t and state si at time t given the model λ, i.e.,
αt(i) = P (Op, st = si|λ) . (2)
β: The backward variable β is the probability of the partial observation sequence
Op = Ot+1Ot+2Ot+3...OT from time t+ 1 to T and state si at time t given
the model λ., i.e.,
βt(i) = P (Op, st = si|λ) . (3)
The forward variable is first initialized as a probability of emitting the first observation
symbol O1 in state si:
α1(i) = πibi(O1), 1 ≤ i ≤ N . (4)
The probability of getting to a state through all paths is calculated by computing the









bj(Ot+1), 1 ≤ t ≤ T − 1, 1 ≤ j ≤ N . (5)
The probability of the sequence given the HMM λ is then the sum of the partial




αT (i) . (6)
The backward algorithm, similar to the forward algorithm is as follows:




aijbi(Ot+1)βt+1(i), t = T − 1, T − 2, ..., 1, 1 ≤ j ≤ N . (8)
Next, the values for each model λ = (A,B, π) need to be determined. The learning
algorithm generates a solution λ by adjusting the model parameters A, B, and π
to maximize the probability P (O|λ) given the observation O. No analytical method
is known to solve this problem, but by using the Baum-Welch algorithm [96], the
parameters could be refined iteratively. To start, a new variable γ is introduced:
γ: γt(i, j) = P (st = si, s(t+1) = sj|O, λ) is a posterior probability of being in state
si at time t and sj at time t+ 1 given the model λ and the observation sequence
O. γt(i) = P (st = si|O, λ) is then defined as the probability of being in state si at




For a given sequence O, the probability of transitioning from state si to sj is
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γt(i, j) = P (st = si, s(t+1) = sj|O, λ)
=










Using the above formula, parameters are reestimated until the difference between the
two sequential-model estimations, logP (O|λnew) − logP (O|λprev) falls below some


















π̄i = γ1(i) . (12)
In this work, hidden Markov models for each play primitive in Figure 9 were
trained and recognized. In the following sections, the necessary steps for training
the HMM are explained. To extract features for the hidden Markov modeling, each
image frame is processed to track objects in the scene. The feature vector includes
information of the motion gradients and the size variation of the object. Later, the
vector is quantized into a discrete symbol using the codebook. The converted symbols




Choosing the right features that describe the play primitives leads to a successful
model training and recognition in HMM. Lets say there is a method to track moving
objects in each frame. The first thing to be considered is the object’s position in
every frame. However, the absolute pixel value of the position is meaningless. What
defines the movement of an object is the directional difference in the object’s center of
mass in adjacent frames. The term motion gradient is used to describe the normalized
direction of the motion. Besides the x and y directional changes of the object move-
ment, the disappearance of an object is also a critical feature in determining whether
the object has been inserted into another. The disappearance of an object is observed
as a gradual decrease in the visible size of an object. Tracking and recognizing the
objects in a scene is explained in the next section.
The motion gradient vector (dxi, dyi)
T is computed using two adjacent frames.
The center of mass (mxi ,myi)












In the above equation, Di represents the region of the detected object in the i-th
frame, and Ni is the number of pixels in region Di. The gradients (dxi, dyi)
T are
calculated using the following formulae:
dxi =
(mxi −mxi−1)√








Note that the magnitude of the motion gradient is normalized to extract the direc-
tional vector only, i.e, √
dx2i + dy
2
i = 1 . (15)

























Here, (dσxi , dσyi)
T is the ratio of the variance between the i-th and (i− 1)-th frames.
As stated above, the size variance is used to determine the play object’s final resting
state. According to the study discussed in Section 3.2, these three states, i.e., insert,
stack, and drop, were one of the most popular objectives in turn-taking play tasks.
Therefore, it is carefully assumed that the toy object, with high probability, is in-
serted, stacked, or dropped during a play session. The inserted state is trained as a
gradual disappearance of the object after a downward action towards another object.
The stacked and dropped states are recognized with the same hidden Markov model,
but the two are distinguished afterwards by identifying whether the play object was
placed on top of another object or not.
From the four features introduced above, a 4-dimensional motion vector
−→
Mi = [dxi, dyi, dσxi , dσyi ]
T (17)
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3.3.3 Preprocessing: Tracking Objects
Tracking object movements gives an idea of how the subject is manipulating the
object. Since the toy objects used in this research have solid and high-saturated
colors, a color-recognition algorithm is used as the method of tracking. The image
frames are processed with a histogram-back-projection algorithm to provide stable
recognition of the colored objects.
When play is initiated, the system first observes the entire scene. Since the main
focus of this research is to understand how subjects interact with toy objects, the
objects are tracked in the image scene versus the subject’s body parts. The vision
module focuses on detecting objects using color segmentation. Since many toy objects
share similar, commonly occurring colors, the vision system is trained to classify pixels
into these color classes using hue-saturation histogram models.
A back-projection is a way of representing how likely each pixel fits the distribution
of pixels in a histogram model [17, 18]. The calibration step is used to cope with
variations in illumination conditions, and the histogram models are redefined during
this step. Once the histogram models are computed, the models are used to assign a
probability value to each image pixel in subsequent video frames. For every new frame,
the hue and saturation value for each pixel is determined, and each color histogram
is used to assign a probability to the pixels. In this proposed toy hue-saturation
histogram model, if C is the color of the pixel, and T is the probability that a pixel
is a toy, then this probability map generates p(C|T ). p(C|T ) is the probability of
drawing the color C if the pixel actually is a toy. Combining the total probability
of encountering a toy-colored object in a scene p(T ) with the total probability of
encountering the range of toy colors p(C), p(T |C) is computed using the following
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Bayes’ theorem:
p(T |C) = p(T )
p(C)
p(C|T ) . (18)
This process allows the system to identify, with high probability, all toy objects within
the scene. Among the multiple objects detected from this process, the first object
upon which an action is taken is labeled as the primary object. This object is then
tracked until it comes to a complete stop, and the motion-gradient data is recorded
during the tracking. The output example is shown in Figure 11.
Figure 11: Preprocessing results of a play scene. (Top) From the left: The initial
play scene, hue-saturation histogram color map, hue-saturation histogram probability
map, and the detected objects. (Bottom) From the left: The primary object being
tracked, hue-saturation histogram color map of the primary object, hue-saturation
histogram probability map of the primary object, and the detected primary object.
3.3.4 Codebook and HMM Topology
Hidden Markov models have an advantage in modeling sequential patterns such as
speech. The proposed work models a behavior as a sequence of object-play primitives.
In effect, a play behavior is modeled with temporally sequenced play primitives,
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which is analogous to the representation of a word using a sequence of phonemes in
speech recognition. It is, therefore, understandable why these techniques developed
for speech recognition would perform well in modeling human gestures.
In this section, a method to convert autonomously extracted features from Sec-
tion 3.3.2 into discrete symbols for a hidden Markov system is presented . First,






M3... is translated into discrete observation sym-
bols O1, O2, O3... . The reference for the translation, i.e, the codebook, is built with
respect to the feature space that is divided into 18 clusters (Figure 12). The first
classification process uses the directional information (dx, dy)T to calculate the gra-
dient angle that falls into one of the quantized eight regions (Figure 12(a)). The size
ratio (dσx, dσy)
T that is used to distinguish the final-resting-state primitives forms
another category. The final 18 codes are depicted in Figure 12(b).
The simple structure of this codebook enhances the extendability of the proposed
recognition system. The motion gradient and the codebook are designed so that dif-
ferent motion primitives for various objects could be easily added to the system. The
two types of HMM topologies that were introduced in the previous HMM example
(Figure 10) are used to model the play primitives (Figure 13). A left-right model,
also known as the Bakis HMM, is used to model non-cyclical primitives, such as the
first eight primitives and the two final-state primitives (Figure 13(a)). The repeti-
tive gestures such as the four shaking primitives are modeled using a cyclic-left-right
HMM with three states (Figure 13(b)).
The recognition problem is now reduced to finding the HMM with the highest
probability:
λ = arg max
λl
[P (O|λl)] . (19)
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(a) Eight directional regions.
(b) Classification of observation symbols.
Figure 12: Codebook for translating motion vectors into observational symbols.
The result with a probability under a threshold is discarded as an unknown. The
final primitives recognized with sufficient probability are sequenced to form a com-
plete play action. The overall structure of the play-primitive-recognition system is
depicted in Figure 14.
3.3.5 Evaluation and Discussion
3.3.5.1 Experimental Setup
For training the HMMs, 20 play scenarios were collected from three adult partici-
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S1 S2 S3 S4
(a) Left-right model used for modeling linear primitives.
(b) Cyclic-left-right model for modeling repetitive primi-
tives.
Figure 13: Hidden Markov model topologies.
sessions were collected from three child participants. Three different cameras were
used in three different environments to verify the system’s capability for tracking
play primitives in low- and high-resolution images and to measure the algorithm’s
adaptability to illumination changes (Figure 15). The play tasks consisted of in-
serting blocks into bins, stacking cups, hammering pegs, and dropping toys. Each
session varied in length, some with simple motion trajectories and others with longer
interaction time with the objects. The sessions lasted for two to 30 seconds.
Using the HMM structure stated in Section 3.3.4, five to 15 samples for each
primitive were collected from the training dataset. The vector sequences received
from the motion-gradient-extraction module were quantized into discrete observation
symbols using the customized codebook. The sequence of observation symbols were
then simultaneously used as inputs to the Baum-Welch algorithm that ran until the
values of the HMM converged. The experiment result shows that the system took an
average of four iterations to achieve over 95% convergence.
38
Figure 14: Training the hidden Markov models and recognizing the play primitives.
The 30 test scenarios were collected from three adults in the same environment
as the training dataset. The three children each participated in 20 to 25 sessions,
and the sessions were videotaped at each participant’s home. The content of the play
sessions ranged from a very simple pick-up and insert operation to a more complicated
task shown in Figure 16. The test dataset was used to examine the performance of
the system in recognizing the play primitives and correctly sequencing them together.
The average frame rate of the overall algorithm was 21.6 frames per second (fps).
3.3.5.2 Results and Discussions
The recognition rate of each play primitive is shown in Figure 17, and a detailed
result is illustrated as a confusion matrix in Figure 18. The overall recognition was
performed with 86.88% accuracy. The average recognition rate was 94.51% for the
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Figure 15: System evaluation in various illumination conditions using different cam-
era resolutions. (Top Left) An adult participant in a controlled lab environment.
(Others) Child participants in their home environments.
adults and 83.61% for the children. The sequencing was performed with 100% ac-
curacy based on the play primitives that were recognized. The lower recognition
rate in child participants was due to several reasons: The participants became too
excited and manipulated the objects outside of the camera frame. The participants
sometimes moved more than two objects at once that resulted in an object-tracking
error.
The average recognition rate for the sequential play primitives using the left-right
hidden Markov model was 88.85% while the repetitive primitives using the cyclic
model result had 81.95% recognition. The primitives with the lowest recognition rate




Figure 16: Evaluation result of the motion-primitives sequencing for a stacking task.
(a) 26th, 66th, 110th, 129th, 186th, and 214th frames of the session. (b) The trajec-
tory of the play object. The sequence was correctly identified as < ↑←↙↓ STACK
↑↖←↙↓ • >
that the behaviors observed during play tasks could be recognized by sequencing low-
level play primitives. This fact is very encouraging in a sense that when applied to
a robot playmate, the robot could observe and learn the tasks to engage the user in
therapeutic tasks.
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Figure 17: Average recognition rates of each play primitive. The bars indicate the












































3.4 Online Training of Task Primitives with TabAccess
As was discussed earlier, we can model complex gestural behaviors by sequencing mo-
tion primitives. In the previous sections, these primitives were identified by studying
the most frequently observed gestural patterns of the task. However, in some tasks,
online training of such primitives are important, especially when the task primitives
differ depending on the person demonstrating them. This section introduces an as-
sistive device that is built for individuals with limited upper-body mobility to access
computers including smartphones and tablets (Figure 19). In the following, a method
for training gesture primitives is discussed that allows individual users to customize
their device through providing simple demonstrations of the task.
(a) Wearable TabAccess (b) TabAccess Adapter
Figure 19: TabAccess is a controller for computer accessibility including tablets for
individuals with upper-body motor impairments.
3.4.1 Motivation
Smart devices are becoming acceptable to a wider population by providing advanced
accessibility features in their intuitive touch interface. However, the capacitive touch-
screen, which has made smart technology possible, is the same reason some why people
are being left out. Over three million individuals in the United States have a dis-
ability in their hands and/or forearms and thus have difficulties in effecting pinch
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and swipe gestures needed for tablet interaction. TabAccess (controller for Tablet
Accessibility) is a wireless controller for individuals with motor impairments designed
to provide access to the world through tablet interaction. With the growing avail-
ability of smartphones and tablets in our society, individuals are becoming proverbial
users that enable them to explore the expanding world of apps, games, and social
networks. In fact, numerous articles report how tablet computers are used to en-
gage individuals, with and without disabilities, in a range of cognitive, social, and
physical activities by using the tablet’s attractive, easy-to-use interface and design.
Unfortunately, these touch-based tools are developed assuming the user is capable of
’touching’ a specific small region with appropriate intensity and timing. This assump-
tion does not generally hold true when considering individuals who possess limited
upper body motor control, such as observed in individuals living with cerebral palsy,
Parkinson’s, or traumatic brain injury.
In the following, the design of TabAccess is introduced and an online-training
of gesture primitives are evaluated. Hidden Markov model (HMM) is trained to
recognize different gestures measured by a combination of triggered sensors. Training
and testing results are shown with an application developed to play music, drive a
robot, and deliver simple conversations.
3.4.2 TabAccess Design
In Figure 20, the designs of TabAccess are shown. The first TabAccess design (Fig-
ure 20(a)) is a forearm mountable device designed to slide onto the arm like a sleeve
and has three large pressure sensors, which individuals with upper-arm mobility defi-
ciencies can access given their effective range of motion. The device sensors, consisting
of force sensitive resistors coupled with an Arduino microprocessor, are placed on an
adjustable brace to allow one size to fit the majority of an individual’s forearm. For
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translation of gross motor gestures into touch-screen based gestures, we have devel-
oped a methodology to convert raw sensor data retrieved from the sensors into “press”
and “swipe” gestures. While observing users interacting with the device, we found
that each individual varied in how they use the device. Some applied force with their
large side of the fist, some with their narrower side, some with their hand open, and
others using just their index finger. This made us consider implementing training and
calibration as an essential part of the device. Figure 21 shows two different subjects
performing a Swipe (swiping across all the sensors).
(a)
(b)
Figure 20: Feedbacks received from the end-users are reflected in the designs of
TabAccess.
In the following section, we describe how the design of TabAccess provides the
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Figure 21: Two subjects performing Swiping. Notice not only the intensity but also
the duration on each sensor differs.
ability to generate a number of unique gesture commands using the wireless device
(i.e. by pressing one of the three resistive force sensors or performing a “forward
swipe” or “reverse swipe,” which occurs when the user slides their hand, fist, or arm
across multiple sensors in either direction). Once generated, the readings from the
sensors are transmitted wirelessly to the tablet platform via a Bluetooth connection
and decoded by our App interface protocol, which runs in the background and pro-
vides input interrupts to any currently active App. Figure 22 diagrams the interaction
between the system modules.
The second design of TabAccess (Figure 20(b)) discarded the input surface and
attached the connection ports to accommodate commercially available switch devices.
The design decisions were made from the feedbacks received from the users who al-
ready were using some types of input devices, such as the button switches, sip and
puff, head switches, joysticks. This design performs as an adapter that bridges con-
nectivity between mobile devices and switch inputs. The TabAccess adapter provides
customization by allowing the user to choose the best switch interface that is ac-
customed to their ability. Figure 23 shows some available switch adapters that are
currently in the market. While Figure 23(a), (b), and (c) provides limited access to
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Figure 22: TabAccess system diagram.
custom designed mobile apps, (d), (e), and (f) are designed to provide general navi-
gation to launch apps, but the number of applicable apps are limited. The TabAccess
adapter addresses both functionalities and attempts to further increase the adapt-
ability by designing the system to work with different operating systems, i.e., iOS,
Android, and Windows.
3.4.3 Evaluation and Discussion
Users can create customizable functions by sequencing and combining switch inputs
on or connected to TabAccess. During various events, exhibitions, and outreach op-
portunities held in the past two years, users trained motion primitives with TabAccess
and used TabAccess as an input interface to control different functions on the com-
puter and smart devices (Figure 24). Individuals had different motor-impairment
conditions, such as cerebral palsy, muscular dystrophy, spina bifida, and quadriple-
gia. For people already using switch-input devices, e.g, button switch, joystick, and
head switch, TabAccess acted as an adapter for accessing computers.
48
(a) Bluetooth Super Switch
by RJ Cooper
(b) Blue2 by Ablenet (c) Applicator by Pre-
torian Technologies





(f) VO-Controller by RJ Cooper
Figure 23: iOS and Android smart phone and tablet switch adapters.
For the evaluation presented in this section, six gestures were trained with Hidden
Markov Models (HMMs) (Figure 25). The six primitive gestures were: press and
release of the four buttons, swiping through button 1 to button 4, and reverse-swiping
through button 4 to button 1. These combinations were defined for basic evaluation
purposes, but the biggest advantage of using HMMs is that it can be customized to
each individual’s needs. For example, if a user experiences difficulty swiping through
all four sensors, the primitive can be trained to swipe through the last two sensors.
A discrete HMM is represented by three matrices, λ = (A,B, π). The matrix
A = {aij} represents the state transition probability from state i to j. B = {bjk}
specifies the probability of generating observational symbol k from state j, and π
indicates the initial state probability distribution. Before applying raw sensor data
to the HMMs, an array of four sensor values were quantized into discrete symbols. The
four sensors were classified as either on or off with a low threshold. The combination
of four sensor states generate 24 = 16 codes. After a sequence of sensor value vectors
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Figure 24: Users interacting with TabAccess to access smart devices in various events.
~S = ~S1 ~S2 ~S3... are converted into discrete observation symbols ~O = ~O1 ~O2 ~O3..., the
sequence data is used either to train the HMM λi = (Ai, Bi, πi) or to recognize which
HMM it belongs to by computing the maximum likelihood argmaxλi [P (
~O|λi)], where
i = 1...6. Figure 25 shows a sample input sequence being evaluated.
TabAccess was tested on our applications in Figure 26. Swiping and reverse-
swiping navigates through the applications back and forth. The four button presses
are configured to execute different functions on each application. For example, if
the user navigates through the menus and chooses to listen to a music, the four
button presses serve as play/pause, volume up and down, and shuffle playlist. Such
configuration allows us to easily add on more applications.
3.4.3.1 Training
In this work, we trained Hidden Markov Models (HMMs) to recognize six gestures
for each subject. The purpose of training HMMs for every user is to calibrate and
customize the device to fit each individual’s habit and motion range. We collected
250 cycles of data for each of the six gestures per participant. The average sampling
rate was 19.62 Hz, and the participants were asked to repeat the same gesture during
the 250 cycles of data collection. Figure 27 shows an example of data collection for
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Input Signal
  HMM 1




λi = (Ai, Bi, πi)
  HMM 2 λ2 = (A2, B2, π2)
λ1 = (A1, B1, π1)
λ5 = (A5, B5, π5)
Figure 25: Input signal sequence is evaluated and the HMM with maximum likelihood
is selected.
150 cycles. Six users participated in the formal study, and the total training time
ranged from 76 to 97 seconds.
3.4.3.2 Testing and Evaluation
Following the training session, a set of testing data was collected in the same man-
ner as the training data. Such collected testing data was used for evaluation, and
afterwards the participants freely navigated through our application’s graphical user
interface and the sub-applications. Figure 28 shows the recognition rate and the
confusion matrix. Overall average recognition rate was 96.35%.
The result demonstrates that the gestures generated by different combinations of
the sensors can be easily trained and applied to real world applications. This fact is
very encouraging in a sense that when used with tablet computers, it adds mobility
and grants access to all the features the computer can offer.
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(a) Music (b) Dialogue
(c) Robot
Figure 26: TabAccess applications developed for testing. Swiping and reverse-swiping
navigates through the applications, and pressing buttons trigger different event on
each application.
3.5 Summary
This chapter presented a research effort on learning a task through extracting and
sequencing motion primitives. The objective was to find out how identifying general
motion trajectory and the final states of task objects can help the robot’s learning.
First, the approach was evaluated during children’s object-play tasks. A study was
conducted to identify the motion segments that comprise general object-based plays.
Hidden Markov models were trained to recognize these primitives while observing a
child perform a task, and the outputs were sequenced to produce a general trajectory
of the task objects.
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Figure 27: Data Collection (150 cycles) - Top to bottom: Button 1, Button 2, Button
3, Button 4, Swiping, and Reverse-swiping
The second half of the chapter presented TabAccess, a touchscreen tablet com-
puter controller for people with limited upper-body motor functions. Though motion-
primitive-based approach to robot learning revealed many issues that in turn moti-
vated the rest of the research in this dissertation, the method inspired an exciting
development of a customizable input interface for persons with disabilities. The
purpose of TabAccess is to engage individuals in both therapeutic and entertaining
interaction with smart devices. The device is either wearable with sensors mounted on
a forearm sleeve or acts as an adapter that provides connectivity to traditional switch
input devices. With this device, we validated online training of motion primitives.
Since each individual’s disability is unique, TabAccess is designed to be calibrated
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Button1 Button2 Button3 Button4 Swipe
Reverse-
Swipe
Button1 62 1 98.41%
Button2 65 1 98.48%
Button3 68 2 97.14%
Button4 67 100.00%
Swipe 53 2 96.36%
Reverse-
Swipe












Figure 28: Confusion Matrix: predicted versus observed number of test sequences
are shown. Six users participated in the study resulting in an average recognition
rate of 96.35%
and re-calibrated for each user. During calibration, the gesture primitives were iden-
tified and re-defined which were later used to recognize a sequence of commands.
TabAccess is currently in the last stage to be commercially available in the market,
and we hope that it will make many people’s life more enjoyable and accessible.
Though the extraction and recognition of the task motion primitives were success-
ful, for the robot to be able to participate in the task requires more comprehensive
information about the task, such as which objects to manipulate, in what order, and
what are the object’s characteristics. With pattern-recognition techniques or rule-
based learning methods, processing this information all together in the system is near
impossible. In the following chapter, we discuss how instance-based methods provide
an effective learning framework for parsing data that varies in representation, and
work as an umbrella term to aid other learning mechanisms. We then introduce in-
teractive learning approaches during human-robot interaction to address the issues




Interactive instance-based learning (IIBL) attempts to combine two elements among
the principal keys to learning: memory and acquiring experience through interaction
with others. We believe that, for robots to possess knowledge about multiple tasks, a
memory-based approach should be used as an umbrella framework for other learning
methods. In this chapter, we describe how interactive and instance-based methods of
machine learning aid each other to provide an effective environment for human-robot
task learning.
First, case-based reasoning, a representative instance-based method, is briefly
introduced along with previous research efforts in using learning from demonstration
(LfD) to aid the process of collecting cases. Next, the issues in instance-based learning
are presented, followed by discussions on how interactive learning can facilitate the
process of instance encoding and acquisition, including the maintenance of the case
base. We review two methods for increasing the performance of k-nearest neighbors
(k-NN) to compute similarities between instances. k-NN predicts a given query’s
label using k number of samples that are the most closest to the query [34]. To
determine the distance, we adopt regression methods assuming a linear and nonlinear
relationships between the task features to recommend a vector of feature weights
used towards designing a weighted distance function for k-NNs. In this process,
we introduce multivariate locally weighted linear regression and sensitivity analysis
using artificial neural networks to measure how much each task feature contributes to
maximizing the task objective. Later, an integrated systematic approach is presented
that illustrates the interaction between IIBL and these regression modules. At the
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end of this chapter, evaluation methods are presented for each of the hypotheses
proposed, followed by a description of our robot platform.
4.1 Introduction
4.1.1 Case-based Reasoning and Interactive Learning
Case-based reasoning (CBR) solves new problems by adapting solutions of similar
problems experienced in the past [64]. CBR is an instance-based (lazy) learning
method where computation is performed at the instance-query time using cases stored
in memory, compared to rule-based (eager) methods in which generalization is con-
ducted during model fitting, and data used for the training are discarded [31]. The
nature of instance-based methods provide effective task modeling even when prior
knowledge of a task is limited, and an explicit model of the problem domain is diffi-
cult to elicit, i.e., when a complete mathematical modeling is difficult.
The quality of a case-based reasoner depends on three components: collecting
experiences (acquisition), defining the representation of experiences (encoding), and
the ability to recall previous experiences (retrieval). In most knowledge-intensive
CBR systems, the case base is preloaded before the system deployment [5, 35, 52,
65, 124]. However, recently there have been successful efforts in applying learning
from demonstration (LfD) techniques to automate the process of case acquisition
within a CBR framework, sometimes referred to as lazy-LfD approaches. A data-
driven CBR using crowd-sourcing was presented in [32]. In this work, the proposed
system collected instances during human-human collaborative task in a virtual reality
environment. Afterwards, the case base was used towards a similar task conducted in
the physical world with a human-robot team to generate robot behavior. In [87, 89],
the authors have solved the issue of populating case base with plans through LfD for
generating planners for real-time strategic games.
Based on the success of previous works, we propose to implement LfD in an
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interactive learning setting in which the human teacher provides demonstrations face-
to-face to a robot learner in a shared workspace. Unlike most CBR implementations
in which they separate the process of populating the case base prior to application
(batch learning), IIBL’s case acquisition happens at the same time the user and the
robot carries out the task. The benefit of such setting is in that the user monitors the
robot’s performance in real time and interactively provides necessary demonstrations
when needed. Such interactive learning methods combining the structure of the LfD
were reported to improve both the learning performance of the system as well as the
teacher’s experience [91, 93, 132].
4.1.2 Issues of Instance-based Learning
Most CBR implementations, including the above mentioned works, rely on the expert
to represent and retrieve instances. Since CBR relies on accumulated knowledge, it
would be possible to build a robot that stores multiple knowledge libraries linked to
different tasks. However, there are several hindrances to automating this approach
even if we overlook the problem of handling large data. These problems are associated
with the issues of acquisition, encoding, and retrieval of task instances, and our
approach is summarized in the following:
• Acquisition is the problem of how cases are collected. Our robot learner ac-
quires cases through interaction with the teacher who demonstrates the task on
a shared workspace. The robot extracts task states from the scene and asso-
ciates the states with the teacher’s behavior that produces a change in the task
states. Since CBR and other lazy learning methods respond to a given query by
combining information from stored data, the quality of retrieved cases depends
on how well the system’s case base spans the task space. Though there are
various ways to measure the quality of retrieval results, querying the system for
better cases around that query instance, especially in real time, is a complex
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problem. The instances should cover the goals and subgoals for the task, and
the case base should include both successful and unsuccessful attempts toward
those goals. Unsuccessful instances are used to avoid the solution and inform
the teacher to update the case base with better experiences. With our proposed
approach of providing demonstrations through natural interaction in a shared
workspace, the teacher intuitively monitors the progress of the robot learner in
real time. Therefore, the teacher is able to interrupt the robot’s behavior and
provide necessary cases at the moment learning is taking place, thus providing
a means to continuously engage the participant in the task.
• Encoding is the problem of case representation. Any CBR system requires to
be seeded with a representation of experiences. The challenges of feature se-
lection during human-robot interaction have been studied by imitation-learning
researchers as the issue of “what to imitate” [16, 19, 84]. Attention systems
such as saliency-based visual attention that integrates face and gaze tracking,
emotion detection, gesture recognition, and shared task awareness have been
explored. Unfortunately, when it is difficult to acquire a full view of the user
and the task scene, or when an alternative method of tracking such cues is
unavailable, the aforementioned methods are hardly applicable. Instead, we de-
velop an interface for the users to input task-feature properties that they think
are relevant to the task. The significance of each feature variable is determined
during training a retrieval metric. Such a method of human intervention is
widely used to mediate uncertainties in the environment.
• Retrieval is the problem of computing a similarity measure for finding nearest
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case instances. We adopt a linear regression method for computing a case-
retrieval function with little or no domain-specific knowledge. Since our goal is
to use a domain-independent framework to model tasks with different types of
features, we convert the feature space into a real-valued feature-distance space
and apply locally weighted regression (LWR). Basic LWR is a derivative of
the k-nearest neighbor (k-NN) classifier and has been implemented extensively
throughout CBR based applications. Aha [127] and Wettschereck [126] pro-
vides a review on several weighting methods for lazy-learning algorithms based
on dataset characteristics. Among the methods reviewed, the authors point
out that the algorithms using performance feedback require less pre-processing,
better tolerate interacting features, and increase the learning rate. Atkeson et.
al [7] and Schaal et. al [106] provide introduction to LWR and its variations,
and present examples of applying the algorithm to learn to balance the swing-
up pendulum. However, since linear regression only assumes linear relationship
between independent variables, there was a need to explore other methods that
would model the nonlinear behavior of the dependent features. An approach
using artificial neural networks (ANN) was evaluated that determines the con-
tribution of each feature variable using sensitivity analysis [42, 44, 73, 104].
Such approach adds power to ANN in their explanatory capacity, and this dis-
sertation attempts to further boost the transparency of learning by developing
a hybrid approach to IIBL with neural networks.
4.2 Approach
In Figure 29, the overall flow of the IIBL framework is depicted. IIBL framework
consists of instance-based learning processes that is supplemented by the interactive
learning methods. In this dissertation, we address the issues of acquiring, encoding,






























































































Figure 29: The flow of the IIBL framework that includes recording and encoding




An instance is defined as a tuple composed of a problem and a solution. When
demonstrations are recorded, the current state of the task is encoded as a problem.
Later when a new query is given, the problem portion of an instance is compared to
the query to compute the distances between instances. A solution is recorded as the
teacher’s behavior that influences the change in the task states. Instance acquisition
in IIBL usually involves robot’s perceptual capability, so it is important for the teacher
to be informed about the robot’s skills before encoding task features. For example,
during a block stacking and inserting task in Chapter 5, the task features are extracted
using visual information, and the problem and solution are formulated as a collection
of objects’ attributes and the teacher’s general motion trajectory that were involved
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in a turn. In Chapter 6, the robot learns a task on the tablet from the teacher,
and the user’s response to that state on the tablet is encoded as the solution. The
robot acquires the information of task states from the tablet through a UDP socket
communication, from which state packets are sent to the robot in some sampling rate.
When the user initiates any touch event on the tablet, the start and end coordinates
are sent to the robot; the robot then knows that a demonstration was given and
creates a case. In the same way, the robot sends the start and end coordinates of a
synthesized touch event to the tablet and computes inverse kinematics for its head
and arm joints to generate a hand-eye coordinated motion.
The issue of acquisition is not only limited to accumulating new instances. It
helps the task domain to be better covered with successful and unsuccessful instances
through the interaction with the teacher and the workspace shared among them.
After the robot learner produces a prediction of its behavior, the teacher’s response
triggers the system whether such behavior was successful or not. If the behavior
was considered unsuccessful, the previous instances that generated the solution are
updated with the correct behavior the teacher provides.
4.2.2 Encoding
A case is a 2-tuple model:
C = {Dprob, Dsol}
where Dprob is a problem descriptor and Dsol is a solution descriptor. The problem
and solution descriptors are consisted of task features:
Dprob = {fp1 , f
p
2 , · · · , fpn},
Dsol = {f s1 , f s2 , · · · , f sm}
where n and m are the numbers of the problem features, fp, and the solution features,














and f sj : {xsj , attrsj}, where attrsj : {T sj ,M sexj}.
The feature space variables including the feature value x and feature attributes attr
are:
1. x: the feature value
The feature value x of data type T is extracted with the method Mex. A
similarity between the two feature values is calculated by the distance function
Mdist, and the resulting similarity measure influences the overall case similarity
by the factor of w. Generally, you cannot express data with different types
into a vector, but for convenience in representation, we will henceforth write
problem features as xp = {xp1, x
p
2, · · · , xpn}T .
2. T : the feature data type
The feature data type in CBR could be in many different forms including string,
integer, boolean, float, and vectors of these data types. The IIBL system sup-
ports the following programming data types:
T ∈ {string, int, f loat, vector < string >, vector < int >, vector < float >}
3. Mex: the feature extraction method
template Mex < T >: T Mex (T var )
The feature extraction method returns x of data type T . The modules first
supported visual data processing for object-related activities in a therapeutic
setting, such as recognition of object shapes, relative sizes, colors, locations, and
manipulation-trajectory primitives. For tablet-based applications, this indicates
the method of how to parse data packets sent from the tablet. The function
takes an optional variable var.
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4. Mdist: feature distance-measure method
template Mdist < T >: float Mdist (T pa, T pb, T var )
The feature distance metric measures the distance between two feature values
of data type T and returns a float value. This results in a real numeric value
for all feature types and can now be represented in an n-dimensional space.
Popular similarity measures such as logical AND and OR operators, min/max,
Euclidean, mean, and median are supported. The returned float value is nor-
malized to ∈ [0, 1]. The function takes an optional variable var.
5. w: feature weight
Individual feature distances are weighted according to their relative contribu-
tion to the overall distance between instances, and the weights are trained using
regression methods. The first process is explained in detail in the next sec-
tion, where a locally weighted regression (LWR) method is used with feature-
distances as an input space. The coefficients are specified such that they mini-
mize the squared error summed over the nearest instances of the query feature-
distance vector. The LWR’s target function doubles as the global retrieval
function. The second method uses a sensitivity analysis with neural networks to
measure the relationship between an input feature variable and the output vari-
able. This method either removes or changes the feature variable successively
to measure the influence in the output. Thorough algorithms are introduced
in Section 4.3. The characteristics of the normalized weight coefficients can be
summarized as follows:
w = {w1, w2, · · · , wn},
where w ∈ [0, 1] and |w| = 1.
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The system receives the above feature-attribute information from the user through
a simple Extensible Markup Language (XML) interface (Listing 4.1). For example,
in our evaluation mobile app in Chapter 6, the feature “enemylocation” is a set of
(x, y) float vectors that describe the remaining enemies’ locations in a game. A
metric we use to compute the distance between enemy locations of two problems
is “MinVectorAvg” which averages over minimum distances between enemies in two
cases. Some of these information are completed by the framework. The framework




<Value> enemylocat ion </Value>
<Def> Array o f (x , y ) enemy l o c a t i o n s </Def>









<So lu t i on>
<Feature>
<Value> xyTouch </Value>
<Def> Array o f (x , y ) coord ina te o f the touch event </Def>





</ So lu t i on>




The retrieval stage is where the current problem states are compared to the problems
of the cases in the case-base. The retrieval function is modeled as a linear sum of
locally weighted task features. The weights are trained such that the overall function
minimizes the cost function. This approach is similar to maximizing a reward function
that penalizes deviations from a demonstrated motion trajectory for solving the swing-
up inverted pendulum task [6].
Linear regression is a problem of fitting a linear function to a set of input-output
pairs given a set of training examples, in which the input and output features are
numeric. The distances between the feature pairs become the input variables:
d = {δ(xp1i , x
p
1j
), δ(xp2i , x
p
2j




where xpki is the k-th feature, and δ(x
p
ki




) will be abbreviated as δkij for simplicity. The target function models a





where w = {w0, w1, · · · , wn} is the regression coefficient vector, and δ0ij = 1. A
set E is defined as nearest-neighbor instances corresponding to dq. The regression
coefficient vector w is then specified in order to minimize the squared error summed








The gradient descent method is then used to compute w iteratively. This overall
process is a locally weighted regression (LWR) and is a representative method of
instance-based learning approaches, except that here, we have applied LWR in the
feature-distance space instead of the feature space itself. This process is repeated for
some number of query points, and for each query point the nearest neighbor set E is
restated. Note that after training, the target function g(w,d) is used as the global
similarity measure for retrieving cases.
In the next section, the second regression approach to training the feature weights
is presented that relies on a sensitivity analysis with neural networks. We attempt to
address the limitation linear regression methods possess — their incapacity to model
nonlinear behavior of the dependent variables. Throughout Chapter 5 and Chapter 6,
we evaluate and compare the performances of the two regression approaches and k-
NN.
4.3 Feature-weight Predictions using Sensitivity Analysis
with a Feedforward Neural Network
Here, we are proposing a hybrid approach to IIBL with an artificial neural network
(ANN). The hybrid system utilizes neural network sensitivity analysis (NNSA) for
recommending a feature weight vector w for IIBL. ANN is a powerful supervised
learning method for solving classification and regression problems [73, 103, 113, 131].
A multilayer feedforward neural network can represent a broad set of nonlinear func-
tions. However, as mentioned earlier in Chapter 2, rule-based learning methods,
including ANN, provide little comprehensible knowledge about how it arrives at a
given result. Discarding the dataset used for training makes the system difficult to
trace back to the instances that contributed to providing the prediction. This also
makes the system less flexible. When the prediction is far off, instance-based meth-
ods can replace or update the instances that caused these results and re-train the
system when necessary. In human-robot interactive learning environments, knowing
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which demonstrations led to which robot behavior can provide persuasive information
for explaining the robot’s decision. This encourages the human teacher to provide
supplemental or more accurate examples.
To address the shortcomings of ANN, researchers have made efforts in extracting
the knowledge embedded within trained neural networks [50, 76, 83, 118]. Here, we
propose a hybrid system of instance-based learning and ANN. The instance-based
nature of the system complements the explanatory behavior of ANN, and the neural
network provides a better estimate of the retrieval mechanism. We have thus far seen
that the k-nearest neighbor (k-NN) and its variants are widely used to retrieve cases
from memory. k-NN assumes that all input features are equally important, which is
acceptable if we know for a fact that the selected features are indeed crucial in mod-
eling a certain task. Since IIBL receives information about the task features from the
users, the system requires a mechanism similar to feature selection to assign larger
weights to more relevant features and smaller weights to less relevant ones. Previously,
we have discussed adaptive feature-weighting methods using locally weighted regres-
sion. Here, we will discuss different sensitivity-analysis approaches using a trained
feedforward neural network.
The goal of the sensitivity analysis is to evaluate the relative importance of the
input features. It measures to what degree each input feature contributes to the
change in the prediction result. The information obtained from the sensitivity analysis
also can tell the form of relationship between the variables, such as xi is positively
related to yk. Some analysis can also report the form of relationship in the context
of other variables.
First, let’s assume a trained neural network in Figure 30 with nI inputs x, one
hidden layer with nH neurons z, and nO outputs y. In the figure, the black lines are
positive weights and the grey lines are negative weights while the thickness of the







































Figure 30: A fully connected, feedforward neural network with one hidden layer.
The input of the j-th hidden neuron, aj, is obtained by first forming a weighted
linear combination of the nI input values and then adding a bias. The input of the















ji denotes a connecting weight from xi to zj, and v
(2)
kj denotes a connecting
weight from zj to yk. The bias terms of hidden and output layers ayer treated by the
inclusion of extra variable x0 = 1 and z0 = 1. The activation of zj and yk is then
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obtained by transforming the linear sum in Eq. 20 and Eq. 21 using an activation
function. In biologically inspired neural networks, the activation function is an ab-
stract representation of the rate of action potential firing in a cell. Neural network
requires a differentiable activation function to calculate backpropagation. A popular
form of the function is a sigmoidal activation function, φ(α) = (1 + exp(−α))−1. An
















The backpropagation technique modifies the connection weights to minimize the error
of the prediction. The training of the network continues until the sum of the squares






(Y − Ŷ )2 (23)
where Y is the expected value of the response variable and Ŷ is the value obtained
from the network. Refer to [54] for more information on backpropagation-based net-
work training.
As was in the previous section, the goal is to obtain the weight vector w =
{w1, w2, · · · , wn}, where n is the number of task features. After reviewing the litera-
ture, we have selected three approaches to computing the feature weights using neural
networks. The obtained weight vector is then used to retrieve k-nearest neighbors in
the case base. The prediction results from the neural network may also be utilized to
aid the final solution of the IIBL framework.
For evaluation purposes, a neural network with five inputs (nI = 5), one hidden
layer with four neurons (nH = 4), and one output node (nO = 1) was trained with
a training dataset. The input variables were generated using a multivariate normal
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distribution x ∼ NnI (µx,Σ) with µx = {0} and covariance matrix Σ:
Σ =

8.5320026 −1.9609842 0.1546096 3.2196470 −0.5332321
−1.9609842 2.3545130 0.2903274 0.9781670 −0.3093482
0.1546096 0.2903274 4.1254502 −2.5462860 −0.2845803
3.2196470 0.9781670 −2.5462860 5.3989591 −0.1440045
−0.5332321 −0.3093482 −0.2845803 −0.1440045 2.3432218

, (24)
and the output variable followed a normal distribution with some noise introduced to
the equation:
y = Hx + η (25)
=
[
−9.964524 6.700290 3.029034 4.489175 −7.844071
]
x +N (µy, σ2y), (26)
where the values were set to µy = 0, and σy = 20. A graphical representation of the
network is depicted in Figure 31.
4.3.1 Shin’s Sensitivity Measure
In [111], Shin et al. adopted methods of neural network pruning for feature weighting.
Network pruning is a practical method to minimize the size of the network, while
maintaining good performance [98, 107, 108, 125]. In this literature, the sensitivity
of each feature is calculated by removing the input node from the trained neural
network. Instead of physically removing the neuron and connected synapses, the
weights connected to the input neuron are set to zero. Then the sensitivity is measured
by the difference in the prediction result when the feature is present and when it is
removed. The sensitivity Si of a given input feature xi is:
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Figure 31: A neural network with five inputs (nI = 5), one hidden layer with four









where P is the normal prediction value for each training instance after training, and P̂
is the modified prediction value when the input node i is removed. N is the number of
training datasets. In IIBL, we compute P as the system performance of the retrieved
solution after the initial training, and P̂ as the system performance after the input









Table 1 presents the evaluation result using the network in Figure 31. The result
shows that removing the input variables I1 and I2 produced the most fluctuation in
the prediction result. This method reports the relative degree of the influence each
input feature possesses in producing the output, but does not present the form of
relationship between the variables.
Table 1: Sensitivity measure and weight assignment with leave-one-feature-out
method
I1 I2 I3 I4 I5
Si 1.568749 1.111705 0.900696 0.752329 0.996918
wi 0.294577 0.208754 0.169131 0.141271 0.187199
4.3.2 Garson’s Weights Method
This method proposed by Garson [42] provides the proportional explanation about
the importance or distribution of all output weights attributable to the given in-
put variable. First, for each hidden neuron zj, multiply the absolute value of the
hidden-output layer connection weight by the absolute value of the hidden-input layer
connection weight. Do this for each input variable xi to produce a mid-product Rji.
Rji = |v(1)ji | · |v
(2)
kj | (29)














Finally, divide Si by the sum for all S for normalization. This provides the pro-
portional explanation about the importance or distribution of all output weights







For the detailed procedure of the method, refer to [42, 46] and [44]. Considering the
previous neural network example with five inputs (nI = 5), one hidden layer with
four neurons (nH = 4), and one output (nO = 1) with weight values in Table 2, the
following steps were taken to compute w:
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Table 2: Weight values for neural network in Figure 31
I1 I2 I3 I4 I5 Y1
H1 -0.008489 0.443718 0.034606 -0.046344 -0.225199 0.864951
H2 0.118378 -0.146803 0.105522 -0.051689 0.094474 -0.221044
H3 0.097190 -0.053521 -0.150281 -0.099809 0.145209 -0.788355
H4 0.099682 -0.057968 0.047918 -0.059545 0.045585 -0.351483
Table 3 shows Rji computation, and Table 4 shows Qji computation and the final
results of the sensitivity measure and weight assignments.
Table 3: Rji = |v(1)ji | · |v
(2)
kj | values computed for each neurons in the hidden-input
layer.
I1 I2 I3 I4 I5
H1 0.007343 0.383794 0.029933 0.040085 0.194786
H2 0.026167 0.032450 0.023325 0.011426 0.020883
H3 0.076620 0.042193 0.118475 0.078685 0.114476
H4 0.035036 0.020375 0.016842 0.020929 0.016022
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values, and sensitivity measure and weight assignment with
the Garson-weights method.
I1 I2 I3 I4 I5
H1 0.011194 0.585104 0.045633 0.061111 0.296957
H2 0.229031 0.284025 0.204157 0.100005 0.182782
H3 0.178001 0.098022 0.275235 0.182797 0.265946
H4 0.320832 0.186572 0.154228 0.191649 0.146718
Si 0.739058 1.153723 0.679254 0.535562 0.892403
wi 0.184765 0.288431 0.169813 0.133890 0.223101
The Garson’s weights method suggests that I2 and I5 are the most contributing
features, followed by I1, I3, and I4. This method also does not inform the form of
relationship between the variables.
4.3.3 Lek’s Profile Method
The general idea of this analysis, proposed by Lek [73] and repeated by Gevrey [44],
is to study each input feature successively when other input variables are assigned
fixed values. This is contrary to the leave-one-out method discussed earlier, in which
the input node in question and its connection weights were removed to measure the
relative sensitivity. The method assumes that the range (minimum and maximum)
of each input variable is known or can be obtained. Then for each input variable, we
compute the predictions of each output variable across the range of the variable of
interest. All other input features are held at their equally divided intervals, starting
from their minimum, then successively at their 20-th percentile until the maximum.
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While the variable in question is sequenced across its range, other variables are held
constant at their median. The final product is a set of profiles of the output-variable
trends that are plotted against the increase of one input variable while other variables
are held constant.
Figure 32 depicts the profiles generated for the neural network in Figure 31. For
this example dataset, in which there exist some correlation among the input variables,
the results illustrate almost linear trend lines, and one can acquire the form of input-
output relationship for each input variable. Gevrey [44] proposes to compute the
relative contributions of each input variable through the range of the output variable,
i.e. max(Y )−min(Y ). Table 5 presents the average range of the output variable for
each input feature and the corresponding normalized w vector. With this method, it
was concluded that the features I1 and I5 were the most influential variables.
Table 5: Sensitivity measure and weight assignment of the Lek-profile Method.
I1 I2 I3 I4 I5
Si 0.552329 0.373125 0.289300 0.385937 0.427406
wi 0.272339 0.183978 0.142646 0.190295 0.210742
4.3.4 Discussion
In this section, we reviewed three sensitivity analysis methods for measuring relative
contributions of the input features toward producing predictions. All three methods
were able to provide the order of importance while the Lek-profile method was also
able to generate an estimate of the form of input-output relationships. The observa-
tions used to build the network in Figure 31 were divided into 10 groups to calculate





























































































































The figure implies that, in regards to the ordering of the variable contributions,
the results observed for each method are not always the same. It is obvious that the
difference in computation and normalization methods leads to different results. The
confidence intervals plotted for each method indicate their stability. The Lek-profile
method provided the most stable results while Garson’s weights method was the least
stable. Shin’s leave-one-out sensitivity measure was the closest result to the average
contributions of all three methods.
I1 I2 I3 I4 I5 Y1
H1	   -­‐0.008489 0.443718 0.034606 -­‐0.046344 -­‐0.225199 0.864951 0.864951 0.864951 0.864951 0.864951
H2	   0.118378 -­‐0.146803 0.105522 -­‐0.051689 0.094474 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044
H3	   0.097190 -­‐0.053521 -­‐0.150281 -­‐0.099809 0.145209 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355
H4	   0.099682 -­‐0.057968 0.047918 -­‐0.059545 0.045585 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483
H1	   0.007343 0.383794 0.029933 0.040085 0.194786 0.655941 0.655941 0.655941 0.655941 0.655941
H2	   0.026167 0.032450 0.023325 0.011426 0.020883 0.114250 0.114250 0.114250 0.114250 0.114250
H3	   0.076620 0.042193 0.118475 0.078685 0.114476 0.430449 0.430449 0.430449 0.430449 0.430449
H4	   0.035036 0.020375 0.016842 0.020929 0.016022 0.109205 0.109205 0.109205 0.109205 0.109205
H1	   0.011194 0.585104 0.045633 0.061111 0.296957
H2	   0.229031 0.284025 0.204157 0.100005 0.182782
H3	   0.178001 0.098022 0.275235 0.182797 0.265946
H4	   0.320832 0.186572 0.154228 0.191649 0.146718
0.739058 1.153723 0.679254 0.535562 0.892403 4.000000
0.184765 0.288431 0.169813 0.133890 0.223101
Weights 0.181069 0.297084 0.159625 0.141924 0.227563 1.007264 25134.000000
confidence 0.0186 0.0276 0.0154 0.0123 0.021
1.631499161 1.111704814 0.893490551 0.759099516 0.967010552 5.362805
leave-­‐one-­‐out 0.30636008 0.208754 0.167778104 0.142542389 0.181583563 1.007018 12534
confidence 0.0098 0.0081 0.007 0.0068 0.018
lek 0.280508771 0.178458773 0.146925573 0.199809654 0.214957019 15243
confidence 0.016 0.0081 0.0054 0.0085 0.017
0.255979 0.228099 0.158109 0.161425 0.208034
0.3657838
4.682998259 -­‐0.008489161 0.443717572 0.034606345 -­‐0.046343968 -­‐0.225199422 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509
1.39024431 0.11837843 -­‐0.14680271 0.1055216 -­‐0.051689 0.09447364 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444
0.30811998 0.09719018 -­‐0.05352075 -­‐0.15028084 -­‐0.09980879 0.14520889 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548
-­‐1.32164469 0.09968157 -­‐0.05796751 0.04791835 -­‐0.05954489 0.04558488 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828
4.050563559 0.007342707 0.383793913 0.029932789 0.040085257 0.194786443 4.706504668
0.307305719 0.026166889 0.032449917 0.023324959 0.011425564 0.020882869 0.421555917
0.242907865 0.076620345 0.04219334 0.118474622 0.078684739 0.114476125 0.673357036
0.464535376 0.035036357 0.020374583 0.016842476 0.020929005 0.016022301 0.573740098
0.860630945 0.001560119 0.081545423 0.006359877 0.008516991 0.041386646
0.728979732 0.062072166 0.076976542 0.05533064 0.027103318 0.049537602
0.360741556 0.113788586 0.062661171 0.175946215 0.116854409 0.170008063
0.809661688 0.0610666 0.035511868 0.029355584 0.036478198 0.027926061
2.760013921 0.238487472 0.256695004 0.266992316 0.188952915 0.288858372 1.239986079




































I1	   I2	   I3	   I4	   I5	  
(a)
I1 I2 I3 I4 I5 Y1
H1	   -­‐0.008489 0.443718 0.034606 -­‐0.046344 -­‐0.225199 0.864951 0.864951 0.864951 0.864951 0.864951
H2	   0.118378 -­‐0.146803 0.105522 -­‐0.051689 0.094474 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044
H3	   0.097190 -­‐0.053521 -­‐0.150281 -­‐0.099809 0.145209 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355
H4	   0.099682 -­‐0.057968 0.047918 -­‐0.059545 0.045585 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483
H1	   0.007343 0.383794 0.029933 0.040085 0.194786 0.655941 0.655941 0.655941 0.655941 0.655941
H2	   0. 26167 0.032450 0.023325 0.011426 0.020883 0.114250 0.114250 0.114250 0.114250 0.114250
H3	   0.076620 0.042193 0.118475 0.078685 0.114476 0.430449 0.430449 0.430449 0.430449 0.430449
H4	   0.035036 0.020375 0.016842 0.020929 0.016022 0.109205 0.109205 0.109205 0.109205 0.109205
H1	   0.011194 0.585104 0.045633 0.061111 0.296957
H2	   0.229031 0.284025 0.204157 0.100005 0.182782
H3	   0.178001 0.098022 0.275235 0.182797 0.265946
H4	   0.320832 0.186572 0.154228 0.191649 0.146718
0.739058 1.153723 0.679254 0.535562 0.892403 4.000000
0.184765 0.288431 0.169813 0.133890 0.223101
Weights 0.181069 0.297084 0.159625 0.141924 0.227563 1.007264 25134.000000
confidence 0.0186 0.0276 0.0154 0.0123 0.021
1.631499161 1.111704814 0.893490551 0.759099516 0.967010552 5.362805
leave-­‐one-­‐out 0.30636008 0.208754 0.167778104 0.142542389 0.181583563 1.007018 12534
confidence 0.0098 0.0081 0.007 0.0068 0.018
lek 0.280508771 0.178458773 0.146925573 0.199809654 0.214957019 15243
confidence 0.016 0.0081 0.0054 0.0085 0.017
0.255979 0.228099 0.158109 0.161425 0.208034
0.3657838
4.682998259 -­‐0.008489161 0.443717572 0.034606345 -­‐0.046343968 -­‐0.225199422 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509
1.39024431 0.11837843 -­‐0.14680271 0.1055216 -­‐0.051689 0.09447364 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444
0.30811998 0.09719018 -­‐0.05352075 -­‐0.15028084 -­‐0.09980879 0.14520889 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548
-­‐1.32164469 0.09968157 -­‐0.05796751 0.04791835 -­‐0.05954489 0.04558488 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828
4.050563559 0.007342707 0.383793913 0.029932789 0.040085257 0.194786443 4.706504668
0.307305719 0.026166889 0.032449917 0.023324959 0.011425564 0.020882869 0.421555917
0.242907865 0.076620345 0.04219334 0.118474622 0.078684739 0.114476125 0.673357036
0.464535376 0.035036357 0.020374583 0.016842476 0.020929005 0.016022301 0.573740098
0.860630945 0.001560119 0.081545423 0.006359877 0.008516991 0.041386646
0.728979732 0.062072166 0.076976542 0.05533064 0.027103318 0.049537602
0.360741556 0.113788586 0.062661171 0.175946215 0.116854409 0.170008063
0.809661688 0.0610666 0.035511868 0.029355584 0.036478198 0.027926061
2.760013921 0.238487472 0.256695004 0.266992316 0.188952915 0.288858372 1.239986079




































I1	   I2	   I3	   I4	   I5	  
(b)
I1 I2 I3 I4 I5 Y1
H1	   -­‐0.008489 0.443718 0.034606 -­‐0.046344 -­‐0.225199 0.864951 0.864951 0.864951 0.864951 0.864951
H2	   0.118378 -­‐0.146803 0.105522 -­‐0.051689 0.094474 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044
H3	   0.097190 -­‐0.053521 -­‐0.150281 -­‐0.099809 0.145209 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355
H4	   0.099682 -­‐0.057968 0.047918 -­‐0.059545 0.045585 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483 -­‐0.351483
H1	   0.007343 0.383794 0.029933 0.040085 0.194786 0.655941 0.655941 0.655941 0.655941 0.655941
H2	   0.026167 0.032450 0.023325 0.011426 0.020883 0.114250 0.114250 0.114250 0.114250 0.114250
H3	   0.076620 0.042193 0.118475 0.078685 0.114476 0.430449 0.430449 0.430449 0.430449 0.430449
H4	   0.035036 0.020375 0.016842 0.020929 0.016022 0.109205 0.109205 0.109205 0.109205 0.109205
H1	   0.011194 0.585104 0.045633 0.061111 0.296957
H2	   0.229031 0.284025 0.204157 0.100005 0.182782
H3	   0.178001 0.098022 0.275235 0.182797 0.265946
H4	   0.320832 0.186572 0.154228 0.191649 0.146718
0.739058 1.153723 0.679254 0.535562 0.892403 4.000000
0.184765 0.288431 0.169813 0.133890 0.223101
Weights 0.181069 0.297084 0.159625 0.141924 0.227563 1.007264 25134.000000
confidence 0.0186 0.0276 0.0154 0.0123 0.021
1.631499161 1.111704814 0.893490551 0.759099516 0.967010552 5.362805
leave-­‐one-­‐out 0.30636008 0.208754 0.167778104 0.142542389 0.181583563 1.007018 12534
confidence 0.0098 0.0081 0.007 0.0068 0.018
lek 0.280508771 0.178458773 0.146925573 0.199809654 0.214957019 15243
confidence 0.016 0.0081 0.0054 0.0085 0.017
0.255979 0.228099 0.158109 0.161425 0.208034
0.3657838
4.682998259 -­‐0.008489161 0.443717572 0.034606345 -­‐0.046343968 -­‐0.225199422 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509
1.39024431 0.11837843 -­‐0.14680271 0.1055216 -­‐0.051689 0.09447364 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444
0.30811998 0.09719018 -­‐0.05352075 -­‐0.15028084 -­‐0.09980879 0.14520889 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548
-­‐1.32164469 0.09968157 -­‐0.05796751 0.04791835 -­‐0.05954489 0.04558488 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828
4.050563559 0.007342707 0.383793913 0.029932789 0.040085257 0.194786443 4.706504668
0.307305719 0.026166889 0.032449917 0.023324959 0.011425564 0.020882869 0.421555917
0.242907865 0.076620345 0.04219334 0.118474622 0.078684739 0.114476125 0.673357036
0.464535376 0.035036357 0.020374583 0.016842476 0.020929005 0.016022301 0.573740098
0.860630945 0.001560119 0.081545423 0.006359877 0.008516991 0.041386646
0.728979732 0.062072166 0.076976542 0.05533064 0.027103318 0.049537602
0.360741556 0.113788586 0.062661171 0.175946215 0.116854409 0.170008063
0.809661688 0.0610666 0.035511868 0.029355584 0.036478198 0.027926061
2.760013921 0.238487472 0.256695004 0.266992316 0.188952915 0.288858372 1.239986079




































I1	   I2	   I3	   I4	   I5	  
(c)
I1 I2 I3 I4 I5 Y1
H1	   -­‐0.008489 0.443718 0.034606 -­‐0.046344 -­‐0.225199 0.864951 0.864951 0.864951 0.864951 0.864951
H2	   0.118378 -­‐0.146803 0.105522 -­‐0.051689 0.094474 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044 -­‐0.221044
H3	   0.0 7190 -­‐0. 53521 -­‐0.150281 -­‐ .099809 .14 09 -­‐0.7 8355 -­‐0.788355 -­‐0.788355 -­‐0.788355 -­‐0.788355
H4	   0.0996 2 -­‐0. 5 968 0.047918 -­‐0.059545 0.045585 -­‐0.35 483 -­‐0.3 1 83 -­‐0.351483 -­‐0.351483 -­‐0.351483
H1	   0.007343 0.383794 0.029933 0.040085 0.194786 0.655941 0.655941 0.655941 0.655941 0.655941
H2	   0. 26167 0.032450 0.023325 0.011426 0.020883 0.114250 0.11 250 0.114250 0.114250 0.114250
H3	   0.076620 0.042193 0.118475 0.078685 0.114476 0.430449 0.430449 0.430449 0.430449 0.430449
H4	   0.035036 0.020375 0.016842 0.020929 0.016022 0.109205 0.109205 0.109205 0.109205 0.109205
H1	   0.011194 0.585104 0.045633 0.061111 0.296957
H2	   0.229031 0.284025 0.204157 0.100005 0.182782
H3	   0.178001 0.098022 0.275235 0.182797 0.265946
H4	   0.320832 0.186572 0.154228 0.191649 0.14 718
0.739058 1.153723 0.679254 .535562 .892403 .000000
0. 84765 0.288431 0.169813 .133890 0.223101
Weights 0.181069 0.297084 0.159625 0.141924 0.227563 1.007264 25134.000000
confidence 0.0186 0.0276 0.0154 0.0123 0.021
1.631499161 1.1117 4814 .893490551 0.759099516 .9 7010552 5.36 805
leave-­‐one-­‐out 0.30636008 .208754 .167778104 .142542389 .181583 63 1.007018 12534
confidence 0.0098 0.0081 0.007 0.0068 0.018
lek 0.280508771 0.178458773 0.146925573 0.199809654 0.214957019 15243
confidence 0.016 0.0081 0.0054 0.0085 0.017
0.255979 0.228099 0.158109 0.161425 0.208034
0.3657838
4.682998259 -­‐0.008489161 0.443717572 0.034606345 -­‐0.046343968 -­‐0.225199422 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509 0.8649509
1.39024431 0.11837843 -­‐0.14680271 0.1055216 -­‐0.051689 0.09447364 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐0.2210444 -­‐ .2210444
0.30811998 0.09719018 -­‐0.05352075 -­‐0.15028084 -­‐0.09980879 0.14520889 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548 -­‐0.7883548
-­‐1.32164469 0.09968157 -­‐0.05796751 0.04791835 -­‐0.05954489 0.04558488 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828 -­‐0.3514828
4.050563559 0.007342707 0.383793913 0.029932789 0.040085257 0.194786443 4.706504668
0.307305719 0.026166889 0.032449917 0.023324959 0.011425564 0.020882869 0.421555917
0.242907865 0.076620345 0.04219334 0.118474622 0.078684739 0.114476125 0.673357036
0.464535376 0.035036357 0.020374583 0.016842476 0.020929005 0.016022301 0.573740098
0.860630945 0.001560119 0.081545423 0.006359877 0.008516991 0.041386646
0.728979732 0.062072166 0.076976542 0.05533064 0.027103318 0.0495376 2
0.360741556 0.113788586 0.062661171 0.175946215 0.116854409 0.170008063
0.809661688 0.0610666 0.035511868 0.029355584 0.036478198 0.027926061
2.760013921 0.238487472 0.256695004 0.266992316 0.188952915 0.288858372 1.239986079




































I1	   I2	   I3	   I4	   I5	  
(d)
Figure 33: Contribution of input features in each method. (a) Shin’s sensitivity
measure, (b) Garson’s weights method, (c) Lek’s profile method, and (d) an average
of the three methods.
4.4 A Hybrid Approach to IIBL with Neural Networks
Shin et al. [111] suggested utilizing ANN’s outputs as solutions to given problems as
well as using the network as a feature-weighting mechanism for instance retrieval. The
basic idea is to compare the solution generated by ANN and the solution retrieved
78
from the case base using the weights ANN suggested to the system. If the solutions
match in a classification problem (or the difference is within a threshold in a regression
problem), then the system reports the result, and if not, both solutions are rejected.
In IIBL, a neural network is solely used for training the feature weights (Fig-
ure 34). Since an IIBL framework is targeting the generalization of task modeling,
providing absolute comparison between an ANN generated solution and an instance-
based retrieved solution across various tasks is impossible. It would be possible to find
a comparison threshold value that caps the rejection rate under a limit through itera-
tion. However, instead of rejecting possible solutions, IIBL prefers to make mistakes
that encourages the human user to observe the robot behavior and provide better
demonstrations at the right timing and improve the case base. If the frequency of the
user providing demonstration increases, ANN re-generates the feature weights with
































































































































































































































































































































































The experiment is conducted to test the following hypotheses.
1) IIBL provides comparable task performance against the average performance of the
demonstrator : Given a task T demonstrated by a teacher, we evaluate the learned
result in three viewpoints as outlined in [89].
• Evaluating the performance by measuring how well an agent A performs T .
For example, a game score can be used to evaluate the performance of Darwin
executing the game learned from a human teacher.
• Evaluating the behavior by comparing the actions executed by A while per-
forming T against the teacher’s actions when executing the same task T .
For example, measuring the performance of block stacking (Chapter 5) may
not be trivial, and the traces of procedure should be compared to the task
performed by the teacher. Instance-based learning methods provide the best
approach to this problem since it retains demonstrations formulated as cases,
whereas many other supervised learning techniques discard demonstrated in-
formation once trained.
• Evaluating the model by comparing the task model generated by A against
the model the teacher used to provide demonstrations. Early works on LfD
used this method towards tasks with known explicit models for evaluat-
ing whether their proposed learning method could recover the given task
model [6, 9]. While different from tasks with explicit mathematical models,
we asked the participants to write down their rule of stacking or inserting
blocks and compared that to the rule Darwin has deduced (Chapter 5).
2) The IIBL methods of modeling a retrieval function with adaptive weights reduces
the workload, i.e., reduces the number of demonstrations required to achieve the
81
same amount of system performance, compared to k-nearest neighbor (k-NN) which
assigns equal weights to all features :
3) The privilege of interactive learning and a shared workspace is in that the system
can achieve just-in-time learning. The teacher can interrupt and provide demon-
stration when it is actually needed while observing the learner’s performance in
real time based on the learned task model :
4) The teacher’s behavior changes based on the learner’s model of the same task.
4.6 Robotic Platform
In Figure 35, the two candidate robotic platforms are shown. In choosing the can-
didates, we carefully reviewed the following qualifications. First, the robots have to
frequently travel to meet participants in their homes, clinics, institutions, or organi-
zations, so portability was considered. Next, the robots need to share a workspace
with a person, e.g., tablet computers, and therefore the size is limited. DARwIn-
OP (Dynamic Anthropomorphic Robot with Intelligence-Open Platform) is 45cm(18
in) in height, weighs 2.9kg(6.4 lb), and has 3-DoF arms, 6-DoF legs, and a 2-DoF
head with LEDs on its eyes and forehead [51]. Romibo is 32cm(12.6 in) in height,
weighs 1.8kg (4 lb), has a mobile base, and a touch sensor across its body [110].
Both platforms are able to provide expressive vocal and gestural responses for social
interaction. In this paper, we have shown results using DARwIn-OP as an evaluation
platform. Henceforth, we will refer to DARwIn-OP as “Darwin” or “the robot”.
Darwin is programmed with a range of verbal and gestural behaviors that are cou-
pled with emotion indicators using the LED in its eyes. The behaviors are grouped
into positive, negative, neutral, and idle states. During block stacking and inserting
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experiments, Darwin generated a verbal script based on the retrieved solution (Chap-
ter 5). When Darwin was engaged in tasks on a tablet, the verbal scripts were replaced
with non-linguistic utterances (Chapter 6). The combinations of verbal and gestural
behaviors are randomly generated within each behavior group. These groupings are
based on prior studies that examined the effect of different behaviors on engagement
[41]. The robot is also induced with a passive personality, meaning Darwin retracts
its motions and waits for his turn whenever its human teacher reaches out to provide
demonstrations or interact with the tablet.
(a) DARwIn-OP (b) Romibo
Figure 35: Robotic platforms
4.7 Summary
The motivation of the interactive instance-based approach to robot learning started
from the necessity to incorporate features of the task that are diverse in their represen-
tations. As a means to gain knowledge about the given task’s features, an interactive
approach that borrows human intuition about the task was utilized. The keywords
people use to convey task knowledge to others are the good representations of what
the users would choose as task features. After the attributes of these features, i.e.,
the type of data, extraction methods, and distance metrics, are defined, instances
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are created from demonstrations provided by the users. Such case-acquisition ap-
proach using interactive LfD is especially useful for modeling tasks that no prior
knowledge was given to the system. Interactive methods also facilitate learning by
closely monitoring the learner’s progress and performance. In the process, the su-
perior explanatory behavior of the instance-based framework informs the user with
which instances generated the given prediction, which in turn provides a setting for
the user to provide revised demonstrations to the learner at the right timing.
Designing an instance-retrieval mechanism is the most important issue in instance-
based learning. Many forms of k-NN and case-indexing methods are used to measure
similarities between instances, but since the retrieval mechanism requires significant
amount of task-specific knowledge, generalizing a similarity model is hard to achieved.
This dissertation research proposed to use weighted k-NN and suggested two methods
to compute task adaptive weights. This distance measure is a weighted linear sum-
mation of each task-feature distance. The weights represent the relative contribution
of the task features in making a prediction of the task behavior. The first approach
used linear regression to find a vector of weights that maximizes a reward function.
However, its incapacity to take into account nonlinear relationships between the de-
pendent variables and each independent variable was revealed to be a major drawback
in modeling tasks in which many of its features are dependent. Therefore, the sec-
ond method relied on ANN’s strength in modeling nonlinear behaviors. It was then
necessary to work on methods like contribution or sensitivity analysis to add power
to ANNs in their explanatory capacity. Here, three sensitivity analysis methods were
explored with feedforward neural networks. Among the three methods, Shin’s sen-
sitivity measure and Lek’s profile method showed an agreeing behavior in ordering
the relative contribution of the features. Both methods measured the variation in
the output variable’s behavior in accordance to the change in each feature variable.
Shin’s method approached the problem by setting all connected weights of the input
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variable in question to zero and measuring the deviation in the output. Lek’s pro-
file method computes the prediction of the output variables across the range of the
feature variable of interest. All other inputs are assigned fixed values starting from
their minimum, then successively at the 20-th percentile until maximum. The goal is
to plot a set of input-output profiles across each input while other variables are held
constant. During the deployment of the robot learner, the weight vectors produced




ROBOT LEARNER IN A SHARED PHYSICAL
WORKSPACE
In this chapter, the proposed IIBL framework is applied to a play setting where part-
ners agree upon a rule that arises as the play progresses. Interactive play with peers
during childhood is the most primitive form of imitation and case-based learning.
Through playing, individuals learn basic interaction skills, collaboration, patience
and build understanding of others [94]. With respect to playing with others, a shared
interest arises between playmates to make the play continuously entertaining, thus
engaging the mind and creating opportunities for extended play over longer durations
[45].
5.1 Introduction
Playmates share common objectives during play, whether it is stacking blocks or
racing toy cars on a track. Shared play goals lead to shared play motions that are
repeatedly observed until the end of play [25]. Developmental scientists, clinicians,
and therapists have expressed interest in the idea of applying robotic platforms as an
assistive therapeutic device, where robots are suitable for providing consistent and
repetitive exposure to social interactions. For example, a child-like humanoid Kaspar
has shown potential in encouraging autistic children to participate in an imitation
play as a social mediator [99]. Physical-exercise robot coaches initiate a physical
activity and observes the human execution [79]. The robot coach then assesses the
participant’s performance and provides feedback or adjusts the level of exercise in-
tensity. These interactions occur in turns, and the robot engages the participant
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(a) Leonardo: learning gestures from the sub-
ject [21].
(b) Task-level learning demonstrates swing-up
pendulum [6].
(c) Programming by demonstration [27]. (d) Transfer of human skills in learning hand
writing [90].
Figure 36: Robot learning from demonstration.
in a social interaction for the duration of the exercise. Some features of the above
robot systems, however, interfere with providing a long-lasting interaction relation-
ship between human and robot. The robots are often teleoperated, and even with
autonomous systems, the contexts of the tasks that the robot can provide are very
limited. The goal of our research is to develop an automated learning system on a
robotic agent that could observe, build knowledge of the task, and generate its own
interaction behavior for a prolonged interaction.
From the object-play study conducted based on the first five levels of child’s
object manipulation [8], it was shown that the most prevalent forms of object-play
with intended task objectives were inserting and stacking [92]. Learning to play with
objects is closely aligned with robotics research focused on learning manipulation
tasks from human demonstration (Figure 36). The researchers attempt to model the
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human motions and create a mapping of the models to the physical embodiment of
the robot. Brooks et al. [21] presented an interesting work in teaching interactive
plays to a robot (Figure 36(a)). The authors used vocal- and gestural-social cues to
teach the robot how to imitate human’s facial expressions and motor movements. In
the work of Atkeson and Schaal [6], it was mentioned that a direct imitation of human
joints could become sensitive to noise. Therefore, the authors explored a task-level
learning that used task models and reward functions to compute appropriate policies
(Figure 36(b)). Calinon et al. [27] considered learning trajectories and constraints
from demonstrations. The approach aimed at extracting relevant characteristics of
the gestures that are needed to be reproduced. The motion data is encoded using
a mixture of Gaussian/Bernoulli distributions that provide a measure of the spatio-
temporal correlations across different modalities (Figure 36(c)).
In this chapter, the IIBL framework is applied to learning the play rule defined by
the participants. Evaluation of IIBL performance was conducted using the video clips
collected from various object-play scenes, and later an experiment was conducted with
a robot learner that uses vocal and gestural primitives to communicate the generated
solution.
5.2 Case-based Representation of Object Play
In order to select the features that contribute to describing or defining a task, a pilot
study was conducted to examine what attributes of the block stacking and inserting
tasks people chose to convey to others for collaboration. Six participants each watched
six randomly selected clips of a thirty play-scene video set, and later were asked to
explain the task to the experimenter with an emphasis on the elements they found
were important in describing and differentiating the play tasks. An example play
scene is depicted in Figure 37.
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Figure 37: The participants were asked to execute a task with their intended task
rules.




Object	  color Object	  size Object	  shape Object	  order
number	  of	  
objects
Put	  red	  blocks	  in	  the	  red	  bin	  and	  
put	  blue	  blocks	  in	  the	  blue	  cup. put(insert) in red,	  blue bin,	  cup
Stack	  all	  red	  blocks. stack red all
Smaller	  cups	  are	  stacked	  on	  top	  
of	  the	  larger	  ones. stack top
smaller,	  
larger cup
Pick	  up	  the	  square	  blocks	  on	  the	  left	  and	  
place	  them	  in	  the	  bin	  on	  the	  right. place(insert)




Align	  the	  opening	  of	  the	  box	  
to	  the	  colored	  blocks	  and	  slide	  them	  in. slide	  in	  (insert)
align,	  
slide	  in align,	  in colored box
Cups	  are	  stacked	  in	  this	  order:	  










Object	  color Object	  size Object	  shape Object	  order
number	  of	  
objects
















number	  of	  objects	  
(b)
Figure 38: (a) Extracting task features that appear as keywords in the participants’
statements regarding the objective of the task. (b) Frequency of the task features
that appear in participants’ task-description statements (Sample size, Ns = 36).
In Figure 38, the most frequently observed features were extracted and catego-
rized. The final list of task features used in the experiment are presented below. In
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the following, the primary-object is an object being manipulated, and the secondary-
object is a target object that the primary-object is stacked onto or inserted into.
Task Feature Descriptors
• Task category : The objective of the task. It is distinguished by an interaction
between the primary- and the secondary-object.
• Spatial object relationship: The primary-object’s continuously changing spa-
tial information relative to the secondary-object is represented as a sequence
of spatial-relationship primitives.
• Discrete motion-primitive sequence: The trajectory of primary-object ma-
nipulation is represented as a sequence of discrete motion primitives.
• Primary- and secondary-object shape descriptor : The shape descriptor (SD)
is a vector that describes the scale- and intensity-invariant shape of an ob-
ject.
• Relative size: The size ratio between the primary- and the secondary-object.
• Primary- and secondary-object color : The two dimensional hue-saturation
color information of the object.
Detailed extraction methods, distance metrics, and adaptation methods of these
task features are in the following section. Later, the spatial relationship of the primary
and secondary objects was integrated within the sequence of manipulation motion
primitives. Table 6 summarizes the loaded extraction and distance-metric modules
for each task feature.
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Table 6: The task-feature attributes (extraction methods, distance metrics, and
adaptation methods) for the object-based play tasks as defined in the user-
configuration file.













Color H-S color representation Binary w5, w6


















Color H-S color representation Binary
5.3 Feature-extraction Methods
The proposed CBR module is highlighted in Figure 39. In this figure, a new problem
is introduced to the system. The problems, indicated by lightly shaded regions,
describe what object operation has been executed in each turn. For instance, the
new problem in the figure reads, an orange toy was inserted into a red toy, and the
size ratio between the two toys is 0.0970. The vectors in the second and third columns
define the shapes of the objects. The medium shaded regions define a solution. The
solution is a set of objects chosen in the succeeding turn. Lastly, the dark shaded
region is a case ID. The case ID, problem, and solution together define a case. The
structure of a task case is illustrated under the case example Case-001 in Figure 39.
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During the initial training session, cases are gathered to build a task case-base.
Figure 39: Illustration of the retrieve-reuse-revise-retain steps of the IIBL framework
for the object-based play tasks. A new query is compared to the existing instances
in memory, and the system seeks for a solution that will function as a starting point
for generating a new prediction.
5.3.1 Shape Descriptor
Young children have an inborn ability to differentiate between shapes [66]. As children
develop, shapes become a fundamental basis in building skills that will help them with
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reading, writing, and mathematics. It is natural that many toys focus on training
children with shape matching and recognition abilities.
Shape is one of the main attributes that characterize a task. To equip a robotic
system with the ability to learn new tasks, an effective shape recognition algorithm
should be developed. Play tasks that require shape matching, i.e, nesting cups or
stacking rings, involves toys that vary in size and color, but share the same outlin-
ing shape. Popular object recognition techniques like Scale-Invariant Feature Trans-
form [75] or Speeded Up Robust Features [11] extracts interesting features to provide
a feature description of the objects. However, since many of the toys lack distinc-
tive features because of their smooth surface and edges, these feature-based object
description approaches are inappropriate for our work. Another issue is that, these
algorithms are computationally expensive and hard to be implemented in real time.
Template-based recognition algorithms such as the scale-invariant template match-
ing approach [23, 63] may be executed faster, but it is still insufficient for real-time
instance-based systems.
The goal of our shape matching process is to design a descriptor that is computa-
tionally inexpensive, has low-dimensional vector, and still has robust scale/intensity
invariance. This enables the process for populating and finding the play case to oc-
cur in real time robustly. The shape descriptor we propose in this section computes
dominant edge angles that describe the shape. It is like a rough sketch of the object
with linear lines.
Edge detection refers to the process of identifying and locating sharp disconti-
nuities in an image. The discontinuities are abrupt changes in pixel intensity which
characterize boundaries of objects in a scene. The Canny edge algorithm [28] uses a
gradient method which detects edges by looking for the maximum and minimum in
the first derivative of the image. After the edge map is created using the Canny edge
detector, the map is divided into 16 regions, and for each region, the dominant linear
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edge angle is computed from the linear least squares fitting. The algorithm runs in
six steps:
1. Preprocessing: The object region is segmented from the image, and blurred
to remove noise.
2. Finding gradients: The edge is marked at the point where the gradients of
the image have large magnitudes.
3. Non-maximum suppression: Only local maxima should be marked as edges.
4. Double thresholding: Potential edges are determined by thresholding.
5. Edge tracking by hysteresis: Final edges are determined by suppressing all
edges that are not connected to a very certain (strong) edge.
6. Finding Linearity: The edge map of the object is divided into 4x4 regions.
For each region, the dominant linear edge angle is computed by the linear least
squares fitting algorithm.
First, each object region is cropped into sub-images from the scene after it is
detected using the hue-saturation histogram back-projection in Section 3.3.3. The
cropped image is then converted into a grayscale representation. Since edge detection
is prone to noise, the raw image is smoothed using a filter. A Gaussian filter is used








Since images are composed of discrete pixels, a discrete approximation of the above
Gaussian filter is used to perform convolution with the image. Gaussian distribution
is non-zero everywhere, which would require an infinitely large convolution kernel,
but in practice it is effectively zero more than about three standard deviations from
94
the mean, and so we can truncate the kernel at this point. The discretized Gaussian
filter F′d with σ = 1.4 is as follows:
F′d =

0.0105 0.0227 0.0293 0.0227 0.0105
0.0227 0.0488 0.0629 0.0488 0.0227
0.0293 0.0629 0.0812 0.0629 0.0293
0.0227 0.0488 0.0629 0.0488 0.0227









2σ2 , i, j = −2 ,−1 , 0 , 1 , 2 . (35)
The discretized result of Gaussian does not sum up to 1 since only the partial infor-
mation was used. Therefore, the above matrix is normalized so that the sum of all
elements equals to 1. The resulting discrete 5x5 Gaussian filter is
Fd =

0.0121 0.0261 0.0337 0.0261 0.0121
0.0261 0.0561 0.0724 0.0561 0.0261
0.0337 0.0724 0.0935 0.0724 0.0337
0.0261 0.0561 0.0724 0.0561 0.0261
0.0121 0.0261 0.0337 0.0261 0.0121

. (36)
The comparison between the continuous and the discrete approximation of the Gaus-
sian filter is depicted in Figure 40.
Next, gradient magnitudes and directions are calculated at every single point in
the image. The magnitude of the gradient at a point determines if it possibly lies
on an edge or not. A high gradient magnitude means the intensities are changing
rapidly, which implies an edge. The direction of the gradient shows how the edge is
oriented. The standard Sobel operator is used to calculate the gradient. Here Î is
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the object sub-image, and convolving the image with Sobel operators results in the











 ∗ Î. (37)












Figure 40: Discrete approximation (grey) of the continuous Gaussian filter (color)
(σ = 1.4).
The first step in non-maximum suppression, which the purpose is to convert the
blurred edges in the image of the gradient magnitudes to sharp edges, is to get an
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rough idea of the edge direction by rounding the gradient angle θ to the nearest 45◦.
Now, the gradient in each pixel will point towards 90◦, 45◦, 135◦, or 0◦. The non-
maximum suppression, like the name implies, is basically done by preserving all local
maxima in the gradient image and deleting everything else. The gradient magnitude
of the current pixel is compared to the edge strength of the pixels in the positive and
negative gradient direction. For example. if the gradient direction is 135◦ (NW), the
pixel is compared with the pixels to the northwest and southeast. If the gradient
magnitude of the current pixel is the largest, preserve the edge. If not, suppress (i.e.
remove) the value. This will give a thin line in the output image.
Finally, double thresholding is used as a means of eliminating streaking. Streaking
is the breaking up of an edge contour caused by the operator output fluctuating above
and below the threshold. If a single threshold, T1 is applied to an image, and an edge
has an average strength equal to T1, then due to noise, there will be instances where
the edge dips below the threshold. Equally it will also extend above the threshold
making an edge look like a dashed line. To avoid this, the Canny edge algorithm uses
two thresholds, a high and a low. Any pixel in the image that has a value greater
than T1 is presumed to be an edge pixel, and is marked as such immediately. Then,
hysteresis step determines any pixels that are connected to this strong edge pixel and
that have a value greater than T2, which are also selected as edge pixels.
The final edge image is divided into N regions. For each region, the dominant
edge angle is computed, and these N angles, which forms the shape descriptor vector,
characterize the brief shape of the object. Since the object images are subdivided into
equal number of regions, the size of the object image, or the size of the object itself
has little influence on this shape descriptor. Hence, the descriptor is size invariant,
but not invariant to rotations, which sufficiently serves the purpose of the research in
question. The method of computing the dominant edge angle in each region is to find
the best fitting linear line y = β1x+β2 of the data, i.e., the edge pixels. The solution
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to this problem can be rephrased as finding a linear line that the sum of distances
(errors) between the data and the line is minimized. If the region has n number of
edge pixels with coordinates (x1, y1), · · · , (xn, yn), we have an overdetermined linear
system:
β1x1 + β2 = y1
β1x2 + β2 = y2
...
β1xn + β2 = yn,
(40)

















, or Xβ = y. (41)
The best solution β̂ is the one that minimizes




E(β)2 = ‖y −Xβ‖2 = (y1 − β1x1 − β2)2 + · · ·+ (yn − β1xn − β2)2. (43)










= −2x1(y1 − β1x1 − β2)− · · · − 2xn(yn − β1xn − β2) = 0,
∂E(β)2
∂β2
= −2(y1 − β1x1 − β2)− · · · − 2(yn − β1xn − β2) = 0.
(44)
The above equation can be written in matrix form as
(XTX)β = XTy, or









Once β̂ is solved, the dominant angle for the region is calculated using
φ = arctan β̂1, (46)
which forms the shape descriptor vector p,
Φ = [φ1, φ2, · · · , φN ]T . (47)
The overall process of creating an edge map and computing a shape descriptor is
shown in Figure 41. Here, the image is divided into N = 16 regions.
(a) original image (b) edge image (c) shape descriptor
Figure 41: The edge map of the object image is computed using the Canny edge
detector and divided into sub-regions. For each region, the dominant edge angle is
calculated using the linear least squares fitting.
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5.3.2 Shape-descriptor Evaluation
To evaluate the proposed shape descriptor, we have collected 40 cropped images that
consist of 32 object images and 8 random images from the scenes. The 32 object
images fall into one of the object groups in Table 7. Different rings are grouped
together since they share a common shape, and the same rule applies to the stacking
cups. All other objects are individually grouped.






object3 object4 object5 object6
object7 object8
Each image in the test set is compared to all other test images including itself.
The graph in Figure 42 shows the distances between the sample object and some
other object images in the test set. Recall that the range of the normalized distance
metric for the shape descriptor is 0 ≤ δ(pi,pj) ≤ 1. As shown in the figure, the size
variation of the object does not affect the shape matching: The distance is 0.0202
when the object is reduced to 50% and 0.0176 when enlarged to 150%. If the distance
between the shape descriptors is within a threshold, the two objects can be seen as
a match. According to the experiment, setting the distance threshold to λ = 0.22
resulted in the best performance.
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Table 8 is a confusion matrix for the recognition result of the whole test set
with λ = 0.22. Shaded regions indicate which object each image belongs to, and the
numbers inside the parenthesis show how many object images there are in the test set.
The recognition rate was computed by multiplying the probability of the recognized
true positives and the probability of the recognized true negatives. The performance
of the proposed shape descriptor was 0.84, i.e, 84%.










Figure 42: Test object in Figure 41 is being compare to other objects. Experiment
result shows that the shape descriptor is size-invariant, and the best distance threshold
is λ = 0.22.
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Table 8: Confusion matrix for the shape matching result using the shape descriptor.
Shaded regions indicate which object each image belongs to, and the numbers inside






































































image1 4 2 1 2 0 5
image2 4 2 2 0 4
image3 4 1 1 1 1 0 4
image4 4 1 2 1 1 0 5
image5 1 4 1 1 1 0 4
image6 2 4 2 0 4
image7 2 4 1 1 0 4
image8 1 4 2 0 3
image9 3 1 1 1
image10 3 1 1 1
image11 1 4 2 0 3
image12 1 4 2 1 0 4
image13 1 4 1 0 2
image14 1 1 4 1 1 0 4
image15 2 4 1 1 1 0 5
image16 1 4 2 1 0 4
image17 1 1 4 1 0 3
image18 2 2 1 1 4 1 1 0 8
image19 1 1 4 2 0 4
image20 1 1 4 1 1 0 4
image21 3 2 1 4 0 6
image22 1 1 3 1 2
image23 1 1 1 2 3 1 5
image24 2 2 4 0 4
image25 3 1 0
image26 1 1 3 1 2
image27 2 2 0
image28 4 0 0
image29 4 0 0
image30 1 1 3 1 2
image31 1 4 0 1




Exploratory play emerges by four months of age and includes behaviors such as simple
repetitive object manipulations [29]. One of the later evolving types of play include
relational play such as putting blocks in a cup. Such relational play defines our task-
objective feature, which is the main objective of the current play task. Whether it
is a stacking or an inserting operation, it describes how a person manipulates the
primary-object in relationship to the secondary-object.
As described in Chapter 3, the task-objective feature is recognized using the se-
quence of the most likely hidden Markov models (HMM) of the play primitives.
5.3.4 Size and Color Descriptor
The size ratio between the primary-object and the secondary-object and the colors of
the toys are also computed during preprocessing. The object colors extracted during a
preprocessing step for object tracking, which was explained in details in Section 3.3.3.
The color is represented in two dimensional hue and saturation value, and is put into
the closest color bin. Thus, the color γ is expressed as
γ = {color0, color1, color2, color3, color4, color5}. (49)
which typically represents red, blue, green, yellow, purple, and orange in the play
case. When detecting color, the size of the toy is approximated using the number of





, if NAi ≤ NBi
−NBi
NAj
, if NAi > NBi
. (50)
where NAi is the average number of pixels calculated over 15 frames that represent the
primary-object with color i, and NBj is the average number of pixels that represent
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the secondary-object with color j. Note that the cases with NAi = 0 or NBi = 0
indicate no objects were detected.
5.4 Evaluation of IIBL
5.4.1 Experimental Setup
First, we collected 30 video sessions of inserting and stacking tasks for evaluation.
The videos were recorded from various locations including participants’ homes, clinics,
and our lab. The participants’ ages ranged from 5 to 40 (sample size Ns = 30, mean
m = 15.17, standard deviation σ = 9.07), and each session consisted of 5 to 12 turns
of object manipulations. The participants were given a set of varying toy objects and
were asked to generate a task rule prior to engaging in a session. Some examples
of task rules were inserting all blocks of certain size into a bin, stacking blocks with
a color sequence, and inserting blocks to same colored cups. After the first task
execution, the toy objects were rearranged and the participants were asked to repeat
the task following the same rule. The first task sessions were used for training, and
the latter sessions were collected for evaluation.
5.4.2 Task Case-base Training
The training phase is a period dedicated to collecting cases to create an initial task
case base. During this period, the teacher demonstration is used to seed the task
policy exploration process modeled by the retrieval-mapping function. The case base
could be trained prior to
A video session used for training an inserting task is illustrated in Figure 43. In
this example, the participant is inserting blocks one at a time in the red bin. In
Table 9, each turn is segmented into case-descriptor features, which consists of a
task objective, manipulation trajectory, shape descriptors and colors of the objects
(presented as figures for better illustration), and a size ratio of the two. Each turn
becomes the problem, while the succeeding turn becomes the solution. The problem
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and the solution descriptor pair forms a task case and is stored in the case base
(Figure 44).
(a) (b) (c) (d)
Figure 43: A training video session: A participant demonstrating an inserting task.
Table 9: Corresponding cases of the training session illustrated in Figure 37.
Subject#:02 Session#:03 Total-time:15 sec #-of-turns:4






The derived solution is converted into vocal script and gestures to generate interaction
behaviors on a robotic agent. Here, participants are engaged in a similar task as shown
in the video sessions. After the participant initiates a turn, the robot responds by
turning its head and pointing towards the next primary and secondary objects while
speaking a script generated using adapted solution features (Figure 45).
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Figure 44: Each turn and its subsequent turn in Table 9 become a problem and a
solution to form a task case, which is stored in the task case base.
(a) Vocal Script: “Next, I would pick up
the green object and move up-left-down
then insert to the larger red object.”
(b) Vocal Script: “Next, I would pick up
the blue object and move upright-right-
down then stack on the larger orange ob-
ject.”
Figure 45: The embodiment mapping generates multimodal interaction including
vocal and gestural behavior on a robotic agent.
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5.5 Evaluation Results and Discussions
In this section, the evaluation results of the learning performance of the IIBL system
are presented. The solutions generated using the two instance-retrieval methods, k-
nearest neighbors (k-NN) and the proposed IIBL feature weighting, were compared.
The instances were acquired during participants’ demonstrations of the task. The
participant’s provided demonstrations according to the task goal they had specified
before the trials. These case bases were evaluated with the video sessions collected
for testing. The snapshots of a task scene in Figure 46 was one of the test sequences
used for evaluations with the IIBL system built for the example training task in
Figure 43. The problem descriptor for each individual turn is listed in Table 10. This
specific session shared the same task objective with the example task, but the objects
presented were slightly different. Among the five objects used during the training
phase, four objects re-appeared and one was removed from this scene. In addition,
two objects were introduced to the task space. With this setup, we were able to
evaluate the following conditions:
(a) (b) (c) (d)
Figure 46: Participant demonstrating an inserting task used for evaluation of the
IIBL framework.
1. When there exist an exact match to the problem and the retrieved solution.
(Figure 46(b))
2. When there exist an exact match to the problem, but no exact match to the
retrieved solution. (Figure 46(c) & Figure 46(d))
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Table 10: Query instances of the testing session illustrated in Figure 46.
Subject#:05 Session#:01 Total-time:7 sec #-of-turns:4





3. When there is no exact match to the problem. (Figure 46(a))
In the following, a qualitative comparison of the solutions generated using k-NN
and IIBL is presented.
5.5.1 Using k-NN Equally Distributed Feature Weights
1. When there exist an exact match to the problem and the retrieved solution.
This condition corresponds to Case (b) in Table 10. The introduced problem is
depicted below:
The following problem and solution pair was retrieved using k-NN:
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The primary and secondary objects that match the retrieved solution were
present in the current scene. The following object pair was successfully rec-
ognized:
2. When there exist an exact match to the problem, but no exact match to the re-
trieved solution.
This condition corresponds to Case (c) and Case (d). First, the introduced
problem in Case (c) was:
Once again, the closest case was successfully retrieved.
However, now in the scene in Figure 46(c) there was no longer an exact primary-
object match to the retrieved solution. Still, the reuse step attempted to find
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the best match among the objects that were present. The predicted solution
was:
The prediction was not suitable for the task objective, and the reason the sys-
tem selected this object was because the distance between the shape descriptors
was relevantly smaller than the other remaining objects. Now, let’s take a look
at the introduced problem and the retrieved case in Case (d).
The objects in the retrieved solution did not exist in the scene (Figure 46(d)),
so the closest solution was generated:
Again, though the shape matching was not one of the task objectives, the equally
distributed weights had no control over prioritizing one feature over another.
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3. When there is no exact match to the problem.
This condition corresponds to Case (a). The problem introduced was:
This time, a case that directly matched the introduced problem did not exist
in the case base. The closest case that was retrieved was:
The retrieved case aligned with the task goal, and the closest solution was gen-
erated:
Since the new problem-solution pair adhered to the task objective, this new
case was stored in the case base during the revise/retain step of the IIBL.
5.5.2 Using IIBL Feature Weighting
The objective of the given task examples, Figure 37 and Figure 46, was to put small
blocks into the big red bin. The trained weight values are depicted in Figure 47. Note
that the shape and the color of the secondary object received highest weights along
with the task objective and the object-size ratio.
The retrieved cases and the adapted solutions for each condition are as follows:
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objective primary	  shapesecondary	  shapesiz 	  ratio primary	  colorsecondary	  color














Figure 47: IIBL weights trained after nine demonstrations of an inserting task.
1. When there exist an exact match to the problem and the retrieved solution.
The retrieved instance according to the new distance metric predicted the fol-
lowing solution:
Which was not an exact match to the retrieved solution, but the newly gener-
ated solution conforms to the task objective no less.
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2. When there exist an exact match to the problem, but no exact match to the re-
trieved solution.
Recall that when the weights were equally distributed, the system generated an
outlier solution for this problem. This time, the retrieved case and the adapted
solution were:
Similarly, when Task-(d) was queried to the system, an instance that had the
most similar size ratio was retrieved:
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However, since the only object left in the scene (Figure 46(d)) was not close
enough to the retrieved solution, the system returned “no match”.
3. When there is no exact match to the problem.
Though the primary-object in this problem hadn’t been seen before in the sys-
tem, the trained feature weights retrieved a previous instance and its solution
that most closely mimic the size ratio of the two objects.
Once again, the predicted solution was within the task objective.
5.5.3 Discussion
In the previous sections, we overviewed how the solutions generated from k-NN and
IIBL differ in an inserting scenario. IIBL showed better tolerance and adaptation
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to generating a correct prediction when the solution space of the task domain is in-
complete. Figure 48 compares various play scenarios executed by the participant and
the task behavior deduced by the IIBL framework. For each task, IIBL extracted
problem-solution pairs from the participants’ demonstrations and performed gener-
alization through training a set of feature weights according to their contribution
toward categorization. Figure 49 shows the result of generalization in the form of
trained feature weights using multivariate linear regression for various tasks intended
by the participants.
Next, error rates were analyzed for the three methods that were used to provide
task-behavior predictions. The direct computation method used what was observed
as a query to find the best matching primary and secondary objects remaining in
the scene without retrieving any solution. The k-NN used equally weighted sum of
feature distances as a retrieval mechanism, and lastly, IIBL trained the feature weights
during user demonstration which was used towards designing a retrieval function.
In Figure 50, the task scenarios intended by the participants were categorized into
6 different general inserting and stacking task objectives. The numbers inside the
parenthesis indicate the numbers of different scenarios in that category. For the
video evaluations, the solutions generated by each system were manually labeled right
and wrong. During human-robot interaction, participants were asked to perform the
solution generated by the robot if the robot’s prediction was right, and to demonstrate
the correct behavior if not. The methods that used prior solutions as a starting point
for making predictions about a new solution performed significantly better than a
direct computation, and IIBL produced less errors than k-NN.
5.6 Summary
In this chapter, the proposed IIBL framework was used to model object-based play
scenarios. Various block inserting and stacking tasks were the target scenarios as
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Figure 48: Various block inserting and stacking tasks modeled using an IIBL frame-
work.
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objective primary	  shapesecondary	  shapesiz 	  ratio primary	  colorsecondary	  color objective primary	  shapesecondary	  shapesiz 	  ratio primary	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objective primary	  shapesecondary	  shapesiz 	  ratio primary	  colorsecondary	  color
0.182 0.07 0.221 0.121 0.203 0.203 1
0.174 0.132 0.175 0.162 0.175 0.182 1








































(a) “Stack cups from the largest to the small-
est.”
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(b) “Put red objects in red bin, and blue objects
in blue cup.”
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(c) “Stack all green blocks.”
Figure 49: Task objectives generated by the participants and the results of trained
adaptive feature weights. The dashed lines indicate the results after using 50% of the
training data, and the solid lines show the results after using 100% data.
these scenarios involve the most prevalent forms of object manipulation in the first
five levels of child’s development. Furthermore, such shared play environment with
block objects encouraged participants to create their own task objectives which in
turn provided a great setting for IIBL framework evaluations.
The process of task modeling involved conducting studies to extract motion prim-
itives and designing instance-based framework to incorporate other features of the
block stacking and inserting tasks. A study was conducted to survey what compo-
nents of the task people would use to convey task knowledge to others. The partic-
ipants were introduced to the current skills and perceptual capabilities of the robot,
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error	  rate Direct	  Comp. k-­‐NN IIBL
Insert	  blocks	  into	  a	  bin	  (6) 0.472222222 0.29166667 0.08333333
Insert	  blocks	  into	  same	  colored	  
bins	  (6) 0.583333333 0.26388889 0.09722222
Stack	  blocks	  of	  the	  same	  color	  (6) 0.388888889 0.30555556 0.16666667
Stack	  cups	  in	  a	  descending	  order	  
(6) 0.291666667 0.20833333 0.125
Stack	  blocks	  in	  a	  predifined	  
sequence	  (6) 0.486111111 0.16666667 0.11111111
Insert	  blocks	  in	  a	  predefined	  
sequence	  (6) 0.541666667 0.13888889 0.125
error	  rate Direct	  Comp. k-­‐NN IIBL
Insert	  blocks	  into	  a	  red	  bin	  (6) 0.472222222 0.29166667 0.08333333
Insert	  blocks	  into	  same	  colored	  
bins	  (6) 0.583333333 0.26388889 0.09722222
Stack	  blocks	  of	  the	  same	  color	  (6) 0.388888889 0.30555556 0.16666667
Stack	  cups	  in	  a	  descending	  order	  
(6) 0.291666667 0.20833333 0.02777778
Stack	  blocks	  in	  a	  predifined	  
sequence	  (6) 0.486111111 0.16666667 0.11111111
Insert	  blocks	  in	  a	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Figure 50: Comparison of error rates using direct computation, k-NN, and IIBL for
generating task behaviors in various task scenarios. The scenarios were categorized
into general inserting and stacking task objectives.
and their feedback triggered the development of additional feature-extraction meth-
ods. The task-primitives research presented in Chapter 3 was used to extract task
objectives and manipulation behaviors, and the object-tracking algorithm was used
to obtain object-related attributes such as the color and size. A fast scale-invariant
shape descriptor was developed to compute a vector of regional edge angles to repre-
sent the shape of an object.
The IIBL framework was evaluated against various play scenarios. The partici-
pants created their own task goal and provided demonstrations of the task. A retrieval
function was designed for every task objectives by computationally modeling the de-
gree of contribution of each instance feature. The task features were assigned with
weights that maximized the overall reward function. Afterwards, the generated solu-
tions of the IIBL framework was compared to the predicted solutions using the k-NN.
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A qualitative approach evaluated the system in three categories of possible query con-
ditions, and the results showed that the IIBL method provided better adaptation to
the task goals. A quantitative result reported that the instance-based methods, i.e.,
IIBL and k-NN, took less time to produce a solution compared to a direct compu-
tation method which used no prior information to generate predictions. IIBL also
outperformed both k-NN and direct computation in producing solutions that con-
form to the task goal intended by the participants. A robot learner equipped with
the IIBL framework successfully engaged in tasks with participants by suggesting the
next moves using vocal and gestural behaviors.
Though the IIBL framework successfully produced better and faster predictions
of the task turns compared to other methods, the current setup in a shared physical
workspace posed difficult challenges to fully engage robot learners with children. Since
our primary goal regarding the application domain is to deploy robot learners in
various settings including children’s homes, play clinics, and classrooms, the necessity
of additional sensors placed around the workspace and the need to calibrate them
defeated our purpose. Also an unpredictable behavior of children was difficult to take
into account when designing the system. Tasks were often not conducted within the
robot’s field of view, and the system not performing robustly affected the quality of
the interaction. To address these limitations, a new experimental system design was
proposed using a commercially available touchscreen tablets.
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CHAPTER VI
ROBOT LEARNER IN A SHARED TABLET
WORKSPACE
One of the key elements for building a long-term robotic companion is incorporating
the ability for a robot to continuously learn and engage in new tasks. Utilizing a
defined workspace that provides various shared content between human and robot
could assist in this learning process. In the previous chapter, a robot learner was able
to learn and adapt to different scenarios of object-based play through an interactive
instance-based learning (IIBL) method. In this chapter, we explore integrating a
touchscreen tablet and a robot learner for engaging the user during human-robot
interaction scenarios. We discuss results from the Angry Darwin Expedition, in which
our robot Darwin learned to play a strategic game “Angry Birds” from various users.
During a six-month period, over 130 people interacted with the robot learner including
90 children, among which 33 participated in the formal experiment.
In addition to measuring the learning performance of our robot learner, we mea-
sure how the varied system’s learning models leverage the level of participant’s engage-
ment. The robot learner’s domain-independent core reasoner follows the structure of
instance-based learning which addresses the issues of acquiring knowledge, encoding
cases, and deducing a retrieval metric. The system utilizes demonstrations provided
by the user to auto-populate the knowledge base through natural interaction methods
and encodes instances based on the feature structure provided by the human teacher.
We have proposed two models for designing an adaptive-weighting retrieval function,
first using linear regression in the feature-distance space and second through sensi-




In this chapter, the user teaches a task to the robot in a shared tablet workspace and
intuitively monitors the robot’s behavior and progress in real time through a tablet
environment. In this setting, the user is able to interrupt the robot and provide
necessary demonstrations at the moment learning is taking place, thus providing a
means to continuously engage both the participant and the robot in the learning
cycle. First, the challenges we faced while the robot was engaged in a physical shared
workspace are discussed, and the benefits of restraining the task space using a tablet
and utilizing its virtual space for real-world applications are introduced.
6.1.1 Challenges
In the real world, human-robot interaction doesn’t necessarily happen in face-to-face,
one-on-one situations, nor does it take place in a controlled environment where robot
sensors collect and interpret data as expected. In fact, when we deployed our robot
in Chapter 5, we faced the following challenges.
• Unpredictable environment: In addition to the main environmental perception
using RGB data from the camera, we explored methods of combining RGB-D
data (RGB and depth information from infrared depth imaging device, Kinect
[34]) for improved object tracking and auditory extraction (speech and voice-
direction recognition from a microphone) for detecting start and an end of
a demonstration. Though the system performed well in a lab setting, when
the robot system was brought to the clinics and various home environments,
we faced unpredicted challenges that prevented the system from performing
robustly. Often the space was limited to place the sensors in optimal locations
to oversee the task scene, some objects obstructed the sensor’s view, or the
room was poorly lit.
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• Unpredictable behavior: The unpredictable behavior of children and their care-
givers affected the robustness of the system. The tasks were often conducted
outside the system’s field of view. In sessions with children with cognitive or
physical disabilities, a clinician or a caregiver would typically sit close to the
participant. The presence of this additional person often affected the results of
visual tracking and the outputs of processed auditory data. System not per-
forming robustly affected the quality of the interaction that the participants
experienced.
Using a now commonly available touchscreen tablet as a shared workspace, these
challenges were overcome or reduced. When conducting and sharing tasks on the
tablet, the user and the robot exchange interaction while minimizing the uncontrol-
lable variables mentioned above. We have placed our robot Darwin in open-house
events, exhibitions, play-therapy centers, and at homes, in which the system per-
formed robustly while learning and improving from demonstrations provided by the
participants. The advantages of a tablet workspace are discussed in the following
section along with reviews of previous literature using tablets as research platforms.
6.1.2 Tablet Shared Workspace
It is reported that robots can enhance user experience through functioning in conjunc-
tion with applications (apps) on smart devices. Popchilla [14] (Figure 51(a)) combines
an interactive drawing application with a robot that generates motion and sound re-
sponses to user’s input on the tablet. The robotic music-listening companion [55]
(Figure 51(b)) produces on-beat motions to the music playing from the smartphone.
The robot’s rhythmic behavior makes the person feel like they are sharing the ex-
perience, and the person perceives the event as more enjoyable. Other examples
include robots to which users can mount their smartphones that engages the users by
animating their devices [13] (Figure 51(c)).
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(a) Popchilla: an interactive robot with a
drawing app [14].
(b) Travis: a robotic music-
listening companion [55].
(c) Romo: a smartphone
mobile robot [13].
(d) Sandtray: providing context to unstruc-
tured social human-robot interaction [10].
Figure 51: Robot companions enhance user’s experience with smart devices.
As a research platform, touchscreen devices function as shared workspaces and
reduce perceptual uncertainties. In LfD, there are several methods for recording a
teacher’s demonstration [4, 20, 85]. In these scenarios, the uncertainty of environ-
mental perception always poses a difficult challenge, including tracking the teacher’s
motions or recognizing the human’s social cues. The tablet platform reduces such
uncertainty since the touchscreen provides quantified sensor data from the gestural
behavior of the user. The development environment and the vast amount of apps on
the market facilitate the process of designing and implementing a task with control-
lable modalities. Such benefits of deploying a touchscreen-based medium for studying
interactions between human and robot have also been discussed in [10] (Figure 51(d)).
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In their work, the touchscreen setup provides context to unstructured social human-
robot interaction. The research is focused on emerging social behaviors of the child
while the embodiment of the robot facilitates naturalistic interaction on the part of
the child.
This dissertation research attempts to solve the limitations that the previous re-
search efforts haven’t addressed. Until now, most tablet-based robots exhibited simple
reactive behaviors, were teleoperated, or were limited to conducting a single task. We
focus on increasing the utilization of a single robot platform by introducing a robot
learner that can maintain knowledge of multiple tasks. Based on our previous work,
which addresses the efficacy of coupling tablets as a shared workspace with a robot
learner for HRI studies [93], we present a system that could be easily configured to
engage robots with tablet apps.
6.2 Task-Feature Representations
In IIBL, demonstrations are recorded as instances which are formulated as problem-
solution pairs. In a tablet workspace, the structure of a solution consists of start
and end locations of touch-gesture sequences. The easiest way to extract feature
information from the tablet is to design the app so that it sends data packets at
some sampling rate. Deciding what data to extract from the task depends on the
discretion of the user. In the following, we describe in detail the tablet task that is
used throughout the evaluations. Two pilot studies were conducted to observe what
group features the users thought were was sufficient to learn the task, and how a
retrieval function is trained using the features the pilot testers chose.
6.2.1 Task Description: Angry Darwin Expedition
We have applied the proposed IIBL framework during Angry Darwin Expedition,
in which our robot, Darwin, learned to play a strategic game “Angry Birds” on a
shared tablet workspace from various users. During a six-month period, over 130
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Figure 52: The IIBL framework was applied to a strategic game on the tablet.
people interacted with our robot learner including over 90 children, among which 33
participated in the formal experiment.
The task’s objective was to shoot the bird to destroy all enemies either by directly
aiming at them or knocking down the surrounding structures to collapse them (Fig-
ure 52). Though the task may seem simple, it is actually a quite complex task if we
were to mathematically model the physics behind the game components, such as the
bird, enemies, wooden planks and stone barriers. However, for humans with natural
ability to process spatial information, this becomes a task a young child could solve
with trial and error. Thus, though a precise policy cannot be generated, time and
computational cost for modeling a task is greatly reduced by reusing the solutions
from previously observed instances.
6.2.2 Pilot Study I: Task-feature survey
A pilot study was conducted with eight participants to select task features that they
would want the robot learner to extract instances from. The participants each played
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four different game scenarios as shown in Figure 52. The goal of the task was to not
just complete each level, but to maximize the score. Figure 53 shows the features the
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Figure 53: Task features listed by pilot-study participants.
Among the listed features, the bird’s launching angle and intensity are obviously
the solution features of this task. The score, number of remaining pigs, and their
locations received the most votes among the problem features. Note that the feature
sets of the participants #3 and #5 are equal in size and include the three most voted
features. At the same time, the two sets include different group of features among
the next most voted features: the level, remaining number of birds, and the location
of the structures. In the following, another pilot study was conducted for training
retrieval functions using these two feature sets.
6.2.3 Pilot Study II: Training retrieval functions
The training data was gathered from eight pilot-study participants. The partici-
pants conducted four subtasks each, and the weights were trained using the two IIBL
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methods: locally weight regression (LWR-IIBL) and neural network-based sensitivity
analysis (NNSA-IIBL). Figure 54 shows the result using two different feature sets
derived from the earlier study. In all methods, the score is the most dominant fea-
ture. This aligns with the fact that the success of the task is driven by the highest
game score, which has high correlation to how many enemies were destroyed. In
Section 6.4, we will use the four retrieval functions derived from the pilot study to
conduct evaluations of the IIBL framework.
level remaining	  birdsremaining	  pigspigs	  location score
initial	  weight 0.2 0.2 0.2 0.2 0.2
NNSA-­‐IIBL 0.1523 0.0723 0.152 0.243 0.3804 1
LWR-­‐IIBL 0.05715217 0.03275217 0.08496957 0.38669565 0.43843043 1
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mass
S	  center	  of	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  pigspigs	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  weight 0.2 0.2 0.2 0.2 0.2
NNSA-­‐IIBL 0.273 0.181 0.132 0.165 0.333 1.084










remaining	  pigs	  pigs	  loca1on	  
score	  








W	  center	  of	  mass	  
S	  center	  of	  mass	  
remaining	  pigs	  pigs	  loca1on	  
score	  
LWR-­‐IIBL	   NNSA-­‐IIBL	  
(a) Feature set I (Participant #3)
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(b) Feature set II (Participant #5)




Once again, Darwin was chosen as a robotic platform to conduct experiments with
participants on a shared tablet workspace. Darwin performed very robustly through-
out the Angry Darwin Expedition in various settings, successfully delivering its learn-
ing behavior. First, Darwin’s manipulators were programmed to manipulate objects
on the screen. Darwin’s physical restraints made it difficult for the robot to pro-
vide consistent touch pressure across the entire region of a tablet surface from one
sitting position, and addressing the issue was outside the scope of this dissertation.
Instead, Darwin was designed to practice synthesized touch behavior through wireless
communication to the tablet. Along with the manipulation behavior, Darwin’s gaze
was directed towards the object movement on the tablet. Figure 55 shows the robot
manipulating an object on the screen.
Figure 55: Darwin demonstrating hand-eye coordination while manipulating a red
object on the tablet workspace through synthesized touch events. The gaze following
helps the user feel the robot is more attentive and interactive.
Additionally, Darwin’s vocal and gestural behaviors were designed to express four
different states: positive and negative emotions, conversation mode, and idle. Dar-
win’s vocal behavior mimics that of R2-D2’s 1. Each behavior group holds six to eight
different vocal and gestural primitives. Some of the gestural behaviors are depicted
in Figure 56. When retrieved, a random combination of vocal and gestural primitives
1R2-D2 is a robot character in the Star Wars universe. R2-D2’s mechanical voice expresses
emotion through intonation in its beeping sound effect.
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is formed within the group. The robot is induced with a passive personality, meaning
Darwin will retract its motions and wait for his turn whenever the teacher reaches




Figure 56: Darwin’s gestural behaviors: (a)-(d) Positive emotion, (e)-(f) Negative
emotion, and (g)-(i) Conversation mode
6.4 IIBL Performance Evaluation
For evaluation, we recruited 33 participants (mean age m=18.27, standard deviation
σ=8.56) including 19 children (m=12.26, σ=4.16). The participants were to teach
a virtual game, shown in Figure 52, to Darwin. We analyzed data collected during
various events on campus during a two-month period. Groups of local school students
and younger children, some with special needs, were invited to observe and participate






Figure 57: Participants interacting with the robot learner. The experiment was
conducted in an open-house styled setting with a group of local school children. Each
participant engaged in two experiments in which the robot demonstrated different
case-retrieval strategies.
For this experiment, participants were asked to teach two robots a strategic game
on the tablet (Section 6.2.1), in which the player had to control the launching angle
and the power of a bird to destroy enemies either by directly aiming at them or
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knocking down the structures. The structure of the game makes various strategies
possible to complete each level within a given number of attempts. A total of 33 sets
of instance bases, including a total of 1,596 demonstrations and an average of 48.36
demonstrations per participant, were collected for evaluations. For training, datasets
collected during the pilot studies in Section 6.2.2 and Section 6.2.3 were used.
In this section, the performances of the IIBL methods are evaluated against k-NN
in their effectiveness and efficiency. Twelve problem scenarios in Figure 58 were used
in the evaluation using 33 sets of case bases collected from the participants.
Figure 58: Twelve problem scenarios of the task used for evaluations.
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6.4.1 Evaluation I: Effective Learning
The first hypothesis in regards to the learning performance was that the IIBL methods
produce comparable task performance against the average performance of the demon-
strator. In Table 11, performances of generated solutions from k-NN, LWR-IIBL, and
NNSA-IIBL methods are compared to an average performance of the demonstrations
provided by the participants. With varying k (number of retrieved cases), distances
are computed between the query point and the problems in the case base using each
retrieval method. Then the performance of each retrieved solution is evaluated using
a logarithm of the earned game score.
Table 11: Mean performance (log(score)) of instance-retrieval methods compared to
participant demonstrations with the feature set I.
k k-NN LWR-IIBL NNSA-IIBL Participants
1 4.14±2.23 5.12±0.93 5.49±0.61 3.75±2.02
2 4.02±2.02 4.97±0.76 5.15±0.43 -
3 4.13±1.72 4.78±1.08 4.91±0.21 -
4 3.96±1.46 4.89±0.86 4.76±0.09 -
5 3.11±1.87 4.12±0.82 4.34±0.12 -
6 2.79±0.92 3.82±0.44 3.86±0.13 -
Overall, the result shows that the average performance gradually decayed as k
increased, and the confidence interval was larger when the solution depended on less
retrieved instances. IIBL methods outperformed k-NN and produced more stable re-
sults (smaller confidence interval). When k = 4, IIBL performed on average 21.84%
better than k-NN and 28.67% better than the average performance of the partici-
pants’ demonstrations. The performance of the participants was averaged over all
demonstrations given throughout the experiment which included the ones that were
not necessarily successful or high quality. A rather large confidence interval of the
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teacher’s performance reflects such fact.
Table 12 shows the evaluation result using a different feature set. The previous
observations are consistent with this feature as well. At k = 4, IIBL performed
11.87% better than k-NN and 15.90% better than the participants’ demonstrations
on average.
Table 12: Mean performance (log(score)) of instance-retrieval methods compared to
participant demonstrations with the feature set II.
k k-NN LWR-IIBL NNSA-IIBL Participants
1 4.26±1.92 4.72±1.21 5.04±0.83 3.05±1.94
2 3.98±2.13 4.26±0.86 4.67±0.42 -
3 3.72±1.74 3.92±0.86 4.15±0.27 -
4 3.16±1.32 3.32±0.72 3.75±0.32 -
5 2.67±1.21 3.25±0.43 3.25±0.21 -
6 2.42±0.86 3.06±0.32 3.19±0.15 -
When distances between the query point and the instances in the case base are
plotted, it clearly shows which cases are likely to be retrieved. In Figure 59, the
regions of instances with the highest probability of being retrieved are more red than
others, gradually transitioning into blue regions that are less likely to be selected.
While k-NN in both feature sets shows scattered plots of likely retrieved instances,
IIBL methods show better consistency between the likely retrieved solutions and
their resulting performance when applied to a given problem. In other words, the
instances retrieved by the IIBL methods have higher probability of producing the
best performance, while k-NN doesn’t guarantee that the instances most similar to
the query point will generate good performance. The instances retrieved by k-NN
differed from the ones retrieved by the IIBL methods, while the cases selected by
the two IIBL methods were much similar. The two methods also agreed well on the
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ordering of the relevance of the input variables. According to the plots, NNSA-IIBL
produced more stable results (standard deviation σd from the linear fitting line = 1.15)
compared to LWR-IIBL (σd = 5.67) among different query points. The evaluation
results suggest that NNSA-IIBL is more stable and performs slightly better than
LWR-IIBL.
6.4.2 Evaluation II: Efficient Learning
Next, the second hypothesis regarding the learning efficiency has been evaluated:
We hypothesized that the IIBL methods reduce workload, i.e., reduce the number of
demonstrations required to achieve the same amount of system performance, com-
pared to the k-NN approach. We gradually increased the size of the case base with
the instances collected from the participants and measured each method’s perfor-
mance. A total of 1,596 instances were added four at a time in a random order.
Each method’s performance was measured against the twelve problem scenarios in
Figure 58. The result with k = 4 is depicted in Figure 60. According to the ex-
periment, IIBL methods’ performance increased faster then k-NN. LWR-IIBL took
162 instances, NNSA-IIBL took 153 instances, and k-NN took 212 instances to reach
within the 95% convergence for all query points. On average, IIBL required 34.60%
less instances to solve all twelve problems with the best performance. If a sufficient
number of cases populate the problem space, IIBL and k-NN’s performance will even-
tually converge. That is, if the number of high-performance demonstrations for each
possible problem increases, both methods would start retrieving instances with sim-
ilarly high-yielding solutions with little effect of the feature set. However, exploring
all possible problems will increase the teacher’s workload significantly. Therefore,
the IIBL algorithm effectively increased the learning performance while reducing the



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 60: Evaluation of the case-base size and the performance of IIBL methods
compared to k-NN. NNSA-IIBL learned the fastest while k-NN generally required
more instances to produce similar performance.
6.4.3 Discusssion
In Chapter 4, we discussed the possible trade-offs between the linear regression and
the sensitivity analysis with neural networks approach to IIBL. While LWR assumes
a linear relationship between the variables, ANN is known for its capacity to model
nonlinear behaviors. Both methods generated successful predictions for task-feature
contributions, and the retrieval functions recommended by the IIBL methods pro-
duced superior outcomes than k-NN. Throughout the application presented in this
chapter, ANN-based approach to IIBL showed more stable performance compared
to LWR. However, ANN generally requires more data points to achieve good perfor-
mance.
In this section, we have evaluated IIBL methods by comparing them to the
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teacher’s demonstration and k-NN. The two hypotheses regarding the effectiveness
and efficiency of the IIBL methods were validated, and we have observed that IIBL
produces higher performance with less instances than traditional instance-based learn-
ing using k-NN. The two IIBL methods, LWR-IIBL and NNSA-IIBL, agreed in the
ordering of the two most relevant features and the least contributing feature (Ta-
ble 13).
Table 13: IIBL methods’s ordering of the features evaluated by their contribution to
the task.
Feature Set I LWR-IIBL NNSA-IIBL
score 1 1
level 4 3
remaining birds 5 5
remaining pigs 3 4
pigs location 2 2









remaining pigs 5 5
pigs location 3 4
The average performance of NNSA-IIBL was not significantly better than LWR-
IIBL, but it was observed that NNSA-IIBL exhibited much more stable outputs. The
decision of which IIBL methods to use depends on the nature of the given task. If
an online training needs to be performed during learning, LWR-IIBL might be a
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better choice in terms of training time. If the task requires better consistency in the
performance, NNSA-IIBL would be a better approach. Also, if the task variables
are dependent or possess unknown correlation, NNSA-IIBL would model the system
better.
6.5 IIBL Human-robot Interaction Studies
Prior to a formal study, over 130 people interacted with our robot learner during
a six-month period including over 90 children. These people participated in one of
our ”Angry Darwin Expedition” events in which we placed Darwin in various exhi-
bitions, open-house events, and workshops. Attendees were encouraged to interact
with Darwin while teaching him to play Angry Birds. A sign-up sheet was used to
collected interested attendees’ contact information which was later used to recruit ex-
periment participants. From this list, we successfully recruited 33 participants (mean
age m=18.27, standard deviation σ=8.56) including 19 children (m=12.26, σ=4.16).
Children’s gender demographics were: child-female (n = 7, m = 12.71, σ = 3.86) and
child-male (n = 12, m = 11.08, σ = 4.56).
Participants were asked to participate in two sessions involving interaction with a
tablet application. Touch-based gestures with the tablet were logged, and two video
cameras were placed to record the sessions. The log and videos were later used for
system evaluation. In the first session, Session I, participants were asked to interact
with the game, without the robot learner, while the experimenter was present. The
goal of Session I was to collect baseline data for evaluating differences when interacting
with a person versus with a robot. In Session II, the participants were asked to interact
with the robot by teaching the robot learner how to play the game. The participants
were asked to repeat the teaching activity with two different robot learners in Session
II. The experimental protocol is listed in Appendix A. Robots were prepared in
three settings: Robot A (IIBL), Robot B (k-NN), and Robot C (random retrieval
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from the current case base). To prevent ordering effects, participant groups and the
robot-learner combinations were counterbalanced as in Table 14.
Table 14: The number of experiments conducted in each combination and ordering
of the two robots.





In both sessions, it was the participants’ first time interacting with the exper-
imenter and the robot. The structure of the Angry Darwin game makes various
strategies possible to complete each level within a given number of attempts. The
instructions given by the experimenter to the participants was strictly scripted to
avoid any influence it might cause to the participant’s experience. The script was as
follows:
Now, I’d like you to teach Darwin to play the same game. Just teach him in the
same manner you would teach your friend. Provide Darwin with demonstrations
on how to solve each level. Whenever you reach out to provide a demonstration
to Darwin, he will wait for his turn. Continue teaching each level until you are
satisfied that Darwin has learned the level well enough, or you think Darwin has
stopped learning. Later, I want you to show me what you have taught Darwin,
and collaboratively solve each level with him. Darwin may or may not try to
communicate with you, and he may not use human language. Afterwards, I will
ask you some questions about your experience teaching a task to Darwin.
First, we evaluate how the participant’s teaching behavior adapts to the robot’s
different learning strategies. Next, to address the objective of determining if there is
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a difference in the emergence of behaviors initiated by an individual when conducting
a task with a person or with a robot, social behaviors initiated by the participants
were measured as the length of time when eye contact was made or when verbal-
or gestural- interaction behaviors were observed. Lastly, to determine whether the
length of social behaviors differs between typically-developing children and children
with autism spectrum disorder (ASD), we conducted a pilot study with two children
diagnosed with ASD.
6.5.1 Evaluation III: Teaching-behavior Adaptation
The third hypothesis was that the participant’s teaching behavior changes based on
the robot learner’s learning method and performance. First, the efficiency of the
IIBL methods was reflected in the number of demonstrations participants gave to
the robots equipped with different instance-retrieval methods. The average number
of demonstrations given by the participants was: Robot A (m= 21.17, σ=6.44),
Robot B (m= 29.17, σ=10.25), and Robot C (m= 24.15, σ=8.72). On average,
participants provided 37.79% less demonstrations to robots utilizing IIBL retrieval
methods (Robot A) than robots using k-NN (Robot B), while the average performance
of the robots using IIBL was still better than that of the ones using k-NN. In the
questionnaire asking when the participants stopped teaching each robot, majority of
the participants answered “when Darwin cleared each level several times” for Robot
A (63.64%) and Robot B(60.61%), and “when Darwin stopped improving” for Robot
C (51.52%). Figure 61 depicts such participant responses as well as the average
number of demonstrations given to each robot. Participants also spent almost twice
(90.43%) more time with Robot B than Robot A, and 25.87% more with Robot B
than Robot C. Participants spent more time instructing the robot when the robot
was improving slower (Robot B, k-NN), but quickly stopped teaching when the robot
wasn’t responding to the demonstrations (Robot C).
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Batch	  demonstrations Segmented	  batch	  demoCheck	  robot	  after	  every	  demonstation Only	  when	  needed	  after	  checking	  robot
[First	  robot]	  Beginning 7 10 12 4 33
[First	  Robot]	  After	  75%	  of	  time	  elapsed 1 6 12 14 33
[Second	  robot]	  Beginning 0 10 15 8 33
[Second	  Robot]	  After	  75%	  of	  time	  elapsed 0 4 10 19 33
Batch	  demonstrations Segmented	  batch	  demoCheck	  robot	  after	  every	  demonstation Only	  when	  needed	  after	  checking	  robot
[First	  robot]	  Beginning 21.21% 30.30% 36.36% 12.12%
[First	  Robot]	  After	  75%	  of	  time	  elapsed 3.03% 18.18% 36.36% 42.42%
[Second	  robot]	  Beginning 0.00% 30.30% 45.45% 24.24%
[Second	  Robot]	  After	  75%	  of	  time	  elapsed 0.00% 12.12% 30.30% 57.58%
When	  Darwin's	  stopped	  When	  Darwin	  clears	  lev 	  When	  Darwin	  clears	  level	  several	  timesWhen	  I	  couldn't	  provide	  better	  demonstration
Robot	  A 2 21 8 2 33
Robot	  B 1 20 9 3 33
Robot	  C 17 10 1 5 33
When	  Darwin	  stopped	   When	  Darwin	  clears	  lev 	  When	  Darwin	  clears	  level	  several	  timesWhen	  I	  couldn't	  provide	  better	  demonstrAvg.	  number	  of	  demonstrations	  given
Robot	  A 6.06% 63.64% 24.24% 6.06% 21.17
Robot	  B 3.03% 60.61% 27.27% 9.09% 29.17
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Figure 61: Participant responses to when they stopped teaching each robot and the
average number of demonstrations given.
It was also observed that participants’ teaching strategies changed over time (Fig-
ure 62). At the beginning, a group of participants either tried to give sufficient demon-
strations to complete the whole game (batch demonstration, 21.21%) or at least a
segment of each level (segmented batch demonstration, 30.30%). Another group first
concentrated on teaching the robot the concept of shooting the bird by manipulating
the touchscreen, and checking if the robot learnt the behavior after a few demon-
strations (36.36%). By the later half of the session with the first robot, majority of
the participants (42.42%) focused on improving robot’s performance, therefore giving
demonstrations only when the robot was struggling. When it was time to teach the
second robot, less participants attempted to provide batch demonstrations at the be-
ginning and spent more time receiving feedback from the robot. During the later half
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of the session with the second robot, participants showed similar behavior as when
teaching the first robot.
Batch	  demonstrations Segmented batch demonstrationsCheck	  robot	  after	  every	  demonstation Only	  when needed after	  checking	  robot
[First	  robot]	  Beginning 7 10 12 4 33
[First	  Robot]	  After	  75%	  of	  time elapsed 1 6 12 14 33
[Second	  robot]	  Beginning 0 10 15 8 33
[Second	  Robot]	  After	  75%	  of	  time elapsed 0 4 10 19 33
Batch	  demonstrations Segmented batch demonstrationsCheck	  robot	  after	  every	  demonstation Only	  when needed after	  checking	  robot
[First	  robot]	  Beginning 21.21% 30.30% 36.36% 12.12%
[First	  Robot]	  After	  75%	  of	  time elapsed 3.03% 18.18% 36.36% 42.42%
[Second	  robot]	  Beginning 0.00% 30.30% 45.45% 24.24%


























[First	  robot]	  Beginning	   [First	  Robot]	  ALer	  50%	  
of	  Mme	  elapsed	  
[Second	  robot]	  
Beginning	  
[Second	  Robot]	  ALer	  
50%	  of	  Mme	  elapsed	  
Batch	  demonstraMons	  
Segmented	  batch	  demonstraMons	  
Check	  robot	  aLer	  every	  demonstaMon	  
Only	  when	  needed	  aLer	  checking	  robot	  
Figure 62: Change in teaching strategies at the beginning of an interaction and after
75% of the time had elapsed. Participants gradually transition from batch-mode
demonstrations to just-in-time demonstrations.
Through these results, we observed that the participant’s behavior adapted, e.g.,
the amount of interaction, decision wwhen to end the interaction, and the style of
providing demonstrations, based on the robot learner’s learning ability and perfor-
mance.
6.5.2 Evaluation IV: Emergence of Social Behaviors
In general, it was observed that the participants utilized other forms of natural inter-
actions though the robot only could learn from actual demonstrations of launching
a bird. In this section, we validate our fourth hypothesis: Robot learners encourage
participants to initiate more interaction than with another person. The natural forms
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of interaction were measured as the length of time when an eye contact was made or
when verbal/gestural-interaction behaviors were observed. These interactions were
then categorized into instructive and non-instructive interactions. On average, par-
ticipants spent 5 minutes and 42 seconds without the robot and 24 minutes and 5
seconds with the robot playing the game (Table 15). During these times, the ratios
of the duration of social interactions initiated by the participants are measured to
evaluate the significance of the robot effect. While less than 10% of the time was
used to initiate conversation or eye contact with the experimenter, 34.81% of the


































































































































































































































































































































Detailed categories of the interactions are listed in Table 16. Note that these cues
are often observed simultaneously with one another, and the measurement ratio is
calculated against the total time of the interaction. Women initiated more eye contact
and conversation with the robot than men, 24.52% and 39.96% more respectively,
while men used more gestural behavior than women (15.62%). It was also observed
that women used more verbal, and men used more gestural behavior to instruct the
robot.
Table 16: Categorized social behavior exhibited towards the robot.













Instructive 42.67% 33.42% 36.50%
Non-instructive 57.33% 66.58% 63.50%
Following each session, participants were asked a number of questions concerning
their interaction experience with the robot (Figure 63). On a 5-point Likert scale,
from strongly disagree (1) to strongly agree (5), the post-experiment survey reports
that the participants felt their robot was socially interacting with them (m=4.7);
was socially communicating with them (m=3.72); thought Darwin was learning from
them (m=4.33); teaching Darwin was similar to their friends (m=4.01); and thought
the robot enhanced their overall experience with the task (m=4.8). The survey form
is attached in the Appendix B.
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Staggered Bars/ Likert Values Combo (Complete)
The game was more fun
when playing with Darwin.
Darwin was socially 
interacting with me. 
Sharing the tablet with 
Darwin enhanced my 
experience with the tablet.



























Figure 63: Post-experiment survey reports that the participants felt their robot was
socially interacting with them and enhanced their overall experience with the task.
(Graph depicted in 5-point Likert scale, from strongly disagree (1) to strongly agree
(5))
6.5.3 Evaluation V: Pilot Study with ASD Children
Here, we report notable findings from a pilot study with two high-functioning children
with autism spectrum disorder (ASD) compared to the typically developing children’s
group we have evaluated in the previous section. Avoiding interaction with other
people is one of the key characteristics observed in children with ASD. The first
participant (male, age 9), Figure 64(a), demonstrated close to average occurrences
of social behaviors when the robot was present compared to the typically developing
group. Out of 12.25 minutes spent in Session I, this child initiated interactions with
the experimenter 2.87% of the time, which was little less than half the time (45%) the
typically developing group had spent. In Session II, he spent 24.33 minutes with the
robot and used 35.12% of the time interacting and instructing the robot. It was 91%
of the time the combined comparison group had spent and 3.78% more than the boy’s
group alone. The observed behaviors were: eye contact (28.23%), gestural interaction
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(a) (b)
Figure 64: A pilot study with two ASD children was conducted to evaluate robot
learner’s effect in encouraging social interaction.
(12.17%), and verbal interaction (28.90%). Table 17 summarizes the findings.
The second subject (male, age 6), Figure 64(b), eagerly participated in the task
but did not initiate any interaction with the experimenter during Session A. He
was excited about the robot’s presence in Session B, but was apprehensive about
engaging in the task due to misunderstanding of the robot’s facial expression and
the autonomous behavior. He spent most of the session (7.56 min) observing the
robot and talking to himself, but also talking to his parent about the robot (28.14%).
Though his interaction wasn’t aiming toward the robot, the robot’s behavior mediated
a conversation with his parent and demonstrated close to 73% of the average time of
the comparison group.
6.5.4 Discussion
In this study, our goal was to assess participants’ acceptance and behavior towards
an interactive robot learner. We examined how participants adapt their teaching
behavior to robots with varying learning strategies and performances. Participants
adjusted the number of demonstrations and the length of interaction that was needed
to instruct each robot to fully learn the task. Based on the learning behavior of the
robot, participants switched their timing when to provide demonstration and when
to stop.
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Table 17: ASD child participant and typically developing children’s average duration



















0.66 0.51 0.56 0.35
Percentage of
social behavior


















13.60 8.31 10.26 8.54
Percentage of
social behavior
45.71% 33.83% 38.75% 35.12%
The second part of the study showed that the participants were motivated to
teach the robot, and this process naturally fostered the emergence of social behaviors.
Participants more actively initiated interaction with the robot than with another
person. The type of interactions were mainly divided into instructing the robot
and observing the robot’s feedback. The human teachers utilized eye contact, gaze,
verbal- and gestural behaviors to interact with the robots, and we observed some
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gender difference in the form of interaction that is used the most. Women used more
verbal instructions while men provided more demonstrations. Post-experiment survey
indicated that the participants felt the robot learners were socially interacting with
them and that the robots improved their experience with the task.
The pilot study with children with ASD also provided some preliminary evidence
in understanding both the limitations of the system, as well as those attributes that
are essential for establishing long-term interaction for engagement. We observed a
child with ASD showing much less interaction with the experimenter, but exhibiting
close to an average initiations of social interactions towards the robot, compared to
typically developing children. Another child started an active discussion about the
robot’s behavior with his parents.
In regard to the overall experience, participants picked the IIBL robot learner as
the most reliable and easiest to teach, but no significant correlation was found in the
level of enjoyment among the progressive learning robots (Table 18). Other responses
from the participants during an open-ended interview is attached in Appendix C.








was easiest to teach 69.70% 30.30% 0
was most reliable 78.79% 21.21% 0
was most enjoyable 39.39% 45.45% 15.15%
6.6 Summary
This chapter presented a novel approach that couples a robot learner with a tablet
that functions as a shared workspace. The goal of this research was to design a
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domain-independent learning system for a robot that continuously motivates engage-
ment of the user. One of the limitations of commercially available robots is that they
fail to provide new content when the user wants. We believe that continuous moti-
vation comes from a continuous supply of new materials, and tablets provide such an
environment. However, though tablets are a popular educational, therapeutic, and
entertainment platform, people rarely exhibit social behaviors when interacting with
the device themselves. By coupling a robot learner with a tablet, we observed the
social behaviors emerging from the participants during an interaction of teaching a
task to the robot.
The experiments were designed to validate our hypothesis regarding the perfor-
mance of the system and the user experience. Evaluations I and II involved measur-
ing the performance of the IIBL robot learner applied to a tablet shared workspace.
Evaluation III explored how the teacher’s behavior changed adapting to the robot’s
learning behavior and performance. Evaluation IV assessed participants’ use of social
cues during interaction with the robot learner. Evaluation V involved a pilot study
with children with ASD. Before the evaluations, we conducted two pilot studies to
reveal what features people focus on when they were describing the task to others.
LWR and NNSA feature-weight prediction methods were applied and compared. In-
stances were successfully acquired through interactive demonstrations on a shared
tablet workspace, which quantized the human teacher’s gestural information into a
state and action pair that becomes stored in memory. Interactive approaches were
utilized to model the IIBL system, and two different feature sets recommended by
the participants were used for evaluations. There were no significant performance
differences between the two feature sets which shared three common features and two
distinct features. It was observed that participants gradually changed their timing of
providing demonstrations to only when the robot was struggling. Though interactive
learning may not be the most efficient way to acquire a lot of instances at a short
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amount of time, it provides an environment to effectively fill in the case base with
necessary knowledge that the robot has not explored yet. Interactive learning also
has shown to improve teacher’s experience of the overall task as well as programming
the robot.
Throughout the chapter, it was revealed that the tablet provided an intuitive envi-
ronment for task engagement with the robot. Robots equipped with IIBL framework
proved their effective and efficient performance and successfully created an interac-
tive environment for interaction with human teachers. Future efforts will focus on
enhancing the autonomy of the system such that the gaming App adapts in direct
correlation to adaptation of the robot’s social behaviors. This will ensure that both
components correlate and grow with the capabilities of the child, as well as ensure
the system is continuously engaging. Also, we would like to broaden our work with
children with disabilities. As part of this future work, we will also study how the
aspects of the robot (movement, sound, emotion expression) might affect interaction.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORK
The key motivation and contribution of this dissertation research has been in design-
ing robot learners that accumulate task knowledge through interactive methods, and
reusing the experience to engage with users in tasks conducted in a shared workspace.
If there are many ways to accomplish a task, the robot learner’s behavior customizes
to that of the teacher’s since the robot generates a solution space that was spanned
by the demonstrations given by the teacher. We have highlighted the transparent
reasoning characteristic of instance-based learning and the large tolerance for model-
ing task features as complement to interactive learning. Interactive methods reduce
the problem of encoding knowledge and facilitates the process of acquiring instances
of the task. The idea behind the IIBL framework is that if the system has a method
of extracting key features that comprises a task and a set of distance functions to
compute similarity between each feature, an instance-based knowledge for learning
can be acquired independent of the task. We also presented regression and sensitivity
measure methods to evaluate the contributing degrees of each feature variables on the
prediction result to be used towards designing a retrieval function. We have shown
results from comparison experiments to validate the effectiveness and the efficiency
of IIBL.
Further research questions have been raised regarding the user’s interaction with
robot learners. We learned that the teacher’s and the learner’s behavior influence
each other. The interaction time and the teacher’s decision of when to end and
when to provide examples are influenced by the performance and the progress of
the learner. We also have derived conclusions that robot learners can have a positive
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impact on encouraging the emergence of social behavior. Using the length of behaviors
initiated by the participants as an indicator for the level of engagement, we have seen
that the amount of social behavior significantly increased when the participants were
interacting with robot learners, including children with ASD.
In the following, the contributions of this dissertation research are summarized,
and the list of publications that resulted from this work is presented. Lastly, recom-
mendations for future work is outlined.
7.1 Contributions
7.1.1 Interactive Instance-based Learning
Motivated by the methods of interactive machine learning and learning from demon-
stration, we have developed an embodied instance-based framework on a humanoid
robot learner that achieves learning from interaction with humans in a shared workspace.
Instance-based learning methods are usually data intensive, and the process of con-
structing a database requires expert knowledge and is often separated from the actual
system deployment. The human-robot teaching and learning scenarios provide a nat-
ural environment for the teacher to endow the learner with the knowledge of key
features that should be extracted from the scene in order to understand the task.
The demonstrations, i.e., pairs of task states and actions, provided by the teacher are
converted into instances that automate the process of case-base accural. By observing
the learner’s execution of the task, the teacher gains an idea of what instances should
be enhanced, thereby making the acquisition process efficient and interactive.
The ability to retrieve and reuse prior experience as well as creating an environ-
ment for interactive learning are both important issues in building a task-independent
learning framework for robots that serve different people’s needs. The evaluation re-
sults showed that IIBL methods provide effective and efficient learning even for tasks
that were not suitable for complete mathematical modeling.
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7.1.2 Feature Weighting of Task Variables
We have presented two feature-weighting methods for designing a retrieval distance
function and computing similarity between instances. The two methods were mul-
tivariate linear regression and an approach using sensitivity analysis with a fully
connected feedforward neural network. The results showed that the solutions re-
trieved by both methods produce better performance and are more stable than those
retrieved by a traditional k-NN regardless of k.
Increasing the explanatory behavior of a learning algorithm is often an issue in
machine learning. When an instance-based approach is combined with rule-based
methods, it can provide a comprehensible knowledge about how it arrived at a given
prediction. By making the reasoning process transparent, IIBL further facilitates the
teacher’s understanding of the robot’s behavior. A hybrid system of IIBL and ANN
successfully modeled nonlinear behaviors of the given tasks. The IIBL retrieves prior
instances based on the similarity measure recommended by the ANN, and triggers
ANN to recommend a new set of feature weights when the human teacher tries to
steer the system, i.e., increases the number of demonstrations judging from the robot’s
behavior, in a different direction.
Secondary contribution of feature weighting is in increasing the tolerance of accept-
able user demonstrations. Demonstrations given by the user cannot be consistently
successful. Even when the retrieved solution is beyond an acceptable threshold, in-
stead of rejecting possible solutions, IIBL prefers to make mistakes that encourages
the human user to observe the robot behavior and provide improved demonstrations
at the right timing and enhance the quality of the case base.
7.1.3 Shared Workspace
The presence of both the teacher and the learner in a shared space makes learn-
ing more interactive. In Chapter 5, the task was conducted in a shared play scene
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with blocks, and in Chapter 6, a novel approach to utilizing commercially available
touchscreen tablets with robot learners was presented. By resolving the limitations
of perceptual uncertainty and human-behavior modeling, a shared tablet workspace
provided a robust environment for evaluating the utility of IIBL methods and con-
ducting human-robot interaction studies. Furthermore, an endless support of context
provided by these state-of-the-art devices encourage robots becoming long-term edu-
cational, entertainment, and therapeutic companions.
7.1.4 Encoding and Extracting Task Features
We developed a mechanism to incorporate human intuition into the task representa-
tion and feature-selection problems. Encoding instances requires many attributes of
the task variables, e.g., what to extract from the task scene, the extraction method,
the data type of the feature, and the similarity function to measure the distance
between two features. In an interactive learning setting, we have observed human
teachers using the keywords that represent feature knowledge. We provided the users
with an interface to let the robot know what features possibly need to be learnt to
understand the task. The selection of these features are not required to be precise
since the IIBL system assigns weights to these features when computing similarity to
maximize the system performance. Experiments showed that systems trained with
different sets of features performed equally well.
In Chapter 3 and Chapter 5, we have proposed and evaluated some feature-
extraction methods for object-based play scenarios. We have developed methods
to model general manipulation behaviors of the play objective and to extract the
task’s goal using HMMs. A fast scale-invariant shape detection algorithm has also
been proposed to facilitate the process of object matching. Further contributions
have been made as we have applied the online training of task primitives to extract
and recognize users’ inputs through an assistive input device, TabAccess.
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7.1.5 Experimental Findings about Teaching a Robot Learner
We analyzed how the teaching behavior adapts to the learner’s learning progress
and performance. It was observed that the total length of teaching depended on
how much demonstration was provided, and the robot that was less efficient, i.e.,
required more demonstrations, encouraged elongated interaction. However, the robot
that didn’t demonstrate progressive learning had no positive impact on the length of
interaction. We also measured the timing of when participants ended teaching and
when they provided demonstrations. For the robots that were progressively learning,
most participants ended teaching when the robots successfully completed each task at
least once. For the robots that randomly retrieved instances, teaching stopped when
the teachers realized the learning wasn’t improving. As learning progressed, most of
the participant’s method of providing demonstrations transitioned from full/partial
batch method to just-in-time intervention. Some participants first focused on teaching
the primitive goal of the task, e.g., shooting a bird, and these participants checked
the robot’s performance after each demonstration. Later on when the learning had
progressed, these participants also transitioned to providing just-in-time teaching.
The interaction with the robot learner positively encouraged the emergence of
social behaviors in participants. More initiations of interaction were observed when
participants interacted with the robot learner compared to when they were interacting
with another person. From a qualitative pilot study with ASD children, we observed
greatly improved rate of social behavior occurrences when interacting with the robot
learner, comparable to typically developing children’s group.
7.2 Publications
The following refereed publications were derived from this dissertation research.
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1. Hae Won Park, Rick Coogle, and Ayanna M. Howard. Using a Shared Tablet
Workspace for Interactive Demonstrations during Human-robot Learning Scenar-
ios. In Robotics and Automation (ICRA), 2014 IEEE International Conference
on.
2. Hae Won Park and Ayanna M. Howard. Engaging Children In Social Behavior:
Interaction with a Robot Playmate through Tablet-based Apps. In Rehabilita-
tion Engineering and Assistive Technology Society of North America Conference
(RESNA), 2014.
3. Ayanna M. Howard, Hae Won Park. Using Tablet Devices to Engage Children
with Disabilities in Robotic Educational Activities. Journal on Technology and
Persons with Disabilities , 2014.
4. Sergio Garcia-Vergara, LaVonda Brown, Hae Won Park, and Ayanna M. Howard.
Engaging children in play therapy: The coupling of virtual reality (VR) games
with social robotics. In Technologies of Inclusive Well-Being. Springer Berlin
Heidelberg, 2014
5. Hae Won Park and Ayanna M. Howard. Interactive Instance-based Learning
and Its Application to Therapeutic Tasks. Late breaking report, In Human-Robot
Interaction Pioneers Workshop (HRI), 2014 ACM/IEEE International Conference
on.
6. Ayanna M. Howard, Sergio Garca-Vergara, LaVonda Brown, and Hae Won Park.
Engaging Children in Rehabilitation through Virtual Reality Robot-Assisted Ther-
apy Approaches. In IROS 2013 Workshop on Healthcare Robotics and Wearable
Systems, 2013.
7. Hae Won Park and Ayanna M. Howard. Tabaccess, a Wireless Controller for
Tablet Accessibility for Individuals with Limited Upper-body Mobility. In ISSNIP
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Biosignals and Biorobotics Conference (BRC), 2013 IEEE International Confer-
ence on.
8. Hae Won Park and Ayanna M. Howard. Providing Tablets as Collaborative-task
Workspace for Human-robot Interaction. Late breaking report in Human-Robot
Interaction (HRI), 2013 ACM/IEEE International Conference on.
9. Luke Roberts, Hae Won Park, and Ayanna M. Howard. Robots and Therapeu-
tic Play: Evaluation of a Wireless Interface Device for Interaction with a Robot
Playmate. In Engineering in Medicine and Biology Society (EMBC), 2012 IEEE
International Conference on.
10. Hae Won Park. Task-learning Policies for Collaborative Task Solving in Human-
robot Interaction. Extended Abstracts, In Multimodal interaction (ICMI), 2012
ACM International Conference on.
11. Hae Won Park and Ayanna M. Howard. Understanding child’s play by sequencing
play primitives and planning turn-taking strategy for a therapeutic robot playmate.
In Pediatric Research Retreat: Frontiers in Pediatric Science, 2012.
12. Hae Won Park and Ayanna M. Howard. Case-based Reasoning for Planning Turn-
taking Strategy with a Therapeutic Robot Playmate. In Biomedical Robotics and
Biomechatronics (BioRob), 2010 IEEE RAS and EMBS International Conference
on.
13. Hae Won Park and Ayanna M. Howard. Understanding a Child’s Play for Robot
Interaction by Sequencing Play Primitives using Hidden Markov Models. In
Robotics and Automation (ICRA), 2010 IEEE International Conference on.
14. Ayanna M. Howard, Sekou Remy, Chung Hyuk Park, Hae Won Park, and Douglas
Brooks. Intelligent robotics for assistive healthcare and therapy. The Path to
Autonomous Robots, Springer Press, 2009.
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15. Alex J.B. Trevor, Hae Won Park, Ayanna M. Howard, and Charles C. Kemp.
Playing with Toys: Towards Autonomous Robot Manipulation for Therapeutic
Play. In Robotics and Automation (ICRA), 2009 IEEE International Conference
on.
16. Ayanna M. Howard, Sekou Remy, and Hae Won Park. Learning of Arm Exercise
Behaviors: Assistive Therapy based on Therapist-Patient Observation. In RSS:
Workshop on Interactive Robot Learning, Zurich, Switzerland, 2008.
17. Ayanna M. Howard, Hae Won Park, and Charles C. Kemp. Extracting Play
Primitives for a Robot Playmate by Sequencing Low-level Motion Behaviors. In
Robot and Human Interactive Communication (RO-MAN), 2008 IEEE Interna-
tional Symposium on.
In addition to refereed research publications, this dissertation work was recog-
nized in several international and national competitions. The demonstration of “An-
gry DARwIn: Framework for Human-robot Task Collaboration on a Shared Tablet
Workspace” took first place at the Humanoid Applications Challenge at the 2013
IEEE International Conference on Robotics and Automation (ICRA 2013), and re-
ceived the Best Video Award at the same venue. The project “TabAccess, a Wear-
able Tablet Interface for Individuals with Motor Impairment” was one of the finalists
at the Cornell Cup sponsored by Intel in 2012. Two patents were filed and pub-
lished from the technologies developed during this research: “Methods, controllers,
and computer program products for accessibility to computing devices” (International
publication number WO 2013/166261) and “Method and system for facilitating inter-
actions between robots and children using a shared tablet-based interface” (USPTO
serial number 61/897,406).
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7.3 Recommendations for Future Work
Instance Adaptation and Task Categorization: This research dealt with gen-
eralizing task-independent learning through acquiring task-specific knowledge from
the interactive methods. However, the problem of adapting instances retrieved from
prior instances was difficult to generalize since the process requires expert knowledge
that is beyond the intuition of most people. The adaptation methods used in this
research included substituting some features with what is currently available in the
scene (Chapter 5) and averaging over k number of retrieved instances weighted by
their distance to a given problem (Chapter 6).
Adaptation is a major challenge in instance-based methods [53, 112, 129]. Prior
works suggest substitutional, transformational, and generative methods to adapta-
tion [70, 81, 95, 102, 128]. Substitutional adaptation exchanges the values of some
solution attributes; transformational approaches modify the structure of the solution
to include or remove features of the retrieved instances to satisfy the requirements of
the current problem; and generative methods produce a new solution from the prob-
lem features with a predefined procedure that immediately generates a solution from
a given query. A hybrid approach of these methods could be utilized for categorizing
tasks, possibly by using the task features as guidance to training a categorization
model.
Conveying Robot Capabilities to the Teachers and Encouraging Better
Teaching: Social robots are gaining more attention as many robots seek to work
alongside humans. It is now not only important for the robot to understand a human’s
actions and intentions, but we should also develop ways for the human partner to gain
better understanding of the robot’s capabilities, how it processes the environment,
and the reasoning behind its actions. This dissertation research contributed to this
goal by making the reasoning process transparent using an instance-based approach,
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but the method for making the process more accessible requires further work.
Prior to introducing the task-feature encoding interface to the participants, a
brief description of the robot’s available skills were given. Through this process, we
have identified the following problems: 1) The robot’s skills cannot be intuitively
recognized by the participants, 2) The robot’s appearance deceives its capabilities,
and 3) the conceptual keywords used for describing the task features varies greatly in
its meaning across tasks. Also, until now, the system fully depended on the teacher’s
discretion when to end the teaching. It is an NP-hard problem to reason whether the
problem space has been covered well, but by taking the approach to detect failure,
the system can provide the user with better knowledge of how much the system has
learnt.
We have also attempted to make the IIBL system more tolerant to the quality
of the user demonstrations by retraining the feature weights when needed, but there
are situations when a more aggressive method should be taken to gain better demon-
strations. There have been prior works that use reinforcement learning and active
learning methods to resolve the uncertainty in human teaching [30, 33, 48, 49, 74].
Further advancements could be made to inform the teacher of the current state of
the robot, i.e., resolving the clarity of conflicting inputs, requesting instances for the
unexplored problem space, and asking to add/remove task features that will help
generalize the task model better.
Participant Trials with Children with Special Needs: Finally, we evaluated
the ability of the robot learner to evoke social behavior in children. Further work




PROTOCOL FOR ANGRY DARWIN EXPERIMENTS
Experiment	  Protocol	  for	  Angry	  DARwIn	  
	  
0. Apparatus	  
a. Participant	  recruitment:	  During	  robot	  learner	  demonstrations	  in	  various	  
events	  including	  open	  house,	  exhibitions,	  and	  technology	  demonstrations,	  a	  
sign-­‐up	  sheet	  was	  used	  to	  obtain	  e-­‐mail	  addresses	  of	  the	  attendees	  (or	  the	  
parents	  of	  the	  attendees)	  interested	  in	  participating	  in	  the	  study.	  This	  
information	  was	  used	  to	  solicit	  participants.	  
b. DARwIn-­‐OP	  is	  used	  as	  a	  robot	  learner.	  
c. Two	  Galaxy	  Tabs	  are	  mounted	  on	  tablet	  stands.	  
d. Data	  recording:	  Two	  video	  camcorders	  -­‐	  one	  in	  front	  capturing	  human-­‐robot	  
interaction	  and	  the	  other	  at	  the	  back	  capturing	  the	  tablet	  screen	  events.	  
	  
1. Step	  1	  
a. Instruction:	  “This	  is	  a	  game	  similar	  to	  Angry	  Birds.	  You	  shoot	  the	  bird	  to	  
destroy	  all	  the	  pigs.	  There	  are	  four	  levels	  in	  total,	  and	  the	  difficulty	  gradually	  
increases.	  I	  wasn’t	  able	  to	  solve	  all	  levels,	  but	  you	  might.	  I	  will	  be	  sitting	  right	  
next	  to	  you,	  so	  show	  me	  how	  you	  play,	  give	  me	  any	  comments,	  or	  ask	  any	  
questions.	  Please	  start	  playing	  the	  game,	  try	  all	  levels,	  and	  when	  you	  feel	  like	  
you’re	  done	  playing,	  just	  let	  me	  know.”	  
b. The	  experimenter	  sits	  next	  to	  the	  participant.	  
c. Record	  the	  interaction.	  	  
d. Measure	  time.	  
	  
2. Step	  2	  
a. In	  step	  2,	  the	  participants	  are	  divided	  into	  four	  groups:	  
Robot	  A:	  The	  robot	  learner	  that	  bases	  his	  learning	  on	  IIBL.	  This	  method	  uses	  
the	  sum	  of	  Gaussian	  weighting	  on	  four	  best	  matching	  solutions.	  The	  
feature	  weights	  are	  trained	  using	  IIBL	  methods.	  
Robot	  B:	  The	  robot	  learner	  that	  bases	  his	  learning	  on	  k-­‐NN.	  This	  method	  
uses	  the	  sum	  of	  Gaussian	  weighting	  on	  four	  best	  matching	  solutions.	  The	  
feature	  weights	  are	  equally	  distributed.	  
Robot	  C:	  The	  robot	  learner	  that	  randomly	  retrieves	  a	  solution	  from	  the	  case	  
base.	  	  
i. Group	  1:	  Robot	  A	  +	  Robot	  B	  
ii. Group	  2:	  Robot	  B	  +	  Robot	  A	  
iii. Group	  3:	  Robot	  A	  +	  Robot	  C	  
iv. Group	  4:	  Robot	  C	  +	  Robot	  A	  
	  
b. Instruction:	  “Now, I’d like you to teach Darwin to play the same game. Just 
teach him in the same manner you would teach your friend. Provide Darwin with 
demonstrations on how to solve each level. Whenever you reach out to provide a 
demonstration to Darwin, he will wait for his turn. Continue teaching each level 
until you are satisfied that Darwin has learned the level well enough, or you think 
Darwin has stopped learning. Later, I want you to show me what you have taught 
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Darwin, and collaboratively solve each level with him. Darwin may or may not 
try to communicate with you, and he may not use human language. Afterwards, I 
will ask you some questions about your experience teaching a task to Darwin.”	  
c. Record	  the	  interaction	  in	  two	  angles.	  	  
d. Measure	  time.	  
	  
3. Open-­‐ended	  interview	  
a. What	  was	  Darwin	  trying	  to	  communicate	  with	  his	  gestures	  and	  voice?	  
b. What	  was	  the	  difficulty	  of	  teaching	  each	  level?	  
c. How	  many	  times	  do	  you	  think	  in	  average	  you	  provided	  demonstration?	  
d. How	  well	  do	  you	  think	  Darwin	  learned	  each	  level?	  
e. What	  was	  your	  general	  teaching	  strategy?	  
f. When	  did	  you	  decide	  you	  interrupt	  Darwin	  and	  provide	  more	  
demonstrations?	  
g. When	  did	  you	  decide	  to	  stop	  each	  teaching	  session?	  
h. What	  else	  would	  you	  have	  liked	  to	  communicate?	  
i. How	  would	  you	  evaluate	  Darwin	  as	  a	  collaborator?	  
j. What	  was	  you	  strategy	  for	  collaboration?	  
k. What	  would	  you	  expect	  from	  Darwin	  as	  a	  collaborator?	  




















SURVEY FOR ANGRY DARWIN EXPERIMENTS
  
  
I. LEARNING AND COLLABORATING  
– ROBOT WITHOUT THE HAT - 
1. In a scale of 1-5, what was the difficulty of teaching each 
level? (1: Easiest - 5: Hardest) 
Level 1: _____  Level 2: _____  Level 3:_____  Level 4: _____ 
 
2. How many times do you think in average you provided 
demonstration for each level? 
Level 1: _____  Level 2: _____  Level 3:_____  Level 4: _____ 
 
3. What was your general teaching strategy? 
(a) Provide successful demonstrations of all levels 
before checking Darwin’s performance. 
(b) Provide several demonstrations in each level before 
checking Darwin’s performance. 
(c) Check Darwin’s performance after every 
demonstration.  
(d) Check Darwin’s performance before providing any 
demonstration. 
 
4. When did you decide to stop teaching each level? 
(a) When Darwin seemed like he was not learning. 
(b) When Darwin’s performance was no longer 
improving. 
(c) When Darwin cleared the level once. 
(d) When Darwin cleared the level several times. 
(e) When the level was too hard and neither I nor 
Darwin could clear the level. 
 
5. How would you evaluate Darwin as a collaborator? 
(a) I would rely on Darwin to solve the task from start 
to finish. 
(b) I would mostly rely on Darwin to solve the task, but 
will interrupt when Darwin’s progress is slow. 
(c) I would take turns solving the task with Darwin and 
equally contribute. 
(d) I’d only want Darwin to help when I get stuck. 






6. Please rate each statement. 
1 2 3 4 5 
I strongly 
disagree I disagree 
Uh… 




Darwin is an efficient learner.  
Darwin is a slow learner.  
Darwin has learned well.  
Darwin was able to recognize good and bad 
examples and learn from the good ones. 
 
Darwin was randomly shooting the bird.  
Darwin provided consistent performance.  
 
II. LEARNING AND COLLABORATING  
– ROBOT WITH THE HAT - 
1. In a scale of 1-5, what was the difficulty of teaching each 
level? (1: Easiest - 5: Hardest) 
Level 1: _____  Level 2: _____  Level 3:_____  Level 4: _____ 
 
2. How many times do you think in average you provided 
demonstration for each level? 
Level 1: _____  Level 2: _____  Level 3:_____  Level 4: _____ 
 
3. What was your general teaching strategy? 
(a) Provide successful demonstrations of all levels 
before checking Darwin’s performance. 
(b) Provide several demonstrations in each level before 
checking Darwin’s performance. 
(c) Check Darwin’s performance after every 
demonstration.  
(d) Check Darwin’s performance before providing any 
demonstration. 
 
4. When did you decide to stop teaching each level? 
(a) When Darwin seemed like he was not learning. 
(b) When Darwin’s performance was no longer 
improving. 
(c) When Darwin cleared the level once. 
(d) When Darwin cleared the level several times. 
(e) When the level was too hard and neither I nor 
Darwin could clear the level. 
 
5. How would you evaluate Darwin as a collaborator? 
(a) I would rely on Darwin to solve the task from start 
to finish. 
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(b) I would mostly rely on Darwin to solve the task, but 
will interrupt when Darwin’s progress is slow. 
(c) I would take turns solving the task with Darwin and 
equally contribute. 
(d) I’d only want Darwin to help when I get stuck. 
(e) I would rather solve the task by myself. 
6. Please rate each statement. 
 
1 2 3 4 5 
I strongly 
disagree I disagree 
Uh… 




Darwin is an efficient learner.  
Darwin is a slow learner.  
Darwin’s learned well.  
Darwin was able to recognize good and bad 
examples and learn from the good ones. 
 
Darwin was randomly shooting the bird.  
Darwin provided consistent performance.  
 
7. Which robot was easier to teach? 
(a) The robot without the hat. 
(b) The robot wearing the hat.  
 
8. Which robot was the most reliable performer? 
(a) The robot without the hat. 
(b) The robot wearing the hat.  
 
9. Which did you enjoy the most? 
(a) Only tablet.  
(b) Tablet and the robot without the hat. 
(c) Tablet and the robot wearing the hat.  
(d) Tablet and the person. 
 
10. Which did you enjoy the least? 
(a) Only tablet.  
(b) Tablet and the robot without the hat. 
(c) Tablet and the robot wearing the hat.  
(d) Tablet and the person. 
 
III. SHARED WORKSPACE 
1. Please rate each statement. 
1 2 3 4 5 
I strongly 
disagree I disagree 
Uh… 




Sharing an event (playing angry birds) with 
Darwin enhanced my experience with a tablet. 
 
I thought the game was more fun when playing it 
with Darwin. 
 
Tablet provided good activities to conduct 
together with Darwin. 
 
 
2. What other collaborative task would you like to conduct 




1.  What were the things that Darwin was able to do?  
(Select all that apply) 
“Darwin was able to ________________” 
(a) Talk to me (b) Look at me 
(c) Learn from me (d) Teach me better strategy 
(e) Ask for help (f) Help me solve the level 
(g) Express emotions (h) Generate his own strategy 
(i) Take turns with me  (j) Respond when I call him 
(k) Listen to my comments  
 
2. What do you think Darwin tried to communicate with his 
gestures and voice? (Select all that apply) 
(a) “Yes/No”  
(b) “Did you call me?” 
(c) “Do you want me to play?” 
(d) “I want to play.” 
(e) “Take your turn.” 
(f) “I liked/disliked your shot.” 
(g) “I have a better idea. I’ll show you.” 
(h) “Can you teach me again?” 
(i) “Congrats! You/we did it!” 
(j) “That’s sad.” 
(k) “Let’s play again.”  
(l) “I want to stop playing.” 
(m) “I don’t understand.” 
(n) “How was my shot?” 
(o) “It’s too easy/hard.” 
 
3. Please rate each statement. 
1 2 3 4 5 
I strongly 
disagree I disagree 
Uh… 




Darwin was socially interacting with me.  
Teaching Darwin was similar to teaching my 
friend. 
 
I couldn’t figure out what Darwin wanted.  









INTERVIEW RESPONSES FOR ANGRY DARWIN
EXPERIMENTS
Open-­‐ended	  Interview	  Responses	  
In	  the	  following,	  Group	  A	  interacted	  with	  robots	  that	  produced	  progressive	  learning	  
(Robot	  A	  and	  Robot	  B),	  and	  Group	  B	  interacted	  with	  a	  robot	  that	  generated	  
behaviors	  based	  on	  a	  random	  selection	  from	  demonstrated	  instances (Robot C).	  	  
1. What	  was	  Darwin	  trying	  to	  communicate	  with	  his	  gestures	  and	  voice?
a. He	  was	  trying	  to	  communicate	  his	  understanding.
b. He	  was	  communicating	  his	  emotions:	  success	  and	  frustration.
c. His	  eye	  contact	  was	  very	  good	  and	  I	  felt	  he	  was	  very	  attentive.
2. What	  was	  the	  difficulty	  of	  teaching	  each	  level?
a. Group	  A:	  I	  sometimes	  provided	  bad	  examples,	  but	  it	  seems	  that	  the	  robot	  is
able	  to	  neglect	  them	  when	  I	  provide	  the	  right	  demonstration.
b. Group	  B:	  The	  first	  level	  was	  really	  hard	  because	  he	  didn’t	  seem	  to	  learn	  and
sometimes	  even	  shoot	  the	  bird	  backwards.
3. How	  many	  times	  do	  you	  think	  in	  average	  you	  provided	  demonstration?
a. Group	  A:	  2~3	  times	  depending	  on	  how	  successful	  my	  demonstrations	  were.
The	  last	  level	  took	  me	  about	  6	  demonstrations	  though.
b. Group	  B:	  First	  level	  over	  fifteen,	  where	  I	  think	  4~5	  is	  sufficient	  for	  any	  level.
4. How	  well	  do	  you	  think	  Darwin	  learned	  each	  level?
a. Group	  A:	  he	  learned	  each	  level	  very	  fast	  and	  very	  well.	  His	  performance	  is
also	  very	  consistent.
b. Group	  B:	  At	  first	  Darwin	  was	  totally	  dumb,	  seemed	  like	  it	  was	  programmed
to	  output	  random	  behavior.	  Then	  later	  on,	  his	  performance	  was	  so	  good	  that
I	  felt	  it	  was	  almost	  unnatural.
5. What	  was	  your	  general	  teaching	  strategy?
a. Group	  A:	  I	  provided	  some	  successful	  demonstrations	  and	  let	  Darwin	  play
and	  watched	  his	  performance	  to	  make	  sure	  he	  learned.
b. Group	  B:	  Focused	  on	  teaching	  the	  very	  basic	  concept:	  “Shoot	  forward”
6. When	  did	  you	  decide	  you	  interrupt	  Darwin	  and	  provide	  more	  demonstrations?
a. Group	  A:	  When	  his	  try	  wasn’t	  good	  enough.
b. Group	  B:	  When	  I	  thought	  he	  was	  lost	  or	  when	  he	  was	  very	  close	  but	  didn’t
succeed.
7. When	  did	  you	  decide	  to	  stop	  each	  teaching	  session?
a. Group	  A:	  When	  he	  successfully	  destroyed	  all	  the	  enemies.
b. Group	  B:	  When	  he	  seemed	  like	  he	  wasn’t	  getting	  any	  better.
8. What	  else	  would	  you	  have	  liked	  to	  communicate?
a. Group	  A:	  I	  wanted	  to	  let	  him	  know	  whether	  the	  demonstration	  I	  just	  gave
was	  good	  or	  bad.
b. Group	  B:	  Which	  part	  of	  the	  demonstration	  he	  doesn’t	  understand.
9. How	  would	  you	  evaluate	  Darwin	  as	  a	  collaborator?
a. Group	  A:	  He	  is	  definitely	  a	  good	  collaborator.	  I	  cannot	  provide	  consistent
performance,	  but	  he	  can.	  I	  will	  rely	  on	  him	  more	  as	  the	  task	  gets	  more
difficult.
b. Group	  B:	  After	  a	  while,	  it	  seemed	  he	  finally	  learned	  to	  play,	  and	  provided
consistent	  performance.	  I	  could	  see	  him	  as	  a	  collaborator	  if	  he	  can	  learn
quicker.
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10. What	  was	  you	  strategy	  for	  collaboration?	  
a. Group	  A:	  I	  took	  turns	  shooting	  the	  bird.	  For	  more	  difficult	  task,	  I	  let	  him	  take	  
most	  of	  the	  turns.	  
b. Group	  B:	  It	  took	  a	  lot	  of	  time	  teaching	  Darwin	  to	  do	  the	  task,	  so	  I	  anticipate	  
Darwin	  to	  take	  over	  the	  task	  and	  minimize	  my	  part.	  
11. What	  would	  you	  expect	  from	  Darwin	  as	  a	  collaborator?	  
a. Group	  A:	  I	  want	  Darwin	  to	  remember	  the	  details	  and	  the	  sequences	  I	  might	  
forget	  about	  a	  task,	  and	  instruct	  me	  when	  I’m	  making	  a	  mistake.	  
b. Group	  B:	  Learn	  quicker	  and	  reduce	  my	  workload.	  
12. What	  other	  collaborative	  task	  would	  you	  like	  to	  conduct	  with	  a	  robot?	  
a. Group	  A:	  Assembling	  furniture	  (an	  example	  the	  experimenter	  gave)	  sounds	  
good.	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[97] Recio-Gaŕıa, J. A. and D́ıaz-Agudo, B., “Ontology based cbr with jcol-
ibri,” in Applications and Innovations in Intelligent Systems XIV, pp. 149–162,
Springer, 2007.
[98] Reed, R., “Pruning algorithms-a survey,” Neural Networks, IEEE Transac-
tions on, vol. 4, no. 5, pp. 740–747, 1993.
[99] Robins, B., Dautenhahn, K., and Dickerson, P., “From isolation to com-
munication: a case study evaluation of robot assisted play for children with
autism with a minimally expressive humanoid robot,” Proc. Second Inter. Conf.
Advances in CHI, ACHI’09., 2009.
[100] Roncancio, C., Rodrguez, J. L., Zalama, E., Gmez, G.-B., and oth-
ers, “Improvement in service robot’s interaction through case based reason-
ing,” in Neural Networks (IJCNN), The 2010 International Joint Conference
on, pp. 1–7, IEEE, 2010.
[101] Ros, R., Arcos, J. L., Lopez de Mantaras, R., and Veloso, M., “A
case-based approach for coordinated action selection in robot soccer,” Artificial
Intelligence, vol. 173, no. 9, pp. 1014–1039, 2009.
176
[102] Rosch, E., “Principles of categorization,” Concepts: core readings, pp. 189–
206, 1999.
[103] Sarle, W. S., Neural networks and statistical models. Citeseer, 1994.
[104] Scardi, M. and Harding Jr, L. W., “Developing an empirical model of
phytoplankton primary production: a neural network case study,” Ecological
modelling, vol. 120, no. 2, pp. 213–223, 1999.
[105] Scassellati, B., “How social robots will help us to diagnose, treat, and un-
derstand autism,” in Proc. of the 12th International Symposium of Robotics
Research (ISSR05), 2005.
[106] Schaal, S., Atkeson, C. G., and Vijayakumar, S., “Scalable techniques
from nonparametric statistics for real time robot learning,” Applied Intelligence,
vol. 17, no. 1, pp. 49–60, 2002.
[107] Setiono, R., “Extracting rules from pruned neural networks for breast cancer
diagnosis,” Artificial Intelligence in Medicine, vol. 8, no. 1, pp. 37–51, 1996.
[108] Setiono, R. and Liu, H., “Neural-network feature selector,” Neural Networks,
IEEE Transactions on, vol. 8, no. 3, pp. 654–662, 1997.
[109] Shah, N., “Special education pupils find learning tool in ipad applications,”
Education Week, vol. 30, no. 22, pp. 1–16, 2011.
[110] Shick, A., “Romibo robot project: an open-source effort to develop a low-
cost sensory adaptable robot for special needs therapy and education,” in ACM
SIGGRAPH 2013 Studio Talks, p. 16, ACM, 2013.
[111] Shin, C.-K., Yun, U. T., Kim, H. K., and Park, S.-C., “A hybrid ap-
proach of neural network and memory-based learning to data mining,” Neural
Networks, IEEE Transactions on, vol. 11, pp. 637–646, May 2000.
[112] Smyth, B. and Cunningham, P., “Complexity of adaptation in real-world
case-based reasoning systems,” in 6th Irish Conference on Artificial Intelligence
& Cognitive Science, Trinity College Dublin, Department of Computer Science,
1993.
[113] Specht, D. F., “A general regression neural network,” Neural Networks, IEEE
Transactions on, vol. 2, no. 6, pp. 568–576, 1991.
[114] Starner, T. and Pentland, A., “Visual recognition of american sign lan-
guage using hidden Markov models.,” in International Workshop on Automatic
Face and Gesture Recognition, pp. 2982–2987, 1995.
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