Let G be a non-abelian finite simple group. A famous result of Liebeck and Shalev is that there is an absolute constant c such that whenever S is a non-trivial normal subset in G then S k = G for any integer k at least c · (log |G|/ log |S|). This result is generalized by showing that there exists an absolute constant c such that whenever S 1 , . . . , S k are normal subsets in G with k i=1 |S i | ≥ |G| c then S 1 · · · S k = G.
Introduction
A normal subset of a finite group H is defined to be any union of conjugacy classes of H. A normal subset is called trivial if it is equal to the identity. A wellknown theorem of Liebeck and Shalev [13, Theorem 1.1] is that there is a constant c such that whenever S is a non-trivial normal subset in a non-abelian finite simple group G then S k = G for any integer k at least c · (log |G|/ log |S|). This is a weaker form of another conjecture of Gill, Pyber, Szabó [4, Conjecture 1] which is known to hold [4, Theorem 2] for finite simple groups of Lie type of bounded rank.
Rodgers [17, Corollary 2.4] shows that if C 1 , . . . , C k are conjugacy classes of the symmetric group Sym(n) of degree n ≥ 5 and k i=1 |C i | > n 6(n−2) , then C 1 · · · C k is equal to the alternating group Alt(n) of degree n or to Sym(n) \ Alt(n). Let H be a non-solvable special linear group SL(n, q) or a projective special linear group PSL(n, q) with n ≥ 2 and q a prime power. Rodgers and Saxl [18] prove that if C 1 , . . . , C k are conjugacy classes of H with the property that
This in particular implies that the constant c in the Liebeck-Shalev theorem [13, Theorem 1.1] may be taken to be 12 in the case of PSL(n, q). It would be interesting to show that the theorem holds with a similar small constant c for all non-abelian finite simple groups.
The aim of this paper is to prove Conjecture 1. [17] . We actually give a new, different proof of the result of Rodgers and Saxl [18] with a weaker, non-explicit constant in the exponent.
A by-product of the proof of Theorem 1.2 is the following result. Theorem 1.3. Let G be a non-abelian finite simple group. There exists a constant δ with 0 < δ < 1 such that if S 1 , . . . , S 8 are normal subsets in G each of size at least |G| δ , then S 1 · · · S 8 = G in case G is an alternating group and S 1 S 2 S 3 = G in case G is different from an alternating group.
For G a classical simple group, Theorem 1.3 was obtained independently using different techniques by Larsen, Shalev, Tiep in [11, Theorem 7.4] .
Note that if δ is chosen appropriately, Theorem 1.3 is trivially true for groups of orders less than any given universal constant and it is easy to establish for groups of Lie type of bounded rank, in particular for exceptional groups. Theorem 1.3 implies various results in [19] . In particular, it improves the following key result [19, Corollary 2.5] . For every ǫ > 0 there is a number r(ǫ) such that whenever G is a finite simple group of Lie type of Lie rank r ≥ r(ǫ) defined over the field with q elements, C 1 , C 2 , C 3 are conjugacy classes of G,
Theorem 1.3 could be considered as an alternative approach to a conjecture of Thompson. Let G be a non-abelian finite simple group. Thompson's Conjecture states that G has a conjugacy class C such that C 2 = G. This is established for alternating groups [20] and for finite simple groups of Lie type [2] defined over fields of size larger than 8.
There are other results in the literature which may be considered as approximations of Thompson's conjecture. For every sufficiently large G there is a conjugacy class C such that C 3 = G by [19, Corollary 2.3] . It is also known [7, Theorem 1.4] that for every G there are conjugacy classes C and D of G such that CD ∪ {1} = G (this is an extension of results in [15] and also of [10, Theorem 1.1.4]).
It would be interesting to find the smallest integer r with 3 ≤ r ≤ 8 such that in Theorem 1.3 we get S 1 · · · S r = G. (Note that if S 1 and S 2 are conjugacy classes (of size at least |G| δ ) with S 1 = S −1 2 then S 1 S 2 = G.) It would also be interesting to determine the smallest value of δ for which Theorem 1.3 holds.
Small normal sets
In this section it is shown that in order to prove Theorem 1.2 it is sufficient to assume that each normal subset S i of G is large.
The starting point is [ Fix δ and let ǫ > 0 be a constant whose existence is assured by Lemma 2.1.
Lemma 2.2. Let G be a non-abelian finite simple group and t an integer at least
Proof. This follows by applying Lemma 2.1 t − 1 times. Proof. Assume that there exists a constant a such that whenever j is an integer at least a and A 1 , . . . , A j are normal subsets of G satisfying
We choose the smallest number t 1 such that
Similarly, we choose numbers 0 = t 0 , t 1 , . . . , t j with
The lemma now follows from the first paragraph of the proof.
From now on further restrictions on δ are made. For example, in the next section we require δ to satisfy 1 − 1/(24 · 64) < δ < 1. Theorem 1.2 follows from Theorem 2.4 together with Theorem 1.3. The rest of the paper is devoted to the proof of Theorem 1.3.
Groups of bounded rank
Theorem 1.3 is true for every non-abelian simple group G of order at most a universal constant. To see this set δ such that 1 − 1/ log 2 |G| < δ < 1, observe that under this condition each S i has size larger than |G|/2, and apply the following lemma found in [8, p. 58; 10] . Proof. Fix g ∈ G. Since |A| + |gB −1 | > |G|, we have A ∩ gB −1 = ∅ and therefore g = ab for some a ∈ A and b ∈ B.
It is mentioned in the Introduction that a stronger form of Conjecture 1.1 is known to hold for finite simple groups of Lie type of bounded rank. This is proved by Gill, Pyber, Szabó [4, Theorem 2] using the Product Theorem.
A shorter and more direct proof for Conjecture 1.1 is now given in the case of finite simple groups of Lie type of bounded rank.
It is observed by Nikolov and Pyber in [16] that a result of Gowers [5] implies the following. Choose δ such that δ > 1 − 1/(24r 2 ) holds. Theorem 1.3 then follows for finite simple groups of Lie type of rank at most r since S 1 S 2 S 3 = G by the previous paragraph. Lemma 3.3. In proving Theorem 1.3 we may assume that G is an alternating group Alt(n) or G is a classical simple group Cl(n, q) and in both cases we may assume that n is sufficiently large.
From now on assume that G is an alternating or a classical simple group.
Large conjugacy classes
The aim of this section is to pass in Theorem 1.3 from (large) normal subsets to large conjugacy classes. (i) k(Alt(n)) ≤ 2 n−1 for n ≥ 5.
(ii) k(Cl(n, q)) ≤ q dn for some constant d.
Fix α with 0 < α < δ < 1.
Lemma 4.2. If
A is a normal subset of G with |A| ≥ |G| δ , then A contains a conjugacy class C of G with |C| ≥ |G| α , at least for n sufficiently large.
Proof. Any normal subset A of G contains a conjugacy class C of G of size at least |A|/k(G). If in addition it is assumed that |A| ≥ |G| δ , then |C| ≥ |G| α by Lemma 4.1, at least for n sufficiently large.
Let r = 8 if G = Alt(n) and r = 3 if G = Cl(n, q). Assume that there is a choice of α such that whenever C 1 , . . . , C r are conjugacy classes in G each of size at least |G| α , then C 1 · · · C r = G. For sufficiently large n, each S i contains a conjugacy class C i of G of size at least |G| α by Lemma 4.2. Thus S 1 · · · S r ⊇ C 1 · · · C r = G.
The following is proved.
Lemma 4.3. In proving Theorem 1.3 it is sufficient to assume that each normal subset S i of G is a conjugacy class of size at least |G| α .
Alternating groups
In this section we prove Theorem 1.3 in the case when G = Alt(n) and n ≥ 9 is sufficiently large.
For each index i with 1 ≤ i ≤ 8, the normal set S i is a conjugacy class by Lemma 4.3 with
for any constant β with β < α, provided that n is sufficiently large.
A key invariant in [17] is the following. Let C be a conjugacy class of Alt(n) or of Sym(n). Define δ(C) to be n − t where t is the number of orbits of x (on the underlying set {1, . . . , n}) for an element x ∈ C. It is implicit in the proof of [17, Corollary 2.4 ] that |C| ≤ n 2δ(C) .
The previous two paragraphs imply δ(S i ) > βn/2 for every i with 1 ≤ i ≤ 8.
A special case of [17, Theorem 2.3] is the following. Lemma 5.1 (Rodgers) . Let C 1 , . . . , C r be conjugacy classes of Sym(n) such that every conjugacy class is contained in Alt(n). If r i=1 δ(C i ) > 3(n − 2) and n ≥ 5, then C 1 · · · C r = Alt(n).
Let ℓ ≥ 0 be the number of S i which are conjugacy classes not only of Alt(n) but also of Sym(n). Without loss of generality, let these classes be S 1 , . . . , S ℓ .
Each S i with i between ℓ + 1 and 8 has the property that it is not a conjugacy class in Sym(n), that is, for every x ∈ S ℓ+1 ∪ . . . ∪ S 8 the disjoint cycles in x have pairwise different odd lengths. Let x be an arbitrary element in S ℓ+1 ∪ . . . ∪ S 8 . Let t be the number of orbits of x . We claim that t ≤ √ n. Let s be the largest odd integer such that (s + 1)
If t > (s + 1)/2, then x must act on at least (s + 1) 2 /4 + (s + 2) > n points. This is a contradiction, so t ≤ (s + 1)/2 ≤ √ n.
We claim that for any i and j with ℓ + 1 ≤ i < j ≤ 8 and any n ≥ 9, there is a conjugacy class C i,j of Sym(n) and also of Alt(n) such that C i,j ⊆ S i S j and
Let x and y be elements of S i and S j respectively, chosen in such a way that in the disjoint cycle decompositions of x and y the numbers 1 through n are in increasing order and the cycle lengths are in decreasing order. If n ≥ 9, then the numbers 1, 2, 3, 4 all appear in the longest cycles of x and y. Let y ′ be the conjugate permutation y (12)(34) ∈ S j . The permutation xy ′ ∈ S i S j fixes 1 and 3 and thus, having at least two fixed points, the conjugacy class C i,j of Alt(n) containing xy ′ is also a conjugacy class of Sym(n). Observe that the number of orbits of xy ′ is at most the number of integers i with 1 ≤ i ≤ n such that i(xy ′ ) ≤ i. This is at most
since both x and y have at most √ n orbits. It follows that δ(C i,j ) ≥ n−2 √ n−2.
The above give
where [(8 − ℓ)/2] denotes the integer part of (8 − ℓ)/2. Now choose β larger than 7/8.
Since β > 7/8 and ℓ ≤ 8, we have
for every sufficiently large n. Finally Lemma 5.1 gives S 1 · · · S 8 ⊇ S 1 · · · S ℓ · C ℓ+1,ℓ+2 · · · C 7,8 = Alt(n).
This finishes the proof of Theorem 1.3 in case G = Alt(n).
Classical simple groups
In this section the proof of Theorem 1.3 is completed.
It may be assumed by Lemma 3.3 and the previous section that G is a classical simple group Cl(n, q) with sufficiently large n.
A special case of [6, Theorem 1.3] is the following. Lemma 6.1 (Guralnick, Larsen, Tiep) . There is µ > 0 such that whenever G is a classical simple group and g ∈ G satisfies |C G (g)| ≤ |G| µ , then |χ(g)| ≤ χ(1) 1/10 for every χ ∈ Irr(G).
Let ζ H (t) = χ∈Irr(H) χ(1) −t for any finite group H. A special case of [14, Theorem 1.1] is the following. Lemma 6.2 (Liebeck, Shalev) . For any sequence of non-abelian finite simple groups H = PSL(2, q) and any t > 2/3, ζ H (t) → 1 as |H| → ∞.
Choose γ > 0 (and thus α) such that 0 < γ < α < 1 and 1 − α < 1 − γ ≤ µ where µ > 0 is a constant whose existence is assured by Lemma 6.1.
Let D be any conjugacy class of G with |D| ≥ |G| γ . Recall that |S 1 |, |S 2 | and |S 3 | are all at least |G| α by Lemma 4.3. is positive, by [1, p. 43 ].
Let g ∈ S 1 ∪ S 2 ∪ D be arbitrary. We have |C G (g)| ≤ |G| 1−γ ≤ |G| µ by our choice of γ. Thus |χ(g)| ≤ χ(1) 1/10 for every χ ∈ Irr(G) by Lemma 6.1. For n sufficiently large, ζ G (7/10) < 2 by Lemma 6.2. Thus f (S 1 , S 2 , D) > 0, provided that n is sufficiently large.
It follows that
The following lemma finishes the proof of Theorem 1.3. Lemma 6.4. We have S 1 S 2 S 3 = G for every sufficiently large n.
Proof. Let n be sufficiently large. The normal set S 1 S 2 contains every conjugacy class of G of size at least |G| γ by Lemma 6.3. Thus |S 1 S 2 | ≥ |G| − k(G)|G| γ ≥ |G| − q dn |G| γ by Lemma 4.1. It follows that
Finally, Lemma 3.1 gives (S 1 S 2 )S 3 = G.
This completes the proof of Theorem 1.2.
