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La vision est l’un des sens les plus développés chez l’Homme, elle nous permet de perce-
voir notre environnement, de reconnaître des objets, d’estimer des distances, d’effectuer
des tâches complexes, etc ...
La rétine est l’organe sensible de la vision permettant la conversion des signaux lumineux
perçus en signaux électriques transmis au cerveau par le nerf optique. Physiologique-
ment cette membrane photo-sensible est constituée de deux types de photo-récepteur,
les cônes et les bâtonnets.
Les cônes sont particulièrement sensibles à la couleur et adaptés à la vision photopique
(diurne) tandis que les bâtonnets, représentant 95% des cellules photo-sensibles de l’oeil,
permettent la vision scotopique (vision en condition de faible luminosité). Les bâtonnets
ne suffisent pas à eux seul à distinguer les couleurs mais sont 25 à 100 fois plus sen-
sibles aux stimuli lumineux que les cônes. La répartition de ces récepteurs dans la rétine
n’est pas uniforme (voir figure 1.1(a)), on distingue en effet deux zones appelées zone
fovéale et zone périphérique.
La zone fovéale est une zone contenant un fort pourcentage de cônes et très peu de
bâtonnets, elle est située dans le prolongement de l’axe optique et octroie une vision
détaillée et tri-chromatiques de l’environnement mais ne couvre qu’un angle de vision
de 2◦ environ (voir figure 1.1(b)). La zone périphérique, majoritairement constituée de
bâtonnets, est quant à elle plus floue mais très sensible aux mouvements et aux faibles
luminosités.
Ces deux zones ayants des propriétés distinctes livrent à la fois une vision globale mais
où les détails sont mal perçus et une vision focalisée de haute résolution sur un point
de fixation. Un évènement (e.g. un mouvement) détecté dans la vision périphérique du
champ de vision peut donc être analysé finement en orientant le regard afin d’aligner la
zone concernée avec le champ de vision fovéal [113].
Par analogie, cette thèse porte sur l’étude d’un système de vision artificielle reposant sur
le même concept, où il est possible à la fois d’avoir une vision globale, mais de faible
résolution, et une vision fovéale sur une zone d’intérêt. L’objectif est de faire collaborer
deux caméras de types différents, nous appellerons cette association de caméras, un
système de vision hybride. Le système qui nous concerne ici est constitué d’une caméra
1
2 CHAPITRE 1. INTRODUCTION





















FIGURE 1.1 – (a) Densité des cônes et des bâtonnets dans la rétine (b) Champ de vue
fovéal
de type omnidirectionnelle (vision périphérique) associée à une caméra PTZ (Pan-Tilt-
Zoom pour panoramique-inclinaison-zoom) qui fera office de vision fovéale.
DÉFINITION DU PROBLÈME
Les caméras omnidirectionnelles permettent d’obtenir des images avec un grand champ
de vue, cependant elles sont souvent dotées d’une résolution limitée et non-uniforme,
ainsi que d’une focale fixe (pas de zoom optique). Elles entraînent de plus, une forte dis-
torsion géométrique de l’image rendant complexe la plupart des traitements.
D’autre part, les caméras PTZ sont dites actives car elles peuvent être mécaniquement
orientées dans de multiples directions. Malgré le champ de vision restreint d’une caméra
perspective classique, la possibilité d’orienter la caméra dans une direction déterminée
permet de couvrir l’ensemble de la scène (jusqu’à 360◦). Le zoom offre quant à lui la
possibilité d’obtenir une image de haute résolution sur une zone d’intérêt.
Le tandem formé par ces deux caméras permet de combiner les avantages offerts par
chacune d’entre elles, à savoir la possibilité d’observer la scène dans sa globalité mais
également de surveiller une zone désirée avec un niveau de détail ajustable.
Ce travail de thèse a donc pour objet, à la fois de permettre le suivi d’une cible à l’aide de
notre banc de caméras mais également de permettre une reconstruction 3D par stéréo-
scopie hybride de l’environnement et de calculer le déplacement du robot équipé d’un tel
capteur.
ORGANISATION DU DOCUMENT ET CONTRIBUTIONS
Comme l’illustre la figure 1.2, cette thèse s’articule autour de plusieurs problématiques
réparties dans les chapitres suivants :
3FIGURE 1.2 – Problématique globale.
Chapitre 2 : Géométrie des capteurs Dans ce chapitre nous présentons les modèles
géométriques existants pour les caméras perspectives et omnidirectionnelles ainsi que la
géométrie multi-vues allant de 2 à 4 poses.
Chapitre 3 : Suivi d’objet avec des caméras omnidirectionnelles Alors que le suivi
de régions d’intérêt dans les images perspectives est un domaine désormais bien mai-
trisé, le problème reste encore très ouvert dans le cas d’images omnidirectionnelles. En
effet, l’obtention d’une image panoramique à partir d’une seule prise de vue se fait au dé-
pend de très fortes distorsions qui rendent inapplicables les méthodes usuelles. Contri-
bution : La méthode développée adapte des algorithmes de suivi visuel usuels pour des
images omnidirectionnelles. Cette méthode est basée sur une représentation sphérique
de l’image qui permet de prendre en compte les distorsions et la résolution non-uniforme
des images omnidirectionnelles.
Chapitre 4 : Auto-calibrage de caméra PTZ Le calibrage de caméra est une étape
cruciale pour tout procédé de reconstruction 3D à partir d’images. En effet cette étape
permet l’obtention des paramètres (internes ou externes à la caméra) décrivant la pro-
jection de l’espace tri-dimensionnels de la scène sur le plan image. De nombreuses mé-
thodes permettent d’étalonner des caméras hors-ligne à l’aide de mires. Ces méthodes
sont très efﬁcaces lorsqu’il est question de caméra à paramètres intrinsèques ﬁxes. Ce-
pendant, dans le cas d’une caméra PTZ, l’utilisation du zoom entraîne une modiﬁcation
des paramètres intrinsèques (distance focale et point principal). Notons de même que,
une rotation de la caméra modiﬁe les paramètres extrinsèques.
Contribution : Nous proposons dans cette thèse une approche faisant intervenir de nou-
velles contraintes d’inégalité permettant d’intégrer des informations a priori sur la caméra
aﬁn d’améliorer la qualité de l’auto-calibrage pour ce type de caméra.
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Chapitre 5 : Calibrage d’un système de vision hybride et contrôle d’une caméra
PTZ au sein d’un banc de stéréo-vision hybride fixe Le calibrage d’un système de
stéréo-vision est une tâche particulièrement importante lorsque l’on souhaite effectuer
des reconstructions tri-dimensionnelles car elle facilite la mise en correspondance entre
images et elle donne accès à une reconstruction à l’échelle réelle. C’est une opération de-
venue triviale en vision par ordinateur car de nombreux outils ont été mis à disposition par
la communauté. Cependant, le calibrage géométrique de système de vision combinant
différents types de caméra nécessite une adaptation des approches conventionnelles.
Contribution : Nous développons dans ce manuscrit une méthode permettant l’obtention
des paramètres extrinsèques dans le cas d’un système de vision hétérogène.
Les systèmes de surveillance mettant en œuvre des caméras PTZ sont nombreux, ce-
pendant la question d’un capteur alliant une caméra rotative avec une caméra omnidirec-
tionnelle n’est encore que peu étudiée. Dans les travaux portant sur ce cas spécifique,
les auteurs proposent des méthodes très dépendantes de l’environnement.
Contribution : Nous proposons ici une approche plus générique en prenant avantage
des connaissances géométriques du capteur obtenu par calibrage. Cette approche per-
met d’orienter la caméra rotative dans la direction d’une cible visible sur l’image panora-
mique sans utiliser de contraintes liées à la scène.
Chapitre 6 : Reconstruction 3D à l’aide d’un système de vision hétérogène monté
sur un robot mobile L’emploi de deux caméras offre plusieurs avantages. Tout d’abord
ce dispositif permet une reconstruction à une échelle métrique et par conséquent la pos-
sibilité d’estimer le véritable déplacement du banc de stéréo-vision. De plus le calibrage
préalable du système peut faciliter la mise en correspondance entre images. Ces sys-
tèmes sont couramment utilisés pour la navigation robotique pour leur capacité à estimer
le déplacement à l’échelle réelle tout en évitant les dérives inhérentes à d’autre instru-
ments de mesure tel que l’odométrie.
Cependant l’utilisation de systèmes de vision hybride pour la navigation n’a soulevé que
peu d’intérêt jusqu’à présent. Ce type d’approche peut pourtant constituer un grand avan-
tage. Une vue globale de l’environnement assure par exemple l’existence de points de
correspondance. D’autre part, une reconstruction 3D fine peut être obtenue à l’échelle
réelle avec la caméra perspective. Nous verrons dans cette thèse qu’il est possible à
l’aide d’un système de stéréo-vision hybride d’estimer le déplacement d’un robot mobile.
Contribution : Nous proposons dans cette thèse une approche de "structure from mo-
tion" sans recouvrement adaptée aux particularités de notre capteur. Malgré l’existence
d’un champ de vue commun entre les deux caméras de notre système de vision hybride,
la forte différence entre les images rend l’étape de mise en correspondance inter-caméra
particulièrement difficile. C’est pourquoi l’usage d’approches généralement réservées
aux bancs de caméras à champs de vue disjoints est particulièrement intéressant.
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Dans ce chapitre nous nous concentrerons sur les bases nécessaires à la compréhen-
sion des différentes approches proposées dans cette thèse. Nous aborderons d’abord
la modélisation géométrique des caméras perspectives. Les différentes modalités d’ac-
quisition d’images panoramiques ainsi que les modèles géométriques associés seront
également étudiés. Nous nous intéresserons ensuite à la géométrie multi-vues, où nous
couvrirons les cas allant de deux à quatre vues.
2.1/ GÉOMÉTRIE PROJECTIVE ET NOTATIONS
La géométrie projective peut modéliser la façon dont nous percevons visuellement le
monde qui nous entoure (et plus généralement la projection d’un espace à n dimensions
sur un espace de dimension inférieur), c’est pourquoi on la retrouve parfois sous le nom
de "géométrie descriptive". Les effets de cette géométrie sont particulièrement percep-
tibles sur des clichés photographiques tels que présentés figure 2.1(a) où les propriétés
de la géométrie euclidienne ne sont pas préservées. En effet, sur les images ainsi ob-
tenues les objets circulaires deviennent elliptiques tandis que les parallélogrammes ap-
paraissent sous formes de quadrilatères quelconques. Bien que le théorème de Pappus
(3ème siècle av. JC) soit souvent considéré comme la prémisse de cette géométrie, elle a
pourtant émergé assez tardivement dans l’histoire des Mathématiques sous l’impulsion
de l’ingénieur Français Desargues au 17ème siècle. Ses propriétés ont également été utili-
sées auparavant par de nombreux artistes de la Renaissance, soucieux d’offrir un rendu
plus réaliste de leurs oeuvres (voir fig. 2.1(b)). Pour plus de détails concernant l’histoire
de la géométrie projective, nous conseillons la lecture de [45].
La géométrie euclidienne offre une description des objets avec des dimensions et des
angles fixes et mesurables. La géométrie projective quant à elle ne conserve ni les lon-
gueurs, ni les angles ni même le parallélisme des lignes et des plans ce qui en fait un
outil essentiel pour décrire la formation des images sur la surface photosensible d’une
caméra.
Les coordonnées homogènes introduites par Möbius ont révolutionnés l’approche de la
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FIGURE 2.1 – (a) Photographie des colonnes de Buren (b) tableau intitulé La Remise des
clefs à Saint Pierre de Vannucci.
géométrie projective en facilitant grandement les calculs dans l’espace projectif. Le prin-
cipe de ces coordonnées est de représenter un point dans un espace de dimension n par
un vecteur de n + 1 coordonnées : x ' [x1, ..., xn+1]T . De cette manière il est possible de
représenter les points existants à une distance finie autant que les points situés à l’infini,
de plus cela permet de prendre en compte le fait que l’échelle n’est pas préservée en
géométrie projective.
Plus explicitement, dans le cas d’un point localisé à une distance finie la coordonnée sup-
plémentaire peut être considérée comme le facteur d’échelle (d’où l’utilisation du symbole
' représentant l’égalité à l’échelle près), les coordonnées cartésiennes de ce point sont
alors : [x1/xn+1, ..., xn/xn+1]T . Dans le cas d’un point situé à l’infini la valeur du "facteur
d’échelle" xn+1 sera égal ou très proche de zéros x ' [x1, ..., 0]T . Nous verrons par la suite
que cette manière de représenter l’espace offre de nombreux avantages.
NOTATIONS
x Un scalaire.




Ps Point sur la sphère unité.
H Matrice d’homographie.
det(H) Déterminant de la matrice H.
R Matrice de rotation.
t Vecteur de translation.
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FIGURE 2.2 – Représentation grossière du principe de fonctionnement d’une caméra sté-
nopé illustré en 1925 dans "The Boy Scientist".
2.2/ LE MODÈLE STÉNOPÉ
Le principe de toute caméra "conventionnelle" consiste en la projection d’un espace tri-
dimensionnel (le monde réel) sur un plan 2D (l’image). Cette projection peut être carac-
térisée géométriquement à l’aide de différents modèles de projection. Chaque modèle
utilise un ensemble de paramètres permettant de décrire au mieux le fonctionnement
physique du capteur. Nous présentons ici le plus simple mais également le plus utilisé
pour décrire le fonctionnement d’une caméra perspective, le modèle sténopé. La traduc-
tion anglo-saxonne de sténopé est "pinhole", littéralement "trou d’épingle" ce qui repré-
sente bien le dispositif optique responsable de la formation de l’image (voir figure 2.2).
Ce trou infiniment petit est en effet le point de convergence des rayons lumineux. Dans
ce modèle la caméra peut être représentée par deux éléments, le plan image pii - aussi
appelé plan rétinien - et la position du centre optique O le "trou d’épingle" (que nous
appelerons également point focal) au travers duquel les rayons de lumières reflétés par
la scène se propagent. Dans un dispositif physique, ce point focal sera toujours situé
devant la surface photosensible. L’image résultante sera donc la projection inversée de
la scène. En vision par ordinateur, -par convenance- on considère en général ce point
comme étant localisé derrière le plan image, de cette manière l’image obtenue ne su-
bira pas cette inversion. Dans cette configuration, un point 3D P situé dans la scène aux
coordonnées (X,Y,Z) dans le repère monde se projette en un point p de coordonnées
image (x, y) exprimé généralement en pixels dans le cas d’une caméra numérique (figure
2.3). Le modèle sténopé met donc en oeuvre un ensemble de paramètres permettant
de modéliser cette projection perspective. On peut décomposer ces paramètres en deux
catégories distinctes : les paramètres intrinsèques (K) exprimés sous forme d’une ma-
trice de taille 3×3 et les paramètres extrinsèques composés d’une matrice de rotation
3×3 R et d’un vecteur de translation 3×1 t. Nous verrons également que la projection
d’un point 3D sur le capteur peut s’exprimer de manière linéaire à l’aide d’une matrice
de transformation de taille 3×4 appelée matrice de projection. Cependant le modèle sté-
nopé n’est pas parfaitement respecté, aujourd’hui ce n’est plus un simple trou qui permet
la formation de l’image mais un ensemble complexe de lentilles permettant de focaliser la
lumière sur la surface photosensible. L’utilisation de ces systèmes optiques entraîne des
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imperfections dans le modèle linéaire brièvement évoqué précédemment. Nous montre-
rons qu’il est également possible de prendre en considération les distorsions induites par
l’utilisation de lentilles à l’aide de relations mathématiques non-linéaires incorporées au

















FIGURE 2.3 – Le modèle sténopé
caméra et que de nombreux paramètres ne sont pas pris en compte comme par exemple
le flou. Cependant ce modèle n’admet qu’un nombre limité de paramètres. On évite ainsi
les "erreurs numériques" liées à la résolution de grands systèmes paramétriques.
2.2.1/ LES PARAMÈTRES INTRINSÈQUES
Les paramètres intrinsèques sont les paramètres internes à la caméra et modélisent les
caractéristiques optiques du capteur. La ligne perpendiculaire à pii traversant le centre
optique est appelé l’axe principal, l’intersection de l’axe principal avec le plan image est
connu sous le nom de point principal c localisé dans l’image aux coordonnées (u0, v0)
exprimé en pixels. Rappelons également que la distance entre le plan caméra - plan
parallèle au plan image et passant par O - et le plan image correspond à la distance focale
f . Les paramètres présentés ici ne tiennent pas compte des paramètres extrinsèques ce
qui signifie que le point 3D est déjà exprimé dans le repère caméra.
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Projection d’un point à l’aide des coordonnées homogènes La projection de P (ex-
primé dans le repère caméra) sur pii peut s’exprimer de la manière suivante :
(X,Y,Z)T 7→ ( f X/Z, f Y/Z)T (2.1)
Cette transformation dans l’espace euclidien est non-linéaire, toutefois sa réécriture à







f 0 0 0
0 f 0 0








La matrice de projection homogène diag( f , f , 1)[I | 0] permet donc le passage entre le
repère caméra et le repère image.
Passage aux coordonnées pixeliques L’équation (2.1) exprime la projection d’un point
3D dans le plan image normalisé avec comme origine le point principal c. Cependant,
en pratique l’origine des coordonnées image (exprimé en pixels) se situe dans le coin
supérieur gauche de l’image. Il est possible d’exprimer ce changement de repère de la
manière suivante :
P 7→ p, (2.3)
(X,Y,Z)T 7→ ( f X/Z + u0, f Y/Z + v0)T , (2.4)







f 0 u0 0
0 f v0 0








La dérivation des paramètres internes à la caméra présentée jusqu’à présent considère
que les pixels sont orthogonaux et possèdent la même échelle sur les deux axes qui
constituent le capteur, en d’autre termes que les pixels sont parfaitement carrés. Pourtant
ce n’est pas toujours le cas en pratique pour les capteurs CCD et CMOS utilisés (voir
figure 2.4). Il est possible de modéliser ces imperfections à l’aide de deux paramètres :
λ qui n’est autre qu’un facteur d’échelle entre la largeur et la hauteur d’un pixel, et s qui
correspond à la non-orthogonalité d’un pixel s = tan(α) f . La matrice intrinsèque complète











FIGURE 2.4 – Représentation du capteur




0 λ f v0
0 0 1
 (2.6)
Ainsi, la matrice K contient 5 paramètres propres à la caméra :
– λ est le rapport d’aspect de pixel. Ce paramètre est représentatif du rapport lar-
geur/hauteur des pixels qui constituent l’image. Dans le cas idéal (c’est-à-dire si les
pixels sont carrés), on aura λ=1.
– f correspond à la distance focale. Il s’agit de la distance entre le centre optique et le
plan image. Ce facteur est responsable du grossissement de l’image (zoom).
– u0 et v0 sont les coordonnées du point principal sur l’image. Ce point correspond à la
projection orthogonale du centre optique sur le plan image.
– s correspond à la non-orthogonalité des pixels (qu’on appelle aussi "obliquité").
2.2.2/ LES PARAMÈTRES EXTRINSÈQUES
Les paramètres extrinsèques déterminent la position et l’orientation de la caméra par
rapport à un référentiel monde donné. Par exemple, un point 3D Pm est initialement ex-
primé dans le repère monde Om suivant les coordonnées (Xm,Ym,Zm). Afin d’exprimer ce
point dans le repère caméra il faut donc lui appliquer une transformation rigide, constituée
d’une rotation R et d’une translation t = [tx, ty, tz]T .
Rotation La rotation permet d’ajuster l’orientation de la caméra afin de l’aligner sur le
repère monde, de cette manière l’axe Zm sera perpendiculaire au plan image pii. Pour ce
faire, on passera par l’utilisation d’une matrice de rotation R de taille 3× 3 permettant une
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rotation composée autour des trois axes. R est une matrice orthogonale de déterminant
1. R peut être obtenue par le produit de trois autres matrices de rotation autour d’un seul



















Avec φ l’angle de rotation exprimé en radians.
Il existe différents types de représentation permettant d’obtenir une matrice de rotation
sur les trois axes :
Avec les angles de Cardan (lacet, tangage, roulis)
R(φz, φy, φx) = Rz(φz)Ry(φy)Rx(φx) (2.10)
Avec la représentation d’Euler (z-y-z)
R(φz, φy, φx) = Rz(φz)Ry(φy)Rz(φx) (2.11)
La rotation permettant de passer le point Pm dans un autre repère est donnée par :
P̂c = RPm (2.12)
On obtient ainsi le point P̂c(X̂c, Ŷc, Ẑc).
Translation On peut ensuite appliquer une translation t au point P̂c de manière à "su-
perposer" la position du centre optique de la caméra avec le repère monde. D’un point















On obtient alors le point Pc exprimé dans le repère caméra.
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2.2.3/ LA MATRICE DE PROJECTION
Finalement il est possible de combiner les paramètres intrinsèques et extrinsèques afin
d’obtenir une expression linéaire permettant la projection d’un point de la scène dans
l’image. La projection globale peut s’écrire en coordonnées homogènes :























On appellera M = KR[I | t] la matrice de projection de taille 3×4 modélisant les trans-
formations géométriques permettant la projection. Pour résumer la matrice de projection
admet en tout : 5 degrés de liberté pour la matrice intrinsèque ( f ,λ,s,u0,v0) et 6 dégrées
de liberté pour les paramètres extrinsèques (3 pour la rotation sur chaque axe et 3 pour
le vecteur de translation t), soit au total 11 degrés de liberté.
2.2.4/ LA MODÉLISATION DES DISTORSIONS
L’utilisation d’un système optique composé de lentilles peut entraîner des distorsions de
l’image invalidant la relation linéaire offerte par la matrice de projection. Ce type d’abbé-
ration géométrique entraîne une anamorphose notoirement visible sur les lignes droites
présentes dans l’image. En effet, comme cela est mentionné la section 2.1, la transfor-
mation perspective conserve normalement les lignes droites, ce constat n’est plus vrai si
le système optique induit des distorsions. Dans ce cas de figure, les lignes apparaissant
sur l’image seront courbées.
Le modèle sténopé reste cependant acceptable lorsque le ratio entre l’épaisseur de la
lentille et le rayon de courbure de ses faces est faible, on est alors en présence d’une
lentille mince ne modifiant que peu la fiabilité du modèle. Les lentilles n’entrainant pas
de distorsions sont désignées comme rectilinéaires. Ce n’est cependant pas le cas pour
toutes les caméras, notamment en ce qui concerne celles équipées d’objectif à courte
focale (par exemple une optique fisheye). Ces distorsions doivent être prises en compte
si l’on souhaite réaliser des panoramas/reconstructions précises et réalistes. Ces imper-
fections peuvent être modélisées par une approximation radiale et tangentielle afin de
corriger l’erreur de positionnement par rapport au modèle parfait. Si la projection idéale
d’un point 3D dans le plan image p(x, y) ne correspond pas exactement à son projeté
réel p̂(x̂, ŷ), alors cette différence peut être compensée à l’aide d’un modèle de distorsion
D(p) :
p̂ = p + D(p). (2.16)
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L’impact de la distorsion s’exercera différement en fonction de la position du pixel sur
l’image.
Distorsion radiale Comme l’illustre la figure 2.5, la distorsion radiale provoque un dé-
placement de la position idéale des pixels vers l’intérieur ou l’extérieur de l’image depuis
son centre. Les points localisés au centre de l’image étant par conséquent moins affec-
tés. Cette altération est directement causée par la courbure de la lentille.
Une distorsion radiale entraînant le déplacement des points en direction de son centre est
appelé distorsion en barillet arrondissant ainsi les bords de l’image et modifiant l’échelle
des objets. C’est le type de distorsion que l’on retrouvera sur les caméras fisheye ou en-
core sur un judas de porte.
Dans le cas inverse si la distorsion "étire" l’image sur ses côtés on parlera de distorsion
en cousinet. Ces distorsions sont symétriques par rapport au point principal de l’image et
peuvent être modélisées à l’aide d’un modèle polynomial. Si r =
√
(c − p)2 correspond à la
distance entre le point principal c(u0, v0) et la projection observée du point p̂, la distorsion
D peut s’exprimer de la manière suivante :
D =
(x − u0)(k1r2 + k2r4 + · · · )(y − v0)(k1r2 + k2r4 + · · · )
 , (2.17)
avec kn les coefficients de distorsions. Généralement un polynôme de degré 4 est utilisé
(n = 2) pour modéliser la distorsion toutefois un polynôme de degré 2 (un seul coefficient)
est souvent suffisant [147]. De la même manière il est possible d’utiliser un polynôme de
degré supérieur afin de rectifier l’image. La correction des images revient à redresser les
lignes droites dans l’image (voir figure 2.6).
a
b
FIGURE 2.5 – Distorsion radiale (a) négative/en barillet (b) positive/en cousinet
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FIGURE 2.6 – Correction d’une image fisheye. A gauche l’image originale, à droite l’image
rectifiée (Image de J.P. Roche)
Distorsion tangentielle La distorsion tangentielle est liée à un mauvais alignement des
lentilles dans l’objectif, et peut, par exemple, se traduire par un positionnement non per-
pendiculaire à l’axe optique. Ce type de défaut est donc directement lié à la fabrication de
l’objectif et apparaît souvent dans les caméras de mauvaise qualité. Elle peut également
se modéliser sous forme d’un polynôme de degré n, pourtant cette imperfection est bien
souvent considérée comme négligeable [109, 160].
2.3/ LA VISION OMNIDIRECTIONNELLE
Une caméra "conventionnelle" possède un champ de vue relativement limité, en général
de l’ordre de 40◦ à 60◦, ce qui constitue une contrainte dans bon nombre d’utilisations.
Un capteur omnidirectionnel permet de pallier cet inconvénient en fournissant une vision
panoramique de la scène allant jusqu’à 360◦. Les capteurs omnidirectionnels sont d’ores
et déjà largement utilisés dans différents domaines, comme la vidéo surveillance [137],
la reconstruction 3D [22], la navigation robotique [151], la capture d’événements sportifs
[8] ou encore la réalisation d’œuvres artistiques ...
Dans cette section nous aborderons à la fois la manière d’obtenir de telles images mais
également les modèles de projections correspondants.
2.3.1/ LES DIFFÉRENTES MODALITÉS D’ACQUISITION D’IMAGES OMNIDIREC-
TIONNELLES
Les dispositifs existants permettant des acquisitions de ce type d’images peuvent être
classés selon leur appartenance à trois principaux groupes : la vision panoramique à par-
tir d’un ensemble d’images (polydioptrique), l’utilisation de lentilles spécifiques (fisheye)
ou encore l’emploi d’un miroir convexe (catadioptrique). L’avantage principal offert par les
caméras de type omnidirectionnel est de fournir une vue d’ensemble de la scène ce qui a
pour effet, une réduction du coût du dispositif (moins de caméras mises en œuvre pour la
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FIGURE 2.7 – Image de l’opéra de Paris acquisse avec un cylindrographe
surveillance d’une zone déterminée sauf dans le cas d’un système polydioptrique), une
réduction du temps d’acquisition (une seule acquisition est nécessaire pour les caméras
fisheye et catadioptriques). Cependant, le compromis temps d’acquisition/résolution doit
être en concordance avec l’application souhaitée. De plus, l’inconvénient majeur décou-
lant de l’utilisation de ces systèmes est souvent l’anamorphose (distorsion de l’image)
induite par le procédé mis en oeuvre pour l’acquisition de l’image, voir figure 2.8(a). Cette
forte distorsion radiale rend impossible l’utilisation du modèle sténopé généralement ad-
mis pour des caméras perspectives conventionnelles. On notera également une résolu-
tion spatiale non-uniforme sur l’ensemble de l’image et une prédisposition aux aberrations
chromatiques avec les dispositifs évoqués.
2.3.1.1/ LES CAMÉRAS ROTATIVES
Il est possible d’obtenir des images panoramiques à partir d’une caméra en mouvement.
Cette approche est d’ailleurs la première à avoir permis la capture d’une prise de vue
panoramique avec le cylindrographe [132] puis l’invention brevetée des frères Lumières,
le "Photorama" en 1900 (voir figure 2.7).
L’emploi d’un capteur CCD linéaire monté sur un axe de rotation vertical (pan) permet
une acquisition relativement simple d’une image omnidirectionnelle [20, 76], la résolu-
tion spatiale de l’image sera ici déterminée par la vitesse de rotation de la caméra sur
son axe. Le panorama peut également être obtenu à partir d’une caméra matricielle, les
premières méthodes disponibles dans la littérature se basent sur une caméra admet-
tant une rotation pure sur l’axe vertical, la mise en correspondance (mozaicing) permet
alors l’obtention d’une image cylindrique de la scène. Il est possible de généraliser ce
principe à un système possédant un nombre de degrés de liberté plus important comme
une caméra PTZ [156, 164] permettant la création d’une image sphérique de l’ensemble
de l’espace environnant avec une résolution très élevée (mozaicing utilisant plusieurs ni-
veaux de zoom). L’utilisation des méthodes décrites ci-dessus a l’avantage de créer des
images de très haute résolution. De nombreuses approches permettant une acquisition
de ce type de cliché sont décrites dans l’ouvrage de Capel [37]. Ces différentes stratégies
soulèvent cependant un grand nombre de problèmes liés à la mise en correspondance
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FIGURE 2.8 – (a) Image obtenue à l’aide d’un objectif fisheye (b) lentille fisheye
d’images qui limitent l’utilisation de ce type de système à des acquisitions de scènes fixes
et peuvent également nécessiter un temps d’acquisition important.
2.3.1.2/ LES CAMÉRAS fisheye
On appellera dans ce document caméra fisheye toute caméra équipée d’une lentille de
type fisheye (ou œil de poisson en français, voir figure 2.8(b)). Ce type d’optique permet
d’imposer une distance focale très courte et par conséquent un champ de vue très large
pouvant atteindre 185◦. L’acquisition de ce type d’image hémisphérique se fait une fois
encore au détriment d’une forte distorsion radiale (dit en barillet) déformant les lignes
droites vers l’extérieur de l’image (phénomène clairement visible sur la figure 2.8(a)). De
plus, à l’instar des caméras catadioptriques, la résolution de l’image est plus forte en son
centre qu’à sa périphérie. On notera cependant que l’usage de ce genre de capteur per-
met de se soustraire du "blind spot" central caractéristique des caméras catadioptriques
(figure 2.10(a)).
Les optiques fisheye sont composées d’un ensemble de lentilles ne permettant pas de
respecter un centre de projection unique, ce qui a pour conséquence de rendre théori-
quement impossible la rectification de l’image [77]. Il existe cependant différents modèles
permettant de caractériser ces distorsions [53]. Généralement il s’agit de modéliser la
distorsion radiale par différentes transformations (polynomiales, logarithmiques, ration-
nelles).
2.3.1.3/ LES CAMÉRAS POLYDIOPTRIQUES
Les caméras polydioptriques sont quant à elles constituées d’un ensemble de caméras
permettant de couvrir un champ de vue plus large. Les transformations inter-caméras
sont généralement connues à l’aide d’un calibrage préalable du capteur permettant d’as-
socier les images provenant de toutes les caméras afin de former l’image omnidirection-
nelle. L’avantage avec ces systèmes de vision est qu’ils permettent l’acquisition d’images
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panoramiques de très haute résolution et contrairement aux systèmes faisant intervenir
des caméras rotatives ils sont tout à fait exploitables sur des robots mobiles. On peut
toutefois nuancer la praticité de ces capteurs qui nécessitent une synchronisation entre
les caméras suffisamment précise, une phase de calibrage plus contraignante ainsi qu’un
coût élevé.
Les systèmes de vision polydioptriques peuvent être constitués de caméras perspectives,
mais aussi d’un ensemble de caméras omnidirectionnelles, on parle alors de système
poly-omnidirectionnelle [148]. De nombreux systèmes commerciaux tel que la Ladybug
(voir figure 2.9), le Panono ou encore la Bublcam démocratisent l’utilisation de ces camé-
ras non seulement pour les entreprises ("Google street view" reposait sur l’utilisation de la
ladybug jusqu’en 2008) mais aussi pour les particuliers. De nombreux travaux portent ac-
tuellement sur la navigation de véhicules autonomes équipés de caméras polydioptriques
[128, 107].
FIGURE 2.9 – (a)Image acquise avec un système multi-caméras (b) Le capteur LadyBug
2.3.1.4/ LES CAMÉRAS CATADIOPTRIQUES
Une caméra catadioptrique consiste en l’association d’une caméra et d’un miroir per-
mettant ainsi d’élargir ou de modifier le champ de vue. Étymologiquement, on retrouve
d’ailleurs le terme "dioptrique" qui est l’étude de la réfraction de la lumière (lentille) tan-
dis que "catoptrique" concerne la réflexion des rayons (miroir). L’utilisation de miroirs
convexes afin d’obtenir une vision étendue d’une scène n’est pas un concept nouveau et
était déjà employé au 16ème siècle afin de surveiller les établissements d’orfèvreries ou
bancaires. Cependant la première utilisation de ce type de capteur permettant d’acquérir
une image omnidirectionnelle est très récente avec le dépôt de brevet de Rees en 1970
[145]. Celui-ci suggérait l’utilisation d’un miroir hyperboloïde afin d’obtenir une image à
360◦. Les caméras catadioptriques se sont par la suite démocratisées en robotique pour
leur capacité à visualiser une large zone avec une seule caméra et par conséquent sans
nécessiter de synchronisation (contrairement à un système multi-caméra). On notera tout
de même quelques inconvénients, notamment l’encombrement, le coût, ainsi que la ré-
solution faible et non uniforme. Dans les sections suivantes, nous verrons que différentes
formes de miroir peuvent être utilisées et que ce choix est prépondérant lorsqu’il est
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question de modéliser la projection du capteur.
FIGURE 2.10 – (a) Image obtenue à l’aide d’une caméra catadioptrique (b) Différent type
de caméras catadioptriques
2.3.2/ LES CAMÉRAS CATADIOPTRIQUES À POINT DE VUE UNIQUE
Les caméras centrales également désignées comme caméras à point de vue unique
(PVU) regroupent toutes les caméras où les rayons lumineux convergent vers un seul
et même point. C’est par exemple le cas d’une caméra perspective sans distorsion et
respectant ainsi le modèle sténopé (voir ﬁgure 2.3). Cette contrainte est également res-
pectée pour différents types de caméras omnidirectionnelles spéciﬁquement pensées
pour faire converger les rayons de lumière en un point unique. C’est le cas pour certaines
caméras catadioptriques où le choix de la caméra et la forme du miroir qui y est associé
ont été spécialement conçus pour respecter cette caractéristique. Théoriquement toutes
les formes de miroir dérivées de section de conique permettent de satisfaire le PVU, ce-
pendant elles ne sont pas toutes applicables en pratique. Notons également que pour
respecter le PVU le foyer du miroir doit être confondu avec le centre optique de la ca-
méra.
En 1997 Nayar et Baker[133] référence 4 conﬁgurations dont le dispositif est physique-
ment réalisable :
Parmi ces différents couples miroir/caméra, seules les deux conﬁgurations impliquant un
miroir de forme convexe présentent une véritable utilité dans le cadre de la vision omni-
directionnelle. D’un point de vue pratique la conﬁguration utilisant une caméra perspec-
tive est souvent préférée pour des raisons liées au coût et à l’encombrement du capteur.
D’autres conﬁgurations de caméra catadioptrique à PVU sont théoriquement valides mais
ne peuvent pas être mise en œuvre physiquement, nous ne les traiterons donc pas dans
ce manuscrit de thèse. Cependant ces différentes conﬁgurations sont exposées dans l’ar-
ticle [133]. L’avantage de pouvoir modéliser la projection d’une caméra par un PVU est de
permettre la rectiﬁcation de l’image. De cette façon il est possible d’obtenir facilement une
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image perspective à partir d’une image complètement anamorphosée et par conséquent
d’appliquer des méthodes initialement destinées aux caméras perspectives.
2.3.3/ MODÈLES DE PROJECTION DES CAMÉRAS CATADIOPTRIQUES CEN-
TRALES
Nayar & Baker [133] se sont penchés sur la formation des images catadioptriques pour
tous les cas respectant le PVU. Nous détaillerons ici les deux possibilités permettant à la
fois un centre de projection unique et une vision panoramique. Les formules présentées
ici sont reprises de [53, 177, 133].
Caméra hypercatadioptrique Il est ici question de la configuration comprenant un mi-
roir hyperbolique et une caméra perspective possédant une distance focale f , comme
représenté sur la figure 2.11. Nous considérons également que l’axe principal de la ca-
méra passant par son centre optique O est aligné avec le foyer du miroir Om et espacé





avec e l’exentricité et p le paramètre de l’hyperbole.
La projection d’un point dans le monde P peut donc se décrire en deux étapes, la première
étant la projection de P sur la surface du mirroir ρ :
Pm =
ρP
‖ P ‖ . (2.19)
La deuxième étape consiste en la projection du point miroir Pm(Xm,Ym,Zm) sur le plan
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Il est également essentiel que le centre optique de la caméra O corresponde au deuxième
foyer de l’hyperbole, forçant donc la distance d = 2ep1−e2 . De plus nous savons que cos(θ) =











FIGURE 2.11 – Formation d’une image hypercatadioptrique
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X2 + Y2 + Z2 + Z
+ v0
 . (2.21)
Caméra paracatadioptique Cette configuration est assez différente de la précédente
dans le sens où une caméra orthographique est utilisée. Ce type de caméra admet un
point central situé à l’infini et par conséquent une focale f = ∞ et d = ∞ (voir figure
2.12). De plus la forme du miroir admet une exentricité e = 1, l’équation (2.21) peut en
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2.3.4/ MODÈLE DE PROJECTION DES CAMÉRAS fisheye
D’un point de vue théorique les caméras fisheye ne respectent pas le PVU, mais il a été
prouvé par différents travaux tels que [177, 48], que le modèle de projection sphérique
unifié constitue une très bonne approximation pour des applications telles que l’asservis-
sement visuel [165] ou la navigation robotique. Généralement, les caméras légèrement
non-centrales sont mieux décrites par le modèle sphérique que par tout autre modèle.
D’autres modèles basés sur différents types de transformations permettent également de
modéliser la projection d’une optique fisheye, l’ensemble de ces approches est résumé









FIGURE 2.12 – Formation d’une image paracatadioptique
dans [48]. La plupart de ces modèles consistent à trouver la relation existante entre la
distance euclidienne d’un point p(x, y) avec le centre optique r =
√
x2 + y2 et son équi-
valent dans le modèle sténopé r′ =
√
x′2 + y′2 (voir figure 2.13). Fitzgibbon [67] propose
par exemple le modèle suivant :
r′ = k1
r
1 − k2r2 . (2.23)
L’approche la plus simple permet quant à elle d’établir une relation entre l’angle d’inci-
dence θ et r :
r = f θ. (2.24)
L’article [92] fournit également de nombreuses informations sur le fonctionnement optique
d’une caméra fisheye.
2.3.5/ LE MODÈLE SPHÉRIQUE UNIFIÉ
Nous avons montré que les caméras à point de vue unique forment un large panel com-
prenant les caméras perspectives, les caméras catadioptriques centrales et -dans une
certaine mesure- les caméras équipées de lentille fisheye. Certaines de ces caméras
offrent des images sujettes à de forte distorsions ce qui rend difficile, voire impossible,
l’utilisation de méthodes développées pour des caméras perspectives conventionnelles ;
prenons par exemple la géométrie épipolaire [149], la détection de contour [56] ou encore
la mise en correspondance de points caractéristiques [49].
Comme cela a été évoqué dans les sections 2.3.3 et 2.3.4 des modèles spécifiques ont








FIGURE 2.13 – Formation d’une image fisheye
été développés indépendamment pour chaque système. Il est cependant possible de re-
présenter tous ces types de caméra à l’aide d’un modèle de projection stéréographique
unique : le modèle sphérique unifié [72, 18]. Le processus de formation des images peut
se traduire pour toute caméra centrale par une double projection sur une sphère gaus-
sienne. Tout d’abord un point dans la scène P est projeté sur la sphère en Ps. Cette
première projection est suivie d’une seconde sur le plan image pii formant ainsi le pixel pi.
Cette projection part d’un point Oc situé au dessus du centre de la sphère. La distance l
séparant ce point Oc et le centre de la sphère O modélise la distorsion radiale inhérente à
la caméra utilisée, pour une caméra perspective sans distorsion cette distance est nulle.
L’ensemble de cette projection est résumé dans la figure 2.14 et développé plus en détails
dans les sous-sections suivantes.
Projection d’un point dans le monde sur le plan image Étape 1 : Un point 3D P est
projeté sur la sphère :
Ps =
P






Etape 2 : Projection stéréographique du point sphérique sur le plan image :



















La projection globale se caractérise donc de la manière suivante :














Re-projection d’un point image sur la sphère Afin de permettre un travail directement
sur la sphère il est également important de maîtriser le modèle de projection inverse,






Xs = xt(Zs + l)






 ' K−1pi et ω = x2t + y2t .
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Récapitulatif Toutes les caméras centrales permettent l’utilisation du modèle sphérique
unifié, la différence majeure résidant dans la valeur du paramètre l. Les équations (2.21)
modélisant les caméras hypercatadioptriques et (2.29) sont équivalentes si l’on pose :
l = 2e1+e2 < 1 et fx = fy =
1−e2
1+e2 f .
Cette équivalence est également vraie pour le modèle de projection paracatadioptrique,
puisque l’équation (2.22) est strictement similaire au modèle sphérique avec l = 1 et
fx = fy = p.
En effet, pour les caméras catadioptriques les points projetés se situent derrière le plan
image, ce qui force l a être compris entre 0 et 1 pour le cas paracatadioptrique tandis
que l = 1 pour une caméra hypercatadioptrique. Cette distance sera nulle dans le cas
d’une caméra perspective tandis que l > 1 pour les caméras fisheye [177, 48]. Ce mo-
dèle constitue également une très bonne approximation lorsqu’il est question de système
multi-caméras où les centres optiques des caméras constituant le banc de vision sont
suffisamment proches relativement à la profondeur de la scène. Dans ce cas de figure,
la translation existante entre les caméras peut être négligée et le modèle sphérique s’ap-
pliquer [128, 104]. De la même manière il est possible d’appliquer ce modèle dans le cas
de caméra rotative telles que les caméras de type PTZ. Le modèle sphérique unifié nous
fournit donc un outil très polyvalent permettant d’homogénéiser le modèle de projection
même dans le cas qui nous concerne, c’est-à-dire les systèmes de vision hétérogène.
2.3.6/ MODÈLE DE PROJECTION GÉNÉRIQUE
Dans le cas de caméras non-centrales (figure 2.15), ou pour des réseaux de caméras
les modèles présentés précédemment ne permettent pas de caractériser la géométrie
responsable de la formation de l’image. C’est d’ailleurs pour les systèmes multi-caméras
que Pless [139] a introduit un modèle de caméra généralisé permettant de modéliser les
projections ne respectant pas le point de vue unique. Dans cet article il définit de quelle
manière un réseau de caméras centrales peut être exprimé comme une seule caméra
non-centrale.
Ce modèle est particulièrement utile car il n’impose pas de contrainte dans la conception
physique des capteurs catadioptriques. De plus, il permet de représenter des systèmes
de vision hybride composés de n caméras centrales/non-centrales [89]. Dans ce modèle
générique chaque pixel p se rapporte à un rayon exprimé sous forme de ligne de Plücker
composée de 6 coordonnées afin de décrire la direction du rayon dans l’espace [140].
La mise en pratique de cette approche reste cependant plus complexe que les modèles
décrits précédemment. Pour le calibrage d’une caméra non-centrale, nous renvoyons à
[163].




FIGURE 2.15 – Projection non centrale
2.4/ LA PROJECTION PLANAIRE
Lorsque la scène observée contient un plan, il est possible de caractériser la projection
des points appartenant à ce plan sur pii par une transformation homographique. Cette
homographie s’exprimant sous forme d’une matrice H de taille 3 × 3 contient l’ensemble
des informations concernant le plan et la pose de la caméra l’observant.
Plan à une distance finie Tout plan pi dans la scène peut être caractérisé par son
vecteur normal n et par la distance orthogonale d entre le plan et le repère de la scène.
Un plan pi est donc représenté par un vecteur de 4 éléments pi ' (n, d)T . Un point 3D











 + Kt. (2.30)
L’une étant la projection de ce point dans l’image p ' MP, l’autre validant l’existence de
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 où l’homographie H est définie








Cette matrice H constitue donc une transformation directe entre les points du plan et les
points images. Nous verrons par la suite que cette propriété est très souvent exploitée









FIGURE 2.16 – Projection homographique
Plan à l’infini Cette relation existe également entre les points images et les points ap-
partenant au plan à l’infini. Par exemple un point de fuite P∞ = (X∞,Y∞,Z∞, 0) - projeté sur
l’image en un point p - sera situé à une distance d = ∞ donc lim
d→∞(Kt
nT
d ) = 0, l’homographie
à l’infinie H∞ peut donc s’écrire :
H∞ ' KR. (2.33)
Cette particularité est très intéressante puisque cette homographie ne dépend plus de
la position de la caméra mais seulement de son orientation et de ses paramètres intrin-
sèques. Nous verrons dans cette thèse une méthode d’auto-calibrage prenant avantage
de l’homographie à l’infini.
2.5/ LA GÉOMÉTRIE MULTI-VUES
Dans cette section nous traiterons de la géométrie multi-vues, c’est-à-dire des relations
qui existent entre la projection des points de la scène dans plusieurs vues. Tout d’abord
nous aborderons le cas faisant intervenir deux vues - aussi appelé géométrie épipolaire
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- puis nous développerons les approches basées sur l’utilisation de tenseurs permettant
de lier des amères visibles sur trois ou quatre vues. De façon à être le plus générique
possible les explications ci-dessous concerneront le cas de caméra perspectives mais
également de toutes les caméras à PVU ou assimilables (catadioptrique, fisheye, ...).
2.5.1/ GÉOMÉTRIE BI-FOCALE
La projection d’un point 3D P(X,Y,Z) sur les deux images pi1 et pi2 respectivement en p1 et
p2 peut s’exprimer à l’aide des matrices de projection associées à chacune des caméras.
Si le repère lié à la scène correspond au repère de la première caméra, on obtient les
relations suivantes :
p1 = M1[P 1]T → p1 = K1[I | 0][P 1]T
p2 = M2[P 1]T → p2 = K2[R12 | t12][P 1]T
(2.34)
où R12 et t12 sont la rotation et la translation entre la première et la seconde caméra. Les
matrices K1 et K2 étant quant à elles les matrices intrinsèques de la première et de la
seconde caméra respectivement.
Remarquons que la figure 2.18 fait état de deux épipoles e12 et e21, ils correspondent
respectivement à la projection du centre optique de la seconde caméra O2 sur le plan
image de la première (pi1) et inversement. On obtient donc :
e12 = K1RT12t12 (2.35)
e21 = K2t12 (2.36)
A noter que les épipoles ne vivent pas nécessairement dans l’image visible.
Les épipoles sont importants dans la géométrie multi-vue car ils caractérisent la pose
relative de deux caméras entre elles.
2.5.1.1/ HOMOGRAPHIE ENTRE DEUX VUES
Au même titre qu’il existe une relation directe entre un plan et sa projection dans l’image,
il existe une homographie liant la projection d’un plan sur deux prises de vue (voir figure
2.17). Prenons un point P appartenant au plan pi, ce point est projeté sur les deux plans
image respectivement aux points p1 et p2. Il existe une homographie H12 respectant :
p2 ' H12p1, (2.37)
avec cette fois une matrice d’homographie dépendante des paramètres intrinsèques des
deux caméras K1 et K2 :















FIGURE 2.17 – Homographie entre deux vues
2.5.1.2/ LA GÉOMÉTRIE ÉPIPOLAIRE
La géométrie épipolaire correspond au modèle mathématique liant deux images d’une
même scène capturée sous deux points de vue différents. La géométrie épipolaire se
base sur l’intersection des plans images avec le plan épipolaire pie formé par les centres
focaux des caméras (la baseline) et le point 3D P projeté sur les deux images aux points
de correspondance p1 et p2. En absence d’a priori sur la scène la position du point 3D P
est inconnu entraînant une ambiguïté sur la position du point de correspondance de p1
dans l’autre image. On peut toutefois affirmer que celui-ci sera nécessairement localisé
sur la ligne épipolaire l2 résultante, p1 7→ l2 (phénomène illustré figure 2.18). Tous les
plans épipolaires possibles passent par les épipoles e12 et e21 formés par l’intersection










FIGURE 2.18 – Géométrie épipolaire
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doit par exemple trouver des points de correspondance entre images [180]. Mais nous
verrons également qu’elle est essentielle dans le calcul de pose des caméras ou pour la
rectification d’image [83].
2.5.1.3/ LA MATRICE FONDAMENTALE
La géométrie épipolaire peut être formalisée de manière mathématique sous forme d’une
matrice 3x3, appelée matrice fondamentale. Nous allons en reprendre le développement
afin de mettre en avant ses propriétés et souligner l’intérêt d’un tel formalisme. Les équa-
tions (2.34) représentent la projection d’un point 3D sur deux caméras, elles peuvent
également s’exprimer sous la forme suivante :
K1−1p1 ' P, (2.39)
K2−1p2 ' R12P + t12, (2.40)
avec p1 en coordonnées homogènes (x1, y1, 1)T et p2 = (x2, y2, 1)T . En substituant l’équa-
tion (2.39) dans l’équation (2.40), on obtient :
K2−1p2 ' R12K1−1p2 + t12. (2.41)
On notera qu’à cette étape la relation entre les deux points de correspondance ne dépend
plus du tout de la position du point 3D mais simplement du positionnement des caméras.




 pour tout vecteur t = [tx ty tz]T ) :
t12[×]K2−1p2 ' t12[×]R12K1−1p1, (2.42)
une multiplication par p2TK2−T donne la relation appelée "contrainte épipolaire" :
p2TK2−T t12[×]R12K1−1p1 = 0, (2.43)
p2TF12p1 = 0, (2.44)
avec F12 = K2−T t12[×]R12K1−1 de taille 3×3. Cette matrice de rang 2 a de nombreuses
propriétés :
Correspondances Si deux points p1 et p2 sont homologues alors la contrainte épipo-
laire p2TF12p1 = 0 est respectée. Cela revient à dire que ces deux points sont coplanaires
sur le même plan épipolaire.
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Transposition Si F12 est la matrice fondamentale exprimant la contrainte épipolaire
existante entre la caméra 1 et la caméra 2, alors sa transposée définit la relation liant la
caméra 2 à la caméra 1 : F12T = F21.
Ligne épipolaire Il est très simple de calculer l’équation d’une ligne épipolaire l2 -dans
la seconde image- formée par p1 à l’aide de la matrice fondamentale : l2 = F12p1. De la
même manière l1 = F12Tp2 et l1 = p2F12.
Les épipoles Toutes les lignes épipolaires passent par les épipoles, ce qui signifie que
pour tout point p1 la condition e21TF12p1 = 0 est toujours satisfaite. Donc e21TF12 = 0, en
d’autres termes l’épipole dans la seconde image e21 est le vecteur nul gauche de F12.
CALCUL DE LA MATRICE FONDAMENTALE
Il est possible à partir de la contrainte épipolaire p2TF12p1 = 0 de résoudre linéairement
les entrées de la matrice fondamentale. Si on considère les éléments composants F de







et en développant la contrainte épipolaire, on obtient l’équation ci-dessous :
x2x1 f11 + x2y1 f12 + x2 f13 + y2x1 f21 + y2y1 f22 + y2 f23 + x1 f31 + y1 f32 + f33 = 0 (2.46)
sous forme vectorielle on peut réécrire :
(x2x1, x2y1, x2, y2x1, y2y1, y2, x1, y1, 1)f = 0 (2.47)
avec f = ( f11, f12, f13, f21, f22, f23, f31, f32, f33)T . On peut ainsi résoudre F sous forme d’un


























































 f = 0. (2.48)
Chaque point de correspondance fournissant une équation, la méthode la plus élémen-
taire nécessite un ensemble minimum de huit points afin de résoudre f car f est définit à
l’échelle près.
La résolution de la matrice fondamentale se révèle cependant plus complexe en pratique
puisqu’une normalisation des coordonnées des points de correspondance est nécessaire
afin d’assurer la stabilité numérique de la méthode. Il faut en outre tenir compte des cas
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dégénérés tel qu’un choix de points coplanaires ou encore une rotation pure de la ca-
méra. L’algorithme le plus basique est l’algorithme des huit points normalisés de Longuet
[117]. Hartley y a par la suite ajouté une contrainte en forçant la singularité de F après
la résolution linéaire ayant pour effet de garantir la "validité" de la matrice fondamentale
[81]. Le calcul de la matrice fondamentale a été très largement étudié, on retrouve donc
un grand nombre d’approches différentes dans la littérature telles que des estimations
robustes à l’aide LMedS (least median of square) [180], RANSAC [66, 87, 64] ou ses
variantes [129, 178]. On notera également l’existence d’algorithmes forçant la contrainte
det(F) = 0 réduisant le nombre de points nécessaire à 7 [95, 80]. Ces approches four-
nissent cependant trois résultats possibles, et leurs implémentations reste plus complexe
que l’algorithme des 8 points.
2.5.1.4/ LA MATRICE ESSENTIELLE
La matrice essentielle est l’équivalent de la matrice fondamentale dans le cas calibré,
c’est-à-dire que les points de correspondance utilisés ne sont plus exprimés dans le plan
image pii mais dans le plan rétinien. Si l’on considère un point p vivant dans le plan image
alors son expression dans le plan rétinien p̂ s’exprimera de la manière suivante :
p̂ = K−1p. (2.49)
La matrice essentielle notée E12 permet de décrire la géométrie entre deux images pro-
venant de deux caméras calibrées et dont les points de correspondance sont respective-
ment p̂1 et p̂2. La contrainte épipolaire peut alors être écrite de la manière suivante :
p̂2TE12p̂1 = 0. (2.50)
Si l’on reprend l’équation (2.43), on remarque une relation simple et directe entre la ma-
trice fondamentale et la matrice essentielle :
F12 = K2−TE12K1−1. (2.51)
On en déduit :
E12 = t12[×]R12. (2.52)
La matrice essentielle contient donc la transformation rigide entre deux caméras, ce qui
à l’échelle près lui confère un total de 5 degrés de liberté. Cela en fait un outil indispen-
sable pour estimer le déplacement d’une caméra. L’approche permettant l’estimation de
la matrice essentielle la plus basique repose sur l’utilisation de six points mis en cor-
respondance, une approche minimale utilisant 5 points existe également [114] et permet
notamment de gérer certains cas dégénérés tel que celui où les points mis en correspon-
dance sont coplanaires.
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CALCUL DE LA MATRICE ESSENTIELLE
Nous présentons ici la résolution linéaire des entrées d’une matrice essentielle à l’aide
de 6 points de correspondance respectant la contrainte épipolaire p̂2TE12p̂1 = 0. Avec les


















































































 e = 0 (2.53)
EXTRACTION DES PARAMÈTRES EXTRINSÈQUES R ET t
Le calcul de E12 n’est pas suffisant pour déterminer le déplacement de la caméra, pour
cela il est nécessaire d’en extraire les paramètres extrinsèques. La méthode que nous
présentons ici est issue de [87]. Tout d’abord, considérons la décomposition en valeurs
singulières de E12 :
E12 = UΣVT . (2.54)





, puisque la matrice essentielle est de
rang 2 (ce qui sous-entend l’existence d’une valeur singulière nulle et deux valeurs
singulières non nulles).
Extraction de la translation t12 :
Sachant que :
E12t12 = 0, (2.55)
la translation correspond à la troisième colonne de la matrice orthogonale U (position de
la valeur singulière nulle) :
t12 ' ±U(0, 0, 1)T . (2.56)
Cette translation est cependant estimée à l’échelle près avec un signe indéterminé.
Extraction de la rotation :
Pour la résolution de la rotation, deux résultats sont possibles R121 et R122 :
R121 = UWVT , (2.57)
R122 = UWTVT , (2.58)





. Par conséquent, il existe quatre matrices de projection
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possible pour la caméra 2 (considérant la caméra 1 comme référence), cependant une
seule correspond réellement au déplacement de la caméra (à l’échelle). Pour pouvoir
effectuer une reconstruction de l’environnement il est donc indispensable de déterminer
quelle configuration est correcte parmi ces quatre possibilités :
M12 = [R12
1 | t12], (2.59)
M22 = [R12
1 | −t12], (2.60)
M32 = [R12
2 | t12], (2.61)
M42 = [R12
2 | −t12]. (2.62)
Pour ce faire, il est essentiel d’employer la contrainte dite de chiralité. Cette contrainte
assure que les points reconstruits sont bien une solution physiquement possible par tri-
angulation, en d’autres termes que les points 3D reconstruits existent devant les deux
caméras. On peut ainsi rejeter les solutions physiquement impossibles [87].
2.5.1.5/ MATRICE FONDAMENTALE OMNIDIRECTIONNELLE/HYBRIDE
Nous avons montré dans la section 2.3.5 que le modèle de projection sphérique est par-
ticulièrement adapté pour tous les capteurs respectant le PVU, en revanche on notera
que la projection sphérique ne peut pas directement être exprimée sous forme linéaire
comme cela est le cas pour une caméra perspective décrite par le modèle sténopé. L’ab-
sence de matrice de projection linéaire pose un problème dans le sens où la matrice
fondamentale classique n’est plus valide et doit être adaptée. En effet, sur des images
omnidirectionnelles les lignes épipolaires deviennent des coniques épipolaires.
Pour résoudre ce problème, la plupart des approches se basent sur l’utilisation de coor-
données augmentées (lifted coordinates) permettant d’exprimer la matrice fondamentale
de manière linéaire à l’aide des surfaces de Veronese, plus adaptées à l’étude des co-
niques. Cette approche a d’abord été employée par Geyer et Daniilidis afin de définir une
matrice fondamentale adaptée à la géométrie des capteurs paracatadioptriques [73]. Par
la suite Claus et Fitzgibbon [41] ont également proposé une méthode permettant de dé-
crire la géométrie épipolaire sur des caméras fisheye à l’aide d’un nouveau modèle de
projection, le calcul de la "matrice fondamentale augmentée" proposée s’appuie sur l’ap-
pariement de 36 points de correspondance. Des travaux plus récents menées par Micusik
et al. [130] ont permis de généraliser cette approche à toutes les caméras respectant le
PVU. Par la suite, d’autre travaux initiés par Sturm [162] concernant les systèmes de
vision hybride sont apparus afin de permettre la mise en correspondance d’images om-
nidirectionnelles et d’images perspectives à l’aide d’une matrice fondamentale adaptée
à la géométrie de chacune des caméras [143, 21, 17]. L’utilisation des surfaces de Ve-
ronese permettant d’obtenir une matrice de projection linéaire pour le modèle sphérique
est également utilisée pour le calibrage des systèmes de vision omndirectionnels à PVU.
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2.5.1.6/ STÉRÉO OMNIDIRECTIONNELLE/HYBRIDE CALIBRÉ
Dans cette thèse, nous traiterons essentiellement du cas de caméras omnidirectionnelles
calibrées (dont les paramètres intrinsèques sont connus), dans ces circonstances la
géométrie épipolaire - et toute la géométrie projective en générale- est préservée par
l’utilisation du modèle sphérique unifié. La matrice essentielle garde donc sa structure,
c’est-à-dire une matrice E de taille 3 × 3 composée de la rotation et de la matrice anti-
symétrique issue du vecteur de translation. Les lignes épipolaires sur les plans images
(comme cela est illustré dans la figure 2.18) deviennent des cercles épipolaires (C1 et C2)
sur les sphères représentant les caméras car il s’agit de l’intersection du plan épipolaire
avec les sphères susmentionnées (voir figure 2.19). Les points de correspondance détec-
tés sur chaque image peuvent alors être reprojetées sur leur sphère respective p1 → PS1
et p2 → PS2 afin de calculer linéairement les composants de E12 à l’aide de la méthode
présentée dans la section 2.5.1.4.
Cette représentation est particulièrement avantageuse dans le sens où l’emploi des mé-
thodes initialement destinées à la géométrie multi-vues conventionnelles sont applicables
sans autres modifications particulières. De nombreux travaux ont déjà tiré avantage de
cette géométrie, pour la rectification d’images omnidirectionnelles, la navigation robo-















FIGURE 2.19 – Géométrie épipolaire avec le modèle spérique
2.5.1.7/ LA CONTRAINTE ÉPIPOLAIRE GÉNÉRALISÉE
Il est également possible d’étendre la contrainte épipolaire au modèle de vision généralisé
déjà évoqué dans la section 2.3.6. Dans ce cas si un point image p1 associé à la ligne
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de Plücker L1 est en correspondance sur une autre vue avec un point p2 dont le rayon




L1T = 0. (2.63)
Ce que nous appelons ici la matrice essentielle généralisée EG12 est la matrice de taille
6×6 liant les deux lignes de Plücker L1 et L2. Notons que la matrice essentielle "classique"
décrite précédemment ne permet qu’une estimation du mouvement à l’échelle près, tan-
dis que la matrice essentielle généralisée peut permettre une estimation du mouvement
à l’échelle métrique. Il existe d’ailleurs plusieurs méthodes linéaires permettant le cal-
cul de EG12 dont la principale nécessite la mise en correspondance de 17 points entre
deux vues [139], ce qui est difficilement applicable en pratique si une estimation robuste
est requise. Une autre approche ne nécessitant que 6 points de correspondance existe
également, elle a néanmoins le désavantage d’offrir 64 solutions possibles. Toutefois, de
nombreuses variantes nécessitant moins de points à l’aide d’informations additionnelles
permettent de résoudre cette matrice essentielle. Par exemple, dans [89] les auteurs
utilisent l’estimation de la rotation provenant de la centrale inertielle d’un drône afin de
résoudre la translation métrique à l’aide de seulement 3 points.
2.5.1.8/ TRIANGULATION
La triangulation en vision artificielle est le processus permettant de déterminer la position
d’un point 3D à partir de la projection de ce point sur deux images ou plus, on peut éga-
lement parler de reconstruction. La triangulation permettant une reconstruction métrique
ou euclidienne nécessite à la fois une connaissance des paramètres intrinsèques et ex-
trinsèques des caméras. Le principe de la triangulation est trivial dans la mesure où l’on
cherche simplement à obtenir l’intersection des lignes de vues passant par les points de
correspondance. Cependant les rayons s’intersectent rarement en pratique particulière-
ment en présence de bruit, de distorsion ou simplement due à la limitation de la résolution
du capteur. C’est pour ces différentes raisons que de nombreuses méthodes permettent
de déterminer la position optimale du point reconstruit. Nous nous contenterons ici de
présenter la méthode la plus employée, la triangulation linéaire [84].
Un point dans la scène P se projette sur deux images aux points p1 = M1P et p2 = M2P.
Le facteur d’échelle inhérent à la projection perspective peut être éliminé par un produit
vectoriel. Par exemple pour le point p1, nous avons la relation p1 ×M1P = 0, que nous
pouvons également réécrire sous la forme suivante :
x1(m3T1 P) − (m1T1 P) = 0 (2.64)
y1(m3T1 P) − (m2T1 P) = 0 (2.65)
x1(m2T1 P) − y1(m1T1 P) = 0 (2.66)
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Avec mn1 la n
ème ligne de la matrice de projection M1. Cette série d’équations peut être








Ce qui fait un total de deux équations par images pour chaque point homologue afin de
résoudre les quatre inconnues de P exprimées en coordonnées homogènes.
Une comparaison des approches de triangulations les plus courantes est proposée par






FIGURE 2.20 – Triangulation en situation réelle
2.5.2/ TENSEUR TRI/QUADRI-FOCAL
Il existe différentes manières de représenter les relations existantes entre plusieurs vues,
la manière la plus directe peut s’exprimer à l’aide des matrices de projections, ici entre















où λ1···4 sont des facteurs d’échelles. La matrice C12×8 présente dans l’équation (2.68)
admet une solution non nulle (rank(C)≤ 7) ce qui implique que tous les mineurs (déter-
minants de ses sous-matrices carrées) de taille 8 × 8 sont égaux à zéro. C’est ce dé-
terminant qui définit les relations bi/tri/quadri-linéaires liant les points de correspondance
entre les vues. Le choix de ce mineur - c’est-à-dire des 8 lignes au sein de la matrice
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C le constituant- est donc prépondérant dans la construction de la contrainte, plusieurs
configurations sont possibles :
– si l’on choisit seulement une ligne par caméra on aboutira à une relation trilinéaire
– si l’on choisit seulement une ligne pour deux caméras la contrainte résultante revient à
une contrainte épipolaire (aussi appelée contrainte bifocale)
– finalement si deux lignes par caméras sont prises en compte, il s’agira alors d’une
relation quadrilinéaire













où Mi correspond à la ième ligne de M et x j, y j les coordonnées en x et y du point sur la
jème image.
Ces relations linéaires peuvent être reformulées sous forme de tenseurs, aussi appelés
tenseurs bi/tri/quadri-focal. Ils permettent de mapper différentes primitives géométriques
telles que les points ou les lignes entre chacune des vues de manière directe et élégante.
Si les poses des caméras sont connues le calcul du tenseur tri/quadri-focal est trivial et
peut s’exprimer de la manière suivante, pour les tenseur tri-focaux :






pour les tenseurs quadrifocaux :








T correspond au tenseur tri-focal de taille 3 × 3 × 3 (27 entrées) et Q au tenseur quadri-
focal de taille 3 × 3 × 3 × 3 (81 entrées).
Ce type de tenseur fournit des relations géométriques intéressantes -entre lignes et/ou
points de chaque caméra- appelés transfert. Le transfert ligne-ligne-ligne-ligne dans le







4 = 0, (2.72)
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où lvi est la i
ème ligne de correspondance dans la vème vue. Cette relation peut être étendue
aux transfert de points, rendant cependant la formulation plus complexe :
P1iP2 jP3kP4lεipwε jqxεkryεlszQi, j,k,l = 0wxyz (2.73)
en substituant les lignes l1i par εipwP
i
1, représentant ainsi toute les lignes passant par P1
et où εi jk est le tenseur de Levi-Civita :
εi jk =

+1 si (i,j,k) = (1,2,3), (2,3,1) ou (3,1,2)
−1 si (i,j,k) = (3,2,1), (1,3,2) ou (2,1,3)
0 autrement
Il est possible d’estimer les tenseurs tri/quadri-focal à l’aide d’un simple appariement de
points/lignes entre les images, au même titre que la matrice essentielle, les tenseurs sont
définis à l’échelle près. Pour plus de détails quant à la résolution des tenseurs présentés
ici il est conseillé de consulter le livre [87].
2.6/ CONCLUSION
Dans ce chapitre, nous avons présenté les fondamentaux de la géométrie de nos cap-
teurs et de la géométrie multi-vues utilisées dans cette thèse.
Un descriptif exhaustif des dispositifs d’acquisition d’images panoramiques a également
été proposé, nous verrons dans les chapitres suivants plusieurs applications mettant en
œuvre différentes caméras de ce type.
3
SUIVI VISUEL POUR LES CAMÉRAS
OMNIDIRECTIONNELLES
Ce chapitre s’intéresse à l’adaptation des méthodes de suivi visuel pour les caméras
omnidirectionnelles à point de vue unique. Dans le cadre de cette thèse c’est une étape
essentielle -comme le rappelle la ﬁgure 3.1- puisqu’elle doit par la suite permettre l’orien-
tation de la caméra PTZ sur la cible en question.
FIGURE 3.1 – Problématique globale
La littérature concernant le suivi visuel est très large et de nombreuses approches per-
mettent d’effectuer le suivi d’un objet dans une suite d’images. Ces différentes méthodes
sont couramment utilisées dans des séquences d’images perspectives, cependant nous
ne pouvons pas directement les appliquer à des vidéos acquises à l’aide d’une caméra
omnidirectionnelle. Cette incompatibilité est principalement liée à la distorsion géomé-
trique induite par l’utilisation d’un miroir ou d’une optique particulière. Comme nous pou-
vons le constater sur les images de la ﬁgure 3.2, le miroir implique également une forte
sensibilité à l’illumination de la scène ainsi qu’une non-uniformité de la résolution de
l’image qui rendent le suivi plus difﬁcile. Ici, nous proposons une adaptation d’algorithmes
de suivi visuel (la méthode mean-shift et le ﬁltrage particulaire) à la géométrie des cap-
teurs omnidirectionnels. Ce chapitre est articulé en six parties : tout d’abord, nous pro-
posons une présentation générale du suivi visuel, ses déﬁs, ses caractéristiques. Dans
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la section 3.2, une brève bibliographie à propos du suivi d’objet avec des capteurs omni-
directionnels est proposée. Dans la section suivante une méthode permettant une adap-
tation du voisinage à la géométrie du capteur est présentée. Une autre section rendra
compte de la représentation d’une cible en utilisant un histogramme couleur. Ensuite,
nous proposerons dans la section 3.5 une adaptation de deux méthodes, l’algorithme
mean-shift et le filtrage particulaire, pour les images omnidirectionnelles. Enfin, la der-
nière section est dédiée aux résultats et aux conclusions de ce chapitre.
(a) (b)
FIGURE 3.2 – (a) Exemple d’image catadioptrique (b) Image catadioptrique avec éblouis-
sement
3.1/ LE SUIVI VISUEL
Le suivi visuel est un sujet prédominant dans le domaine de la vision par ordinateur. Son
utilisation est souvent nécessaire pour des applications telles que la vidéo surveillance,
la robotique mobile, la réalité augmentée ou encore la compression vidéo [120]. Cela en
fait un sujet déjà très largement développé en vision par ordinateur.
Le suivi visuel est l’estimation dans le temps de la position d’un objet d’intérêt au sein
d’une séquence d’images. Il est en effet question, à partir d’une initialisation de la cible sur
la première image, de la localiser sur les images suivantes. Bien que tous les algorithmes
existants ne suivent pas tous le même schéma, la plupart des approches peut clairement
se décomposer en quatre étapes majeures :
1. Le premier point concerne l’initialisation de la cible, il s’agit parfois d’une détection
de la cible dans une image à l’aide de détecteurs tels que ceux proposés par Viola
et Jones [174]. Dans notre cas nous considérerons une initialisation manuelle de la
cible, nous ne nous étendrons donc pas sur sa détection. Pour plus de détails à ce
sujet, nous conseillons la lecture de l’ouvrage de Bishop [29].
2. Le second élément important concerne la caractérisation de la cible, c’est-à dire-
qu’elles sont les caractéristiques discriminantes qui permettent de modéliser l’objet
d’intérêt et donc de le suivre efficacement. Nous verrons plus en détails dans les
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sections à venir qu’il en existe une grande variété.
3. La représentation de la forme de l’objet doit également être choisie avec soin en
fonction de l’application désirée. Dans la plupart des approches existantes il s’agit
d’un simple rectangle englobant, mais nous verrons que ce n’est pas toujours le
plus approprié.
4. Enfin la dernière étape essentielle au suivi visuel concerne la stratégie de localisa-
tion de l’objet.
Ces grandes lignes sont cependant loin d’être exhaustives puisque de plus en plus de
méthodes font également intervenir des mécanismes d’apprentissage afin de prendre en
compte les possibles changements d’apparence de la cible dans le temps. De plus, il est
important de savoir que les points développés sont fortement inter-dépendants.
3.1.1/ LES DIFFICULTÉS RENCONTRÉES
Le suivi visuel est entièrement basé sur l’apparence de la cible et de la représentation
que l’on en fait. Cependant l’aspect initial de cette dernière peut être amené à changer
au cours du temps. Afin de mieux cerner les défis que doivent surmonter les algorithmes
de suivi nous listons ici les raisons qui peuvent conduire à ces changements :
– L’illumination : La direction, l’intensité mais aussi la couleur de la lumière ambiante peut
fortement influencer l’apparence de l’objet. Par exemple dans une scène en extérieur
un simple changement météorologique peut modifier l’image de la cible.
– Les changements de poses : Le déplacement de l’objet dans la scène peut entraîner
de considérables changements d’apparences sur l’image. En effet son orientation, son
échelle, mais également ses couleurs peuvent en être modifiés.
– Le bruit : Le bruit dans les images peut également altérer la représentation de l’objet
et en conséquence troubler le suivi.
– Les occultations : Une occultation est une disparition totale ou partielle de l’objet der-
rière des éléments de la scène. Dans le cas où la cible est partiellement visible et
si elle conserve ses caractéristiques principales alors le suivi peut toutefois se pour-
suivre. Dans le cas d’une occultation totale de l’objet des stratégies prédictives doivent
être mises en œuvre afin d’estimer sa position.
– "L’encombrement" de fond : Ce phénomène est un problème récurrent pour toutes
les approches de suivi. Ce terme signifie qu’il existe une forte similarité entre l’objet
d’intérêt et les éléments constituants l’arrière plan.
3.1.2/ EXTRACTION DE PRIMITIVES
Le choix des caractéristiques à extraire afin de modéliser l’apparence de la cible est
essentiel pour assurer une bonne robustesse du suivi. L’essentiel étant de trouver un
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bon compromis entre l’invariance des primitives et la précision de suivi qu’elles per-
mettent. La sélection des détecteurs doit être en conformité avec l’environnement auquel
est confronté l’algorithme. Nous présentons ici les primitives les plus courantes.
La couleur La couleur présente un intérêt particulier pour le suivi de cible puisqu’elle
permet une caractérisation à la fois assez discriminante mais aussi robuste aux change-
ments mineurs d’illumination, de poses et peut également assurer un suivi efficace même
en présence d’occultation partielle de l’objet.
Sur des images acquises numériquement les informations couleurs sont codées suivant
différents espaces couleur, la plupart étant clairement définie par la CIE (Commission In-
ternationale de l’Eclairage) tel que le codage RGB, XYZ, CIELab, HSV ... L’étude de ces
différents espaces colorimétriques est très intéressante car certaines représentations as-
surent une meilleure invariance aux éléments évoqués précédemment. Van de Sande et
al. proposent un comparatif de nombreux espaces couleurs pour la caractérisation d’ob-
jets dans [173].
Le gradient Le gradient d’une image peut fournir de précieuses informations sur l’as-
pect d’un objet, il correspond à la dérivée de l’image caractérisant ainsi les changements
d’intensité locale. Il fournit plus exactement deux types d’informations, à la fois sur la di-
rection du gradient mais aussi sur son intensité. Parmi les approches les plus populaires
nous citerons Prewitt [141] et Sobel [157].
Les contours et les lignes Les contours sont des primitives usuelles en traitement
d’image correspondant à la binarisation du gradient d’une image, réduisant ainsi la quan-
tité de données à traiter. Ils sont également très utilisés pour le suivi visuel à la fois pour la
simplicité de leur détection et pour les informations qu’ils apportent sur l’objet d’intérêt. Il
existe de nombreuses approches permettant l’extraction de ce type de primitive tel que le
détecteur de Canny [35]. Les contours souffrent toutefois de certaines limitations. Ils sont
particulièrement sensibles aux changements d’illumination, aux bruits, changements de
poses de l’objet d’intérêt... De plus, leur utilisation ignore certaines informations impor-
tantes tel que la couleur de la cible et ils sont inefficaces lorsque l’objet n’est pas ou peu
texturé.
A partir des contours il est également possible d’extraire des lignes par exemple à l’aide
de la transformée de Hough [94].
Les points d’intérêt La détection de points ou régions d’intérêt consiste à localiser des
pixels ou ensemble de pixels possédant des caractéristiques locales remarquables. De-
puis bientôt trente ans, nous avons pu assister au développement d’un grand nombre de
détecteurs et de descripteurs de points d’intérêt de plus en plus performants. Concer-
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nant le suivi de points d’intérêt le détecteur de Harris [79] reste un très bon standard, le
suivi de points KLT (pour Kanade-Lucas-Tomasi [153]) employant un détecteur proche de
celui proposé par Harris est d’ailleurs toujours largement utilisé. D’autres détecteurs tels
que SIFT [118] ou SURF [24] sont toutefois très communs en suivi pour leur très grande
robustesse aux changements d’échelle et d’orientation [112].
3.1.3/ REPRÉSENTATION DE LA CIBLE
Nous traiterons dans cette partie de la représentation de la cible. Cette représentation
peut être scindée en deux parties, d’une part la représentation de la forme de l’objet et
de l’autre la représentation de son apparence.
3.1.3.1/ REPRÉSENTATION DE LA FORME DE L’OBJET
La localisation et la représentation géométrique d’un objet sur l’image peuvent être co-
dées sous forme d’un vecteur que nous appellerons vecteur d’état St modélisant l’état de
la cible à l’instant t. La représentation la plus simple d’un objet peut, par exemple, être
la position de son centroïde. Dans ce cas St contiendra au minimum les coordonnées
de ce barycentre St = {xt, yt}. Il est cependant courant de décrire la forme d’un objet à
l’aide d’une zone autour de la cible, le plus fréquemment une boîte englobante est utilisée
[146, 183] nécessitant alors un vecteur plus long St = {xt, yt, lt, ht} comprenant la largeur
et la hauteur du rectangle. De la même manière, il est possible d’employer une ellipse
afin d’ajouter une rotation à notre fenêtre de suivi [97] (voir figure 3.3).
Le suivi basé contour est également une méthode efficace et permet une description
plus précise de la forme de l’objet. Cependant, cette représentation est plus complexe
puisque l’approche classique consiste à prendre un échantillon de points de contrôle le
long du contour de la cible [96]. Le vecteur d’état de la cible est alors la concaténation
des coordonnées de tous ces points, ce qui - en fonction du nombre de points de contrôle
utilisés - mène à une représentation de haute dimensionnalité. Si l’objet est connu il est
également possible d’apprendre un modèle de contours valides comme dans [47] afin de
suivre les contours d’une main.
Un grand éventail de modèles plus spécifiques mais nécessitant des a priori sur l’objet
d’intérêt peuvent être mis en oeuvre. C’est par exemple le cas pour les cibles articulées,
dans [4] ce type de modèle est utilisé pour suivre les mouvements humains. Les objets
déformables peuvent également jouir d’une représentation particulière. Dans l’article [46]
Cootes et al. se servent d’un modèle 3D de visage pour en suivre les déformations et
ainsi reconnaître les expressions faciales.
Rappelons que les vecteurs d’état peuvent contenir d’autres informations concernant no-
tamment la trajectoire de la cible telle que la vélocité bien souvent nécessaire pour l’utili-
sation de méthodes prédictives.
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FIGURE 3.3 – Les différents types de représentation de forme.
3.1.3.2/ REPRÉSENTATION DE L’APPARENCE DE L’OBJET
Dans le cas où la caractérisation de l’objet passe par une fenêtre englobante permettant
d’approximer la position de l’objet, alors l’ensemble des informations constituant la région
d’intérêt peut être utilisé. Plusieurs techniques sont alors possibles pour permettre de
caractériser l’objet d’intérêt.
Méthodes basées recalage De nombreuse approches basées sur des algorithmes de
recalage existent. Cette stratégie consiste à optimiser une transformation appliquée au
modèle afin de minimiser sa différence avec l’objet visible sur l’image courante. Cette
différence pouvant être calculée par une mesure de similarité telle que la somme des dif-
férences absolues de l’intensité des pixels. L’avantage de ces méthodes dites "denses"
est qu’elles prennent en compte l’ensemble des pixels constituant le modèle. Cependant
la déformation à appliquer n’est pas toujours simple à définir. Cette transformation peut
être affine (comprenant la translation et la rotation du modèle), ou encore dans le cas
d’un plan, une transformation homographique [124]. Pour des déformations plus com-
plexes d’autres modèles de transformation non rigide doivent être exploités [155]. Les
résultats de suivi obtenus sont souvent très précis avec ces méthodes, elles souffrent
cependant de quelques limitations. En effet, afin de garantir une convergence correcte,
les mouvements entre les images doivent être suffisamment petits. De plus, une étape
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d’interpolation est bien souvent nécessaire ce qui peut à la fois altérer la qualité du suivi
mais également le ralentir.
Méthodes basées histogramme Une autre manière plus compacte de représenter
l’apparence d’une cible est d’en extraire des histogrammes afin d’en créer un modèle
statistique. Ces histogrammes peuvent être de plusieurs natures, les plus courants étant
les histogrammes de couleurs ou de gradients. Nous verrons que ces représentations par
histogramme offrent une représentation invariante aux transformations projectives.
Les histogrammes couleurs
Un histogramme couleur permet de représenter la distribution des couleurs dans l’image.
De cette manière on peut décrire les particularités colorimétriques de l’objet d’intérêt sans
avoir à prendre en compte la localisation spatiale des pixels, c’est ce qui en fait un des-
cripteur invariant aux changements d’échelle, à la rotation et aux occultations partielles
de la cible. Afin de rendre la représentation par histogramme plus robuste on regroupe
généralement les niveaux d’intensités en un nombre de cellules déterminé. Un noyau
conférant une information spatiale supplémentaire peut également être utilisé afin de
permettre une localisation plus précise de la cible.
Deux approches sont possibles pour construire des histogrammes couleurs, la première
consistant simplement en la concaténation des histogrammes de chacun des canaux
couleurs traités indépendamment. La seconde est la création d’un histogramme couleur
3D (voir fig. 3.4).
Les histogrammes de gradient
De la même manière que l’on construit des histogrammes couleurs il est possible de
construire un histogramme des gradients orientés (HOG) de la cible [51]. Cette représen-
tation a l’avantage d’être robuste aux changements d’illumination. C’est également un
descripteur efficace lorsque les contours de l’objet sont marqués, initialement les HOG
ont été conçus pour la détection de piétons dans les images. En outre, il est possible de
rendre les HOG invariants aux rotations et à l’échelle [158].
Les spatiogrammes Les histogrammes couleurs sont remarquables pour leur invariance
aux transformations projectives. Cependant, la perte d’information spatiale peut conduire,
soit à une localisation de moindre qualité soit à une fausse détection si des objets de cou-
leur similaire se trouvent dans la scène. Les spatiogrammes sont une bonne alternative
permettant de conserver l’information concernant la localisation spatiale des pixels. L’ar-
ticle [28] met d’ailleurs en évidence le gain offert par l’usage d’une telle méthode.
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(a) (b)
(c)
FIGURE 3.4 – (a) Image initiale (b) Histogramme 2D concaténé (c) Histogramme 3D
8×8×8 où la taille des sphères est proportionnelle aux nombres de pixels dans la cel-
lule
3.1.4/ LES MÉTHODES DE SUIVI
La littérature comporte de nombreuses méthodes de suivi que nous pouvons diviser
en deux principaux groupes : les méthodes déterministes et les méthodes stochas-
tiques. Les méthodes de suivi appartenant au premier groupe comme par exemple (KLT)
Kanade-Lucas-Tomasi ou la méthode mean-shift, cherchent de manière itérative à maxi-
miser une mesure de similarité locale entre un modèle de la cible et une région dans
l’image courante. Les méthodes stochastiques utilisent quant à elles une représentation
d’état de l’objet en mouvement afin de modéliser sa dynamique. Parmi ces techniques
nous pouvons notamment citer le filtre de Kalman et les filtres particulaires.
3.1.4.1/ LE SUIVI mean-shift
L’approche de suivi basée mean-shift a été initialement proposée par Comaniciu et al.
dans [43]. Cette méthode déterministe repose sur la maximisation itérative de la similarité
entre l’apparence du modèle et la cible. Au lieu d’effectuer une recherche exhaustive
de la cible dans toute l’image, c’est la position précédente de la cible qui est utilisée
comme point d’initialisation. Dans la méthode originale Comaniciu et al. propose une
représentation de la cible par son histogramme couleur pondéré par un noyau. Le calcul
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k(‖ xi ‖2)δ[b(xi) − u], u = 1 · · ·m, (3.1)
où, m le nombre de classes dans l’histogramme, δ est la fonction de Kronecker, b(xi) est
la classe de l’histogramme correspondant au pixel xi, ‖ xi ‖ est la distance euclidienne
entre le pixel d’intérêt xi et le centre de la fenêtre, n est le nombre de pixels dans
la fenêtre de recherche, k est un noyau d’Epanechnikov et C est une constante de
normalisation.







où q et p sont respectivement les histogrammes couleur du modèle et de la cible.
Le vecteur mean-shift permettant la convergence d’une localisation initiale y0 sur l’image





xiwik(‖ (y0 − xi)/h ‖2
n∑
i=1
wik(‖ (y0 − xi)/h ‖2
, (3.3)
ici h est le nombre de pixels dans la fenêtre de recherche et wi est le poids associé
à chaque pixel candidat. Ce poids est proportionnel à la similarité entre le modèle de
référence et la couleur du pixel xi, il est calculé de la manière suivante :





Itérativement, la localisation de la cible se déplace de y0 vers y1, le processus peut
être stoppé suivant différents critères d’arrêt. Typiquement si la longueur du vec-
teur mean-shift caractérisant la translation entre y0 et y1 est inférieur à un certain
seuil alors un maximum local est atteint. En pratique on considère que moins de dix
itérations sont suffisantes pour obtenir une localisation de la cible dans la nouvelle image.
Le suivi basé mean-shift cumule de nombreux avantages, de par la représentation du
modèle en histogramme couleur l’algorithme est robuste au flou de mouvement, aux dé-
formations de l’objet et aux occultations partielles. C’est aussi un algorithme pensé pour
fonctionner en temps réel puisqu’un nombre réduit d’itérations suffit à assurer une bonne
convergence vers la localisation de la cible. Dans la version initiale de l’algorithme on
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notera toutefois que celui-ci n’est pas adapté pour les cas d’occultation totale de la cible.
Ce problème peut cependant être résolu par l’intégration d’un filtre de Kalman dans le
processus de suivi [99].
3.1.4.2/ LE SUIVI VISUEL AVEC FILTRE PARTICULAIRE
Les approches de suivi visuel stochastiques aussi appelées probabilistes reposent sur
un mécanisme de prédiction de la nouvelle position de la cible dans une séquence
d’images à l’aide d’information provenant des précédents états de la cible.
Le filtrage particulaire est une méthode d’estimation de modèle qui généralise le filtre
de Kalman pour les modèles non-linéaires et non-gaussiens. Le principe est d’approxi-
mer une fonction de densité de probabilité par un ensemble d’échantillons pondérés
{xit,wit}i=1··· ,N (particules), chacun de ces échantillons xit étant l’observation d’un état hy-
pothétique de l’objet avec un poids proportionnel à sont importance wit.
De manière générale, on souhaite estimer l’état de la cible à un instant t à l’aide des
observations du système dans le temps, Zt = {z0, z1, · · · , zt}, c’est-à-dire que l’on souhaite
estimer la distribution postérieure p(xt | Zt) [154].
La représentation d’état générique permettant de modéliser un système dynamique peut
être définie par les équations suivantes :xt = f (xt−1) + vt−1zt = h(xt) + nt (3.5)
où f et h sont respectivement la fonction de transition et la fonction de mesure, tandis
que vt−1 et nt sont les bruits du système et de mesure. Le filtre particulaire au même titre
que les autres méthodes bayésiennes séquentielles se décomposent en deux étapes,
une prédiction et une correction. L’étape de prédiction consiste à estimer la probabilité a
priori :
p(xt | Zt−1) =
∫
p(xt | xt−1)p(xt−1 | Zt−1)dxt−1. (3.6)
La correction utilise l’observation à l’instant t pour mettre à jour la probabilité a posteriori :
p(xt | Zt) = p(zt | xt)p(xt | Zt−1)p(zt | Zt−1) . (3.7)
Nous présentons ici une approche standard de suivi visuel avec le filtrage particulaire
couleur.
Dans un premier temps un modèle couleur de la cible q est créé à l’aide de l’équation
(3.1) (par sélection de la cible sur la première image de la séquence par exemple).
Dans le cas d’une image perspective avec une fenêtre de suivi rectangulaire, chaque
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particule correspond à un candidat au modèle, représentée par le vecteur d’état suivant :
S = {x, y, x˙, y˙, l, h}, (3.8)
où x et y sont les coordonnées du centre de la fenêtre, tandis que x˙ et y˙ correspondent à
la vélocité sur chaque axe, et l et h définissent les dimensions en largeur et en hauteur
de la fenêtre.
Il s’agit alors de diffuser ces particules, on parle aussi de prédiction puisque cette étape
permet l’estimation de la densité à priori. En pratique cette diffusion, pour chaque parti-
cule, est effectuée à l’aide du modèle dynamique suivant :
St = A.St−1 + Wt−1, (3.9)
avec A la composante déterministe du modèle (ici, nous modélisons la dynamique de
l’objet en mouvement par un modèle auto-régressif d’ordre 1) et W un bruit blanc gaus-
sien. Le bruit additif W permet une modification de tous les paramètres d’état de chaque
particule de manière aléatoire assurant ainsi leur variété et leur diffusion.
On calcule ensuite le poids attribué à chaque particule en fonction de sa similarité avec
le modèle de la manière suivante :
wi = e(β(q,p
i)−1), (3.10)
où wi est le poids donné à la ième particule ayant pour histogramme couleur pi. Ces poids
permettent un ré-échantillonnage des particules. Cela signifie que les particules ayant un
poids important (donc une similitude forte avec le modèle) sont dupliquées tandis que les
particules trop dissemblables sont éliminées. De nombreuses approches existent pour
effectuer cette étape de ré-échantillonnage des particules [10]. Dans nos algorithmes
c’est la méthode de ré-échantillonnage systématique qui est utilisée. Finalement l’état





Pour chaque nouvelle image les étapes de calcul de poids et de ré-échantillonnage de
particules sont effectuées assurant ainsi le suivi de la cible dans une séquence vidéo.
3.2/ SUIVI VISUEL AVEC DES CAMÉRAS OMNIDIRECTIONNELLES
Le suivi d’objet avec des capteurs omnidirectionnels ouvre la voie à de nombreuses appli-
cations, principalement dans le domaine de la surveillance et de la navigation robotique.
Néanmoins, l’attention portée jusqu’à présent à ce sujet reste relativement limitée et très
peu d’articles abordent cette thématique.
Parmi les différentes approches permettant le suivi d’objet avec des capteurs omnidirec-
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tionnels, celle consistant à "rectifier" l’image est certainement la plus répandue. Cette
méthode nécessite l’utilisation d’un PVU afin d’obtenir une image perspective à partir de
celle déformée. Le procédé permettant cette manipulation de l’image est décrit dans [16].
Suite à cette étape, la distorsion de l’image est réduite ce qui permet l’utilisation d’une
méthode de suivi traditionnelle. Dans [36], un filtre particulaire est ainsi utilisé sur une sé-
quence d’image désanamorphosée (rectification de la déformation d’une image) tandis
que dans [14] l’algorithme de suivi KLT est utilisé.
Le suivi de cible basé sur des connaissances a priori de l’objet d’intérêt est également
une méthode efficace souvent utilisée pour la navigation robotique, l’asservissement vi-
suel et le suivi 3D. Elle nécessite des connaissances sur la géométrie de l’objet à suivre,
tel que les plans ou les droites qui le composent. Le suivi de plan est essentiellement
basé sur des méthodes de recalages homographiques. Par exemple, Mei et al. [123] uti-
lisent cette technique pour le suivi de modèle planaire dans des images catadioptriques.
Cette approche nécessite cependant des conditions optimales pour être pleinement ef-
ficace, un déplacement court entre chaque image de la séquence est par exemple re-
quis. Le suivi de droites fait intervenir une autre stratégie. Tout d’abord une détection de
droites adaptée aux particularités des capteurs catadioptriques est appliquée sur l’image
[19, 126], puis le suivi est effectué à l’aide d’un algorithme classique de suivi de droites
[121].
La soustraction d’arrière plan est également une solution simple et efficace lorsque la
caméra omnidirectionnelle est statique car il n’est pas nécessaire de tenir compte de la
distorsion de l’image. Boult et al. [32] donnent un bon aperçu de l’utilisation de cette mé-
thode pour la vidéo surveillance. L’adaptation du voisinage à la géométrie des capteurs
afin de prendre en compte les distorsions permet de plus d’obtenir des meilleurs résultats
[54].
Une autre approche consiste à adapter les méthodes conventionnelles de suivi sur la
sphère unité. Cette adaptation permet une amélioration des résultats de suivi car le voisi-
nage sera adapté aux particularités géométriques et à la non-uniformité de la résolution
du capteur. Le concept principal est développé dans [55] avec l’utilisation de distance
géodésique calculée sur la sphère. Cependant, seuls [27] et [166] utilisent cette repré-
sentation pour le suivi avec un filtre particulaire. Nous présentons dans ce chapitre un
travail basé sur cette méthode, avec l’adaptation d’un filtre particulaire et d’un suivi par
mean-shift. Nous proposons également différentes améliorations, comme l’adaptation du
noyau et l’utilisation d’un histogramme multi-parties permettant une meilleure localisation
spatiale ainsi qu’une plus grande robustesse aux variations d’échelle et aux fonds "en-
combrés". De plus, nous présentons une évaluation quantitative des algorithmes basée
sur plusieurs type de mesures.
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3.3/ L’ADAPTATION DU VOISINAGE POUR LES IMAGES OMNIDIREC-
TIONNELLES
Dans une image perspective, une région d’intérêt est généralement déﬁnie par deux para-
mètres (largeur et hauteur) dans laquelle le voisinage est uniforme. Nous obtenons alors
un rectangle centré sur le pixel d’intérêt. Bien entendu, cet échantillonnage classique
n’est pas adapté aux images omnidirectionnelles car il considère la résolution uniforme
sur l’ensemble de l’image et ne tient pas compte de la distorsion due à l’utilisation du
miroir ou d’une optique grand angle.
Comme nous l’avons vu dans le chapitre 2, nous pouvons modéliser les images acquises
à partir d’une caméra respectant le PVU par un équivalent sphérique. La projection sur
la sphère permet de créer un voisinage adapté à la distorsion et à la non-uniformité de la
résolution de l’image. Nous déﬁnissons ce voisinage par une distance géodésique calcu-
lée sur la sphère.
Les coordonnées sphériques sont déﬁnies de la manière suivante :
X = (cos(φ) sin(θ), sin(φ) cos(θ), cos(φ)), (3.12)
où X est un point sur la sphère S2, φ est la latitude (comprise entre 0 et π) et θ la longitude
(de 0 à 2π). Par conséquent, la localisation d’un point peut être déﬁnie à l’aide de 2
paramètres (θ, φ) comme nous pouvons le constater sur la ﬁgure 3.5. Nous déterminons le
FIGURE 3.5 – Système de coordonnées sphériques
voisinage à partir d’un point central sur la sphère Xsph(θ,φ) autour duquel nous déﬁnissons
une plage de variation de θ et φ, respectivement δθ et δφ :
NS (XS ph) = {XS ph = (θ′, φ′)S 2,
∣∣∣θ′ − θ∣∣∣ ≤ δθ et ∣∣∣φ′ − φ∣∣∣ ≤ δφ}.
De cette manière nous obtenons les coordonnées sur la sphère que nous re-projetons
ensuite sur le plan image aﬁn d’obtenir les coordonnées des pixels concernés.
Comme nous pouvons le voir sur la ﬁgure 3.6, des fenêtres créées avec des angles simi-
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(a) (b)
FIGURE 3.6 – Voisinage avec des valeurs fixes δθ=±0.2 et δφ=±0.1 (a) voisinage sur la
sphère (b) voisinage projeté sur le plan image
laires sur la sphère auront des dimensions variables en fonction de leur position spatiale
sur le plan image.
3.4/ REPRÉSENTATION PAR DES HISTOGRAMMES COULEUR
Les méthodes de suivi visuel développées ici sont basées sur les caractéristiques couleur
de l’objet à suivre. Les histogrammes sont une méthode rapide et efficace pour représen-
ter l’apparence d’un objet. Le calcul de la distribution colorimétrique peut se faire avec
l’équation (3.1).
3.4.1/ ESPACE COULEUR
La modélisation des caractéristiques couleur d’un objet à l’aide d’un histogramme est une
méthode rapide mais peu robuste aux changements d’illumination très fréquents notam-
ment avec les systèmes catadioptriques. Le choix d’un espace couleur moins sensible est
donc déterminant pour permettre un suivi performant. Partant de ce constat, notre choix
c’est porté sur l’espace couleur "transformed RGB", défini dans [173], qui est considéré
comme robuste aux changements d’illuminant et d’intensité lumineuse. Cette transforma-













σ et µ étant respectivement l’écart type et la moyenne du canal considéré.
La représentation d’un objet basée sur sa couleur ne considère pas l’organisation spatiale
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(a) (b)
FIGURE 3.7 – Profil d’un noyau d’Epanechnikov sur l’image, (a) pour une caméra pers-
pective (b) pour une caméra catadioptrique
des pixels de la cible, il est possible d’améliorer cette approche par l’ajout d’un noyau. Le
noyau permet d’attribuer un poids à chaque pixel en fonction de sa position dans la région
d’intérêt.
3.4.2/ LE NOYAU
Afin de garantir une meilleure localisation de la cible, l’utilisation d’un noyau est fortement
recommandée car il permet de prendre en compte des informations spatiales en plus
de la distribution couleur d’un objet, une augmentation significative des performances
est apportée. Son utilisation est d’ailleurs requise pour certains algorithmes de suivi tel
que celui basé sur le mean-shift. Cependant, cet aspect n’a pas encore été abordé dans
le cas d’images sphériques. Nous utilisons un noyau d’Epanechnikov pour obtenir une
estimation non-paramétrique de la distribution couleur. Ce profil initialement conçu pour
les images perspectives doit être adapté afin de pouvoir être défini correctement sur la
sphère unité (voir figure 3.7).
Le profil d’Epanechnikov est défini par
k(x) =
 12C−1d (n + 2)(1 − x) si x ≤ 10 sinon , (3.14)
où Cd est le volume de la sphère unité et n le nombre de dimension spatiale. Ici, nous
souhaitons calculer ce profil directement sur la sphère unité, nous calculons la distance
d’un point avec le centre de la fenêtre par une distance géodésique. Si l’on considère
deux points sur la sphère (Xsph and Ysph), la distance géodésique (définie dans [55])
entre ces deux points peut être calculée par
∀Xsph,Ysph ∈ S 2, d(Xsph,Ysph) = arccos(Xsph.Ysph). (3.15)
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3.4.3/ REPRÉSENTATION MULTI-PARTIES
Dans une séquence vidéo omnidirectionnelle, l’échelle de la cible peut varier très
rapidement. Il est par conséquent important de pouvoir gérer ce type d’inconvénient en
adaptant au mieux la taille de la région d’intérêt. La représentation par histogramme
multi-parties permet une meilleure localisation spatiale de la cible, ainsi qu’une meilleure
gestion des changements d’échelle et une plus grande robustesse. Dans [119], les
auteurs démontrent l’efficacité de cette méthode appliquée aux images perspectives.
Au lieu de calculer un seul histogramme, cette approche consiste à en calculer 7 selon
l’ajustement proposé dans la figure 3.8. L’histogramme numéro 1 (fig.3.8(a)) correspond
FIGURE 3.8 – Représentation multi-parties (a)région d’intérêt complète (b) division en 4
parties (c) division sensible aux changements d’échelle (d) représentation finale
à l’histogramme de la région d’intérêt entière. Dans un deuxième temps, la fenêtre est
scindée en quatre parties, et un histogramme est calculé dans chacune d’entre elles.
Cette organisation permet d’obtenir une information sur la rotation de la cible. La dernière
étape est la division de la fenêtre en deux parties (intérieure et extérieure) qui permet
une meilleure adaptation à l’échelle.








où, N est le nombre total d’histogrammes (7 histogrammes dans notre cas) tandis que qi
et pi sont respectivement, les histogrammes de la ième sous-partition de p et q.
3.5/ ALGORITHMES DE SUIVI ADAPTÉS
3.5.1/ FILTRE PARTICULAIRE ADAPTÉ
Le filtre particulaire traditionnel utilise les coordonnées cartésiennes (x, y) afin de diffuser
les particules directement sur le plan image. Dans l’approche proposée, les particules
sont diffusées sur la sphère unité afin d’obtenir un comportement plus adapté aux par-
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ticularités des capteurs omnidirectionnels. Nous pouvons alors définir le vecteur d’état
par
S = {θ, φ, θ˙, φ˙, δθ, δφ}, (3.17)
où, les variables θ et φ sont les coordonnées du centre de la particule, δθ et δφ sont les
dimensions de la fenêtre sur la sphère.
3.5.2/ SUIVI Mean-Shift ADAPTÉ
L’adaptation de l’algorithme Mean-shift(MS) [43] à la sphère unité nécessite une utilisa-
tion adéquate des coordonnées sphériques, notamment la gestion de la transition entre
0 et 2pi. Le suivi utilisant Mean-Shift offre des résultats acceptables mais reste assujetti
à de nombreuses contraintes comme l’occultation de la cible ou un changement trop im-
portant de son apparence. L’ajout d’un filtre de Kalman à l’algorithme MS est une bonne
solution pour corriger ces problèmes. Lorsque le coefficient de similarité entre le modèle
et la cible est faible, on peut considérer la cible comme étant perdue. Dans ce cas, le filtre
de Kalman peut prendre le relais afin d’estimer la nouvelle position de l’objet en fonction
de ses états précédents. Concrètement, après chaque itération de l’algorithme MS, nous
calculons l’état prédit de l’objet en fonction de son état précédent. Après cette phase de
prédiction, nous comparons le coefficient de similarité obtenu par la méthode MS avec
un seuil (∆s). Si ρ est supérieur à ∆s, nous considérons la mesure (calculée avec MS)
comme suffisamment fiable, dans ce cas l’estimation offerte par le filtre de Kalman est
mise à jour afin de corriger la prédiction (ce qui a également pour effet de lisser le suivi).
Sinon la mise à jour n’est pas effectuée, ce qui signifie que la nouvelle position de l’objet
est uniquement déterminée par la prédiction du filtre de Kalman. Le fonctionnement de la
méthode est décrit par la figure 3.9.
FIGURE 3.9 – Diagramme de fonctionnement Mean-Shift + Kalman
Cependant, la trajectoire d’un objet sur une image catadioptrique sera différente de celle
d’un objet sur une image perspective comme l’illustre la figure 3.10.
Ce qui signifie que l’estimation fournie par le filtre de Kalman devra être faite sur la sphère
unité afin de respecter la géométrie du capteur. Le vecteur d’état sera alors exprimé de
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(a) (b)
FIGURE 3.10 – Filtre de Kalman (a) Non-adapté (b) adapté
la façon suivante :
S = {θ, φ, θ˙, φ˙} (3.18)
Dans ce chapitre les algorithmes basés sur la méthode MS incorporent un filtre de Kal-
man.
3.6/ EXPÉRIENCES ET RÉSULTATS
Dans cette section, nous mettons en œuvre des expériences permettant de quantifier l’ef-
ficacité de nos méthodes de suivi. Au regard de l’absence de base de données concer-
nant le suivi d’objet avec des capteurs catadioptriques, les vidéos utilisées dans ce tra-
vail ont été directement acquises par nos soins dans différentes conditions afin d’offrir un
large panel de situations : scène intérieure ou extérieure, objet ou humain en déplace-
ment, avec ou sans occultation, caméra mobile ou statique... (voir tableau 3.1)
Afin d’apporter un bon aperçu des améliorations offertes par l’approche proposée, nous
comparons les méthodes traditionnelles et adaptées. La toolbox utilisée pour la calibra-
tion est la "OCamCalib" de Davide Scaramuzza [150]. La résolution des images est de
640x480 pixels et la longueur des séquences oscille entre 500 et 800 images.
3.6.1/ ÉVALUATION DES PERFORMANCES DES ALGORITHMES DE SUIVI
Il existe dans la littérature de nombreuses méthodes statistiques permettant l’évaluation
des algorithmes de suivi. Les tests réalisés ici sont basés sur la création manuelle d’une
vérité de terrain. Trois critères représentatifs de la précision des différentes méthodes
sont utilisés : la superposition spatiale, la superposition temporelle et la distance entre
les centres.
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ESTIMATION DES CRITÈRES DE SUPERPOSITION
La superposition spatiale correspond au pourcentage de surface commune A(St,Gt) entre
les deux boîtes englobantes (la fenêtre issue de l’algorithme de suivi St et la fenêtre obte-
nue par notre vérité de terrain Gt), illustré figure 3.11. Ces deux régions sont comparées
de cette manière :
A(S t,Gt) =
Surface(Gt ∩ S t)
Surface(Gt ∪ S t) (3.19)
(a) (b)
FIGURE 3.11 – (a)Surface(Gt∩St) (b)Surface(Gt∪St)
En ce qui concerne la superposition temporelle, un seuil est fixé arbitrairement afin de
déterminer le pourcentage d’image où le suivi est considéré comme "correct" dans la
séquence. Concrètement, on peut par exemple fixer un seuil de superposition spatiale
minimum TOv à 20%, ce qui signifie que le suivi est correct si la superposition entre la
vérité de terrain et le résultat de l’algorithme de suivi est supérieure à 20% :
TO(S t,Gt) =
 1 si A(S t,Gt) > TOv0 si A(S t,Gt) < TOv (3.20)
La superposition temporelle est le pourcentage d’images avec une superposition correcte








où N est le nombres d’images dans la séquence.
DISTANCE ENTRE LES CENTRES
La distance entre le centre de la fenêtre de la vérité terrain et le centre de la fenêtre
obtenu par la méthode de suivi peut également être une information représentative de la
précision de l’algorithme. Cette distance est calculée de manière euclidienne sur le plan
image. Ce critère est certainement moins significatif que ceux présentés précédemment
mais offre tout de même une information complémentaire dans l’évaluation proposée.




FIGURE 3.12 – Aperçu des résultats de suivi visuel avec un filtre particulaire convention-
nel (fenêtre verte), un filtre particulaire adapté (fenêtre rouge) et la vérité terrain (fenêtre
bleue) (a) Séquence 1 (b) Séquence 2
L’ensemble des résultats obtenus (tableaux 3.2 et 3.3) nous permet de confirmer l’hypo-
thèse de départ. En effet, l’adaptation des méthodes de suivi visuel dans les images ca-
tadioptriques apporte une précision supérieure aux méthodes traditionnelles. Notons tout
de même que le filtre particulaire reste la méthode la plus robuste. Dans la première sé-
quence, une personne marche autour d’une caméra fixe avec un éclairage naturel. Malgré
l’apparente simplicité de cette vidéo nous remarquons de forts écarts de résultats entre
les méthodes adaptées et les méthodes conventionnelles. Ces résultats attestent qu’une
fenêtre de sélection rectangulaire n’est pas en mesure de sélectionner correctement des
objets sur des images catadioptriques (voir figure 3.12(a)). La seconde séquence nous
permet quant à elle d’étudier la robustesse de nos méthodes à d’important changements
d’échelle (figure 3.12(b)). Des changements assez importants dans l’apparence de l’objet
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(a)
(b)
FIGURE 3.13 – Aperçu des résultats de suivi visuel avec un filtre particulaire convention-
nel (fenêtre verte), un filtre particulaire adapté (fenêtre rouge) et la vérité terrain (fenêtre
bleue) (a) Séquence 3 (b) Séquence 4
au cours du temps (surface réflective) sont également notables. Dans cette séquence, les
méthodes de suivi conventionnelles ne sont pas capables de suivre correctement l’objet
durant la totalité de la séquence. Avec le filtre particulaire classique, la cible est d’ailleurs
rapidement perdue (voir superposition temporelle dans le tableau 3.2). Dans ce cas notre
estimation sur la superposition spatiale n’est effectuée que sur la partie de la séquence
correctement suivie. A l’inverse, le filtre particulaire adapté permet de suivre correcte-
ment la cible dans la quasi-totalité de la séquence. Nous pouvons attribuer ces bonnes
performances à l’utilisation d’un histogramme multi-parties (pour les méthodes adaptées)
qui permet de mieux gérer les problèmes de changements d’échelle.
Le suivi MS adapté donne quant à lui une meilleure précision en ce qui concerne la
localisation du centre de la cible. La séquence numéro 3 fait intervenir de nombreux
phénomènes typiques des capteurs catadioptriques, c’est-à-dire un fort changement de
luminosité (éblouissement), une occultation et des changements d’échelle rapides avec
une caméra mobile (figure 3.13(a)). Ici encore, les méthodes adaptées fournissent des
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résultats très convaincants en tous points comparativement aux méthodes convention-
nelles. Finalement, la séquence 4 confronte les algorithmes de suivi à des occultations
répétées sur un objet de taille réduite. Cette fois encore, nous observons de meilleurs ré-
sultats avec notre approche en particulier en ce qui concerne le MS adapté. Notons que
l’utilisation d’un noyau est un élément déterminant qui influe directement sur la qualité du
suivi. L’utilisation d’un noyau est d’ailleurs essentielle à l’algorithme MS, les performances
atteintes par l’adaptation de cette méthode tendent à démontrer une parfaite adéquation
de ce noyau sur la sphère. Pour mettre en exergue le gain de précision offert par l’em-
ploi d’un noyau, une série de tests a été effectuée (voir tableau 3.4), ces expériences
confrontent le filtre particulaire avec et sans noyau. Pour montrer l’impact du noyau, la
représentation multi-histogrammes n’a pas été utilisée (ce qui explique les scores moins
importants et qui donne également un aperçu des améliorations apportées par l’utilisation
de plusieurs histogrammes). Dans tous les cas de figures, un gain en terme de perfor-
mance est apporté. De manière quantitative aussi bien que qualitative, notre méthode
d’adaptation permet une meilleure gestion des changements d’échelles (toutes les sé-
quences), des occultations (séquences 3 et 4) et des forts changements d’illumination
(séquence 2).
3.7/ CONCLUSION
Dans ce chapitre, nous avons proposé une approche performante permettant l’adapta-
tion des méthodes de suivi visuel basée sur une représentation sphérique de l’image
et une modélisation de la cible avec un histogramme couleur (pondéré par un noyau
adapté assurant une qualité de suivi élevée). Les résultats expérimentaux fondés
sur des critères d’estimation tangible (dans plusieurs séquences et dans différentes
conditions) ont permis de montrer une amélioration significative de la précision du suivi.
Notre méthode d’adaptation permet de manière générale d’améliorer la robustesse aux
occultations, aux changements d’échelle et aux changements d’illumination.
Tableau 3.1 – Particularités des séquences utilisées
Localisation Type de caméra Changement d’illumination Occultation Cible Images/sec Nombre d’images
Séquence 1 Extérieure Non centrale Non Non Personne 30 780
Séquence 2 Intérieure Non centrale surface réfléchissante Non Objet 30 649
Séquence 3 Extérieure Non centrale Éblouissement Partiel Personne 30 602
Séquence 4 Intérieure Centrale Non Total Objet 15 481
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Tableau 3.2 – Résultats moyens obtenus avec un filtre particulaire conventionnel et avec
la méthode adaptée
Séquence Méthode superposition spatiale distance des centres (p) superposition temporelle
Méthode conventionnelle 45% 5.7 100%Sequence 1
Notre méthode 71% 2.6 100%
Méthode conventionnelle 30% 5.5 44%Sequence 2
Notre méthode 60% 3.8 99.7%
Méthode conventionnelle 33% 7.7 88%Sequence 3
Notre méthode 65% 4.8 99.5%
Méthode conventionnelle 45% 6 96.8%Sequence 4
Notre méthode 66% 4.1 97.3%
Tableau 3.3 – Résultats moyens obtenus avec l’algorithme Mean-Shift conventionnel et
avec la méthode adaptée
Séquence Méthode superposition spatiale distance des centres (p) superposition temporelle
Méthode conventionnelle 32.4% 6.38 63.21%Sequence 1
Notre méthode 64.5% 6.2 96.35%
Méthode conventionnelle 42.5% 16.2 89%Sequence 2
Notre méthode 47.79% 8.3 90%
Méthode conventionnelle 40.55% 7.8 96%Sequence 3
Notre méthode 61.8% 7.5 97.84%
Méthode conventionnelle 34.72% 10.52 52.81%Sequence 4
Notre méthode 67.67% 5.02 97.71%
Tableau 3.4 – Résultats moyens obtenus avec un filtre particulaire adapté, avec et sans
noyau
Séquence Noyau superposition spatiale distance des centres (p) superposition temporelle
Sans 62,47% 4,93 98,7%Sequence 1
Avec 65,67% 4,01 98,7%
Sans 33,28% 4,46 80,7%Sequence 2
Avec 40,26% 4,46 90,6%
Sans 54,37% 5,35 96%Sequence 3
Avec 59,06% 5,04 99%

4
AUTO-CALIBRAGE DE CAMÉRA PTZ
Ce chapitre a pour but d’étudier la caméra mécanisée utilisée dans notre système, nous
nous intéressons tout particulièrement à l’auto-calibrage de ce type de caméra (voir ﬁgure
4.1).
FIGURE 4.1 – Problématique globale
Les caméras PTZ (Pan-Tilt-Zoom) sont dites actives car elles peuvent être mécanique-
ment orientées dans de multiples directions suivant une rotation sur l’axe Y et une incli-
naison sur l’axe X comme l’illustre la ﬁgure 4.2. Ces caméras sont également équipées
d’un zoom leur permettant d’obtenir des images de hautes résolutions sur une zone par-
ticulière. La possibilité de couvrir une large zone et à la fois de fournir des images de
grandes résolution sur des régions d’intérêt font des caméras PTZ un outil particulière-
ment adapté pour la vidéo surveillance [111], mais aussi pour la navigation robotique,
la création de panorama, la vidéo conférence,. . . etc. [156, 167]. Cependant, cette po-
lyvalence offerte par le mouvement et le zoom de la caméra peut aussi représenter un
désavantage puisque toute modiﬁcation du niveau de zoom entraînera un changement
de la géométrie interne de la caméra tandis que la rotation affectera sa pose.
Toutes les applications mentionnées précédemment nécessitent une bonne estimation
des paramètres internes de la caméra, que ce soit pour son contrôle ou encore pour la
création d’images panoramiques. Le calibrage de caméra PTZ est donc une étape cru-
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FIGURE 4.2 – Exemple de caméra PTZ
ciale puisqu’elle permet l’obtention de l’ensemble de ces paramètres représentatifs de la
projection de l’espace tri-dimensionnel de la scène sur le plan image tel que discuté au
chapitre 2. De nombreuses méthodes permettent d’étalonner des caméras hors ligne à
l’aide de mires [179]. Ces méthodes sont très efficaces lorsqu’il s’agit de caméras à pa-
ramètres intrinsèques fixes. Cependant, dans le cas d’une caméra à focale variable les
approches de calibrage classiques sont inadaptées pour déterminer ces paramètres de
manière concluante.
C’est dans cette optique que Sturm a proposé dans [161] une méthode consistant à
pré-calibrer la caméra pour différents niveaux de zoom afin d’établir un modèle d’inter-
dépendance entre les paramètres internes de la caméra. Cette approche fonctionne en
pratique mais cette étape de pré-calibrage peut être particulièrement fastidieuse. L’auto-
calibrage, quant à lui permet l’estimation des paramètres de la caméra simplement à
l’aide de points mis en correspondance entre images dans une scène inconnue. C’est
par conséquent une approche beaucoup plus souple qu’un calibrage nécessitant une
mire. Les fondements de l’auto-calibrage de caméras mobiles à paramètres fixes ont été
proposés par Faugeras et al. il y a maintenant plus de vingt ans dans [65]. Le cas des
caméras à rotation pure requiert cependant une formulation différente [3].
Dans ce chapitre nous présentons une méthode permettant d’améliorer la robustesse
et la précision de l’auto-calibrage de caméra PTZ. Cette approche est basée sur plu-
sieurs contraintes formulées sous forme d’Inégalité Matricielle Linéaire (LMI) appliquées
sur certains paramètres internes de la caméra. Ces contraintes reposent sur des connais-
sances a priori concernant le rapport d’aspect des pixels (Pixel Aspect Ratio - PAR) et sur
la position du point central. Ces contraintes sont ajustables et nécessitent seulement une
connaissance limitée sur la caméra. Des expérimentations menées avec des données
réelles et synthétiques montrent une amélioration significative en terme de précision et
de stabilité grâce à l’emploi des contraintes susmentionnées.
Ce chapitre est organisé de la manière suivante. La Section 4.1 présente les outils théo-
riques nécessaires à la compréhension du problème. Dans la Section 4.2 une biblio-
graphie concernant le calibrage de caméra stationnaire est proposée. Nous présentons
ensuite notre méthode d’auto-calibrage dans la Section 4.3. La Section 4.4 est dédiée à
la présentation des résultats obtenus avec des données réelles et simulées. Finalement,
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la Section 4.5 conclura ce chapitre.
4.1/ THÉORIE
4.1.1/ HOMOGRAPHIE À L’INFINI
Comme définie dans la Section 2.4, une homographie infinie H∞ est la transformation
induite entre le plan à l’infini pi∞ et un plan réel. Pour un plan à l’infini d = ∞, on obtient
donc une homographie inter-image :
H∞ = lim
d→∞
H = K2R12K−11 , (4.1)
où K1 et K2 sont respectivement les paramètres intrinsèques des caméras 1 et 2, tandis
que R12 est la matrice exprimant la rotation entre ces deux caméras. On remarquera que
cette homographie n’est dépendante que de la rotation et des paramètres intrinsèques
existants entre les vues. Ce type d’homographie peut se calculer à l’aide des points de
fuite (qui sont par définition sur le plan à l’infini), mais il est également possible de l’esti-
mer dans le cas particulier d’une caméra stationnaire. En effet, une caméra de ce type se
démarque par le fait qu’elle n’effectue que des rotations pures (ce qui implique qu’aucune
translation n’est possible tx = ty = tz = 0). Dans ces conditions, le terme de l’homographie
inter-image tnT/d sera égal à zéro, ce qui conduit à la relation mathématique démontrée
dans l’équation (4.1). Cela signifie également que pour une caméra PTZ (ou Pan-Tilt)
H∞ peut être calculée à partir de n’importe quelle correspondance de points entre deux
vues successives (voir figure 4.3). La relation inter-image peut donc être exprimée par
p1 = H∞p2.
4.1.2/ CONIQUE ABSOLUE
La conique absolue Ω∞ est une conique particulière, située sur le plan à l’infini, unique-
ment constituée de points imaginaires. La projection de cette conique sur le plan image
est appelée l’image de la conique absolue (ICA), notée ω. L’ICA est invariante à la pose
de la caméra, elle est donc exclusivement liée aux paramètres internes de la caméra.
ω = K−TK−1 (4.2)
ω =

1/(λ f )2 s −u0/(λ f )2
s 1/ f 2 −v0/ f 2







Cette conique est donc particulièrement intéressante car il est simple d’en extraire les








FIGURE 4.3 – Homographie inter-image
paramètres intrinsèques par une décomposition de Cholesky [170].
Dans cette thèse, une autre notion dérivée de l’ICA est également employée. Il s’agit de
l’image duale de la conique absolue (ω∗) qui n’est autre que l’inverse de l’image de la
conique absolue :
ω∗ = ω−1 = KKT (4.4)
ω∗ =

f 2 + s2 + u20 s.u0.v0 u0




















4.1.3/ LES CAMÉRAS STATIONNAIRES
Dans notre étude, nous admettons l’hypothèse que le centre optique et le centre de ro-
tation sont confondus quels que soient les mouvements de la caméra. Cette supposition
s’avère cependant fausse en pratique car le mécanisme permettant la rotation ne permet
pas d’obtenir ce cas idéal. Une translation est toujours présente et peut même représen-
ter une forte dérive comme on peut le voir sur la figure 4.4. Cette approximation est donc
fortement dépendante de la qualité de la caméra utilisée, mais également du rapport
existant entre cette translation et la distance des éléments de la scène. Cependant, si la
translation est très faible et que l’on considère un ensemble de points 3D éloignés, alors
l’influence de la translation sur la formation de l’image sera moindre.
Cette hypothèse de départ nous permet d’établir que la projection d’un point dans le
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(a) (b)
FIGURE 4.4 – Emplacement du centre optique et du centre de rotation (a) cas idéal (b)
cas réel
monde P sur deux images successives (obtenue par rotation) peut s’exprimer par p1 =
K1R1P et p2 = K2R2P. On obtient alors la relation suivante :
p2 = K2R2R−11 K
−1
1 p1. (4.6)
On peut donc en déduire que :





On retrouve bien la formulation (H12 = H∞) de l’homographie à l’inﬁni déjà développée
dans la section 4.1.1. Il est ensuite possible de réécrire cette équation sous la forme
suivante :
R12 = K2−1H12K1. (4.8)
Sachant qu’une matrice de rotation satisfait certaines propriétés telles que R12 = R12−T
et R12−1 = R12T . Nous obtenons donc deux formulations dépendantes uniquement de













ω2 = H12−Tω1H12−1 (4.12)
Chacune des formulations (équations (4.10) et (4.12)) permet d’imposer un certain
nombre de contraintes.
Le problème d’échelle dans des relations homogènes peut être résolu en normalisant H
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4.1.4/ INÉGALITÉ MATRICIELLE LINÉAIRE
Dans ce chapitre nous proposons de résoudre le problème d’auto-calibrage d’une caméra
de type PTZ de manière convexe à l’aide d’inégalités matricielles linéaires.
Une inégalité matricielle linéaire (Linear matrix Inequality - LMI) est une expression de la
forme :
F(X) = F0 +
n∑
i=1
xiFi  0, (4.14)
où X = (x1, · · · , xn) est un vecteur de scalaires réels appelés variables de décision.
F0 · · ·Fn sont des matrices réelles symétriques tandis que l’expression Fi  0 signifie
que la matrice Fi est semi-définie positive (toutes les valeurs propres de Fi sont posi-
tives). Dans ce travail, nous utilisons des contraintes formulées sous forme de LMI afin
de résoudre un problème d’optimisation convexe de la forme :
min
X
cTX s.t. F(X)  0 (4.15)
où c est un vecteur modélisant le problème.
Il s’agit d’une généralisation du problème de programmation linéaire au cone des
matrices définies positives. On parle ici d’optimisation convexe puisque le problème
à résoudre cTX est linéaire tandis que la contrainte est imposée par la condition de
positivité de F(X) qui est elle même convexe par définition. L’avantage des problèmes
convexes est de ne posséder qu’un seul minimum, c’est-à-dire le minimum global.
Des détails plus poussés concernant l’optimisation à l’aide d’inégalité matricielle linéaire
sont disponibles dans [33].
Les LMIs peuvent donc servir à résoudre des problèmes linéaires sous contraintes. Ces
contraintes peuvent parfois être non-linéaires si il est possible de les reformuler à l’aide du
complément de Schur sous forme de LMIs. C’est à l’aide de cet outil mathématique que
certaines des contraintes d’optimisation présentées dans cette thèse ont été conçues.
Une matrice M =
 A BBT D
 est définie positive, si et seulement si le complément de Schur
suivant est satisfait :
A − BD−1BT > 0. (4.16)
4.2/ TRAVAUX ANTÉRIEURS
La popularité des caméras stationnaires motorisées dans les systèmes de vidéo-
surveillance a attiré l’attention de la communauté sur l’aspect de l’auto-calibrage depuis
plus de vingt ans. Par exemple, dans [59] et [23], les auteurs proposent différentes solu-
tions pour auto-calibrer des caméras Pan-Tilt (PT). Ces méthodes sont cependant parti-
4.2. TRAVAUX ANTÉRIEURS 71
culièrement sensibles au bruit et ne peuvent en pratique qu’être utilisées pour initialiser un
processus d’optimisation itératif. Dans [82], Hartley propose d’utiliser l’homographie entre
deux images consécutives de façon à calculer linéairement les inconnues de l’image de
la conique absolue duale (ICAD) dans le cas où les paramètres internes de la caméra
restent inchangés sur toutes les images. Une fois l’ICAD résolue, les paramètres de la ca-
méras K peuvent être obtenus à l’aide d’une décomposition de Cholesky. Notons qu’il est
également possible de résoudre le problème d’auto-étalonnage linéairement avec des in-
formations additionnelles concernant la rotation [159] de la caméra. De plus, Ji et al. [98]
ont développé une stratégie permettant d’annuler l’effet de la translation résiduelle décrite
dans la figure 4.4. Cependant, toutes les méthodes décrites précédemment ne prennent
en compte que le cas où les paramètres intrinsèques de la caméra restent constants.
Avec une caméra PTZ, les paramètres intrinsèques peuvent être amenés à varier à
chaque nouvelle image. Dans [3], Agapito et al. fournissent une reformulation du pro-
blème avec laquelle il est possible de prendre en compte les changements des para-
mètres internes de la caméra. Pour ce faire, les auteurs ont exprimé le problème à l’aide
de l’image de la conique absolue plutôt qu’avec sa duale (comme cela était le cas avec
la méthode proposée par Hartley pour les caméras à paramètres intrinsèques fixes).
Cette nouvelle formulation permet d’imposer un ensemble de contraintes linéaires sur
différents paramètres de la caméra (ces contraintes sont résumées dans le tableau 4.1).
En pratique, la contrainte d’orthogonalité des pixels, i.e. s = 0, donne de mauvais résul-
tats lorsqu’elle est utilisée seule. En général une contrainte additionnelle sur le rapport
d’aspect des pixels λ = 1 est employée et permet alors de déterminer les paramètres
intrinsèques de la caméra avec seulement trois images. Le désavantage majeur de cette
approche est sa sensibilité au bruit menant à une estimation biaisée de l’ICA. Si l’ICA
calculée n’est pas strictement définie positive la décomposition de Cholesky nécessaire
à l’extraction de K échouera. Ce problème se manifeste souvent en présence de bruit
comme le souligne les expériences menées dans [115]. Lorsque les paramètres intrin-
sèques sont extraits avec succès, la solution optimale peut être obtenue par raffinement
avec l’utilisation d’un ajustement de faisceaux [156] ou en minimisant une fonction de
coût dérivée de (4.12) [3].
Plus récemment, Agrawal et. al ont introduit l’optimisation basée sur des systèmes
de LMI (Linear Matrix Inequality) dans la communauté de la vision par ordinateur. Les
LMIs étant initialement utilisées dans le domaine de l’automatisme afin d’analyser ou
Condition Contrainte Type Nb d’images
s = 0 ω12 = 0 linéaire 5
u0 = v0 = 0 ω12 = ω33 = 0 linéaire 3








Tableau 4.1 – Contraintes possible sur ω
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d’asservir des systèmes (l’exemple basique étant la stabilité de Lyapunov). Dans [7],
une méthode d’auto-calibrage d’une caméra à paramètres internes fixes basée sur
l’utilisation de sphères est proposée. Le même auteur publie par la suite une approche
d’auto-calibrage plus générale, utilisant également la programmation semi-définie [6].
L’utilisation de LMI est ensuite appliquée au problème de l’auto-calibrage de caméra
rotative par Li dans [115], où il reprend l’équation (4.12) qu’il reformule sous forme
d’inégalité matricielle.
L’utilisation de la programmation semi-définie dans le contexte du calibrage de caméra
présente des avantages non-négligeables. Elle permet en effet de prendre en compte la
spécificité des matrices définies positive (ce qui est le cas pour l’ICA ω) de manière à
éviter les problèmes de décomposition en matrice intrinsèque évoqués précédemment.
De plus, les LMIs permettent toujours de converger vers une solution (résolution de
problème convexe) au contraire des méthodes de résolution non-linéaires.
Ce mode de résolution nécessite cependant une reformulation du problème, et
dans [115] l’auteur propose l’approche suivante :
Si l’on considère 2 homographies (H12, H13) résultant de 3 prises vues (I1,I2,I3), on aura
alors les équations suivantes :
ω = H−T12 ωH
−1
12 (4.17)
ω = H−T13 ωH
−1
13 (4.18)
On peut reformuler cet ensemble d’équations comme un problème à minimiser :
min
ω
{‖ω −H−T12 ωH−112 ‖2 + ‖ω −H−T13 ωH−113 ‖2} (4.19)
avec ω  0 (4.20)
Ici ‖ · ‖2 correspond à la norme L2. Afin de résoudre ce problème sous forme d’inégalité




(t1 + t2) (4.21)
tel que ‖ω −H−T12 ωH−112 ‖2 < t1 (4.22)
‖ω −H−T13 ωH−113 ‖2 < t2 (4.23)
ω  0 (4.24)
Il est à présent possible de réécrire ces équations comme 3 conditions d’un système
d’inégalité matricielle linéaire :
Condition 1 :
C1 =
 t1I ω −H−T12 ωH−112(ω −H−T12 ωH−112 )T t1I
  0 (4.25)
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Cette condition correspond à la contrainte de l’équation (4.22).
Condition 2 :
C2 =
 t2I ω −H−T13 ωH−113(ω −H−T13 ωH−113 )T t2I
  0 (4.26)
Cette condition correspond à la contrainte de l’équation (4.23).
Condition 3 :
C3 = ω  0 (4.27)
Cette condition correspond à la contrainte de l’équation (4.24).
Avec I une matrice identité 3 × 3, cette formulation permet d’imposer la norme spectrale
déjà utilisée dans [6]. Cette norme est la norme subordonnée de la norme euclidienne,
i.e : ‖ A ‖sp= max‖x‖,0
‖Ax‖
‖x‖ où ‖ · ‖ est la norme euclidienne.
La méthode décrite précédemment nécessite au minimum 3 images afin d’obtenir les
paramètres de la caméra, cependant un plus grand nombre d’homographies peut être
utilisé.
4.3/ L’APPROCHE PROPOSÉE
La méthode présentée ici est une extension de l’approche d’auto-calibrage basée sur l’uti-
lisation de LMI de Li et al. [115]. Dans leur papier, les auteurs ont reformulé les méthodes
d’auto-calibrage proposées dans [82] et [3] sous forme d’optimisation LMI permettant par
conséquent de forcer la "positivité" de l’ICA ω. Grâce à cette nouvelle contrainte, la stabi-
lité de l’algorithme est fortement améliorée sans pour autant apporter un gain significatif
en terme de précision. La méthode présentée précédemment [115] permet de tirer avan-
tage des LMIs mais n’utilise pas le plein potentiel de la programmation semi-définie. Il
est en effet possible d’imposer de nouvelles contraintes afin de rendre plus robuste l’es-
timation des paramètres constitutifs de l’image de la conique absolue (ou de sa duale).
De plus, la majorité des approches d’auto-calibrage impose une contrainte "dure" uni-
quement sur la première ICA (sur la première image), on peut par conséquent parler
de contraintes "souples" sur les autres coniques. Dans notre méthode, nous utilisons les
LMIs de manières à forcer les mêmes contraintes sur l’ensemble des images. Il en résulte
une meilleure description du problème. Nous présentons ici les nouvelles conditions que
nous imposons dans notre système de LMIs.
Afin de faciliter l’accès aux éléments de la conique une série de vecteurs est déclarée
dans un premiers temps : L1 = [1, 0, 0],L2 = [0, 1, 0],L3 = [0, 0, 1],R1 = LT1 ,R2 = L
T
2 ,R3 =
LT3 . A présent si l’on veut par exemple accéder à l’élément ω23 on aura : ω23 = L2ωR3.
Dans toutes les contraintes présentées, i correspond au numéro de l’image.
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Condition 1 : Orthogonalité des pixels −ε <s< ε
A l’instar de nombreuses autres approches nous imposons s = 0. Ce paramètre
ne représente pas une hypothèse forte puisque celle-ci reste très souvent vérifiée pour





Puisque nous passons par l’ICA, il est aisé de forcer le paramètre s à une valeur proche
de zéros en fixant un ε très petit (ou en le minimisant).
Conditions 2 et 3 : rapport d’aspect des pixels (PAR) δ1 < λ < δ2
Lorsqu’une caméra tourne autour d’un seul de ses axes, l’information relative à la
distance focale sur l’autre axe est perdue. Nous pouvons alors parler de mouvement dé-
généré. Pour pallier ce problème, nous proposons une contrainte directement incorporée
dans notre système d’inégalité matricielle pour forcer le paramètre λ.
Dans le cas d’une caméra PT, nous offrons la possibilité de fixer le PAR entre deux
bornes ajustables, par exemple 0.75 < λ < 1.25, ce qui est particulièrement raisonnable,
et permet d’améliorer la robustesse de l’estimation de l’ICA (notamment en cas de
mouvements dégénérés).
Pour une caméra PTZ, notre approche permet de forcer λ à une valeur choisie. Cette
contrainte permet en conséquence de gérer tous les mouvements de rotation, même
dans les cas dégénérés. Si aucun a priori n’est connu, il est possible de considérer un
rapport d’aspect de pixel unitaire (λ = 1) comme c’est le cas dans la plupart des papiers
traitants de l’auto-calibrage de caméras à paramètres variables. Cependant, puisque λ
est constant quels que soient les autres paramètres, il est possible de calibrer la caméra
préalablement à n’importe quel niveau de zoom pour en déterminer sa valeur réelle et
l’imposer dans notre système de résolution.
Ces deux bornes peuvent être imposées séparément :









11 − ωi22δ22  0 Ci3 = ωi22δ21 − ωi11  0
Conditions 4 et 5 : Le point principal proche du centre de l’image
Comme Agapito l’a démontré dans [3], si le point principal n’est pas contraint il est
très sensible au bruit. Il est généralement admis [175] que le point principal (u0, v0) est
proche du centre de l’image (xc, yc). Cela reste vrai même dans le cas d’une caméra
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munie d’une focale variable.
Dans [85], Hartley et al. ont démontré que la relaxation du point principal mène à une
meilleure estimation de la distance focal. La détermination de ce point central peut être
limitée dans une zone proche du centre de l’image (voir figure 4.5) :
(u0 − xc)2 < d2 → d2 − (u0 − xc)2 > 0 (4.28)
(v0 − yc)2 < d2 → d2 − (v0 − yc)2 > 0 (4.29)
où d est la distance maximale (en pixels) du point principal par rapport au centre de
l’image. Les équations précédentes peuvent être reformulées à partir des éléments dis-
ponibles dans ω :
d2ω11 − (ω13 − xcω11) > 0→ d
2
f 2x




d2ω22 − (ω23 − ycω22) > 0→ d
2
f 2y




On a donc deux termes supplémentaires dans notre système :
Ci4 = d
2ωi11 − (ωi13 − xcωi11)  0
Ci5 = d
2ωi22 − (ωi23 − ycωi22)  0
Cette contrainte doit être utilisée avec précaution. Si les bornes fixées sont trop restric-
tives et si le point principal est en faite hors de la zone définie par ces bornes, alors
l’estimation des autre paramètres s’en trouvera affectée. Prendre des bornes considé-




FIGURE 4.5 – Exemple où le cercle rouge limite la zone de recherche du point principal
dans l’image
Condition 6 : L’ICA est une matrice définie positive Ci6 = ω
i  0
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Les conditions de 1 à 6 doivent être forcées pour chacune des ICAs, c’est à dire
pour chaque nouvelle image. Formant ainsi un système de LMI où tous les ω sont
affectés par ces contraintes dures.
Condition 7 : ωi−1 = H−TωiH−1 Finalement, il est possible de minimiser l’erreur définie
dans l’équation (4.12) (pour chaque homographie) en utilisant la norme spectrale :
Ci7 =
 tiI ωi−1 −H−TωiH−1(ωi−1 −H−TωiH−1)T tiI
  0
avec I la matrice identité 3 × 3 et ti un scalaire à minimiser. Cette dernière condition
permet de lier toutes les coniques entre elles, elles sont de cette manière toutes
inter-dépendantes. L’unique différence lorsqu’il est question de calibrer une caméra PT
est que ωi = ω1, c’est donc la même ICA que l’on recherche pour toutes les vues.








C11 0 · · · 0





0 0 · · · Cn7

 0 (4.33)
L’approche de résolution de ce problème est basée sur une méthode des points intérieurs
décrite dans [134].
4.4/ EXPÉRIMENTATIONS
4.4.1/ ÉVALUATION AVEC DES DONNÉES SYNTHÉTIQUES
Afin d’évaluer les performances de l’algorithme proposé, une série de tests a été effec-
tuée à l’aide d’un nuage de 5000 points 3D générés de manière aléatoire dans un cube de
dimensions 1000x1000x1000. Nous avons restreint nos caméras virtuelles à un champ
de vue limité de manière à avoir un nombre de points visibles de l’ordre d’une centaine par
image pour calculer les homographies. La caméra synthétique est localisée au centre du
nuage de points où elle effectue des rotations aléatoires comprises entre −30◦ et +30◦.
Les points 3D sont alors projetés sur le plan image de 640x480 pixels. L’homographie
inter-image est calculée linéairement sans raffinement. Afin de déterminer la robustesse
de différents algorithmes, un bruit aléatoire est ajouté à la position des points sur l’image.
4.4. EXPÉRIMENTATIONS 77
Différents niveaux de bruit sont utilisés et 1000 exécutions sont effectuées pour chacun
d’eux. Tous les résultats présentés utilisent un ensemble de trois homographies pour les
caméras PTZ et de deux homographies pour les caméras PT.
4.4.1.1/ CAMÉRA À PARAMÈTRES FIXES
Dans le cas d’une caméra PT l’évaluation est réalisée avec des paramètres intrinsèques
choisis arbitrairement : f = 900, λ = 0.8889, u0 = 325 et v0 = 240. Dans ce cas trois algo-
rithmes sont comparés : La méthode décrite par Hartley dans [82], l’approche basée LMI
de Li et al. [115] et notre approche.
Les résultats visibles dans la figure 4.6 sont obtenus avec 3 rotations, ce qui est le mi-
nimum pour les autres méthodes de résolution (tandis que la nôtre n’en nécessite que
deux). Ici notre algorithme est configuré de cette manière : 0.75 < λ < 1.25, le point
principal est forcé à être dans l’image et s = 0.
Dans cette série de tests, notre stratégie offre des résultats significativement meilleurs
que les autres méthodes, pour plusieurs raisons. Tout d’abord, nous imposons des
contraintes dures sur chaque conique, de plus le point principal est restreint à l’intérieur
de l’image et le PAR est fixé entre deux bornes. Tous ces éléments conduisent à une
meilleure robustesse du système sans même posséder de fortes connaissances a priori
sur la caméra.
4.4.1.2/ CAMÉRA À PARAMÈTRES VARIABLES
Dans les tests suivants la caméra effectue un zoom entre chaque nouvelle image, la
distance focale ainsi que le point principal vont donc varier. Dans le cas d’une caméra
PTZ nous comparons notre méthode avec les techniques décrites dans [3] et [115]. Par
convenance nous fixons le PAR à un : λ = 1. Notre configuration considère simplement
un rapport d’aspect pixellique unitaire, une orthogonalité parfaite des pixels et un point
principal dans l’image. Sans l’utilisation de contrainte a-priori, nous obtenons de meilleurs
résultats que les méthodes existantes (voir figure 4.7). La forte inter-dépendance impo-
sée entre toutes les images de la conique absolue justifie cette amélioration. En outre,
prendre des bornes plus restrictives peut conduire à des résultats plus robustes encore.
Notons que le nombre minimum d’images requis pour l’auto-calibrage est le même que
pour les méthodes [3, 115] dans le cas d’une caméra à paramètres variables.
4.4.1.3/ INFLUENCE DE LA CONTRAINTE SUR LE PAR
Dans le cas d’une caméra Pan-Tilt, il est possible de restreindre le paramètre λ dans un
intervalle défini, le test présenté figure 4.8 montre une amélioration en terme de robus-
tesse lorsque la fourchette est proche de la valeur réelle de λ.
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4.4.1.4/ INFLUENCE DE LA CONTRAINTE SUR LE POINT CENTRAL
Pour une caméra PTZ, il est préférable de garder un λ fixe pour assurer une meilleure
stabilité, dans ce cas seule la restriction concernant la position du point principal sera im-
portante dans l’estimation des paramètres internes. La seule contrainte existante concer-
nant le point principal apparaissant dans la littérature est celle permettant de le fixer à
une position connue. Nous suggérons ici une approche plus flexible en limitant sa po-
sition dans un intervalle. Les résultats présentés dans la figure 4.9 montrent l’influence
des contraintes appliquées à la position du point principal sur l’estimation de la distance
focale.
Même dans le cas où le PAR et le point principal sont connus, leurs véritables valeurs
dévierons en présence de bruit. Cela signifie qu’imposer des contraintes trop strictes
peut amener à une accumulation de l’erreur affectant par conséquent le calcul des pa-
ramètres inconnus. Au contraire, laisser le point principal totalement libre (non-contraint)
peut pousser le système à converger vers un mauvais minimum. Forcer la position du
point principal dans un intervalle est donc un très bon compromis pour éviter une mau-
vaise convergence mais aussi pour équilibrer l’erreur induite par le bruit. Les courbes
visibles dans la figure 4.9 valident ces hypothèses, en présence de bruit le point principal
limité par des bornes admet une meilleure précision qu’un point principal plus libre ou
que celui fixé à sa valeur réelle.
4.4.2/ TESTS AVEC DES DONNÉES RÉELLES
4.4.2.1/ CAMÉRA PT
Les tests qui suivent ont été effectués à l’aide d’une simple webcam Logitech Quickcam
Sphere AF Web camera - pan / tilt. Cette caméra fournie une image très bruitée de taille
640×480 pixels. Un calibrage initial à l’aide de la toolbox de Bouguet [31] fournie une
estimation des paramètres intrinsèques que nous utiliserons comme vérité terrain.
Nous avons auto-calibré la caméra successivement avec deux et quatre images (voir les
résultats table 4.2). Dans ce test, nous ne considérons aucun a priori sur la caméra :
donc le PAR est restreint de la manière suivante 0.75 < λ < 1.25 et la recherche du point
principal se fait dans toute l’image. La comparaison entre notre méthode et les approches
conventionnelles montre clairement une forte amélioration dans l’estimation de presque
tous les paramètres de la caméra.
4.4.2.2/ CAMÉRA PTZ
Évaluer les performances d’auto-étalonnage pour ce type particulier de caméra est diffi-
cile puisqu’aucune vérité terrain n’est disponible. C’est la raison pour laquelle nous avons
décidé de projeter les images sur une sphère à l’aide du modèle sphérique unifié pour
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Tableau 4.2 – Résultats obtenus avec des images réelles (acquises avec une caméra PT)
avec différentes méthodes
comparer la qualité des panoramas obtenus. En effet, cette modélisation permet de re-
présenter les images acquises avec une caméra admettant le PVU sur une sphère, cette
projection nécessite une bonne estimation des paramètres internes et externes. La qua-
lité de l’image sphérique résultante est directement associée à la précision de l’auto-
calibrage de la caméra PTZ. Les panoramas obtenus sont visibles dans les figures 4.11
et 4.12, ceux calculés à l’aide de notre approche sont beaucoup plus précis et contiennent
moins d’artefacts.
4.5/ CONCLUSION
Dans ce chapitre nous avons présenté une nouvelle approche utilisant les LMIs où plu-
sieurs contraintes ajustables sont appliquées sur chaque conique. Nous avons égale-
ment montré que les LMIs sont un outil remarquablement efficace et fiable pour les
problèmes d’optimisation convexe avec des connaissances a priori. La programmation
semi-définie n’est pas une stratégie courante dans le domaine de la vision par ordinateur
alors qu’elle peut être particulièrement utile. Les résultats expérimentaux (particulière-
ment ceux concernant le point principal) ont montré une bien meilleure robustesse et
permettent une estimation précise de tous les paramètres d’une caméra PTZ.
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(a) fx (b) fy
(c) u0 (d) v0
FIGURE 4.6 – Moyenne et écart type de l’erreur obtenue pour l’estimation des paramètres
intrinsèques sur des données synthétiques avec des paramètres intrinsèques fixes
(a) f (b) u0
(c) v0
FIGURE 4.7 – Moyenne et écart type de l’erreur obtenue sur des données synthétiques
avec des paramètres intrinsèques variables et λ = 1
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FIGURE 4.8 – Influence sur l’estimation de la distance focale f des contraintes imposées
sur le PAR
FIGURE 4.9 – Influence sur l’estimation de la distance focale f des contraintes imposées
sur le point principal
(a) (b)
(c) (d)
FIGURE 4.10 – Images obtenues avec notre caméra PT
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(a)
(b)
FIGURE 4.11 – Mosaïque sphérique multi-résolution de 5 images obtenues avec (a) Notre
méthode (b) [115]. La colonne de gauche étant la vue sphérique complète et la colonne




FIGURE 4.12 – Mosaïque sphérique multi-résolution de 7 images obtenues avec (a) Notre
méthode (b) [115]. La colonne de gauche étant la vue sphérique complète et la colonne
de droite un aperçu détaillé d’une région d’intérêt

5
CALIBRAGE D’UN SYSTÈME DE
STÉRÉO-VISION HYBRIDE
Dans ce chapitre nous développons le concept de système de vision hybride, et tout
particulièrement du cas qui nous concerne c’est-à-dire l’usage conjoint d’une caméra
omnidirectionnelle (voir chapitre 3) et d’une caméra PTZ (voir chapitre 4). Nous nous
focalisons particulièrement sur le calibrage de ce type de capteur multi-caméras. Cette
étape de calibrage est essentielle à toute procédure de reconstruction 3D de l’environ-
nement mais est également nécessaire pour la plupart des approches de navigation
robotique basée vision (voir ﬁgure 5.1). Si le calibrage d’un système de stéréo-vision
FIGURE 5.1 – Problématique globale
constitué de caméras perspectives est déjà bien connu, calibrer un système composé
de caméras de différentes natures est plus spéciﬁque et nécessite l’utilisation d’outils
adaptés. Nous verrons au travers de ce chapitre que l’utilisation du modèle sphérique
nous permet un calibrage simple et précis pour tout banc de caméras respectant le PVU.
Notre calibrage sera évalué de manière quantitative et comparé avec une autre méthode
de l’état de l’art. De plus, nous montrerons différentes applications rendues possible
par notre étape de calibrage ; telles que la rectiﬁcation d’images dans un système hété-
rogène et un système de surveillance reposant sur l’utilisation de la géométrie du capteur.
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Ce chapitre est organisé de la manière suivante, dans les Sections 5.1 et 5.2 nous définis-
sons ce que sont les systèmes de vision homogènes et hétérogènes. Dans la Section 5.3
nous proposons un état de l’art concernant le calibrage de systèmes de vision hybrides.
Les Sections 5.4 et 5.5 décrivent la méthode de calibrage proposée respectivement pour
l’estimation des paramètres intrinsèques et extrinsèques. Enfin, dans la Section 5.7, nous
présentons une méthode de détection de cible pour la vidéo surveillance avec notre sys-
tème de vision hybride. Finalement, la Section 5.8 conclura ce chapitre.
5.1/ LES SYSTÈMES DE VISION HOMOGÈNES
Les systèmes dit homogènes sont composés d’un réseau de caméras de même nature.
La vision humaine peut d’ailleurs être assimilée à ce type de système [122]. Le fait
d’employer des caméras possédants la même géométrie (voir les mêmes paramètres
intrinsèques) facilite grandement l’étude de tels systèmes.
Le système homogène le plus fréquent dans le domaine de la vision par ordinateur, est le
couple de deux caméras perspectives. Ce dispositif est couramment employé afin d’ex-
traire des informations 3D de la scène. L’usage de deux caméras perspectives similaires
permet un calibrage aisé ainsi qu’une mise en correspondance stéréoscopique efficace
et cela pour un coût relativement faible. Dans [34], Bradley et al. décrivent une méthode
de reconstruction 3D par mise en correspondance de points utilisant un système de
vision binoculaire. Les possibilités offertes par les systèmes stéréoscopiques "conven-
tionnels" sont vastes et concernent l’asservissement visuel [78], la vidéo surveillance
[13, 93, 102, 181], la navigation robotique [62] la biométrie [172]...
Les bancs de caméras perspectives ont récemment connu un regain de popularité no-
tamment avec les tournages des films en relief mais aussi avec l’apparition de solution
"clé en main" comme celle offerte par le Bumblebee manufacturé par Point Grey (figure
5.2). Les plateformes stéréoscopiques utilisant des caméras d’un type plus spécifique
FIGURE 5.2 – Le système de stéréo-vision Bumblebee.
ont également été étudiées, bien que leur emploi soient moins courants ; ils fournissent
généralement une plus grande flexibilité d’utilisation. C’est par exemple le cas pour les
bancs de vision équipés de plusieurs caméras omnidirectionnelles. Cette configuration
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fournit un champ de vision très étendu tout en conservant les avantages offerts par la
stéréo-vision. On retrouve ce type de dispositif appliqué à la navigation robotique [68], où
une vision grand angle de la scène assure l’existence de points d’intérêts sur les images.
Dans le domaine de la vidéo surveillance, il n’est pas rare d’utiliser des réseaux de ca-
méra PTZ [58]. Un assemblage de ce type de caméra, offre par exemple la possibilité
d’utiliser différents modes de fonctionnement : coopératif ou indépendant. Le mode co-
opératif permet par exemple un suivi de la cible à l’aide des deux caméras et l’extraction
d’informations 3D, comme la distance d’une cible, alors que l’utilisation des caméras de
manière indépendante permet une surveillance autonome d’une zone et la recherche de
cibles. Ce processus est décrit dans [182]. Ce système est cependant beaucoup plus
complexe à gérer qu’un ensemble de caméras statiques car de nombreux paramètres,
tels que les rotations et les paramètres intrinsèques des caméras, sont à prendre en
compte.
D’autres systèmes de vision homogènes plus marginaux comme ceux faisant intervenir
des caméras sensibles à des longueurs d’ondes hors du visible peuvent constituer un
avantage majeur, comme c’est le cas dans [108] où des caméras infrarouges permettent
une meilleure détection de piétons qu’un système de stéréo-vision classique.
5.2/ LES SYSTÈMES DE VISION HÉTÉROGÈNES
Le terme de stéréo-vision hybride signifie que les caméras employées au sein du banc
sont de natures ou de modalités différentes [61]. Cette association permet l’obtention
d’informations supplémentaires comme par exemple, une extension du champ de vision,
l’ajout d’informations 3D ou l’étude d’une gamme de longueur d’onde plus importante.
Par exemple, dans [108] les auteurs proposent d’extraire des informations provenant à la
fois d’un système binoculaire conventionnel mais aussi de deux caméras infrarouges afin
de permettre une détection des piétons plus précise.
Les capteurs RGB-D de type "Kinect" (figure 5.3) employant une approche de reconstruc-
tion par projection de motif infrarouge peuvent également s’apparenter à des systèmes de
vision hybride dans le sens où une caméra RGB est utilisée pour texturer la reconstruc-
tion tandis que la caméra infrarouge permet l’analyse d’un motif projeté permettant ainsi
de reconstruire la scène. Ces deux capteurs sont très complémentaires. Par exemple,
dans [91] la mise en correspondance des images couleurs permet de faciliter le recalage
des nuages de points 3D.
FIGURE 5.3 – La Kinect 2.
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Caméra omnidirectionnelle Caméra PTZ
Avantages
-Large champ de vision -Grande mobilité
-possibilité de zoomer sur une zone d’intérêt
-haute résolution
Inconvénients
-Résolution non uniforme -Champ de vision restreint
-Impossible d’avoir une observation précise d’une cible particulière
-distorsion géométrique
Tableau 5.1 – Comparaison caméra omnidirectionnelle et PTZ
Il existe beaucoup d’autres dispositifs originaux, on peut citer [90], où un capteur dédié
à la vidéo surveillance est constitué d’une caméra haute résolution couplée avec deux
caméras de faible résolution afin de simplifier la phase de détection d’événements.
Dans cette thèse, nous nous concentrerons sur le cas faisant intervenir des caméras
possédant des propriétés géométriques différentes ; plus explicitement il s’agira de
l’association d’une caméra perspective et omnidirectionnelle. Ce type de système a
déjà été étudié auparavant notamment pour des applications dans le domaine de la
vidéo-surveillance. En effet, l’association d’une caméra omnidirectionnelle et d’un réseau
de caméras perspectives permet d’avoir une vision globale de la scène mais également
un aperçu de la cible depuis plusieurs points de vue. Ce dispositif permet de fournir des
informations plus précises concernant l’apparence ou la localisation dans l’espace d’un
objet d’intérêt. Le calibrage d’un système de ce type est abordé dans [40] utilisant une
caméra catadioptrique et un réseau de caméras perspectives.
On retrouve également cette configuration pour la navigation robotique, comme dans [2]
où l’association d’un capteur catadioptrique et d’une caméra perspective est utilisée afin
de permettre la détection d’obstacles et la navigation du robot. Dans un cadre différent,
les auteurs de [63] proposent une méthode permettant de faire collaborer deux robots
mobiles équipés de caméras ayant des géométries différentes.
Eynard et al. utilisent également ce type d’assemblage afin d’estimer l’attitude et l’altitude
d’un drone [61] en tirant partie des deux caméras à l’aide d’une méthode de recalage
dense par "plane sweeping".
En substituant la caméra perspective statique par une caméra active (PTZ), nous ob-
tenons un système beaucoup plus flexible. Ces deux types de caméras possèdent des
caractéristiques différentes (cf. tableau 5.1). Le système ainsi décrit offre à la fois une
vision globale de la scène mais également la possibilité d’obtenir une image de haute
précision sur des zones d’intérêts.
Clairement, l’ajout de la caméra PTZ permet de compenser les défauts inhérents à la
caméra omnidirectionnelle en fournissant une plus grande flexibilité dans l’observation
de la cible.
De nombreuses approches faisant intervenir un tel montage existent déjà, elles sont ce-
pendant presque exclusivement dédiées à la vidéo surveillance, comme dans [138, 152,
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176, 50, 12]. Dans les sections suivantes, nous fournirons plus de détails sur ce type de
méthodes et sur les limitations dont elles souffrent. Quelques application dédiées à la
robotique existent tout de même, c’est par exemple le cas dans [135] où un robot "foot-
balleur" peut naviguer et détecter une balle à l’aide d’une caméra de type catadioptrique
tandis qu’une caméra perspective est utilisée afin de fournir une vue à la première per-
sonne du jeu. De la même manière, Adorni et al. [2] proposent une autre approche pour
l’évitement d’obstacles en fusionnant des informations provenant d’une caméra PT et
d’une caméra omnidirectionnelle. D’autres innovations destinées à la domotique voient
aussi le jour comme dans [26] où un robot équipé des caméras susmentionnées peut
automatiquement prendre des photos de visages lors d’évènements festifs.
Cependant, l’utilisation de ces systèmes pour la vidéo surveillance, le suivi visuel où la
reconstruction 3D par stéréoscopie hybride n’est pas triviale et nécessite dans un premier
temps un calibrage du système.
5.3/ LES MÉTHODES DE CALIBRAGE POUR LES SYSTÈMES DE VI-
SION HYBRIDE
Le calibrage de système hétérogène dans la littérature peut explicitement se diviser en
deux groupes.
D’une part, il existe les stratégies assujetties à la scène, elles sont presque exclusive-
ment destinées à la vidéo surveillance avec un système de vision fixe. Dans [11, 116],
l’approche proposée consiste à créer une table de correspondance représentative de la
relation entre la commande de la caméra dynamique et les coordonnées image de la ca-
méra omnidirectionnelle, ce qui suppose donc un environnement fixe. Toute modification
de l’environnement nécessite donc un nouveau calibrage du système. De plus, c’est un
processus long à mettre en œuvre dans le cas où des balises doivent être disposées
dans la scène afin de permettre la création de cette table de correspondance. Certaines
méthodes ne nécessitent pas la mise en place d’un tel dispositif en optant pour une mise
en correspondance automatique des images [39, 11]. On trouve également une grande
variété d’articles prenant avantage de différentes spécificités de la scène ou de l’installa-
tion du dispositif. Par exemple dans [152], la hauteur des caméras par rapport au sol est
connue tandis que dans [30] c’est la planéité du sol qui est utilisée. Notons également
l’existence de systèmes où les axes optiques des caméras sont alignés afin de simplifier
le contrôle de la caméra rotative [1]. Dans [138] une approche plus élaborée permet de
confondre le centre de rotation de la caméra PTZ avec le centre optique de la caméra
grand angle à l’aide d’un dispositif optique particulier.
L’autre type de calibrage est un calibrage géométrique, c’est une approche plus flexible
dans le sens où elle reste valide quelle que soit la scène observée. C’est le même type
de calibrage standard qui permet la reconstruction 3D à l’aide d’un banc de vision stéréo
classique. En d’autres termes, ce calibrage permet de retrouver les paramètres intrin-
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sèques et extrinsèques liant les deux caméras. Il existe de nombreuses références et
outils afin de calibrer un banc de stéréo vision classique, cependant peu de travaux se
sont penchés sur le cas très particulier des systèmes de vision hybride. On notera tout de
même l’existence des travaux de Caron et Eynard [38] traitant du calibrage d’un réseau
de caméra hybride à PVU (perspective, fisheye et catadioptrique). Cette approche se
base sur l’utilisation d’Asservissement Visuel Virtuel (AVV), un logiciel cross-plateforme
-dénommée HysCas 1- est également disponible.
A notre connaissance, très peu de travaux dans la littérature s’intéressent cependant au
cas particulier d’une caméra mécanisée et d’une caméra grand angle. Dans cette thèse
nous proposons une approche d’étalonnage où un calibrage géométrique est effectué
pour une commande particulière de la caméra motorisée, puis incrémenté à chaque nou-
velle rotation à l’aide de la commande angulaire.
5.4/ CALIBRAGE INTRINSÈQUE DES CAMÉRAS
Dans les chapitres 2 et 4, nous avons rappelé les différents paramètres responsables de
la formation d’une image : les paramètres intrinsèques. Dans cette section nous verrons
comment calibrer une caméra hors-ligne, c’est-à-dire comment estimer les paramètres du
modèle choisi, ce modèle peut être le modèle sténopé, sphérique... Généralement ces
paramètres sont calculés à l’aide d’un objet de calibrage connu, il peut s’agir de sphères,
de cubes, ou plus souvent d’un simple motif planaire (échiquier, cercles concentriques
...). Une ou plusieurs images de cet objet permettent de remonter à la géométrie interne
de la caméra.
5.4.1/ CALIBRAGE DE CAMÉRA PERSPECTIVE
Dans le cas d’une caméra perspective, c’est le modèle sténopé qui est généralement
choisi. C’est donc la matrice intrinsèque K (définie dans le chapitre 2) et les coefficients
de distorsion qui doivent être déterminés. Pour ce type de caméra, le sujet a déjà été
très étudié puisque les premières approches de calibrage géométrique remontent aux
années 70. Trois approches majeures ont marqué l’histoire du calibrage géométrique
des caméras, il s’agit de celles développées par Tsai [171], Heikkila et Silven [88] et
Zhang [179].
Le calibrage proposé par Tsai nécessite la connaissance a priori de certain paramètres
fournis par le fabricant afin de réduire le nombre de paramètres à estimer. Cette approche
permet un calibrage précis et complet de la caméra avec une ou plusieurs images.
Par la suite, Heikkila et Silven proposent une technique plus souple. Dans un premier
1. http ://hyscas.com/blog/
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temps, un calcul initial des paramètres est opérée linéairement. Ces paramètres ini-
tiaux sont ensuite raffinés non-linéairement avec l’algorithme d’optimisation Levenberg-
Marquardt.
La méthode de Zhang [179] reste aujourd’hui la référence la plus utilisé lorsqu’il est ques-
tion de calibrer une caméra perspective. C’est cette méthode que nous décrirons briève-
ment ici, et c’est celle que nous utiliserons par la suite afin de calibrer notre caméra
perspective via la boite à outils Matlab proposée par Bouguet [31].
La méthode de Zhang, étape par étape Cette méthode de calibrage nécessite l’utilisa-
tion d’un damier de dimensions connues. Il est essentiel que ce motif soit aussi plat que
possible puisque cette approche s’appuie sur la planéité de la mire. Une série de clichés
avec la caméra que l’on souhaite calibrer est alors requise. Avec la méthode présentée
ici, au moins 3 images sont nécessaires afin d’estimer tous les paramètres intrinsèques
de la caméra. Sur chacune des images une homographie entre la mire et son image est
calculée p ∼ HP où p est un point image, P Le point correspondant sur la mire et H l’ho-







FIGURE 5.4 – Calibrage avec une mire planaire
On sait également que les points 3D sur la mire possèdent une coordonnée sur l’axe Z
nulle P = [X Y 0 1]T relativement au repère de la mire, la matrice de projection peut donc






















avec r1 et r2 les deux premières colonnes de la matrice de rotation R. Cette relation
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permet d’imposer deux contraintes sur l’image de la conique absolue :
h1K−TK−1h1 = h2K−TK−1h2, (5.2)
h1ωh1 = h2ωh2, (5.3)
ainsi que :
h1ωh2 = 0. (5.4)
Les deux équations (5.3) et (5.4) peuvent ainsi se réécrire sous forme d’un système
linéaire Ac = 0, où c est un vecteur contenant des entrées de ω nécessaires à l’extraction
des paramètres intrinsèques, c = [ω11 ω12 ω22 ω13 ω23 ω33]. Les paramètres intrinsèques
peuvent alors être extraits individuellement de la manière suivante :
v0 = (ω12ω13 − ω11ω23)/(ω11ω22 − ω212)2, (5.5)






λω11/ω11ω22 − ω212, (5.8)
s = −ω12 f 2x fy/λ, (5.9)
u0 = sv0/ fx − ω13 f 2x /λ. (5.10)
Le calcul de la rotation et de la translation est ensuite triviale. Par ailleurs, l’ensemble
de ces paramètres est raffiné à l’aide d’un ajustement de faisceaux réalisé avec un algo-







‖ pi j − p̂(K,Ri, ti,P j) ‖2, (5.11)
avec pi j le jème point détecté sur la ième image et p̂ le point re-projeté sur le plan image
avec les paramètres estimés.
5.4.2/ CALIBRAGE DE CAMÉRA OMNIDIRECTIONNELLE
Dans le cas d’une caméra omnidirectionnelle à point de vue unique le modèle utilisé est
le plus souvent le modèle sphérique unifié. Cela signifie qu’un paramètre de plus est à
estimer, à savoir l le paramètre représentatif de la distorsion radiale de l’image. Les mé-
thodes de calibrage employées sont par conséquent quelque peu différentes de celles
présentées précédemment. Les approches les plus souvent utilisées dans la commu-
nauté de la vision par ordinateur sont [150] et [127]. Ces deux méthodes ont été rendues
particulièrement populaires grâce aux boites à outils associées.
La première est proposée par Scaramuzza et al. [150], le modèle de projection est ici
quelque peu différent du modèle sphérique unifié de Barreto [18]. Les auteurs modé-
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lisent la projection des points 3D sur le plan image à l’aide d’une décomposition en série
de Taylor, les points ainsi projetés ne le sont pas sur la sphère unité mais directement sur
la surface du miroir ou de la lentille avant d’être projetés sur l’image.
La méthode proposé par Mei [127] repose sur le modèle sphérique de Barreto [18]. Afin
de calibrer la caméra, l’auteur introduit une série d’hypothèses initiales : les coefficients
de distorsion sont nuls, le rapport d’aspect de pixel est unitaire, le point principal est au
centre de l’image et l est considéré dans un premier temps égal à 1. Dans ces condi-
tions, il ne reste donc plus que la distance focale f à estimer. Il est possible d’obtenir une
approximation de f linéairement à l’aide d’au moins 4 points colinéaires (sur une ligne
non radiale de l’image). Une fois cette distance calculée, une détection sub-pixellique
des coins de la mire est effectuée suivi d’une optimisation non-linéaire de l’ensemble des
paramètres du modèle.
Même si les modèles de projection choisis par les méthodes présentées précédemment
semblent très différents, Puig et al. [142] ont démontré leur équivalence.
5.5/ ESTIMATION DES PARAMÈTRES EXTRINSÈQUES
Partant du postulat qu’il est possible d’obtenir les paramètres intrinsèques avec les
méthodes décrites dans les sections précédentes, on peut utiliser le modèle sphérique
pour chacune des caméras. L’avantage de cette représentation est de conserver les
propriétés de la géométrie projective. Pour la caméra PTZ (pour un niveau de zoom
donné) l’utilisation de la toolbox développée par Bouguet [31] nous a permis le calcul
de ses paramètres intrinsèques tandis que la caméra fisheye a été étalonnée avec
la méthode Mei [127]. Ici on utilise la géométrie épipolaire afin d’initialiser la rotation
et la translation entre nos caméras pour une rotation donnée, et donc d’estimer la
position relative des caméras pour une commande mécanique de rotation Rpptz(0, 0) = I.
Notons Kp et K f respectivement les matrices intrinsèques de la caméra perspective
et omnidirectionnelle. La rotation et la translation entre nos deux caméras (pour une
commande mécanique donnée) seront notées Rop et top (figure 5.5).
Afin de calculer la matrice essentielle liant les deux caméras, nous utilisons m points sur
un plan dans le monde, visibles simultanément par les deux caméras dans un ensemble
de n prises de vues. Soient Pio j et P
i
p j les positions du i
ème point de correspondance (sur
la sphère) visible dans la jème image fisheye et PTZ. L’algorithme des huit points décrit




o j = 0 ∀i, j (5.12)
Notons que les points ne sont pas coplanaires si plusieurs prises de vues de la mire
sont effectuées, ce qui permet l’usage de l’algorithme mentionné précédemment. Si l’on
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souhaite calibrer notre système avec une seule vue, il est possible d’utiliser l’algorithme
des 5 points permettant de faire face à ce cas dégénéré. Il aurait également été possible
de nous servir des homographies existantes entre l’échiquier et les images aﬁn de déter-
miner les paramètres extrinsèques. En pratique le calcul de la matrice essentielle nous
fournit une très bonne initialisation. A partir de cette matrice essentielle, on extrait Rop
et top à l’aide de la contrainte de chiralité. Cette initialisation nous permet d’alimenter un
ajustement de faisceaux aﬁn de déterminer plus précisément ces paramètres. Le critère
à minimiser consiste en la somme de l’erreur de reprojection au carré sur les sphères :







‖ Pio j − P̂io j(Rop, top) ‖2 + ‖ Pip j − P̂ip j(Rop, top) ‖2
]
, (5.13)
avec P̂io j et P̂
i
p j la reprojection des points 3D respectivement sur les sphères S o et S p.
FIGURE 5.5 – Modélisation des différentes rotations et translations du système
5.6/ RÉSULTATS
Cette section s’intéresse au calibrage géométrique d’un système de vision hybride. Le
schéma 5.6 détaille les étapes nécessaires à l’obtention de l’ensemble des paramètres
de notre système. Nous passons ici ces différentes étapes en revue et nous proposons
une étude comparative avec l’outil de calibrage développé par Caron et Eynard dans [38].
Pour l’évaluation de notre méthode de calibrage, les caméras utilisées sont deux caméras
IDS μEye de résolution 1280×1024p dont une est équipée d’une lentille ﬁsheye permet-
tant un champ de vision de 180◦, l’autre est dotée d’une optique plus conventionnelle
n’induisant pas de fortes distorsions dans l’image. Ces caméras sont ﬁxées sur banc




avec la caméra Fisheye
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FIGURE 5.6 – Étapes du calibrage de notre système de stéréo-vision
FIGURE 5.7 – Banc stéréo hybride utilisé pour évaluer notre approche de calibrage
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5.6.1/ ACQUISITION DES IMAGES
Le calibrage de systèmes de vision hybride nécessite l’adaptation de la procédure clas-
sique de calibrage, par exemple une mire aux dimensions particulières doit être choisie.
Pour la plupart des bancs de vision homogène une mire de taille A4 est bien souvent
suffisante. Ici, il est important de prendre en compte la très forte dissimilarité entre les
images, l’échiquier a donc été imprimé à un format supérieur afin d’être pleinement visible
sur les deux images. L’acquisition d’une série de 11 images par caméra a été effectuée
(voir figure 5.8). Sur chaque image de la mire un ensemble de 42 coins peuvent être
détectés soit un total de 462 points de correspondance.
(a) (b) (c)
(d) (e) (f)
FIGURE 5.8 – Extrait d’images utilisées pour la phase de calibrage (a-c) Les images
acquises avec la caméra fisheye (d-f) Images perspectives correspondantes
5.6.2/ CALIBRAGE INTRINSÈQUE
Le calibrage intrinsèque et la détection des coins pio j et p
i
p j -respectivement sur les
images fisheye et perspectives- ont été effectuées à l’aide des boites à outils [31] et [127].
La détection de ces points est très performante et assure une précision sous pixellique.
Les paramètres intrinsèques ainsi obtenus sont présentés dans le tableau 5.2.
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f λ s u0 v0 l
Caméra Fisheye 750,79p 1,002 0 610,38p 480,55p 1,7619
Caméra Perspective 1586,3p 1,0021 0 614,0p 477,6p 0
Tableau 5.2 – Paramètres intrinsèques
5.6.3/ CALCUL DES PARAMÈTRES EXTRINSÈQUES
A l’aide des paramètres intrinsèques de nos caméras nous pouvons re-projeter les points
détectés sur leur sphère respective :
pio j → Pio j, (5.14)
pip j → Pip j. (5.15)
Les paramètres extrinsèques sont initialisés à l’aide de l’algorithme des huit points pour
être ensuite optimisés par l’ajustement de faisceaux décrit par l’équation (5.13). Les ré-
sultats ainsi obtenus sont résumés dans le tableau 5.3.
Les résultats de notre méthode sont très proches de ceux calculés avec l’asservissement
visuel virtuel (AVV) [38]. Notons que contrairement à cette méthode [38], nous fournis-
sons les erreurs de re-projection de chaque caméra indépendamment, c’est un choix
délibéré permettant de fournir une mesure d’erreur plus représentative. L’échelle de la
mire est très différente sur chacune des images rendant les mesures d’erreur non équi-
valentes. Par exemple une erreur de re-projection d’un pixel sur la caméra fisheye est
beaucoup plus dommageable que la même erreur avec la caméra perspective.
Avec une évaluation similaire à [38], nous obtenons une erreur de re-projection moyenne
µu = 0, 25 pixels et un écart type σu = 0, 259 pixels, pour l’ensemble des points sur
les images fisheye et perspectives. La méthode basée AVV nous donne quant à elle
µu = 0, 415 pixels et σu = 0, 492 pixels. Les résultats obtenus avec notre approche sont
nettement supérieurs à ceux déterminés par le logiciel Hyscas. Cette différence peut
s’expliquer par plusieurs facteurs notamment une détection des coins plus précises.
La figure 5.9 contient un exemple de la re-projection des points dans les images. Une
reconstruction 3D des mires est également proposée dans la figure 5.10 où la couleur
des points correspond à leur appartenance à une image.
5.6.4/ LIGNES/CONIQUES ÉPIPOLAIRES
Afin d’évaluer la précision de notre calibrage qualitativement nous proposons de visuali-
ser les lignes (images perspectives) et coniques (images fisheye) épipolaires obtenues à
l’aide des paramètres calculés précédemment. Ce test est effectué dans un autre envi-
ronnement que celui utilisé pour le calibrage.
Dans la figure 5.11, plusieurs points choisis sur l’image fisheye sont utilisés afin de tracer
leurs lignes épipolaires correspondantes sur l’image perspective. Malgré la très forte dif-
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Notre approche HysCas
Caméra fisheye Caméra perspective Caméra fisheye Caméra perspective
f 750.79p 1586.3p 715.96p 1587.23p
u0 610.38p 614.0p 613.96p 608.5p
v0 480.55p 477.6p 479.65p 467.07p
λ 1.002 1.0021 1.007 1.005
s 0 0 0 0
l 1.76 0 1.58 0
θx \ -0.49◦ \ -0.75◦
θy \ 6.36◦ \ 7.44◦
θz \ -0.18◦ \ -0.24◦
tx \ -0.977 \ -0.989
ty \ 0.0066 \ 0.0166
tz \ 0.213 \ 0.1435
µu 0.076p 0.44p \ \
σu 0.041p 0.23p \ \
Tableau 5.3 – Comparaison des résultats obtenus avec l’approche présentée dans [38],
µu et σu étant l’erreur moyenne et l’écart type de reprojection ; tandis que θw représente
la rotation angulaire autour d’un axe w.
(a) (b)
(c) (d)
FIGURE 5.9 – Reprojection des points sur les images, les cercles rouges représentent
les points détectés et les croix vertes les points reprojetés (a) Image fisheye de la mire (b)
détail de l’image fisheye (c) Image Perspective de la mire (d) détail de l’image perspective
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FIGURE 5.10 – Reconstruction 3D des différentes positions de la mire
férence de résolution, il est notable que les lignes épipolaires passent bien par les points
sélectionnés. Le même constat est fait dans le cas où les points sont choisis sur l’image
perspective (voir ﬁgure 5.12). Cette expérience est complémentaire de l’erreur de repro-
jection présentée dans la section précédente et permet un aperçu visuel de la justesse
de notre calibrage.
(a) (b) (c)
FIGURE 5.11 – (a) Image ﬁsheye où les points d’intérêt indiqués par des croix sont utilisés
pour calculer les lignes épipolaires sur l’image perspective (b) détail de l’image ﬁsheye
(c)Image perspective avec les lignes épipolaires
5.6.5/ RECTIFICATION D’IMAGE HYBRIDE
La rectiﬁcation stéréo consiste à rendre les lignes épipolaires parallèles à l’axe horizontal
des images, ce qui revient à déplacer les épipoles à l’inﬁni. Au même titre qu’il est possible
de rectiﬁer des images perspectives, une rectiﬁcation sphérique des images est possible
[74].
La ﬁgure 5.13 est un exemple de rectiﬁcation obtenu par calibrage de notre système
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(a) (b) (c)
FIGURE 5.12 – (a) Image perspective où les points d’intérêt indiqués par des croix sont
utilisés pour calculer les coniques épipolaires sur l’image ﬁsheye (b) Image ﬁsheye avec
les coniques épipolaires (c) détail de l’image ﬁsheye
(a)
(b)
FIGURE 5.13 – Rectiﬁcation d’images avec un système de vision hybride, (a)Rectiﬁcation
complète, (b)Une autre rectiﬁcation où seule la région en commun est conservée
de vision, nous remarquons que les lignes rouges (lignes horizontales) passent par les
mêmes points sur les images ﬁsheye et les image perspectives rectiﬁées.
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5.7/ CONTRÔLE D’UNE CAMÉRA PTZ DANS UN SYSTÈME DE STÉ-
RÉO VISION HYBRIDE
Dans cette section, nous proposons une nouvelle approche permettant d’orienter la ca-
méra mécanisée sur une cible visible depuis l’image omnidirectionnelle de manière à
obtenir une image de bonne définition de l’objet d’intérêt à partir de la caméra PTZ.
Connaissant le calibrage complet du système, la méthode présentée ici exploite la géo-
métrie épipolaire existante entre les deux caméras afin de réduire la zone de recherche
de la région d’intérêt.
Les méthodes dédiées à la vidéo surveillance présentées dans la section 5.3, utilisent de
fortes contraintes liées à l’environnement dans lequel le système est installé. Il en résulte
que ces approches nécessitent un re-calibrage à chaque changement d’environnement,
par exemple si le système de surveillance est déplacé d’une pièce à une autre, tandis que
l’approche décrite ici permet le contrôle du système dans une scène totalement inconnue.
5.7.1/ MODÉLISATION DE NOTRE SYSTÈME DE STÉRÉO VISION HYBRIDE
Les figures 5.14 et 5.5 résument l’ensemble des interactions entre les caméras, toutes
les notations utilisées dans notre système sont résumées dans le tableau 5.4. Par conve-






Z o) situé en Oo
comme référence pour l’ensemble du système. La position et l’orientation de la caméra






Z ptz) devront alors s’exprimer en fonction de
la référence globale. Notons qu’une translation tpptz existe en pratique, elle correspond à
la translation résiduelle (déjà développée dans le chapitre 4) inhérente à l’utilisation de
mécanismes servant à pivoter la caméra sur ses axes.
Un point Pptz dans la référence de la caméra PTZ pourra être exprimé dans la référence
système de la manière suivante :
Po = Rop
TRpptz(ϕ, ψ)
T (Pptz − tpptz) − top, (5.16)
où Po est le point dans le repère de la caméra omnidirectionnelle. Dans notre cas on
considère la translation tpptz comme négligeable on obtient donc la relation suivante :
Po = Rop
TRpptz(ϕ, ψ)
TPptz − top. (5.17)
5.7.2/ MÉTHODOLOGIE
Nous souhaitons ici trouver les consignes angulaires de la caméra mécanisée (ϕ, ψ) per-
mettant de visualiser une cible localisée sur la caméra fisheye ayant un centroïde Pco. La




























FIGURE 5.14 – modélisation complète du système
méthode proposée peut se décomposer en deux parties. La première consiste à scruter
un grand cercle épipolaire à l’aide des rotations de la caméra PTZ. Cette étape est suivi
par la détection de la région d’intérêt parmi les images acquises le long de C.
5.7.2.1/ COMMANDE DE LA CAMÉRA LE LONG DU CERCLE ÉPIPOLAIRE
Dans le cas d’un capteur fixe et si aucune information concernant la scène n’est dis-
ponible, il est impossible de commander directement la caméra PTZ dans la direction
désirée (ambiguïté sur la distance entre la cible et la caméra fisheye). Cependant la géo-
métrie épipolaire permet de réduire la zone de recherche à un ensemble de points Pcp  Sp
définissant le grand cercle C et satisfaisant donc Pcp
T top[×]R
o
pPco = 0. La méthode propo-
sée ici consiste à orienter la caméra PTZ afin de scruter le cercle épipolaire C pour y
repérer l’objet d’intérêt. Obtenir les consignes angulaires en pan et tilt est simple, elles
correspondent en effet aux coordonnées sphériques des points se trouvant sur C :
∀Pcp(X,Y,Z)  Sp, ϕ = arccos(Z/
√
(X2 + Y2 + Z2))
ψ = arctan(Y/X)
Cette série de commandes peut être considérablement réduite en éliminant les angles
non atteignables par le mécanisme de la caméra PTZ.
Connaître la matrice de rotation inter-caméras à chaque instant est également un élément
essentiel pour la majorité des applications de stéréo-vision, par exemple cette information
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So Modèle sphérique de la caméra omnidirectionnelle
Sp Modèle sphérique de la caméra perspective
Oo Centre de So, repère monde
Op Centre de Sp, Op=top
Po Point cible  So
Pw Position 3D de la cible dans le monde
Epo Matrice essentielle E = t[x]R
pie Plan épipolaire définit par E
p
oPo
C Grand cercle épipolaire  Sp
Pp Point recherché  C
ψ Commande angulaire permettant d’orienter la caméra en Tilt
ϕ Commande angulaire permettant d’orienter la caméra en Pan
Kp Paramètres intrinsèques de la caméra PTZ
Ko Paramètres intrinsèques de la caméra omnidirectionnelle
top Translation entre les caméras
Rop Rotation entre les caméras pour ψ = ϕ = 0





















Z p) Repère intermédiaire décrivant la rotation inter-caméra pour R
p
ptz = I
Tableau 5.4 – Notations relatives au système
est particulièrement utile pour tout procédé de reconstruction 3D ou de mise en corres-
pondances. Cette matrice de rotation est directement liée aux consignes envoyées à la
caméra. L’ensemble des rotations vérifiant les équations suivantes permettent d’aligner
le centre de la caméra PTZ sur le cercle C :
N.RopR
p
ptz(ϕ, ψ)Zptz = 0, (5.18)
N.RopRϕRψ− pi2Zptz = 0, (5.19)
avec N = top[×]R
o
pPco la normale du plan épipolaire, et où Rϕ et Rψ sont respectivement les
matrices de rotations en pan et tilt. Tandis que Zptz = [0 0 1]T correspond à l’axe optique
de la caméra PTZ à aligner sur le grand cercle épipolaire.
Notons que notre approche est totalement fonctionnelle pour tout niveau de zoom, puis-
qu’il est possible de pré-calibrer [161] ou d’auto-calibrer [144] la caméra à focale variable.
5.7.2.2/ DÉTECTION DE LA RÉGION D’INTÉRÊT
Cette étape consiste à reconnaître un zone sélectionnée depuis l’image fisheye parmi
une série d’images perspectives. La mise en correspondance d’image est l’une des
tâches les plus complexes dans le contexte d’un système de vision hybride. Les rai-
sons avancées sont nombreuses, il peut s’agir d’une forte dissimilarité dans la résolution,
l’échelle, l’orientation ou la réponse colorimétrique des images. C’est une problématique
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déjà abordée par le passé, dans [49] ce sont les descripteurs SIFT qui sont adaptés à la
géométrie sphérique tandis que dans [110] c’est l’approche géométrique qui est adaptée.
A ce problème particulier nous proposons une approche capable de faire face aux diffé-
rentes difficultés mentionnées.
Lorsque l’on scrute la ligne épipolaire avec la caméra PTZ nous capturons un ensemble
d’images (une image pour chaque position (ϕ, ψ)). Le rôle de la détection est alors de
localiser la cible dans les images acquises durant cette étape de recherche, et de trouver
la commande permettant d’orienter la caméra dans cette direction.
Tout d’abord une imagette de la cible est sélectionnée manuellement sur l’image fisheye.
Une détection de points caractéristiques est ensuite effectuée à la fois sur ce patch mais
également sur l’ensemble des images perspectives. Considérons po et pp comme les
points détectés par le détecteur de Harris respectivement sur l’image omnidirectionnelle
et sur les images perspectives. Ces points sont reprojetés sur leur sphère respectives en
Po et Pp. A ce stade tous les points sont possiblement en correspondance entre eux. La
plupart de ces correspondances peuvent être rejetées à l’aide de la contrainte épipolaire
| PTpEopPo |< ε, ou ε est un seuil choisi arbitrairement. Cette décimation aura pour effet de
ne conserver que les points de correspondance potentiels, c’est-à-dire les points présent
dans l’enveloppe épipolaire.
Nous ne faisons donc pas appel à des descripteurs photométriques mais simplement à
la géométrie du capteur stéréo calibré pour déterminer les correspondances possibles.
Cette approche permet une très grande robustesse aux changements d’illumination, de
rotation ou d’échelle, spécifique à ce type de système. Avec notre configuration de camé-
ras les tests menés avec des descripteurs SURF et MSER ne se sont d’ailleurs pas mon-
trés concluants. Une approche purement géométrique telle que celle présentée ne per-
met cependant pas une élimination performante de tous les outliers, il restera en somme
une très grande quantité de correspondances incorrectes.
Si l’on considère la région d’intérêt comme étant localement planaire il est cependant
possible de calculer une homographie permettant sa détection. Une estimation robuste
de cette transformation à l’aide d’un algorithme de type RANSAC [66] permet en outre
une élimination efficace des outliers. Une homographie est généralement calculée à l’aide
d’un ensemble de 4 points minimum. Dans le cas présent nous possédons plusieurs infor-
mations sur les éléments constituants l’homographie inter-image Hop, à savoir la rotation
et la translation entre les caméras de notre banc de vision. Ces paramètres extrinsèques
peuvent en conséquence servir à réduire le nombre de points nécessaires au calcul de
la matrice Hop. Une réduction du nombre de points minimum à la résolution du modèle
permet de décroître exponentiellement la complexité calculatoire de l’algorithme RAN-
SAC. Une simple pré-rotation des points Pip sur la sphère Sp permet une réécriture de
l’homographie sous la forme suivante :
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Connaissant top, le nombre de degrés de liberté de Hop se trouve réduit à 3. Ces trois




p peut alors s’écrire ainsi :
Hop =

1 − nxd tx −
ny
d tx − nzd tx
− nxd ty 1 −
ny
d ty − nzd ty
− nxd tz −
ny
d tz 1 − nzd tz
 , (5.21)
avec top = [tx ty tz] et Nd = [nx ny nz]T/d.
Pour déterminer Nd on peut résoudre Pp × PoHop = 0. Chaque point de correspondance
Po(xo, yo, zo) et Pp(xp, yp, zp) fournit 3 équations (de la forme ANd = b) toutes linéairement
dépendantes à l’équation suivante :
[tyxozp − tzxoyp tyyozp − tzyoyp tyzozp − tzypzo]Nd = ypzo − yozp. (5.22)
Trois points de correspondances sont donc suffisants pour résoudre Nd. Dans notre algo-
rithme RANSAC, trois points de correspondance sont sélectionnés aléatoirement parmi
les points Po et Pp afin de calculer une matrice d’homographie, le nombre d’inliers (NI)
est calculé de la manière suivante :
ki =





où τ est un seuil arbitraire et n le nombre total de points potentiellement en correspon-
dance. Après une première évaluation du nombre d’inliers avec le modèle calculé, le
processus est réitéré jusqu’à l’obtention d’une homographie admettant un nombre suffi-
sant d’inliers.
Finalement, la commande permettant d’orienter la caméra est calculée à l’aide de la






Toute les étapes nécessaires à la détection de la région d’intérêt sont résumées dans
l’algorithme 1 :
Sélection d’un patch sur l’image fisheye;1
Détection de points caractéristiques sur la fisheye et sur l’ensemble des images PTZ;2
Projection sur les sphères équivalentes;3
Filtrage par la contrainte épipolaire;4
Estimation de l’homographie (RANSAC);5
Algorithme 1 : Algorithme de détection d’une région d’intérêt
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FIGURE 5.15 – Banc stéréo hybride
5.7.3/ RÉSULTATS
Cette section est dédiée à l’évaluation de la méthode proposée. Pour ce faire, nous pré-
sentons ici une analyse quantitative obtenue dans un environnement photo-réaliste gé-
néré avec un logiciel de tracé de rayon. Une série d’expériences qualitatives en conditions
réelles est également proposée afin de témoigner de la robustesse de notre approche.
Afin de tester notre algorithme, nous utilisons le logiciel PovRay (Persistance of Vision
Ray Tracer) pour synthétiser les vues fisheye et perspectives dans un environnement to-
talement contrôlé. La programmation PovRay permet en effet de spécifier les paramètres
intrinsèques mais aussi la position et l’orientation des caméras dans la scène. Ce pro-
cédé d’évaluation permet de travailler dans une scène au rendu quasi-réaliste où toutes
les informations 3D sont connues. Dans la série de tests proposée les deux caméras
possèdent une résolution spatiale de 640 × 480 pixels.
Concernant les expériences en conditions réelles, les résultats expérimentaux ont été
obtenus en utilisant une caméra fixe d’une résolution de 640 × 480p dotée d’une optique
fisheye permettant d’obtenir un champ de vision de 180◦. La caméra PTZ employée est
une AXIS 2130R permettant une rotation panoramique sur 338◦ et un angle compris entre
0 et 90◦ en tilt. Elle est également pourvue d’un zoom optique 16×. Cette structure est
suspendue au plafond d’une salle (voir figure 5.15). La figure 5.16 correspond à la re-
présentation sphérique du système dans sa position de référence pour laquelle il a été
calibré, c’est-à-dire que nous considérerons les commandes de rotation de la caméra ψ
et ϕ égales à zéro. On distingue également sur cette figure le grand cercle épipolaire (en
rouge) sur la sphère relative à la caméra PTZ, ce cercle correspond au point indiqué par
un point rouge sur la caméra fisheye.
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FIGURE 5.16 – Représentation sphérique du système après calibrage
5.7.3.1/ SCAN DU GRAND CERCLE ÉPIPOLAIRE
Les simulations effectuées dans PovRay concernant le suivi du cercle épipolaire sont tou-
jours très précises puisque que les paramètres intrinsèques et extrinsèques sont connus
et que le point focal de la caméra rotative reste toujours à la même position quelle que
soit la rotation de la caméra. La figure 5.17, présente un exemple représentatif d’un des
essais réalisés à partir de notre système, dans cette séquence d’images réelles nous
avons délibérément choisi un objet lointain et assez difficilement distinguable sur l’image
fisheye. Dans la séquence d’images proposées on note bien la présence de l’objet d’inté-
rêt dans la figure 5.17(d). De plus, la ligne épipolaire (illustrée en rouge) est bien localisée
sur l’objet cible. Il est ici difficile de quantifier l’erreur provenant de l’omission de tpptz, elle
semble cependant négligeable au vu des résultats obtenus qui sont visuellement très
acceptables.
5.7.3.2/ DÉTECTION DE L’OBJET
Dans nos expérimentations nous utilisons le détecteur de Harris directement sur les
images. Les images omnidirectionnelles ne sont par conséquent pas rectifiées afin de
corriger les distorsions, ce qui constitue un gain de temps notable. Pour la détection de
tous les objets qui suivent les même seuils τ=0.01 et ε=0.1 ont été conservés.
Tests avec des images synthétiques : Dans nos expériences nous mettons en évi-
dence la robustesse de notre approche dans différents scénarios. La métrique choisie
pour juger de la qualité de la localisation des objets est la distance angulaire entre le
centre de la région d’intérêt désirée et l’orientation effective de la caméra PTZ.




FIGURE 5.17 – (a) Image ﬁsheye où l’extincteur rouge a été désigné comme cible (boite
englobante rouge à droite de l’image), (b)(c)(d)(e) images obtenues par rotation de la
caméra le long du cercle épipolaire
Tout d’abord, nous proposons un test de robustesse au bruit. L’ajout de bruit sur l’inten-
sité des pixels a notamment pour effet de biaiser la détection de points et par conséquent
d’introduire un plus grand nombre d’outliers. Dans les tests présentés par la ﬁgure 5.18,
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variance du bruit 0 5.1 10.2 15.3 20.4 25.5 30.6 35.7
erreur angulaire (◦) 6.89 7.01 3.96 5.13 5.66 5.04 4.62 6.07
Tableau 5.5 – Erreur angulaire avec ajout de bruit gaussien
différents niveaux de bruit blanc gaussien ont été ajoutés à la fois sur l’image fisheye et
sur les images perspectives. Afin de rendre les résultats plus lisibles la région d’intérêt
détectée est affichée sur les images non-bruitées. Le tableau 5.5 référence quant à lui
la précision angulaire obtenue avec notre méthode pour différents niveaux de bruit. Ce
tableau met en évidence une grande stabilité de notre algorithme, puisque les résultats
obtenus sont relativement constants même en présence d’un bruit additif important. Il est
notable que même en absence de bruit notre approche ne permet pas une détection par-
faite de la région d’intérêt puisque celle ci ne satisfait pas l’hypothèse de planéité. Malgré
cela la région désirée est toujours très proche du centre de l’image quel que soit le niveau
de bruit. Ces résultats suggèrent une très bonne robustesse à ce type de bruit, ceci est
essentiellement lié au fait que la mise en correspondance proposée n’est aucunement
basé sur l’intensité des pixels. Pour l’application demandée, cette approche est donc un
très bon compromis entre précision et robustesse.
Dans la figure 5.19, nous avons testé notre méthode sur différentes surfaces afin de
déterminer quelle influence pouvait avoir le calcul d’une homographie sur une surface
non-planaire dans la détection de notre objet. Dans la figure 5.19(a) il s’agit d’une ré-
gion parfaitement planaire, (b) est légèrement non planaire tandis que dans la dernière
image c’est une région complètement non-planaire qui a été choisie. Dans le premier
cas de figure c’est une erreur angulaire 0.58◦ qui a été calculée, 0.6◦ pour le second et
finalement 7.34◦ pour le dernier. Cette expérience met en évidence une relation directe
entre la précision de notre algorithme et la géométrie de l’objet recherché. Cependant,
cela démontre également que même dans le cas d’une cible absolument non-planaire
nous sommes capable d’orienter la caméra dans la direction adéquate, permettant ainsi
d’obtenir l’objet d’intérêt dans le champs de vue de la caméra PTZ.
La figure 5.20 montre les résultats obtenus pour la localisation du même objet avec dif-
férentes distances focales (donc différents niveaux de zoom). Les erreurs angulaires ob-
tenues sont comprises entre 2.5 et 4◦ ce qui confirme que l’approche développée fonc-
tionne quel que soit le niveau de zoom.
Tests avec des images réelles : L’image fisheye "maître" (figure 5.21(a)) utilisée pour
toutes nos expériences reste inchangée tandis que les images prises avec la caméra PTZ
sont sujettes à de nombreux changements dans l’environnement où dans d’illumination
de la scène.
Dans un premier temps, une surface parfaitement plane et très texturée a été choisie sur
l’image fisheye (voir la boite englobante rouge sur la figure 5.21(a)), ces éléments consti-




FIGURE 5.18 – Résultats de détection obtenus avec ajout de bruit , (a) master image,
(b),(c) résultats avec un bruit additif de variance 0.0, 15, 25 et 38.25 pixels respectivement
tuent donc la meilleure conﬁguration pour notre approche. La zone détectée parmi les
images PTZ acquises le long du cercle épipolaire est visible sur la ﬁgure 5.21(b). Dans
ce cas de ﬁgure et conformément à nos attentes la détection est très précise.




FIGURE 5.19 – Test avec différents type de surfaces (a) planaire (b) quasi-planaire (c)
non-planaire
La figure 5.21(e) correspond au résultat d’un test dans des conditions moins favorables.
Bien qu’il s’agisse ici encore d’une surface planaire, celle ci contient très peu de textures
et les images perspectives couvrant cette zone souffre d’une occultation partielle. Même
dans ces circonstances la détection reste très précise.
Nous avons également effectué des tests sur des régions non-planaires, comme dans les
figures 5.21(c)(d). Malgré cela leur détection reste assez précise considérant l’application
visée.
La figure 5.21(f) présente le résultats d’une détection de cible dans des conditions par-
ticulièrement désavantageuses pour notre approche. En effet la région sélectionnée ne
respecte par la contrainte de planéité et contient une occultation importante. Même dans




FIGURE 5.20 – Détection de la région d’intérêt avec différents niveaux de zoom, (a) Image
ﬁsheye avec la zone sélectionnée ; (a-e) résultats pour un champ de vue horizontal de
40,50,65 et 80◦
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ces conditions notre algorithme permet d’obtenir des résultats très convainquants. Tan-
dis que sur l’ensemble des autre images un zoom optique de notre caméra PTZ est de
1×, la figure 5.21(d) a été acquise avec un zoom de 5×. L’usage de différent niveau de
zoom n’affecte que peu les performances de la méthode proposée. Finalement la der-
nière expérience présenté dans la figure 5.21(h) prouve la robustesse dans le cas de fort
changement d’illumination.
5.8/ CONCLUSION
Dans ce chapitre nous avons traité de deux points importants. D’une part nous proposons
une méthode de calibrage adaptée à la géométrie particulière de nos caméras, cette ap-
proche est particulièrement simple à reproduire et une comparaison avec une approche
de l’état de l’art a permis d’évaluer son efficacité.
Nous avons également présenté une approche flexible et efficace pour contrôler une ca-
méra PTZ dans un système de vision hybride. Nous avons ici prouvé qu’il est possible de
localiser une cible avec la caméra mécanisée seulement à l’aide d’information provenant
d’une caméra omnidirectionnelle à PVU.
Contrairement aux méthodes existantes dans la littérature notre approche fonctionne
dans un environnement inconnu sans autre a-priori que le calibrage du banc stéréo. De
plus la détection de la cible elle même est purement géométrique tandis que la plupart
des approches de mise en correspondance de points utilisent des descripteurs photo-
métriques. Ce qui nous permet de faire face aux problèmes liés à l’utilisation de caméra
de types différents tels que, les fortes distorsions, les changements d’illuminations, les
différences d’échelle. Cette approche a été testée de manière aussi bien qualitative que
quantitative au travers d’une série de tests synthétiques et réels. Ces résultats montrent
que sans utilisation de connaissances sur la scène, notre approche permet la localisation
d’une cible précise avec ce système de vision hybride.





FIGURE 5.21 – Détection d’objets divers (a) Image ﬁsheye avec les cibles sélectionnées,
(b) (c) (d) (e) (f) (g) et (h) cibles détectées sur les images PTZ
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NAVIGATION ROBOTIQUE AVEC UN
SYSTÈME DE STÉRÉO-VISION HYBRIDE
OMNIDIRECTIONNELLE/PERSPECTIVE
Ce chapitre est dédié à la navigation robotique à l’aide d’un capteur de vision hybride
(décrit par la figure 6.1) constitué d’une caméra omnidirectionnelle et d’une caméra pers-
pective fixe. Un capteur de ce type est particulièrement intéressant pour des applications
en odométrie visuelle pour la robotique. L’utilisation d’une caméra omnidirectionnelle offre
l’avantage de visualiser l’ensemble de la scène. De plus, il a été démontré dans [75] que
l’utilisation de capteur sphérique permet de résoudre des ambiguités lors de déplace-
ments de faibles amplitudes. D’autre part, l’ajout d’une caméra perspective peut servir à
retrouver le facteur d’échelle du déplacement et a obtenir une vision plus détaillée de la
scène face au robot comme c’est le cas dans [135].
Il sera ici question d’estimer le déplacement à l’échelle d’un robot mobile. Dans un pre-
mier temps, nous parlerons des différents types de robots mobiles mais également des
capteurs leur permettant de naviguer et tout particulièrement de l’utilisation de caméras
pour la robotique. Nous discuterons ensuite des méthodes permettant la reconstruction
3D de la scène et l’estimation de la pose des caméras avec notre dispositif. Finalement,
une solution basée sur une approche de type Structure-From-Motion (SFM) sans recou-
vrement est proposée.
6.1/ LES ROBOTS MOBILES
On appelle robot mobile tout robot pouvant effectuer un déplacement dans son environ-
nement contrairement aux robots manipulateurs fixes majoritairement utilisés pour des
tâches industrielles. Les robots mobiles peuvent être classés en plusieurs catégories en
fonction de leur mode de locomotion, on retrouvera entre autre les robots aériens, ter-
restre (à roues, à chenilles, marcheur, etc), sous-marin (voir figure 6.2)... A l’inverse des
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FIGURE 6.1 – Problématique globale
robots manipulateurs qui fonctionnent généralement dans un environnement connu, la
difﬁculté majeure à laquelle sont confrontés les robots mobiles est la navigation dans un
espace inconnu. Il est donc essentiel d’équiper les robots d’un certain nombre de cap-




FIGURE 6.2 – Différents types de robots mobiles ; (a) le Pelican de Astec (b) un robot
submersible utilisé à l’université de Gérone (c) le robot humanoide NAO de Aldebaran (d)
le rover Curiosity durant sa mission sur Mars
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6.1.1/ LES CAPTEURS
Les capteurs embarqués sur les robots mobiles peuvent être classés en deux catégo-
ries, les capteurs proprioceptifs et extéroceptifs. La première catégorie de capteur permet
d’estimer l’état du robot comme par exemple son changement d’orientation où de posi-
tion entre deux instants. Les capteurs extéroceptifs permettent quant à eux de fournir des
informations sur l’environnement dans lequel évolue le robot, il peut s’agir de la tempéra-
ture ambiante, la reconstruction 3D de l’espace environnant, une mesure de distance à
un obstacle ...
6.1.1.1/ MESURE DE POSITION
La mesure de position d’un robot mobile terrestre la plus courante est basée sur l’odomé-
trie, cette approche consiste à déterminer le déplacement du robot à l’aide de la mesure
de la rotation des roues. On peut ainsi déterminer la position courante du robot par rap-
port à une position initiale. Les odomètres sont donc des capteurs proprioceptifs. Les
odomètres permettant de mesurer la vitesse de rotation des roues sont bien souvent très
peu coûteux et compacts. La précision d’un tel dispositif est cependant très dépendante
de la surface sur laquelle l’engin progresse, les sols meubles sont par exemple particu-
lièrement problématique en raison du glissement des roues entraînant une dérive de la
mesure. En règle générale, l’odométrie permet une mesure assez fidèle sur une courte
distance mais reste peu efficace sur de longs trajets.
Lorsqu’il s’agit de déterminer la position du robot dans un repère fixe donné, il est courant
d’avoir recours au système GPS (Global Positioning System). Le principe du GPS repose
sur un réseau de satellites équipés d’horloges atomiques envoyant des signaux synchro-
nisés. Connaissant la position des satellites et l’instant de réception de ces signaux, un
récepteur peut -par triangulation- être localisé si la réception d’au moins quatre satellites
est assurée (le quatrième signal permettant d’améliorer la robustesse de la localisation).
La précision d’une localisation standard par GPS est de l’ordre de 25m verticalement et
15m horizontalement, ce qui est relativement imprécis si l’on souhaite faire naviguer un
robot de manière autonome. De plus, ce système est inutilisable en intérieur où les si-
gnaux provenant des satellites ne peuvent pas être reçus. Ce système a initialement été
développé par le département de la défense des États-Unis et reste sous leur contrôle.
Une localisation plus précise peut être effectuée à l’aide du système DGPS (Differen-
cial Global Positioning System). Ce dispositif permet de réduire l’erreur de localisation
d’un GPS classique à l’aide d’un réseau de stations au sol. La mise en pratique d’un tel
système est donc particulièrement compliquée et coûteuse.
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6.1.1.2/ MESURE DE L’ORIENTATION
Les capteurs proprioceptifs tels que les magnétomètres, gyroscopes, gyromètres et ac-
céléromètres permettent d’estimer l’orientation du robot. D’autres capteurs extéroceptifs
comme les compas ou les boussoles électroniques peuvent déterminer l’orientation par
rapport au nord magnétique. Généralement ces capteurs sont embarqués dans une cen-
trale inertielle où l’ensemble des données provenant de ces différents appareils sont
fusionnées afin d’obtenir une estimation précise de l’orientation du robot. Les centrales
inertielles au même titre que l’odométrie sont particulièrement sensibles à l’accumulation
d’erreur sur une longue période de mesure.
6.1.1.3/ MESURE DE LA SCÈNE
Certains capteurs permettent une estimation ponctuelle de distance avec l’environnement
comme les capteurs infrarouge (inefficace au delà d’un mètre) et les capteurs ultrason.
Ils sont surtout utilisés pour éviter les collisions avec les éléments présents dans la scène
mais ne peuvent généralement pas être utilisés pour déterminer la position du robot dans
l’espace. D’autres outils plus polyvalents sont conçus pour effectuer une reconstruction
3D de l’environnement, les plus populaires étant les télémètres à balayage laser permet-
tant la mesure d’un profil 3D de la scène. Ils sont relativement abordables et admettent
une précision de l’ordre du centimètre. Des dispositifs plus complexes peuvent aussi être
mis en oeuvre afin de reconstruire plus densément l’environnement comme les caméras
à temps de vol et les Lidars (light detection and ranging).
Ces différents outils sont très polyvalents car ils permettent à la fois une reconstruction
3D mais aussi un calcul de la pose du robot sur lequel ils sont montés. Cette approche
de cartographie et localisation simultanées est connu sous le nom de SLAM (Simulta-
neous Localization and Mapping). La mise en commun des reconstructions peut se faire
par fusion avec les informations provenant d’autres capteurs équipant le robot. Beaucoup
d’approches proposent également un calcul de pose basé sur le recalage de reconstruc-
tions 3D consécutives [69, 131].
6.2/ LA VISION PAR ORDINATEUR POUR LA NAVIGATION ROBO-
TIQUE
L’utilisation de caméra pour la robotique mobile est un moyen privilégié et très efficace
pour extraire un maximum d’information de l’environnement et estimer les déplacements
du robot. En plus de fournir des informations concernant la couleur et la texture des
objets composant la scène, il est possible de simultanément calculer la structure tri-
dimensionnelle de l’environnement et la pose de la caméra en déplacement. Cette stra-
tégie est connu sous le nom de VSLAM (Visual Simultaneous Localization and Mapping)
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[52]. Rappelons que le VSLAM et la SFM sont des méthodes très similaires, le terme
de VSLAM est surtout retenu pour les applications robotiques en temps réel où des ap-
proches probabilistes sont utilisées, tandis que l’appellation SFM est plus générique. La
quasi totalité des méthodes de reconstruction 3D à base d’images consistent d’ailleurs
en une résolution conjointe à la fois de la structure et du mouvement, les deux étant in-
terdépendants. Il n’est pas rare de faciliter la reconstruction 3D à l’aide de paramètres
mesurés par d’autres capteurs présent sur le robot [100].
L’utilisation des capteurs RGB-D pour la navigation robotique est également de plus en
plus répandue [60]. L’usage de ce type de capteur permet une localisation rapide et ef-
ficace du robot dans son environnement mais n’est utilisable qu’en intérieur puisque la
visualisation du motif infra-rouge est très sensible à la lumière du jour.
D’autres approches plus spécifiques permettent également l’estimation des paramètres
d’état d’un robot mobile à l’aide de différentes contraintes ou a priori sur la scène. Dans
[57] l’assiette d’un drone est calculée à partir de la ligne d’horizon visible avec une caméra
omnidirectionnelle. De la même manière, l’attitude d’un satellite peut être estimée à l’aide
du suivi des étoiles [15]. Plusieurs méthodes plus adaptées au milieu urbain proposent
de calculer la rotation de la caméra avec les points de fuites obtenus par la détection des
lignes parallèles détectées dans les images [25].
D’autres travaux suggèrent l’utilisation de balises visuelles afin de faciliter la localisation
du robot [9], ces méthodes sont cependant plus restrictives puisque des marqueurs vi-
suels doivent dans un premier temps être installés dans l’environnement.
Des contraintes d’ordre géométrique peuvent également être utilisées, notamment l’utili-
sation de surfaces planaires [125] pour déterminer la pose de la caméra.
Les méthodes présentées sont cependant inefficaces dans le cas qui nous concerne,
c’est-à-dire l’association d’une caméra perspective et d’une caméra omnidirectionnelle.
Nous verrons dans la section suivante que peu de méthodes existent spécifiquement
pour cette configuration.
6.3/ RECONSTRUCTION 3D ET LOCALISATION AVEC UN BANC DE
CAMÉRA HYBRIDE
Les méthodes de "structure-from-motion" classiques consistent en l’estimation de la
structure et du mouvement d’une seule caméra en déplacement à partir d’une séquence
d’images [106]. Quand cette méthode est utilisée pour le calcul de pose d’un robot les
images sont ordonnées temporellement, elles sont donc traitées les unes après les autres
à chaque nouvelle acquisition, on parle alors de SFM séquentiel. La reconstruction 3D
ainsi que les poses calculées par ce procédé seront à un facteur d’échelle près, cela
pose un problème lorsqu’il est question -comme c’est souvent le cas- de connaître le dé-
placement du robot à l’échelle réelle. L’utilisation de plusieurs caméras calibrées permet
de résoudre ce problème, le cas le plus basique étant un système de stéréo-vision. Cette
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configuration nécessite cependant un calibrage préalable afin de déterminer la rotation
et la translation entre les deux caméras, de plus une synchronisation est nécessaire afin
de permettre une prise d’image au même instant. Contrairement au cas mono-caméra
présenté précédemment ; en plus des correspondances de mouvements s’ajoutent les
correspondances stéréo, cette mise en correspondance permet à chaque instant une
reconstruction de l’environnement à l’échelle réelle (voir figure 6.3). La plupart des ap-
proches peuvent se décomposer en deux étapes, la première étant la mise en correspon-
dance à un instant t des deux images du capteur de vision stéréoscopique permettant le
calcul d’un premier nuage de points, ces primitives sont suivies dans les images sui-
vantes à l’instant t + 1. Un calcul de pose peut alors être effectué par minimisation de













FIGURE 6.3 – Capteur de stéréo-vision en mouvement
D’autres techniques sont possibles, [105] propose une estimation du mouvement à l’aide
de deux tenseurs trifocaux "entrelacés" afin d’estimer les six degrés de libertés consti-
tuant la pose du banc de caméras. Une approche plus sophistiquée présentée dans [44]
décrit l’utilisation d’un tenseur quadrifocal permettant un calcul du mouvement par reca-
lage dense.
Ces approches sont très efficaces comme le montre le comparatif sur la base de don-
nées KITTI [70], cependant elles ne concernent que les bancs de stéréo-vision homo-
gènes constitués de caméras perspectives. Très peu de travaux se sont pour l’instant
concentrés sur l’odométrie visuelle avec un capteur de stéréo-vision hybride. Dans [61],
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le déplacement d’un drone est estimé à l’aide d’un banc de vision de ce type mais reste
limité au cas des robots aériens puisque l’hypothèse permettant de calculer le déplace-
ment de l’appareil considère un sol parfaitement planaire. A notre connaissance aucun
travail ne s’est pour l’instant intéressé à la reconstruction 3D à l’aide d’un banc de vision
hybride équipé à la fois d’une caméra omnidirectionnelle et d’une caméra perspective.
La principale difficulté étant la mise en correspondance stéréo entre deux images de
natures très différentes. Plusieurs travaux existent sur ce problème particulier, la plupart
des approches actuelles reposent sur la recherche de correspondances entre les images
à l’aide de descripteurs adaptés (comme Harris [55] où SIFT [49]) à la géométrie des
caméras associées à un modèle géométrique approprié afin d’éliminer les points aber-
rants. Ces méthodes permettent une reconstruction 3D de l’environnement ainsi qu’une
localisation des caméras, cependant elles ne concernent pas un banc calibré comme
c’est le cas dans notre étude. Ce calibrage nous fournit des informations qui peuvent fa-
ciliter la mise en correspondance entre les images comme cela a déjà été souligné dans
le chapitre 5. La rectification des images -à l’aide de ces paramètres de calibrage- peut
également être une solution viable pour faciliter la mise en correspondance entre des
images de natures différentes. Cependant, malgré une étape de rectification épipolaire
la mise en correspondance entre deux images de résolutions très différentes ne permet
pas une précision satisfaisante pour une estimation correcte du mouvement. La mise en
correspondance inter-caméra est donc une étape particulièrement complexe et nécessite
l’utilisation de plusieurs outils sophistiqués, de plus la précision d’un tel processus peut
être très variable en fonction de la dissimilarité entre les deux images. Cette différence
est accentuée à mesure que la distance focale de la caméra perspective augmente, ce
qui peut rendre les approches décrites précédemment inefficaces.
En revanche l’appariement de points entre caméra de même nature est une étape rela-
tivement basique que ce soit pour les images perspectives où pour les images de type
omnidirectionnelles puisque les descripteurs usuels y sont très efficaces. La méthode
proposée ici prend avantage de cela en s’affranchissant de la mise en correspondance
stéréoscopique à l’aide d’une méthode de SFM sans recouvrement.
6.4/ ESTIMATION DE LA STRUCTURE ET DU MOUVEMENT STÉRÉO-
SCOPIQUE SANS RECOUVREMENT
La figure 6.4 est une description grossière d’un dispositif de vision multi-caméra sans re-
couvrement où la matrice M =
R t0 1
 correspond à la transformation rigide entre les deux
caméras fixées sur un support commun, tandis que ML2L1 et M
R2
R1 représentent respective-
ment le mouvement de la caméra de gauche et de la caméra de droite d’une position 1 à
une position 2.






FIGURE 6.4 – stéréo vision sans recouvrement
Si l’on exclut l’utilisation du modèle de projection généralisé, deux approches se dis-
tinguent parmi les méthodes de SFM avec une telle configuration.
La première méthode développée dans [103] et [101], consiste dans un premier temps à
considérer les caméras comme étant totalement indépendantes afin d’appliquer une ap-
proche de SFM monoculaire sur chacune d’elles, permettant ainsi de calculer MLnL1(λL) =RLnL1 tLnL1λL0 1
 et MRnR1(λR) =
RRnR1 tRnR1λR0 1
 pour le déplacement n. Ces mouvements évalués
séparément sont estimés aux échelles λL et λR près. Puisque les caméras sont fixées
sur un support rigide alors R et t sont constants et connus à chaque instant, il est donc
possible d’imposer cette contrainte entre les caméras afin d’estimer le déplacement à
l’échelle réelle. Considérant un déplacement unique comme présenté sur la figure 6.4, la
relation entre toutes les transformations rigides du système peut s’exprimer ainsi :
M(ML2L1(λL))
−1M−1MR2R1(λR) = I. (6.1)




 = [t − (RL2L1)T t] (6.2)
Il est donc possible de résoudre linéairement et conjointement les deux facteurs d’échelle
λL et λR. Un seul mouvement n’est cependant pas suffisant pour une estimation robuste
des facteurs d’échelle, il est en effet préférable de choisir un ensemble de déplacements










t − (RL2L1)T t
...
t − (RLnL1)T t
 (6.3)
Pour cette approche le déplacement de chaque caméra constituant le banc doit être es-
timé individuellement, l’approche minimale pour le calcul de poses de caméras calibrées
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nécessite un minimum de 5 points (voir chapitre 3). Les méthodes [103] et [101] néces-
sitent donc au minimum 5 points de correspondance par déplacement et par caméra, ce
qui représente un total de 10 points de correspondance pour résoudre les 6 degrés de
liberté d’un déplacement du banc de vision.
Le travail de Clipp et al. [42] permet une résolution du problème à l’échelle réelle avec
seulement 6 points de correspondance au total (5 sur une caméra et 1 sur la seconde).
Cette méthode propose d’estimer d’abord le déplacement d’une des deux caméras (pre-
nons ici la caméra de gauche L) ML2L1(λL) à l’échelle λL près à l’aide de l’algorithme des
cinq points. Il est donc possible de connaître le déplacement de la seconde caméra





La matrice essentielle liant la première et la seconde vues de la caméra de droite ER2R1
est donc connue à l’échelle λL près, cette inconnue peut alors être déterminée à l’aide
d’un seul point. L’utilisation d’un algorithme RANSAC permet d’estimer ce paramètre de
manière robuste et d’éliminer les mauvaises correspondances entre les vues.
Ces approches offrent une solution relativement simple au problème de SFM sans re-
couvrement, on notera cependant une forte sensibilité au cas dégénérés tels que les
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FIGURE 6.5 – Algorithmes de SFM sans recouvrement, à gauche méthode de[103], à
droite méthode de [42]
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6.5/ MÉTHODOLOGIE
Nous proposons ici une adaptation de l’approche proposée par Clipp et al. [42] à notre
cas c’est-à-dire avec un système de vision hybride en mouvement comme décrit sur la
figure 6.6. La méthode d’origine étant très sensible aux mouvements dégénérés, nous
proposons ici une nouvelle formulation à l’aide de tenseurs trifocaux. Nous verrons aussi
que la substitution des matrices essentielles utilisées dans la méthode originale par des
tenseurs permet une plus grande robustesse au bruit.
6.5.1/ NOTRE SYSTÈME EN MOUVEMENT
Dans cette section, nous analysons les relations existantes entre les vues de notre sys-
tème. Nous considérons ici deux déplacements consécutifs à un temps t+1 et t+2. Notre
système est considéré comme fixe et calibré cela signifie que la transformation inter-
caméra entre la caméra fisheye o et la caméra perspective p exprimée par la matrice
Mpo =
Rpo tpo0 1
 est fixe et connue à chaque instant. Les déplacements de la caméra om-









−1 = Mp3p1 (6.6)
Ce lien rigide entre les deux caméras réduit le nombre de degrés de liberté de notre
système à 6 dans le cas d’un seul mouvement, ce qui est le cas traité dans [42], et à 11
dans le cas où deux déplacements successifs sont effectués par le banc de vision, c’est
le cas que nous traiterons ici.
Malgré l’existence d’un champ recouvrant entre les deux caméras, notre approche ne
considère aucune correspondance stéréo, cela signifie que les points détectés sur une
caméra sont considérés uniquement visibles par celle-ci.
La seule condition requise pour le fonctionnement de notre approche est la détection
de six triplets de points de correspondance temporelle sur une des caméras de notre
système et un triplet de points sur l’autre.
Notre méthode se base essentiellement sur le fait qu’il est possible d’estimer le dépla-
cement d’une des caméras à l’aide du calcul d’un tenseur trifocal avec un ensemble
minimum de six triplets de points de correspondance temporelle [87]. Il existe également
une solution minimale pour le cas calibré proposée par Nister et Schaffalitzky dans [136],
elle reste cependant relativement difficile à mettre en œuvre. Il est possible d’extraire
les matrices de projection d’un tenseur, à l’aide des différentes méthodes décrites





















FIGURE 6.6 – Notre système en déplacement
l’échelle près, ne laissant ainsi qu’un seul degré de liberté à estimer. Celui-ci peut être
résolu à l’aide d’un triplet de correspondance unique sur l’autre caméra constituant le
banc de vision. Au total cela représente une solution minimale nécessitant seulement
7 triplets de points afin de résoudre à la fois le déplacement mais aussi son échelle.
Notons que cette approche peut facilement être étendue à un système faisant intervenir
un plus grand nombre de caméras. De plus, elle est compatible avec toutes les ca-
méras à point de vue unique grâce à l’utilisation du modèle de projection sphérique unifié.
6.5.1.1/ ESTIMATION DES MOUVEMENTS DE LA CAMÉRA OMNIDIRECTIONNELLE
Dans le chapitre 3 nous avons vu le formalisme du tenseur trifocal, sa construction
à partir des matrices de projection et les transferts de lignes et de points possibles
entre trois vues. Nous étudierons dans cette section le calcul d’un tenseur trifocal à
partir d’une caméra omnidirectionnelle calibrée ainsi que l’extraction des matrices de
projections le composant. Dans nos explications nous omettons volontairement les
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étapes de normalisation et de dénormalisation des points (inutiles dans le cas calibré
qui nous concerne). Les explications concernant le calcul du tenseur sont directement
inspirées du livre de Hartley et Zisserman [87].
Calcul du tenseur trifocal Le transfert point-point-point, entre trois vues omnidirection-





avec Po1, Po2 et Po3 respectivement les points d’un triplet de correspondance sur la pre-
mière, seconde et troisième vue et To le tenseur trifocal existant entre les trois images.
La résolution du tenseur To nécessite la reformulation de la relation 6.7 sous la forme
d’une équation matricielle Ato = 0 avec to un vecteur contenant les entrées du tenseur.
La relation 6.7 contient 9 équations dont seulement 4 sont linéairement indépendantes.
Cela signifie qu’il n’est pas nécessaire d’utiliser la totalité des équations et que seulement
deux valeurs pour les indices s et t (par exemple 1 et 2) sont suffisantes pour extraire les
quatre équations désirées. Pour un choix quelconque de s et t on peut réécrire la relation
d’incidence précédente sous la forme :
Po1k(Po2iPo3mT
j,l,k
o − Po2 jPo3mTi,l,ko − Po2iPo3lT j,m,ko + Po2 jPo3lTi,l,ko ) = 0i jlm (6.8)
avec i, j , s et l,m , t. La sélection des équations linéairement indépendantes peut alors
se faire en forçant j = m = 3 (avec s = 1 et t = 2) et en choisissant différentes valeurs pour
les indices i et l. Avec par exemple i,l=1,2 on obtient les quatre équations nécessaires à
la résolution du tenseur.
Un tenseur trifocal contient 27 entrées (matrice de taille 3x3x3), puisque la résolution
du tenseur se fait à un facteur d’échelle près, 26 paramètres sont à résoudre (pour 12
degrés de liberté dans le cas calibré). Chaque point fournissant 4 équations, il faut un
minimum de 7 points pour résoudre le tenseur. Cette résolution purement linéaire du ten-
seur trifocal est la plus simple mais d’autres algorithmes tels que celui présenté dans
[169] permettent une résolution du tenseur à l’aide de 6 triplets de points seulement.
Cette méthode fournit cependant 3 solutions possibles dont une d’entre elles est géo-
métriquement correcte. Pour le cas calibré, il existe aussi des solutions minimales où un
ensemble de seulement 4 triplets de points de correspondance est nécessaire [136], ce
type d’approche est cependant moins robuste [136] que les autres méthodes courantes.
Extraction des matrices de projection Une fois le tenseur calculé il est possible d’en
extraire les matrices de projection, dans le cas d’une caméra calibrée ce sont donc les
poses des caméras que l’on obtient. Si l’on considère la première caméra comme réfé-
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rentiel (Mo1o1 = [I | 0]), il est possible d’extraire les épipoles des deux autres vues. Avec la
notation matricielle du tenseur suivante To = [To1,To2,To3]. Les épipoles des deux vues
e2 et e3 ayant pour matrice de projection Mo2o1 et M
o3
o1 peuvent être calculés à l’aide des
relations suivantes :
eT2 [u1,u2,u3] = 0 et e
T
3 [v1, v2, v3] = 0 (6.9)
où ui et vi correspondent respectivement aux vecteurs singuliers à gauche et à droite
des matrices Toi. Les épipoles sont ensuite normalisés afin de calculer les matrices de
projection de la manière suivante :
Mo2o1 = [[To1,To2,To3]e3 | e2] et Mo3o1 = [(e3eT3 − I)[To1,To2,To3]e2 | e3]. (6.10)
Ces matrices de projection sont calculées à un facteur d’échelle près : Mo1o1 = [I | 0],
Mo2o1(λ) = [R
o2
o1 | to2o1λ] et Mo3o1(λ) = [Ro3o1 | to3o1λ].
6.5.1.2/ ESTIMATION DU FACTEUR D’ÉCHELLE
L’estimation des deux premiers déplacements de la caméra fisheye rendue possible par
le calcul d’un tenseur trifocal nous fournit Mo2o1(λ) et M
o3
o1(λ) où λ correspond à un facteur
d’échelle.
Dans cette section nous décrivons une approche permettant de retrouver le facteur
d’échelle λ à l’aide d’un seul triplet de points sur la caméra perspective.
Le tenseur trifocal T123p liant les vues de la caméra perspective p1, p2 et p3 peut s’expri-
mer de la manière suivante :















T .2Mp1p1 − 2Mp1p1.1Mp1p1][×](Mp3p1)T (6.14)
où iM correspond à la ième lignes de la matrice M. Les relations (6.5) permettent d’aboutir
aux équations suivantes qui nous servirons à réécrire le tenseur de la caméra perspective
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Le tenseur peut donc se réécrire ainsi :


















o − 2Mpo .1Mpo ][×]MpoMo3o1(λ). (6.21)
On connaît maintenant l’ensemble des entrées de ce tenseur à l’exception du facteur
d’échelle λ.
La fonction de transfert point-point-point (Pp1−Pp2−Pp3) validant ce tenseur s’écrit conven-




Pip1Tpi)Pp3[×] = 03×3. (6.22)
L’échelle inconnue est une composante du tenseur Tpi, chaque triplet de point fournie 9
équations toutes linéairement dépendantes de la forme 6.22, à partir desquelles on peut
calculer le facteur d’échelle λ en les réécrivant sous la forme aλ + b = 0 à l’aide d’un
logiciel de calcul formel. Ces équations permettent de résoudre λ à l’aide d’un seul triplet
de points de correspondance.
6.5.2/ LES CONFIGURATIONS DÉGÉNÉRÉES
L’ensemble des méthodes de SFM sans recouvrement souffre de plusieurs configura-
tions dégénérées. Dans [103] et [42] les auteurs font état de cas de figures où l’obtention
du facteur d’échelle n’est pas possible. Ces deux mouvements étant les déplacements
autour d’un même axe de rotation et les translations pures.
Dans [42], l’auteur propose une détection simple des cas dégénérés. Pour chaque dépla-
cement du capteur, le facteur d’échelle calculé est multiplié par deux et le nombre d’inliers
est recalculé, si cela n’affecte pas le nombre de correspondances correctes il s’agit alors
d’un cas dégénéré.
Avec notre approche ce n’est plus une matrice essentielle mais un tenseur trifocal qui
est utilisé, les cas dégénérés restent les mêmes. Cependant, si au moins une des deux
poses composant le tenseur est non dégénérée alors le calcul de l’échelle reste possible.
Les démonstrations arithmétiques et géométriques de ces cas dégénérés sont dispo-
nibles dans [103] et [42].
6.5.3/ L’ALGORITHME
Dans un premier temps, les points détectés sur les trois vues fisheye et perspectives
sont projetés sur la sphère unité. Ces trois vues sont nécessaires au calcul du tenseur
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trifocal sur lequel repose notre méthode.
Ensuite, six triplets de points détectés sur la caméra fisheye sont utilisés afin d’estimer
le tenseur trifocal entre les trois vues. La méthode employée pour ce calcul est celle
décrite dans [87]. On notera toutefois qu’il est possible d’utiliser des approches de
détermination du tenseur trifocal (7 points) plus simple aboutissant à des résultats
similaires mais nécessitant plus de points. L’estimation robuste de ce tenseur est assuré
par l’algorithme RANSAC nous permettant ainsi une élimination efficace des mauvaises
correspondances. L’erreur de re-projection sur les sphères est utilisée comme critère de
réjection dans RANSAC.
Les poses de la caméra fisheye peuvent alors être extraites du tenseur trifocal calculé
à l’aide de méthodes telles que celles proposées dans [87]. A cette étape, nous avons
calculé les translations à un facteur d’échelle près.
Pour calculer le facteur d’échelle à l’aide d’un seul triplet de points nous utilisons l’équa-
tion dérivée du transfert point-point-point (6.22). Afin de permettre un calcul robuste du
facteur d’échelle nous utilisons à nouveau l’algorithme RANSAC où un seul point est
choisit aléatoirement à chaque itération.
Une fois que l’ensemble des poses de nos caméras sont connues, les solutions obte-
nues linéairement doivent être optimisées afin de garantir une précision suffisante. Pour
ce faire nous proposons un ajustement de faisceaux adapté à la particularité de notre
système :














‖ P jp1 − P̂ jp1(Mpo ) ‖2 + ‖ P jp2 − P̂ jp2(MpoMo2o1) ‖2 + ‖ P jp3 − P̂ jp3(MpoMo3o1) ‖2 (6.25)
où P joi et P
j
pi correspondent respectivement au j
ème point de correspondance sur la ième
vue omnidirectionnelle et perspective. Avec P̂ jo1 et P̂
j
pi leur re-projection sur leur sphère
respective.
Cette fonction de coût est adaptée à notre problème car elle force la transformation rigide
inter-caméra obtenue par calibrage sans correspondances stéréo.
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6.6/ RÉSULTATS
6.6.1/ EXPÉRIMENTATIONS AVEC DES DONNÉES SYNTHÉTIQUES
Afin d’évaluer la qualité et la pertinence de notre approche dédiée à l’estimation de poses
pour caméras à champ non recouvrant, nous proposons dans cette section une série de
tests synthétiques. Notre méthode utilisant le formalisme des tenseurs trifocaux y est
comparée à [42], où l’auteur développe une méthode basée sur l’estimation de la matrice
essentielle.
L’environnement synthétique est constitué d’un nuage de points 3D généré aléatoirement
à l’intérieur d’un cube de dimensions 500×500×500, les caméras du banc de stéréo-vision
sont espacées par une distance de 20 unités. Les points 3D sont donc projetés sur le plan
image de deux caméras, la caméra fisheye est modélisée à l’aide du modèle sphérique
unifié et admet un champs de vue horizontal comme vertical de 180◦. La seconde caméra
est modélisée par le modèle sténopé avec un angle de vue restreint à 45◦. Nous simulons
ainsi un système très proche des cas réels auxquels nous sommes confrontés.
Le banc de vision est initialement situé au centre du cube, à chaque itération de notre
procédure de test, deux nouveaux mouvements de notre banc de vision sont générés
aléatoirement. Pour chaque mouvement les trois axes de rotation subissent une rotation
comprise aléatoirement entre ±6◦ tandis la translation est comprise entre une distance
de ±10 unités. Dans les expériences qui suivent seuls les cas non-dégénérés sont pris
en compte.
Afin de déterminer la robustesse de notre approche, un bruit blanc gaussien est ajouté
sur les points de correspondance entre les images. Cent itérations sont effectuées pour
chaque niveau de bruit.
La figure 6.7 correspond aux résultats obtenus avec notre méthode comparée à celle de
Clipp et al. avec une et deux paires de vues. La métrique utilisée est celle proposée par
les auteurs cités précédemment, il s’agit de ‖ test − tVraie ‖ / ‖ tVraie ‖ avec tVraie la vérité
terrain et test la translation estimée sur la caméra perspective. Cette mesure a l’avantage
de permettre d’évaluer à la fois la justesse de l’estimation de l’échelle mais aussi de la
direction de la translation. Il est notable que notre approche reste plus robuste à l’ajout
d’un bruit gaussien.
6.6.2/ EXPÉRIMENTATIONS AVEC DES IMAGES RÉELLES
Dans cette section nous présentons les résultats expérimentaux obtenus avec notre banc
de stéréo-vision hybride composé d’une caméra fisheye et d’une caméra perspective, les
caméras sont les mêmes que celles utilisées dans le chapitre 5 dans la partie calibrage.
Les essais ont été effectués en intérieur afin de permettre une mesure de la pièce qui
nous servira de vérité terrain. Le banc de caméra effectue dans cette séquence des
mouvements importants et non dégénérés. Le détecteur et descripteur de point utilisé
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FIGURE 6.7 – Résultats synthétiques avec deux caméras pour 100 tests par niveau de
bruit
est SURF pour la mise en correspondance temporelle des images fisheye et perspec-
tives.
Nous présentons ici chacune des étapes de notre approche. La figure 6.8 montre la mise
en correspondance de trois images fisheye à l’aide du tenseur trifocal décrit précédem-
ment, pour un calcul robuste de ce tenseur les points admettant une erreur de reprojection
de plus de 1◦ sur la sphère sont rejetés à l’aide d’un algorithme RANSAC.
La figure 6.9(a) montre la mise en correspondance à l’aide des descripteurs SURF des
trois images perspectives acquises simultanément avec les images fisheye, on remarque
que cette mise en correspondance à l’aide de descripteurs photométriques contient un
grand nombre d’outliers. La figure 6.9(b) est le résultat obtenu avec notre approche RAN-
SAC permettant de déterminer conjointement la valeur du facteur d’échelle des déplace-
ments et les bonnes correspondances à l’aide d’un seul triplet de points sur les images
perspectives.
La figure 6.10 correspond à la reconstruction 3D calculée avec un ensemble de 6 vues.
Sur cette figure les points rouges correspondent aux points reconstruits à partir des vues
fisheye, on a donc une reconstruction couvrant une large zone. La reconstruction avec
les vues perspectives est affichée en bleue, on remarque que cette reconstruction ne
correspond qu’à une petite portion de la scène visualisée par la caméra fisheye.
La mesure de la pièce nous a fournit une largeur de 10 mètres, cette même largeur es-
timée avec notre banc stéréo est du même ordre de grandeur, on peut en conclure que
l’estimation du mouvement à l’échelle réelle est valide.
FIGURE 6.8 – Appariement de trois images fisheye
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(a)
(b)
FIGURE 6.9 – Appariement de trois images perspectives, (a) avant calcul du facteur





FIGURE 6.10 – Reconstruction 3D de l’environnement (vue du dessus), les points rouges
sont les points 3D reconstruits avec la caméra fisheye tandis que les points bleus sont
reconstruits avec la caméra perspective. Les cercles verts représentent la position de la
caméra fisheye pour les vues successives.
La figure 6.11 propose une autre expérimentation menée cette fois avec 20 paires
d’images. Dans la reconstruction obtenue on remarque à nouveau un nuage de points
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éparse fournie par la caméra fisheye qui compte environs 1000 points 3D mais qui
couvre la quasi-totalité de la pièce. D’autre part, on note une très forte densité de points
reconstruits à l’aide de la caméra perspective (plus de 3000 points) sur une zone plus
restreinte.
Cet exemple souligne bien le grand avantage de ce capteur de stéréo-vision hybride
puisqu’un système binoculaire standard -en dépit de leur grande précision- ne permet
pas de reconstruire une zone aussi large avec un nombre de mouvements limités. De
plus un système de vision stéréo purement omnidirectionnel (par exemple deux caméras
fisheye ou deux caméras catadioptriques) peuvent permettre une reconstruction com-
plète de la pièce mais pas aussi précise et dense que celle calculée avec notre caméra
perspective.
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(d) (e) (f)








Trajectoire de la perspective
Points perspective
Trajectoire de la caméra fisheye
Points Fisheye
(g)
FIGURE 6.11 – Résultats obtenus avec 20 images par caméra, (a-c) échantillon d’images
fisheye, (d-f) images perspectives correspondantes, (g) reconstruction 3D avec le sys-
tème de vision hybride
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6.6.3/ EXPÉRIMENTATIONS AVEC LA BASE DE DONNÉES KITTI
En l’absence de vérité terrain fiable il n’est pas possible d’offrir une évaluation pertinente
de notre algorithme, c’est pour cette raison que nous proposons ici plusieurs tests effec-
tués à l’aide de la base de données en ligne KITTI 1.
Les données librement partagées en ligne contiennent les informations provenant d’un
grand nombre de capteurs tels qu’un banc stéréo de caméra monochrome, un banc sté-
réo couleur, un vélodyne, un IMU ainsi qu’un GPS. L’ensemble est monté sur un véhicule
circulant dans les rues de la ville de Karlsruhe. La base de données KITTI pour l’odomé-
trie visuelle contient 22 séquences couvrant des distances allant de plusieurs centaines
de mètres à plusieurs kilomètres. Une vérité terrain très précise (une erreur de localisa-
tion inférieure à 10cm) des poses des caméras est fournit.
Pour nos expérimentations nous utiliserons les images en niveau de gris provenant de
deux caméras d’une résolution de 1.4 Megapixels de type Point Grey Flea 2. Ces caméras
partagent un large champ de vue (voir figure 6.12), dans nos tests nous ne considére-
rons cependant aucune correspondance inter-caméra comme cela était déjà le cas dans
le test avec notre système de vision hybride.
(a)
(b)
FIGURE 6.12 – Deux images (prises au même instant) provenant des deux caméras mo-
nochromes synchronisées équipant le véhicule KITTI
Les métriques permettant de quantifier la dérive de notre approche sont les mêmes que
celles implémentées dans le kit de développement de KITTI. L’erreur de rotation est cal-
1. http ://www.cvlibs.net/datasets/kitti/
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tr(R−1R RGT ) − 1
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, (6.26)
avec RGT et RR respectivement les rotations provenant de la vérité terrain et de notre
algorithme et εR l’erreur de rotation.
L’erreur de translation correspond à la distance euclidienne (en mètres) entre la position
mesurée et la position réelle (donnée par la vérité terrain) :
εt =
√∑
(tR − tGT )2. (6.27)
avec tGT et tR respectivement les translations provenant de la vérité terrain et de notre
algorithme et εt l’erreur de translation.
La figure 6.13 montre les résultats obtenus sur une séquence d’une centaine de
mètres contenant 160 images. Le tracé rouge correspond au résultat obtenu avec notre
approche de SFM sans recouvrement tandis que la courbe bleue est la vérité terrain.
On remarque que dans cette séquence assez simple nous obtenons à la fois une assez
bonne estimation de l’échelle mais aussi du mouvement de nos caméras comme le
souligne les figures 6.13(f) et 6.13(g). On note toutefois une dérive inhérente à notre
approche, celle-ci pouvant être corrigée à l’aide d’un ajustement de faisceaux non-utilisé
pour ces séquences.
La figure 6.14 contient les résultats avec une autre séquence, où le véhicule parcours
environs 165m pour 204 images. Une fois encore les résultats obtenus sont particulière-
ment satisfaisants, malgré une fois encore une dérive dans l’estimation de la translation
et de la rotation au cours du temps.
Ces évaluations prouvent que notre approche permet d’assurer une estimation correcte
du mouvement à l’échelle réelle sans nécessiter aucun recouvrement entre les caméras.
En comparaison avec les résultats disponibles sur le site de KITTI la méthode dévelop-
pée est globalement moins performante que les approches de stéréo-vision classiques.
En revanche, elle est beaucoup plus générique grâce à l’utilisation conjointe du modèle
sphérique -compatible avec différents types de caméra à PVU- et d’une méthode d’esti-








































































FIGURE 6.13 – Résultats obtenus pour une séquence extraite de la base de données
KITTI avec 160 images, (a-c) échantillon d’images composant la séquence, (d) Trajec-
toire estimée par odométrie visuelle, (e) aperçu de la reconstruction 3D obtenue à partir
de la caméra de gauche (vue du dessus) sans ajustement de faisceaux, (f) erreur de
translation, (g) erreur de rotation
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FIGURE 6.14 – Résultats obtenus pour une séquence extraite de la base de données
KITTI avec 204 images, (a-c) échantillon d’images composant la séquence, (d) Trajec-
toire estimée par odométrie visuelle, (e) aperçu de la reconstruction 3D obtenue à partir
de la caméra de gauche (vue du dessus) sans ajustement de faisceaux, (f) erreur de
translation, (g) erreur de rotation
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6.7/ CONCLUSION
Dans ce chapitre nous avons proposé l’adaptation d’une approche de SFM sans recou-
vrement à notre assemblage particulier de caméra. L’application de ce type de méthode
à notre problème permet l’utilisation de tous les points visibles sur la caméra grand angle
afin de fournir une reconstruction 3D d’une large zone et à la fois une reconstruction plus
détaillée d’une zone particulière à l’aide de la caméra perspective sans utiliser de corres-
pondances inter-caméra. L’autre avantage offert par cette approche est de permettre une
localisation et une reconstruction de l’environnement à l’échelle réelle grâce à notre nou-
velle formulation basée sur un tenseur trifocal. De plus, cette approche c’est également
montrée plus robuste au bruit que la méthode originale sur une série d’essais synthé-
tique.
Il a donc été prouvé au travers de ce chapitre qu’il s’agit d’une approche générique par-
faitement adaptée au problème de banc de vision incorporant des caméras de types très




Les travaux présentés dans ce manuscrit portent sur l’étude d’un système de vision
hybride constitué d’une caméra de type omnidirectionnelle et d’une caméra perspective
mécanisée (PTZ). Ils avaient pour objectif l’étude géométrique complète du système et
l’apport combiné des deux capteurs. Ils avaient notamment pour but le développement
d’un mécanisme de fovéation adapté. Les travaux effectués dans le cadre de cette thèse
ont permis de lever plusieurs verrous scientifiques et techniques encore peu étudiés :
Le suivi d’objet sur des images omnidirectionnelles : La distorsion induite par les
systèmes de vision panoramique ne permet pas l’utilisation des algorithmes convention-
nels de manière performante. La méthode que nous avons développée permet d’appli-
quer des algorithmes de suivi visuel à des images omnidirectionnelles. Cette approche
repose sur une représentation de la cible adaptée à la géométrie des images grâce à
l’utilisation du modèle sphérique unifié. Cette méthode est par conséquent compatible
avec toutes les caméras à point de vue unique (ou légèrement décentré). De plus, toutes
les approches de suivi visuel où la cible peut être représentée à l’aide d’un histogramme
peuvent être adaptées sur la sphère grâce à la méthodologie développée dans le chapitre
3.
De nombreuses expérimentations appuyées par des critères d’évaluation pertinents ont
permis de démontrer le gain offert par notre adaptation des algorithmes de suivi à la
géométrie sphérique.
Auto-calibrage de caméra PTZ : Nos travaux ont permis l’élaboration d’une méthode
d’auto-calibrage adaptée à la spécificité de ce type de caméra. La méthode proposée met
en œuvre un nouvel ensemble d’inégalités matricielles linéaires (LMI) afin de contraindre
l’estimation des paramètres du système entre des bornes déterminées empiriquement
mais dont la validité et la consistance sont assurées. En conséquence l’espace de re-
cherche des composantes de l’image de la conique absolue peut être réduit à l’aide de
connaissances a priori. Une étude synthétique et expérimentale de notre algorithme a
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permis de démontrer un gain significatif en terme de robustesse et de précision compa-
rativement aux méthodes d’auto-étalonnage existantes.
Calibrage de système de vision hybride : Après une étude approfondie des deux
caméras composants notre système (décrites dans le chapitres 3 pour la caméra omni-
directionnelle et 4 pour la caméra PTZ). Cette thèse s’est concentrée sur la collaboration
de ces deux capteurs avec dans un premier temps la mise en place d’une méthode de
calibrage adaptée à la géométrie de nos caméras. Les résultats obtenus à l’aide de notre
approche ont été comparés avec une méthode de l’état de l’art. Cette comparaison a per-
mis de certifier la qualité de notre approche puisque les paramètres calculés permettent
une reprojection des points avec une précision supérieure.
Contrôle de la caméra PTZ au sein de notre système de vision stéréo-hybride dé-
diée à la vidéo surveillance : Dans le chapitre 5, nous avons élaboré une stratégie
permettant d’orienter la caméra mécanisée sur une cible visible depuis l’image omnidi-
rectionnelle.
Ce travail a permis la mise en place d’une approche originale autorisant le contrôle de
la caméra rotative dans un environnement fixe mais inconnu. Cette méthode se base
sur l’utilisation du modèle sphérique unifié ainsi que sur la géométrie épipolaire afin de
réduire la zone de recherche de la région d’intérêt. De plus, une approche innovante de
détection de cible particulièrement adaptée à ce couple de caméras a été développée.
Cette détection de cible est basée exclusivement sur des contraintes géométriques (les
descripteurs photométriques usuels étant peu adaptés à la distorsion induite par la len-
tille fisheye) rendant l’appariement de points robuste aux changements d’illumination, aux
rotations ou encore à l’échelle.
Navigation robotique avec un système de stéréo-vision hybride omnidirection-
nelle/perspective : Dans cette thèse une adaptation d’une méthode de SFM sans
recouvrement est proposée permettant la localisation de notre système de vision et la
reconstruction 3D de l’environnement. Cette nouvelle approche est une amélioration du
travail de Clipp et al. [42]. La méthode développée a été validée à l’aide de données
synthétiques et d’images réelles.
PERSPECTIVES
Dans ce travail, nos expérimentations ont prouvé l’efficacité de nos différentes approches
pour le suivi de cible, l’auto-calibrage de caméra PTZ, la vidéo-surveillance et le SFM
avec un système de vision hybride. Ce travail peut cependant être amélioré et complété
143
de différentes manières.
Amélioration de la méthode de suivi et intégration au sein d’un système de vision
hybride La possibilité de suivre plusieurs cibles simultanément ainsi que l’utilisation de
caractéristiques autres que la couleur (e.g. texture, forme) sont des pistes intéressantes,
qui nécessiteraient une adaptation des attributs choisis à la géométrie sphérique. Le suivi
multi-cibles ouvre en effet d’autres perspectives concernant la stratégie à adopter dans
le contrôle de la caméra PTZ associée à la caméra omnidirectionnelle, notamment en ce
qui concerne les critères permettant de prioriser la fovéation sur une cible particulière.
Il existe déjà des travaux allant dans ce sens tel que [39] mais seule la disposition des
cibles dans l’image omnidirectionnelle sert de critère afin de faire naviguer la caméra PTZ
de cible en cible . Nous pensons que l’utilisation d’attributs de plus haut niveau, qualifiés
sémantiquement (par exemple, piétons, véhicules, ...) constituerait une stratégie mieux
adaptée à des scénarios en situation réelle.
Pour l’instant nos algorithmes de suivi visuel et de détection de cible reposent sur une
sélection manuelle sur l’image omnidirectionnelle. Dans le cas d’un banc de vision fixe,
il est tout à fait envisageable d’inclure une étape de détection de cible automatique, par
exemple, à l’aide de méthodes de soustraction de fond adaptées aux caméras omnidi-
rectionnelles [54]. Cela permettrait de rendre nos méthodes totalement autonomes.
D’autre part, dans le cas des capteurs catadioptriques l’ajout du miroir accentue les effets
d’éblouissement du capteur, ce phénomène provoque souvent l’échec du suivi. L’utilisa-
tion de méthodes d’élimination de l’éblouissement dans les images comme [5] est une
solution intéressante pour réduire l’impact de cet effet sur nos approches de suivi de
cible.
Une autre perspective intéressante est l’élaboration d’une méthode de mise à jour de
l’apparence de la cible à l’aide d’un processus d’apprentissage intégré au suivi. Ce qui,
dans le cas de caméras à forte distorsion, n’est pas une tâche triviale.
Un autre aspect, qui n’a pas été abordé dans cette thèse est l’utilisation des concepts
d’asservissement visuel pour le suivi de la cible à partir des informations conjointes pro-
venant de la caméra PTZ et de la caméra omnidirectionnelle.
Amélioration de l’approche de SFM pour système de vision hybride Dans ce do-
cument nous avons cherché à proposer une solution géométrique permettant d’éviter
la mise en correspondance stéréo de points d’intérêt entre nos images. Cependant nos
caméras partagent un champ de vue commun pas pris en compte par notre approche,
cette information est par conséquent non-utilisée. A partir de nos travaux, il est possible
d’initialiser une méthode de recalage dense entre les vues, par exemple à l’aide d’un
tenseur quadri-focal comme c’est le cas dans [44]. Cette extension offrirait une meilleure
précision dans l’estimation du déplacement. Pour effectuer au mieux cette tâche il est
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cependant essentiel de choisir des critères de mesure robuste à la forte dissemblance
entre les prises de vues omnidirectionnelles et perspectives. L’utilisation de l’information
mutuelle [168] est une piste privilégiée pour résoudre ce problème, de manière plus géné-
rale, la définition d’outils de traitement des images génériques (ou sphériques) constitue
un axes de recherche qui nous semble porteur.
Implémentation sur une plateforme robotique L’intégration des algorithmes et mé-
thodes développés sur une plateforme logicielle et matérielle commune constitue l’étape
finale de ce travail de thèse.
Il est a présent possible d’implémenter nos algorithmes sur une plateforme robotique mo-
bile équipée du système d’exploitation ROS (Robot Operating System). Nous avons déjà
commencé le déploiement de nos approches sous l’intergiciel ROS. Les contraintes de
calcul en temps réel peuvent réalistement être respectées par des calculs déportés ou
avec une implémentation sur carte graphique à l’aide d’outil tel que CUDA.
Le scénario réalisable à l’aide des approches développées est la navigation d’un robot
mobile terrestre ou aérien où la localisation peut s’effectuer à l’aide de l’algorithme
développé dans le chapitre 6. Le suivi de cible depuis la caméra omnidirectionnelle
et l’orientation de la caméra PTZ sur la zone d’intérêt, nécessite la combinaison des
méthodes décrites dans les chapitres 3 et 5 lorsque le robot est à l’arrêt.
Cependant, pour rendre réalisable un tel scénario il est nécessaire d’améliorer encore
la procédure de calibrage de la caméra PTZ. Dans la version actuelle, les commandes
mécaniques sont utilisées afin de mettre à jour la rotation entre les caméras. Bien
que cette stratégie se soit montrée efficace pour notre détection de cible, la précision
offerte par la commande des servo-moteurs de la caméra rotative est une approximation
trop forte pour permettre une localisation efficace. La mise en place d’une méthode
de pré-calibrage des rotations de cette caméra constitue donc une piste intéressante.
Cette pré-calibration peut, par exemple, être effectuée à l’aide de notre approche
d’auto-calibrage afin de déterminer un modèle entre la commande des moteurs de la
caméra et les rotations effectives du capteur. Il serait dans ce cas également nécessaire
de s’intéresser à la répétabilité mécanique des caméras, c’est-à-dire à la fiabilité des
servo-moteurs et à leur capacité à retourner à une position définie avec précision.
L’autre avantage de l’intégration de la caméra PTZ pour la navigation robotique est la
possibilité d’élaborer des stratégies de positionnement de la caméra rotative afin d’évi-
ter les configuration dégénérées dont souffrent les algorithmes de structure-from-motion
sans recouvrement.
Extension à la collaboration multi-agents Dans cette thèse, nous avons considéré le
cas d’un système de vision hybride constitué d’une caméra omnidirectionnelle et d’une
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caméra perspective montées sur un ensemble fixe. Ce travail peut être étendu à la colla-
boration multi-robots équipés de caméras de différentes natures (infrarouge, omnidirec-
tionnelle, RGB-D, ...) afin d’effectuer des tâches de surveillance, de reconnaissance et de
reconstruction 3D d’un environnement. Dans un tel scénario, la nouvelle inconnue est la
position des robots entre eux, l’utilisation d’autres instruments, comme le GPS, peuvent
dans ce cas servir à obtenir cette information afin de rendre nos approches compatibles
avec ce mode de fonctionnement.
Cette extension soulève des problématiques liées à la physique des capteurs, aux trai-
tements et à la fusion de données multi-modales, etc. Elle ouvre sur un large champ de
recherche, nécessitant le développement d’outils photométriques et géométriques géné-
riques et adaptatifs, permettant d’appréhender des scénarios réalistes.
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L’objectif principal de ce travail de thèse est l’élaboration d’un système de vision binoculaire mettant
en œuvre deux caméras de types différents. Le système étudié est constitué d’une caméra de type
omnidirectionnelle associée à une caméra PTZ. Nous appellerons ce couple de caméras un système
de vision hybride. L’utilisation de ce type de capteur fournit une vision globale de la scène à l’aide
de la caméra omnidirectionnelle tandis que l’usage de la caméra mécanisée permet une fovéation,
c’est-à-dire l’acquisition de détails, sur une région d’intérêt détectée depuis l’image panoramique.
Les travaux présentés dans ce manuscrit ont pour objet, à la fois de permettre le suivi d’une
cible à l’aide de notre banc de caméras mais également de permettre une reconstruction 3D par
stéréoscopie hybride de l’environnement nous permettant d’étudier le déplacement du robot équipé
du capteur.
Mots-clés : Vision hybride, Caméra omnidirectionnelle, Fisheye, PTZ, Suivi visuel, Auto-Calibrage, SFM
Abstract:
The primary goal of this thesis is to elaborate a binocular vision system using two different types of
camera. The system studied here is composed of one omnidirectional camera coupled with a PTZ
camera. This heterogeneous association of cameras having different characteristics is called a hybrid
stereo-vision system. The couple composed of these two cameras combines the advantages given
by both of them, that is to say a large field of view and an accurate vision of a particular Region of
interest with an adjustable level of details using the zoom.
In this thesis, we are presenting multiple contributions in visual tracking using omnidirectional
sensors, PTZ camera self calibration, hybrid vision system calibration and structure from motion
using a hybrid stereo-vision system.
Keywords: Hybrid vision system, Omnidirectionnal camera, Fisheye, PTZ, Visual Tracking, Self-calibration,
SFM
