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We consider the application of tomography to the reconstruction of two-dimensional vector fields. The most prac-
tical sensor configuration in such problems is the regular positioning along the boundary of the reconstruction
domain. However, such a configuration does not result in uniform distribution in the Radon parameter space,
which is a necessary requirement to achieve accurate reconstruction results. On the other hand, sampling the
projection space uniformly imposes serious constraints on space or time. In this paper, we propose to place
the sensors regularly along the boundary of the reconstruction domain and employ probabilistic weights with
the purpose of compensating for the lack of uniformity in the distribution of projection space parameters. Simula-
tion results demonstrate that, when the proposed probabilistic weights are employed, an average 27% decrease in
the reconstruction error may be achieved, over the case that projection measurements are not weighed (e.g., in one
case the error reduces from 3.7% to 2.6%). When compared with the case where actual uniform sampling of the
projection space is employed, the proposed method achieves a 90 times reduction in the number of the required
sensors or 180 times reduction in the total scanning time, with only 7% increase in the error with which the vector
field is estimated. © 2011 Optical Society of America
OCIS codes: 110.6960, 110.6955, 110.3010, 100.6950, 100.3190.
1. INTRODUCTION
Vectors of flow velocity, stress, electric field, magnetic field,
and gradient of the refractive index may be used to character-
ize the internal structure of a system. The imaging technique
that allows one to elicit these vector quantities without phys-
ically probing the interior of the examined system is called
vector field tomography. To achieve reconstruction, vector
field tomography relies on projection measurements of the in-
ner product of the investigated vector field with a fixed vector.
Vector field tomography may be used in a wide variety of
disciplines. Some of the application areas that have been
considered include medicine [1,2], plasma physics [3], oceano-
graphy [4–6], fluid dynamics [7–14], optics [12,15–18], photoe-
lasticity [19,20], nuclear fusion [21], and studies of heating
devices [22].
When we try to investigate planar vector fields in bounded
domains, two versions of the vectorial Radon transform are
relevant, depending on the type of measurements obtained:
J1 ¼
Z
L
fðx; yÞ · s^ds ¼
Z
L
f ∥ds; ð1Þ
J2 ¼
Z
L
fðx; yÞ · ρ^ds ¼
Z
L
f⊥ds: ð2Þ
Here, fðx; yÞ is the planar vector field under investigation, s^ is
the unit vector along the integration (measurement) line L, ds
is an element of path length along this line, the middot is the
symbol for the dot product of two vectors, f ∥ is the component
of fðx; yÞ along L, ρ^ is the unit vector perpendicular to the line
of integration L, and f⊥ is the component of fðx; yÞ transverse
to L. From Eq. (1), we may deduce that only the component of
fðx; yÞ along the line L is observed in this type of measurement
(longitudinal measurements), while, in the second case, J2 is
used to model tomographic measurements that collect
information from the component of the investigated vector
field perpendicular to the measurement line (transversal
measurements).
The problem of reconstructing the two-dimensional (2D)
vector field either from longitudinal or transversal measure-
ments in the continuous domain has been shown to be under-
determined [11,12,19,23]. In particular, it was found that only
one component of the vector field could be recovered from
tomographic measurements. The recovered component was
either the curl-free (irrotational) part or the divergence-free
(solenoidal) part, depending on the physical principle of the
measurements of the considered application. An algebraic
reconstruction method of this type, where the authors consid-
ered the problem of only reconstructing the solenoidal com-
ponent from the tomographic data, was developed in [24]. To
recover the vector field fully, one should collect data using
both types of measurements [12]. Unfortunately, there are
only very few specialized applications (mainly in Schlieren to-
mography), where it is physically realizable to have both types
of measurement available. Another solution was proposed by
Norton [11], who suggested that one may have a full recon-
struction based only on longitudinal measurements, as long
as, apart from the longitudinal measurements, supplementary
information about the investigated vector field, especially
boundary conditions or a priori information about its source
distribution, is available as well. A study, where the developed
algebraic methodology was about reconstructing a vector
field based on longitudinal measurements and a priori
information about the source distribution of the vector field
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to be imaged, was presented in [25]. Another similar example
of using, apart from the projection measurements, supple-
mentary information about the examined vector field lies in
meteorology [26]. The supplementary information that the
authors of [26] employed about the examined wind velocity
field was in the form of angle measurements. Rouseff and
Winters showed in [27] that a 2D vector field reconstruction
based on boundary data is possible for scattering geometries.
However, the model they used for the available measurements
was a scattering model rather than the integral-geometry
transformations of Eqs. (1) and (2) that have been tradition-
ally used in vector field tomography and are based on
transmission.
It has recently been demonstrated [28], however, that in the
digital domain one may obtain a pretty good estimate of a 2D
vector field, using only a finite number of projection measure-
ments, as long as the field is band limited and the sampling
does not violate the Nyquist criterion. Under these assump-
tions, it was shown that one may achieve an estimate of both
components of a 2D vector field at a finite number of sampling
points of its domain, based only on boundary integral informa-
tion, by simply exploiting the redundancy in the projection
data and the inaccuracies introduced by the digitization pro-
cess as a form of implicit regularization. The regularization
lies in the fact that digitization error prevents the system
matrix from being rank deficient, while by using many line
orientations passing through every sampling point, and then
viewing the related recordings as weighted sums of the local
vector field’s Cartesian components, one can estimate reason-
ably well the unknown vector field by solving a least-squares
estimation problem.
The method proposed in [28] is a direct algebraic recon-
struction technique. This technique treats the discretized
available measurements as bounded linear functionals on the
space of two-integrable functions in the reconstruction re-
gion. Hence, the 2D vector field estimation problem is cast
as the solution of a system of linear equations, where the un-
knowns of the system are the Cartesian components of the
examined vector field in specific sampling points, finite in
number and arranged in a grid. However, there is a duality
between this matrix formalism and the vectorial Radon trans-
form scheme. Hence, solving the above described system of
linear equations is equivalent to inverting the vectorial Radon
transform.
According to the theory of the Radon transform [29], a ne-
cessary requirement to produce reconstruction results with
the accuracy desired in medical imaging, when using discrete
approximations, is to sample uniformly the Radon domain
parameter space, defined by the length of the normal to a
scanning line, ρ, and the angle this normal forms with the po-
sitive x semiaxis, θ (see Fig. 1). The technique, which was pro-
posed in [28], assumed that the measurements were collected
by sensors that followed uniform distribution in the space of
the Cartesian intersection coordinates with the boundary of
the reconstruction domain. Such a sensor placement might
be the most practical, however, it does not result in scanning
lines that follow uniform distribution in the ðρ; θÞ projection
space. On the other hand, sampling the Radon parameter do-
main uniformly has the following major drawbacks.
i. It dictates a prohibitively large number of sensors.
ii. It results in impractical sensor positioning. In particu-
lar, the uniform sampling of the ðρ; θÞ space dictates that the
sensors that have to be placed at the ends of a scanning line
may be impractically close to the sensors of another scan-
ning line.
In the case where the sensors may be mounted on a com-
mon rotating frame, the problems described in (i) and (ii) re-
garding the uniform sampling of the Radon parameter domain
are no longer present. However, in this case, each scan of the
domain corresponds to only one value of the angular param-
eter. Hence, in order to cover all angular orientations, the
scanning process needs to be repeated many times. This leads
to prohibitively large total scanning times and it cannot be ap-
plied to the medical field, where the scanning time is crucial.
In this paper, we compensate for the lack of uniform sam-
pling in the ðρ; θÞ projection space by employing weights.
These weights are obtained by calculating the probability den-
sity function of ðρ; θÞ when the sensors are placed uniformly
along the boundary of the reconstruction domain. Hence, the
proposed modification to the direct algebraic reconstruction
technique presented in [28] accounts for the nonuniform den-
sity of the projection space by inversely weighing every equa-
tion (measurement) according to the local ðρ; θÞ density of the
scanning line associated with this equation, and, also, multi-
plying with the (uniform) probability mass that the pair ðρ; θÞ
should have. It must be noted that, due to the fact that the
calculation of the proposed weights is based on the known
and predetermined sensor arrangement, this calculation can
be performed in advance (offline).
This paper is organized as follows. In Section 2, we formu-
late the problem, set up our notation, and present a brief sum-
mary of the initial direct algebraic estimation method
presented in [28]. In Section 3, we work out the weights that
should be employed in the estimation process. In Section 4,
we present an example of static electric field estimation to
demonstrate the effect of the employment of the proposed
probabilistic weights on the quality of the estimation. We con-
clude in Section 5.
2. INITIAL ESTIMATION TECHNIQUE
In this section, we review the direct algebraic estimation
methodology that was presented in [28]. The whole treatment
is performed in the digital domain. Let us assume that we have
the digitized square 2D domain that is shown in Fig. 1, within
which we want to estimate vector field fðx; yÞ ¼ f xðx; yÞx^þ
f yðx; yÞy^. The length of each side of the square domain is
taken to be equal to 2U and the origin of the axes of the co-
ordinate system is chosen to be at the center of the domain.
The square domain is sampled with a regular grid of samples
and the distance between any two adjacent samples along
either of the axes is equal to P. For simplicity, we assume that
P is such that K ≡ 2U=P is an integer. The goal is to estimate
vector field fðx; yÞ at the sampling points of the domain.
Regarding the data acquisition, we assume that ideal point
sensors, which integrate only the component of the field pro-
jected on the line, reside on predetermined and regularly
placed positions of the whole border of the 2D square domain,
at P distance apart (see Fig. 1). Hence, there are 2UP ideal point
sensors on each side of the boundary of the domain.
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The employed sensor arrangement yields a set of scanning
lines. Let us consider a scanning line AB that belongs to this
set and connects two boundary sensors located at points A
and B, chosen arbitrarily (see Fig. 1). Then, scanning line
AB yields a line-integral measurement. Since we assumed that
a pair of sensors measures only the integral of the component
of the investigated vector field along the scanning line, the in-
tegral transform that models this measurement is given by
Ji ¼
Z
AB
fðx; yÞ · s^ids: ð3Þ
Here, s^i ¼ coswx^þ sinwy^ is the unit vector along the integra-
tion line AB, where w is the angle between the scanning line
and the positive direction of the x axis (see Fig. 1). In addition,
ds is an element of path length along this line.
Next, Eq. (3) is written in digital form and the samples of
the field along each line are expressed in terms of the com-
ponents of the 2D vector field we wish to estimate using
nearest neighbor interpolation:
Ji ¼
X
l
f l ·Δsi; ð4Þ
where f l ¼ ðf xl; f ylÞ are the unknown vector field values at
sampling points l and Δsi ¼ Δss^i, with Δs being the sampling
step of the line.
In order to obtain the system of linear equations, the solu-
tion of which will give the components of the examined vector
field fðx; yÞ at all sampling points of the 2D domain, the pro-
cedure described above is repeated for all possible pairs of
boundary point sensors that yield integral measurements
along scanning lines, apart from pairs of sensors that reside
on the same side of the boundary of the square and are not
useful. Hence, the number of the available Eqs. (4) depends
on the selection of the data acquisition geometry. In general,
this selection leads to an overdetermined system of linear
equations, in accordance with our intention to take advantage
of the redundancy in the line-integral data, as a form of em-
ploying regularization to deal with the ill-posed nature of the
2D vector field reconstruction problem. Therefore, the least-
square error solution is worked out.
In Eqs. (4), Ji is the measurement obtained by integrating
along scanning line AB. This line is defined, in terms of pro-
jection space parameters ρ and θ, by using the Hessian normal
form
ρ ¼ x cos θ þ y sin θ; ð5Þ
where parameters ρ and θ have been defined in Fig. 1 and,
also, ρ ≥ 0 and −π < θ ≤ π. Hence, there is a pair of ðρ; θÞ pa-
rameter values associated with each line-integral measure-
ment. However, it is important to note that, by placing the sen-
sors uniformly distributed in the space of the Cartesian
intersection coordinates with the boundary of the domain,
as proposed in [28], the distribution of the ðρ; θÞ parameters
of the resulting scanning lines is not uniform. According to
the theory of the Radon transform [29], failure to achieve uni-
formity in the ðρ; θÞ parameters results in loss of accuracy in
the reconstruction results.
In this paper, we propose to compensate for the lack of uni-
formity in the ðρ; θÞ parameters of the scanning lines by em-
ploying weights. In particular, to account for the nonuniform
ðρ; θÞ density of the set of scanning lines, every equation is
inversely weighed according to the local ðρ; θÞ density of
the scanning line associated with this equation, and multiplied
with the (uniform) probability that the pair ðρ; θÞ should have.
In the next section, we work out the weights that should be
employed in the estimation process.
3. WEIGHTED ESTIMATION
METHODOLOGY
In this paper, we propose to modify the direct algebraic esti-
mation technique, which was introduced in [28] and reviewed
in Section 2, by employing probabilistic weights. These
weights should be multiplied with the equations of the system,
obtained following the analysis in [28], so as to account for the
nonuniformity in the ðρ; θÞ space. Note that, although each
equation of the linear system is supposed to equal 0, and there-
fore multiplication with a constant should not make any
difference to the equation, the constant used weighs the resi-
dual with which each equation is satisfied and thus affects
the least-square error solution obtained. It should also be
stressed that, due to digitization errors, no equation of the lin-
ear system is expected to be satisfied exactly, even if we do
not assume any other source of noise, i.e., in general, there
will always be a residual error with which each equation is
satisfied.
Before we calculate the proposed weights, we first attempt
to answer the following question: given the employed scan-
ning geometry of Fig. 1, where the sensors are uniformly dis-
tributed along the boundary of the domain, what is the
distribution of the ðρ; θÞ parameters of the resulting scanning
lines?
Let us call ðx1; y1Þ and ðx2; y2Þ the end points of an arbitrary
scanning line segment that goes through the reconstruction
region of Fig. 1. Our first task is to express parameters ðρ; θÞ
in terms of the intersection parameters (sensor Cartesian
Fig. 1. Digitized reconstruction region is a square of size 2U . The size
of the pixels, with which we sample the 2D space, is P × P. Open cir-
cles represent the known and predetermined sensor positions from
which we obtain the line-integral data. These positions are the middle
points of the boundary edges of all boundary pixels. A scanning line
segment AB is sampled with sampling stepΔs. The angle between the
line segment and the positive direction of the x axis is w. Also shown
are the two parameters ρ and θ used to define the scanning line
(projection space coordinates) and the unit vectors s^ and ρ^, which
are parallel and perpendicular, respectively, to line segment AB.
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coordinates). We then go on to work out the distribution of
parameters ðρ; θÞ.
Intersection parameters x1, y1, x2, and y2 are not indepen-
dent, as they are the coordinates of points constrained to be
on the domain border. For this reason, we have the following
possibilities for a scanning line.
1. A scanning line where the two sensors lie on the domain
borders y ¼ −U and x ¼ U (Fig. 2). The coordinates of the
two sensors are ðx1;−UÞ and ðU; y2Þ. Both sensors lie on
the scanning line ðρ; θÞ. Hence, Eq. (5) yields
ρ ¼ x1 cos θ − U sin θ; ð6Þ
ρ ¼ U cos θ þ y2 sin θ: ð7Þ
In order to determine the joint probability density function of
parameters ρ and θ, the Cartesian sensor coordinates x1 and
y2 are treated as random variables. By making the assumption
that there are infinitely many sensors, these sensor coordi-
nates may take any value in the range ð−U;UÞ with the same
probability. We make this assumption in order to reduce the
computational complexity. Hence, x1 and y2 are uniformly
distributed random variables with corresponding density
functions
f x1ðx1Þ ¼
1
2U
½Hðx1 þ UÞ −Hðx1 − UÞ; ð8Þ
f y2ðy2Þ ¼
1
2U
½Hðy2 þ UÞ −Hðy2 − UÞ: ð9Þ
In the above formulas, HðÞ is the Heaviside step function, the
value of which is 0 for a negative argument and 1 for a positive
argument.
Since the value of coordinate x1 is independent of the value
of coordinate y2, these two variables are statistically indepen-
dent. Hence, the joint probability density function of x1 and y2,
f x1y2ðx1; y2Þ, is given by
f x1y2ðx1; y2Þ ¼ f x1ðx1Þf y2ðy2Þ
¼ 1
4U2
½Hðx1 þ UÞ −Hðx1 − UÞ½Hðy2 þ UÞ
−Hðy2 − UÞ: ð10Þ
From Eqs. (6) and (7) it follows that
θ ¼ arctan x1 − U
y2 þ U
; ð11Þ
ρ ¼ x1 cos

arctan
x1 − U
y2 þ U

− U sin

arctan
x1 − U
y2 þ U

: ð12Þ
In this paper, we restrict the inverse function arctan to take
only its principal values, i.e., values in the range ð− π2 ; π2Þ.
The following fundamental theorem is valid [30]: if ρ and θ
are two functions of two random variables x1 and y2
ρ ¼ hðx1; y2Þ; ð13Þ
θ ¼ gðx1; y2Þ; ð14Þ
we may express the joint probability density function of ρ and
θ, f ρθðρ; θÞ, in terms of the joint probability density function of
x1 and y2, f x1y2ðx1; y2Þ, as
f ρθðρ; θÞ ¼
f x1y2ðx1a ; y2aÞ
jJðx1a ; y2aÞj
þ    þ f x1y2ðx1k ; y2kÞjJðx1k ; y2kÞj
; ð15Þ
where
Jðx1; y2Þ ¼

∂ρ
∂x1
∂ρ
∂y2
∂θ
∂x1
∂θ
∂y2
¼

∂x1
∂ρ
∂x1
∂θ
∂y2
∂ρ
∂y2
∂θ

−1
ð16Þ
is the Jacobian determinant of the transformation of Eqs. (13)
and (14), and ðx1a ; y2aÞ;…; ðx1k ; y2kÞ are the k real roots of the
system of the same equations.
For the considered set of scanning lines, we have ρ > 0 and
θ ∈ ð− π2 ; 0Þ. Hence, the system of Eqs. (11) and (12) has a sin-
gle solution:
ðx1a ; y2aÞ ¼
 ρ
cos θ þ U tan θ;
ρ
sin θ − U cot θ

: ð17Þ
This solution is obtained by solving Eqs. (6) and (7) with re-
spect to x1 and y2, and, also, taking into account that cos θ ≠ 0
and sin θ ≠ 0 for the examined set of scanning lines. Consider-
ing Eq. (17), we obtain from Eq. (16):
Jðx1a ; y2aÞ ¼

1
cos θ
ρ sin θ
cos2 θ þ Ucos2 θ
1
sin θ
−ρ cos θ
sin2 θ þ Usin2 θ

−1
¼

U − ρ cos θ
cos θ sin2 θ −
U þ ρ sin θ
sin θ cos2 θ

−1
¼

Uðcos θ − sin θÞ − ρ
cos2 θ sin2 θ

−1
: ð18Þ
For the examined scanning lines ðρ; θÞ, we have
Uðcos θ − sin θÞ − ρ ≠ 0. Hence, Eq. (18) yields
Jðx1a ; y2aÞ ¼
cos2 θ sin2 θ
Uðcos θ − sin θÞ − ρ : ð19Þ
Taking into account Eqs. (17) and (19), we conclude from
Eq. (15) that
f 1ρθðρ; θÞ ¼
Uðcos θ − sin θÞ − ρcos2 θ sin2 θ

× f x1y2
 ρ
cos θ þ U tan θ;
ρ
sin θ − U cot θ

: ð20Þ
Fig. 2. First case of scanning lines.
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Finally, by substituting Eq. (10) into Eq. (20), we obtain that
the joint probability density function of ρ and θ, for this set of
scanning lines, is given by
f 1ρθðρ; θÞ ¼
Uðcos θ−sin θÞ−ρcos2 θ sin2 θ

4U2

H
 ρ
cos θ þ U tan θ þ U

−H
 ρ
cos θ þ U tan θ − U

×

H
 ρ
sin θ − U cot θ þ U

−H
 ρ
sin θ − U cot θ − U

: ð21Þ
2. A scanning line where the two sensors lie on the domain
borders y ¼ −U and x ¼ −U (Fig. 3). The result in this case
may be obtained straightforwardly from Eq. (20) by exploiting
the symmetries of the problem and setting θ → θ − π=2,
x1 → y2, and y2 → −x1. The result is
f 2ρθðρ; θÞ ¼
Uðcos θþsin θÞþρcos2 θ sin2 θ

4U2

H
 ρ
cos θ þ U tan θ þ U

−H
 ρ
cos θ þ U tan θ − U

×

H
 ρ
sin θ þ U cot θ þ U

−H
 ρ
sin θ þ U cot θ − U

: ð22Þ
3. A scanning line where the two sensors lie on the domain
borders x ¼ U and y ¼ U (Fig. 4). The result for this case may
be obtained from Eq. (20) by setting θ → θ þ π=2, x1 → −y2,
and y2 → x1:
f 3ρθðρ; θÞ ¼
Uðcos θþsin θÞ−ρcos2 θ sin2 θ

4U2

H
 ρ
cos θ − U tan θ þ U

−H
 ρ
cos θ − U tan θ − U

×

H
 ρ
sin θ − U cot θ þ U

−H
 ρ
sin θ − U cot θ − U

: ð23Þ
4. A scanning line where the two sensors lie on the domain
borders y ¼ U and x ¼ −U (Fig. 5). The result for this case
may be obtained from Eq. (20) by setting θ → θ þ π,
x1 → −x1, and y2 → y2:
f 4ρθðρ; θÞ ¼
Uðsin θ−cos θÞ−ρcos2 θ sin2 θ

4U2

H
 ρ
cos θ − U tan θ þ U

−H
 ρ
cos θ − U tan θ − U

×

H
 ρ
sin θ þ U cot θ þ U

−H
 ρ
sin θ þ U cot θ − U

: ð24Þ
5. A scanning line where the two sensors lie on the domain
borders y ¼ −U and y ¼ U (Fig. 6). The coordinates of the
two sensors are ðx1;−UÞ and ðx2; UÞ. Both sensors lie on the
scanning line ðρ; θÞ. Hence, Eq. (5) yields
ρ ¼ x1 cos θ − U sin θ; ð25Þ
ρ ¼ x2 cos θ þ U sin θ: ð26Þ
Sensor coordinates x1 and x2 are treated as uniformly distrib-
uted random variables in the range ð−U;UÞ. Hence, the prob-
ability density function of x1 is determined by Eq. (8), whereas
the corresponding density function of random variable x2 is
given by
f x2ðx2Þ ¼
1
2U
½Hðx2 þ UÞ −Hðx2 − UÞ: ð27Þ
Their joint probability density function is
f x1x2ðx1; x2Þ ¼ f x1ðx1Þf x2ðx2Þ
¼ 1
4U2
½Hðx1 þ UÞ −Hðx1 − UÞ½Hðx2 þ UÞ
−Hðx2 − UÞ: ð28Þ
Fig. 3. Second case of scanning lines.
Fig. 4. Third case of scanning lines.
Fig. 5. Fourth case of scanning lines.
1624 J. Opt. Soc. Am. A / Vol. 28, No. 8 / August 2011 A. Giannakidis and M. Petrou
For the examined set of scanning lines, we have ρ ≥ 0 and
θ ∈ ð−π;− 3π4 Þ∪ð− π4 ; π4Þ∪ð3π4 ; π. The following cases have to
be distinguished.
• When θ ∈ ð−π;− 3π4 Þ, it follows from Eqs. (25) and (26)
that
θ ¼ arctanx1 − x2
2U
− π; ð29Þ
ρ ¼ x1 cos

arctan
x1 − x2
2U
− πÞ − U sin

arctan
x1 − x2
2U
− π

:
ð30Þ
• When θ ∈ ð− π4 ; π4Þ, it follows from Eqs. (25) and (26) that
θ ¼ arctanx1 − x2
2U
; ð31Þ
Fig. 6. Fifth case of scanning lines. Fig. 7. Sixth case of scanning lines.
Fig. 8. Areas that the six individual and the overall probability densities cover in the projection space.
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ρ ¼ x1 cos

arctan
x1 − x2
2U

− U sin

arctan
x1 − x2
2U

: ð32Þ
• When θ ∈ ð3π4 ; π, we obtain from Eqs. (25) and (26):
θ ¼ arctanx1 − x2
2U
þ π; ð33Þ
ρ ¼ x1 cos

arctan
x1 − x2
2U
þ π

− U sin

arctan
x1 − x2
2U
þ π

:
ð34Þ
The three 2 × 2 systems of Eqs. (29)–(34) have all a single
solution in the corresponding intervals of variable θ. This so-
lution is given by the same formula for all three systems
ðx1a ; x2aÞ ¼
 ρ
cos θ þ U tan θ;
ρ
cos θ − U tan θ

ð35Þ
and is obtained by solving Eqs. (25) and (26) with respect to x1
and x2, and, also, by taking into account that, for the examined
set of scanning lines, cos θ ≠ 0. As a result of this and the the-
orem expressed by Eqs. (13)–(16), the formula that deter-
mines the joint density f 5ρθðρ; θÞ will be common for all
intervals of variable θ. Considering Eq. (35), the application
of the theorem expressed by Eqs. (13)–(16), for random vari-
ables x1 and x2 and all three systems of Eqs. (29)–(34), yields
Jðx1a ; x2aÞ ¼

∂ρ
∂x1a
∂ρ
∂x2a
∂θ
∂x1a
∂θ
∂x2a

¼

∂x1a
∂ρ
∂x1a
∂θ
∂x2a
∂ρ
∂x2a
∂θ

−1
¼

1
cos θ
ρ sin θ
cos2 θ þ Ucos2 θ
1
cos θ
ρ sin θ
cos2 θ −
U
cos2 θ

−1
¼ − cos
3 θ
2U
:
ð36Þ
Taking into account Eqs. (35) and (36), we conclude from the
theorem that
f 5ρθðρ; θÞ ¼
 2Ucos3 θ
f x1x2
 ρ
cos θ þ U tan θ;
ρ
cos θ − U tan θ

:
ð37Þ
Finally, by substituting Eq. (28) into Eq. (37), we obtain the
joint probability density function of ρ and θ, for this set of
scanning lines:
f 5ρθðρ; θÞ ¼
 2Ucos3 θ

4U2

H
 ρ
cos θ þ U tan θ þ U

−H
 ρ
cos θ þ U tan θ − U

×

H
 ρ
cos θ − U tan θ þ U

−H
 ρ
cos θ − U tan θ − U

: ð38Þ
6. A scanning line where the two sensors lie on the domain
borders x ¼ U and x ¼ −U (Fig. 7). The coordinates of the
two sensors are ðU; y1Þ and ð−U; y2Þ. Both sensors lie on
the scanning line ðρ; θÞ. Hence, Eq. (5) yields
ρ ¼ U cos θ þ y1 sin θ; ð39Þ
ρ ¼ −U cos θ þ y2 sin θ: ð40Þ
Sensor coordinates y1 and y2 are treated as uniformly distrib-
uted random variables in the range ð−U;UÞ. Hence, the prob-
ability density function of y2 is determined by Eq. (9), whereas
the corresponding density function of random variable y1 is
given by
f y1ðy1Þ ¼
1
2U
½Hðy1 þ UÞ −Hðy1 − UÞ: ð41Þ
The two random variables are statistically independent.
Hence, their joint probability density function is
f y1y2ðy1; y2Þ ¼ f y1ðy1Þf y2ðy2Þ
¼ 1
4U2
½Hðy1 þ UÞ −Hðy1 − UÞ½Hðy2 þ UÞ
−Hðy2 − UÞ: ð42Þ
For the examined set of scanning lines, we have ρ ≥ 0
and θ ∈ ð− 3π4 ;− π4Þ∪ðπ4 ; 3π4 Þ. The following cases have to be
distinguished.
• When θ ∈ ð− 3π4 ;− π4Þ, it follows from Eqs. (39) and (40)
that
θ ¼ arccoty2 − y1
2U
− π; ð43Þ
ρ ¼ U cos

arccot
y2 − y1
2U
− π

þ y1 sin

arccot
y2 − y1
2U
− π

:
ð44Þ
In this paper, we restrict the inverse function arccot to take
only its principal values, i.e., values in the range ð0; πÞ.
• When θ ∈ ðπ4 ; 3π4 Þ, we obtain from Eqs. (39) and (40):
θ ¼ arccoty2 − y1
2U
; ð45Þ
ρ ¼ U cos

arccot
y2 − y1
2U

þ y1 sin

arccot
y2 − y1
2U

: ð46Þ
The two 2 × 2 systems of Eqs. (43)–(46) have both a single
solution in the corresponding intervals of variable θ. This
solution is given by the same formula for both systems:
ðy1a ; y2aÞ ¼
 ρ
sin θ − U cot θ;
ρ
sin θ þ U cot θ

; ð47Þ
and is obtained by solving Eqs. (39) and (40) with respect to y1
and y2, and, also, by taking into account that, for the examined
set of scanning lines, sin θ ≠ 0. As a result of this and the the-
orem expressed by Eqs. (13)–(16), the formula that deter-
mines the joint probability density function f 6ρθðρ; θÞ is
common for all intervals of variable θ. Considering Eq. (47),
the application of the theorem expressed by Eqs. (13)–(16),
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for random variables y1 and y2 and the two systems of
Eqs. (43)–(46), yields
Jðy1a ; y2aÞ ¼

∂ρ
∂y1a
∂ρ
∂y2a
∂θ
∂y1a
∂θ
∂y2a
¼

∂y1a
∂ρ
∂y1a
∂θ
∂y2a
∂ρ
∂y2a
∂θ

−1
¼ − sin
3 θ
2U
: ð48Þ
Taking into account Eqs. (47) and (48), we conclude from the
theorem that
f 6ρθðρ; θÞ ¼
 2Usin3 θ
f y1y2
 ρ
sin θ − U cot θ;
ρ
sin θ þ U cot θ

:
ð49Þ
Finally, by substituting Eq. (42) into Eq. (49), we obtain the
joint density of ρ and θ for this set of scanning lines:
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Fig. 9. Left, map of probability mass for the binning of the numerical example; right, same map expressed in x–y coordinates.
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Fig. 10. Simulation results when the location of the source of the electric field was (from top to bottom) at ð19;−19Þ, ð−16; 21Þ, ð24; 11:5Þ, and
ð−21;−12Þ): (a) estimated vector field when estimation was based on weighted linear equations that approximate uniform sampling of the Radon
space; (b) theoretical electric field as computed from Coulomb’s law; (c) estimated vector field when the estimation was based on linear equations
that correspond to actual uniform sampling of the Radon space.
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f 6ρθðρ; θÞ ¼
 2Usin3 θ

4U2

H
 ρ
sin θ − U cot θ þ U

−H
 ρ
sin θ − U cot θ − U

×

H
 ρ
sin θ þ U cot θ þ U

−H
 ρ
sin θ þ U cot θ − U

: ð50Þ
Next, we show how to determine the overall probability
density function f ρθðρ; θÞ that the employed sensor arrange-
ment of Fig. 1 generates in the Radon space by making use
of the six individual densities. We considered six cases of
scanning lines because the number of combinations of two
boundary edges (where the two sensors are located) from
a set of four boundary edges is 4!2!ð4−2Þ! ¼ 6. A basic assumption
of our analysis was that a sensor lies on each of the four
boundary edges of the square region with equal probability,
namely 1=4. In addition, we assumed that the two placements
of the sensors are independent. Based on these two funda-
mental assumptions, it is obtained that each of the six cases
of scanning lines has the same probability. This probability is
equal to 2 × 14 ×
1
3 ¼ 16, where factor 1=3 gives the probability of
the placement of the second sensor on a random boundary
edge, having already placed the first sensor on a different
edge. In addition, factor 2 is employed to account for the case
of reverse placement of sensors to the same boundary edges.
Also, we use multiplication due to the independence of the
events. Considering the above and also taking into account
the fact that the six cases, over which we partitioned the prob-
lem, are mutually exclusive and exhaustive, the application of
the law of total probability for densities (see [30])
f ρθðρ; θÞ ¼
X6
i¼1
f iρθðρ; θjithcaseÞProbðithcaseÞ ð51Þ
yields, after substitution,
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Fig. 11. Left three columns, the relative errors in magnitude for case (i) uniform sensor placement along the boundary of the domain, as proposed
in [28]; case (ii) same sensor arrangement as in (i), but also using weights to approximate uniform sampling in the ðρ; θÞ space, as proposed in this
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f ρθðρ; θÞ ¼
1
6
ðf 1ρθðρ; θÞ þ f 2ρθðρ; θÞ þ f 3ρθðρ; θÞ þ f 4ρθðρ; θÞ
þ f 5ρθðρ; θÞ þ f 6ρθðρ; θÞÞ: ð52Þ
Figure 8 shows the regions of ðρ; θÞ space that each of the six
individual densities covers for U ¼ 5:5. The same figure also
shows the area that the overall probability density function
f ρθðρ; θÞ covers in the ðρ; θÞ space. It should be emphasized
that the employed weights will not leave any region of the do-
main without data for the estimation, as all they do is try to
imitate uniform sampling in the Radon space. However, near
the corners of the domain, there may be very few lines cover-
ing the space, and therefore, their weights should be higher
than lines through central regions. These high weights may
amplify small errors in the measurements, and thus lead to
less reliable estimations in the extremities of the domain.
Having obtained the probability density function of param-
eters ðρ; θÞ, f ρθðρ; θÞ, generated by the sensor arrangement of
Fig. 1, we next describe the method of calculating the weight
by which each equation of system (4) should be multiplied. In
order to obtain these weights, the ðρ; θÞ space is divided into
R × T nonoverlapping 2D bins of the same size, namely, R bins
for the ρ parameter and T bins for the θ parameter. (The op-
timal choice of the number of bins used is discussed in [31].)
Then, each of the R × T bins has a probability mass
pb ¼
Z θbu
θbl
Z ρbu
ρbl
f ρθðρ; θÞdρdθ; b ¼ 1; 2;…; RT; ð53Þ
where ðθbl ; θbuÞ and ðρbl ; ρbuÞ, with θbl < θbu and ρbl < ρbu , de-
termine the 2D region of definition of the bth bin. The mass in
the entire ðρ; θÞ plane (over the R × T bins) equals 1:
Z þ∞
−∞
Z þ∞
−∞
f ρθðρ; θÞdρdθ ¼ 1: ð54Þ
Hence, for any scanning line defined by parameter values
ðρi; θiÞ that lies in the bth bin with probability mass pb, the
corresponding weight is
wi ¼
1
pb
1
RT
; i ¼ 1; 2;…; L; ð55Þ
where 1RT is the probability mass of the bth bin, if the density
were flat and L is the total number of the system’s linear equa-
tions. The reasoning behind using these weights is to make the
histogram of the Radon domain variables approximately flat.
After multiplying all equations (for all scanning lines) with
the corresponding weights, the overdetermined system of
equations is solved to obtain the reconstruction result. It must
be noted that the linear equations are obviously not affected
by the multiplication described above, since Ax ¼ B is equiva-
lent to WAx ¼ WB, where diagonal matrix W contains the
weights along its diagonal. However, since the system is
solved in a least-square error sense, this weight matrix does
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Fig. 12. Maps of relative magnitude error for the corresponding cases in Fig. 10.
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affect the final solution. In Section 4, we present an example
of static electric field estimation with the purpose of demon-
strating the improvement in estimation quality by employing
the probabilistic weights that compensate for the nonuniform
sampling in the Radon domain, as proposed in this paper, over
the case of [28], where the measurements were not weighed.
4. EXAMPLE: ELECTRIC FIELD IMAGING
We considered the case where the vector field under investi-
gation was the electric field created by a static charge, the
same as in [28]. Four different cases for the location of the
source of the electric field are reported. We assumed
that the boundary sensors measured the potential, so that
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Fig. 13. Maps of absolute error in orientation in degrees for the corresponding cases in Fig. 10.
Table 1. Average Relative Magnitude Estimation Error (%) per Pixel (ME) and the Average Absolute Angular
Estimation Error (in Degrees) per Pixel (AE) for the Three Methodsa
Source
Location
ME
(Not Weighted)
ME
(Weighted)
ME
(Uniform Sampling)
AE
(Not Weighted)
AE
(Weighted)
AE
(Uniform Sampling)
ð19;−19Þ 3.6791 2.8006 2.3790 2.2882 1.5400 1.4206
ð−16; 21Þ 3.8114 2.8273 2.5339 2.4093 1.6217 1.5426
ð24; 11:5Þ 4.0363 3.3109 3.1747 2.5210 1.8122 1.8720
ð−21;−12Þ 4.3803 3.5199 3.2126 2.7013 1.8702 1.8594
a(i) When data were not weighed, (ii) estimation method employed weights to approximate uniform sampling in the Radon domain, and (iii) when actual uniform
sampling in the ðρ; θÞ Radon space was used. Four different source locations are reported.
Table 2. Average Errors for the Estimations of Fig. 14, Presented as the Results in Table 1
Source
Location
ME
(Not Weighted)
ME
(Weighted)
ME
(Uniform Sampling)
AE
(Not Weighted)
AE
(Weighted)
AE
(Uniform Sampling)
ð19;−19Þ, ð−16; 21Þ 13.5257 12.3761 7.6367 10.6294 7.6784 6.8202
ð−11;−24:5Þ, ð19; 19Þ 16.3800 12.4449 11.8986 10.6106 8.2943 7.2703
6 sources, first case 10.3640 6.7949 6.2494 6.0522 4.0168 3.6089
6 sources, second case 12.2965 8.8954 8.1776 8.1711 5.3788 4.9961
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the difference in the measurements between any two such
sensors gave the vectorial Radon transform of the electric
field. The potential of the field is given by V ¼ 10 10
∥r ∥. The
corresponding electric field is E ¼ 10r
∥ r ∥3
. Electric fields created
by static charges are irrotational. The collected measurements
V ¼ RL E · dl are longitudinal measurements, collected along
each line of integration. The field has to be band limited,
and, in order to ensure this, and because the formulas we
use contain a singularity, we placed the source of the field out-
side the reconstruction domain.
We employed the digital square reconstruction domain of
Fig. 1 and chose 2U ¼ 11 as the domain size and P ¼ 1 as
the pixel size. Hence, the domain was sampled with 121 points
and the number of the unknowns (the Ex and Ey components
of the field at each sampling point) was 242. Regarding the
data acquisition geometry, the above selection of values for
parameters U and P resulted in 11 sensors in every side of
the boundary of the square domain. For the simulations we
present here, the potential in all these sensors was obtained
by using Coulomb’s law. We considered all possible voltage
differences between pairs of these sensors, apart from sensors
lying on the same border line. For the electric field estimation
we relied only on these line-integral data.
We first formed the system of linear equations according to
the analysis presented in [28] and reviewed in Section 2. The
scanning line segments joining sensors were sampled with a
step equal to 1 (Δs ¼ 1). The number of linear equations was
726, whereas the number of the unknowns was 242. Hence, we
obtained an overdetermined system of linear equations. Sub-
sequently, these equations were weighed, according to the
methodology proposed in Section 3. For the weight computa-
tion, we used R ¼ 5 bins for the radial parameter and T ¼ 7
bins for the angular parameter. These values were selected so
that the bins were not too many for the number of available
points to populate them with, and they were not too few to
have inadequate resolutions. Other values of the same order
of magnitude will not change the results (see also [31]). Then,
in order to obtain the estimation results, we had to solve the
overdetermined system of weighted linear equations.
Figure 9 shows the maps of the probability mass for the
sinogram binning of this numerical simulation. We note that,
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Fig. 14. Simulation results for more complicated vector fields. Two top rows, fields created by two static sources, placed at ð19;−19Þ and ð−16; 21Þ
(top) and ð−11;−24:5Þ and ð19; 19Þ (bottom). Bottom two rows, six sources placed at ð19;−19Þ, ð−16; 21Þ, ð24; 11:5Þ, ð−21;−12Þ, ð19; 19Þ, and
ð−11;−24:5Þ. Third row, strengths of the sources are 4.1027 8.9365 0.5789 3.5287 8.1317 0.0986 (first case). Fourth row, strengths of the sources
are 0.1530 7.4680 4.4510 9.3180 4.6600 4.1860 (second case). (a) Results with the proposed correction. (b) Theoretically computed result. (c) Results
with uniform sampling of the Radon space.
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as expected, larger weights appear in the corners of the do-
main (large ρ values), that are sparsely populated with lines.
A. Stability Considerations
Inverse problems, like the one described by the weighted sys-
tem of linear equations we obtained above, suffer from the
notorious ill-posed nature, in the sense of Hadamard [32].
As a result, the solution to these reconstruction problems en-
dures stability deficiencies that are related to the solution’s
existence, uniqueness, and continuous dependency on the
projection data.
A good measure of the degree of ill-posedness of a system
of equations is the condition number, i.e., the ratio of the max-
imal to minimal eigenvalue of the matrix of coefficients. This
measure gives us all the information we require about the ill-
posedness, because the larger the value of the condition num-
ber, the more pronounced the ill-posedness of the inverse
problem. For the simulations we carried out in this paper,
the range of values of the condition number showed that
the ill-posedness was noticeable but manageable and not ser-
ious. We obtained the least-squares error solution by applying
the Gauss–Newton least-squares method [33], the most effi-
cient numerical technique to perform least-squares estima-
tions. The fact that the Gauss–Newton least-squares method
might also return negative solutions is not a problem for vec-
tor field tomography as it is for conventional scalar tomogra-
phy. Further, the sizes of the associated system matrices were
not prohibitively large to prevent us from using the Gauss–
Newton least-squares method. Moreover, it must be noted
that, since the residual we computed by using the least-
squares Gauss–Newton method was not large when compared
with the solution vector, there was no need to use the
Cholesky method [34]. We also tested the Householder ortho-
gonalization method [35], which is a numerically useful
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Fig. 15. Histograms of errors for the estimations of Fig. 14, arranged as in Fig. 11.
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procedure in order to solve least-squares value problems for
cases where the condition number of the matrix of coeffi-
cients is large [36]. However, the results we obtained were
identical with the results we obtained using the Gauss–
Newton least-squares method.
B. Field Estimation
The estimation results, namely the solution of the overdeter-
mined systems of the weighted linear equations, are shown in
Fig. 10(a) for four different source locations. For the sake of
comparison, Fig. 10(b) depicts the respective theoretical elec-
tric fields that were obtained by using directly the governing
Coulomb’s law, while Fig. 10(c) shows the corresponding es-
timated fields when we applied direct uniform sampling in the
Radon domain parameters, using the sampling steps recom-
mended in [37,38], namely Δθ ¼ 2° and Δρ ¼ 0:5. By careful
inspection of Fig. 10, we may say that the directions of the
vectors that were estimated, based on the boundary voltages,
are almost identical to the directions of the vectors that were
obtained by using Coulomb’s law, since, in all three cases, the
vectors are oriented toward the source of the field. Further-
more, vectors in all three fields reduce in magnitude with the
distance from the source, as expected, even though the esti-
mated vectors seem to reduce a bit more slowly than those
computed by the application of Coulomb’s law.
In order to demonstrate the improvement in estimation ac-
curacy gained by using probabilistic weights over the case of
[28], where the measurements were not weighed, we present
in Fig. 11 the histograms of the errors for these two cases.
Figure 11 also shows the respective histograms of the errors
that were obtained when actual uniform sampling of the pro-
jection space was used. To achieve such sampling we had
either to use about 3960 sensors, instead of 44, or increase
the total scanning time 180 times by employing a rotating geo-
metry. Figures 12 and 13 are the error maps for the same
cases, for the magnitude and orientation of the estimated field.
We can see in Fig. 11 that, as expected, the employment of
actual uniform sampling in the ðρ; θÞ space resulted in more
accurate estimation than the use of probabilistic weights
and uniform sensor placement. However, to achieve the accu-
racy of uniform sampling in the ðρ; θÞ space, we either have to
overcome sensor placement impracticalities or use a rotating
acquisition system at the expense of temporal efficiency.
To obtain a quantitative idea of the observations made in
Fig. 11, in Table 1, we tabulate the average values per sam-
pling point of the relative magnitude and absolute angular es-
timation errors for the original estimation method [28], the
modified weighted estimation technique proposed in this pa-
per, and the estimation method that employs actual uniform
sampling of the projection space.
Fig. 16. Maps of relative magnitude error for the estimations of Fig. 14, arranged as in Fig. 12.
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Figures 14–17 show the results of estimation of some fields
that are created by two- and six-point sources of various
strengths. The corresponding quantitative results are given
in Table 2.
By inspecting Tables 1 and 2, we observe the effectiveness
of the probabilistic weights, proposed in this paper, in sup-
pressing the estimation error. In particular, we found that we
had only 7% increase in the estimation error when the prob-
abilistic weights were used as opposed to 46% when they were
not used, while keeping the number of required sensors or the
total scanning time to orders of magnitude lower than the case
of actual uniform sampling in the ðρ; θÞ space. For example,
using only M sensors, we can consider approximately M !
scanning lines. If we want to retain the same number of scan-
ning lines and have uniform sampling in the ðρ; θÞ space, we
would need either about 2M! sensors to be placed at very spe-
cific locations along the boundary of the estimation domain,
or a 180-fold increase in the total scanning time by employing
a rotating scanning configuration.
5. DISCUSSION AND CONCLUSIONS
It is well recognized that vector field tomography has substan-
tial potential for many applications. The analysis of the 2D
vector field reconstruction problem in the continuous domain
and the employment of a Fourier slice theorem-based ap-
proach has led to an underdetermined problem [5,11,12].
However, it has been demonstrated in [28] that, in the discrete
domain and under the assumption of a band-limited vector
field, which means that singularities are excluded from the
reconstruction domain, it is possible to estimate both compo-
nents of the 2D vector field at the sampling points of the di-
gitized bounded reconstruction domain based only on a finite
number of line-integral data.
According to the theory of the Radon transform [29], a ne-
cessary requirement to produce reconstruction results with
the accuracy desired in medical imaging is to sample uni-
formly the ðρ; θÞ Radon space. However, the technique that
was proposed in [28] assumed that the measurements were
collected by sensors that followed uniform distribution along
the boundary of the reconstruction domain. Such a sensor
placement might be the most practical, however, it does not
result in scanning lines that follow uniform distribution in the
ðρ; θÞ projection space. On the other hand, sampling the Radon
parameter domain uniformly imposes serious constraints on
space or time.
In this paper, we compensated for the lack of uniformity in
the ðρ; θÞ projection space by employing probabilistic weights.
The equations created by placing the sensors uniformly along
the domain boundary were multiplied with weights designed
to transform the distribution of the sampled ðρ; θÞ parameters
Fig. 17. Maps of absolute error in orientation, measured in degrees, for the estimations of Fig. 14, arranged as in Fig. 13.
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into a uniform one. Simulation results indicated that this
resulted in a significant reduction of both the angular and
magnitude estimation error, as compared with the case where
unweighted data from sensors were used, and an insignificant
difference with the estimations obtained when the ðρ; θÞ space
was sampled uniformly with either 90 times more sensors or a
180-fold increase in the total scanning time. Further, the con-
dition number of the system matrices we solve was computed
for all cases both before and after using weights. It was found
that the employment of the proposed probabilistic weights
decreases significantly the condition number in each case;
hence, the system becomes less ill-conditioned.
The proposed method decreases the estimation error with-
out increasing either the number of sensors or the processing
time, while maintaining a practical sensor placement config-
uration. The reason that the overall processing time does not
increase is that the calculation of the weights is based on the
known and predetermined sensor configuration. Hence, this
calculation can be performed in advance (offline).
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