In this paper, we study the properties of closure operators obtained as initial lifts along a reflector, and compactness with respect to them in particular. Applications in the areas of topology, topological groups and topological * -algebras are presented.
INTRODUCTION
Throughout this paper, X and A are finitely-complete categories with proper (E, M) and (F , N ) factorization systems, respectively (cf. [17, 7.2] ). For X ∈ X, the class M/X of subobjects of X is preordered by the relation m ≤ n ⇐⇒ (∃j) m = nj, and denoted by sub X.
A closure operator with respect to M is a family c = (c X ) X∈X of maps c X : sub X → sub X such that m ≤ c X (m), c X (m) ≤ c X (n) if m ≤ n, and f (c X (m)) ≤ c Y (f (m)) for all f : X → Y in X and m, n ∈ sub X (cf. [5] ). The term "closure operator" has been used for almost a century in various meanings in the context of categories of topological spaces and lattices. However, this (general) categorical notion of closure operators was invented by Dikranjan and Giuli [6] , and was further developed by Dikranjan, Giuli and Tholen in [8] . Following [7] , an object X ∈ X is said to be c-compact if for every Y ∈ X, the projection π Y : X × Y → Y is c-preserving, or in other words, if π Y (c X (m)) = c Y (π Y (m)) for every m ∈ sub(X × Y ).
If F ⊣ U : A −→ X is an adjunction with unit η, and c is a closure operator of A with respect to N , then one defines the F -initial lift of c as 
for every X ∈ X, m ∈ sub(X) (cf. [5, 5.13] ). The morphism F m need not belong to N , so in order to ensure that (1) is defined, one extends the notion of closure as c F X (F m) = c F X ((F m)(1 F M )) (cf. [5, 5.7] ).
In this paper, we study the special case of this construction where A is a reflective subcategory of X with reflector F = R and reflection η = ρ. We provide a characterization of c ρ -compact objects in X under certain conditions (Theorem 2.7), and applications in the areas of topology, topological groups and topological * -algebras are presented We also investigate the categorical properties of c that are inherited by c ρ .
Proposition 2.3. Let c be a closure operator of A. If c is idempotent, then so is c ρ .
PROOF. Let X ∈ X and m ∈ sub X. Clearly, (Rρ −1 X (k))(1 R(K× RX X) ) ≤ k for every k ∈ sub A RX, so for k = c RX (Rm), the image of Rρ 
PROOF.
Let {X i } i∈I be a (finite) family of objects in X, and let m i ∈ sub X i be their subobjects. Put X = i∈I X i and m = i∈I m i . Since R preserves (finite) products, ρ X = i∈I ρ X i and Rm = i∈I Rm i , and one has (Rm)(
Therefore, we obtain
because c is (finitely) productive, and limits interchange with each other.
Proposition 2.5. Let c be a a closure operator of A. For X ∈ X, suppose that (a) RX is cseparated and (b) ρ X×X = ρ X × ρ X . Then X is c ρ -separated if and only if ρ X is a monomorphism.
Using the assumptions, one can easily see that
This simple computation shows that c ρ X×X (δ X ) is precisely the kernelpair of ρ X . We turn to characterizing the c ρ -compact objects, and to that end, until the end of this section, E is assumed to be pullback stable. Proposition 2.6. Let c be a closure operator on A. If X ∈ X is c ρ -compact, then: For X ∈ X, we say that R preserves products with
Theorem 2.7. Suppose that F ⊂ E. Let c be a closure operator of A, and let X ∈ X. If R preserves products with X, ρ X ∈ E, and RX is c-compact, then X is c ρ -compact.
Remark 2.8. The condition of F ⊂ E implies that F ⊆ RE, and therefore F = RE (cf. [5, 5.13] ). Its role in the theorem is to ensure that the factorization of a morphism in A coincides with its factorization in X.
In order to prove Theorem 2.7, a technical lemma is required, whose proof is omitted:
and let e : X 1 → X 2 and f :
If e ∈ E (and E is pullback stable), then for every n ∈ sub(X 2 ×Y 2 ),
where
Re : RM → RN belongs to RE = F and R preserves products with X (so
Since RX is c-compact, one has c RY (π RY (k)) = π RY (c RX×RY (k)) for every k ∈ sub(RX ×RY ). By letting k = (Rm)(1 RM ) and then applying ρ −1 Y to both sides, one obtains 
Since A is E-reflective in X, the (E, M)-factorization system in X restricts to a proper (E A , M A )-factorization system in A, where E A = E ∩ mor A and M A = M ∩ mor A. Because of the "orthogonality" relation, N and F determine each other, and thus N = M A implies F = E A . So, the conditions of Theorem 2.7 are fulfilled, and therefore if RX is c-compact, then X is c ρ -compact. On the other hand, by Proposition 2.6(a), if X is c ρ -compact, then so is R E X = RX; hence, RX is c-compact, as desired.
A combination of Theorem 2.7 and Proposition 2.6 yields: Corollary 2.11. Let c be a closure operator of A. Suppose that F ⊂ E and every object in A is c-separated. If X ∈ X is so that R preserves products with X, then X is c ρ -compact if and only if ρ X ∈ E and RX is c-compact.
The discrete closure operator s is defined as s A (m) = m for every m ∈ sub A A and A ∈ A.
Corollary 2.12. Suppose that F ⊂ E, and let X ∈ X. If R preserves products with X, then X is s ρ -compact if and only if ρ X ∈ E.
APPLICATION I: THE TYCHONOFF FUNCTOR
Put I for the closed unit interval. For any X ∈ Top (the category of topological spaces and their continuous maps), the evaluation map Φ X : X → I C(X,I) , mapping x ∈ X to (f (x)) f ∈C(X,I) , is continuous. One sets τ X = Φ X (X), and τ is called the Tychonoff functor : It is the reflector of Tych (the full subcategory formed by the Tychonoff spaces) in Top.
Put X = Top, A = Tych, R = τ , and ρ = θ. The category Top admits a proper (Onto, Embed)-factorization system, and the reflection θ X : X → τ X is surjective (by definition) for every X ∈ Top. Thus, by putting N = M A , we arrive at the setting described in Corollary 2.10, because E = Onto is obviously pullback stable. Therefore, for any closure operator c of Tych, if τ preserves products with X ∈ Top, then X is c θ -compact if and only if τ X is c-compact. Here, we are interested in the case where c = K, the Kuratowski-closure. Since the K-compact spaces in Tych are precisely the compact ones (by the classical Kuratowski-Mrówka Theorem, cf. [13, 3.1.16] ), the problem of characterizing K θ -compact spaces in Top boils down to a question concerning preservation of products by τ . Hence, we use the terminology and the results of T. Ishii, who studied very carefully and extensively the Tychonoff functor in [24] and [23] , and in [25] gave a survey of the results concerning it.
Let X ∈ Top; F ⊂ X is a zero-set of X if there exists a continuous map f : X → I such that F = {x ∈ X | f (x) = 0}, and G ⊂ X is a cozero-set of X if there exists a continuous map g : 
Theorem 3.1. A space X ∈ Top is K θ -compact if and only if it is w-compact.
In order to prove Theorem 3.1, we need two results of T. Ishii. Recall that a continuous map [25, 3.11] ) For a space X ∈ Top, the following properties are equivalent:
For a space X ∈ Top, the following statements are equivalent: (i) for every x ∈ X there exists a cozero-set W containing x such thatW is w-compact;
PROOF OF THEOREM 3.1. Suppose that X is K θ -compact, and let Y ∈ Top. In order to show that
This holds for every Y ∈ Top, and hence X is w-compact (Fact A). Conversely, suppose that X is w-compact. Then τ preserves products with X (Fact B, with W = X in (i)). Obviously, E = Onto is pullback stable, and thus, by Corollary 2.10, X is K θ -compact if and only if τ X is K-compact. The latter is equivalent to τ X being compact, by the classical Kuratowski-Mrówka Theorem (cf. [13, 3.1.16] ). Since X is w-compact, τ X is compact (cf. [23, 2.1]), and therefore X is K θ -compact.
We note that if τ preserves products with X (which can be guaranteed by the condition in Fact B), then τ X being compact implies that X is K θ -compact. Therefore, Theorem 3.1 has the following corollary. Corollary 3.2. Let X ∈ Top be such that for every x ∈ X there exists a cozero-set W containing x such thatW is w-compact. Then the following statements are equivalent:
(ii) X is w-compact; (iii) τ X is compact.
APPLICATION II: THE BOHR-CLOSURE
Similarly to the relationship between Top and HComp (compact Hausdorff spaces), the full subcategory Grp(HComp) of compact Hausdorff groups is reflective in Grp(Top) (topological groups and their continuous homomorphisms). The reflection is called the Bohr-compactification, and is denoted by ρ G : G → bG; ρ G has a dense image, but it need not be onto. The kernel of ρ G is denoted by n(G) and it is called the von Neumann kernel of G. There are many groups that do not admit any non-trivial continuous homomorphism into a compact group at all. Such groups are called minimally almost periodic, and their Bohr-compactification is trivial (cf. [27] ). Therefore, one should not expect ρ G to be an injection. Those groups G for which n(G) = {e} are called maximally almost periodic. A group G is precompact if for every neighborhood U of e ∈ G, there exists a finite subset F ⊂ G such that G = F U. It is interesting to note that while topological spaces X whose StoneCech reflection X → βX is an embedding are exactly the Tychonoff spaces, groups G such that ρ G is an embedding are characterized by being Hausdorff (and thus Tychonoff) and precompact.
Remark 4.1. It follows from the famous Peter-Weyl Theorem that finite-dimensional irreducible unitary representations of a compact Hausdorff group separate its points (cf. [32, Thm. 33] ). Every such representation of an abelian group is one dimensional. Thus, for every compact Hausdorff abelian group K and k ∈ K such that k = 0, there is χ ∈K such that χ(k) = 0, whereK = H (K, T) is the group of continuous character of K (i.e., continuous homomorphisms χ : K → T, where T = R/Z). If G is an abelian group, then so is its Bohr-compactification bG (because ρ G (G) is an abelian dense subgroup of bG). Therefore, g ∈ ker ρ G if and only if χ(ρ G (g)) = 0 for every χ ∈ bG. By the universal property of bG, there is a one-to-one correspondence betweenĜ and bG, because T ∈ Grp(HComp) -in other words,Ĝ = bG as sets. Hence, if G is an abelian group, then
The Bohr-closure
. We equip Grp(Top) with the (Onto, Embed)-factorization system, while Grp(HComp) is provided with the (Onto, ClEmb)-factorization system (ClEmb stands for the closed embeddings). In this setting, it follows from Proposition 2.2 that c b is precisely the b-initial lift s ρ of the discrete closure operator s on Grp(HComp). Let G be a locally compact Hausdorff group. One says that G is central if G/Z(G) is compact (cf. [14] , [15] ); G is a Moore group if every irreducible unitary representation of G is finitedimensional (cf. [26] , [35] ). Moore groups are automatically maximally almost periodic, because by the Gelfand-Raȋkov Theorem ( [18, 22.12] ), irreducible representations of a locally compact group separate its points. 
(e) Every continuous homomorphism α : G → R, + is trivial, and thus G is unimodular. One might hope that c b -compactness "almost" implies compactness, but this is not the case. For instance, every minimally almost periodic group has trivial Bohr-compactification, and in particular, they are c b -compact. The examples below show that all the conditions in Corollary 4.4 are indeed necessary. Example 4.5. The special linear group SL 2 (R) is a locally compact, connected, and c b -compact group, which is not compact. Indeed, SL 2 (R) has the property that its continuous surjective homomorphisms are open -in other words, it is totally minimal (cf. [10, 7.4] , [33] ). In particular, every image of SL 2 (R) is complete, and thus c b -compact; in particular, ρ SL 2 (R) (SL 2 (R)) is a complete dense subgroup of b(SL 2 (R)), and so ρ SL 2 (R) is onto. Therefore, b(SL 2 (R)) is a quotient of SL 2 (R). The only non-trivial quotient of SL 2 (R) is P SL 2 (R), which is not compact, because the matrix A = 1 1 0 1 generates a discrete infinite subgroup. Hence, SL 2 (R) is minimally almost periodic.
PROOF. (a)
Example 4.6. Nienhuys [28] showed that there exists a coarser metrizable group topology T on R such that G := (R, T ) is minimally almost periodic. Thus, G is c b -compact, and it is also balanced, because G is abelian. Therefore, G is a balanced, connected, and c b -compact group, which is not compact.
Van der Waerden proved that every (algebraic) homomorphism from a compact connected semisimple Lie group into a compact group is continuous (cf. [37] ). Groups K with this property satisfy K = b(K d ), where K d is the group K equipped with the discrete topology, and they are called van der Waerden groups, or briefly, vdW-groups (cf. [16] ). For D = K d , one obtains a discrete group that is c b -compact. 
Theorem 4.8. The lift c ρ need not be weakly-hereditary when c is hereditary, even if
A is Ereflective in X and F = E ∩ mor A.
PROOF.
As we mentioned at the beginning of this section, groups whose Bohr-compactification is an embedding are precisely the precompact ones, and for them c b coincides with the Kuratowski closure. Hausdorff precompact groups form an Onto-reflective subcategory of Grp(Top), and the reflection G → b + G is given by the image of G in bG. Therefore, c b can also be seen as the b + -initial lift of the hereditary Kuratowski closure operator of the precompact Hausdorff groups. Hence, it suffices to show that c b is not weakly-hereditary.
The Bohr-closure of the trivial subgroup of a topological group G is simply its von Neumann kernel, n(G). Had c b been weakly-hereditary, then
would have been true for every topological group G, but this is not the case, as the Example 4.9 shows.
The example below was suggested by Dikran Dikranjan.
Example 4.9. For a prime number p = 2, let A = Z(p ∞ ), the Prüfer group. It can be seen as the subgroup of Q/Z generated by the elements of p-power order, or the group formed by all p n th roots of unity. Since every proper subgroup of A is finite, if A is equipped with a Hausdorff group topology in which it is not minimally almost periodic (in other words, n(A) = A), then n(A) is a finite subgroup with the discrete topology, and thus n(n(A)) is trivial. Therefore, if τ is a Hausdorff group topology on A such that (A, τ ) is neither minimally nor maximally almost periodic, then n(n(A, τ )) = n(A, τ ).
Following Zelenyuk and Protasov [39] , a sequence {a n } ⊆ G in a (discrete) abelian group G is said to be a T -sequence if there is a Hausdorff group topology τ on A such that a n τ −→ 0. It follows from the proof of [39, Theorem 1] that if {a n } is a T -sequence and τ is the finest group topology such that a n τ −→ 0, then (G, τ ) is universal in the following sense: a homomorphism ϕ : G{a n } → H into a topological group H is continuous if and only if ϕ(a n ) → 0.
Let c n = 1 p n in A, put (11) and consider the sequence a n defined as b 1 , c 1 , b 2 , c 2 , b 3 , c 3 , . . .. One can show that {a n } is a Tsequence in A; we chose to omit the proof of this statement because of its technical nature and length. We set τ to be the finest Hausdorff group topology on A such that a n → 0 in τ , and apply (9) To that end, let χ ∈ (A, τ ); then χ(a n ) → 0, and in particular, χ(c n ) → 0. By [39, Example 6] and [9, 3.3] , χ(c n ) → 0 is equivalent to χ = mχ 1 , where m ∈ Z and χ 1 is the natural embedding of
= 0 in R/Z, and so p | m. On the other hand, it follows from pχ 1 (b n ) → −p 1 p = 0 that pχ 1 (a n ) → 0, so pχ 1 is continuous with respect to τ . Therefore, (A, τ ) = {mχ 1 | m ∈ pZ}. Hence, , as desired.
APPLICATION III: THE * -REPRESENTATION TOPOLOGY
A * -algebra A is an algebra over C with an involution * : A → A such that (a + λb) * = a * +λb * and (ab) * = b * a * for every a, b ∈ A and λ ∈ C. A topological * -algebra is a * -algebra A and a topology on A making the operations (addition, multiplication, additive inverse, involution) jointly continuous. The category of topological * -algebras and their continuous * -homomorphisms is denoted by T * A. A C * -[semi]norm on a * -algebra A is a [semi]norm p that is submultiplicative and satisfies the C * -identity -in other words, p(ab) ≤ p(a)p(b) and p(a * a) = p(a) 2 for every a, b ∈ A. We put N (A) for the set of continuous C * -seminorms on a topological * -algebra A. For every p, q ∈ N (A), one has max{p, q} ∈ N (A) (max{p, q} is defined pointwise), which turns N (A) into a directed set.
A C * -algebra is a complete Hausdorff topological algebra whose topology is given by a single C * -norm. The full subcategory of T * A formed by the C * -algebras is denoted by C * A. For A ∈ T * A, a * -representation of A is a continuous * -homomorphism π : A → B(H) of A into the C * -algebra of bounded operators on some Hilbert space H (i.e., a morphism in T * A). The class of * -representations of A is denoted by R(A).
Let p ∈ N (A); ker p = {a ∈ A | p(a) = 0} is a * -ideal in A, and p induces a C * -norm on the quotient A/ ker p, so the completion A p of this quotient with respect to p is a C * -algebra. By the celebrated Gelfand-Naȋmark-Segal theorem, every C * -algebra is * -isomorphic (and thus isometric) to a closed subalgebra of B(H) for a large enough Hilbert space H (cf. [11, 2.6.1]). Thus, we obtain a * -representation π p :
Conversely, each π ∈ R(A) gives rise to a C * -seminorm p π (x) = π(x) . Therefore, the initial topology T A induced by the class R(A) coincides with the one induces by the family of C * -seminorms N (A). The topology T A is called the * -representation topology, and it defines a closure operator c * on subalgebras in T * A. The closure c * A ({0}) of the trivial subalgebra is a closed * -ideal of A; it is called the reducing ideal of A, and denoted by A R (cf. [29, 9.7] ). Notice that
so T A is Hausdorff (i.e., A R = 0) if and only if the * -representations of A separate the points of A. A topological * -algebra A is said to be a pro-C * -algebra if it is Hausdorff, complete, and its topology is generated by a family of C * -seminorms -in other words, the topology of A coincides with T A , it is complete, and A R = 0. One can show that A is a pro-C * -algebra if and only if A is the limit in T * A of C * -algebras (cf. [31, 1.1.1]). The full subcategory of T * A consisting of pro-C * -algebras is denoted by P * A. These algebras were studied under various names (locally C * -algebras, LMC*-algebras, etc.) by numerous authors; for instance, in section 3 of [12] , Dubuc and Porta essentially characterized commutative pro-C * -algebras (up to a k-ification). Alluding only to a few more highlights, we mention the works of Inoue [21] , Schmüdgen [36] , Phillips [30] & [31] , Bhatt and Karia [2] , and Inoue and Kürsten [22] .
Proposition 5.1. P * A is a reflective subcategory of T * A.
PROOF. Let A ∈ T * A. For each p ∈ N (A), we put A p to be the completion of A/ ker p with respect to the C * -norm that p induces on it; obviously, A p is a C * -algebra. For every q ≥ p in the directed set N (A), there is a surjective morphism A q → A p . This defines a functor
and so we define the reflector
where the limit is taken in T * A. It follows from the definition that P C * (A) is a pro-C * -algebra. To show that P C * (−) : T * A −→ P * A is a functor, let ϕ : A → B be a morphism in T * A. Then N (ϕ) : N (B) → N (A) defined by r → rϕ is an order-preserving map, and ϕ r : A rϕ → B r is a natural transformation from A * N (ϕ) to B * . Thus, there is a morphism lim A * N (ϕ) → lim B * , and therefore one sets P C * (ϕ) = (lim A * → lim A * N (ϕ) → lim B * ).
To complete the proof, one defines η A : A → P C * (A) by setting η A (x) = (x + ker p) p∈N (A) . Obviously, η A is a morphism (because each A → A p is so), and it is a natural transformation. Let x = (x p ) p∈N (A) ∈ P C * (A), and pick p 1 , . . . , p k ∈ N (A). Then q = max{p 1 , . . . , p k } ∈ N (A), and A q → A p i is surjective. The image of A under the canonical morphism A → A q is dense, so for every ε > 0, there is a ∈ A such that q(ā q − x q ) < ε, and thus p i (ā p i − x p i ) < ε (whereā p stands for the image of a in A p ). Therefore, the image η A (A) is dense in P C * (A). If B ∈ P * A, then η B = id B . Hence, if ϕ : A → B is a morphism from A ∈ T * A into B ∈ P * A, then ϕ = η B ϕ = P C * (ϕ)η A . This decomposition is unique, because η A (A) is dense in P C * (A).
We turn now to fitting all these into the setting of section 2. Equip X = T * A with the usual (Onto, Embed)-factorization system, and provide A = P * A with the (Dense, ClEmb)-factorization system (Dense and ClEmb stand for the maps with a dense image and closed embeddings, respectively). The Onto-reflective hull of A in X is the category B = P * A consisting of the algebras A ∈ T * A such that A R = 0 and T A coincides with the topology of A; the reflector P C * is given by A −→ η A (A), and the reflection α A : A → P C * (A) is the same as η, but with different codomain. The category B inherits the (Onto, Embed)-factorization system of A.
Theorem 5.2.
(a) c A p , whose image is contained in P C * (A) ⊆ P C * (A).
Therefore, the statement follows from Proposition 2.2.
(b) Since P C * (−) is additive, it preserves finite products in T * A. Therefore, the statement follows from Proposition 2.4, as K is productive, and surjective morphisms in P * A are productive. (c) follows from Proposition 2.5, because P C * (−) preserves finite products, and monomorphism in T * A are injections. (d) It would be tempting to apply Theorem 2.7 to A, but unfortunately, the condition of F ⊂ E fails: in our case, F = Dense in P * A while E = Onto. Instead, we apply Corollary 2.10 to B = P * A in order to obtain the first statement, while the second one is a consequence of Proposition 2.6(b).
To conclude, we investigate the class of topological * -algebras whose * -representation topology is generated by a single continuous seminorm. As the next lemma (which is modeled on [29, 10.1.7] ) reveals, these are precisely the algebras for which P C * (A) is a C * -algebra.
The following statements are equivalent:
and γ is continuous on A;
(ii) N (A) has a largest element;
(iv) T A is defined by a single continuous linear space seminorm on A.
Remark 5.4. The seminorm in (iv) is not assumed a priori to be submultiplicative or a C * -seminorm.
PROOF. (i) ⇒ (ii)
Since each p ∈ N (A) is a C * -seminorms, so is γ, which (being continuous) belongs to N (A). Thus, γ is the largest element of N (A).
(ii) ⇒ (iii) Let r ∈ N (A) be the largest element. Then A r is a C * -algebra, and for each p ∈ N (A) there is a morphism A r → A p . Thus, P C * (A) = lim A * = A r is a C * -algebra. (iii) ⇒ (iv) Let · be the norm of the C * -algebra P C * (A). It is certainly a C * -seminorm on A, and by definition, it defines T A . In particular, · is continuous.
(iv) ⇒ (i) Let σ be a seminorm that defines T A . Since multiplication is jointly continuous in P C * (A) (which carries the quotient topology T A /A R ), there is a constant B > 0 such that σ(xy) ≤ Bσ(x)σ(y) for every x, y ∈ A. Thus, by replacing σ with Bσ if necessary, we may assume that B = 1 and σ is submultiplicative. Let π : A → B(H) ∈ R(A). Pick a ∈ A. Since B(H) is a C * -algebra, π(a) 2 = π(a * a) = r B(H) (π(a * a)) = lim n→∞ (π(a * a))
By the continuity of π with respect to T A , there is a constant C π such that π(x) ≤ C π σ(x) for every x ∈ A, so (π(a * a))
Therefore,
where D is a constant such that σ(x * ) ≤ Aσ(x) for every x ∈ A. Hence, γ(a) ≤ √ Dσ(a), which proves the second statement too, because σ is assumed to be continuous on A.
Palmer [29, 10 .1] investigated discrete * -algebras that satisfied the equivalent conditions of Lemma 5.3, and named them G * -algebras. Thus, we extend this terminology to topological * -algebras too, and denote by G * A the full subcategory of T * A formed by the (generalized) G * -algebras. For A ∈ G * A, we put C * (A) for P C * (A), and call it the enveloping C * -algebra of A. The next Proposition is a consequence of Proposition 5.1 and Lemma 5.3; its restricted version, for discrete G * -algebras, appears in [29, 10.1.11].
Proposition 5.5. The category C * A is a full reflective subcategory of G * A, and its reflector is given by A −→ C * (A).
We once again return to the setting of section 2. Equip X = G * A with the (Onto, Embed)-factorization system, and provide A = C * A with the (Onto, Inj) (Inj stands for injections). Notice that every injection of C * -algebras is actually an embedding (cf. [11, 1.8.1]), so the Kuratowski closure on C * -subalgebras of C * -algebras is just the discrete closure s. (This is not too surprising, though, because van Osdol [38] showed that the category of unital C * -algebras and their unital * -homomorphisms is monadic over Set.) Therefore, by Corollary 2.12, we get: I wish to thank Professor Salvador Hernández and Professor Maria Manuel Clementino for the valuable discussions that were of great assistance in writing this paper.
