Purpose Knowledge of the origin of suspended sediment is important for improving our understanding of sediment dynamics and thereupon support of sustainable watershed management. An direct approach to trace the origin of sediments is the fingerprinting technique. It is based on the assumption that potential sediment sources can be discriminated and that the contribution of these sources to the sediment can be determined on the basis of distinctive characteristics (fingerprints). Recent studies indicate that visible-near-infrared (VNIR) and shortwave-infrared (SWIR) reflectance characteristics of soil may be a rapid, inexpensive alternative to traditional fingerprint properties (e.g. geochemistry or mineral magnetism). Materials and methods To further explore the applicability of VNIR-SWIR spectral data for sediment tracing purposes, source samples were collected in the Isábena watershed, a 445 km 2 dryland catchment in the central Spanish Pyrenees. Grab samples of the upper soil layer were collected from the main potential sediment source types along with in situ reflectance spectra. Samples were dried and sieved, and artificial mixtures of known proportions were produced for algorithm validation. Then, spectral readings of potential source and artificial mixture samples were taken in the laboratory. Colour coefficients and physically based parameters were calculated from in situ and laboratory-measured spectra. All parameters passing a number of prerequisite tests were subsequently applied in discriminant function analysis for source discrimination and mixing model analyses for source contribution assessment.
by Owens et al. 2005) . Fine sediments were identified as one of the main sources of nonpoint source pollution (Davis and Fox 2009) due to their importance in the transport and storage of nutrients (e.g. phosphorus) and contaminants (e.g. Owens and Walling 2002; Walling 2005) . In addition, sediment transported by rivers can adversely affect water quantity due to siltation and thus changes in river morphology or reduction in operational capacities of water supply facilities (e.g. reservoirs) (Owens et al. 2005) . Therefore, knowledge of sediment sources is of fundamental importance in understanding complex suspended sediment dynamics and is a prerequisite for sustainable management practices (Walling 2005; Davis and Fox 2009) .
Traditional methods of sediment provenance assessment (e.g. erosion mapping, surveying using profilometers or erosion pins, erosion vulnerability indices or erosion plots) are commonly constrained by problems of representativeness and high costs, limiting spatial coverage and monitoring duration of many methods (Peart and Walling 1986; Collins and Walling 2004 ). Thus, fingerprinting as an alternative direct measure that has been developed over the past three decades has attracted increasing attention (e.g. Davis and Fox 2009; Collins et al. 2010; Mukundan et al. 2012; Koiter et al. 2013) . Sediment fingerprinting usually employs a combination of unique natural tracers ('fingerprints') collected from both potential source areas and (suspended) sediment samples that commonly represent mixtures of sources (Walling 2005) . It is founded upon two principal assumptions: (1) that the selected fingerprints allow discrimination of potential sources and (2) that comparison of source and sediment material using these fingerprints permits determination of relative source contribution (Collins and Walling 2004) . Thereby, sources are commonly defined either spatially (e.g. tributary sub-catchments, geological sub-areas) or typologically (e.g. land use types, surface vs. sub surface sources) (Collins and Walling 2002) .
Investigations have shown that a range of characteristic soil properties can be used as fingerprints to trace back the sources of suspended river sediments, including mineral magnetism (e.g. Yu and Oldfield 1989; Walden et al. 1997) , colour (e.g. Grimshaw and Lewin 1980; Krein et al. 2003; Martínez-Carreras et al. 2010a, c) , geochemical composition and/or environmental radionuclides (e.g. Motha et al. 2003; Minella et al. 2008; Navratil et al. 2012) . Thereby, the use of composite fingerprints, employing several diagnostic properties, has proven most reliable (e.g. Collins et al. 1997) . However, there is no universal recommendation on which properties to include, making parameter retrieval often time-consuming and costly (e.g. Collins and Walling 2002) .
Recent investigations have shown that visible (VIS), nearinfrared (NIR) and shortwave-infrared (SWIR) diffuse reflectance spectroscopy allow determination of several physical and chemical soil properties (e.g. Kooistra et al. 2003; Viscarra Rossel et al. 2006a, b; Ben-Dor et al. 2009; Richter 2010; Viscarra Rossel and Behrens 2010; Bayer 2013) and that these spectral soil properties can be applied to discriminate and trace back sediment sources (Martínez-Carreras et al. 2010a, b, c) . In addition to being less labour intense than, for example, geochemical analyses, spectroscopy also offers the potential to measure source parameters in situ. Furthermore, it allows measurements of very small amounts of sediment material, for example, Martínez-Carreras et al. (2010a) found 60 mg retained on filters was sufficient to obtain reliable spectral readings, thus enabling inexpensive analyses even of intra-event variability.
In this study, we aim to further assess the potential of this innovative sediment tracing technique, specifically whether:
1 Potential sediment sources can be reliably identified based on VNIR-SWIR spectral features; 2 Spectral fingerprints permit the quantification of source contribution to artificial mixtures; and 3 Field-derived source information (i.e. more rapid) is sufficient for spectral fingerprinting or whether the approach requires laboratory-derived data (i.e. more controlled).
A total of 152 samples of potential sediment sources were collected in the Isábena watershed, a 445-km 2 dryland catchment in the central Spanish Pyrenees. Spectral reflectance readings were taken in the field as well as in the laboratory from dried and sieved samples using an Analytical Spectral Device (ASD) field spectroradiometer. Then, artificial mixtures of known proportions were produced from dried and sieved samples. Colour coefficients and physically based parameters were calculated from all source and mixture spectra. All parameters passing a number of prerequisite tests were subsequently applied in discriminant function analysis for source discrimination and mixing model analyses for source contribution assessment under controlled conditions.
Study area
The Isábena catchment (445 km 2 ) is located in the northeast of Spain, in the southern Pyrenees (Fig. 1) . The climate of the area can be described as typical Mediterranean mountainous with mean annual temperatures between 9 and 14°C and annual precipitation totals of~770 mm (Verdú 2003) . Overall, heterogeneous relief, lithology (Paleogene, Cretaceous and Quaternary) and land use (agriculture in the valley bottoms and shrubland, woodland and grasslands in the higher elevations) create a diverse landscape (Müller et al. 2010) . The dominance of carbonate rocks and marls in the centre of the catchment lead to the development of badlands, with very high erosion rates and thus are considered to be the major sediment sources (e.g. Fargas et al. 1997; Valero-Garcés et al. 1999; Francke et al. 2008; Alatorre and Beguería 2009) .
Material and methods

Source sampling and data overview
Source material sampling sites were chosen based on previous analyses of land use distribution (Ministerio de Medio Ambiente y Medio Rural y Marino (MARM) 2008), erosion susceptibility (Fargas et al. 1997 ) and accessibility. Source soil samples were taken during two field campaigns in October 2010 and June 2011, covering the main land use typesshrubland (matorral), woodland, agricultural land and grassland-as well as potential sources, such as badland, unpaved roads and open slopes exposing soil next to roads or channels (Table 1) . Sampling sites were chosen in close vicinity (<100 m) to stream or river reaches to ensure the material will be easily transported to the river. At each site, five grab samples of easily erodible material (top 1-3 cm) were collected from a representative area of approximately 5 m×5 m. The number of samples collected per land use was approximately proportional to the spatial representation of each source. Sampling locations are shown in Fig. 1 .
To verify the assumption of linearly additive behaviour of tracers and to test the performance of the unmixing model, 33 artificial mixtures were produced from up to five source groups in the laboratory. Therefore, known proportions of up to five potential source type samples (forest, agricultural land, shrubland, unpaved road and badland soil material) were mixed in various ratios (5-90 %).
Suspended sediment samples were collected using ISCO automatic samplers at the catchment outlet (44 samples) and Brosinsky et al. (2014) . For this study, sediment material was only used for assumption testing (Section 3.4).
Spectral measurements
Spectroscopy can be defined as the study of irradiation as a function of wavelength that is reflected from a surface (Clark 1999). Thereby, a spectrum displaying the quantities of reflected light can be used to identify and characterize material in its quality or quantity (Bayer 2013) . Various soil components, such as soil organic carbon content, iron content and texture, exhibit spectral responses in the VIS range of the electromagnetic spectrum (0.4-0.7 μm) and thus influence soil colour (Viscarra Rossel et al. 2006a ). In addition, some soil constituents produce spectral features in the VIS to SWIR spectral range that can be distinguished by their location in the spectrum and based on parameters describing their shape (Bayer 2013) . Mean spectra and the influence of dominant soil constituent are described in Fig. 2 .
In this study, an ASD FieldSpec3 High-Res portable spectroradiometer (Analytical Spectral Device Inc., Boulder, CO, USA) was used to measure relative reflectance spectra using a white reference (95 % Zenith Alucore Reflectance Target, SphereOptics GmbH, Uhldingen, Germany) as the standard. The ASD spectroradiometer acquires 2,151 channels in the 0.35-2.5 μm spectral range at a sampling interval of 1.4 nm in the VNIR region (0.35-1.0 μm) and 2 nm in the SWIR region (1.0-2.5 μm).
Field reflectance spectra of source samples were collected in situ just before grab sampling at the corresponding location using the ASD spectroradiometer with an accessory light source mounted on the light-collecting head of the instrument, thus keeping illumination conditions stable and excluding atmospheric influence for all measurements. Spectral readings were taken at five site-representative locations within 5 m×5 m where soil was dry and least covered by vegetation/rocks/organic material, and subsequently averaged. The ASD instrument was optimized and white reference readings were taken before every measurement.
For laboratory measurements, source material collected from the five locations per site was thoroughly mixed to provide homogeneous samples. Sediment material was found to be predominantly <63 μm. Thus, the samples were dry sieved to 63 μm to minimize differences in particle size composition between source and sediment material (Peart and Walling 1986; Smith and Blake 2014) . Source material and the 33 artificial mixtures produced from homogenized, sieved source samples were placed in a shallow 5 cm×5 cm plastic container and oven dried at 60°C for 24 h prior to spectral measurements. Spectral readings were taken in a dark room facility using the ASD spectroradiometer previously used in the field. Illumination was provided by a 2,000-W lamp installed at approximately 80 cm from the sample at a zenith angle of Bayer et al. 2012) 45°, and the optical head of the ASD was mounted perpendicular to the sample at a distance of 4 cm, resulting in an effective target area of 1.7 cm. Measurement and instrument conditions were assumed to be constant; however, white reference readings and instrument optimization were performed prior to every measurement. Four readings per sample were taken and subsequently averaged, with the sample rotated 90°after every reading to reduce illumination effects.
3.3 Preprocessing of the spectra and parameter calculation Mean spectra were calculated for each sample and detector jumps at 1.0 and 1.83 μm that occurred on rare occasions were corrected by adaptation to the first detector. All spectra were then smoothed using a Savitzky-Golay filter (Savitzky and Golay 1964) with a Kernel size of 7, meaning that smoothing was applied over seven adjacent spectral channels. The spectra were averaged to Landsat RGB bands (blue, green and red, 0.45-0.52, 0.52-0.6 and 0.63-0.69 μm, respectively) and multiplied by 255 to get 8-bit colour encoding (Viscarra Rossel et al. 2006a ). The derived RGB values were then transformed to eight other colour space models (i.e. Munsell HVC, decorrelated RGB, CIE xyY, CIE XYZ, CIELAB, CIELUV, CIELHC and Helmholtz chromaticity coordinates) using ColoSol software developed by Viscarra Rossel et al. (2006a) . The colour gamut of the RGB system forms a cube comprising orthogonal red (R), green (G) and blue (B) axes. Every colour can be produced by a mixture of these three primary colours and represented by a coordinate on or in the cube. The Munsell HVC system commonly used in soil science describes the soil colour qualitatively by the use of hue (H), value (V) and chroma (C) that can be expressed on a numerical scale. Viscarra Rossel et al. (2006a) refer to the decorrelated RGB as a transformation of highly correlated RGB values into three statistically independent components. The CIE models were proposed by the Commission Internationale de l'Eclairage (CIE) (1931) to standardize colour models and facilitate visualization. In the XYZ system introduced first, Y represents brightness while X and Z are virtual components of the primary spectra. Since visualization of these values was difficult, the CIE xyY system was introduced, where Y represents luminance and x and y represent colour variations from blue to red and blue to green, respectively. The CIELAB and CIELUV models were introduced subsequently as an attempt to overcome the non-linearity of the two previous colour models; L represents brightness or luminance, and a* and b* and u* and v* represent chromaticity coordinates as opponent red-green and blue-yellow scales. The CIELHC model represents a transformation of the CIELAB spherical colour space into cylindrical coordinates, resulting in CIE hue (h*) and chroma (c*) values. Helmholtz chromaticity coordinates describe luminescence (L), dominant wavelength (λ d ), and purity of excication (P e ). All transformation algorithms are described in detail by Viscarra Rossel et al. (2006a) , and details of colour models are explained by Wyszecki and Stiles (1982) . A summary of the colour parameters applied in this study can be found in Table 2 .
Visual inspection of source spectra, laboratory analyses and preceding studies of the catchment area (e.g. ValeroGarcés et al. 1999) suggest that the occurrence of iron oxides, carbonates organic carbon and different clay minerals differ between various source groups (i.e. land uses). Thus, a set of 77 VNIR and SWIR features found in the literature to be diagnostic of physically based information was calculated following descriptions by Chabrillat et al. (2011) and Bayer et al. (2012) . The selected spectral parameters can be divided into spectral indices and three feature types: curve features, hull features and absorption features. Curve features describe reflectance changes in specific wavelength ranges and were characterized by the (Fig. 3a) . Hull features describe broader effects on spectra and were characterized by mean slope (s) and reflectance (r) of a convex hull fitted to a defined wavelength range (Fig. 3b) . Distinct absorption features were calculated from continuum removed wavelength ranges, i.e. wavelength ranges of which the convex hull was subtracted in order to exclude overall reflectance trends and to allow for intercomparison. Following Bayer et al. (2012) , absorption features were analyzed for depth (d max ) and wavelength (λ dmax ) of maximal absorption, wavelength of maximal absorption according to literature values (d λlit ), feature width (w) as the distance between feature shoulders (S left/right ), the area between normalized continuum and spectral curve (A) and its asymmetry (AS=A left /A right ) (Fig. 3c ). For parameterization of these feature types, reflectance spectra were analyzed for the selected characteristics which were then transformed to numerical parameters. A list of these features can be found in Table 3 . Detailed references to previous studies assessing absorption features and their foundations can be found in Bayer et al. (2012) . In total, a set of 98 colour and physical soil reflectance parameters was calculated. Due to similarity of some colour space models and/or calculation of physically based parameters from nearby spectral wavelength, some of these parameters are highly correlated (Viscarra Rossel et al. 2006a; Martínez-Carreras et al. 2010c ). However, since colour coefficients may be easily converted and all parameters may potentially be used in spectroscopy and soil science, they will all be considered in the subsequent analyses. Small et al. (2004) summarize a number of principal sources of uncertainty within the established fingerprinting approach. Despite uncertainty in problem formulation (definition of source groups), tracer's discriminating power and source contribution estimation by the use of mixing models, source group variability, analytical errors, and tracer bias, transformation, enrichment and non-linearly additive behaviour may contribute to spurious source quantification results. The potential non-conservative behaviour of tracer properties, with a focus on enrichment and tracer transformation, has recently received attention (Koiter et al. 2013) .
Test of assumptions
While some studies have applied particle size and/or organic matter correction mechanisms in model formulation (e.g. Collins et al. 1997; Motha et al. 2003 ), Smith and Blake (2014) strongly recommend not to use total organic carbon (TOC) correction factors and to carefully consider correcting for particle size since their studies showed that the use of a correction factor may result in large changes in source apportionment or even spurious results. Thus, in this study the problem of size selective transport was addressed by sieving all sampling materials to <63 μm (e.g. Peart and Walling 1986; Collins and Walling 2002; Walling 2005; Martínez-Carreras et al. 2010a; Smith and Blake 2014) .
Tracer transformation cannot be excluded either. However, Smith and Blake (2014) recommend to select tracer properties based on knowledge of their geochemical behaviour and to exclude tracers with sediment concentrations lying outside the range of sources. The majority of spectral properties (92 out of 98 for laboratory data and 79 out of 98 for field data) determined from sediment collected at the catchment outlet lie wholly in the range of source materials, indicating that alteration effects may have been relatively small (Walden et al. 1997) .
Linear additivity of spectral properties was explicitly tested by comparing properties calculated from artificial mixture spectra to properties calculated from mixture spectra that were produced by a linear mixing algorithm using the five source spectra described previously. Spectral parameters were scaled from 0 to 1 and only parameters differing by a root mean square error (RMSE) of <0.1 were applied in the tracing procedure (48 out of 92 for laboratory data and 39 out of 79 for field data). Thereby, the number of sources (2-5) used to produce the mixture did not seem to have an effect on linearity (results not shown). Following Walling (2005) , all remaining parameter values were scaled from 0 to 1 to ensure equal consideration of individual properties in statistical and mixing model analyses and thus minimize the problem of tracer bias.
Finally, a non-parametric Kruskal-Wallis H test was conducted, indicating the existence of any interclass contrasts (Collins and Walling 2002) . All parameters were able to detect contrasts between the seven source types at the 5 % confidence level.
Thus, in summary, 48 out of 98 parameters calculated from laboratory-measured source samples met the prerequisites applied to limit uncertainty to a minimum and were used for subsequent discrimination and unmixing analyses. When tested on field measured source data, an additional seven colour parameters and two physically based parameters failed the range tests, resulting in a dataset of 39 parameters. This dataset was used for independent assessment of in situ derived parameters.
Statistical analyses to assess discrimination potential
A principal component analysis (PCA) was performed on the 48 laboratory and 39 in situ parameter sources using The Unscrambler® X 10.2 software (CAMO Software AS., Oslo, Norway). Its major principle can be described as linear transformation of the original data into a new coordinate system, whereas the first coordinate (first principal component (PC)) contains the maximum variability, the second PC (perpendicular to the first PC) contains the maximum share of the remaining variability, and so on. Its major aim is dimension reduction (Reimann et al. 2008) . Following Poulenard et al. (2009) , the PCA was conducted in order to assess natural clustering of samples and to evaluate overall variability and potential overlap between classes.
Following Collins and Walling (2002) a discriminant function analysis (DFA) was then performed on the two source datasets to test the discriminatory power of (1) individual spectral properties and (2) a combination of properties drawn by a stepwise selection algorithm. Discriminant function analysis can be used as a classification procedure where a categorical grouping variable known a priori is predicted by one or more continuous predictor variables (Reimann et al. 2008) . Therefore, it is useful in determining whether a set of variables is effective in discriminating between categories or source groups. The DFA analyses were performed using R packages (MASS and klaR). Discrimination potential was tested for seven source types (forest, grassland, shrubland, agricultural land, badland, unpaved road, open slopes) and the five source types used for production of mixtures (forest, agricultural land, shrubland, badland, road) .
Based on a review of a number of fingerprinting studies, Mukundan et al. (2012) found that most of the investigations were carried out in catchments <250 km 2 and concluded that this may represent a threshold at which sediment fingerprinting is feasible. In larger basins (>500 km 2 ), the expected greater heterogeneity in source type material could exacerbate accurate source determination and thus ascription by increasing intra-class variability. Thus-and since PCA plots and DFA matrices suggest confusion in discrimination between forest and grassland, as well as between shrubland and arable land, road and open slopes-samples of seven source classes were aggregated into three source groups: badland, forest/ grassland and others. Discrimination potential was recalculated for those three source groups using only parameters that passed the Kruskal-Wallis H test for the defined number of groups (all 48 and 39 parameters for five source groups, and 45 and 39 parameters for three source groups).
Mixing model analyses
Relative contributions of potential sources were estimated by comparing the fingerprint properties of the artificial mixtures with those of the potential sources using a mixing model adapted from other spectroscopic applications. The application of such models is widely adopted in fingerprinting studies (e.g. Yu and Oldfield 1989; Collins et al. 1997; Walden et al. 1997; Motha et al. 2003; Walling 2005; Minella et al. 2008; Martínez-Carreras et al. 2010a, b) . Since the model is mathematically overdetermined (i.e. has infinite solutions due to the number of tracer properties exceeding the number of potential sources), it must be approximated by minimizing the errors between measured and estimated values. In this study, we used the non-negative least squares algorithm introduced by Lawson and Hanson (1974) , where the best approximation is defined as that which minimizes the sum of squared differences between the measured data values and their corresponding modelled values:
Where, a i,j is the value of the tracer property i in source type j, x j is the unknown contribution of source type j to the mixture Bayer et al. 2012) sample, m is the number of source types, n is the number of tracers and b i is the value of the tracer property in the mixture sample.
Uncertainty associated with modelled contribution results was assessed based on a concept outlined by Beven and Binley (1992) and successfully introduced to fingerprinting studies (e.g. Franks and Rowan 2000; Rowan et al. 2000; Motha et al. 2003; Small et al. 2004; Martínez-Carreras et al. 2010a ). This method attempts to include modelling uncertainty related to source heterogeneity by means of Bayesian modelling. Following Martínez-Carreras et al. (2010a) , a Gaussian distribution function was produced from mean and standard deviation calculated from each tracer property per source type. The 100 property values per source group produced this way were limited not to exceed threefold standard deviation (99 %), and all values were scaled from 0 to 1 after distribution modelling. This distribution was assumed to approximate its population mean and to represent spatial and temporal tracer variability as well as measurement error. The model described above was then solved 10,000 times, choosing source information randomly from the Gaussian distributions representing different source groups for each run. Thereby, the model was restricted by the constraints that the source type contributions must all be non-negative and sum to 100 %. An additional tolerance criterion was introduced, accepting only those model runs with a RMSE ≤ 0.1 between a mixture's measured and its corresponding modelled tracer values. The replicate random sampling permitted the calculation of percentiles, thus providing confidence estimates for the modelled contribution results.
To assess performance of the mixing model using spectral information, it was applied to the 33 artificial mixtures. The contribution of individual source types to the mixture is known and thus allows direct assessment of model performance and potential problems. The model was run therefore using different source type input sets, namely, (a) data from the up to five individual source samples that were used to produce the mixtures (without Monte Carlo simulation); (b) Feature types that can be ascribed to specific soil constituents may be absorption features (AF), hull features (HF), curve features (CF) or spectral indices. The spectral region describes the wavelength (range) from which the feature was calculated (for AF, the wavelength of d λlit is given in brackets, if available). Parameters calculated are given in column parameterization whereas R represents individual wavelength channels used for the calculation of indices and CR represents the continuum removal described in text. The original sources can be found in Chabrillat et al. (2011) and Bayer et al. (2012) . Bold entries passed prerequisite testing a Marks all parameters that passed prerequisite testing of laboratory-measured samples b Represents all parameters that passed prerequisite testing of in situ measured samples all data simulated for each source type from Gaussian distribution functions (using laboratory parameters) and (c) all data simulated for each source type from Gaussian distribution functions (using in situ parameters). Input datasets consisted either of a selection of parameters based on stepwise DFA results or combinations of all parameters passing the assumption tests. Figure 4 shows a two-dimensional scatter plot of scores for the first two principal components (PC1 and PC2) from the PCA performed on source information. These two components summarize most variation in the datasets, where the more similar samples are closer in the plot. Thus, the plots give information on patterns in the samples. No distinct clustering can be observed in Fig. 4 for laboratory and in situ source data. However, the data do group by land use and are most pronounced for badland and forest soils and soils from arable land (Fig. 4a) . Soils sampled from grassland largely overlap with forest samples and shrubland soils overlap with forest/ grassland and arable land. Intra-class heterogeneity seems lowest for badland and largest for shrubland and agricultural soils, while unpaved roads and open slopes seem to originate from two separate groups, that in addition overlap with the four other land use groups. These findings are generally very similar for field source data (Fig. 4b) . The first two component plots show a large portion of the information in the data (sum of explained variance 72-82 %), so the relationships can be interpreted with a high degree of certainty. Seven PCs explain 98 % of the variance. On the other hand, Walden et al. (1997) conclude that very high explained variance in the first two components may result from low dimensionality of (mineral magnetic) datasets and suggest that only a small number (three to four) source types should be used for realistic source modelling.
Results
Discrimination potential
Discriminant function analysis was used to assess the percentage of source material samples correctly classified by individual spectral properties that passed the assumption tests. For laboratory-measured parameters, the accuracy varied between 20 and 45 % for seven source classes, 30-59 % for five source classes and 59-77 % for the aggregated three source classes. Hence, the performance of colour parameters and physically based parameters was well mixed, meaning that there were colour parameters as well as physically based parameters with high discrimination potential. However, for a higher number of source classes, there was a higher number of colour coefficients with high discrimination accuracies, and the best performing parameter was always a colour parameter. No individual parameter successfully discriminated all samples from three, five or seven source classes. For in situ measured parameters, the accuracy was very similar to that achieved using laboratory parameters, namely, 24-46 % for seven source classes, 31-58 % for five source classes and 59-81 % for the aggregated three source classes. Again, there were colour parameters as well as physically based parameters with high discrimination potential. However, although colour parameters were generally among those parameters with a higher discrimination potential, the best performing were always physically based parameters.
A stepwise DFA was also performed to assess the discrimination potential of composite fingerprints. For laboratory source material samples, a combination of six parameters (y, b*, AF6 A, AF6 d max , AF5 d λlit , HF3 s) correctly classified 60 % of the samples for seven source classes, a combination of four parameters (y, X, AF6 A, a*) correctly classified 70 % for five source classes and a combination of five parameters (X, S RGB , CIE.H, AF11 d max , ri) correctly classified 91 % for the aggregated three source classes. For in situ source material samples, a combination of four parameters (AF6 A, x, AF12 A, CF) correctly classified 60 % for seven source groups, a combination of three parameters (AF6 A, AF10 d max , a*) correctly classified 73 % for five source groups, and a combination of three parameters (AF10 A, x, AF6 d λlit ) correctly classified 88 % for the aggregated three source classes. Hence, the performance of laboratory and field composites was very similar. However, although composite fingerprints always included colour and physically based parameters, for laboratory-measured source samples colour parameters were always included first, while for in situ samples physically based parameters were always included first. A summary of accuracies achieved and properties selected by stepwise DFA can be found in Table 4 ; the first two discriminant functions calculated by a DFA from stepwise selected properties for three source classes are depicted in Fig. 5. Figure 6 shows the results of unmixing the 33 artificial mixtures produced for algorithm validation. Thus, Fig. 6a shows the unmixing results based on the five individual source samples used for mixture production (one sample from badland, shrubland, agricultural land, forest, and road). Independent of the number of sources used to produce the mixtures (two to five), estimated contributions are very similar to the known contributions per source type with few exemptions. Errors are mainly <10 %.
Mixing model analyses
In Fig. 6b , c, source variability is introduced by means of Monte Carlo modelling. Instead of just one potential source sample, the modelling algorithm draws source type information from a pool of 100 Gauss distributed samples calculated based on all samples per source type. This methodology is thought to represent uncertainty intervals by providing estimates on the scatter of mixing model results. However, knowledge of the true contribution of each source reveals that for several source types, mean estimates (including corresponding uncertainty ranges) fail to represent the true contribution correctly. Using gauss distributions of laboratory source information for unmixing (Fig. 6b) , badland sources can be modelled well while low contributions from agricultural land and unpaved road tend to be overestimated, and higher contributions from forest and unpaved roads tend to be underestimated. Shrubland sources cannot be modelled correctly. Using in situ source information (Fig. 6c) , results are similar for agricultural land, forest and unpaved road sources with the addition of higher uncertainty ranges. Shrubland and badland sources cannot be modelled by the use of in situ data. The restriction of fingerprint parameters used for mixing model analyses to those selected by stepwise DFA as generally executed in fingerprinting studies does not improve the results but seems only to increases uncertainty ranges (results not shown).
Aggregation of the five source types used for mixture production to three classes as suggested by PCA and DFA results (badland, forest and agricultural land/unpaved road/shrubland) did not greatly improve mixing model results, as can be seen from Fig. 7 . For laboratory source information (Fig. 7a) , aggregation negatively affects the estimation of badland sources by introducing a trend to overestimation especially for lower contributions. Forest sources remain overestimated for low contributions and underestimated (though less) for higher contributions, while the aggregated source group is especially underestimated for higher contributions. Thereby, estimated uncertainty ranges are rather low. Using in situ information, none of the three source types can The DFA accuracy ranges describe the range of accuracies achieved by each individual property, DFA accuracies for stepwise selected property represents the accuracy met by a composition of tracers selected by stepwise DFA. The properties given in brackets are the properties selected by the stepwise algorithm be modelled accurately ( Fig. 7b ): badland and forest source contributions are largely underestimated for contributions >20 %, while the contributions of the aggregated source types seem to be estimated randomly.
Discussion
Discrimination
Although PCA results indicate grouping of source samples by land use, overlapping of certain classes is evident from the PC plot. Source soil samples from the forest and grassland classes seem indistinguishable which may be due to the higher organic carbon content of these two land use types as compared to all other classes. Source soil samples from shrublands were found to overlap especially with the agricultural land and the forest/grassland groups. This is most likely due to shrublands forming succession states between former agricultural areas that are partly reverting to natural forests after land abandonment (e.g. Lasanta and Vicente-Serrano 2012 Overall, within-group variation is clearly evident while between-group variation of spectral properties may lack some dimensionality. Walden et al. (1997) presume that this "may influence the effectiveness with which certain suspended sediment samples can be unmixed".
Results obtained by DFA for classification of seven and five source types support the impression of overlapping classes suggested by PCA plots. However, results for three aggregated classes are well within the range of results obtained in other studies. Using colour coefficients from VNIR reflectance spectra in a 247-km 2 catchment in Luxembourg, Martí-nez-Carreras et al. (2010c) report percentages of correctly classified samples of 21-48 % (four source groups) and 57-74 % (two source groups) for individual tracer properties. In the same study, stepwise DFA yielded maximum percentage of 48.7 % (three properties), and 74.3 % (one property), respectively. However, no mixing model analysis was performed based on this property selection. Using geochemical tracers and radionuclides, for example, Collins (2005) describes individual 8-62 % and cumulative 100 % (seven parameters, four source types) and cumulative 90 % (seven parameters, two source types) based on geochemical and radionuclide analyses for two catchments (258 and 3,315 km 2 ) in the UK, respectively. Thus, it was concluded that the source groups should be aggregated and that the cumulative values of 91 and 88 % achieved by spectral laboratory and in situ parameters, respectively, are sufficient for subsequent mixing model analyses.
Model
The low error rates achieved for contribution assessment using one individual sample per source type suggest that the use of spectral parameters in general is appropriate for mixing model analyses. However, the introduction of source variability by means of Monte Carlo modelling results in a decrease in modelling accuracy. Estimated mean contributions, including estimated uncertainty, were found not to represent true percentages correctly for several source types. This may be due to large intra-class heterogeneity of some source types. As observed from the PCA plots, badland samples seem to be more homogeneous than all other source classes, and badland contribution can be modelled with high accuracies even under the influence of source variability. However, coefficients of variance calculated for each property of each source type revealed no major differences in variability. Overall, uncertainty was found to generally decrease with higher numbers of tracing properties included in the modelling approach, which is consistent with findings of Franks and Rowan (2000) and Martínez-Carreras et al. (2010a) .
Again, contrary to expectations, aggregation of the five source types into three classes was found not to greatly improve mixing model results but possibly to even decrease accuracy. With regard to DFA results, this implies that high discrimination potential does not necessarily result in (2007) found average accuracies of R 2 of 0.64-0.96. In remote sensing, where spectral mixture analyses are commonly applied, results may be confounded due to a number of reasons. Of these, high intra-and low interclass variability of EM (potential sources) were found to potentially cause high error rates (e.g. Bachmann 2007; Somers et al. 2011) , which is suspected to be the main difficulty in this analysis.
The effects described above are comparable for laboratory and in situ measured spectral parameters. However, while discrimination yields similar results, estimates of source contributions based on in situ parameters are less successful than estimates based on parameters calculated from laboratory-measured spectra. This is most likely due to the differences in the treatment of in situ measured source and laboratory-measured mixture samples. While measurement conditions were kept constant during field sampling (use of artificial light source), other factors such as soil moisture and grain size were subject to variability. Both factors exert a key control and may alter spectral reflectance significantly. In addition, averaged spectral measurements collected from the surface topsoil of five individual locations may differ from spectral measurements taken from a mixture of material collected from the top 1-3 cm of these points and further alter reflectance spectra.
Since laboratory analyses for geochemistry or mineral magnetic properties, for example, are much more labour intensive and more expensive than spectral measurements, there are few fingerprinting studies working with artificial mixtures. Results obtained in this study seem to contradict findings by Franks and Rowan (2000) , who successfully modelled the contribution of five artificial mixtures consisting of five source types based on major chemical groups. On the contrary, Lees (1997) found that certain source type components, as well as four or more sources or sources with similar characteristics, could not be unmixed successfully using mineral magnetic properties of 78 artificial mixtures. This was attributed to Fig. 7 Results of mixture modelling per source type for the 33 artificial mixtures produced for algorithm validation aggregated to three source types: a based on gauss distributed samples calculated from laboratory source information; and b based on gauss distributed samples calculated from in situ information. True contributions per source type are shown on the X, estimated contributions on the Y axes magnetic variability, calibration inaccuracies and complex grain interactions found in mixtures. Reasons for variability other than source type heterogeneity in spectral parameters may include scattering effects of soil particles that can be different in mixtures than in pure components or measurement inaccuracies due to minimal sample inhomogeneities that could not be assessed by averaging of point measurements. Lees (1997) stressed the necessity for such laboratory mixture experiments as they provide estimates of capabilities and limitation of the properties and methods applied. Martínez-Carreras et al. (2010a) found a good consistency between both approaches when comparing suspended sediment source ascriptions based on spectral colour parameters to ascriptions based on classical fingerprinting parameters (geochemistry and radionuclides) for three small catchments. Thus, the difficulties described above may be site-specific problems of the fingerprinting method in general.
From this experiment, we conclude that spectral parameters can be used for mixing model analyses of a restricted number of source types (3 to 4), that a higher number of parameters to characterize samples results in lower uncertainty estimates, and, although providing good discrimination potential, in situ measured source parameters do not seem suitable for mixing model analyses. However, modelling results based on laboratory-measured parameters also need to be interpreted with care and should not rely on mean estimates only.
Conclusions
In this study, we aimed to further assess the potential of spectral parameters as innovative sediment tracing properties, with emphasis on the questions of whether:
1 Potential sediment sources can be reliably identified based on VNIR-SWIR spectral features; 2 Spectral fingerprints permit the quantification of source contributions to artificial mixtures; and 3 Field-derived source information is sufficient for spectral fingerprinting.
We found that:
1 Three aggregated source types can be reliably identified based on spectral parameters. However, discrimination relies on intra-and inter-source variability, thus these findings may differ when transferred to other catchments and/or other source (type) formulation, as is the case for other fingerprint properties. 2 Spectral fingerprints permit the quantification of source contribution to artificial mixtures, whereas introduction of source heterogeneity decreases modelling accuracies for some source types. Aggregation of source types does not improve mixture modelling results but, however, the results do provide valuable insight on how to interpret sediment source ascriptions, where the true contribution is unknown. 3 Despite providing similar discrimination accuracies as laboratory source parameters, in situ derived source information was found to be insufficient for contribution modelling. This is most likely due to differences in soil moisture and grain size in the field. A similar treatment of source and sediment samples (drying, sieving) seems necessary.
In summary, spectral measurements provide a rapid, nondestructive and cost efficient means to characterize potential sources and analyze mixture samples qualitatively and, with restrictions, quantitatively. In the future, a combination of spectral with more established properties in composite fingerprints, as suggested by Martínez-Carreras et al. (2010a) , might increase the dimensionality of the datasets and thus improve tracing reliability. In addition, inclusion of spectral features with no physical basis but high classification potential that pass the assumptions tests may improve modelling reliability. Furthermore, the efficiency of source ascription based on partial least squares regression (PLSR) models calibrated on artificial mixtures, as proposed by Poulenard et al. (2009 Poulenard et al. ( , 2012 , Evrard et al. (2013) and Legout et al. (2013) , could be tested for VNIR-SWIR spectroscopy.
