As a related result we have Theorem 2. Let d = 1 and let a be a sufficiently small positive number such that fi(8)^lforO<\8\Sa. Then Theorem 2 was proven by Spitzer [5] in the lattice case and by Ornstein [1] and [2] in general. It extends a classical result of Chung and Fuchs. Theorem 2 was not used in [3] . It is stated and proved here only because its proof follows almost immediately from that of Theorem 1. Theorem 2 is also valid in the two-dimensional case. The proof is rather similar, but easier since the analogy of Theorem 1 in the two-dimensional case is trivial.
In the proofs below we will use without further mention the facts that (1.5) \l-\ß(6)\ ^ A|l-,2(0)|, 0 ^ A ^ 1 and 0e7?, and that there exist positive numbers a and c such that \l-\ß(6)\ ^ 9t(l-A,2(0)) (1) (2) (3) (4) (5) (6) ^ 9i(l-/ü(0)) ^ c|0|2, 0 S A ^ 1 and \8\ ^ a.
As a first step in the proof of Theorems 1 and 2 we clearly have Lemma 1 . Let v denote a nondegenerate probability measure on R and let v denote its characteristic function. Suppose that r* oo (L7) L dB < oo.
7/(1.2), (1.3), and (1.4) hold when /x is replaced by p. then Theorem 1 holds.
We say that a probability measure p. on Rd is nonsingular if it is nonsingular with respect to Lebesgue measure on Rd. We say that p is strongly nonlattice if (1.8) lim sup |/2(0)| < 1.
lei -«
A sufficient condition for ß to be strongly nonlattice is that /x be nonsingular. If v is strongly nonlattice, then (1.9) ß(6) * 1, 9*0.
A second observation, essentially made in [3] , can be stated as Lemma 2. There is a nonsingular (and hence strongly nonlattice) probability measure v on R which defines a recurrent random walk on R and is such that its characteristic function v satisfies (1.7).
By Lemmas 1 and 2, Theorem 1 reduces to Theorem 1'. Theorem 1 holds under the additional restriction that it be strongly nonlattice (or nonsingular).
Similarly Theorem 2 reduces to Theorem 2'. Theorem 2 holds under the additional restriction that tt be strongly nonlattice (or nonsingular). Theorems 1' and 2' were proven by Ornstein in [1] (p nonsingular). We will present new and simpler proofs of these results below. The proofs will be patterned in part on methods of Port and Stone [3] and Spitzer [5] .
In §2 we will introduce more notation, reformulate Theorems 1' and 2' and obtain some elementary results. The proof of Theorems 1' and 2' will be completed in §3.
In §4 we will discuss the modifications necessary to sharpen the first part of Theorem 1 by showing that under the conditions of the theorem lim ^-f n-» co LIT J -a exists and is finite. This corresponds to proving the ordinary convergence of various sums arising in [3] instead of the slightly weaker Abel summability. In applications it does not seem to matter whether convergence or Abel summability is used.
2. Preliminaries. We assume in this section that d= 1 and that \x is strongly nonlattice.
For an integrable function / on (-co, co) let / denote its Fourier transform, defined by
Let 2r denote the collection of all continuous real-valued functions / on (-oo, oo) which have compact support and are such that / is absolutely integrable on (-oo, oo). For/£jwe have the inversion formula (2.1) f(x) = ±-T e-'*°f(d)d8, xeR.
For f e 5 set J(f)= I"" f(x)dx and R~(f) = f" xf(x) dx.
J -00 J -00
Then/(())=./(/) and/'(0) = iK(f). Also (2.2) f(9) = J{f) + i6K{f) + 0(9% 9 0.
Let fy+ denote the collection of nonnegative functions in ??. For any constants 0 5= a < co and -oo < b< oo, we can find an f e $ + such that J(f) = a and K(f) = b.
For 0^ A< 1 let UA be the operator defined on g by UKf(x) = 2 A" \f(x+yVn\dy\ fe 3 and x e R. Also if/eg*, then/" g^ + .
It follows from (2.4) and (2.5) that Theorem 1 is equivalent to y -* ± co
The convergence in these limits is uniform on compacts.
Remark. In order to prove Theorems 1' and 3 it suffices to prove Theorem 3 for/eg + .
We can easily prove as a special case of Theorem 3 It follows from (2.12) and (2.14) that Theorem 2' is implied by 
|x|->oo Ml
Proof of Lemma 4. From (2.4) or (2.5) we obtain
from which the lemma follows by dominated convergence and the RiemannLebesgue Lemma. As in [3] we have the important identity that for/e fj, x e R, and 0^ A< 1 (2.30) uÄf(x) = +n_c/y(x).
Then L£(x)_:0. It follows from (2.30) that
Note finally that if C is a compact subset of R having a nonempty interior and fe fy is such that/(x) = 0, x C, then for x e R and 0^ A< 1 (2.32) UV(x) = ExXTc(f(STc) + U*f(STJ).
3. Proofs of Theorems 3 and 4. We assume again in this section that d= 1 and fj, is strongly nonlattice. We will prove Theorems 3 and 4, from which the other theorems follow immediately.
Set dk-hLi=!m»> °*A<1' and let Z)\ A< 1, be the operator on g defined by
Lemma 6. For/eg and x e R Proof of Lemma 6.
MX) = A P (g( -W) -e'*9/( ~ y <0 + WxJtf) -K(fj) de
The second term causes no problem. In studying the first term, it suffices to study 2w:J_X'
Recall that J(g)=l and K(g) = 0. Thus the numerator of the integrand is of the form O(02), and Lemma 6 now follows easily.
From (2.31) we get the identity
where TlB(x, dz) is the measure defined by nj/W = j II&c, Jz)/(z), /e g and x e R.
The quantities Dxf{x), WBDxf{x), and GBf(x) have limits as A f 1 which exist uniformly on compacts (by (2.27) and (2.28) and Lemma 6). Since J(f) and K{f) can be chosen arbitrarily we obtain from (3.2) A f1 g( -Ö)J(f) -<?'*"/( -6) + ixBJjf) -tflAT/) ^, exists and is finite and the convergence is uniform on compacts.
From this result we will get Lemma 8. lim supw \dx\ <co.
Proof of Lemma 8. By definition LB(x)^0 for 0^ A< 1 and x e R. Also there is a finite constant M such that j £ zl\x{x, dz) < M, 0 _; A ^ 1 and x e R.
Suppose lim supAtl dx = co. Then by choosing x> M and using (3.3) we obtain a contradiction.
Suppose instead that lim infAtl dx= -co. Then by choosing x<-M and using (3.3) we again get a contradiction. This proves the lemma.
Let A", h=_1, be any sequence of nonnegative numbers such that A" f 1 as n oo and n-* go exists and is finite and the convergence is uniform on compacts. Clearly LB(x)^0, xe R. We cannot say yet, however, that LB(x) is independent of the choice of the sequence An, 1.
Lemma 9. For/eg and xe R (3.6) lim A*rf(x) = Af(x) n-* oo exists and is finite and the convergence is uniform on compacts.
Proof of Lemma 9. This result follows immediately from Lemma 6 and equation (3.4). Again we cannot say yet that A is independent of the choice of the sequence It now follows from equations (2.31), (2.27), (2.28), (3.5), and (3.6) that (3.7)
Af(x) -UBAf(x) = -GBf(x)+LB(x)J(f).
Lemma 10. For /eg and compact subset C1 of R there is a finite constant M such that We study next the right side of (3.9). It follows from Lemma 11 that (UBAf.y(x)-Af.y (0)) is bounded uniformly in x and y. Also TlBAf(x) is bounded for x e R, since B is relatively compact and Afis bounded on compacts. Clearly GBf(x) is bounded for xeR.
Lemma 12. If /eg + , then Af(x+y)-Af(x)-Af(y) is bounded from above uniformly for x e R and y e R.
Proof of Lemma 12. The result follows from (3.9), the observations which follow, and the fact that if/eg + , then GB/_y(x)^0 and hence -GBf.y(x) is bounded from above uniformly in x and y.
Lemma 13. Iffe%+ andJ(f)>0, then Iff e g + and J{f) > 0, then with probability one (3.13) 2f(Sn) = oo. i
Lemma 13 follows from (3.11)-(3.13).
Proof of Theorem 4. Choose/eg+ with J(f)>0. From (3.9), the observations which follow it, and from Lemma 13 it follows that (3.14) lim (Af(y) + Af(-y)) = oo.
y -* co Theorem 4 now follows from Lemma 9 and the first part of Lemma 3. Lemma 14. Iffe%+, then Af(x), x e R, is bounded from below.
Proof of Lemma 14. Let C be a compact set having a nonempty interior and containing the support of/. Then by Lemma 9 there is a finite constant M such that (3.15) Uxnf(0)-UAnf(y) ^ -M, n ^ 1 and y e C.
We can also assume that Thus by (3.25) lim (Af(x+y)-Af(y)) y-* ± co exists and is finite and the convergence is uniform on compacts. Lemma 17 now follows from Lemma 5.
From (3.7) we get that for/e g, x e R, and is convergent, whereas (4.2) states the slightly weaker result that the series is Abel summable. Although (4.1) and (4.2) seem to be equally useful in applications it is still of interest to know that (4.1) holds for suitable /. Following the arguments of [3] we see that this is equivalent to replacing the first part of Theorem 1 by Theorem 5. Under the conditions of Theorem 1 is convergent, whereas the first part of Theorem 1 states only that the series is Abel summable.
As was the case with Theorem 1, Theorem 5 can be reduced to Theorem 5'. Theorem 5 holds under the added restriction that be strongly nonlattice (or nonsingular).
To reduce Theorem 5 to Theorem 5', we find a strongly nonlattice probability measure v defining a recurrent random walk and such that v(6) -fi(6) = O(0i) as 0-^0. Clearly exists and is finite.
Note that Theorem 5 states that the series
Thus it suffices to show that (4.3) We can assume that a is such that for some c>0 The identity (4.6) plays the same role in proving Theorem 5' as (2.30) does in proving Theorem 1'.
