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ABSTRACT 
The Dual Reciprocity Boundary Element Method (DRBEM) is thus far the most 
powerful numerical technique to tackle elliptic, parabolic, or hyperbolic type 
differential equations, while maintaining the elegance of the Boundary Element 
Method. In this thesis, the details of DRBEM are examined and discussed, with respect 
to the two-dimensional versions of partial differential equations of type 
V̂ w = b(X, y, u, u^, Uy, uj, posed in a bounded (interior) or unbounded (exterior) region. 
For interior problems, the problem associated with the traditional DRBEM, i.e., the 
singularities created by differentiating the interpolation functions sometimes leading to 
large numerical errors, is first pointed out. Then two remedies for this problem are 
given, supported by a number of numerical experiments. As to exterior problems, 
heretofore little effort has been made and the only approach available by now is far 
from completeness and satisfaction. Therefore an endeavour is made to extend 
DRBEM from interior problems to exterior problems. The robustness and reliability of 
the newly proposed approach are supported by the numerical tests so far completed. 
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Being an alternative to other existing numerical techniques such as finite 
difference or finite element methods, the Boundary Element Method (BEM) has now 
become a well established powerful numerical technique to tackle partial differential 
equations. Different from other numerical techniques, which are entirely based on 
approximations, BEM combines some approximations with powerful analytical 
solutions (fundamental solutions to the governing differential equation) and thus 
achieves a high level of accuracy. Furthermore, while other numerical techniques are 
essentially "domain-type", viz., the domain under consideration usually needs to be 
discretised, BEM reduces the effective dimensionality of the problem by one, and 
therefore greatly relieves the computational effort. 
BEM consists of transforming differential equations into equivalent sets of 
integral equations. It was first used by Jawson (1963) and Symm (1963) to numerically 
solve Laplace type partial differential equations which govern steady-state potential 
problems. The elegance of BEM, viz., reducing the dimensionality of a problem by 
one, and its easy implementation as a numerical technique encouraged the extension of 
it to more complicated problems. However, difficulty arose mainly due to the emerge 
of some sort of domain integrals, which may result from source distributions, body 
forces, some nonlinearities, initial conditions in time-dependent problems, etc. Direct 
calculation of those domain integrals, such as what Takhteyev et al (1990) did, 
inevitably involves discretising the domain into the so-called internal cells. Such a 
domain discretisation and cell integration not only offset its main advantage over other 
domain-type methods but also affect the numerical efficiency. On account of this 
difficulty, a substantial amount of research has been carried out during the last decade 
to reduce the domain integrals into equivalent boundary integrals. Up to now, several 
approaches have been proposed (see Partridge et ai, 1992): 
(1) Galerkin Vector Method, e.g. used by Cruse (1977), Rizzo and Shippy (1977) in 
their pioneering works on elastostatics. This method uses a primitive, higher-order 
fundamental solution and Green's identity to transform certain types of domain 
integrals into boundary integrals. Unfortunately, it can only solve relatively simple 
cases. It has been extended to die so-called Multiple Reciprocity Method. 
(2) Fourier Expansion Technique, proposed by Tang et al. (1988). It has been 
applied to some comparatively simple cases. But in many cases, the calculation of the 
Fourier coefficients can be computationally very cumbersome. 
(3) Multiple Reciprocity Method, recendy proposed by Nowak and Brebbia (1989). 
This is an extension of the Galerkin Vector Method, utilising as many higher-order 
fundamental solutions as required rather than using just one. The main difficulty is that 
the method cannot be easily applied to general non-linear problems and that the higher-
order differentiability of some known or unknown functions is required. 
(4) Dual Reciprocity Boundary Element Method (DRBEM), detailed in Partridge et 
al. (1992). It is the only technique, other than "cell integration", so far generally 
working for many different cases and is the subject of this thesis. However, it suffers 
from the drawback that how to distribute the internal nodes that are needed in this 
method is not known a priori. 
DRBEM was introduced by Nardini and Brebbia in 1982 for elastodynamic 
problems and extended by Wrobel et al. (1986) to time-dependent diffusion problems. 
The method was further extended for more general problems by Partridge and Brebbia 
(1990a). 
DRBEM is essentially a generalised way of constructing particular solutions. 
Now it is clear that DRBEM is applicable for a large number of partial differential 
equations, including nonlinear and time-dependent problems. In this thesis, however, 
we shall concentrate on the two-dimensional equations of type 
= b(x,y,u,u^,uy,ui), which were discussed in detail by Partridge and Brebbia 
(1990a) and were further studied by Zhu and Zhang (1992a, 1992b), Zhang and Zhu 
(1992). 
An outline of DRBEM is given in Chapter 2 with respect to convective-type 
problems, the most recent advance of DRBEM, and its failure with this type of 
problems is highlighted. Some numerical experiments are given to demonstrate that the 
improper choice of interpolation functions in die traditional DRBEM analysis results in 
singularities artificially created inside a computational domain and on the boundary, 
and that the artificially created singularities sometimes lead to large numerical errors 
for this type of problems. 
Then a functional transformation is introduced in Chapter 3 to avoid the 
generation of the artificially created singularities. The results of the numerical tests 
show that the proposed functional transformation leads to a higher numerical 
efficiency and improved numerical accuracy. 
This new approach, however, doesn't apply to nonlinear governing equations. 
Since the failure of the traditional DRBEM with convective-type problems is 
essentially due to the improper choice of interpolation functions used in DRBEM 
analysis, it is preferable to find some new interpolation functions that work for all the 
cases, including convective-type and other types of problems. In Chapter 4, two kinds 
of such "universally" applicable interpolation functions for all the cases are proposed; 
they are constructed from a simple and effective modification of the traditional 
interpolation functions. With higher-order differentiability, the new interpolation 
functions are more appropriate to be used for convective-type equations, i.e., equations 
involving derivatives of the unknown function in b; large numerical errors resulting 
from the adoption of the traditional interpolation functions are successfully eliminated. 
Furthermore, through our numerical experiments, we shall also show that these newly 
proposed interpolation functions are also applicable for other cases; numerical results 
of at ieast the same level of accuracy as, if not better than, those from adopting the 
traditional interpolation functions are obtained for the cases other than those the new 
interpolation functions are specially designed for. Therefore the adoption of the new 
interpolation functions is recommended for all the cases. 
While DRBEM has been successfully applied to solve a number of interior 
problems (see, e.g.. Partridge et aL, 1992, Brebbia, et ai, 1984, Nardini and Brebbia, 
1982, etc.), it seems that litde effort has been made in applying DRBEM to exterior 
problems (viz., the domain concerned is unbounded). As a matter of fact, extending 
DRBEM from interior to exterior problems is far from trivial; some novelties emerge 
due to the speciality of exterior problems. So far the only approach available, which 
was proposed by Loeffler and Mansur in 1988, is far from completeness and 
satisfaction, as was pointed out by Zhu and Zhang (1992b). In Chapter 5, the 
interpolation functions associated with exterior problems, which were first proposed by 
Loeffler and Mansur (1988), are firstly examined. It is shown that the choice of an 
arbitrary constant, the inclusion of which in those interpolation functions is necessary 
to deal with exterior problems, has clear effects on the numerical accuracy. Then a new 
approach for exterior problems is proposed. By mapping an exterior problem into an 
equivalent interior problem, the interpolation functions proposed in Chapter 4 (for 
interior problems only) can be employed to obtain accurate results. Furthermore, it is 
shown that the regularity conditions are automatically satisfied if the unknown 
function satisfies certain regularity conditions at infinity in the original exterior 
problem. This new approach has been applied to a number of engineering practical 
problems (e.g., see Zhu and Zhang, 1992b, 1993) and has yielded quite satisfactory 
results so far. 
The main aim of the current research is to enhance the numerical accuracy of 
DRBEM for some special cases of interior problems and to extend DRBEM from 
interior to exterior problems through a mapping transformation. 
CHAPTER2 
OUTLINE OF TRADITIONAL DRBEM AND ITS 
FAILURE WITH CERTAIN CASES 
Adopting DRBEM, a singular volume integral, which needs to be evaluated in 
boundary element analysis, can be converted into boundary integrals. However, when 
the governing equation is of a certain type, this conversion fails due to the 
singularities being introduced, arising from differentiating the interpolation functions, 
inside and on the boundary of a computational domain. 
2.1 INTRODUCTION 
DRBEM has been shown by Partridge and Brebbia (1990a) to be generally 
applicable to partial differential equations of type V^u = b(x,y,u,u^,uy,u,), which may 
represent Poisson's equation, Helmholtz's equation, Navier's equation, and many 
others. A particular form of this equation is 
r / r / ^du 1 N = f,(x,y,u)— + f^(x,y,u)— , (2.1) ax dy 
which might represent the governing differential equation arising from a temperature 
distribution problem within materials of non-uniform thermal conductivity, or a 
diffusion problem with non-constant diffusivity, or even a heat transfer/diffusion 
problem with physical domain moving with respect to a stationary coordinate system. 
Solving this type of equations numerically with arbitrary functions f^(x,y,u) and 
f2(x,y,u) is of great significance to engineers and applied mathematicians. However, 
as will be shown in this chapter, in the case that b contains the convective terms (the 
terms that contain û  or w )̂, such as in (2.1), there are singularities introduced, in the 
traditional DRBEM (Partridge and Brebbia, 1990a), arising from differentiating 
distance functions. These artificially created singularities at all collocation points 
sometimes result in large numerical errors. 
In this chapter, the traditional DRBEM is firstly oudined, following Partridge and 
Brebbia (1990a). Then the creation of the singularities is pointed out and the large 
numerical errors that these artificially created singularities may result in are 
demonstrated with an example. 
2.2 OUTLINE OF THE TRADITIONAL DRBEM 
Although DRBEM has been clearly described by Partridge and Brebbia (1990a), 
it is still outlined here for the sake of an easy reference and a clear illustration of the 
singularities created when differentiating distance functions. 
For the sake of simplicity and without loss of generality, the formulation of the 
boundary integral and its discretised form-can be demonstrated with a simple boundary 
value problem 
ru = f(x,y)^ in ¿1, ( 2 . 2 ) 
dx 
U = UQ on r , (2.3) 
where f(x,y) and UQ are given functions, Q. is the domain to be considered and F is 
its boundary as shown in Figure 2.1. 
boundary nodes total N 
FIGURE 2.1 An illustration of a computational domain and collocation points 
The main steps of applying DRBEM to solve (2.2) and (2.3) are: 
(i) Assume that the right hand side of (2.2) can be expanded with respect to a series 
p 
of localised interpolation functions /y, which take the form X ' ^ ^^^ proposed 
m=0 
by Wrobel et al (1986) and has been populariy adopted so far, where r̂  is the 
distance from a source point j to a field point fx,}') and p is an integer that can be 
chosen arbitrarily. However, in practice, p=\ giving l+r^ is adopted, according to 
Partridge and Brebbia (1990a, 1990b), because of its simplicity and the generally 
satisfactory results it leads to. Therefore from hereafter, we set p=l (for arbitrary p, 
only a minor modification to the following discussion is needed). The expansion of the 
right hand side of (2.2) can now be written as 
(2.4) 
where = 1 + r-, a- are some unknown coefficients, which will be determined by the 
collocation method with N boundary collocation points and L internal collocation 
points (see Figure 2.1). 
(ii) Let M be a fundamental solution of Laplace's equation, with its source point 
located at ^, i.e.. 
(2.5) 
where 5 is the Dirac delta function and ^=(x,y) is an arbitrary spatial point. For two-
dimensional case, 
^ ' " (2.6) I7t 
with rfp, denoting the distance between points p and Now, multiplying (2.2) by 
u with (2.4) being utilised, and then integrating over domain Q., yield 
N+L 
^ = (2.7) 
The left hand side of (2.7) can be converted into boundary integrals alone with 
Green's second identity without any difficulty. To convert the domain integral on the 
right hand side of (2.7) into boundary integrals, f j is replaced by V^Uj, i.e., by 
demanding m . to be a particular solution of the equation V^Uj = f . (such a solution 
can be easily found, e.g. = + y for p=l). Then integration by parts produces 
N+L 
uq d r + ]q*u d r = -Ju*qj d P + jq*Uj dT) (2 .8 ) 
r ;=i L r r ^ 
where u,, ii^ are the values of ¿/, u^ on point ^ respectively; and q , q\ q^ are the 
normal derivatives of ¿i , u\ u., respectively, c, in (2.8) depends upon the location of 
the source point It was shown, for example, in Brebbia et al. (1984), that 
if ^ is a boundary point; (2.9) 
1, if ^ is an interior point, 
where yi^) denotes the internal angle of the boundary at The discretised form of 
(2.8) is then 
N N N+L[ f N N 
k = l k=l j=l V /l-l (2.10) 
in which Mjt' Qky ^kj* % represent the values of u,q,ujyqj on the A:th boundary node 
respect ively (here the notat ion of l inear e lements is used) , and 
= ¡(p.udT^-^ = with 
denoting the ^th and f ^ - l j t h element on the boundary respectively, (p̂ , (P2 denoting 
linear interpolation functions. 
(iii) Applying (2.10) to all collocation points (including those inside the domain and 





, / = !,•••,iV + L (2.11) 
. Jt=l k=l l V k=l 
which can be written in matrix form as: 
Hu - Gq = (HU - G Q ) a , (2.12) 
where the coefficients c,. have been incorporated into the diagonal elements of the 
matrix H, and therefore the elements of the matrix H are given by 
h^j^, ifi^kandk<N; 
h-^ + c,, if i = k and k < N; 
0 , i f i ^ k a n d N < k < N + L ; 
1 , ifi = kandN<k<N + L 
G, U and Q in (2.12) are the matrices with their elements being equal to g^̂ , q^, 
respectively. 
f^ik -
Before one can solve for unknown u's and q's in (2.12), one needs to associate 
the vector a with these unknowns first. Although some of the following derivation 
was not clearly mentioned by Partridge and Brebbia (1990a), it seems that it is the 
only approach to obtain the linear system of equations (2.20), which is the same as 
Equation (35) in Partridge and Brebbia (1990a). 
Firstly, (2.4) is written in matrix form 
= (2.13) 
where F is a diagonal matrix with its diagonal elements being equal to the value of 
f(x,y) at each collocation point, and F is a square matrix with its elements 
^ij = ! + with r.j being the distance between point / and j. As was proved by 
Micchelli (1986), the matrix F is always invertible. Therefore inverting (2.13) gives 
3u a = F - ' F — . (2.14) 
Now to associate — with u, another expansion 
u = Fp, (2.15) 
is needed, from which the vector (3 can be determined as: 
P = F-^u. (2.16) 
Differentiating (2.15) with respect to x yields 
du dF^ 
Substituting (2.17) into (2.14) yields 
= (2.18) 
Finally, substituting (2.16) into (2.18), we obtain 
a = F-^F—F-^u. (2.19) 
Now, a linear system with ( N + L ) unknowns (L unknown m's on internal 
collocation points and N unknown either w's or q's, or mixed m's and q's, on 
boundary collocation points) can be formed by simply substituting (2.19) into (2.12) 
Hu - Gq = (HU - G Q ) F - ' F ^ F - ^ u . (2.20) 
dx 
This equation is of the same form as Equation (35) in Partridge and Brebbia (1990a), 
although the vector (3 was never explicitly used there. 
2.3 SINGULARITIES CREATED WITH THE TRADITIONAL DRBEM 
A careful examination of the above derivation would reveal that singularities 
were introduced on all collocation points when differentiating (2.15) to produce (2.17). 
3F 






evaluated at point i 
where f .=l + r.. But since — = = ^ ^ and the limit of doesn't exist 
' dx dx r. r,. 
as (x,y)^(Xi,y^), e.. is actually undefined. Expressing as - ^ p creates 
singularities on all collocation points. 
The introduced singularities lead to a large numerical error when approximating 
function —(x,y) by another function T^(x,y)P:, which is necessary in order to 
dx dx 
convert a volume integral into a boundary integral in DRBEM. To illustrate the 
numerical inaccuracy resulting from the introduction of the singularities, we have 
conducted some numerical experiments. lii these numerical experiments, the distance 
between two functions / and ^ was measured by the maximum norm defined as 
I/, ̂ 11 = max \f( X, y) - g( x, y)\, (2.22) 
or by the maximum relative error defined as 
max \(s(x, y) - f(x, y)) / f ( x , y)l {fix, y}itQ), (2.23) 
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Total nomber of collocation points used 
n C U R E 2.3 max 
N+L 
and max 
^ dx dx 
(total number of collocation points used), for u(x,y)=lO 
vs. (m + iy 
Two test functions were adopted to show that when the distance between a 
N+L 
function u(x,y} and its approximating function ^fj(x,y)Pj constructed by the 
;=i 
collocation method is approaching zero, the distance between the derivative functions 
du 
—(x.y) and may not be small at all. Two test functions, u(x,y)=lO 
ox uX 
and u(Xyy)=&^'' cosh y, being defined on a unit square, were chosen with (m + lf 
collocation points being placed uniformly inside the domain and on the boundary. In 
Figure 2.2, the case when m=2 is graphed. In Figure 2.3, the distances between u(x,y) 
and ^ f j (x,y)pj, —(x,y) and ^ - ^ f x, y)pj are plotted against the total number of 
j=l ox J^i ox 
collocation points (m +1)^. As can be clearly seen, when the distance between u(x,y) 
N+L 
2Lnd^fj(x,y)Pj approaches zero as the number of collocation points increases, the 
7 = 1 
du ^^^df 
distance between — fx,yj(=0) and remains quite large (greater than 
ox ^^ ox 
1.4). Furthermore, the numerical results indicated that the largest difference between 
du 
—(x,y) and always occurred at one of the collocation points. A 
ox ox ^ 
similar situation was found for the second test function u(x,y)=e^'' cosh y as well. 
Since this time u(x,y) and ^(x,y) are always positive, the maximum relative errors 
ox 
N+L ^^ 
associated with approximating u{x,y) b y ' Y a n d approximating — ( x , y ) 
by are plotted, in Figure 2.4, against the total number of collocation ^ dx 
points (m +1)^. While the former quickly declines to zero as m increases, the latter 
approaches to a large constant relative error of about 57%, as we can clearly see from 
this figure. Furthermore, it was found that the errors associated with approximating 
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FIGURE 2,4 Maximum relative errors vs. f/n + ( t o t a l number of collocation points 
used), for u(x,y) = e^""cosh y 
du Since large errors have been produced when approximating function — ( x , y ) by dx 
another function one may expect large errors would also occur when 
j=i ox 
the corresponding boundary value problem is solved with the traditional DRBEM. 
Here we take as an example the following boundary value problem, in which tiie 
second test function cosh y is taken as its exact solution. The outcome is 
similar for the first test function. 
Consider the following simple boundary value problem: 
V^u = inside a unit square slab, 2 dx (2.24) 
u = ê "" cosh}' on the boundary, (2.25) 
with the exact solution being u = ê "" coshy. In this case, the vector a in (2.19) can be 
written as 
a = (2.26) 2 dx 
dF where the diagonal elements of the matrix — , which are actually undefined, were dx 
artificially set to be zero (see Partridge and Brebbia, 1990a). To circumvent the 
difficulty of representing the normals at the corner points, constant elements were 
employed, for this particular case, to solve the boundary value problem (2.24)-(2.25) 
with the traditional DRBEM. As expected, large errors of the calculated flux q on the 
boundary were produced with the traditional DRBEM. On the other hand, adopting the 
new approach that will be described in Chapter 4 in this thesis, even with a small 
number of internal nodes and that of boundary elements, much more accurate 
numerical results were obtained for both the unknown u and the flux, q. As a matter of 
fact, when m=5, the maximum errors for the calculated w's on the internal nodes are 
0.9% and 0.06% for the traditional and new approaches, respectively, whereas on the 
boundaries, as shown in Table 2.1, the maximum errors for the numerically calculated 
flux are 46% and 6% for using the traditional and new approaches, respectively (we 
excluded those boundary nodes where the exact fluxes are equal to 0). Furthermore, 
when the total number of collocation nodes and that of the boundary elements were 
increased (i.e., with lager m), the numerical errors on some points hardly declined at 
all with the traditional DRBEM. For example, when m=10, there were still three points 
where the numerical errors exceeded 20% (one of them even up to 57%!), not to say 
that the errors on some boundary points (where the exact fluxes are equal to 0) had not 
been accounted in. 
Table 2.1 Numerically calculated and exact flux 
boundary P-Approach* N-Approach* Exact"* Errori^ (%) Error2* (%) 
nodes 
1 -0.305 0.0122 0. - _ 
2 -0.002323 0.00866 0. _ _ 
3 0.119 0.00275 0. _ _ 
4 0.190 -0.00869 0. - -
5 -0.252 0.0345 0. - _ 
6 14.01 14.85 14.85 5.7 0.026 
7 14.95 15.43 15.45 3.3 0.12 
8 16.06 16.64 16.66 3.6 0.17 
9 17.58 18.48 18.55 5.2 0.39 
10 20.20 21.28 21.18 4.6 0.50 
11 6.645 7.051 7.110 6.5 0.82 
12 4.873 4.770 4.766 2.3 0.094 
13 - 3.364 3.172 3.195 5.23 0.72 
14 2.203 2.130 2.141 2.9 0.52 
15 0.7688 1.451 1.435 46 1.1 
16 -2.570 -2.806 -2.866 10 2.1 
17 -2.712 -2.504 -2.510 8.0 0.25 
18 -2.358 -2.239 -2.255 4.6 0.72 
19 -2.306 -2.056 -2.091 10 1.7 
20 -1.572 -2.130 -2.010 21 6.0 
Notes: * Numerically calculated flux using the traditional DRBEM.; 
** Numerically calculated flux using the new approach in Chapter 4; 
*** Exact fluxes; 
+ Errorl=!(Colunm2-Column4)/Column4l*100; 
# Error2=l(Column3-Column4)/Column4l* 100. 
From the above numerical examples, one can conjecture that the relatively large 
errors in adopting the DRBEM suggested by Partridge and Brebbia (1990a) compared 
with those in adopting the new approaches that will be proposed in the forthcoming 
chapters may result from the large discrepancy between —(x ,y ) and ax ox 
which is a direct consequence of the nondifferentiability of the interpolation functions 
at their source points. 
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CHAPTER3 
AN IMPROVEMENT FOR SOLVING LINEAR EQUATIONS 
In this chapter, a functional transformation, which applies to linear governing 
equations, is proposed so that the creation of singularities described in the previous 
chapter can be avoided. 
3.1 A FUNCTIONAL TRANSFORMATION TO ELIMINATE THE 
CONVECTIVE TERMS 
Having shown the singularities created by the differentiation of (2.15) in the 
previous chapter, one would naturally seek for an improvement such that the 
differentiation of the interpolation function, which stems form the convective terms in 
governing equation, can be avoided. Here, we suggest the introduction of a 
transformation to eliminate those convective terms. This transformation is universally 
applicable to second-order linear homogeneous elliptic equations of the form 
= f i x . y ) ^ ^ (3.1) 
dx dy 
as long asf(x,y) and g(x,y) are continuous functions defmed in the domain. For second-
order linear nonhomogeneous elliptic (or other types) equations, it can be readily 
shown that this transformation is still valid and only a minor change to the following 
analysis is needed. For the case that f(x,y) and g(x,y) are only known at certain points, 
some sort of interpolation functions can be used before such a transformation is 
performed. Alternatively, the approach that will be presented in the next chapter, i.e., 
adopting higher-order interpolation functions in DRBEM, can be employed. 
Upon adopting the following transformation 
w = (3.2) 
witii k(x,y) = ^ 
y 
f ( x , y j d x + j g ( x ^ , y ) d y 
L.̂0 >-0 
, and (xQ,yQ) being an arbitrary point 
inside the domain, the governing differential equation for a new function v takes the 
form 
V \ = p ( x , y ) v , ( 3 . 3 ) 
f + g f + 
where p ( x , y ) = — ^ - + - — + h . The boundary conditions (either essential or 
2 4 
natural) can be transformed accordingly without a great deal of difficulty. Notice that 
the right hand side of (3.3) involves only the unknown function v itself, i.e., no 
derivative terms. DRBEM can be employed to solve (3.3) numerically without the 
necessity of taking derivatives in order to obtain (2.17) from (2.15) as discussed in die 
previous chapter. The formulations of boundary integral and its discretised form are 
similar to those stated in the previous chapter as well and the fmal linear system for 
d F 
unknown v's and q^'s is similar to (2.20) except that the matrix — no longer 
ax 
appears. The new set of equations for unknown v's and ^ / s is of the form 
Hv - Gq, = (HÛ - G Q ) F - P v , (3.4) 
where q, = — , H, G, Û, Q, F are all the same as in (2.20), and P is a diagonal 
dn 
matrix, similar to F in (2.20), with its diagonal elements being set to the nodal values 
of p ( x , y ) . After the unknown v's are found from (3.4), unknown w's can be found 
directiy from (3.2). It is through the transformation (3.2) that the derivative terms are 
successfully eliminated. Furthermore, since less matrices are involved in calculation. 
the numerical efficiency is greatly enhanced, especially when the number of 
collocation points is large. 
3.2 NUMERICAL EXPERIMENTS 
In order to compare the present approach with that used by Partridge and Brebbia 
(1990a), three numerical experiments are presented here. 
FIGURE 3.1 An elliptic domain and a DRBEM discretization 
In the first numerical example, exactly the same governing equation (V^w = 
ax 
with exact solution w = e'"") and boundary conditions as those used by Partridge and 
Brebbia (1990a) were taken. The computational domain was also taken to be an ellipse 
with semi-major axis of length 2 and semi-minor axis of length 1 as that used by 
Partridge and Brebbia (1990a). Sixteen linear elements and seventeen internal nodes 
were used, as shown in Figure 3.1. In this simple case, the set of equations for 
unknown M'S and ^'s, if the approach in Partridge and Brebbia (1990a) is adopted, is 
just Equation (2.20), where F was just -I, with I denoting identity matrix, and the 
dF diagonal entries of the matrix — , which are actually undefined, were artificially set dx 
to be zero (Partridge and Brebbia, 1990a). After the transformation, the set of 
equations for unknown v's and ^ / s is of the form (3.4), with P being equal to —I. 
Due to symmetry of the problem, only the values of u from both numerical solution 
and the exact solution on 12 internal nodes were tabulated in Table 3.1. As clearly 
shown by the last two columns of Table 3.1, the absolute errors between the numerical 
solution and exact solution resulting from the new approach, at all the interior points 
except two, are much smaller than those resulting from the traditional approach. A 
much better overall performance of the new approach is reflected by the fact that the 
norm, which has been defined in Equation (2.22) in the previous chapter, of the new 
approach was found to be 0.0134, which is neariy three times smaller than that of the 
traditional approach, which was found to be 0.0383. In other words, the functional 
distance between the numerical solution from die new approach and the exact solution 
is much smaller. Furthermore, the maximum relative error, which has been defined in 
Equation (2.23) in the previous chapter, from the new approach was only 0.4%, 
whereas the maximum relative error from the traditional approach was 7.07% , which 
is nearly eighteen times larger. 
Table 3.1 Comparison of the traditional and new approaches for the first 
numerical example 
* 
"i X y traditional new exact abs. abs. 
approach approach solution diffe. V* diffe. 2*" 
" l 7 1.5 0.0 0.2214 0.2229 0.2231 0.0017 0.0002 
1.2 -0.35 0.3068 0.3016 0.3012 0.0056 0.0004 
0.6 -0.45 0.5543 0.5498 0.5488 0.0055 0.0010 
" 2 0 0.0 -0.45 1.0018 1.0017 1.0000 0.0018 0.0017 
" 2 1 • -0.6 -0.45 1.8176 1.8248 1.8221 0.0045 0.0027 
" 2 2 -1.2 -0.35 3.3242 3.3231 3.3201 0.0041 0.0020 
" 2 3 -1.5 0.0 4.4991 4.4776 4.4817 0.0174 0.0041 
" 2 9 0.9 0.0 0.4103 0.4072 0.4066 0.0037 0.0006 
" 3 0 0.3 0.0 0.7435 0.7421 0.7408 0.0027 0.0013 
" 3 1 0.0 0.0 1.0006 1.0016 1.0000 0.0006 0.0016 
W 3 2 -0.3 0.0 1.3467 1.3518 1.3498 0.0031 0.0020 
" 3 3 -0.9 0.0 2.4491 2.4619 2.4596 0.0105 0.0023 
Note: * The values of u(x,y) on the ¿th node; 
** Differences between the function values computed by using the traditional approach 
and those from the exact solution; 
*** Differences between the function values computed by using the new approach and 
those from the exact solution. 
It would be highly preferable to adopt the example in Section 4.3 in Partridge and 
Brebbia (1990a) as the second numerical example as well to show the comparison 
between the new approach and the traditional one. However, the governing equation 
after the transformation (3.2) turned out to be a Laplace's equation, which was too 
trivial to be solved with DRBEM (only regular boundary element method is needed). 
Therefore, another testing function u(x,y) = xQ^ was chosen. The governing 
differential equation it satisfies is V^u = x ^ . Again, the same computational domain dx 
and nodes were taken as those in the previous example. Only the computational and 
exact values of u on ten internal nodes were tabulated in Table 3.2 due to the 
symmetry of the problem. The absolute errors at all the interior points except three, 
resulting from the new approach were smaller than those resulting from the traditional 
approach. Although the two norms corresponding to the new approach and the 
traditional one were found to be very close to each other (1.03 for the traditional 
approach and 1.37 for the new approach), the maximum relative error of the new 
approach (3.66%) was nearly half of that of the traditional approach (6.66%). 
We have also completed a large number of numerical tests, from which it was 
noted that with the traditional approach, sometimes, very bad results were obtained 
and not much improvement could be made even if one kept increasing the number of 
boundary elements and/or the number of the internal nodes, as shown in the previous 
chapter. It is those artificially created singularities that introduce large numerical errors 
in the case that convective terms are included in the governing equation. On the other 
hand, as long as a problem is well-posed, the new approach discussed in this chapter 
will generally lead to convergent and satisfactory results; the new approach does seem 
to be superior to the traditional one based on all the improved numerical results we 
have obtained so far from a large number of numerical tests. 
Table 3.2 Comparison of the traditional and new approaches for the second 
numerical example 
X y traditional new exact abs. abs. 
method method solution diffe. V* diffe. 2*** 
1.5 0.0 1.5093 1.5095 1.5000 0.0093 0.0095 
1.2 -0.35 0.8400 0.8425 0.8456 0.0056 0.0025 
"l9 0.6 -0.45 0.3771 0.3789 0.3828 0.0057 0.0039 
"20 0.0 -0.45 0.0000 0.0000 0.0000 0.0000 0.0000 
«26 -0.6 -0.45 0.0000 0.0000 0.0000 0.0000 0.0000 
"27 -1.2 -0.35 0.9268 0.9259 0.9410 0.0142 0.0151 
"28 -1.5 0.0 1.6901 1.6835 1.7029 0.0128 0.0194 
«29 0.9 0.0 0.8879 0.8910 0.9000 0.0121 0.0090 
«30 0.3 0.0 0.2942 0.2959 0.3000 0.0058 0.0041 
«31 0.0 0.0 0.0000 0.0000 0.0000 0.0000 0.0000 
Note: * The values of u(x, y) on the ¿th node; 
** Differences between the function values computed by using the traditional 
approach and those from the exact solution; 
*** Differences between the function values computed by using the new approach 
and those from the exact solution. 
To show the numerical efficiency enhanced by the new approach in solving a 
practical problem, the steady state of the temperature distribution in a 
nonhomogeneous material was solved with both approaches. Consider a unit square 
slab with the temperature on its four boundaries being kept constant as shown in 
Figure 3.2. With a non-uniform conductivity k = k(x,y), the steady state of 
temperature distribution T(x,y) in a nonhomogeneous material is governed by the 
differential equation, with subscripts being used to denote partial derivatives, 
dx dx + dy = 0, 
or: (3.5) 
subject to the boundary conditions 
T(x,0) = T(x. Ì) = T(0,y) = 0 , and T(ly) = 1 . (3.6) 
T=0 
FIGURE 3.2 Nonhomogeneous slab with constant 
temperature distribution on each of its boundaries 
If the thermal conductivity k is taken as an exponentially varying function in the 
X-direction, (3.5) becomes 
iL 
dx (3.7) 
Boundary value problem (3.7) and (3.6) has an exact solution 
l-x 
/i=l 
In Figure 3.3, the distribution of temperature along the x-direction at a fixed y 
level (>^=0.5) and that along the y-direction at a fixed x level (x=0.5) calculated from 
the analytical solution and from the numerical solution with the new approach adopted 
are plotted; the agreement is excellent. The corresponding numerical results obtained 
from adopting the traditional approach are not shown here because they are of nearly 
the same accuracy, although large errors do occur for the numerically calculated flux 
on the boundaries (as a matter of fact, errors associated with the calculated flux at 
nearly half number of the boundary nodes exceed 20% if the traditional approach is 
adopted). However, with the new approach, a great deal of CPU time was saved. As 
can be clearly seen in Figure 3.4, the difference between the CPU times used when 
solving this problem with two different approaches is continuously increasing as the 
total number of collocation points is increased. For example, when the total number of 
collocation points reached 169, the CPU time used with the traditional approach was 
about 60% more than that used with the new approach. That is to say, the traditional 
approach becomes computationally very expensive if one wishes to enhance the 
accuracy further by increasing the total number of boundary elements and the total 
number of collocation points. Clearly, the main reason for the highly computational 
efficiency associated with the new approach is that less number of matrices are 
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3.3 CONCLUSION 
The adoption of a functional transformation has been suggested to avoid 
calculating the convective terms when DRBEM is employed to solve second-order 
linear elliptic equations numerically. Otherwise, the calculation of convective terms 
creates singularities on all collocation points. Three numerical examples are presented 
in this chapter. The results from the numerical experiments completed so far all 
indicate that the new approach performs better than the approach presented by 




AN IMPROVEMENT FOR GENERAL EQUATIONS 
In order to avoid the singularities artificially created with the traditional DRBEM, in 
chapter 3 we constructed a functional transformation, which is however restricted to 
linear governing equations only, to eliminate the convective terms in governing 
equations and thus obtained improved numerical results. In this chapter, a more 
general "remedy" is proposed; two new interpolation functions are proposed and 
examined; they are proved to be generally applicable and satisfactory. 
4.1 INTRODUCTION 
Let's consider the following general field equation 
= b i n Q , (4.1) 
where V^ is the Laplacian operator, b may be a function of x,y,u,t,u^,uy,u^, and Q is 
the domain to be considered. 
In DRBEM analysis, a series of interpolation functions is used to approximate b 
in order to convert the domain integrals appearing in the traditional boundary element 
analysis into boundary integrals alone. Hence the choice of interpolation functions has 
direct effects on the accuracy of this method. One possible choice, which was 
suggested by Wrobel et al. (1986) and has been popularly adopted so far, is the first 
several terms of the power series of distance function, i.e.. 
i r ' ; ( x , y ) , (4.2) 
n=0 
where r.(x,y) denotes the distance between a source point j and a field point (x,y), 
and p is an integer which can be chosen arbitrarily. Partridge and Brebbia (1990a) 
pointed out the adoption of a comparatively simple form of interpolation function, i.e., 
the first two terms of the series (4.2), gives the best results. However, if Z? is a function 
containing partial derivative terms of the unknown function u(x,y), the adoption of 
series (4.2) as the interpolation function results in the creation of singularities on all 
boundary and internal collocation points used in DRBEM analysis, which makes this 
method unreliable, as shown in Chapter 2. To avoid this artificially created 
singularities, in Chapter 3 we proposed a transformation to eliminate all derivative 
terms, and thus obtained much improved numerical results. Unfortunately, that 
transformation is not applicable to nonlinear governing equations. 
In this chapter, two new forms of the interpolation functions are proposed, which 
result from simply dropping the second term in (4.2). It should be noted that dropping 
the second term in series (4.2) doesn't destroy the "completeness" of the sequence, 
simply because adopting this series, which acts as shape functions, is by no means a 
functional expansion. It turns out that the two new interpolation functions are the most 
preferable replacements to the original one; they have the following advantages: 
(i) Applicable for general form of b; 
(ii) More suitable as interpolation functions due to their differentiability up to the 
second order; 
(iii) Generally leading to satisfactory numerical results, sometimes even more 
accurate than the new approach given in Chapter 3. 
In the next section, the two new forms of interpolation functions are proposed. 
Then the results of the numerical experiments with the adoption of the two new 
interpolation functions are presented and compared with each other, with the 
traditional DRBEM used by Partridge and Brebbia (1990a) and with the new approach 
given in Chapter 3. 
4.2 NEW CHOICE OF INTERPOLATION FUNCTIONS 
A key issue in DRBEM analysis is the proper choice of interpolation or shape 
functions. Nardmi and Brebbia (1982, 1985), the originator of DRBEM, have proposed 
the following forms for the interpolation functions (Partridge and Brebbia, 1992b) 
(i) Elements of the Pascal's triangle; 
(ii) Trigonometric series; 
(iii) The distance function r used in the definition of the fundamental solution. 
The last option was first adopted by Nardini and Brebbia (1982) as the simplest 
alternative. Wrobel et al. (1986) showed that the distance function is in fact one 
component of the series (4.2). Since then, this form of interpolation functions has been 
widely adopted due to its simplicity and the satisfactory numerical results it leads to. 
Therefore we adopt this type of interpolation functions, i.e., 
f j = tr^(x,y), (4.3) 
n=0 
where p ism integer which can be chosen arbitrarily. According to Micchelli's (1986) 
theorem, the matrix F generated from the interpolation functions of the form (4.3) is 
invertible, which consolidates its usage, because in DRBEM analysis the matrix F is 
required to be invertible as can be seen from Equation (2.20). However, in the case 
that b contains derivatives of u(x,y), the adoption of such a form of interpolation 
functions leads to artificially created singularities since the diagonal entries of the 
dF matrix — or — are undefined, as was pointed out in Chapter 2. This problem 
dx ay 
originates from the non-differentiability of the distance function r.{x,y), i.e., the 
second term in (4.2), at its source point j . It can be proved that all of the rest terms in 
(4.2) are differentiable up to the second order at any points. Hence, by dropping the 
second term, we may expect better numerical results. Two modified forms of (4.3) can 
therefore be taken as: 
+ (4.4) 
+ + (4.5) 
The reason why f j = l + r] was not adopted is that we found the matrix F becomes 
non-invertible in many situations with this form of interpolation function being 
adopted. With Micchelli's (1986) theorem, the non-invertibility of F can be clearly 
explained. 
Adopting these two new forms of interpolation functions, we can solve (4.1) with 
any kind of b(x,y,uj,u^,uy,u^), while the transformation proposed in Chapter 3 
applies only to the linear versions of (4.1). These two new forms of interpolation 
functions are the simplest and, as will be shown in the next section, the most 
preferable replacements to the interpolation functions (4.3) for the case that derivatives 
of the unknown are involved in b. 
4.3 NUMERICAL EXPERIMENTS AND DISCUSSION 
In the this section, for an easy reference, we name 
(i) approach 1: the approach with being of the form used by Partridge and 
Brebbia (1990a, 1990b), i.e.,l + r.; 
(ii) approach 2: the approach with a functional transformation suggested in Chapter 
(iii) approach 3: the approach with/• being of the form shown in (4.4); 
(iv) approach 4: the approach with/• being of the form shown in (4.5). 
To compare the four approaches with each other more clearly, we need some 
measurements to judge the overall performance of each approach. It seems to be 
reasonable to adopt, as such measurements, the maximum relative error between two 
functions / and g (they may represent the exact and numerical solutions 
respectively), which is defined as 
max 
(x,y)€n 
(g(x, y) - fix, y)) /fix, y), {fix, y)^^), (4 .6) 
and the maximum norm between them, which is defined as 
I/, 1̂1 = max \fi X, y) - gi x, y)\, (4.7) 
(x.y)ea 
where Q. is the domain within which both functions are defined. It is evident that the 
less the maximum relative error and the maximum norm between the exact and 
numerical solutions are, the better an approach is. 
In the following numerical experiments, the domains are all taken to be an ellipse 
with semi-major axis of length 2 and semi-minor axis of length 1 as shown in Figure 
3.1 in the previous chapter. In order to study the applicability of the newly proposed 
interpoladon functions to other cases as well, in addition to adding a new case in 
Subsection 4.3.1, we shall follow Partridge and Brebbia to examine the numerical 
accuracy associated with adopting the new interpolation functions in those cases 
discussed by them. It should be noted that for the cases in Subsections 4.3.1 and 4.3.2, 
in which no derivatives of the unknown are involved in b, approach 1 remains reliable 
and produce accurate results. 
For an easy comparison, the numerical solutions resulted from adopting the two 
new approaches (i.e., approaches 3 and 4) and the norms and maximum relative errors 
resulted from approaches 1-4 are all tabulated in Tables 4.1-11. 
4.3.L Poisson-type problems 
In this case, b is a. known function of x,y only. The linear system for w's and 
q 's is just 
H u - G q = (HÛ-GQ)F-b, (4.8) 
where b is a known vector. As b is not a function of u^ and Uy, approach 2 is not 
applicable. The numerical solutions at internal nodes widi the two new approaches for 
fx+y\ / 
a particular case b=cosh ^ /2 (with the exact solution to the differential 
jc "H y 
equation (4.1) being u(x,y) = cosh—which is imposed on the boundary as the 
essential boundary conditions) are tabulated in Table 4.1. From the last two columns of 
Table 4.1, we can clearly see the good performance of these two new approaches. In 
this case, approach 4 seems to be better than approach 3. To examine the overall 
performance of each approach, the norms and maximum relative errors of approaches 
1, 3, and 4 are shown in Table 4.2, from which we can see the superiority of the two 
new approaches over the traditional one; the norms of the two new approaches are 
twice or four times smaller than that of approach 1 respectively. Similariy, the 
improved maximum relative errors of the two new approaches are twice or four times 
smaller than that of approach 1 respectively as well. All these indicate that the 
functional distance between the numerical solutions from the two new approaches and 
the exact solution is much smaller. 
Table 4.1 Numerical solutions for the Poisson-type problem with approaches 3 
and 4. 
* 
X y approach approach exact abs. abs. 
3 4 solution diffe. V* diffe. 2 * " 
1.5 0.0 1.2954 1.2952 1.2947 0.0007 0.0005 
1.2 -0.35 1.0916 1.0913 1.0917 0.0001 0.0004 
0.6 -0.45 1.0018 1.0019 1.0028 0.0010 0.0009 
"20. 0.0 -0.45 1.0242 1.0244 1.0254 0.0012 0.0010 
«21 -0.6 -0.45 1.1393 1.1397 1.1410 0.0017 0.0013 
«22 -1.2 -0.35 1.3131 1.3139 1.3156 0.0025 0.0017 
«23 -1.5 0.0 1.2954 1.2952 1.2947 0.0007 0.0005 
«24 -1.2 0.35 1.0916 1.0912 1.0917 0.0001 0.0005 
«25 -0.6 0.45 1.0018 1.0019 1.0028 0.0010 0.0009 
«26 0.0 0.45 1.0242 1.0244 1.0254 0.0012 0.0010 
«27 0.6 0.45 1.1393 1.1397 1.1410 0.0017 0.0013 
«28 1.2 0.35 1.3131 1.3139 1.3156 0.0025 0.0017 
W 29 0.9 0.0 1.1018 1.1020- 1.1030 0.0012 0.0010 
«30 0.3 Ô.0 1.0100 1.0103 1.0113 0.0013 0.0010 
«31 0.0 0.0 0.9987 0.9990 1.0000 0.0013 0.0010 
«32 -0.3 0.0 1.0100 1.0103 1.0113 0.0013 0.0010 
«33 -0.9 0.0 1.1018 1.1020 1.1030 0.0012 0.0010 
Note: * The values of u(x, y) on the /th node; 
** Differences between the function values computed by using approach 3 and those from 
the exact solution; 
*** Differences between the function values computed by using approach 4 and those from 
the exact solution. 
Table 4.2 Overall performance of each approach for the Poisson-type problem 
approach 1 approach 3 approach 4 
norms 0.0205 0.00899 0.00571 
maximum 
relative errors 1.6% 0.71% 0.45% 
4.3.2. b = b{u), linear cases 
In the second numerical experiment, is a function of unknown function u, but 
not a function of its derivatives. A particular exact solution for V^u = -u is u = sin x, 
which was used by Partridge and Brebbia (1990a) to verify DRBEM. Now the right 
hand side of (4.8) becomes - (HU - GQ)F^^u, which introduces no new unknowns but 
the unknown u's that have appeared on the left hand side of (4.8), so the unknown u's 
and ^ ' s on both sides can be combined and solved out together. The numerical 
solutions at internal nodes with the two new approaches are shown in Table 4.3 (due to 
symmetry of the problem, only the solutions on 7 internal nodes are shown in Table 
4.3). A good agreement between the numerical solutions and exact solutions is clearly 
indicated by the last two columns of Table 4.3. In this case, approach 3 seems to be 
better than approach 4. This is confirmed by Table 4.4; the norm and maximum 
relative error of approach 3 are both smaller than those of approach 4. In this case, the 
norms of approaches 1, 3, and 4 (see Table 4.4) are all very small and close to each 
other, so are the maximum relative errors. Again good numerical accuracy resulted 
from adopting the two new approaches has been demonstrated for this case. 
Table 4.3 Numerical solutions for the case b = -u with approaches 3 and 4. 
* 
«f X y approach approach exact abs. abs. 
3 4 solution diffe. 1" diffe. 2*" 
« 1 7 1.5 0.0 0.9916 0.9904 0.9975 0.0059 0.0071 
1.2 -0.35 0.9318 0.9318 0.9320 0.0002 0.0002 
« 1 9 0.6 -0.45 0.5647 0.5648 0.5646 0.0001 0.0002 
« 2 0 0.0 -0.45 0.0000 0.0000 0.0000 0.0000 0.0000 
« 2 9 0.9 0.0 0.7827 0.7826 0.7833 0.0006 0.0007 
« 3 0 0.3 0.0 0.2955 0.2955 0.2955 0.0000 0.0000 
« 3 1 0.0 0.0 0.0000 0.0000 0.0000 0.0000 0.0000 
Note: * The values of u(x,y) on the zth node; 
** Differences between the function values computed by using approach 3 and those from 
the exact solution; 
*** Differences between the function values computed by using approach 4 and those from 
the exact solution. 
Table 4.4 Overall performance of each approach for the case b = -u 
approach 1 approach 3 approach 4 
norms 0.0107 0.0131 0.0159 maximum 
relative errors 1.7% 1.3% 1.6% 
4.3.3. b = b(x,y,u^,uy), linear cases 
As was stated in Chapter 2, if b contains derivatives of u(x,y), approach 1 
becomes unreliable. If b is still linear in terms of the unknown function u and its 
derivatives, approach 2 can be employed to avoid artificially created singularities. 
Let's examine two linear cases first: b = - ^ , with the exact solution dx 
u(x,y) = e "", and b = x— , with the exact solution u(x,y) = xe^ (for the latter case, if 
dx 
2 du the example used in Subsection 4.3 in Partridge and Brebbia (1990a), i.e., b = —, 
X ax 
is adopted, the transformed governing equation with approach 2 is a Laplace's 
equation, which is a trivial case; therefore the example used in Chapter 3 is adopted 
here). With approaches 1, 3, and 4, it has been shown in Chapter 2 diat the system of 
equations used to solve for the unknown us and q's is just Equation (2.20). With 
approach 2, two transformations u = vc ̂  and w = ve \ for the two examples 
respectively, where v is a new unknown function, can be constructed to avoid dealing 
with the derivative terms directly. The numerical solutions at internal noc)es with the 
two new approaches are shown in Tables 4.5 and 4.6 respectively. Again, the last two 
columns of Tables 4.5 and 4.6 show the accuracy of the numerical solutions resulted 
from adopting the two new approaches. The norms and maximum relative errors of 
each approach are given in Tables 4.7 and 4.8. For the case b = , it seems that 
dx 
approach 2 produces the best numerical results and die two new approaches are better 
than die approach used by Partridge and Brebbia (1990a). For die case b = x—, die dx 
two new approaches give much smaller norms than the other two approaches, which 
shows die high accuracy of the two new approaches again. 
du 
Table 4.5 Numerical solutions for the case b - - — with approaches 3 and 4 
dx 
* 
«f X y approach approach exact abs. abs. 
3 4 solution diffe. 1 " diffe. 2*** 
«17 1.5 0.0 0.2253 0.2265 0.2231 0.0022 0.0034 
«18 1.2 -0.35 0.2994 0.2987 0.3012 0.0018 0.0025 
0.6 -0.45 0.5480 0.5469 0.5488 0.0008 0.0019 
« 20 0.0 -0.45 1.0017 1.0006 1.0000 0.0017 0.0006 
« 2 1 -0.6 -0.45 1.8284 1.8273 1.8221 0.0063 0.0052 
« 2 2 -1.2 -0.35 3.3297 3.3286 3.3201 0.0096 0.0085 
« 2 3 -1.5 0.0 4.4779 4.4779 4.4817 0.0038 0.0038 
« 29 0.9 0.0 0.4056 0.4050 0.4066 0.0010 0.0016 
« 30 0.3 0.0 0.7411 0.7401 0.7408 0.0003 0.0007 
« 3 1 0.0 0.0 1.0015 1.0005 1.0000 0.0015 0.0005 
« 3 2 -0.3 0.0 1.3528 1.3517 1.3498 0.0030 0.0019 
« 3 3 -0.9 0.0 2.4663 2.4654 2.4596 0.0067 0.0058 
Note: * The values of u(x,y) on the i\h node; 
** Differences between the function values computed by using approach 3 and those from 
the exact solution; 
*** Differences between the function values computed by using ^proach 4 and those from 
the exact solution. 
Table 4.6 Numerical solutions for the case b = x ^ with approaches 3 and 4. 
dx 
X y approach approach exact abs. abs. 
3 4 solution diffe. 1" diffe. 2*** 
« 1 7 1.5 0.0 1.4987 1.4992 1.5000 0.0013 0.0008 
« 1 8 1.2 -0.35 0.8355 0.8326 0.8456 0.0101 0.0130 
« 1 9 0.6 -0.45 0.3764 0.3757 0.3828 0.0064 0.0071 
« 2 0 0.0 -0.45 0.0000 0.0000 0.0000 0.0000 0.0000 
«26 -0.6 -0.45 0.0000 0.0000 0.0000 0.0000 0.0000 
«27 -1.2 -0.35 0.9268 0.9274 0.9410 0.0142 0.0136 
«28 -1.5 0.0 1.6802 1.6827 1.7029 0.0227 0.0202 
« 29 0.9 0.0 0.8888 0.8888' 0.9000 0.0112 0.0112 
« 3 0 0.3 0.0 0.2959 0.2959 0.3000 0.0041 0.0041 
« 3 1 0.0 0.0 0.0000 0.0000 0.0000 0.0000 0.0000 
Note: * The values of u(x, y) on the i\h node; 
** Differences between the function values computed by using approach 3 and 
those from the exact solution; 
*** Differences between the function values computed by using approach 4 and 
those from the exact solution. 
Table 4.7 Overall performance of each approach for the case b = -— dx 
approach 1 approach 2 approach 3 approach 4 
norms 0.0383 0.0134 0.0269 0.0247 
maximum 
relative errors 7.1% 0.4% 3.6% 5.4% 
Table 4.8 Overall performance of each approach for the , du case b = x— ax 
approach 1 approach 2 approach 3 approach 4 
norms 1.03 1.37 0.249 0.383 
maximum 
relative errors 6.7% 3.7% 4.3% 5.3% 
It should be noted that although numerical results of acceptable accuracy have 
been generated in these two examples with the traditional approach (approach 1), 
results of large errors may be generated for many other examples, as shown in Chapter 
2, with this approach being adopted. On the other hand, in all of the numerical 
experiments we have conducted, it was found that the two new approaches always 
produced accurate results. Therefore for the case that h contains derivatives of the 
unknown, the two new forms of interpolation functions are much safer choice for 
DRBEM. 
4.3.4. b = b(x, y, u,u^,uy), nonlinear cases 
The final numerical experiment is for a nonlinear case, with b = -u— and the 
dx 
2 exact solution being u(x,y)= For this case, approach 2 does not apply. To avoid 
JC 
the singularity in the solution on some nodes, a change of the origin in Figure 3.1 to 
(-3,0) was made. In this case, the system of equations for solving unknown w's and 
q's can be written 
Hu - Gq = - ( H U - , (4.9) ax 
where the diagonal of the matrix U contains the nodal values oiu(x,y). Since this is a 
nonlinear case, an iterative procedure has to be used to solve for unknown w's and 
q's . Initially Laplace's equation Hu - Gq = 0 is solved to produce a û  vector, which 
is put back to the diagonal of U; then the equation system (4.9) is solved to generate 
U2, and so on, until a convergent result is obtained. The numerical solutions on 12 
internal nodes, with approaches 3 and 4 being adopted and with the convergence 
criterion being set to be 1% (i.e., when the change for the calculated w's and ^'s is less 
than 1%, nonlinear iterations are stopped), are shown in Table 4.9. The results are still 
quite satisfactory. Table 4.10 shows the norms and maximum relative errors for each 
approach. Approach 1 seems to have produced the best results. However, further 
examination revealed that the calculated q's on the boundary were of very large errors 
(some of them even more than 100%!) and that the numerical results from this 
particular nodal pattern (see Figure 3.1) were unstable, i.e., when some minor changes 
were given to the nodal pattern, considerable amount of changes took place in the 
numerical solutions. Therefore more boundary elements and internal nodes were 
included until stable results had been obtained. The new norms and maximum relative 
errors for each approach are tabulated in Table 4.11, from which we can clearly see 
that the results obtained from adopting approaches 3 and 4 are a little more accurate 
than those from approach 1. 
Table 4.9 Numerical solutions for the case b = -u— with approaches 3 and 4 dx 
* 
"f X y approach approach exact abs. abs. 
3 4 solution diffe. 1" diffe. 2*" 
« 1 7 1.5 0.0 0.4531 0.4566 0.4444 0.0087 0.0122 
« 1 8 1.2 -0.35 0.4716 0.4707 0.4762 0.0046 0.0061 
« 1 9 0.6 -0.45 0.5498 0.5476 0.5555 0.0057 0.0079 
« 2 0 0.0 -0.45 0.6629 0.6606 0.6667 0.0038 0.0061 
« 2 1 -0.6 -0.45 0.8329 0.8307 0.8333 0.0004 0.0026 
« 2 2 -1.2 -0.35 1.1145 1.1127 1.1111 0.0034 0.0016 
« 23 -1.5 0.0 1.3309 1.3307 1.3333 0.0024 0.0026 
« 2 9 0.9 0.0 0.5089 0.5076 0.5128 0.0039 0.0052 
« 3 0 0.3 0.0 0.6016 0.5995 0.6061 0.0045 0.0066 
« 3 1 0.0 0.0 0.6630 0.6609 0.6667 0.0037 0.0058 
« 3 2 -0.3 0.0 0.7382 0.7361 0.7407 0.0025 0.0046 
« 3 3 -0.9 0.0 0.9533 0.9515 0.9524 0.0009 0.0009 
Note: * The values of u(x, y) on the ith node; 
** Differences between the function values computed by using approach 3 and those from 
the exact solution; 
*** Differences between the function values computed by using approach 4 and those from 
the exact solution. 
Table 4.10 Overall performance of each approach for the case b = -u dx 
approach 1 approach 3 approach 4 
norms 0.0190 0.0216 0.0304 maxmium 
relative errors 2.4% 5.1% 7.1% 
Table 4.11 New norms and maximum relative errors for the case b = -u du dx 
approach 1 approach 3 approach 4 
norms 0.00867 0.00277 0.00334 
maximum 0.65% 
relative errors 0.46% 0.59% 
4.4 CONCLUSION 
In this chapter two new forms of generally applicable interpolation functions have 
been proposed to be the best and simplest replacements for the interpolation functions 
widely adopted so far in the case that b contains derivatives of the unknown function. 
Furthermore, the newly proposed interpolation functions have also been tested by 
applying them to other cases. Very satisfactory results were obtained as well, which 
does seem to be in favor of replacing the traditional interpolation functions by the 
newly proposed ones when DRBEM is adopted. With the newly proposed 




Dual reciprocity boundary element method has been successfully applied to general 
field equations posed in a closed domain, i.e., interior problems. Up to now, however, 
little effort has been made to extend it to the exterior problems (i.e., general field 
equations posed in an infinite domain), which are commonly encountered in 
engineering practice. In this chapter, the interpolation functions associated with 
exterior problems, which were proposed by Loeffler and Mansur(1988), are firstly 
examined. It has been found that the choice of the arbitrary constant, the inclusion of 
which is necessary in those interpolation functions, has clear effects on the accuracy of 
the numerical results. A mapping transformation, through which a large number of 
exterior problems can be solved by solving equivalent interior problems, is then 
proposed. Through such a mapping, the interpolation functions proposed in the 
previous chapter are employed to solve the transformed interior problems. Although 
there are certain regularity conditions attached to such a mapping, they can be easily 
satisfied if the unknown function satisfies certain regularity conditions at infinity in the 
original exterior problem. Applications of this mapping transformation to a transient 
heat transfer problem and to a boundary value problem arising from the study of 
steady infiltration from circular cavities demonstrate the good performance of this 
approach. 
5.1 INTRODUCTION 
Ever since the dual reciprocity boundary element method (DRBEM) was 
proposed by Nardini and Brebbia(1982, 1985), it has been proved to be the most 
successful approach so far to solve the general field equation V̂ w = h (where b may 
be a function of x,y,t,u,uj,u^,uy, etc.) posed in a closed domain, i.e., to deal with 
interior problems. In practice, however, many engineering and applied mathematical 
problems are formed up in an infinite domain, which constimtes exterior problems. A 
list of such kind of problems may include the diffraction of water waves around an 
obstacle in an open sea (e.g., see Au and Brebbia, 1983), scattering of elastic waves by 
an elastic inclusion (e.g., see Hirose, 1990), the problem of viscous flows around a 
solid body (e.g., see Wu and Rizk, 1978), steady infiltration from circular cylindrical 
cavities (e.g., see Philip, 1984), and so forth. As will be shown later, the extension of 
DRBEM from interior problems to exterior problems is far from trivial; some novelties 
emerge due to the speciality of exterior problems. Therefore solving general exterior 
problems with DRBEM is of great interest and significance to engineers and applied 
mathematicians. 
The boundary integral formulation of an exterior problem involves a fictitious 
boundary which is located somewhere far from the origin. The integrals carried out on 
this fictitious boundary are negligible if the so called regularity conditions (see Loeffler 
and Mansur, 1988, or Brebbia et ai, 1984) are satisfied. The details of the boundary 
integral formulation for general exterior problems and the associated regularity 
conditions at infinity will be discussed in the next section. 
One of the key issues of DRBEM is how to choose the interpolation functions 
used in the DRBEM analysis. As will be shown in Section 5.3, the selection of 
interpolation functions for exterior problems is much more difficult than that for 
interior problems, for they not only have to satisfy certain regularity conditions at 
infinity but also have to be finite when a field point approaches a source point or the 
distance between these two points approaches to zero. Loeffler and Mansur(1988) 
proposed one type of interpolation functions specially for exterior problems. In order 
to avoid the interpolation functions being singular at their source points, they included 
a constant in the denominator of the interpolation functions. However, how to 
determine such a constant explicitly was never clearly indicated by them; only a lower 
bound of the constant was provided. As a matter of fact, it has been found that different 
choice of such a constant resulted in quite different numerical results, which will be 
discussed in Section 5.3. The clear effects of the choice of such a constant in the 
interpolation functions with DRBEM on the accuracy of the final numerical results 
showed the necessity of developing better techniques in dealing with exterior 
problems. 
In stead of trying to find a special type of interpolation functions or to find a 
criterion to determine the arbitrary constant associated with these interpolation 
functions, a new approach is developed in this chapter. A coordinate transformation, 
which maps an exterior problem into an interior problem, is a much better alternative 
of solving exterior problems. However, care with the regularity conditions at infinity 
under such a coordinate transformation must be taken before an appropriate interior 
problem can be constructed and solved. The regularity conditions at infinity certainly 
make a transformed interior problem different from a true interior problem; some 
changes have to be made to improve the numerical accuracy. Solving exterior 
problems with this newly proposed approach will be presented in Section 5.4. 
As stated before, many practical problems are formed up in infinite domains. As 
example, the applications of the newly proposed approach to a transient heat transfer 
problem in an unbounded region and to a problem of steady infiltration of fluid flow in 
an unsaturated homogeneous soil or porous medium are presented in this chapter. The 
first problem was also used by Loeffler and Mansur (1988) to numerically demonstrate 
their approach. Both the numerical solutions from adopting Loeffler and Mansur's 
approach and from adopting the new approach are compared with each other and with 
the analytical solution. It was found that the numerical results obtained from adopting 
Loeffler and Mansur's approach vary dramatically with the undetermined constant 
associated with the interpolation functions, whereas the results obtained from adopting 
the new approach, being independent of such a constant, are at least as good as, if not 
better than, the best results from Loeffler and Mansur's approach (the constant is 
varied to achieve the best results). The problem of steady infiltration of fluid flow in an 
unsaturated homogeneous soil or porous medium was theoretically studied by Philip 
(1984) and is used here to further verify the numerical accuracy of the newly proposed 
approach. The numerical results from adopting the new approach turn out to be 
remarkably accurate. The superiority of the new approach is thus well demonstrated 
through these two numerical examples. 
5.2 FORMULATION OF BOUNDARY INTEGRAL EQUATIONS FOR 
EXTERIOR PROBLEMS AND REGULARITY CONDITIONS AT INFINITY 
5.2.1. Formulation of boundary integral equations 
FIGURE 5.1 An illustration of a computational domain and collocation points 
Consider the case that in an infinite domain Q. internally bounded by its boundary 
r (see Figure 5.1), the following field equation holds 
V'u = b, (5.1) 
where b may be a function of etc. Let T^ be a circle of radius R 
centred at which is a source point of the fundamental solution of Laplace's 
equation, u (see Equations (2.5), (2.6)). It is in the domain Q.̂  bounded by the actual 
boundary F and the fictitious boundary F„ that the traditional DRBEM analysis can 
be applied to solve Equation (5.1) in order to find an approximate solution. Firstiy, 
Equation (5.1) is multiplied by the fundamental solution of Laplace's equation, u\ and 
integrated over Q.̂ , which yields 
" « V w d ^ = j u b d Q , . (5.2) 
Following the steps similar to those in Section 2.2 in Chapter 2, b is approximated by 
a series of interpolation functions, f j , with 
N+L 
(5.3) 
where a j are some unknown coefficients which can be determined by the collocation 
method with N boundary collocation points and L internal collocation points (see 
Figure 5.1). The subscript j of the interpolation function f j denotes its association with 
point y, which is also one of the N + L collocation points. Now, if a particular Uj can 
be found such that 
(5.4) 
the domain integral on the right hand side of (5.2) becomes similar to that on the left 
hand side of (5.2), that is to say, it can be converted into boundary integrals similarly. 
Obviously, the form of Uj depends on the form of the interpolation functions f j . Up to 
now, several kinds of interpolation functions have been proposed (see Section 4.2 in 
Chapter 4). However, few of these interpolation functions are directiy applicable to 
exterior problems because interpolation functions for exterior problems not only have 
to satisfy certain regularity conditions at infinity but also have to be finite when a field 
point approaches a source point or the distance between these two points approaches to 
zero. The interpolation functions proposed by Loeffler and Mansur (1988) are thus far 
the ones that satisfy both of these criteria. However, there are other problems 
associated with their interpolation functions, which will be discussed in the next 
section. 
Bearing in mind that the construction of appropriate interpolation functions used 
in DRBEM analysis for exterior problems may be a quite difficult task, let us now 
assume, for the time being, that they have been constructed and proceed to the next 
stage of DRBEM. With equations (5.3) and (5.4) being substituted into the domain 




Then integrating by parts produces 
^ uq*dT - f d r + f w^^dr^ - j uq dP^ = 
r_ 
/ 
• a . 
1 
Ujq*dT - uqjdT^ 





in which ^ is the source point of u \ u.̂  are the values of m, iij on point ^ 
respectively; and ^ , q̂  are the normal derivatives o iu respectively. The 
coefficient ĉ  depends upon the location of the source point ^: 
7(<^)/2;r, if ^ is a boundary point; 
1, if ^ is inside the domain; (5-7) 
0, if ^ is outside the domain, 
where yi^) denotes the internal angle of the boundary at ^ (see Figure 5.2). 
Q 
HGURE 5.2 Internal angle y(^) at a boundary point ^ 
5.2.2. Regularity conditions at infinity 
The boundary integral equation (5.6) can be of a much simpler form, i.e., needs to 
be carried out on the internal boundary F only, if the so called regularity conditions 
(see Loeffler and Mansur, 1988, or Brebbia et al, 1984) are satisfied. Then we have 
\ u q - u q ) d T ^ = 0 , (5.8) lim 
lim {u:q -u q-\ dP^ = 0. 
r_ 
(5.9) 







where R is the radial distance defined in a local polar coordinate frame (r,d) with its 
origin located at , 0 is the angle measured from the same direction as the global x-
^ 1 ^ as R-^oo ( a > 0), the integrand in (5.8) is of the order axis. If u behaves as O 
' 1 ^ 
R" V-iv / 
O na+l y as R-^oo, Since dF^ is of the order 0(R) (in fact, dr^=RdO), the 
condition (5.8) holds. In the case that u behaves as Ini? (the solution of the transient 
heat transfer problem presented later in this chapter belongs in this category), the limit 
in (5.8) can be shown to approach zero as R approaches infinity, i.e., 27C , 2;ri 
{uq'-uq)Rde~- 1 271 i 
InRAnR 
R Rde-^0, asR^oo, (5.12) 
/ 1 \ 
In conclusion, the condition (5.8) holds if u behaves a s O - ^ (a>0) or InR \R 
as R-^^. A careful selection of the interpolation functions / • can make m• behave as 
o 
R 
as R-^oo^ and thus can validate the condition (5.9). This will be further 
discussed in details in Section 5.3. 
5.2.3. Simplified boundary integral equations 
Now, if we assume the conditions (5.8) and (5.9) are satisfied. Equation (5.6) is 
simplified to only contain the integrals defined on the internal boundary F 
(5.13) 
• N+L / % uq dF + q*u d F = ^ < 'uq. dF + q*Uj d F > 
r r ;=i ^ r V J^ 
After discretisation equation (5.13) becomes 
N-^L 
(5.14) 
where matrices H, G have the usual meaning. Equation (5.14) can be further written in 
full matrix form as 
Hu - Gq = (HU - GQ)a , (5.15) 
where each column of U or Q contains a vector Uy or q^, respectively. To calculate 
the vector a , writing (5.3) in matrix form and pre-multiplying both sides by F ' ^ if it 
exists, produce 
a = F- 'b, ' (5.16) 
where each column of the matrix F contains a vector f^ with its components being 
equal to the values of on each node. Finally, substituting (5.16) into (5.15) produces 
a system of equations for the unknown u 's and/or q 's 
H u - G q = ( H U - G Q ) F - b . (5.17) 
As was shown in details by Partridge and Brebbia (1990a), the vector a in (5.15) 
is cither known (in case is a known function of x, y only) or can be associated with 
the vector u . Equation (5.17) is the basis of applying the DRBEM to solve equations 
of type (5.1). 
5.3 INTERPOLATION FUNCTIONS 
As was pointed out in the previous section, the choice of the interpolation 
functions / • must be subject to the condition (5.9). It has been stated in Subsection 
f 1 ^ 5.2.2 that the condition (5.9) holds if u. behaves as (9 — as -> <». From (5.4) we 
can see that to ensure u. behave as O 
R 
as R-^oo^ f . must behave as v̂ , 
\R' J 
asymptotically. Loeffler and Mansur (1988) proposed a particular form of with 
2c-r. 
where c is a positive constant needed to avoid the singularity of f j at its source point 
j; r- is the Euclidian distance between the source point j and a field point (x,y). 
From (5.4) and (5.18), Uj can be obtained as 
c + 2r. 
' 2(r. + cf-
from which we can see Uj does behave as O 
R 
as 00. 
v ^ / 
Loeffler and Mansur (1988) also gave the lower bound for the constant c for 
transient heat transfer problems. But as the value of c increases, it becomes dominant 
and thus the matrix F becomes neariy singular. Therefore it is desirable to define an 
upper bound for c. However, even if one could define an upper bound for c, the 
numerical results would still vary dramatically as c varies from its lower bound to its 
"upper bound". In fact, we can show that there exists an "optimal value" for c in each 
particular case in the sense that minimum numerical errors are produced under such an 
optimal value of c. Take the following simple boundary value problem as an example: 
= -u outside a circle with unit radius, (5.20) 
X +y 
q = l on the circle, (5.21) 
with the exact solution u = - f = ^ The circle was discretised into 24 linear 
boundary elements and the discretisation in the unbounded domain is shown in Figure 
5.3. In this particular case, Equation (5.17) can be written as 
Hu - Gq = (HU - GQ)F-^Fu, (5.22) 
where F is a diagonal matrix containing the nodal values of , ^ , as its nonzero + y"-
entries. To examine the effects of c, we defined an average error as 
e = 
N+L 
X («;-«.) (5-23) 
to measure the difference between the numerical solution obtained from adopting 
Loeffler and Mansur's interpolation functions and the analytical solution for a 
particularly given value of c. In (5.23), Uj and û  (7 = +L) denote the nodal 
values, at node y, of the numerical solution and the analytical solution, respectively. 
The variation of e against the constant c- is plotted in Figure 5.4. It is evident that 
there exists an optimal value for c (about 34), at which the average numerical error 
defined by (5.23) is minimised. 
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FIGURE 5.3 An infinite domain with a circular cavity and a DRBEM discretisation 
1.0 
FIGURE 5.4 The average error e vs. the constant c 
In fact, the existence of such an optimal value for c is true in general; the results 
shown in Figure 5.4 reflect a typical behaviour of the numerical errors as a function of 
c. This can be understood by the following qualitative analysis. For a small value c, 
f j becomes nearly singular at its source point j and thus large numerical errors would 
be produced. On the other hand, a large value of c implies the matrix F becomes 
nearly singular, since all of die entries of F become small and approximately equal to 
each other, which would lead to large numerical errors, too. The determination of the 
optimal value of c inevitably involves an optimisation process; a criterion by which 
numerical errors can be minimised is needed. Establishing such a criterion, which is 
also numerically economical, is another project currendy being undertaken and the 
results will be reported in a forthcoming paper. 
Further examination of Figure 5.4 shows that the average numerical error changes 
dramatically with the value of c; the value of c has clear effects on the numerical 
accuracy. Hence, unless a criterion to optimise the arbitrary constant c is established, 
the numerical results generated with the adoption of Loeffler and Mansur's 
interpolation functions could be of large errors. 
5.4 A NEW APPROACH 
Ever since DRBEM was first proposed by Nardini and Brebbia(1982, 1985), it 
has been employed to solve various kinds of interior problems; quite a lot of good 
numerical examples have demonstrated the numerical reliability of the DRBEM. As 
shown in the previous section, a direct application of DRBEM to exterior problems 
requires that a constant be included in the interpolation functions. However, this 
additional constant may generate some sort of numerical uncertainty in the sense that 
the numerical errors may not be necessarily small when there is no analytical solution 
to be used to determine what the value of the constant should be prior to a calculation. 
Therefore it seems to be a very attractive idea to transform an exterior problem into an 
equivalent interior problem. 
Without loss of generality, we assume that the origin has already been set at a 
point that does not belong to die exterior domain Q. in which equation (5.1) governs. 
Consider now the following coordinate transformation with respect to global polar 
coordinates (r,d) 
(5.24) 
which maps the exterior domain into a bounded interior domain Q!. Assuming the 
original internal boundary T is given by r = H(6), after transformation (5.24), the 
corresponding new boundary F ' is prescribed by r = — . Furthermore, since the 
H(0 ) 
origin is outside Q, Since F„ is only a fictitious boundary far away from a 
source point it can be of any shape, i.e., not necessarily a circle centred at 
Therefore, without loss of generality, F^ can be thought of a circle centred at the 
origin with a large enough radius R. Under the current mapping, F^ is mapped onto a 
small circle F , with radius £ = — around the origin, t ha t is to say, under 
R 
transformation (5.24), the original domain Q^ has been mapped into which 
contains all the points inside Q.' but outside of the small circle F^, as shown in Figure 
5.5. It should be noted that infinity has been mapped onto the origin. 
FIGURE 5.5 The bounded domain after mapping 
After the above mapping transformation, the original governing equation (5.1) 
becomes 
= in a ' , (5.25) 
where V'^ denotes the Laplacian operator defined in the new coordinate frame ( r \ 0'), 
and b\ u are the new forms of the corresponding b, u after the mapping 
transformation, i.e., b'(r\ 0') = b(r(r\ 6'), 9(r\ 6')), and 
d') = u(r(r\ 6'), Q{r', Q'))\ for simplicity, however, we shall from now on drop 
the primes on b, u, and q, with the appropriate function forms being implied. Now, 




where = r'cos d\ y' = r ' s in^ ' , and r'^ = x''^ + Similar to the boundary integral 
formulation in Q.̂ , the boundary integral formulation of (5.27) in involves two 
integrals to be carried out on r_ : e • 
* ( 7 , 4 . 
dn 




But we can show that their contributions are negligible as e 0. To justify this 
f 1 ^ assertion, assume originally u~ O — as ->o®, which implies after mapping 
u ~ and q ~ as e 0. Notice that u and q* are finite if the source 
point ^ is not placed at the origin or behave as Ine and — (as e -> 0) respectively if 
£ 
the source point ^ is placed at the origin. Therefore the integrand in (5.28) is at least 
of the order It follows immediately from the above order analysis that the 
integral in (5.28) approaches zero as e 0 (and, actually, the regularity condition 
f I \ 
u~ O — as R ^ o o in the original exterior problem can be relaxed to m ^ 0 as 
J 
R —> 
). Similarly one can show readily that if originally u behaves as In/? as 
R-^00^ which implies after mapping u behaves as \n£ as the integral in 
(5.28) still approaches zero as e 0. 
Since the transformed equation (5.27) involves first derivatives of the unknown 
function M, it is more appropriate to choose the interpolation function suggested in 
Chapter 4, viz. 
+ , (5.30) 
where r'j denotes the Euclidian distance between the interpolation pointy and a field 








That is to say, Uj and ^̂  are all finite as e ^ 0. Therefore if the source point ^ is not 
placed at the origin, the integrand in (5.29) is finite as e 0; the integral in (5.29) 
should approach to zero as £ ^ 0. 
Now let's consider what happens to die integral in (5.29) when the source point 
is placed at the origin. If the source point ^ is placed at the origin, then w* = - — I n e 
and q* = — ^ on As £ 0, the integral in (5.29) can be calculated out as 
27t£ 
In^ 
lim I fw;^' - = lim U: 
1 
Ine In 
+ — \ i i e - q j ede' = 
Um 
1 ITC (5.33) u- dO' = \imUj =w,(0,0) = w-c, 
I 
in which the mean value theorem of integration has been applied and is û  
evaluated at some point on T,. Therefore when the source point ^ is placed at die 
u 
Y' V dn 
N+L 
r f 
u-qdV- •«•^.dr+M.^ (5.34) 
;=i V ^r- r' J. 
In (5.34), the last term inside the parenthesis on the right hand side results from (5.33) 
while the contribution of (5.28) has been neglected. Furthermore, the terms c^(r'^u)^ 
and cfi.^, which are equivalent to the terms c^u^ and cfi.^ in (5.6) vanish due to the 
fact that the origin does not belong to Q." and therefore the coefficient ĉ  = 0. Now, 
since = 0 anyway when ^ is placed at the origin, where r ' = 0, Equation (5.34) 
can be rewritten as 
(r'%1 + f r ' V d r - = y < 
'i ;!, dn P Vr-
ujqdr-juqjdr + ii.^ 
r J] 
(5.35) 
which is of exactly the same form as if we regarded that the origin was one of the 
internal points (and thus the coefficient ĉ  = 1). A remarkable result from this form of 
die boundary integral statement is that the contribution from the integrals defined on 
the transformed fictitious boundary Y^ can be simply ignored! In another word, all one 
needs to do finally is to work on the domain Q.' rather than . 
In conclusion, after the mapping transformation, the problem becomes a truly 
interior problem as long as function u satisfies regularity conditions in the original 
exterior problem. Now, the boundary integral equation for (5.27) can be written in 
general as 
r' r 
u \ 'dr = 
dn 
N+L / \ 
M 
a. cfi.^ + 1 'u.qdr- 'uq^dV (5.36) 
V r r- 7, 
and the corresponding discretised version takes the form 
HRu - Gq' = (HU - GQ)F-^ ] b + 
dx dy 
u , (5.37) 
where the diagonal matrix R contains the nodal values of r'"̂  as its nonzero entries; 
the vector q contains the values or 
dn 
evaluated at each node on the boundary 
R'; Fi,F2,F3 are diagonal matrices with their diagonal entries being equal to the nodal 
values of S r^x , Sr '^y, and 16/^ respectively. The vector b contains the nodal values 
of b ( r , e ' ) and, as was shown by Partridge and Brebbia (1990a), either is known or 
can be associated with the vector u eventually. The vector q' can also be written in 
terms of part of the vector u and its normal derivative q as 
q ' = R V + R' 'q, (5.38) 
where R' and R" are two diagonal matrices with their diagonal entries being equal to dv^ 
the values of — and r'^, respectively, evaluated at each boundary node, and u' dn 
is a vector with its components being equal to the values of u on boundary nodes only. 
After the unknown m's and/or q ' s are solved from (5.37), it is easy to obtain the 
solution in the original domain Q. by taking the inverse transformation of (5.24). 
Now, if the problem in Section 5.3 is solved again with this new approach, one 
doesn't need to worry about how to determine the arbitrary constant c so that the 
solution is optimal. With the new approach, a circular disk with unit radius, which 
results from applying the mapping transformation (5.24), needs to be discretised. It 
was placed 10 linear elements on the new boundary r ' = 1 and 51 internal nodes on six 
circles with radii 0.8, 0.65, 0.5, 0.35, 0.2, 0, respectively. After mapping the vector q' 
in Equations (5.37) and (5.38) is simply 
q ' = 4u'-hq, (5.39) 
in which each component of the vector q can be calculated as 
r̂ = 
[ d u ( r ( r ' . d ' } . e ( r ' , d ' } } ^ ' d u ( r , e ) 1 " 'du(r,G)' 
dr' \ r'=l dr r=l dr r=l = 1. (5.40) 
After some rearrangement one can obtain the system of equations for the boundary 
value problem (5.20)-(5.21) in the form 
Tu = Gq, (5-41) 
where T = HR - 4G - (HU - GQ)F -1 dx 
•F-̂  + F, . ^ F-^+F3 + F 
" dx 
, in which 
matrices FpF2,F3,F, and R have been defined in Equations (5.37) and (5.22); G' is 
a square matrix expanded from G, with its first N columns remaining the same as 
those in G and its additional L columns all being set to zero. The unknown u's can 
now be solved easily from (5.41). The numerical solution is tabulated in Table 5.1 
together with the exact solution (due to the symmetry of this problem, only the results 
on seven nodes are given out, one for each circle). Good performance of the new 
approach is demonstrated from this table; the maximum error of the numerical solution 
(except the value at infinity) is only 3.1%. 
Table 5.1 Numerical results from adopting the new approach 
r 1.00 1.25 1.54 2.00 2.86 5.00 oo 
numerical 
solution 
0.9878 0.7896 0.6415 0.4930 0.3444 0.1938 0.0519 
exact 
solution 
1.0000 0.8000 0.6500 0.5000 0.3500 0.2000 0.0000 
5.5 APPLICATION OF THE NEW APPROACH TO A TRANSIENT HEAT 
TRANSFER PROBLEM 
Loeffler and Mansur(1988) employed a special type of interpolation functions 
(5.18) to solve a transient heat transfer problem in an infinite isotropic medium with a 
circular cavity where a uniform heat flux (LO°K/cm) is suddenly applied. The 
governing equation for this problem is 
= (5-42) 
k dt 
where k is the thermal diffusivity, which was taken to be 1.0 c m V s in their paper. 
The boundary condition adopted was 
^ = - ^ = l a t r = l , (5.43) 
dr 
and the initial condition was simply 
w = 0 a t i = 0. (5.44) 
The exact solution for the differential system (5.42)-(5.44) was given by Carslaw and 
Jaeger (1959). 
If Loeffler and Mansur's approach is adopted, the formulation of boundary 
integral equation is all the same as that discussed in Section 5.2 except that initially the 
following approximation 
N+L 
b - ^ f j C C j ( t ) . (5.45) 
;=i 
rather than (5.3) is made. For this problem, Equation (5.17) can be written as 
Hu - Gq = - ( H U - GQ)F-^ (5.46) 
k at 
3u 
Adopting implicit fmite difference to discretise the time derivative, the vector — can 
at 
be expressed as 
^ ^ "2 - (5.47) 
dt At 
where the subscripts "1" and "2" denote two consecutive time steps t and t + At 
respectively (in Loeffler and Mansur's paper. At = 0.5 s). Hence (5.46) can now be 
rewritten as 
Hu, - Gq = -!-(HU - GQ)F-' (5.48) 
k At 
which is an implicit time-marching scheme. After some rearrangement, (5.48) becomes 
Tu, =Gq4-Cu,, (5.49) 
where T = H - — ( H U - G Q ) F - \ and C = - - ^ ( H U - G Q ) F - ^ Notice that the 
kAt kAt 
vectors q and û  are known; therefore the unknown vector U2 can be solved from 
(5.49). With all the values of u known initially, u values at subsequent time steps can 
be easily calculated through the time-marching scheme (5.49). 
On the other hand, if the new approach discussed in the previous section is 
adopted, the boundary equation can be written as 
HRu - Gq' = (HU - GQ)F"' 
k dt"" dx dy 
u 
Su + W 
where 
dt' 
S = ( H U - G Q ) F 1 - 1 
and 





dvL Using the finite difference approximation for — again and then collecting terms in 
at 
terms of different time steps, one obtains 
Tu2 = G q - — W u p (5.53) 
At 
where T = H R - 4 G ' - S - — W . Now, marching in time yields the temperatures at 
At 
each time step. 
After mapping, the domain of interest is a disk with unit radius. The boundary 
and internal nodes are taken from six circles with radii 1,0.85,0.5,0.3,0.1,0, 
respectively, and the boundary is evenly discretised into 16 linear elements. The 
discretisation used by Loeffler and Mansur(1988) and that used by the new approach 
are shown in Figures 5.3 and 5.6 respectively. 
FIGURE 5.6 The computational domain and a DRBEM discretisation used with the 
new approach 
Figure 5.7 shows the time histories of the temperature, obtained by different 
approaches, at a point on the cavity boundary. The exact solution given by Carslaw and 
Jaeger (1959) is also plotted with a solid line. Once more, it is demonstrated that the 
numerical results from adopting Loeffler and Mansur's approach depend heavily upon 
the value of the arbitrary constant c. Loeffler and Mansur (1988) suggested the lower 
bound of c being given by 
c>50\k-AL'T, 
1/3 (5.54) 
where AL is the length of the smallest element of discretisation and T, is the total time 
analysis. In this particular problem, the lower bound is approximately 70. But from 
Figure 5.7, we can see that when the value of c reaches 130, the difference between 
the numerical and exact solution becomes intolerable. The optimal value of c is near 
its lower bound 70, at which the numerical error reaches its minimum. On the other 
hand, the numerical results given by the new approach are as good as those 
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FIGURE 5.7 Comparison among the exact solution, the numerical solution from 
adopting Loeffler and Mansur's approach (L&M solution) with different values of c, 
and the numerical solution from adopting the new approach 
5.6 APPLICATION OF THE NEW APPROACH TO A STEADY 
INFILTRATION PROBLEM 
Steady infiltration from circular cylindrical cavities was studied by Philip (1984), 
who found an exact solution associated with a special type of boundary condition. Zhu 
and Zhang (1993) later made use of this exact solution to verify their numerical results 
with DRBEM. In this problem, the moisture potential, , is governed by 
(5.55) 
dz 
where K is the hydraulic conductivity, and z is the vertical physical space coordinate, 
positively downward. If the potential is kept constant both at the boundary of the 
cavity and at infinity, and K is assumed to vary exponentially with 4 ' , after some 
madiematical manipulations, this problem can be solved by solving the following 
nondimensionalized boundary value problem 
= (5-56) 
H = Qxp(-I^C0S(t>) = (5-57) 
HQxp(Rcos0)-^O as/?->oo, (5.58) 
where H is the unknown which has a nonlinear relation with and R, (¡> are the 
components of cylindrical coordinates. Since the exact solution has been found by 
Philip (1984), this is an ideal problem to test the new approach. 
Adopting the new approach proposed in this chapter, the exterior domain, on 
which the boundary value problem is defined and governed by Equations (5.56)-
(5.58), is mapped into a bounded domain. The formulation of equation system for 
unknown H's and their normal derivatives is similar to that for the simple numerical 
experiment conducted at the end of Section 5.4, except that now the boundary 
conditions on the boundary of the cavity are prescribed by essential boundary 
conditions instead of natural boundary conditions, and the matrix F turns out to be an 
identity matrix. Furthermore, we assumed that H satisfies the regularity condition at 
infinity, i.e., ^ -> 0 as i? ̂  oo. 
After mapping, the domain of interest is a disk with unit radius, if we take 
/?o = 1- The boundary and internal nodes are taken from seven circles with radii 1.0, 
0.8, 0.65, 0.5, 0.35, 0.2, 0, respectively, and the boundary is evenly discretized into 20 
linear elements. Twenty nodes are also placed on each of the other five circles (except 
the "circle" with zero radius). 
After performing die inverse mapping transformation, the numerically calculated 
H values are plotted with equal-value contour lines as shown in Figure 5.8 and 
compared with those obtained from the analytical solution (Figure 5.9); they match 
remarkably well. In order to have a closer comparison of the two solutions, the 
numerical and exact H values at four sections with constant angle 0 
(0°, 90°, 180°, and 270°) were plotted but only three of these plots 
(0°, 90°, and 180°) are shown in Figures 5.10-12. Due to the symmetry of the 
problem, the plots for 0 = 90° and 0 = 270° are identical. Again, from these three 
plots, one can easily see that the numerical values at three different cross-sections are 
all in very good agreement with those from the analytical solution; the efficiency and 
robustness of the new approach are well demonstrated. 
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Figure 5.8. Contour plot for the numerical solution 
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Figure 5.9 Contour plot for the analytical solution 
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FIGURE 5.12 Comparison along negative x-direction 
5.7 CONCLUSION 
In this chapter, a new approach is employed to solve general field equations 
posed in an infinite domain. 
Although Loeffler and Mansur(1988) have suggested an approach to solve this 
kind of problems, it has been shown in this chapter that unless one could establish a 
criterion to determine the arbitrary constant associated with the interpolation functions 
proposed by them, the accuracy of the numerical results obtained by their approach is 
unpredictable and therefore the approach itself is not robust and reliable. 
The basic idea of the new approach is to map the original unbounded domain into 
a bounded one, since DRBEM has been quite well established for solving problems 
posed in bounded domains. Although there are certain regularity conditions attached to 
such a mapping, it has been shown that they can be easily satisfied if the unknown 
function satisfies certain regularity conditions at infinity in the original exterior 
problem. Furthermore, it is also shown that under the proposed mapping 
transformation, the contribution of the transformed fictitious boundary can be 
neglected and therefore one can work on one boundary rather than two. 
The success of this approach implies that now there is an extensively applicable 
approach for solving general field equations posed in an infinite domain as well. This 
new approach can be easily extended to solve 3-D exterior problems or multi-cavity 
problems. 
CONCLUSIONS 
In this thesis, it has been shown that the traditional DRBEM may fail in certain 
cases due to the improper choice of interpolation functions used in the analysis. 
Numerical experiments were conducted and the preliminary results indicated that the 
artificially created singularities resulted from the nondifferentiability of the local shape 
function at its source point may yield results with intolerable inaccuracy. Carefully 
avoiding such a problem, either by avoiding differentiating the shape function through 
a functional transformation or by replacing the traditional interpolation functions with 
more appropriate ones, leads to improved numerical results. While the functional 
transformation is restricted to linear governing equations, the newly proposed 
interpolation functions are generally applicable for all the cases that can be dealt with 
by the traditional interpolation functions, including die cases where the traditional 
interpolation functions can still yield accurate and reliable results. Therefore it is 
highly recommended that the new interpolation functions be adopted for all die cases. 
The choice of proper interpolation functions is a crucial step in DRBEM analysis, 
either for interior problems or for exterior problems. While improper choice of 
interpolation functions for interior problems results in artificially created singularities, 
improper choice of interpolation functions for exterior problems, such as those 
proposed by Loeffler and Mansur (1988), generates some sort of numerical uncertainty 
due to an undetermined constant included in the interpolation functions. The clear 
effects of such a constant on the numerical accuracy initiated further developing 
DRBEM for solving exterior problems. 
In this thesis, a mapping transformation is proposed to transfer exterior problems 
into equivalent interior problems, and then proper interpolation functions for interior 
problems are selected to solve the resultant interior problems. Although there are 
certain regularity conditions attached to such a mapping, it has been shown that they 
can be easily satisfied if the unknown function satisfies certain regularity conditions at 
infinity in the original exterior problem. Furthermore, It is also shown that under the 
mapping transformation, the contribution of the transformed fictitious boundary can be 
neglected and therefore one can work on one boundary rather than two. This proves to 
be a simple and effective approach for exterior problems. Further search for 
appropriate interpolation functions is still being undertaken in order to solve exterior 
problems directly. However, such a research project is beyond the scope of the current 
study and therefore is not included in this thesis. 
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