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Bayesian estimation of the cell probabilities for the multinomial distribution 
(under a symmetric Dirichlet prior) leads to the use of a flattening constant OL to 
smooth the raw cell proportions. The unsmoothed estimator corresponds to 
a = 0. The risk functions (under quadratic loss) of the Bayesian estimators for 
a > 0 are compared to that for OL = 0 and this leads to an interpretation of any 
given choice of 01 > 0 in terms of the maximum number of “small” cell prob- 
abilities for which the corresponding smoothed estimator has smaller risk than the 
unsmoothed estimator. A real set of data is used to illustrate our interpretation 
of three apriori and three empirically determined choices of 01 that have appeared 
in the literature. 
1. INTRODUCTION 
Suppose X = (XI ,..., X,) is a random vector having the multinomial distri- 
bution 
P(X, = x1 ,..., & = xt I p, w = fv! fJ ($) U-1) 
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where the xi are nonnegative integers with C:=, xi = N, and p is in the (t - l)- 
dimensional probability simplex: 
s, = I 
u = (Ul ,...) Ut) : ui > 0 and gibe = 11. U.2) 
Furthermore, suppose that p has the symmetric Dirichlet prior density 
(1.3) 
where 01 > 0. When we adopt squared distance from the estimator to the proba- 
bility vector p as the loss function, the Bayes estimator of p, B(a), is the mean of 
the posterior distribution (see Raiffa and Schlaifer (1961)), i.e., 
where 
B(4 = (4(+., h(4), (1.4) 
Bit4 = (Xi + 4/W + 4. (1.5) 
In this context, Good (1965) refers to 01 as a “flattening constant” and he 
discusses various choices of 0~. Symmetric Dirichlet prior densities have also 
been used in Bayesian analyses by Block and Watson (1967), Good (1967) and 
Lindley (1964). Here, we propose a method for choosing 01, that also may be 
used to interpret any given value of 01. This interpretation is in terms of the risk 
function of B(a), under quadratic loss. 
In Section 2, we develop our interpretation of OL, while in Section 3, we examine 
a set of data and, in light of the data, interpret several choices of 01 that have 
appeared in the statistical literature. 
2. INTERPRETING THE FLATTENING CONSTANT 
Since we have adopted squared distance as our loss function, the risk function 
of B(a) is 
R(P, B(a)) = E [z$ (K(a) - M2] 
(2-l) 
zc [(a2t2 - N) (&ia) + N - a2t]/W + atJ2. 
When 01 = 0, B(0) = (l/N)X, which is the maximum likelihood estimator of p. 
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To evaluate a given choice of OL, we propose to compare the risk of B(ol) to that 
of B(O), the usual unflattened estimator. The risk of B(O), from (2.1), is 
WP, B(O)) = (1 - &9)/N. 
i=l 
(2.2) 
From (2.1) and (2.2), it follows that 
R(P, B(0)) > R(P> B(a)) (2.3) 
if and only if 
il (Pi - l/V < P2(“, NT t>, (2.4) 
where 
t-1 
P2@* NY 4 = 7 ( 2N 2Jaf+at&t ). (2.5) 
From (2.5) it follows that p”(a) is a strictly decreasing function of cx and that 
t-1 
- = p2(0) > p”(a) > p”(c.0) = 
t 
+ (&). (2.6) 
Expression (2.4) implies that B(0) h as smaller risk than B(ol) only for those values 
of p lying outside the sphere of radius p(q N, t) circumscribed about the center 
of the probability simplex St . 
Let C(S) denote the (t - 1)-dimensional solid open sphere of radius 6 about the 
center of the simplex S, , i.e., 
(2.7) 
Since p must be within St, the set 
D (4 = & n CM4) P-8) 
(where S, denotes the closure of S,) 
consists of exactly those values of p for which B(a) has smaller risk than B(0). 
If p(cy, N, t) is large and there are apriori reasons to believe that the true value of 
p is in D(a), then B(or) is preferabIe to B(0) as an estimator of p. For large enough 
p(a), when p is not in D (ol), p must have several relatively small or near-zero 
components. Note we have defined S, so that p has no zero components (see 
(1.2)). Thus, in rough terms, B(ol) is preferable to B(0) except when the true value 
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of p has many zero or near-zero components. The essence of our interpretation 
of a given value of cy is to answer the question: How many near-zero components 
must p have in order that B(or) has the smaller risk? The remainder of this 
section is devoted to making this approach operational. 
When t = 3, St is a triangle and has three O-dimensional boundaries (vertices) 
and three l-dimensional boundaries (edges). When t z 4, S, is a tetrahedron and 
has four O-dimensional boundaries, six l-dimensional boundaries and four 
2-dimensional boundaries (faces). In general, S, has (,il) d-dimensional bound- 
aries for d = 0, I,..., t - 2. When we let 
d, = {PCS,: p has at most d + 1 nonzero components} (2.9) 
(where S, denotes the closure of S,), 
then A, is the union of all the boundaries of St of dimension less than or equal 
to d. 
As OL decreases, p(a) increases and D (a) intersects A, for smaller and smaller 
values of d. Because C(p) is a sphere, D( 01 can never contain all of A, , for any d, ) 
unless a: = 0 and then the closure of D(a) contains the entire simplex. Never- 
theless, for any particular value of d, we can make D(a) contain as much of A, 
as we wish, by simply taking 01 small enough. 
We find the value of p”(a) that makes C(p(a)) tangent to A, by computing the 
squared distance from the center point of S, to any point in s, that possesses 
d + 1 components equal to l/(d + 1) and the remaining components equal 
to zero. This squared distance is 
(t - d - l)(t-‘)” + (d + l)((d + 1)-l - t-1)2 = -& - - 1 . (2.10) 
We define p as having “a maximum of u small cell probabilities” if prC(8,) 
where 6, is chosen to make C(6,) tangent to A,,, for m = t - u - 2. The justi- 
fication for this definition is that if p&(&J, then p can have at most u components 
equal to zero. Of course, C(6,) d oes not contain all the values of p with this 
property but those it does not include are near the vertices of s, . 
Let X = u/t be the proportion of small cell probabilities. A relationship between 
01 and h may be obtained by setting p”(a) equal to l/(m + 1) - l/t and solving 
for h in terms of oi or vice versa. Thus we get the following two equations: 
(2.11) 
a=2 
[i 
t-1 
l - (1 - ;)t - 1 1 
N+1 t-l 
-7 * 
( ‘I 
(2.12) 
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We propose to use Eq. (2.11) to interpret a given value of 01 in terms of A, the 
maximum proportion of small cell probabilities in p. For such a value of A,B(a)is 
superior to B(0) as an estimator of p. For example, if t = 100 and N = 200, 
then B(ar) with (Y = & is superior to B(0) as long as the maximum proportion 
of small cell probabilities is less than 80 %. We can use Eq. (2.12) to choose 01 if 
we can set an a priori limit A, on the maximum number of small cell probabilities 
in the table. For example, if t = 100, N = 200 and we know that the maximum 
proportion of small cell probabilities is 50%, then 01 = 3.555. 
Because p(a) can not be made arbitrarily small for fixed t and N (see (2.6)), 
there are values for X which correspond to no value of a. 
TABLE I 
Contingency Between the Occupations of Fathers and Son@ 
(i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) (x) (xi) (xii) (xiii) (xiv) 
(i) 28 0 400013303152 50 
(ii) 2 51 112001200011 62 
(iii) 6 5 7 0 9 13 6 4 2112 7 54 
(3 0 12 0650017120 0 10 44 
(4 5 5 2 1 54 0 0 6 9 4 12 3 1 13 115 
(vi) 0 2 3 0 3 0 0 14 14 2 15 26 
(vii) 17 1 4 0 14 0 6 11 4 1 3 3 17 7 88 
(viii) 3 5 6 0 6 0 2 18 13 1 1 1 8 5 69 
(ix) 0 1 104001402114 19 
(x) 12 16 4 1 15 0 0 5 13 11 6 1 7 15 106 
(xi) 0 4 2 0 1 0 0 0 3 0 20 0 5 6 41 
(xii) 1 3 100010111621 18 
(xiii) 5 0 2 0 3 0 1 8 1 2 2 3 23 1 51 
(xiv) 5 3 026013100119 32 
84 108 37 11 122 1 15 64 69 24 57 23 74 86 775 
O Presented originally by Karl Pearson (1904). The labels (i) to (xiv) have the following 
significance: (i) army, (ii) art, (iii) teacher, clerk, civil servant, (iv) crafts, (v) divinity, 
(vi) agriculture, (vii) landownership, (viii) law, (ix) literature, (x) commerce, (xi) medicine, 
(xii) navy, (xiii) politics and court, (xiv) scholarship and science. 
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3. AN EXAMPLE 
Table I is an occupational mobility table reported by Pearson (1904). It 
cross-classifies the occupation of 775 father-son pairs into 14 occupational 
categories for a total of 14 x 14 = 196 cells. 
Mobility tables generally have one or two cells in each row that contain most 
of the observations in that row, so that on a priori grounds there is reason to 
believe that many of the true cell probabilities generating Table I are very small. 
Further empirical support for this belief may be obtained by examining the table 
itself. There are 20 cells (10.2% of 196) that contain 49.7% of the observations 
suggesting that roughly 90% of the true cell probabilities must be near zero. 
We exclude the possibility that any true cell probability is exactly zero. 
The choices for (Y that have been proposed in the literature may be divided into 
two types-u priori values and empirically determined values. The a priori 
choices of (11 include: 01 = 1 [Lidstone (1920) generalizing Laplace’s Law of 
Succession] ; 01 = & [ Jeffreys (1961) using his invariance theory]; and 01 = l/t 
[Perks (1947)]. The empirical choices of OL depend on the data. Under quadratic 
loss, Trybula (1958) h s owed that the minimax estimator of p is B(a) 
with 01 = a/t. We classify this as an empirical choice of (II because it depends 
on the sample size. Good (1965) suggests a choice of 01 that depends on the data 
in a stronger way. 
First he computes the chi-square statistic 
x2 = i (Xi - N/t)” 
i=l N/t * 
Then, if X2 < t - 1 he sets 01 = co (i.e., B, = l/t), and if X2 > (t - 1) he uses 
N t-1 
“=t’xz+-l). (3.2) 
Fienberg and Holland (1970) propose yet another value for 01 that depends on 
the data. They use 
o1* _ 1 
- ( 
N2 - C:=, Xi2 
t -& Xi2 - N2jt ) * (3.3) 
Table II summarizes each of these choices of (Y for the data in Table I and 
gives the corresponding value for A, the maximum proportion of small cells. 
The fact that 90% of the cells must share 50% of the estimated probability 
in Table I suggests that Perks’ choice of (Y is overly conservative while Lidstone’s 
choice may be too liberal. The other choices for 01 all yield values for X that 
are consonant with the data. 
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TABLE II 
Choices of (Y and the Corresponding Values of h 
133 
Method a A 
Lidstone 1.000 0.684 
Jeffreys 0.500 0.800 
Perks 0.005 0.987 
Minimax 0.142 0.925 
Good 0.370 0.840 
Fienberg-Holland 0.333 0.853 
If we have a good feel for what h is likely to be for a set of data, we may solve 
for 01 and produce the corresponding estimate B(ol) of p. This is essentially what 
both the Good estimator and the Fienberg-Holland estimator are doing. Both 
& and 01* may be expressed as monotonic decreasing functions of U = 
X2/N(t - 1). As U increases there is a corresponding increase in the sample 
evidence that p is not near the center of S, . Thus a very large value of U indicates 
that p has many near-zero cell probabilities and that OL should be chosen to be 
small. The difference between B and 01* is in the way they depend on U. We have 
the inequality 
a* < (u-J)-l < B, 
so that a* may be viewed as more conservative than 62 (i.e., 01* allows for more 
small cells). For large values of U, a* and B are nearly equal. 
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