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that can be defined along the immediately surrounding discrete elec-
tric and magnetic field components. In order to create these equivalent
dipole moments, appropriate material properties need to be assigned
across the corresponding field components. Consequently, the equiva-
lent dipole moments become the moments of either dielectric or mag-
netic spheres.
It was further demonstrated that the accurate computation of these
properties requires to take into account the coupling between the dipole
moments of the aforementioned equivalent spheres. This is achieved
by utilizing a quasi-analytical version of the CDA, that is a CDA ap-
proach where the involved DGF terms are substituted by their numer-
ically computed, FDTD compatible, ones. It turns out that the level
of coupling is by no means negligible, and it considerably affects the
polarization of each equivalent sphere. The low frequency scattering
characteristics of the subcell model were numerically predicted, and
the theoretically expected behavior was verified.
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A Wide-Band Equivalent Source Reconstruction
Method Exploiting the Stoer-Bulirsch Algorithm
With the Adaptive Frequency Sampling
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Abstract—Conventional equivalent source reconstruction methods
are only operating at a single frequency point each time. However, for
wide-band radiators, their computation cost of the source reconstruction
increases with the number of frequency points. In this communication, a
wide-band equivalent source reconstruction method (WB-SRM) based on
the Neville-type Stoer-Bulirsch (SB) algorithm is developed. Since the SB
algorithm is a recursive tabular method, it can perform the interpolation
over a broadband using a single rational function without any singularity
issue. Supported by the adaptive frequency sampling (AFS) scheme, the
number of required sampling data is significantly reduced, which leads to
much better computational efficiency. During the AFS process, three fitting
models (FM) are considered: two are “triangle rules,” and another one
is “rhombus rule.” In this communication, a bisection searching strategy
is performed. Furthermore, to achieve high-order accuracy, the Nyström
method is implemented. Numerical examples are presented to validate the
proposed WB-SRM and demonstrate its accuracy and applications.
Index Terms—Adaptive frequency sampling, electric field integral equa-
tion, fitting models, Nyströmmethod, Stoer-Bulirsch (SB) algorithm, wide-
band source reconstruction.
I. INTRODUCTION
Inverse equivalent source reconstruction methods are a broadly em-
ployed near-field (NF) measurement post-processing technique. With
this equivalent source, hot spot identification, source error detection,
near-field to near/far-field transformation, etc., can be conveniently
performed. Moreover, source reconstruction is more flexible in han-
dling complex geometries where equivalent current source as well as
the measurement domain reside. These merits are hard to be observed
in the wave expansion methods [1]–[3].
The source reconstruction method (SRM) has received intensive
attention for near-field far-field (NF-FF) transformations. Researchers
firstly facilitate SRM by placing equivalent electric or magnetic
current sources at an infinite large planar perfect electric conductor
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(PEC) or magnetic conductor (PMC) [4], [5]. The deficiency of these
methods is its difficulties in handling the whole 3-D radiation pattern.
This problem was addressed in [6]–[8] by constructing the equivalent
current source over an surface enclosing the radiator or just the surface
of the radiator, while in [9] and [10] the fast multipole algorithm is
introduced to accelerate the matrix-vector product with the purpose of
tackling electrical large problems.
However, the equivalent source built in these references are only
mostly valid at a single frequency. The purpose of this work is to
construct an equivalent source able to deal with wide-band problems
without involving all frequencies.With this wide-bandmodel, the com-
putational cost will be greatly reduced since we do not need to solve
the matrix system at each frequency. To achieve our purpose, an effi-
cient interpolation algorithm suitable for our problem must be devel-
oped. In this communication, the Neville-type Stoer-Bulirsch (SB) ra-
tional interpolation algorithm is adopted [11]–[15]. Unlike the asymp-
totic waveform evaluation (AWE) technique [16], the SB algorithm is
derivative-free. Thus, it is amenable to our problem. To effectively re-
duce the number of samples, an adaptive frequency sampling strategy
based on the bisection searching scheme allowing frequency step to be
locally refined without limitation is employed.
In order to achieve high-order accuracy, Nyström method [17], [18]
is employed. In the Nyström method, the unknown quantity is repre-
sented by its samples at the quadrature nodes. It can achieve
higher-order accuracy by only quadrature points. Although the main
drawback of Nyström method is its singularity treatment, the proposed
SRM is immune from it because the observation point and the source
positions are well separated.
II. DESCRIPTION OF THE INVERSE EQUIVALENT SOURCE
RECONSTRUCTION METHOD
The electromagnetic equivalence principle [19] states that only the
tangential electric or magnetic field over a closed surface surrounding
the device/antenna under test (DUT/AUT) is needed to characterize the
electromagnetic radiation from the DUT/AUT. The tangential electric
and magnetic fields correspond to the equivalent magnetic and electric
currents, respectively. Based on the above statement, SRM can be fa-
cilitated as [7]: given an arbitrary DUT/AUT bounded by a surface ,
a set of equivalent sources can be constructed over the surface ac-
cording to the acquired field data over a sampling surface. This equiva-
lent source may be composed of electric current , magnetic current
, or both. They are capable of reproducing the original radiation
outside that equivalent surface. For the inverse radiation problem, the
unknown equivalent source is determined by the measured near-field
data over an arbitrary surface. It can be solved via a method of mo-
ments (MoM) like procedure. After building the equivalent source, the
NF-NF and NF-FF transformations are able to be performed with little
effort. Integral equations are implemented for the SRM:
(1)
(2)
(3)
where is the electric field at the measurement surface,
and denote the electric field radiated by
the equivalent electric and magnetic currents, respectively.
and represent the sampling and source positions, respectively.
is the free space wave number, is the
vacuum characteristic wave impedance, and is the
distance between the sampling point and the source position.
III. NYSTRÖM METHOD FORMULATION
To solve the integral (1), we need to transform it into a matrix
equation basis functions that are used to represent equivalent sources.
To achieve high order accuracy, Nyström method is applied in this
communication. The integrations in (2) and (3) are implemented with
proper quadrature rules. For a surface integration, Nyström method
[17] is formulated as
(4)
where is a smooth function, is the number of quadrature points,
and is the -th weight over that surface. To achieve a higher accu-
racy, Gaussian quadrature rule is employed. After dividing the surface
into a series of non-overlapping elements that are usually triangles
in the surface integral equation (SIE) and choosing proper number of
quadrature points, the entries of the matrix equations are simply the di-
rect product between the integral kernel and weights of the quadrature
rule at those points.
Since the integration domain is on surfaces, we suppose that the un-
known currents at Gaussian quadrature points have two orthogonally
tangential components defined as , where
and (one of them is parallel to one of the edges of the corre-
sponding triangle facet) are two local orthogonal unit vectors in the
triangle facet. Therefore, there are four unknowns at each Gaussian
quadrature point if both electric and magnetic currents are employed
simultaneously. By performing the Nyström method in (4) over the in-
tegral equations in (1)–(3), a matrix equation system can be established
based on the sampled NF data (In our work, spherical sampling is pro-
vided). Namely,
(5)
where column vectors and
are the sampled near field data
with and as the number of sampling points in the and
direction, respectively. The whole impedance matrix has
rows and columns with and denoting the
number of Gaussian quadrature points and triangle facets, respec-
tively. The two normalization factors and are introduced to
improve the conditioning of the matrix equation system. A better
conditioned system can be achieved by choosing and according
to . Usually, the resulting matrix system is non-quadratic.
The pre-multiplication of the complex conjugate transpose of the
impedance matrix
(6)
will transform the matrix (5) into a quadratic one and simultane-
ously improve the conditioning. The superscript represents the
complex conjugate transpose. The finalized matrix equation will be
iteratively solved by the conjugate gradient (CG) algorithm in this
communication.
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IV. THEORY OF THE STOER-BULIRSCH ALGORITHM
WITH ADAPTIVE FREQUENCY SAMPLING
Suppose a given group of samples
representing values of desired observable. is the -th frequency point,
is the -th frequency response. In the frequency band from to
, these supporting points can be interpolated by rational functions
[12], [13]
(7)
where integers and denote the maximum degrees of polynomials
and , respectively. The coefficients and
can be fitted at samples of by
solving a set of linear equations. However, these linear equations will
lead to a very large matrix system when electrically large problems are
involved. It is quite expensive to factorize this matrix. Furthermore, the
problem posed in this way is known to suffer from the singularity issue
[20], which prohibitively restricts its general application.
Instead of solving these polynomial coefficients explicitly, Stoer
and Bulirsch introduced a recursive tabular algorithm to determine
the value of the interpolating rational function at the sampling
frequency point . The SB algorithm is free of singularity and requires
no matrix inversion. Hence, it can tackle large number of supporting
points. Simultaneously, the information of each sample contributes to
the rational function model of the entire frequency band.
Let define the -th supporting points, and .
Three FMs are included in the SB algorithm. They are two “triangle
rules” and one “rhombus rule”. The two “triangle rules” are defined as
[11]
(8)
and
(9)
The “rhombus rule” is
(10)
For brevity, we let , and . Applying
the these shorter notation to formulas for “triangle rules” yields
(11)
and
(12)
The “rhombus rule” transforms to
(13)
The recursive tabular chart in Fig. 1 for the “rhombus rule” starts
with the initial conditions:
(14)
Fig. 1. Recursive tabular chart of Stoer-Bulirsch algorithm [11].
TABLE I
CENTRAL FREQUENCY POINTS AT EACH INDIVIDUAL INTERVAL AND ITS
CORRESPONDING DIFFERENCE TO THOSE DERIVED BY SOLVING (6)
The arrows in Fig. 1 indicate how the subsequent column elements are
constructed recursively according to (13) from the previous columns.
To improve the interpolation efficiency, AFS strategy is integrated
with the SB algorithm. AFS performs the bisection of each individual
initially chosen frequency interval until a termination criterion is
reached. The AFS process starts with computing the observable sam-
ples by solving the matrix equation in (6) at the sample frequencies
uniformly spaced by a coarse initial frequency step over the whole
frequency band of interest. These samples are kept as the initial data
for SB algorithm. Then, the frequency nodes is
obtained at the subinterval . The new solution at
is again obtained via solving the matrix in (6) and compared with the
data obtained from the SB interpolation with “rhombus rule” in
(13). If the error function satisfies
(15)
, the process is terminated in this subinterval and moves to the next
subinterval. The bisection process will continue until all of the conver-
gence criterions are achieved. All the above generated data are kept as
the supporting samples for the SB interpolation algorithm.
V. NUMERICAL RESULTS
In this section, two examples are employed as the benchmarks to val-
idate the proposed algorithm, and the sampled electrical NF data is ob-
tained by FEKO [21] simulation. For spherical sampling, the number
of sampling points is dependent on the dimension and operating fre-
quency of the antenna [22]. The sampling rule in the and direc-
tions are defined as and [23], re-
spectively. Where denotes the truncation number used in spher-
ical wave mode expansion and is defined as [22], [23],
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Fig. 2. The far field in the vertical cut planes at 2.3125 GHz. (a1)–(a2) Far field
in the and planes, respectively. (b1)–(b2) The phase of the far field in
the and planes, respectively.
denotes the radius of the minimum sphere enclosing the antenna.
In this work, sufficient number of sampling points are assumed to guar-
antee the accuracy. At each sampling point, both and components
of the electric field are acquired with the uniform angular resolution
for sampling convenience.
Firstly, an electric Hertzian dipole array operating from 1 to 5 GHz
is placed at the center of 1 m sampling sphere. The dipole element is
-directed and uniformly placed along the -axis with 7.5 cm sepa-
ration distance. To reconstruct the equivalent current source, we as-
sume that both the electric and magnetic currents are distributed over
a cylinder ended with two semi-spheres. The surface of this rounded
cylinder is triangulated into 307 patches and one-point quadrature rule
is used, which results in 1228 unknowns.
To facilitate the WB-SRM, the equivalent sources are initially
reconstructed at a series of uniformly obtained frequency points with
the frequency step, denoted as , equal to 500 MHz. Then the SB
algorithm with AFS is implemented until the pre-defined criteria is
achieved. In this example, only 23 frequency supporting points are
required to establish the FM of the equivalent source with the mean
error, denoted as , smaller than 0.02. These 23 supporting
points are
, while the error defined in (15) at interpolation points
is presented in Table I. The average error at these
interpolation points is 1.12%. To demonstrate the accuracy of these
interpolated current sources, the computed radiated far field at 2.3125
GHz from the above interpolated current source is compared with
those from the analytical solution [24]. The amplitude (in V/m) and
phase (in degree) of the far field pattern in the and
planes are shown in Fig. 2. Both the amplitude and phase agree
with the analytical results very well.
The second example is a planar spiral antenna operating from 4 to 11
GHz and placed at the center of 1m sampling sphere. Since this antenna
consists of PEC only, thus only the contribution from the equivalent
electric current is considered. The surface of this antenna is triangulated
into 704 patches and the three-point quadrature rule is employed, which
results in 4224 unknowns.
TABLE II
CENTRAL FREQUENCY POINTS AT EACH INDIVIDUAL INTERVAL AND THE
CORRESPONDING DIFFERENCES TO THOSE DERIVED BY SOLVING (6)
Fig. 3. The interpolated equivalent electric currents (dBA/m) (second and third
rows) and their counterparts by directly solving (6) (first row). (a1), (a2) and (a3)
are the equivalent currents at 4.125 GHz. (b1), (b2) and (b3) are the equivalent
currents at 6.125 GHz. Where (a3) and (b3) are obtained from noise-contami-
nated NF data with .
The SB-algorithm with the AFS starts with a coarse sampling rate
of , and 20 samples are finally required to estab-
lish a single rational function model of the reconstructed equivalent
source with . The frequencies of these supporting
points are
, while the dif-
ferences between the interpolated and exact equivalent source at the
central frequency of each individual interval are shown in Table II. To
have an intuitive understanding, the reconstructed equivalent current
sources using the SB interpolation algorithm at the interpolation points
and 6.125 GHz a are compared with those directly solved
by (6) as shown in Fig. 3. Apparently, reasonable agreements are noted.
The small difference might be attributed to the existence of non-radi-
ating sources.
The imperfections in the real measurement environment, such as
cable influences, positioning errors, reflections from the side absorbing
walls, could affect the accuracy of the radiated field evaluation. To
study the reliability and robustness of this SRM, we artificially incor-
porate the complex white Gaussian noise (with signal-to-noise ratio
(SNR) from 20 to 30 dB) into the simulated NF data. With these noise-
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TABLE III
FAR-FIELD ERRORS EXPLOITING NOISE-FREE DATA AND NOISE-POLLUTED
DATA AT SUPPORTING POINTS
TABLE IV
FAR-FIELD ERRORS EXPLOITING NOISE-FREE DATA AND NOISE-POLLUTED
DATA AT INTERPOLATION FREQUENCY POINTS
Fig. 4. The convergence rate corresponds to cases by solving (5) and (6).
polluted NF data, we firstly do the equivalent source reconstruction at
frequency points listed in Table I. Then, the far-field radiation can be
calculated by these sources and the comparison with those simulated
from FEKO can be facilitated. In Table III, the far-field difference (in
dB) is presented. It is noted that the accuracy of the SRM does degrade
about 20 dB to 30 dB compared with noise-free data. However, the ac-
curacy is still reasonable with difference below 40 dB. Therefore, the
robustness and reliability of the SRM are acceptable.
Next, we use these noise-polluted equivalent
source to conduct the interpolation at frequency points shown in
Table II. For comparison, the far-field difference (in dB) compared
with simulated results by FEKO is further computed and shown in
Table IV. In Table IV, case I denotes that the far-field is calculated
from the current source by directly solving (6); case 2 represents that
the far-field is calculated from the interpolated current source; case 3
means that the far-field is calculated from the noise-polluted interpo-
lated current source. Also, the influence of noise is explicitly observed.
However, the far-field accuracy is not significantly deteriorated. The
difference to the FEKO simulation is still below 40 dB. In Fig. 3
(a3) and (b3), the noise-contaminated interpolated
equivalent current sources at 4.125 and 6.125 GHz are plotted. Com-
pared with those from noise-free NF data, the random noise merely
has some influence to the weak part of current distribution. Finally,
the convergence of the proposed algorithm is studied. Fig. 4 shows
the convergence rates by solving (5) and (6), respectively. It is noted
that the pre-multiplication of the complex transpose of the impedance
matrix significantly improves the speed of the convergence.
The complexity of our proposed WB-SRM mainly depends on three
factors. The first is the number of frequencies of interest denoted as ,
the second is the number of unknowns at each frequency point, and
the last is the time consumed by interpolation. Traditionally, SRMmust
be conducted at each frequency point, including times for NF sampling
and solving the matrix (6). For NF sampling, the sampling time is of the
order . The overall compute time is of the order
with CG method, where is the operation for the matrix-product
and is the number of iterations. Thus, the total compute time re-
quired by the conventional SRM is , where is
the time spent on measurement and represents the time consumed
by solving (6). However, the total compute time of the proposed algo-
rithm is , where is the number of sup-
porting frequency points plus the number of frequency points where the
accuracy of the interpolated current source needs to be judged,
denotes the time for interpolation. Actually, the time for interpolation
is negligible. For this example, the NF sampling and SRM only need
to be executed at 39 frequency points. The average computational time
for the SRM is 2.8 min with totally 109.2 min. However, for standard
SRM with 25 MHz frequency sampling step, the total computational
time is about . Obviously, significant time is
saved with WB-SRM.
VI. CONCLUSION
This communication proposed a wide-band equivalent source recon-
struction method. The resultant wide-band equivalent source is repre-
sented by a rational function. This method effectively avoids repeti-
tively NF sampling and solving matrix equations. To reduce the sam-
pling points, the bisection method based adaptive sampling scheme is
employed. This SB-algorithm with AFS significantly reduces the com-
putational cost since only a very small number of frequency points need
to be solved. To verify the feasibility of the proposed method, two nu-
merical examples are considered. Both have shown the accuracy of our
method.
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Towards Enhancing Skin Reflection Removal and Image
Focusing Using a 3-D Breast Surface
Reconstruction Algorithm
Mantalena Sarafianou, Ian J. Craddock, and Tommy Henriksson
Abstract—Suppressing skin reflection is vital for successful tumor detec-
tion in radar breast imaging systems. In this communication, a novel skin
reflection removal (SRR) algorithm is presented based on a previously-pro-
posed breast surface reconstruction algorithm. This skin reflection removal
algorithm is validated using numerical MRI-derived breast models. This
communication also investigates how the same skin location information
can be used to enhance the delay-and-sum algorithm.
Index Terms—Breast cancer detection, microwave radar-based imaging,
skin reflection suppression.
I. INTRODUCTION
In radar-based systems for breast cancer detection the measured sig-
nals are dominated by the skin reflection [1]. This reflection should
be suppressed e.g., in [2] a perfect background subtraction procedure
(measurement with and without the target) was used to calibrate the
experimental system. In [3], the calibration signal was obtained by av-
eraging the neighboring received signals. In [3] an empty-domain mea-
surement was used to calibrate the received signals. However, in reality
[2], [3] are unfeasible.
Alternatively, in [4], [5] the system may be manually rotated and
the measured signal sets subtracted. Although these are practical ap-
proaches and [5] has been used in clinical scenarios, they suppose that
the skin is largely uniform and symmetrically-fitted to the imaging
array.
Alternative signal processing-based techniques [6]–[9] have been
presented for suppressing the skin reflection, using methods such as
Woody Averaging and Recursive Least Squares (RLS). In [10]–[13],
the skin reflection signal at a specific antenna was estimated from the
filtered versions of the received signals collected at all other antennas.
However, all these methods are imperfect as they are sensitive to the
uniformity of the skin and may damage the desired tumour signal.
In this communication, a novel skin reflection removal (SRR) algo-
rithm is presented based on the 3-D breast surface reconstruction al-
gorithm formulated in [14]. The reconstructed surface is employed to
create a voxel-based FDTD breast model, which is used to calculate
skin reflection signals numerically. The tumour responses are then ob-
tained by subtracting these signals from the received signals.
The proposed SRR algorithm is evaluated using MRI-derived nu-
merical breast models and Bristol’s hemispherical 31-antenna array
configuration. The aim is to show that the SRR method yields radar
images similar to those obtained from perfect background subtraction,
even when the breast surface is not uniform. The communication fo-
cuses particularly on the case regularly encountered in clinical trials
where it is impossible to arrange the patient’s breast to be perfectly-
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