Abstract. In this paper, we propose a new method for 3D map reconstruction using the Kinect sensor based on multiple ICP. The Kinect sensor provides RGB images as well as depth images. Since the depth and RGB color images are captured by one Kinect sensor with multiple views, each depth image should be related to the color image. After matching of the images (registration), point-to-point corresponding between two depth images is found, and they can be combined and represented in the 3D space. In order to obtain a dense 3D map of the 3D indoor environment, we design an algorithm to combine information from multiple views of the Kinect sensor. First, features extracted from color and depth images are used to localize them in a 3D scene. Next, Iterative Closest Point (ICP) algorithm is used to align all frames. As a result, a new frame is added to the dense 3D model. However, the spatial distribution and resolution of depth data affect to the performance of 3D scene reconstruction system based on ICP. In this paper we automatically divide the depth data into sub-clouds with similar resolution, to align them separately, and unify in the entire points cloud. This method is called the multiple ICP. The presented computer simulation results show an improvement in accuracy of 3D map reconstruction using real data.
Introduction
Surface reconstruction of real-world objects by using RGB-D sensors such as the Kinect is one of the most important topics in computer vision [1, 2, 3, 4] . These cameras can provide a high resolution RGB color image with depth data of the environment. In contrast to the stereo and monocular cameras, RGB-D sensors are able to obtain depth data directly, even in environments with poor visual textures. A full 3D mapping system that models indoor environment utilizing a joint optimization algorithm combining visual features and shape-based alignment was proposed in [5, 6, 7] . Accurate real-time mapping algorithm for complex indoor scenes in variable lighting conditions was suggected in [8] . It is a frame-to-global method and it maintains the single scene model with a global volumetric, truncated signed distance function representation.
Building dense 3D maps of environments is an important task for mobile robotics, with applications in navigation, manipulation, semantic mapping, face recognition [9, 10, 11, 12, 13, 14, 15, 16, 17] , and in augmented reality applications, surveillance systems, medical applications [18, 19, 20, 21, 22] .
Typically, a 3D mapping system based on RGB-D cameras starts with detection and analysis of distinctive points of the environment. These points are visual marks helping to create the map. However, due to the diversity of situations and conditions of the problem, such as noise introduced in the capture step, lighting changes, scaling, rotation, and other transformations, the most appropriate detector/descriptor for extraction of visual features has not yet been determined. So, it is important to identify the best visual marks of the environment. It requires a descriptor that provides the transformation invariance of points of interest, and stable detection of the same points along sequences with different variations in images.
Once the key points have been identified and matched with the points in the following frame, the next step is to align the three-dimensional data in consecutive frames, generally using the Iterative Closest Point (ICP) algorithm [23] . ICP based algorithms require an initial guess of the rigid transformation between two consecutive frames. This initial transformation, rotation and translation between two adjacent frames, can be calculated by the random sample consensus (RANSAC) method [23] .
We are interested in improving the quality of the 3D map modeling [24, 25, 26, 27, 28, 29] . The following methods are proposed [30, 31, 32, 23, 3] to reduce the number of points to be processed, to select the best points, to improve the accuracy of location of the points, to improve the accuracy of alignment of frames and cloud points, to improve the map quality. In this paper we focus on a strategy to improve the accuracy in the alignment of 3D data by decomposing the data along depth axis and followed by the ICP method. This method is referred as multiple ICP.
A method for improving the accuracy of a global alignment with the ICP was proposed in paper [23] . Because depth data have different resolution, the depth data decomposed into several point regions (sub-clouds) with a similar resolution yields a better 3D scene restoration in terms of the accuracy. Also, one can observe that with a smaller number of points, a better result can be achieved than using all inliers generated by RANSAC. However the problem of automatical dividing of the depth data into sub-clouds with similar resolution has not solved yet. Therefore in this paper we proposed a new algorithm for automatical dividing the depth data into sub-clouds with a similar resolution.
The paper is organized as follows. Section 2 discusses related approaches of improving ICP algorithm. Section 3 presents the proposed algorithm of multiple ICP and the algorithm for automatic dividing of the depth data. Section 4 describes computer simulation results of accuracy of 3D map reconstruction using real data. Finally, Section 5 presents our conclusions.
Related work
An improved ICP algorithm that can automatically register multiple 3D data sets from unknown viewpoints is presented in [33] . The sensor projection that represents the mapping of the 3D data into its associated range image and a cross projection are used to determine the overlapping region of two range data sets. A combining ICP algorithm with the sensor projection makes an automatic registration of multiple 3D sets without pre-procedures that are prone to errors and any mechanical positioning device or manual assistance.
An ICP algorithm that uses matching points' center of gravity as reference points and point pair distance constraint to reject false point pairs for point cloud registration was proposed [34] . Authors use the nearest criterion to remove point pairs which contain same points by close point criterion in order to improve speed and accuracy of point cloud registration.
The paper [35] proposed an improved solution to overcome the problem, that the ICP algorithm is to require complicated computation steps. The proposed algorithm selects the best sample points in oder to reduce computation time while still retains accuracy.
An efficient and robust subset-ICP rigid registration method is proposed to reduce the computation complexity and improve the flexibility of ICP algorithm in the paper [36] .
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The paper [37] presented a more robust ICP algorithm. an extended ICP algorithm solve a problem of the least square registration by an inequality constraint of the rotation angle. A closed-form solution for the rotation is obtained according to the monotonicity of the model with respect to the rotation angle at each iterative step of the algorithm. The proposed approach extends the convergence domain of the ICP algorithm, and it can be used much more widely.
A variant of the ICP registration method by introducing a novel weight-bootstrap scheme was proposed in the paper [38] . The rigid transform between two point sets can be estimated, as long as proper correspondences are given. The accuracy of the estimated transform is mainly determined by the goodness of these matches. The proposed solution parameterizes the pair matching confidence and improves the optimization process to address the challenge, that the confidence of the correspondences is weakened by the observation error.
The paper [39] proposed a new approach for the registration of depth data with color data, which combines epipolar constraints with pointtoplane constraints to improve ICP algorithm and achieve accurate registration.
An improved ICP algorithm which based on k-d tree was presented for tree point cloud data registration [40] . The k-d tree is similar to the general tree structure and it can store, manage and search data efficiently. The proposed algorithm solves the problem, that massive point cloud data bring a great number of troubles to registration method. Also the improved ICP algorithm is presented in the paper, the proposed ICP algorithm is the combination of the original ICP algorithm and k-d tree [41] .
The proposed algorithm of multiple ICP
In order to reconstruct 3D scene, first we solve the problem that depth data have different resolution [23] . As described above, once the key points have been identified and matched, the RANSAC algorithm is applied to remove outliers, and then the ICP method is applied to the data for aligning. Usually, supposing that transformation is orthogonal and objects are rigid, the ICP method is utilized over all inliers points provided by RANSAC. Note, that the use of a high number of points does not guarantee a better alignment. Moreover, it has been found that the relative motion between frames should be small enough for a good alignment. When the displacement between frames is relatively large, the algorithm takes a lot of time to converge or sometimes one diverges owing to big alignment errors. In this circumstance, the modeling map system yields a bad accuracy. A possible strategy for a lower computation time could be to reduce the number of points to be aligned. However, if the selected points are mainly located on the same deep plane, then the ICP yields wrong results.
On the other hand, it has been shown that the depth data provided by the Kinect sensor have different resolutions. With increasing distance from the sensor, the data resolution becomes worse [42] .
With the aim of improving the accuracy in point clouds alignment, one can propose to divide data into regions with similar resolutions. In other words, in this manner we can get several sub-clouds and then align them separately. After, the entire points cloud is reconstructed by unifying of the aligned sub-clouds.
We show that by dividing the 3D data into sub-clouds, aligning them separately, and finally unifying them back, gives us a better 3D scene reconstruction than that if applying a single ICP for all inliers of the scene.
For each experiment presented on this work, the following basic steps carry out:
(i) Detection and matching of global key points in RGB data with SURF algorithm; (ii) Remove outliers with RANSAC; (iii) Align 3D data with ICP using the associate 3D points of the inliers; (iv) Evaluate the quality of alignment;
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where s i and t i are the corresponding pair points in two point clouds, and n the total number of valid pair points. The correspondence is determined by using the k-d tree search algorithm. The proposed algorithm for automatic dividing the depth data into sub-clouds with similar resolution consists of several simple procedures written in Matlab.
(i) AutoLength divides the point cloud to n point sub-clouds evenly according to length of intervals. Generally, the point cloud contains points with depth values from 0 to 10 meters. So, a cloud can be divided into n equal sub-clouds with intervals [0, 10/n), [10/n, 2 · 10/n), . . . , [9 · 9/n, 10]. (ii) AutoLengthIncrease divides the point cloud into n point sub-clouds according to quadratic increase of x, x 2 , x 4 , x 8 , . . . , x 2 n−1 length of intervals of sub-clouds, respectively. We calculate x such a manner that x + x 2 + x 4 + ... + x 2 n−1 = 10 (full length of the interval of interest from 0 to 10 meters). (iii) AutoLengthDecrease divides the point cloud into n point sub-clouds according to quadratic decrease of x 2 n−1 , x 2 n−2 , . . . , x 4 , x 2 , x length of intervals of sub-clouds, respectively. We calculate x such a manner that x + x 2 + x 4 + ... + x 2 n−1 = 10 (full length of the interval of interest from 0 to 10 meters). (iv) Previous procedures do not take into account the number of points in each automatical divided sub-clouds. Sometimes it leads to serious problems because ICP algorithm does not owing to a sub-cloud contains a small number of points. A new procedure AutoCountAllPoints divides the point cloud into n sub-clouds with the same number of points. Let a point cloud contain points with depth values from 0 to 10 meters with the total number P of points. The point cloud can be automatically divided into n intervals with the number P/n of points based on a heuristic method which consistently increases the current interval of 0.01 meter. At each iteration we count the current number of points containing into the interval untill the number of point in sub-clouds reaches P/n. (v) To divide the point cloud into n sub-clouds with the same number of inliers points from SURFF algorithm. Let a point cloud contain I inliers points (the total number of points is much larger). AutoCountInlierPoints divides the point cloud automatically into n intervals with the number I/n of points based on a heuristic method which consistently increases the current interval of 0.01 meter. At each iteration we count the current number of points containing into the interval untill the number of point in sub-clouds reaches I/n.
Note that by applying the ICP algorithm to sub-clouds a set of transformation matrices are obtained. The transformation matrices could be used in different ways for reconstruction of the 3D dense map of the environment: each matrix tforms_i from ICP algorithm to each i sub-cloud, or tform_1 for all sub-clouds.
Computer simulation
In this section, computer simulation results of accuracy of 3D map reconstruction using real data are presented and discussed. The tests were carried out with frames of "freiburg/pioneer slam", "freiburg2/pioneer slam", "freiburg3/pioneer slam" datasets of TUM RGB-D benchmark [4] . We calculate RMSE errors using real data for the proposed method of 3D map reconstruction based on multiple ICP and automatical dividing the depth data into sub-clouds. Fig. 1 shows the pair of frames to be aligned. If the point cloud is aligned, the data are transformed to the coordinate system of the ground truth for further evaluation using the RMSE. Fig. 2 shows the corresponding point cloud of the first frame.
Next we divide points clouds into sub-clouds by our proposed procedures. Fig. 3 shows results of automatical dividing into two point sub-clouds according to quadratic increase of the length and the distribution of all inlier valid SURFF points in the first frame after the RANSAC algorithm. The distribution of 283 and 153 inlier points for the sub-clouds is shown in Figs. 4 . The procedure of automatical dividing into two point sub-clouds according to quadratic increase of the length yields the minimal RMSE errors comparing with other procedures of automatical dividing. We define a global alignment when the ICP uses all inliers for alignment of two point clouds. For the test frames in Fig. 1 , we use 992 inlier points, which are distributed as shown in Fig. 3 .
The transformation matrix computed with the help of the ICP algorithm for two frame is Table 1 shows RMSE errors for the proposed method of 3D map reconstruction based on multiple ICP and the various procedures of automatical dividing the depth data into sub-clouds with the real BEAR1 dataset [4] .
Results of the proposed methods of automatical dividing into n = 4 and more sub-cloud were unsatisfactory with huge RMSE errors. The procedure AutoLengthIncrease with dividing the point cloud into n = 2 point sub-clouds according to quadratic increase of the length yields the best result in terms of RMSE. Note that the procedure can not be used for all datasets because of empty sub-cloud of inlier points. For other datasets the procedure AutoCountInlierPoints dividing the point cloud automatically into n intervals with the number I/n of points yields the best results. Finally, we can conclude that the accuracy of 3D reconstruction of a scene depends on the following reasons:
(i) Detection and matching of global points by feature detection algorithms. We evaluated SURFF, FAST, BRISK, Harris, MinEigen algorithms in terms of RMSE errors and the best results were obtained using SURFF algorithm, other algorithms return too few matched points; (ii) Distribution of points in frame. If most points are close to the sensor position then no sense to divide point cloud into sub-clouds, a simple ICP algorithm provides good results.
Conclusion
We proposed a method of 3D map reconstruction based on multiple ICP and introduced various procedures for automatical dividing the depth data into sub-clouds. We evaluated RMSE errors using real data for the proposed method and procedures. The procedure AutoLengthIncrease which divides the point cloud into n = 2 point sub-clouds according to quadratic increase of length of intervals of sub-clouds yields the best result in terms of RMSE. In future, different datasets, especially with built accurate models will be studied and tested. Also we want to verify the performance of different descriptors for 3D scene restoration. Finally, the developed method will be incorporated into a complete SLAM system. 
