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ABSTRACT 
A relative of the rearrangement inequality of Hardy, Littlewood, and Polya is 
presented. From it are derived matrix product bounds. 
1. INTRODUCTION 
Let Zi,Si, i=1,2 ,..., n, be two sets of real numbers. Denote by ai,bi, 
i = 1,2,. . . , n, the same two sets when their components are arranged in 
nonascending order: 
This notation applies to all sets of numbers, including eigenvalues and 
diagonal elements of matrices. 
The famous product inequality due to Hardy, Littlewood, and Polya [l, p. 
261; 2, Chapter 6, A.31 states 
” n n 
Caib,_i+l < Ciiigi < zaibi. 
1 1 1 
(1) 
If the restriction a,, bi > 0 is made, then there exist for k = 1,2,. . , n the 
inequalities [3, p. 935; 2, Chapter 6, A.3.a] 
iaib,,_i+, < iii,&, ,< 5aibi. (2) 
1 1 1 
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The first contribution of this paper (Theorems 3.1, 3.2 in Section 3) is to 
bridge the gap between (1) and (2) by presenting inequalities under interme- 
diate restrictions: ai > 0, with bi of arbitrary sign. 
The second half of the paper is concerned with analogous matrix inequali- 
ties. Thus if A, B are Hermitian n X n matrices, then [4] 
~*i(A)*,,_i+~(B) < tr(AB) < tAi(A)hi(B). (3) 
1 1 
Here Ai( * > is the ith eigenvalue of (. > and tr(. >is the trace of ( .); this result 
is due to H. Richter, 1958. Under the restriction A, B > 0 (i.e., A, B are 
Hermitian n X n positive semidefinite matrices), there exist for k = 1,2 . . * ,n 
the inequalities [2, Chapter 9, H.l.i,H.2] (also see Appendix, (A.l), below] 
The similarity between (1) and (3), and between (2) and (4), is striking. 
The second and final contribution of this paper (Theorems 4.1 and 4.2 in 
Section 4) bridges the gap between (3) and (4) by presenting inequalities 
that require the intermediate restriction A > 0, with B Hermitian. 
2. PRELIMINARIES 
We introduce the notation si(X) to indicate the element in the ith 
position on the diagonal of a matrix X. Similarly, the Si(X) are the ordered 
diagonal elements of matrix X. 
The following theorems will be used. 
THEOREM 2.1 [5; 2, Chapter 9, B.l]. Let X be an n X n Hermitian matrix. 
Then fork = 1,2,...,n 
k k 
Csitx) G ChiCX) (5) 
1 1 
with equality when k = n. 
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Because of the equality, (5) may also be written as 
I54 -sn-i+l(x) G i -‘n-i+ltX)’ (f-3) 
1 1 
THEOREM 2.2 [2, Chapter 3, H.3.b]. Let Si(X),Ai(X) be real numbers 
obeying (5), with equality for k = n. Then for k = 1,2,. . . , n 
&,(X)Ui < ihi(X)Ui (7) 
1 1 
for (ordered) real numbers u i > 0. 
THEOREM 2.3 [2, Chapter 19, A.41. Let X be an n X n Hermitian matrix. 
Then there exists a unitary matrix T such that 
T’XT = A (8) 
where A = diag(A,(X), . , A,(X)) and A,(X), . . . , A,(X) are the real charuc- 
teristic roots of X in nonascending order. 
3. REARRANGEMENT INEQUALITIES 
THEOREM 3.1. Let ai, b, be two sets of real numbers with ai > 0. Then 
fork =1,2,...,n 
iai6, < iaibi. 
1 1 
Proof. Write b, + x > 0, i.e., all zi + x > 0 for some number x 2 0. 




Adding - E:aix to both sides of (IO) produces (9). n 
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REMARK. It is not permitted to write ii,b, for a,&, in (9). 
THEOREM 3.2. Let ai, bi be two sets of real numbers with a, > 0. Then 
fork = 1,2,...,n 
&ib,,_i+l < &ii&. 
1 1 
(11) 
proof. Let b, + x > 0, i.e., all bi + x 2 0 for some number x > 0. Then 
by (2) 
Because of the ordering, 
k k 




4. MATRIX INEQUALITIES 
THEOREM 4.1. Let A, B be n X n Hermitian matrices with A > 0. Then 
fork =1,2,...,n 
k k 
CA,-,+,(A’) d CAi(A)Ai(B). 
1 1 
(14) 
Proof. Now A,(AB) = A,(C), where symmetric C = A1/zBA1/Z. Diago- 
nalize A, as in (8): T’AT = AA real diagonal. Then A,(C) = A,(T’CT) and 
T’CT = h’/2B,Aa/2, where B, = T’BT with A&B,)= A,(B). Write T’CT = D. A 
Then 
i$( D) = Ai( A)&( B,), (15) 
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where si(B,) is the diagonal element of 23, in the position where A,(A) 
occurs. Applying (9) and (7), with k = 1,2,. . . , n, 
where in (7), ui and X are identified with A,(A) and B,. Also, with 
k = 1,2, . . , n, 
2 h”_i,l( D), (17) 
where (6) was used. Insertion of (16) and (17) into (15) (with 1’; applied to 
both sides), and remembering that Ai( hi(B) and A,(D)= Ai( 
there results (14). n 
REMARK 4.1. When A, B > 0, (4) shows tighter lower bounds than (14). 
THEOREM 4.2. Let A, B be n X n Hermitian matrices with A > 0. Then 
f&r k = l,Z,...,n 
i*,(A)*“-,+,(B) < k*i(AB)* (18) 
1 1 
Proof. Starting with (15) and applying (11) and (7), with k = 1,2,. . . , n, 
$*i(A)‘i(B,) a k*i(A)S,-i+l(Bl) 
1 
(19) 
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where in (7) ui is identified with hi(A), S,(X) with - 6,_i+,(B,), and 
A,(X) with - A,_,+,(B,); see (6). Also, with k = 1,2,. . . , n 
where (5) was used. Insertion of (19) and (20) into (15) (with Ct applied to 
both sides) produces (18). n 
REMARK 4.2. In view of the use of (11) the inequality (18) is not valid if 
h,_,+,(A)A,(B) replaces its left side terms. 
APPENDIX 
LEMMA A.l. LetnXnmatricesA,B>O.Thenfork=1,2 ,..., n 
$Ai(AB) < iAi(A)Ai(B). (A.11 
1 
Proof. Define a,(X) = [ A,(X’X)] ‘I2 for a complex n X n matrix X. In 
[2, Chapter 9, H.21 it is shown for n X n complex matrices A, B that with 
k = 1,2,...,n 
k k 
CUi(AB) < Cai(A)Ci(B). 
1 1 
(A.2) 
When A, B > 0, A,(A) = ai( and letting C = (BA)“2, Ai = 
A~(A~/~BA~/~) = A,(C’C) = ai( Thus (A.1) i.e., the right inequality in (4) 
follows from (A.2). 
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