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本論文は，以下 7 章で構成する．第 2 章では，機械学習の概要とその手法の 1
つである深層学習について述べる．第 3 章では，既存の量子化手法について概






















































数配置して構成される．図 2.3 に最も基本的な構成として，3 層の階層型ニュー
ラルネットワークを示す．ニューラルネットワークは，入力層，中間層と出力










図 2.3	 3 層の階層型ニューラルネットワーク 
 
2.2.2	 ノード 
2 入力 1 出力のノードの構造を図 2.4 に示す．入力 X1,X2 に重み係数 W1,W2
を掛け合わせ，総和を取る．そして活性化関数𝑓(・)を通して，出力 Z を出す．




図 2.4	 2 入力 1 出力のノードの構造 
 
	 	 	 	 	 	 	 	 	 	 	 	 	 	 𝑧 = 𝑓 𝑤!𝑥!!!!! 	 	 	 	 	 	 	 	 	 ・・・(2.1) 
 
ここで，zは出力，xは入力，wは重み係数，Lは前層のノード数，𝑓( )は活性
化関数である．活性化関数としては，Sigmoid 関数，Rectified Linear Unit (ReLU) 











2.3.1	 CNN の構成 





















































31 74 52 8
7 5 87 15
12 90 77 33




















関数である．Softmax 関数を式 (2.2) に示す． 
 
	 	 	 	 	 	 	 	 	 	 	 	 	 𝑍! = 𝑒𝑥𝑝 (𝑢!)𝑒𝑥𝑝 (𝑢!)!!!!  	 	 	 	 	 	 	 	 	 	  ・・・(2.2) 
 
ここで，Zは出力，uは入力，L は出力数である．Softmax 関数の出力 Z の総和
は常に 1 となる．  
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を INQ では計 4 回繰り返して重み係数を全て量子化している． 
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はスケーリング係数は正負で同じ値を用いる．TWN1 を改良した TWN[6] （以









は 2 の乗数の値である． 
12 
 













































































































提案手法と BNN を比較するため，図 5.1 に層構成を示す VGG-9 と呼ばれるネ
ットワーク構成を対象とする．表 5.2 にパラメータ構成を示す．VGG-9 では畳
込み層 6 層，プーリング層 3 層，全結合層 3 層で構成される．また VGG[12]と
呼ばれるネットワーク構成では，畳込み層で用いる重み係数のサイズは全て3×3
と設定している．BNN では活性化関数として Sign 関数を用いているが，本研究
で用いた Chainer v1.24.0 は Sign 関数が実装されていなかったため，代わりに
ReLU 関数を用いた． 
  










図 5.1	 VGG-9 の層構成 
 




提案手法と TWN1 との比較のため，図 5.2 に層構成を示す VGG-8 呼ばれるネ
ットワーク構成を対象とする．表 5.3 に VGG-8 のパラメータ構成を示す．VGG-8















畳込み1 3 128 32×32
畳込み2 128 128 32×32
マックスプーリング 128 128 16×16
畳込み3 128 256 16×16
畳込み4 256 256 16×16
マックスプーリング 256 256 8×8
畳込み5 256 512 8×8
畳込み6 512 512 8×8
マックスプーリング 512 512 4×4
全結合1 8192 1024 1
全結合2 1024 1024 1







図 5.2	 VGG-8 の層構成 
 








である．ResNet では図 5.3 に示す Residual unit という特徴的な構成がある．














畳込み1 3 128 32×32
畳込み2 128 128 32×32
マックスプーリング 128 128 16×16
畳込み3 128 256 16×16
畳込み4 256 256 16×16
マックスプーリング 256 256 8×8
畳込み5 256 512 8×8
畳込み6 512 512 8×8
マックスプーリング 512 512 4×4
全結合1 8192 1024 1











Bottleneck では畳込み層を 2 層のところを 3 層にして，三層目の畳み込み層で特
徴マップ数を調整する方法である．本研究では Projection を用いる． 
 
 
図 5.3	 Residual unit の構成 
         
(a)Zero-padding        (b)Projection         (c)Bottleneck 
図 5.4	 Residual unit の特徴マップに対する三種類の調整方法 
 
本研究で用いた ResNet-18 は活性化関数としては ReLU 関数を用いている．表


























スト画像で構成され，本研究では，表 5.5 に示す 2 種類の画像データセットを用
いた．Cifar-10 は一般画像認識用のデータセットであり，カテゴリ数が少なく，




表 5.5	 画像データセット 
画像データセット名 学習画像 テスト画像 画像サイズ カテゴリ数 
Cifar-10 5万枚 1万枚 32×32 10 
ImageNet 約 122万枚 約 6万枚 224×224 1,000 
 
画像データセットの Cifar-10 の画像例を図 5.5 に示す．Cifar-10 は飛行機，自
動車，鳥，猫，鹿，犬，蛙，馬，船，トラックのカテゴリ数 10 からなる．各カ
テゴリに学習画像として 5,000 枚，テスト画像として 1,000 枚ある． 
  
入力 出力
畳込み 3 64 112×112
マックスプーリング 64 64 56×56
Residual unit1 64 64 56×56
Residual unit2 64 64 56×56
Residual unit3 64 128 28×28
Residual unit4 128 128 28×28
Residual unit5 128 256 14×14
Residual unit6 256 256 14×14
Residual unit7 256 512 7×7










図 5.5	 Cifar-10 の画像例 
 
ImageNet の画像例を図 5.6 に示す．ImageNet はテンチ，ホホジロザメ，金魚，
スティングレー，おんどり，めんどり，ダチョウ，ユキヒメドリ，シロソウメ









airplane automobile bird cat deer
dog frog horse ship truck
テンチ ホホジロザメ 金魚 スティングレー おんどり








表 5.6	 VGG-8 と VGG-9 におけるパラメータ構成 
 
 
  ネットワーク構成を ResNet-18 とするときのパラメータ構成は表 5.7 に示すよ
うにした．量子化前の単精度浮動小数点で学習を行うときの epoch 数は，TWN1
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第 6 章	 評価結果 
6.1	 単純量子化 
6.1.1	 BNN 
BNN と提案手法の認識精度を表 6.1 に示す．BNN では二値化後の認識精度は
二値化前よりもわずかに良くなっている．しかし，提案手法では量子化後の認
識精度は量子化前と比べ，係数のビット数が 5 ビットでは約 1%，4 ビットでは
約 3%低下している．BNN と比べて，提案手法の結果が悪くなっている． 
 
表 6.1	 BNN と提案手法との認識精度の比較（VGG-9，Cifar-10）
 
 









ト数を 5 ビットにしたとき約 2%，4 ビットにしたとき約 4%低下した． 
 
表 6.2	 TWN1 と提案手法との認識精度の比較（VGG-8，Cifar-10） 
 



















ResNet-18 のネットワーク構成を用いたときの TWN1，TWN2 と提案手法の認
識精度を表6.3に示す．三値化後の認識精度は，TWN1では量子化前より低下し，
TWN2 では量子化前よりわずかに向上している．一方，提案手法による量子化
後の認識精度は，量子化前と比べて係数のビット数を 5 ビットにしたとき約 10%
も低下しており，TWN1 および TWN2 に対して提案手法による量子化では認識
精度の低下が大きい． 
TWN1 および TWN2 と比較して提案手法の認識精度が低い原因のひとつとし
て，提案量子化手法では，量子化ビット数に対して小さい値の場合は単純な切
捨てになってしまうため，ある一定以下の値が 0 になるケースが多かった可能
性がある．一方で，TWN1 および TWN2 ではスケーリング係数を用いて 0 の数
を適当な割合に設定するため，良い結果につながったと考えられる． 
 












	 	 	 	 	 	 𝑊! = 𝛽𝑠𝑔𝑛 𝑊! 	 (𝛼 + 𝛽)/2 ≤ 𝑎𝑏𝑠(𝑊!) < 3𝛽/20	 	 	 	 otherwise	 	 	 	 	 	 	 	 	 	 	 	 	 	  ・・・(6.1) 
 
 












表 6.4	  INQ と提案手法との認識精度の比較（ResNet-18，ImageNet） 
 












第 7 章	 まとめ 
畳み込みニューラルネットワーク向け重み量子化のための評価環境を Chainer
で構築し，量子化手法について既存手法との比較評価を行った．ネットワーク
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