ABSTRACT The latest 6TiSCH standard enables highly reliable industrial monitoring and control applications through deterministic wireless communications and efficient allocation of radio resources among wireless nodes. However, much of these benefits are tied to the ability of the scheduler in orchestrating communication over individual links in an efficient and a non-conflicting manner. The state-of-the-art 6TiSCH scheduling algorithms only tackle the scheduling problem at the MAC layer with an assumption of having an optimal routing layer. Moreover, to the best of our knowledge, no solution so far has taken contentspecific scheduling into account. This paper proposes CONCISE, which is a content-centric cross-layer scheduling solution. CONCISE creates content-independent routing topologies and schedulers, resulting in an overlaid routing structure and multiple content-based schedules. Further, CONCISE addresses in-network processing and data aggregation with the objective of reducing network traffic. Performance evaluation demonstrates that CONCISE can effectively reduce inner layer network traffic by up to 65%. As a result, it can provide up to 50% delay reduction and achieve significantly higher packet delivery ratio, compared with existing scheduling solutions. Initial proof of concept is implemented and evaluated in Contiki OS.
I. INTRODUCTION
Industrial monitoring and control applications often involve expensive cabling to connect a large number of devices and sensor units across an industrial plant, which can be quite expensive to install, operate and maintain. On the other hand, a wireless IoT (Internet of Things) network is a much cheaper alternative with many attractive features including minimal infrastructure requirements, lower cost, little wear and tear, and more flexibility and accessibility, compared to using wires. Nevertheless, conventional IEEE 802.15.4-2003 based wireless solutions like ZigBee [1] may not be able to meet industrial grade performance, particularly in terms of reliability and latency, due to higher vulnerability to multi-path fading environments and little resilience against external interference from other networks such as WiFi. In 2007, The ZigBee Alliance released ZigBee PRO, which added the protocol's capability to switch the entire network to a different channel when its link quality reduces due to interference. Frequency hopping, on the other hand, is a more robust technology for frequency agility compared with ZigBee PRO, which was adopted by industrial standards such as WirelessHART [2] and ISA100.11a, but it requires substantial modifications to the IEEE 802.15.4 MAC. More recently, mesh networks based on IEEE 802.15. 4 -2015 Time Synchronized Channel Hopping (TSCH), is instrumental in achieving the stringent communication requirements of many industrial applications as it provides resilience to multipath fading and interference. Furthermore, the latest IETF 6TiSCH (IPv6 over IEEE 802.15.4e TSCH mode) is an emerging standard, which aims at harmonizing the industrial and information technology worlds by bridging the gap between IP-enabled upper protocol stack with the underlying TSCH-based link layer. 6TiSCH is expected to be the de-facto standard for a variety of Industrial IoT applications [3] .
A. SCHEDULING IN 6TiSCH
6TiSCH offers high reliability for industrial monitoring and control applications by enabling deterministic wireless communication and efficiently allocating radio resources among the wireless nodes. However, much of these benefits could not be achieved without the scheduler [4] , which is a piece of software running on network and has a key responsibility of orchestrating communication over individual links in an efficient and a non-conflicting manner. Therefore, this paper mainly focuses on 6TiSCH scheduling mechanisms. Details of the protocol architecture and operations can be found in [5] .
In the time domain, the schedule operates in a Time Division Multiple Access (TDMA) manner, whereas in the frequency domain it divides the wireless spectrum into multiple channels. The scheduling period is referred to as a slot-frame. A schedule is formed by assigning timeslot and channel offsets to each communication link specifying which node should transmit/receive data to/from its scheduled counterpart within a slot-frame. The slot-frame repeats itself over time. Channel-hopping is also adopted, where communication links hop over a set of available channels in a pseudorandom pattern among slot-frames, which can mitigate the effect of narrow-band interference and multi-path fading. More details of 6TiSCH can also be found in [5] and [6] .
An example of centralized 6TiSCH scheduling is provided in Fig.1 , where Node 4 is the root node or data concentrator. The scheduler assigns time and channel resources to each individual link such that network performance (e.g. communication reliability and latency) can be guaranteed. Secondly, the scheduler has to follow certain scheduling rules. For example, if half-duplex transceiver is assumed, the communications from Node 1 to Node 2 (1 → 2) and 2 → 4 must be scheduled at different timeslots, since Node 2 cannot transmit & receive at the same time. On the other hand, 1 → 2 and 3 → 4 are non-conflicting, therefore their communications can take place in parallel (both are assigned to slot 1 in Fig.1 ). Moreover, if two transmissions are geographically close and may cause interference to each other, different channel offsets should be used. Nonetheless, assigning the same channel and the same timeslot to multiple link is possible, as long as they do not conflict or interfere with other links. The scheduler also needs to take the multi-hop network traffic into account. In Fig.1 , apart from Node 2's own packet, it needs to relay Node 1's packets to Node 4 as well, hence two timeslots are provided for 2 → 4.
Finally, as channel hopping is adopted, all scheduled links will hop to different physical channels in next slotframe.
B. SCHEDULING CHALLENGES
In wireless multi-hop mesh networks, the scheduling problem can be complicated by the fact that nodes closer to the sink need to relay messages for those located in the outer regions, hence they demand more resources. A typical scheduling process to assign timeslots and channel offsets is illustrated in Figure 2 . For a given network G(V , E), where V is a set of nodes in the network and E is a set of communication links among them. First, a routing tree T (V , e) is formed by a routing protocol, where e ∈ E is a set of dedicated links chosen by the routing algorithm. In addition, multi-hop traffic information has to be taken into account. A network traffic graph as illustrated at the bottom right of Fig. 2 can be presented by Gt(V , (e)). (e) represents the amount of predicated traffic on each link e. The thicker the line width, the more traffic on the link and the more resources the scheduler assigns to it. Finally, the scheduler uses the traffic maps information to perform optimization procedures and assign non-conflicting and interference free timeslots and channel offsets to each link e with respect to its traffic (e) in such a way that low latency or high packet delivery ratio can be achieved. Such scheduling and graph coloring problem is known to be NP-complete [7] . Most of the scheduling algorithms in the state of the art, including both centralized ( [6] , [7] ) and decentralized solutions ( [8] - [10] ), only tackle the scheduling problem for multihop traffic on the MAC layer with further assumption of an established network layer above. Cross-layer approaches [11] do exist based on the conventional TDMA MAC, employing both routing and MAC scheduling. However, they are not directly applicable to the latest IEEE TSCH MAC. Furthermore, once a routing topology is determined for the network, it cannot be changed at a later scheduling stage for different VOLUME 6, 2018 applications, as shown in Figure 3 (a). Nevertheless, there is no ''one-size-fits-all'' network topology, and therefore it lacks an adaptive solution which can provide cross-layer scheduling optimization for multiple applications running on the same physical network at the same time.
C. MAIN CONTRIBUTIONS
We propose a CONtent CentrIc corss-layer SchEduling (CONCISE) approach, which separates the MAC scheduling and network routing based on content types as shown in Figure 3 (b).
• Each application or content type has its own distinctive routing tree and schedules with absolutely no dependence on other contents. Hence, CONCISE forms multiple overlaid x-layer schedules for different content flows.
• Unlike our previous content-centric work in [12] , which is purely a reactive routing protocol based on conventional CSMA MAC of IEEE 802.15.4, CONCISE provides a proactive approach to schedule both communication and data aggregation events along multihop routes. The latest IEEE 802.15.4 -2015 TSCH MAC is also adopted to provide guarantees for industrial applications in terms of communication reliability and end-to-end latency. To the best of the authors' knowledge, CONCISE is the first of its kind to deal with in-network processing and offer content specific crosslayer scheduling for deterministic 6TiSCH networks.
• A proof of concept implementation of CONCISE is done in Contiki OS and tested in Cooja using TI's exp5438 platform with MSP430F5438 CPU and CC2420 radio, which highlights lower application layer end-to-end latency compared to the state of the art. The rest of this article is organized as follows. We first introduce the data aggregation approach in CONCISE.
After that, the CONCISE framework and the cross-layer interactions are presented in section II-B. Simulation results are given in section III and implementation details are presented in section IV. Finally, the article is concluded in section V.
II. PROPOSED CONCISE SOLUTION

A. ROUTING AND SCHEDULING WITH DATA AGGREGATION
In many cases, data collected for the same application tends to be highly correlated and therefore can be combined or jointly processed while being forwarded to the sink. An example is to fuse together multiple sensor readings related to the same physical event. Such data aggregation process can reduce the total amount of messages sent in order to improve network efficiency. On the other hand, uncorrelated packets from different applications might not be simply aggregated from the processing point of view, e.g. it is not meaningful to calculate an average of a temperature and a humidity reading. If multiple applications are running on the network at the same time, the well-known hot spot problem [12] and traffic congestion are very likely to take place at nodes closer to the sink compared with the cases with data aggregation. Therefore, a proper in-network data aggregation process can significantly reduce redundant data transmissions for low priority applications (e.g. environmental monitoring) hence saving bandwidth and resources for more time-critical applications, such as industrial wireless control.
In [12] , authors proposed a Content Centric Routing (CCR) protocol in order to route the correlated data to intermediate relay nodes for processing. After data aggregation, redundant transmissions can be eliminated which effectively reduces the traffic in the network. However, CCR is a reactive routing protocol which may involve some randomness, hence it cannot guarantee its performance for mission critical applications. Although similar principle of CCR for data aggregation is employed in CONCISE, but it further adopts the 6TiSCH based deterministic proactive scheduling approach. Therefore, CONCISE uses a centralized routing and scheduling algorithm to find the most effective content processing points where data is aggregated. Clearly, any communication or processing job that is a prerequisite of another must appear 'earlier' in the schedule to avoid delays. In the following section, details of the CONCISE architecture and how it schedules computation and communication jobs in a proper and sequential manner along the multi-hop routing path are provided.
B. MAIN CONCISE MODULES
CONCISE is a centralized cross-layer routing and scheduling algorithm, which runs on a control and scheduling unit, henceforth referred to as the controller. At the beginning of network operation, the controller first queries all nodes V to gain necessary information required by the scheduler e.g. one-hop neighbour information E to form the network mesh topology G, and data rate for each content type C k etc. For each C k , the three steps described in Fig. 2 are repeated. The allocation of content specific routing topologies and MAC schedules can be implemented by using two modules, the Content Route Manager (CRM) and the Content Schedule Manager (CSM).
The CRM module is responsible for determining content specific routing topology, and it contains two main function blocks: 1) Content centric route finder, and 2) Path optimizer. The first function employs a selfish heuristic routing algorithm (detailed in Algorithm 1) in order to discover a topology that is the best in satisfying each application's requirement. For example, one application demands low latency, while another may require long battery lifetime. As a result, different relay nodes can be selected for the same source node but with packets of different content types and distinctive network topologies can be formed, which are overlaid on top of the same physical network. There are two main steps in CRM:
Step 1: The sequence to form the routing tree is based on the decreasing order of the hop distances (M d ) to the sink Node. Accordingly, the nodes in the outer layer M d max have their next hop neighbour relay nodes assigned first as indicated in Algorithm 1, line 3. For each node in layer M d , the next hop relay node for each content type C k is determined by the next hop neighbouring node at layer M (d−1) which has the maximum number of one-hop neighbours with the corresponding content C k . Each time a next hop relay node is found, it is added to a content-specific next hop relay list. This allows the method to keep track of which nodes may perform data aggregation. The relay link is also added to the link matrix C k .
Step 2: Once all nodes in the current layer M d find the next hop relay/aggregation nodes, processing tasks P C k (v) is added to the link matrix C k (line 25 in Algorithm 1), where v is the aggregation node. Traffic rate after data aggregation
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Add processing task Fig. 4 . Both node 5 and node 4 generate content C 1 and C 2 , while node 6 only generates content C 1 . The traffic rate for these three nodes is 1 traffic unit. The content centric route finder will first form a routing topology for each type of content. In the present case, node 5 is the first to have its BestNode for C 1 assigned. Since node 2 is connected to all three of nodes 4, 5 and 6, each of which have content C 1 , it has three one hop neighbours with content C 1 (i.e. NeighbourContentList for node 2 is equal to three for C1). In contrast, the NeighbourContentList for Node 3 is only equal to 2. As node 2 has the most one hop neighbours with content C 1 , node 2 is chosen as the next hop relay node for Node 5 for content C 1 . The ContentIndex(2,C 1 ) is set to true to account for the transfer of content of type C 1 to node 2 from node 5. When choosing the next hop relay node for node 4, node 2 now has a NeighbourContentList = 4. As before, by comparing the NeighbourContentList, node 2 again is selected as the BestNode for node 4. The same applies to find the BestNode for node 6. Once all the nodes in layer M 3 have been assigned VOLUME 6, 2018 their next hop relay nodes for content C 1 , processing tasks P C 1 will be added to the corresponding aggregation node. In this example, node 2 performs aggregation for content C 1 . We further assume that after three packets are received at Node 2, the aggregation process outputs only one aggregated packet which then will be assigned as the traffic rate for link Node 2 → Node 1. The same applies to content C 2 .
The path optimizer, on the other hand, has a function to balance the overall network traffic across multiple applications. In other words, it manages each topology Gt C k based on global objectives. For instance, if one critical node was heavily subscribed by many applications, the path optimizer would suggest alternative routing paths for non-mission critical applications to reduce the risk of traffic congestion.
1) THE CSM MODULE
As shown in Figure 5 , the CRM first builds overlaid contentspecific tree topologies and provides multi-hop traffic information maps Gt(C k ) for each content type C k (e.g. Gt(C 1 ) and Gt(C 2 ) in Figure 5 ). The content scheduler in the CSM then takes the output of CRM as an input and assigns timeslots to each communication and processing task in l C k according to the corresponding traffic rate. There are three scheduling rules: 1). No conflicting links should be scheduled in the same timeslot. That is, no transmission should be scheduled involving a node (either as transmitter or receiver) in a timeslot in which that node is already scheduled to transmit or receive data. But it is assumed that a node can process data whilst transmitting or receiving data. 2). No two transmissions can use the same channel in the same timeslot that can interfere with each other. If the transmitting and receiving nodes of the two transmissions are outside of interference range, then the same channel may be used in the same timeslot for both transmissions. Interfering links may be assigned to the same timeslot if using different channels. 3). A minimum delay is required for a processing task P C k to allow time to process the content C k on a given node. This delay is applied to the node performing the processing for any task relating to the same type of content. Accordingly, whilst data of a given type is being processed the processing node is not to be scheduled to transmit or receive data of the content type. This ensures sufficient time to process the data. Data of a different content type can be sent or received by the node during this time.
A schedule is defined for each type of content by allocating timeslots to each traffic unit (data packet) over each communication link contained in the respective content specific routing topology link matrix l C k . As l C k is built up in decreasing order of the network layers, link scheduling occurs based on the order of the listing of links in l C k . Each transmission is assigned a specific channel. Channel assignment is based on whether or not concurrent transmission will cause interference. An example of CSM scheduling can be also found in Fig.4 .
Furthermore, a communication bit map is utilised during the scheduling process in order to check for collision and interference before assigning a cell. is an M −N ch −S threedimensional matrix initialized with all zero values, wherein M is the total number of nodes in the network, N ch is the number of channel offsets and S is the total number of timeslots in the slot-frame. Each time a communications link or processing task is to be allocated to a cell, the matrix is checked in order to select a cell that does not collide or interfere with already allocated cells. Once a cell has been allocated, the corresponding entries for the node(s) involved in the allocated process are marked as 1 in the matrix. Accordingly, for an allocated communication link the corresponding entries for the sender and receiver nodes are marked, whilst for an allocated processing task the corresponding entry for the node conducting the processing task is marked. The scheduler is run for each type of content using the associated content specific routing topology. The communications matrix is maintained and updated throughout the scheduling process to avoid conflicts between different content types.
2) INTERACTION BETWEEN CRM AND CSM
In CRM, using Algorithm 1, a high data aggregation path for each content flow can be produced. This might, however, lead to traffic 'hot-spots' in the network as a few aggregation nodes can be heavily loaded with excessive communication jobs as well as extensive computation tasks for multi-content data processing, resulting in significantly delays. That is, the most efficient routing topology may have a number of bottlenecks that cause congestion in the network. To address such an issue, a network congestion point analyser is adopted in the CSM to detect 'hot spots'. An iterative method is utilised in a cross-layer approach that identifies congestion points after scheduling has been completed and applies a path optimiser to determine a new route to avoid congestion. The CRM and CSM are repeated to optimise the path to produce the optimal schedule S opt . A global optimization algorithm is defined to find the best S opt according to the objective function, e.g. the one that minimises all applications' completion time with S opt = Min(Max(S C k )) as shown in CSM module of Fig. 5 . If a congestion bottleneck is found, the path optimizer diverts traffic of the least important content type from the bottleneck node to the next best neighbouring nodes within their respective routing tree. The scheduler then produces new schedules and the value of S C k are updated. Providing a better solution is found (Max(S C k < S opt ), the value of S opt will be updated. If the number of optimization iterations exceeds a certain threshold (α times) without finding a better solution, the algorithm terminates. Fig.6(a) illustrates the well-known hot spot problem [12] , and traffic congestion are very likely to take place at the inner area closer to the sink. Fig. 6(b) shows a routing topology with congestion points (circled), which can cause extra waiting time for both communication and processing as they have a disproportionately large number of tasks/cells assigned to them. On the other hand, in Fig. 6 (c) , a balanced routing topology is achieved when the cross layer iterative method described above is utilized. Hence, the traffic going over the bottleneck node in the inner layer is split. Some links to the bottleneck node are rerouted in order to avoid congestion. The rerouted links are assigned to the neighbouring nodes, where data can be processed in parallel. By taking the advantage of distributed data aggregation, the overall schedule time can be significantly reduced.
A further case study of CONCISE is illustrated in Fig. 7 . There are 6 nodes in the network with node 4, node 5, and node 6 generating packets for content type 1. Node 4 and Node 5 also generate packets for content type 2. These messages need to be delivered to the data sink (node 1), which is 2 hops away. It is assumed that data aggregation process can be carried out by any relay nodes in the network on receiving multiple messages of the same content type. After data aggregation, it is assumed only one message is transmitted.
As shown at the top of Fig.7 , the conventional method first determines a routing topology which later applies to different content types for the scheduling process. Including both computation and communication time, the conventional approach takes 8 time units to complete the schedule. On the other hand, CONCISE builds separate routing topologies and non-conflicting schedules for different content types. For content type 1, node 3 in layer M 2 is chosen as the best next hop candidate for Node 4, 5, and 6 in M 3 . This is because, Node 3 has more one-hop neighbours (Node 4, 5, 6) that has content type 1 compared with node 2 which only has 2 neighbours (node 4 and node 5). Hence, higher traffic reduction can be achieved if messages of the same content type were relayed and aggregated on the same processing node. For content type 2, node 2 is chosen by node 4 and node 5 for load balancing purpose. Therefore, in CONCISE, an overlaid routing topology can be formed as shown at the bottom middle of Fig.7 . Once content-specific routing topologies are determined by CRM, relay links are created for each content type and added to the link matrix C 1 and C 1 , whilst the second type of content can be routed from nodes 4 and 5 via node 2. The CSM then schedules both computation and communication jobs in the link matrix and provides contentspecific schedules. Finally, since CONCISE allows parallel communications between 6 → 3 and 5 → 2, and concurrent processing of different content types independently on nodes 3 and 2, it speeds up total scheduling time to the sink with only 5 time units.
C. PRIORITISATION FOR CRITICAL CONTENTS
By using in-network data aggregation, savings can be made on limited resources (e.g. time and spectrum) for scheduling. With those additional resources available, premium timeslots can be introduced which can be used for time critical messages. Premium timeslots are reserved in a fixed interval in a slot-frame. This interval can be determined, for example, based on the available resources and the total amount of network traffic.
A content-dependent immediate processing byte is proposed, which can be adopted in the unused header options. During normal operation, data collected by the sensor nodes is buffered and aggregated using the scheduled timeslots. Premium timeslots are used as shared contention resources for all nodes; however, if a time critical message (with content C k ) is sent with an immediate processing byte in its header, all the processing nodes along its multi-hop path to the data concentrator will immediately process the data stored in a corresponding content buffer B C k , add the same immediate processing byte in the header of the outgoing message and sent it out in the next available scheduled timeslot or premium timeslot. Please note that only the corresponding content will be immediately processed while other messages belonging to different content types will be buffered and processed according to the schedule. Nevertheless, the premium timeslot is content-independent, meaning that during a premium timeslot all non-urgent messages (regardless of content type) should back-off when an emergency message is detected.
III. SIMULATION RESULTS
In this section, we carried out comprehensive system-level evaluations. A mesh network with an area of 100 × 100 m 2 is simulated, in which nodes are uniformly distributed with a communication range of 35 meters per node. The IEEE 802.15.4e MAC is simulated and the link success probability is uniformly distributed in [60% , 100%] among 16 different channels on the ISM band. The MAC retransmissions is set to 3. A packet drop event can happen when the number of MAC retransmissions exceed 3 or node buffer overflow occurs due to high network traffic. Slotframe length is set to 100 slots with the duration of 10 ms for each time slot. Three applications (content types) are assumed to be running concurrently on the network, and every second each node randomly generates packets for each content type. The number of packet generated is between [0, 2], where 0 packet number means that there is no packet generated for the corresponding content type. All nodes are assumed to be able to process and aggregate any content type when a scheduled content processing job arrives.
Finally, we choose TASA [7] as the competitor, which is the latest effort in literature for TSCH scheduling. In addition, since this is the first work to schedule both communication and computation (data aggregation) jobs, we modified the competitors for performance benchmarking, as follows:
• Competitor 1: RT = RPL [13] (Routing) + TASA (MAC Scheduling).
• Competitor 2: RTA = RPL + TASA + Aggregation. RT is the existing traffic aware scheduling approach for 6TiSCH. In addition, since CONCISE also supports data aggregation, we further modify RT and add data aggregation functions to RTA's scheduling process to achieve a fair comparison. Fig.9(a) shows the total network traffic in a slotframe period. It can be observed that CONCISE reduces the network traffic by 50.2% via data aggregation within the network compared to RT without aggregation. In addition, it can effectively reduce the inner layer traffic (nodes that are one hop away from the sink) by 65% compared to RT. Furthermore, since it uses content centric routing to facilitate data aggregation, a 18.4% reduction in traffic is achieved compared to the RTA approach, in which data aggregation is VOLUME 6, 2018 enabled but only one routing path is selected for all types of content. Thanks to CONCISE's traffic reduction mechanism, it has a very high packet delivery ratio above 99.5% when the network has less than 50 nodes. On the other hand, performance of the other protocol drops significantly when the network scales. This is due to the fact that the network traffic increases when the number of nodes increases, hence a schedule without taking data processing into account (RT) or a schedule only considering a single routing topology (RTA), cannot accommodate such high traffic volume resulting in packet drops. Hence, CONCISE continues to outperform the other two solutions as illustrated in Fig.9(b) . Finally, as shown in Fig.9(c) , RT experiences 10 times more latency compared to CONCISE and RTA for a network of 40 nodes. Clearly, without data aggregation, end-to-end network latency can be significantly increased due to high traffic. In addition, compared with RTA with data aggregation, CONCISE further reduces traffic via content centric routing. Accordingly, the CONCISE approach achieves a further 15% latency reduction.
IV. FIRST PROOF OF CONCEPT
In order to realize CONCISE on top of 6TiSCH, we have taken the first step by implementing the IETF 6TiSCH track functionality. A track [14] is basically an instance of directed paths to reserve resources from the source 6TiSCH nodes to the destination node across the network. Hence, CONCISE essentially has multiple tracks running on the same physical 6TiSCH network based on different content types or applications. Our track implementation has a multi-threaded structure implemented via Contiki OS proto-threads.
Track allocation is initiated by the application and hence it is implemented as an application layer protocol. The allocation starts with an application invoking track request to a node with an IPv6 destination address within the network. The request message includes Track ID (content type), Source Address of the node, RPL Instance ID and IPv6 Address of the destination node. The parameters used in the track request message identifies the track uniquely so that each frame transmitted along the track can be forwarded to the correct destination without having to go through routing layer. A new track can be reserved when a new application arrives. In case a track is no longer required, it can be deleted by the controller and releases the corresponding resources for other applications. Fig. 10 shows the flow-chart for the 6Top tracking process. When the tracking sub-system initialised in 6top scheduler, the tracking process starts and enters in to a waiting state until one of the following tracking events occurs:
• Parent switch event: the track resources should be moved to the new parent and the track repair process should be triggered.
• Allocation event: tracking process has received a request to allocate a track towards a destination. Thread allocation thread gets started. • De-allocation event: request to delete a track has been received. Thread that removes the track resources is invoked. Once, the process receives an event, it firstly checks if the parent of the current node is changed. If a parent switch event is detected, the process checks if the cells for the new parent are already allocated. If the cells are allocated, the repair thread is called and this starts the track repair operation. Following the parent switch event, the remaining events (tcp-ip, timer, allocation and de-allocation) are checked sequentially. If a parent switch event is detected and track cells are not allocated, this indicates that the parent switch operations have not completed yet. In this case, other events are checked and handled. If a tcp/ip event is detected, tracking handler is called and the incoming frame is passed to track handler function where an appropriate response to the track request is generated. If the incoming packet belongs to an already running tracking thread, the thread is sent an event to process the incoming tracking frame. If the incoming event is a timer event and there is an already scheduled tracking thread, this means a time out in the tracking operation and the tracking thread makes a decision on whether to retry or to terminate the tracking operation. The tracking operation is terminated when a maximum retry threshold is reached. If the incoming event an allocation event, that means it is originated from the application and in this case the track allocation thread is activated. This process starts the track allocation process and returns the control to the 6top tracking process. If the incoming event is a de-allocation event, the deallocation thread is invoked and the control is passed to the 6top tracking process.
We have evaluated its performance in the Contiki Cooja Emulator based on TI's exp5438 platform with MSP430F5438 CPU and CC2420 radio. A total number of 50 source nodes and 1 sink are uniformly deployed in a 400m × 200m area, with sink located at the centre of the network. Unlike in the simulation setups, a traffic burst scenario (e.g. a global query event) is employed at all source nodes at the rate of 1 packet every 10 seconds. At the moment, the data aggregation function of CONCISE has not been implemented in this experiment due to hardware memory limitations. However, thanks to its content-based routing and resource reservation, initial results of application layer endto-end delay (Fig.11) have already shown that CONCISE can provide clear benefits in terms of low end-to-end latency. In our future work, data aggregation will be further taken into account and implemented along with our 6TiSCH track implementation, which is when CONCISE will be able to unleash its full potential.
V. CONCLUSION
In this article, we have proposed a content centric crosslayer routing and scheduling solution, termed as CONCISE, which provides a new paradigm for industrial IoT applications to route and aggregate data in a content specific way via deterministic TSCH scheduling. Application specific schedules can be built based on different requirements. Moreover, CONCISE supports data aggregation along the content centric routing paths, where both multi-hop communication and data processing jobs are explicitly considered and scheduled. 
