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Motivated by recent single molecule studies of proteins sliding on a DNA molecule, we explore
the targeting dynamics of N particles (”proteins”) sliding diffusively along a line (”DNA”) in search
of their target site (specific target sequence). At lower particle densities, one observes an expected
reduction of the mean first passage time proportional to N−2, with corrections at higher concentra-
tions. We explicitly take adsorption and desorption effects, to and from the DNA, into account. For
this general case, we also consider finite size effects, when the continuum approximation based on
the number density of particles, breaks down. Moreover, we address the first passage time problem
of a tagged particle diffusing among other particles.
PACS numbers: 05.40.-a,87.15.Vv,02.50.-r
I. INTRODUCTION
DNA-binding proteins can either be bound specifically,
i.e., such that the structure of the bound proteins ex-
actly matches the entire DNA sequence it covers, involv-
ing Gibbs free energies of some 10 kcal/mol and above;
or it can be bound non-specifically with lower Gibbs free
energies. Non-specific binding occurs when the bound
protein matches only part of the covered DNA sequence.
A recent study showed that the repressor protein in λ-
infected E.coli bacteria is bound non-specifically with a
Gibbs free energy of some 4 kcal/mol, causing under typi-
cal conditions nearly 90 per cent of the repressor proteins
to be bound non-specifically [1]. In such a weak binding
state, the protein can slide along the DNA, performing a
1D diffusion process.
One of the primary tasks of DNA-binding proteins
is the regulation of gene expression, i.e., to determine
whether (or not) a certain gene on the genome is go-
ing to be transcribed by RNA polymerase. Having such
processes in mind, we refer to these binding proteins as
transcription factors (TFs) in what follows. The typical
target search time of such a TF has received renewed at-
tention [2, 3, 4, 5], after the detailed investigations by
Berg and von Hippel [6]. One-dimensional sliding mo-
tion of DNA-binding proteins along the DNA molecule is
an important ingredient in addition to three-dimensional
volume diffusion in the efficient specific target search that
is observed in experiments [6, 7, 8]. There exist, however,
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situations when the complete target search process of
DNA-binding proteins occurs while being non-specifically
attached to the DNA molecule, i.e., without detaching
from the DNA before hitting the target. This could be re-
cently proved for bacteriophage T4 single-stranded DNA
binding protein gp32 [9, 10].
Gene regulation is a highly relevant example of a first
passage time process, that can, in addition, be probed ex-
perimentally on the single molecule level. While one usu-
ally considers the first passage of a single random walker,
or an ensemble of phantom random walkers, the sliding
proteins on the DNA are clearly mutually excluding. To
understand their target search quantitatively, one needs
a theoretical model for the first passage of non-phantom
particles. Surprisingly, there have been studied only a
few cases of diffusion processes of mutually excluding par-
ticles, for instance, the diffusivity of particles on a line
[11]. It should be noted that while some of the results
below are known per se for the case of one-particle dif-
fusion or for phantom particles [12, 13], in the present
case they are based on a mapping of the case of impen-
etrable particles, a problem that, to our knowledge, has
not been studied so far. We also note that the problem
pursued here is therefore also of a more generic interest,
pertaining to the modeling of charge carrier motion in
effectively one-dimensional geometries (nanowires, etc.)
or traffic flow, among others.
In what follows, we establish a theory for the first pas-
sage dynamics of mutually excluding particles along a
line (”DNA”). We explicitly take adsorption of particles
to and desorption from the DNA into account, mimicking
possible volume excursions of the proteins. Apart from
the dilute case, we also address the dense case and the
possibility of having more than one species of particles.
Our analytical findings are corroborated by simulations.
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FIG. 1: Mean first passage time T (n0) in a one-sided system,
as function of the density n0 of excluding walkers that cannot
occupy the same lattice site. The target is placed at x = 0.
The maximum density is n0 = 30%, whereby each particle
occupies one lattice site. The dashed line corresponds to the
exact result T (n0) = pi/n
2
0 from equation (17), with the di-
mensionless diffusion coefficient D1d = 1/2. The simulation
data agree nicely with the dilute limit, with only a slight de-
viation for larger densities. Each data point corresponds to
105 runs, except for 103 realizations for the lowest density.
Note the comparatively small error bars.
II. SCALING APPROACH
In the simplest case when N identical, mutually ex-
cluding particles of size λ diffuse along a line of length
L, we can obtain insight into the associated first pas-
sage process from scaling arguments. To be precise, the
first passage is considered for a target placed at the ori-
gin (x = 0) for particles, that are initially randomly dis-
tributed along the line L. We first address the dilute case
when the length Nλ occupied by the sliding particles can
be neglected in comparison to the length L. Finite size
effects are regarded at the end of this section.
On average, it takes a random walker the time T ≃
L2/D1d to cover the distance L by unbiased diffusion.
Here, D1d is the diffusion coefficient for 1D motion on a
line, and the symbol ≃ indicates that we neglect constant
prefactors. If there are N identical particles placed ran-
domly over the line L, they are separated by an average
length L/N , i.e., each of them has a free diffusion length
L/N . For the first of these particle to hit the target site,
this requires a characteristic target search time
Tdil(N) ≃ L
2
D1dN2
=
1
D1dn20
, (1)
with n0 = N/L being the concentration of particles. The
index is meant to distinguish the dilute result from the
result (3) when finite size effects come into play.
We performed a simulation of particles on a line during
which each particle attempts a jump to its left or right
nearest neighbor lattice point per unit time. In case the
corresponding site is occupied, the step is forbidden, and
the particle remains at its original site. The associated
(dimensionless) diffusion coefficient of a single particle
per unit length square and unit time is D1d = 1/2. Fig-
ure 1 shows the results for the mean target search time
T (n0) of this simulation in dependence of the density n0
of particles. We find nice agreement with the expected in-
verse square dependence of T (n0) on the density n0. The
line through the data points corresponds to the analyti-
cal result from Eq. (1) with a prefactor given by Eq. (17)
without adjustable parameters. The results demonstrate
that the theoretical approximation leading to the 1/N2
behavior remains reasonable even at rather high concen-
trations, at which the interparticle distance becomes of
the order of the step lengths. In the next section, we
derive the 1/N2 scaling analytically in a continuum ap-
proximation.
Experimentally, for instance in in vivo studies of pro-
teins binding to a DNA molecule, the diluteness condition
is perfectly adequate, compare, for instance, Ref. [14].
By increasing the protein concentration or their binding
strength through different ambient salt conditions, the
concentration of bound proteins can be increased such
that finite size effects indeed come into play. Similarly,
the presence of many different species of proteins leads
to a rather crowded DNA molecule. Similar consider-
ations apply, of course, to other systems. Defining the
occupation ratio
f =
Nλ
L
, (2)
we can express the diluteness condition through f ≪ 1.
To include finite size effects when this limit is not fulfilled
in our scaling approach, we only need to consider the
reduced length of the line available to the randomwalking
particles. This reduced length is Lred = L−Nλ, so that
we obtain
T (N) ≃ (L−Nλ)
2
D1dN2
= Tdil(N)(1 − f)2, (3)
for the scaling of the mean target search time with the
number N of particles. Figure 2 compares the dilute
1/N2 scaling with the finite size effects predicted by the
excluded volume expression (3).
III. THE CONTINUUM APPROXIMATION
In this section, we verify the above scaling result for the
dilute case, T (N) ≃ L2/ (D1dN2), through an analytic
treatment in the continuum approximation, replacing the
individual TFs through the particle density n(x, t). In
addition, we include explicitly adsorption and desorption
effects with rates k0 and k1.
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FIG. 2: Behavior of the mean first passage time T (N) as
a function of the number N of TFs attached to a DNA of
length 1000b according to equation (3), for the dilute case (—
), TF-size λ = b (long-dashed) and λ = 10b (short-dashed).
Excluded volume effects reduce the target search time T (N).
To be able to take the continuum limit, we consider
large systems (long DNA) with many (N ≫ 1) searching
TFs, such that the concentration of TFs on the DNA
is much smaller than unity; that is, f ≪ 1. In other
words, the diffusion time through the whole system, T1 ≃
L2/D1d, is much larger than the typical first passage time
corresponding to the characteristic target search time,
being of the order of T ≃ 1/(f2D1d). We note that for
f ≪ 1, the fraction f depends linearly on the volume
concentration C of TFs, according to the McGhee and
von Hippel isotherm [15].
We start by considering a one-sided problem (one tar-
get site at x = 0 of a semi-infinite DNA). The time evo-
lution of the number concentration n(x, t) at position x
at time t on the semi-infinite interval is then given by the
diffusion-reaction equation
∂n
∂t
= D1d
∂2
∂x2
n− k1n+ k0. (4)
Apart from diffusion, in this equation we take into ac-
count adsorption (with rate k0) and desorption (with rate
k1) of the TFs, where the desorption is proportional to
the number concentration of TFs on the DNA. Apart
from real physical absorption/desorption processes, this
approach might mimic other nonlocal processes such
as macrohops (3D volume sojourns) and intersegmental
transfer (hopping from one segment of the DNA to an-
other, chemically remote segment, that is close by in ge-
ometric space due to looping of the DNA) in a mean field
sense. Following Smoluchowski’s approach to diffusion-
controlled reactions, we represent the target site by an
absorbing boundary condition at x = 0, i.e., when a dif-
fusing particle hits this site, it will be removed. The
possibility of double occupation of sites is disregarded,
as it represents a higher order effect proportional to f2.
Moreover, the fact that particles are impenetrable to each
other does not change the behavior at low concentrations,
since, neglecting the excluded volume, on encounter of
two particles it does not matter whether the right parti-
cle always stays to the right of the other particle (impen-
etrable particles), or whether they change roles and the
right particle becomes the left one (phantom particles),
as long as the particles are indistinguishable, in contrast
to the case of distinguishable particles addressed below.
Finite size effects due to high occupation, violating the
diluteness condition f ≪ 1 will also be addressed below.
Finding the target corresponds to the event when the
first particle hits the target site. Mathematically, this
is equivalent to the first passage time of a particle from
a site x > 0 to x = 0, given by the particle flux into
the reaction center, j(t) = D1d ∂n/∂x|x=0. The survival
probability S (t) of the target site (i.e., the probability
of not yet having been hit by a TF, not to be confused
with the survival of the particles along the DNA) is con-
sequently given by the first-order kinetic equation
d
dt
S (t) = −j(t)S (t). (5)
The change of the survival probability, of not having been
hit, of the target site is thus the product of the probabil-
ity of not having been hit previously times the magnitude
of the influx of particles. The formal solution of Eq. (5)
reads
S (t) = exp
(
−
∫ t
0
j(t′)dt′
)
. (6)
In what follows we use the notation J(t) =
∫ t
0 j(t
′)dt′.
The first passage time density is then given by
ψ(t) = − d
dt
S (t) = j(t) exp (−J(t)) . (7)
In our one-sided problem, the mean first passage time
becomes T =
∫∞
0 tψ(t)dt = −
∫∞
0 t[dS (t)/dt]dt, i.e.,
T =
∫ ∞
0
S (t′)dt′. (8)
To obtain an explicit expression for S (t), we solve the
reaction-diffusion equation (4) by Laplace transformation
techniques. With the initial condition n(x, 0) = n0Θ(x),
where Θ(x) is the Heaviside jump function, we obtain for
all x > 0 for the Laplace transform n˜(x, u):
un˜− n0 = D1d ∂
2
∂x2
n˜+
k0
u
− k1n˜, (9)
i.e., a linear inhomogeneous differential equation of the
form
n˜′′ − Λn˜+B = 0 (10)
with Λ = (k1 + u)/D > 0 and B = (k0/u + n0)/D > 0.
The boundary conditions we impose are of the absorbing
4Dirichlet type n(0, u) = 0 at the target site placed at the
origin, and the natural boundary condition n(x, u) <∞
for x→∞. The corresponding solution reads
n˜(x, u) =
k0 + un0
u (k1 + u)
(
1− e−x
√
(k1+u)/D1d
)
. (11)
From this expression, we find for the flux j(t) in
Laplace space
j˜(u) = D1d
∂n˜(x, u)
∂x
∣∣∣∣
x=0
=
√
D1d
k0 + un0
u
√
k1 + u
, (12)
an expression whose inverse Laplace transform can be
calculated explicitly, yielding
j(t) =
√
D1d
[
k0√
k1
erf
√
k1t+ n0
e−k1t√
pit
]
. (13)
The survival probability of the target site then is given
by S (t) = exp (−J(t)) with
J(t) =
√
D1d
[
k0
k1
(
t
√
k1erf
√
k1t− erf
√
k1t
2
√
k1
+
√
t√
pi
e−k1t
)
+ n0
erf
√
k1t√
k1
]
. (14)
Without adsorption and desorption (i.e., k0 = k1 = 0),
we obtain the survival provability
S (t) = exp
(
−2n0
√
D1dt
pi
)
(15)
and first passage time density
ψ(t) =
n0
√
D1d√
pit
exp
(
−2n0
√
D1dt
pi
)
. (16)
We thus find for the mean first passage time T =∫∞
0 S (t)dt the simple form
Tline =
pi
2
1
n20D1d
(17)
showing the typical n−20 dependence on the initial con-
centration.
The survival provability for the general case with non-
vanishing rates k0 and k1 becomes
S (t) = exp
[
−
√
D1d (k0k1t− k0/2 + n0k1) erf
√
k1t
k
3/2
1
−k0
k1
√
D1dt√
pi
exp(−k1t)
]
. (18)
Eventually (for t ≫ k1), an exponential decay ∼
exp
(−√D1dk0k1t) is reached. From this asymptotic
behaviour, we can deduce the approximate dependence
T ≈ (√D1dk0k1)−1. As the adsorption rate k0 is pro-
portional to the concentration C of TFs in volume, we
obtain the typical T ∼ C−1 dependence of the mean tar-
get search time under volume exchange conditions. This
contrasts the T ∼ n−20 behaviour for 1D sliding exchange
found in Eq. (17). Given that n0 ≃ C for n0 ≪ 1, the
latter corresponds to the T ≃ C−2 scaling demonstrated
in Fig. 5 below. In general, there will be a combination of
both behaviours, depending on the values of the various
system parameters.
In the case of no adsorption k0 = 0 but non-vanishing
desorption k1 6= 0 that corresponds to a situation with
vanishing concentration of TFs in the free volume, the
function
J(t) =
√
D1dn0
erf
√
k1t
k
1/2
1
(19)
is bounded from above, by n0
√
D1d/k1, and the survival
probability S (t) never reaches zero (all particles desorb
with a nonzero probability without ever reaching the tar-
get site x = 0), and the probability density ψ(t) is a
non-proper one, corresponding to a diverging mean first
passage time. In all other cases ψ(t) is a proper probabil-
ity density, and the mean target search time T is finite.
Performing an expansion in powers of t (the corre-
sponding series contains only the half-integer powers),
we find for the function J(t) in the general case with
finite k0, k1:
J(t) =
√
D1d
pi
[
2n0t
1/2 +
2
3
k1
(
2
k0
k1
− n0
)
t3/2
+
1
15
k21
(
−4k0
k1
+ 3n0
)
t5/2 + ...
]
(20)
so that the n-th term of the expansion has a structure
kn−11 (ank0/k1 + bnn0)t
(2n−1)/2. Thus, in essence, this
expansion corresponds to an expansion in powers of k1.
Note that k0/k1 = ns is a steady-state concentration of
proteins in the absence of the absorbing target site. As
long as both k0 and k1 are small, the overall behavior
given by equation (17) is preserved, provided the initial
concentration n0 is not too small. In the case without
desorption (k1 → 0) we get
S (t) = exp
(
−2n0
√
D1dt
pi
− 4
3
√
D1d
pi
k0t
3/2
)
. (21)
This equation is important in what follows, when finite-
size effects are considered.
In Fig. 3, we plot the survival probabilities from
Eqs. (15) and (21), for an initial line density of TFs of
n0 = 0.05. Both cases correspond to vanishing desorp-
tion rate, k1 = 0, and therefore S (t) decays completely
for large times. This decay of the survival probability
of the target site in both cases follows the same behavior
for short times, until the adsorption according to Eq. (21)
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FIG. 3: Survival probability of the target site, i.e., the proba-
bility that no TF has reached the specific binding site, accord-
ing to Eqs. (15) and (21). This case corresponds to vanishing
desorption, k1 = 0. The plot parameters are indicated in the
figure.
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FIG. 4: Survival probability S (t) from Eq. (18) for finite
desorption rate k1. Note the logarithmic ordinate; the plot
parameters are indicated in the figure. The incomplete decay
in the case of vanishing adsorption, k0 = 0 is distinct.
leads to faster target search and therefore to a quicker de-
cay of S (t). Similarly, Fig. 4 shows the survival proba-
bilities in the general case corresponding to Eq.(18); note
the logarithmic ordinate. For vanishing adsorption but fi-
nite desorption, the expected incomplete decay of S (t) is
observed, whereas for finite ad- and desorption the tran-
sition between the different contributions in expression
(18) is visible, eventually approaching the simple expo-
nential pattern, that corresponds to a straight line in this
plot.
The two-sided problem (a ring geometry with a perime-
ter that is much larger than the typical interparticle dis-
tance) corresponds to the situation where two competing
processes occur, i.e., the survival probability of having
an empty target site changes in time through the influx
of TFs from both sides. This practically corresponds to
using twice the probability current j in equation (5) due
to symmetry, and therefore to
S (t) = exp
(
− 2J(t)
)
(22)
with J(t) given by equation (14). The corresponding
mean first passage time for the case k0 = k1 = 0 is then
given by
Tring =
pi
8
1
n20D1d
, (23)
that is by a factor of 4 smaller than in the one-sided case.
Result (23) is also confirmed by numerical simulations.
We note that the reduction by a factor 4 can be easily un-
derstood by mapping the circle with one absorbing site
onto a line whose both ends are absorbing boundaries.
It then corresponds to two one-sided geometries as con-
sidered above, but with an effective length of L/2. With
the definition of the initial number concentration n0, this
reproduces the factor 4.
For direct comparison with the experimental data, fig-
ure 5 shows an alternative way to present the numerical
data from figure 1, in dimensional form of the rate ka
in units of 1/s versus the volume protein concentration
C in units of M. For the conversion, we use the rela-
tion n0 = KnsµC, with the nonspecific binding constant
Kns = 2.5 · 105 M−1, and the SSB binding size µ = 7 in
units of nucleotides [9, 16]. By logarithmic least squares
fit to the shown data measured at 100 mM salt, we obtain
for the dimensional diffusion constant D1d of 1D sliding
along the dsDNA the value D1d = 3.3·10−9cm2/sec, that
is nicely within the reported range 10−8 . . . 10−9cm2/sec
for this salt concentration [9, 16]. This corroborates the
validity of our rather simple analytical model for the tar-
get search of a truncate of the gp32 protein. Note that
the experimental situation with two target sites at either
end of the DNA molecule corresponds to the result (23).
IV. FINITE-SIZE EFFECTS
In the previous section we discussed the case of a semi-
infinite DNA, and argued that the case when the target
site is situated somewhere in the middle of the molecule,
can be inferred from that result.
Now we consider the finite-size situation (again one-
sided), with a target site situated on one side of a chain,
and with another side closed by a “stopper”, for instance,
a polystyrene bead in an optical tweezers setup, such that
the sliding proteins observe a reflecting boundary condi-
tion. This consideration is necessary to discuss finite-size
effects, and also to derive results explicitly used in the
next section. The situation where there are two portions
of the chain to the left and to the right from the target
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FIG. 5: Dimensional binding rate ka in 1/s as function of
protein concentration C in nM, converted from figure 1 for
parameters corresponding to 100 mM salt. The fitted 1D
diffusion constant for sliding along the dsDNA is D1d = 3.3 ·
10−9cm2/sec, located nicely within the experimental value
10−8 . . . 10−9cm2/sec [9].
site corresponds to two independent reaction channels,
so that the mean reaction time follows from those in the
left and in the right intervals: 1/T = 1/TL + 1/TR.
To consider this situation on an interval of length L
with exactly N TFs, we have to solve our equation (4)
with the boundary conditions n(0, t) = 0 (reacting cen-
ter), n′(L, t) = 0 (blocked end), and with initial condi-
tion n(x, 0) = n0 = N/L. Under Laplace-transformation
this leads us to equation (10), now with corresponding
boundary conditions. The solution then becomes
n˜(x, u) =
b
λ
(
1− coshx
√
λ+ tanhL
√
λ sinhx
√
λ
)
,
(24)
so that the Laplace transform of the probability current
reads:
j˜(u) =
√
D1d
k0 + un0
u
√
k1 + u
tanh
L
√
k1 + u√
D1d
. (25)
This expression tends to our equation (12) in the limiting
case L → ∞. In the general case there does not exist a
closed expression for j(t) and thus for T . However, for
small enough L (L
√
k1/
√
D1d ≪ 1, i.e. in the case when
the diffusion time along the L-interval is so small, that
practically no desorption takes place) we can approxi-
mate tanhx by the value of its argument and obtain
j˜(u) =
L
u
(k0 + n0u). (26)
This result implies
j(t) ≃ [k0 + n0u]L, (27)
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FIG. 6: Mean first passage time T (L) of target search in
a pronouncedly finite system of length L, corresponding to
the one-sided system with target site at x = 0 and reflect-
ing boundary condition at x = L. We chose the parameters
D1d = 1/2 for the dimensionless diffusion constant, the initial
protein density n0 = 10%, the adsorption rate k0 = 10
−4, and
vanishing desorption rate k1 = 0. The curved dashed line cor-
responds to equation (30), that approximates small systems,
while the horizontal dashed line at T = 168 is determined
by numerical integration of S (t), equation (21). Each data
point represents 105 runs. Again, note the rather small error
bars.
and
J(t) ≃ [k0 + n0δ(t)]L, (28)
so that we find the survival probability
S (t) ≃ e−n0Le−k0Lt. (29)
The latter result leads to the approximate form
T ≃ e
−n0L
k0L
. (30)
This behavior will be of importance in what follows. In
figure 6, we show results from simulations on a finite sys-
tem, demonstrating that the predicted asymptotic be-
havior, equation (30), in fact describes the behavior of
the system quite accurately for smaller L, and eventu-
ally reaches a constant value for larger system sizes (note
that the density n0 of proteins is kept constant).
The enumerator in equation (30) is the probability that
no TFs are initially present in the interval. If there were
any, the target finding could typically occur within the
time interval τ ≃ L2/D1d which is extremely small if D1d
is small enough. However, there is a nonzero probability
(equal to e−n0L) that no TFs are initially found in the
interval. In this case one has to wait on the average 1/k0L
until a TF is adsorbed, a slow process which governs the
overall expression kinetics. This is the true asymptotics
7of the waiting time in the case when k0 is very small,
so that the absorption time 1/k0L is much larger than
the typical diffusion time over the interval L being of the
order of TD ≃ L2/D1d.
We note that the situation considered here is pertinent
to the grand canonical ensemble (N fluctuates around the
mean value N = n0L); the canonical situation (N fixed)
is discussed in the Appendix.
V. DIFFERENT SPECIES OF
TRANSCRIPTION FACTORS
The picture changes if we regard TFs of different
species. If the relative concentration of “relevant” TFs
is high enough, the situation stays practically the same
as before, since the “dummy” proteins simply act as the
effective “boundaries” reducing the length of the search
region to L˜ = L/Ndummy around the target site. This
simple assumption is realistic since specifically bound
TFs would, for most practical purposes, represent immo-
bile barriers (the Gibbs free energy for specific binding is
larger than for non-specific binding). Since, however, the
effective search time depends only on the overall concen-
tration of relevant proteins, the typical search time will
not change considerably, unless the situation occurs that
no relevant proteins are encountered within the search
region with appreciable probability. This situation takes
place if the concentration of dummy TFs gets of the or-
der of or larger than the concentration of relevant TFs.
The reaction can take place only if a relevant particle is
situated in the same interval between the barriers as the
target site is. The mean waiting time in this case can be
obtained from the result of the previous section. Let us
consider the interval to one side of the target site. The
length of this interval be L. Assuming independent posi-
tions of all TFs, we can obtain the joint probability distri-
bution of the length of the interval between the reaction
center and the next boundary protein, and of the mean
initial concentration of relevant TFs inside, p(n0, L) (note
here that the variable N is discrete, while L is continu-
ous). Noting that the actual initial concentration n0 in
each realization is n0 = N/L and that the density of the
waiting time distribution for a given (non-fluctuating) n0
and L is given by a function ψ(t;L, n0, k0, k1), the over-
all waiting time distribution yields as a mixture, i.e., by
simple averaging
Ψ(t) =
∫ ∞
0
dLp(L)ψ(t;L, n0, k0, k1), (31)
where p(L) is the probability density to find a specifi-
cally bound TF at the distance L from the target site.
The corresponding mean waiting time in the one-sided
problem follows then as
T¯ =
∫ ∞
0
dLp(L)T (L,N/L, k0, k1) (32)
with the weight T (L, n0, k0, k1) =∫∞
0
tψ(t;L, n0, k0, k1)dt =
∫∞
0
S (t;L, n0, k0, k1)dt,
where ψ represents the waiting time probability density
function, and S (t) =
∫∞
t
ψ(t′)dt′ being the survival
probability. Assuming Poissonian statistics of the
distribution of TFs we find that the distribution of
L is exponential, p(L) = cse
−csL, with cs being the
concentration of specifically bound TFs. Here a clear
difference between the one-sided and the two-sided
problem emerges.
We give here the explicit results only for the case when
k0 < c
3
sD. The mean waiting time in a one-sided problem
is then given by equation (30). Averaging this expression
over the distribution of the lengths of the intervals be-
tween the target site and the blocking specifically bound
TF we see that the corresponding expression
T¯1 =
cs
k0
∫ ∞
0
1
L
e−(n0+cs)LdL (33)
diverges. This divergence has to do with the possibility of
immediate blocking, which gets evident when we return
to the initial, discrete situation: since it is possible that
a specifically bound TF is an immediate neighbor of the
target site, the reaction is simply impossible. Of course,
one can overcome this difficulty by assuming that there
exists a minimal size of such an interval Lmin (or that
the immediate absorption of a relevant TF on the center
is possible, which, from the mathematical point of view,
is equivalent to putting this minimal length equal to a
size of the target site). Assuming this Lmin to be small
compared to all other spatial scales of the problem so
that p(L) ≃ cse−csL/e−csLmin, we obtain asymptotically
T¯ =
cs
k0e−csLmin
∫ ∞
Lmin
1
L
e−(n0+cs)LdL
=
cs
k0e−csLmin
Γ [0, (n0 + cs)Lmin] (34)
(Γ(x, y) being the incomplete Γ-function) which grows
very slowly (logarithmically) for Lmin → 0.
Let us now turn to the two-sided situation. In this
case the survival probability of the target site Ψ(t) =
S (t;L1, n0, k0, k1)S (t;L2, n0, k0, k1) where L1 and L2
are the lengths of free intervals to the left and to the
right from the target site: it survives up to time t if the
TF comes to it neither from the right nor from the left.
Using equation (29) valid for k1 small we get
T¯2 =
∫ ∞
0
dt
∫ ∞
0
∫ ∞
0
dL1dL2c
2
se
−(cs+n0+k0t)(L1+L2)
= c2s
∫ ∞
0
dt
(cs + n0 + k0t)2
=
c2s
(cs + n0)k0
. (35)
In this case the mean waiting time (still fully defined by
the absorption) is finite, since the probability that the
target site is blocked from both sides is negligibly small.
8VI. CONCLUSIONS
We derived analytically the first passage time behavior
for a set of N mutually excluding particles on a line in the
dilute limit. As predicted from scaling arguments, the
corresponding mean first passage time decays inversely
with the square of the number of particles. The analytical
behavior was corroborated by simulations results, show-
ing nice agreement without a free parameter. Compari-
son with experimental results from the one-dimensional
target search of the bacteriophage T4 protein gp32 pro-
duces a very reasonable fitted one-dimensional diffusion
constant of the sliding protein.
Having in mind the target search of transcription
factors on a long DNA, during which one-dimensional
sliding motion along the DNA is interrupted by three-
dimensional volume excursions, we included desorption
from and adsorption to the DNA. These affect the time
evolution of the survival probability of the specific tar-
get sequence, that may be of importance to the design of
related in vitro experiments. Moreover, the obtained de-
scription may be relevant to other (bio)chemical systems
as well as nano-setups, for instance, the one-dimensional
diffusion of particles in a nano-channel, and their escape
through a T-junction.
Finally, we discussed effects due to the finite size of the
DNA (line) along which the diffusion takes place. This
may be of importance for certain in vitro experiments
employing a rather short stretch of DNA. The predicted
behavior was corroborated (without adjustable parame-
ter) by simulations. Similar effects arise when the first
passage of an individual tagged particle is considered.
We note that our derivations were based on normal
Markovian diffusion dynamics. To generalize our results
to situations footing on long-tailed waiting time distri-
butions, that cause a subdiffusive behavior, the standard
procedure can be used to map the Markovian to the sub-
ordinated subdiffusive process [17], and the associated
dynamical equation contains a fractional time derivative
[18, 19]. Intersegmental jumps [6] at places where by
DNA-looping chemically distant segments of the DNA
get in close contact in physical three-dimensional space
[20], can even give rise to Le´vy flights [21, 22]. The latter
situation requires special care when comparing the effi-
ciency between sliding motion along the DNA and the
Le´vy flight mixing under varied salt conditions, as ex-
plored in [23]. Another remark concerning our modelling
in terms of the diffusion-controlled Smoluchowski picture
is in order. Namely, in transport-controlled reactive sys-
tems, that are not overdamped, at shorter times there
is the need to include the transient ballistic regime in
the reaction scheme; as discussed in Refs. [24] starting
from the Klein-Kramers picture. However, in our prob-
lem, the diffusion process is highly overdamped [25] and
the Smoluchowski approach is therefore appropriate.
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VII. APPENDIX
Here, we want to elucidate the role of finite-size effects
and to stress the difference between the grand-canonical
and the canonical situation (i.e., when the number N of
particles in the interval of length L is variable, or fixed
or prescribed by Poisson statistics, respectively). All our
considerations in the main text were pertinent to the last
situation corresponding to the grand-canonical ensemble,
which seems to be experimentally relevant. Here, for
completeness we discuss the other case.
We concentrate on the situation without adsorption-
desorption processes (k0 = k1 = 0). For noninteracting
particles, the probability density p(x, t) to find a particle
at site x is described by the same equation (4), however
now with the initial condition p(x, 0) = 1/L correspond-
ing to the normalization of the probability density. The
overall survival probability of a given particle in the in-
terval is simply given by Ψ(t) =
∫ L
0 p(x, t)dx. Perform-
ing integration over x in equation (24) giving now (for
n0 = 1/L, k0 = k1 = 0) the Laplace-transformed p˜(x, u)
Ψ˜(u) =
1
u
−
√
D1d
Lu3/2
tanh
(
L
√
u√
D1d
)
. (36)
For exactlyN particles, the survival probability of the re-
action center is S (t) = ΨN(t): it only survives if none of
the particles arrived at it up to the time t, and the mean
survival time T (N) =
∫∞
0
S (t)dt =
∫∞
0
ΨN (t)dt. For
N = 0 one has S (t) = 1, so that the mean waiting time
diverges. For whatever finite N the mean waiting time
is finite. It follows from the fact that the function Ψ(t),
which is non-negative and monotonously non-growing, is
integrable, and its time integral T (1) = limu→0 Ψ˜(u) =
L2/3D1d. This means that for t → ∞ this function de-
cays faster than as t−1, and thus its powers decay even
faster, and are integrable. For N small the value of T (N)
has to be calculated explicitly. For large N a simple
asymptotic expression arises: In this case the mean wait-
ing time is much smaller than L2/D1d, with small times
corresponding to large u≫ D1d/L2. For such u one has
tanh
[√
D1d/ (L
√
u)
]→ 1 so that one can put down
Ψ˜(u) ≃= 1
u
−
√
D1d
Lu3/2
. (37)
The inverse Laplace transform of this function gives us
the small-t behavior of S (T ), namely
Ψ(t) ≃ 1− 1
L
√
4D1dt
pi
. (38)
9For N large enough one then has
S (t) = ΨN(t) ≃
(
1− 1
L
√
4D1dt
pi
)N
≃ exp
[
N ln
(
1− 1
L
√
4D1dt
pi
)]
≈ exp
(
−N
L
√
4D1dt
pi
)
, (39)
which is exactly our equation (15) with n0 = N/L. The
approximation is reasonably good starting from N ∼ 10
particles. The canonical mean waiting time (i.e., the
mean waiting time with exactly N particles in the in-
terval) is then given by the same equation (17).
The grand-canonical result can be obtained from the
canonical one by simply noting that the grand-canonical
expression for S (t) corresponds to a weighted sum of the
corresponding canonical waiting times:
S (t) =
∑
N
ΨN(t)pN , (40)
where pN is the probability to find exactly N particles
within the interval. Taking this probabilities to follow
a Poisson distribution, pN = [(n0L)
N/N !] exp(−n0L) we
get:
S (t) =
∞∑
N=0
[n0LΨ(t)]
N
N !
exp(−n0L) (41)
= exp [n0L (Ψ(t)− 1)] ,
which, for small t again corresponds to our equation (15).
Using an approximate short-time asymptotic expression
for Ψ(t), equation (38) we again arrive at equation (39).
However, some care is required when interpreting this
result.
Since Ψ(t) is integrable and thus Ψ(t)→ 0 for t→∞,
S (t) tends for t → ∞ to a constant value, S (t) →
exp(−n0L), which is exactly the probability to have no
TFs in the interval. In this case, of course, no reaction
takes place at all. The mean waiting time, being the
time-integral of S (t), clearly, diverges. If we separate
the first, constant, term in equation (42), we get an ex-
pression for S (t) which (for n0L≫ 1) is asymptotically
the same as equation (39), and calculate the mean wait-
ing time, we again arrive at equation (17). This mean
waiting time has however to be interpreted as the mean
waiting time for the reaction, provided that it happens
at all. The probability that it never happens is equal to
exp(−n0L), and is small but finite.
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