The incidence of cholelithiasis is more than 10% in the natural population. It is a common and frequently occurring disease worldwide. The lesions are predominantly sand-like and are difficult to distinguish in medical images. Although ultrasound is often the first-line technique for diagnosing cholelithiasis, CT plays an important role in diagnosing complications related to gallstones. To the best of our knowledge, no effective method has been proposed for segmenting CT images of gallstones. To address this difficulty, we have proposed a novel deep learning segmentation model, U-NeXt, which can automatically provide the importance of different shapes and sizes of target structures in images. a) We proposed attention up-sampling blocks for up-sampling. b) We also proposed a spatial pyramid pooling of skip connections, which is called SkipSPP. A series of convolution layers are connected by jumping connections to generate multi-scale features. c) We employed a dense connection to many details of the model to extract more features. In addition, we contributed a new data set for gallstone segmentation, which is co-labelled by three chief physicians from the hepatobiliary department and the medical imaging department of Shandong Province Third Hospital, China. The data set included 5,350 images from 726 patients. Compared with the previous best CT image segmentation method for gallstones, the intersection over union (IoU) improved by 24%, and compared with the medical image segmentation baseline model, the IoU improved by 7%, with a satisfactory segmentation effect. We extended U-NeXt to the nuclei segmentation task, showing that the model has good generalizability.
The challenges in gallstone segmentation are mainly reflected in the following aspects. a) The types, sizes and shapes of gallstone are complex and vary from person to person. b) The boundary between most gallstones and the normal tissues and surrounding tissues of the gallbladder are blurred and may be adjacent to other organs and blood vessels. c) The image manifestations of gallstone are quite different, and the grey scale of the diseased tissues is not uniform. Compared with other general lesions, such as lung nodules and liver tumours, gallstones have higher morphological complexity. Generally, semi-automatic segmentation requires manual intervention and relies on human subjectivity and experience. The automatic segmentation method is based on the traditional machine learning method, which requires manual designs to extract a large number of features. The feature extraction process is complex, computationally intensive and requires experience. Comparatively speaking, the segmentation of gallstones is a difficult task in the field of medical image processing.
In 2013, ultrasound image segmentation with a level set model was proposed [25] , and then it was improved by using the parameter-adaptive pulse-coupled neural network (PA-PCNN) [16] and using the normalized cut (NCUT) segmentation technique [1] . However, using ultrasound imaging to penetrate the human body will produce a large number of interferences. Additionally, there are large amounts of speckle noise, low contrast, and uneven illumination, which can degrade the diagnostic accuracy. In studying the segmentation of gallstones in CT images, a modified traditional FCM algorithm is applied due to the many shortcomings of the algorithm, such as the initialization of the clustering centre, which has a great impact on its segmentation effect; thus, the segmentation accuracy and characterization level are far from the clinical and practical requirements [24] .
With the recent open data movement, deep learning methods have shown practical feasibility in medical image processing, and their performance can reach or even exceed the level of human experts in identifying certain potential diseases. Among them, the convolutional neural network (CNN) has shown excellent performance in many fields of medical image segmentation, e.g., in histopathological image and microscopic image segmentation, brain tissue and structure segmentation [12] , blood vessel segmentation, cardiac ventricular segmentation, and lesion and tumour segmentation [15] . Fully convolutional neural networks (FCNs) have achieved great successes in a wide range of identification problems [6] , [18] , [19] , [22] . In medical image analysis, the most famous CNN architecture is U-Net. The two main architectural novelties of U-Net are the combination of an equal amount of up-sampling and down-sampling layers.
A. INCREASING THE COMPLEXITY OF THE MODEL AND FUSION OF MORE FEATURES
Due to the complexity of gallstones and according to the results of our verification experiments, there are many incorrect segmentations and missing segmentations if only using U-Net, which cannot satisfy the requirements for gallstone segmentation. The verification results indicate a serious under-fitting; thus, the complexity of our model needs to be improved. Inspired by Tiramisu [9] and deep layer aggregation [28] , many dense skip connections and nested connections are used in the architecture. A diagram of the architecture is shown in Figure 2 . The overall architecture is able to better extract features. A large number of features can be reused, and the diffusion problem of the gradient is effectively reduced. The standard architecture is extended through deeper aggregation to a better fusion of the information from each layer. Our deep aggregation structure merges feature hierarchies in an iterative and hierarchical manner. To prevent parameter explosion and better fuse features, 1*1 convolution is cleverly used in the architecture to make the network more precise with fewer parameters. At the same time, using the deep supervision method can reduce the loss of the model by adding auxiliary classifications to the hidden layer, reducing gradient explosion or the vanishing gradient problem.
B. MORE EFFICIENT FEATURE EXTRACTION
The segmentable area of the gallstone is relatively small compared to the whole image. Many types of gallstones are similar to their surrounding tissues or organs. The way that doctors review medical images is to focus on the key areas. To imitate the approach of doctors and inspired by SEnet [9] , a novel up-sampling attention mechanism is creatively designed, which can significantly reduce the loss of the target pixel during up-sampling, thereby improving the accuracy of the segmentation. A pyramid pooling module [31] can increase the receptive field and classify details more efficiently. Inspired by the skip connection of ResNet [7] , the SkipSPP module is proposed, and it is placed at the bottom of our model. This module makes the different features better merge and provide better coverage. The experiment indicated that using more semantic information and scale range is much better than simply using the dense block cutting effect. The experimental results demonstrate that our model has better performance for medical images, such as gallstone CT images. Our model is named U-NeXt, and the main contributions of this work can be divided into the following three aspects:
• This is the first work to apply a deep learning method to segment gallstones, and the results can satisfy the clinical requirements. In addition, a new standard data set is proposed, which, to the best of our knowledge, is the first CT image dataset that is capable of training a CNN for gallstone segmentation.
• A new U-Net segmentation architecture is proposed, which performs well when handling complex medical images. The SkipSPP module and the novel attention upsampling block are proposed, and they show excellent potential to be applied to other models for semantic segmentation.
• The model has good generalizability and can be applied to other segmented data sets. The model is applied to the cell nuclei segmentation of public datasets, showing promising results and good generalizability.
II. RELATED WORK
For gallstone segmentation, in terms of feature representation, most of the previous methods are based on hand-craftedfeature-based methods, such as the level set method [25] and FCM [24] . Most of the traditional methods require extracting both the gallbladder and gallstones and manually calculating the characteristics. The effect on typical gallstones is quite good. However, atypical stones, such as sand-like gallstones, are not well distinguished from their surrounding tissues; thus, the performance of such methods is very poor. For medical images that require precise segmentation and complex shapes, especially for diseases with very different morphological features such as cholelithiasis, the traditional methods far fall short of clinical needs. Although attempts to develop methods based on deepfeature-based methods for gallstone segmentation are exceedingly limited, we can accomplish our task by referring to the methods that segment the depth features associated with other medical images. U-Net [20] first applies the idea of skip connections to the segmentation problem, which combines the output of the shallow network and the deep network. In particular, it can supply high-level information from the underlying information and is used for segmenting the cell image, which yielded the most accurate results at the time. The highestscoring work on the prostate segmentation dataset MICCAI PROMISE12 [30] also uses an approach similar to U-Net, and it also uses some short-range and long-range connections to combine the abstract features of the network with the underlying details. The work [30] connects the two network layers through a simple matrix addition. Drozdzal et al. [5] investigated the use of short ResNet-like skip connections in addition to the long skip connections in a regular U-Net. DenseNet [10] connects any two layers of the network to form densely connected convolutional networks. Such a dense connection design enables the network to maximize the information flow and gradient flow of the network, and to some extent, it suppresses the vanishing gradient problem during the iterative process and reduces the number of parameters that need to be learned in the network. In the semantic segmentation task, Tiramisu [11] used the connection of the dense block in up-sampling and down-sampling to improve U-Net and obtained state-of-the-art results in the urban scene benchmark datasets. Li et al. [15] also used the dense block in H-DenseUNet to obtain state-of-the-art liver segmentation results. In the problem of cardiovascular MR segmentation, [29] applied the idea of dense connection and achieved fairly good results. VOLUME 7, 2019 Note that medical image segmentation based on deep learning is mainly divided into the following two directions: a) the deep abstract information of the network is shared with the underlying detail information, and the underlying information is used to supplement the segmentation details; b) the complementary information of each layer of the network maximally retains the network information stream to improve segmentation accuracy. Furthermore, Yu et al. [28] augmented standard architectures with deeper aggregation to better fuse information across layers. Our deep layer aggregation structures iteratively and hierarchically merge the feature hierarchy to create networks with better accuracy and fewer parameters, and our approach obtained good results in tasks such as classification and semantic segmentation. Moreover, UNet++ [32] also uses a very similar architecture for medical image segmentation and performs well. This nested structure provides us with substantial inspiration for the overall architecture design.
III. METHODS
For gallstone segmentation, almost all the previous methods are hand-crafted-feature-based methods in terms of feature representation, which require extracting both the gallbladder and gallstones and then calculating the characteristics manually. The effect on typical gallstones is quite good, However, atypical stones, such as sand-like gallstones, are not well distinguished from their surrounding tissues.
Due to the complexity and diversity of gallstones, the direct model of medical image segmentation, U-Net, produces many incorrect segmentations and missing segmentations and cannot satisfy the clinical and practical requirements. Our verification results indicate that a serious under-fitting phenomenon occurred using U-Net; thus, we redesigned the segmentation model. In U-NeXt, we introduced an attention mechanism and adopted a deep aggregation [9] , [28] , which helps improve the training effect, and applied a large number of dense skip connections and nested connections. A diagram of the architecture of the U-NeXt model is shown in Figure 2 , and the model code is available at https://github.com/MengMaxFan/U-NeXt.
The standard architecture is extended through deeper aggregation to a better fusion of the information from each layer. The sub-modules that we designed implement the idea of multiplexing features at different network levels. U-NeXt can extract object features well since a large number of features can be reused, and the diffusion problem of the gradient is effectively reduced. The deep aggregation structure merges feature hierarchies in an iterative and hierarchical manner. To prevent parameter explosion and better fuse features, 1 × 1 convolution is used in the architecture to make the network more precise with fewer parameters. Meanwhile, by using the deep supervision method, we can reduce the loss of the model by adding auxiliary classifications to the hidden layer, reducing the gradient explosion or vanishing gradient problem.
In this work, we focus on a family of architectures for the effective aggregation of depths, resolutions, and scales. In this section, the proposed model for cholelithiasis CT image segmentation is presented, and a detailed introduction to the proposed SkipSPP and attention up-sampling blocks is given.
A. SKIP SPATIAL PYRAMID POOLING BLOCK
The pyramid architecture is able to extract feature information of different sizes and increase the pixel-level receptive field, which can more finely segment our images. The pyramid pooling module can aggregate context information of different regions to improve the ability to obtain global information. Atrous spatial pyramid pooling (ASPP) [2] is proposed to robustly segment objects on multiple scales. A variety of sampling rates and filters on the field of view to detect incoming convolutional features are used in ASPP; therefore, objects and image content can be captured on multiple scales.
When we address segmentation tasks with models, such as FCN, inconspicuous classes or context matching are often ignored. There is not enough context information and global information for different receptive fields. In general, the size of the convolution kernel can indicate how much context of the structure that we need to consider. However, the actual receptive field of the convolutional layer is smaller than the theoretical field, and quite a few structures cannot represent global information well.
This problem can be solved by a spatial pyramid pooling (SPP) module [31] . The pyramid architecture can extract feature information of different sizes and increase the pixel-level receptive field. The SPP module can aggregate context information from different regions to improve the ability to obtain global information. By pooling with different sizes, the feature map size before pooling by up-sampling is obtained. The output is concatenated with the original feature map such that global information can be obtained.
For gallstone segmentation, both global and local information are vital for gallstone recognition and characterization. For example, gallstones generally emerge in the gallbladder with a relatively high grey value and CT value of approximately 0-30 HU, and the gallstones are generally located on the upper left side of the CT image. If we can obtain the semantic information and global position information of the gallbladder, then it can effectively improve the segmentation effect of gallstones.
To reduce the loss of contextual information between different regions, an SPP strategy with skip connections, named the SkipSPP module, is proposed and shown in Figure 3 . With SkipSPP, we integrate the bottom and top information in a relatively dense way through the combination of features of different scales, which keeps the weight of global features and feature fusion performance. A 1 × 1 convolution layer is used after each pyramid level such that when the pyramid level is N , the feature map of each pyramid level is reduced to 1/N of the original feature map. After the convolution layers, up-sampling strategies can be adopted. Maps of the same size as the higher-level pyramid feature maps are obtained by up-sampling, and then they are focused. Feature maps with the same size as the original feature map are obtained by up-sampling. Finally, different levels of features are linked to the ultimate pyramid pooling feature. Note that the number of pyramid levels and the size of each level can be modified. They are relevant to the size of the feature map that is fed into the pyramid pooling layer.
B. ATTENTION UP-SAMPLING BLOCK
Essentially, the attention mechanism in deep learning is similar to the human selective visual attention mechanism. The purpose is to select information that is more critical to the current task objectives from a variety of information. SEnet [9] explicitly models the interdependence among feature channels, automatically acquiring the importance of each feature channel through learning, and then it enhances the useful features and suppresses the features that are of little use to the current task. Xu and Saenko [26] and Yang et al. [27] applied a stacked spatial attention model, where the second attention is based on the attentive feature map modulated by the first one. SCA-CNN [3] introduced spatial attention on the basis of SEnet. Each pixel is assigned a weight value to assign a greater weight to the key portion to improve accuracy.
The segmentable area of the gallstone is relatively small compared to the whole image. There are many types of gallstones that are similar to their surrounding tissues or organs. Here, we imitate how doctors review medical images, i.e., focusing on the key areas, in U-NeXt.
The attention up-sampling strategy proposed in U-NeXt is similar to the human selective visual attention mechanism, whose purpose is to select information that is critical to the current task objectives from a variety of information. The core idea of our attention up-sampling block is to learn the importance of each feature channel during up-sampling through the loss in the network without introducing a new spatial dimension, and then enhance the useful features and weaken the features that have less impact on the current task according to the importance. When training the model, the attention upsampling strategy can retain more useful details for segmentation. Some information will be lost in transpose convolution to make full use of the attention mechanism to learn the correlation degree of channels. Thus, in our attention up-sampling blocks, the input feature map of the block and the feature channel of the feature map after the transpose convolution are both considered to more precisely obtain the importance of each feature channel. Figure 4 illustrates the structure of our proposed attention up-sampling block. Although some parameters are inevitably added, it is completely acceptable according to the effect of improvement.
The function F tc represents the transpose convolution operation, where X input denotes the feature map of the input module. The input and output definition of F tc is
where X input ∈ R W ×H ×C and T ∈ R W ×H ×C . The number of channels in the feature map after the transpose convolution remains unchanged. Let V = [v 1 , v 2 , v 3 , . . . , v c ] be the set of filter kernels, where v c refers to the parameters of the c-th filter. The output is denoted by
Symbol * denotes transpose convolution, and it has
The global average pooling operation is used to compress each feature map such that the C feature maps of the two stages become the real number column of 1×1×C. Formally, the statistics z c 1 ∈ R C and z c 2 ∈ R C are generated by shrinking inputs X input and T through their spatial dimensions such that the c-th elements of z 1 and z 2 can be calculated as and
Bottleneck layers are used to fully capture channel-wise dependencies through two fully connected layers around the non-linearity. This is a gate mechanism that is similar to that of cyclic neural networks. Parameter W is used to generate weights for each feature channel, which is learned to explicitly model the correlation between feature channels. The bottleneck operations of the two paths can be expressed as
and s 2 = F e 2 (z 2 , W ) = σ (W 2 δ(W 1 , z 2 )).
In the above functions, δ refers to the ReLU function, and σ refers to the sigmoid function, with W 1 ∈ R C r ×C and W 2 ∈ R C× C r . The value of r is set to 16. The specific operation settings of the block are described in detail in Table 1 .
We combine the outputs of the two stages by s = F add (s 1 s 2 ) = s 1 + s 2 .
The final output of the block is obtained by recalling the transformation output T with the activations:
whereX = [x 1 ,x 2 , . . . ,x C ] and F scale (u c , s c ) is channelwise multiplication between the scalar s c and the feature map t c ∈ R H ×W . We take the weight of the output s as the importance of each feature channel after feature selection and then weigh the channels one by one to the previous feature by multiplication to complete the re-calibration of the original feature on the channel dimension.
C. THE OVERALL ARCHITECTURE OF OUR MODEL
The idea of DenseNet is based on the observation that if each layer is directly connected to every other layer in a feedforward fashion, the network will be more accurate and easier to train. Thus, the convolution operation is substituted with dense blocks while using the features more effectively, and the vanishing gradient problem is alleviated. The dense blocks at each level of the pyramid are connected by a dense connection, that is, each block in this layer is connected with all previous blocks such that the features of the shallow network can be transmitted directly to the deep network for feature sharing and improving gradient flow. Each block takes advantage of the information of all previous blocks and dense blocks at each level. The number of dense blocks per layer depends on the number of layers in the pyramid. Since the dimension of each dense block output is very large and the direct concatenation will lead to gradient explosion, we add a 1 × 1 convolution layer before each concatenation to reduce the dimension, avoiding high dimensions.
In the down-sampling process, the attention downsampling module is used to improve the efficiency of information utilization. Meanwhile, three residual connections are introduced to reduce the information loss caused by the pooling operation. The idea of deep supervision has been applied in some successful and famous networks, such as GoogleNet [23] , deeply supervised net [14] and DSOD [21] , to reduce the gradient disappearance of the network and increase the efficiency and level of training by adding side branches. In U-NeXt, deep supervision is also adapted.
U-NeXt can generate four types of full-resolution feature maps at multiple semantic levels. After the outputs of B1-1, B1-2, B1-3 and B1-4, four outputs could be subtly used in the network, such as weighting and summing the four losses and minimizing them during training. Since most of the images are background, i.e., negative samples, the focal loss [17] is introduced as a loss function for the binary classifications to each of the above four semantic levels, which is described as (9) where y (i) andŷ (i) denote the ground truths and predicted probabilities of image i, respectively, and N indicates the batch size. In Table 1 , the architectures of attention downsampling and attention up-sampling are defined. For the down-sampling blocks, feature dimensionality reduction and fusion through 1 × 1 convolution are performed to avoid the dimension being excessively large, and then the channel is modelled through the squeeze-and-excitation module. Finally, the pooling operation is performed. In addition, we propose the spatial pooling pyramid of the SkipSPP module with four levels, and the size of the feature map after pooling is set to 1 × 1, 2 × 2, 4 × 4 and 8 × 8. Table 2 shows the specific parameters of each module in our model. In addition, before the skip connection path (green dotted line in Figure 3 ) is connected to the up-sampling feature, feature dimensionality reduction and feature fusion are implemented by 1×1 convolution. The number of kernels in the 1 × 1 convolution from top to bottom in each level of the network is 32, 64, 96 and 128, respectively.
IV. RESULTS

A. DATA SETS AND BASELINE MODELS
Our data set of CT images of gallstones is collected from the Third Hospital of Shandong (China), and it includes 726 patients aged from 14 to 82 years with abdominal CT scans. Both contrast-enhanced and unenhanced CTs were used, and the mean age is (45.2±3.5) years old. We included part of patients with cholelithiasis who visited the hospital and had CT images taken during the 10 years from 2003 to 2012 and conducted strict desensitization treatment on the patient information. The medical ethics committee of the Shandong Provincial Third Hospital confirmed that our research does not require ethical approval. In CT images, the labels of gallstones, including the positions and type, are provided by physicians and experienced radiologists from the Third Hospital of Shandong Province. The images in the data set are separated into three types according to the positions of gallstones, which are intrahepatic choledocholithiasis, cholecystolithiasis and extrahepatic choledocholithiasis. In our data set, there are 378 cases of intrahepatic choledocholithiasis, 196 cases of cholecystolithiasis and 152 cases of extrahepatic choledocholithiasis.
Among the patients, the largest gallstone is 6.6 cm, and the smallest is 0.33 cm × 0.18 cm. The thickness of the gallstones is between 0.23 cm and 3.88 cm. There are 218 patients with single gallstones and 508 patients with multiple stones, including 135 patients with sand-like stones. Typical gallstones in 5,350 CT images are labelled by physicians and experienced radiologists. The image labelling software used in this study is the open source software LabelMe, and the doctors perform detailed labelling of lesions to the greatest extent possible. For the CT images of each patient, the doctors retain one or two images of adjacent lesion locations that are not visible to the naked eye. These images are not labelled and are used as negative samples to improve the robustness of the model. The CT images with gallstone labels are randomly divided into 3 non-overlapping groups for training, validation and testing, which contain 4500, 350 and 500 images, respectively. The image intensity values of all scans are truncated to the range of [−10, 400] HU to remove the irrelevant details. The resolution of each CT image is 512 × 512 by preprocessing.
A public data set for cell nuclei segmentation is used to test the generalizability of U-NeXt, which is https://www.kaggle.com/c/data-science-bowl-2018/data Kaggle Data Science Bowl 2018 containing 670 images of size 256 × 256.
We compare the methods with the state-of-the-art gallstone CT image segmentation method [24] . We compare our U-NeXt with U-Net, which is a common performance baseline and is widely used in medical image segmentation. Meanwhile, we compare U-NeXt with U-Net with residual blocks in recognizing and characterizing gallstones from CT images. 
B. EVALUATION METRICS AND IMPLEMENTATION DETAILS
We employed the Dice coefficient and intersection over union (IoU) to evaluate the segmentation performance of gallstones. For our binary classification task, the gallstone class is denoted by g, the prediction rate is (p i ), and the targets are (y i ). The IoU value is calculated by summing all the values of IoU on pixel i, and it can be calculated as
where ∩ is the logical AND operation and ∪ is the logical OR operation. The details of our experimental environment and data enhancement are as follows. Our model is implemented using the keras package [4] , HeUniform [8] and Adam [13] is used as the optimizer, with an initial learning rate of 1e-3. For data augmentation and preprocessing, sheering, scaling, and Gaussian noise are used in training data to prevent overfitting. We use the validation set to stop the training early, monitor the mean IoU and use a patience of 20. The model is trained for 8 hours using one NVIDIA GTX 1080Ti GPU with 12 GB memory.
C. EXPERIMENTAL RESULTS
We compare our method with the state-of-the-art gallstone segmentation method LB-FCM [24] , Meanwhile, the compared segmentation results (IoU: %) with U-Net and U-Net with Res-Blocks on our data set of cholelithiasis and public data set of cell nuclei are shown in Table 3 . We also conducted an ablation study in our experiments. Table 3 shows that the number of parameters used in U-NeXt is less than that used in U-Net. This excludes the performance gained by U-NeXt by not simply increasing the number of parameters.
The experimental results show that the effect of the deep learning model is much better than the traditional machine learning segmentation algorithm, and U-NeXt performs better than the state-of-the-art object segmentation methods U-Net and U-Net with Res-Blocks in terms of both effect and satisfaction in characterizing gallstones in CT images. IoU is used to evaluate the segmentation performance of gallstones. Consequently, U-NeXt improves approximately 7.03% compared with U-Net and approximately 8.33% compared with U-Net with Res-Blocks.
In cell nuclei segmentation, U-NeXt improves approximately 2.13% compared to U-Net and U-Net with Res-Blocks. For complicated gallstone segmentation, the performance of Res-UNet is worse for complex gallstone segmentation. In addition, the performance of U-NeXt without an attention block or without SkipSPP blocks is tested. For the model without SkipSPP blocks, it is replaced by the dense block with [3 × 3, 16 conv] × 12 layers, which is much worse than the performance of full U-NeXt in object segmentation. The results show that U-NeXt with the attention module can improve the segmentation effect of gallstones by 1.82%, and the cell nuclei segmentation also improved by 0.65%. Figure 5 shows the loss of training and validation sets and the change in IoU of the four outputs of the model for our confidential gallstone data sets. Although there is initially a considerable gap between the loss and IoU of each branch and the curve fluctuates greatly, the multi-scale information interaction makes the curves basically coincide and achieves better results with the deepening of training. Figure 6 qualitatively shows the effect of the gallstones and cell nuclei test set. To show the partial segmentation effect more clearly, we cropped the resulting image. It is found that U-NeXt can segment most small targets quite well targets, as well as large objects and even sand-like targets. There are a few missed and mistaken labels, which are closer to the ground truth in the results by U-NeXt. However, for the whole sand-like stones shown by gallstone-3 in Figure 6 , the distinction between the edges and the background is not large enough; the effects of the three models are relatively poor, and there are more mislabels, but we can observe that the performance of our model is relatively good.
V. DISCUSSION AND CONCLUSION
To the best of our knowledge, this research is the first to use a deep learning method to segment CT images of gallstones and obtain satisfactory results. At the same time, a novel end-to-end trained CNN model, U-NeXt, is proposed, which consists of two main innovations: the up-sampling module with an attention mechanism to improve the weight of useful information is proposed. Second, the Skip-SPP module is proposed, which makes SPP fuse more multi-scale information than the ordinary SPP module to improve the segmentation accuracy. These two modules can be well applied to other semantic segmentation tasks. A deep supervision optimization strategy is also provided for the U-Net-like network based on aggregation connection. Experiments have shown that our model has a good effect on diverse and complex medical image segmentation datasets without additional postprocessing, pretraining, or including temporal information. However, because the images used in our experiment were all from patients with cholelithiasis, although we thought that the images without lesions or the images with lesions that are completely invisible to the naked eye could be regarded as negative samples, it is undeniable that a limitation is that relevant images from the CT volume need to be manually selected for analysis. Additionally, because there are no control subjects without gallstones, we do not know how the algorithm would behave in this group. An important further limitation of our work is the lack of independent external validation; thus, we do not know how well our algorithm would generalize to other centres. In addition, the excellent performance in nucleus segmentation indicates that our model has broad application prospects, and it can easily be extended to other lesion segmentation and even semantic segmentation tasks. 
