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Optimal Error Bounds for Hermite Interpolation 
A. K. VARMA AND K. L. KATSIFARAKIS 
INTRODUCTION AND MAIN RESULTS 
Let U(X) E c4[0, h] be given; let I’m be the unique Hermite inter- 
polation polynomial of degree < 3 satisfying 
L’)(O) = u(O), c,(h) = 201, vi(O) = u’(O), L’;(h) = u’(h). (1.1 ) 
Ciarlet, Schultz and Varga [2, Theorem 91 have obtained pointwise 
bounds for the error e(x) = ox(s) - u(s) and its derivatives in terms of U = 
max,,, ls,l 1 u”(x)~ Their bounds are 
hk (x(11 - x))‘~ h u 
I c’“‘(-xjl GE 
(4-2k)! ’ 
k=O, 1,2. (1.2) 
For k = 0, (1.2) is best possible, since equality holds for u(x) = ,x?(/~ ~~ x)‘,
whose Hermite interpolation polynomial is c =O. In 1967 Birkhoff and 
Priver [3] obtained following optimal error bounds on the derivatives 
/ e(k)(.~)I in terms of U. 
THEOREM A (Birkhoff and Priver). Let u(x) E c4[0, I]. Then we haue 
I e’(.u)l d 
Ux( 1 x)( 1 2x) 
12 ’ 
0+ 
0021-9045/87 $3.00 
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(1.3) 
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le”(x)l 6 u
12(1-2x)’ 
[48x5 + 42x4 - 1 00x3 
+54x2-12x+1], OQXQ; 
<g[;-6(x-;)i], +z;, (1.4) 
le”j(x)l d U[j36+;(x-f)2-(x-;)J; O<x<l. (1.5) 
For 4 <.x < 1 the bounds of e’“‘(x) are given by 
P’(x) = e”( 1 -x), k=O, 1,2, 3. (1.6) 
Further, from (1.2) (k = 0), (1.3))( 1.6) the uniform error bounds are given 
by 
1 d”(X)l < CL,. u, r=o, 1,2, 3; 
1 
%I =g$ 
3 1 1 
@I =Ij$ %=E, r3=-. 
2 (1.7) 
The object of this paper is to supplement the above theorem by proving 
the following theorems. 
THEOREM 1. Lef u(x)Ec~[O, 1] and u3(x) he the unique, cubic 
Hermite interpolation polynomial satisfying (1.1) (with h = 1). Let L = 
max,, , <, / ,f”‘(x)l. Then th e o f II owing estimates are valid: 
I CJX) - u(x)1 d 4x2( x)3 1 - L 
3(3 -2X)2 ’ 
(1.8) 
(2-3.x)3.x+(3x-1)3(1-x) 
27(1-x)* 27x2 
1 L ’ LGx,’ 
3 2 
(1.9) 
I oy(x) - u”‘(x)l d O<mat$ I I u”‘(t) - u”‘(x)l. 
. . 
(1.11) 
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Moreover (l.8)-( 1.10) remain valid if L is replaced by 
maxO G ,. , s , 1 f”‘(t) -f”‘(x)1 Further, from (1.8)-( 1.10) the uniform error 
bound is given by 
I Uj))(.K) - lP’(x)l < x,L, 
I 
x0 = 96’ 
13 A-46 8 
3, = 
27 ’ 
x2-p x,=2. (1.12) 
THEOREM 2. Let u(x) E c’[O, 1 ] und U(X) be the unique cubic 
Hermite interpolation polynomial sutisfjing (1.1 ) (with h = 1). Let M = 
maxo -r , c , I f”(s)1 The/l we have 
4x2( 1 - x)2 M 
(1.13) 
,< .r(hu’-9~+4)‘+(1 -.x)(1 --3-y)’ M 
6(1-x) 6x 1 ’ 
1 I 
-d.K<-. 
3 2 
(1.14) 
Moreorvr, ( 1.13) and (1.14) remain valid if’ Ice repluce M by M, = 
maxO ~ ,, , s , 1 u”(.Y) ~ u”( t)l. Also, 
M, 
14(-y) - u”(-u)l G 3(, ~ 2.K) [( 1 -3X)2 + (2 - 3x)‘], O&K<; 
GM,, 
1 1 
-d-K<-. 
3 2 
(1.15) 
Further, ,from ( 1.13)-( 1.14) the uniform error bound is given by (0 < x ,< 1) 
I l’:“(X) .- LP)(s)l < fl,M, /Jo=&, 11, =0.251497657 (1.16) 
and 
/ r;(x) - u”(x)1 < jM, 
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2. PRELIMINARIES 
It is known that the unique Hermite interpolation polynomial ti3(.u) 
satisfying (1.1) (with h = 1) is given by 
UJX) = u(O)( 1 ~ x)2 (1 + 2x) + u( 1) x’(3 - 2.x) 
+ u’(0) x( 1 - x)2 + u’( 1) “?(X - 1). (2.1) 
Using the well-known Peano theorem (3), we may write for u(x) E C’[O, 11 
u:“(x) - zP’(x) = j: G> O’(x, t) d3’( t) dt, r=o, 1, 2, (2.2) 
where 
G”./)(.y, t) = ” ;;;; I), (2.3) 
2G$0,0’(x, t) = t( 1 -.x)’ [2x - (1 + 2.x) t], t < x 
=x2(1-t)[l+(2~3)t], t 3 .Y, (2.4) 
G;‘, ‘)(x, t) = t( 1 - u)[ 1 - 3.x + 3tx], t < x 
=,x(1 -t)[l--3t(l -s)], t > I, (2.5) 
and 
G~‘~“‘(x, t) = t[6x( 1 - t) + 3t ~ 43, t < x 
=(1-t)[Bxt+l-3t], t > s. (2.6) 
Similarly, on using the Peano theorem again 131, we may write for 
UEC’[O, I] 
u”‘(t) Gy”)(x, t) dt, I’= 0, 1, (2.7) 
^’ f$(.U) = - 2 
i 
u”(t)[3,y-2+3t(l-2s)]dt, 
0 
(2.7a) 
fl’;(.y)-u~‘(.u)= -2 i’ [z~“(t)-U”(.Y)~[3.Y~2 + 3t(l -2s)~ dt, 
“0 
(2.7b) 
where 
G;O~O’(.~, t) = ( 1 -x)’ [.Y - t( 1 + 2.u)], t < .Y 
= x’[t(3 -2-Y) - (2 -x)], t 3 s, (2.8) 
Gi’.“‘(x, t) = (1 - x)[6t.\- + 1 - 3.~]. t < .Y 
= s[6t( 1 - s) - (4 - 3-y)]. t > .Y. (2.9) 
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3. PROOF OF 'THEOREM 1 
Let 3 6 .Y d 1 and note that 
From (2.4) and (3.1) it follows that for 4 < .Y < 1 
1 X’( 3 - 3s + 4X3)( 1 - s)l =- 3 (1 +2X)’ (3.2) 
Again, on using (2.4) and (3.1) it follows that for 4 <X < 1 
^’ 
7 
1 1 G:“.yy, t), &y-(3; 2.x-J 1’ (1 -t)(t-/io)dt= x3( 1 3 -.u)’ (3.3) 
1 “1 
From (3.2) and (3.3) we have 
From symmetry arguments we also have 
(3.4) 
(3.5) 
From (3.4), (3.5) and (2.2) follow (1.8). Next we prove (1.9). First, we note 
that 
Let 0 < x < f. Then, on using (2.5) and (3.6), we obtain 
j’/G~‘~“‘(x,r)~dz=(l-~)j~(t(‘-3s)+3.~?~)dr 
0 0 
(3.6) 
=x'(l-x)2(l -2x) 
2 (3.7) 
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and 
j’ I G&‘,O’(x, t)l dr = 3x( 1 -x) [j” (1 - t)(cc, - t) dt 
‘I Y 
+ j’ (1-t)(t-a,)dt 
xi 1 
=v [2(1 -ccJ3+2(1 -x+3(1 -x)‘(l -c(,)]. 
(3.8) 
Combining (3.7), (3.8), and using (3.6) we obtain for 0 6x6 4 
I G\‘.(“(x, t)l dt = y7T13$. (3.9) 
Next, consider f 6 x d 1. Using (2.5), (3, 6) we have 
r‘lG:‘,O’(x,t)ldt=3s(l-x) 
” 0 
jc(ii(/?-t)tdt+j,;(t-/?,)tdt] 
Similarly 
=x(1-x) 
[ 
ir;+;xz(-i-/?,)+ 
1 
(3.10) 
s ’ I G;‘.“(x, t)l dr I 
= 3x( 1 - x) jU’ ( 
I 
x,-t)(l -t)dt+ j’ (t-x,)(1 -t)dt 
(l-+-l 
On combining (3.10) and (3.11) we have 4 d x < 4 
s ’ I Gj’,O’(x, t)l dt (3.12) 0 
From (3.19), (3.12) and (2.2) follows (1.9). Now, we aim to prove (1.10). 
First, let f<x< f. Then from (2.6) it follows that 
j’ I Gi2,“(x, t)l dt = j” t[2(2 - 3x) + 3t(2x - 1 )] dt 
0 0 
+j’(l-t)[1+3t(2+1)]dt 
1 
=4x2(1 -x)2 (3.13) 
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Next we consider 5 d x 6 1 and we note that 
x2 = r*(x) = 2(3-v - 2) < y, 
3(2x- 1)‘. 
(3.14) 
Now, on using (2.6) and (3.14) we obtain 
j,; /G\‘~“‘(x, r)l dt=3(2.u- 1)if t I(az-r)i dt 
=~[?z;+2,?-31,\11. (3.15) 
Further, on using (2.6) and (3.14) we obtain 
1’ /G~‘~“‘(x. l)l d,=j’ (1 -t)[l +31(2.x- l)] dt=2.?(1 -x)‘. (3.16) 
‘\ 1 
From (3.15) (3.16) we obtain for $<.x< I 
(3.17) 
From (3.13) and (3.17) we prove (1.10). It remains to prove (1.11). 
For this purpose we note that 
-’ z.;II(x) = 6 
J 
t( I - t) u”‘(t) dt, 
0 
1=6/‘1(1-r)dr. 
0 
Therefore 
c;“(x) - u”‘(.Y) = 6 j; t( 1 - t)( u”‘( t) - u”‘(x)) dt. (3.18) 
From (3.18), (1.11) follows at once. From 
/_I 
! Gp “‘(x, t) dt = 0, r=o, 1, 2, 0 
it follows that for r = 0, 1, 2 
(3.19) 
c:“(x) ~ u”‘(x) = j”’ GF”‘(x, t)[u”‘(t) -u”‘(x)] dt. 
0 
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I uy)(x) - ucr’(x)l < max 
OST,fGl 
I u”‘(t) - u”‘(x)l [’ 1 GF O’(x, t)l dt. 
0 
Now, using (3.4) (3.5), (3.9) (3.12) (3.13) and (3.17), the same estimates 
hold in (1.8) (1.9) and in (1.10) provided L is replaced by 
max,, ~, S 1 I f”‘(t) -f”‘(x)/. This proves Theorem 1. 
The proof of Theorem 2 is similar to Theorem 1, so we omit the details. 
4. REMARKS 
Theorems 1 and 2 are best possible. Let us consider the function 
4n - 3n2 - 2 
6n2 ’ 
n(2x-1)4 (2x-l)’ 1 1 1 1 1 
- 
48 4 +fi, 2-;dx6T+n 
(1-1)2-;(1 -x)3+ $$+I -X) 
4n - 3n2 - 2 
+ 
6n3 ’ 
It is easy to see that f,,(x)~ C”‘[O, I] and max,,, , <I j ,f,:“(-u)l = 8. If 
~~(,f;~, x) denotes the corresponding cubic Hermite interpolation 
polynomial then one obtains 
Therefore (1.12) is best possible for r = 0. Next, we will prove that (1.12) 
is best possible for r = 1. Let us consider 
1 1 
r--<x<r+- 
n n 
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where 
Again, it is easy to see that g,,(x) E C’3’[0, 11, max,, rS, 1 g:(x)\ = 1. 
lim Iuidg,,, /3)-sXP)I = 
13 a-46 
,I - x 27 -. 
where b is defined above. This proves that (1.12) cannot be improved in the 
case r = 1 as well. Next, we consider 
2 I 2 1 
--- 
3 n 
6x<-+- 
3 n 
where 
1 /I,=&$+- 1 
24n3’ 
A”&+&+$+24n’. 
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Again h,(x)‘~ C’3’[0, 11, max,, Y< l 1 h::(x) = 1. Also note that . . 
ltqh,, l)-h::(l)l=;-$. 
Thus (1.12) is also best possible for r = 2 as well. In a similar way it can 
be shown that (1.12) cannot be improved for r = 3 as well. We omit the 
details. It may be worthwhile to mention that in the limit as f,,+,n, (x), 
tends to a perfect spline function. Similar statement is also true for g,,(x) 
and h,,(x). 
In an analogous way it can be shown that Theorem 2 is also best 
possible. 
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