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Abstract
Insertion sequences (IS) are small, transposable elements that encode a transposase required
for their own transposition. IS are commonly found in bacteria, and are present in both
chromosomes and plasmids. IS can contribute significantly to the evolution of bacterial
genomes in various ways: insertion of an IS within a gene results in inactivation of that gene,
IS located upstream of a gene can cause over-expression, and two IS are able to mobilise genes
located between them. Currently, genomic studies of bacteria largely ignore the contribution
of IS to genome evolution, as they are difficult to detect in short read sequencing data due to
their repetition within genomes. To appropriately study these elements in large bacterial
genomic studies, there needs to be a tool that can detect them accurately from short read data.
For this thesis, I developed a novel method for detecting IS from short read sequencing data.
The resulting tool, ISMapper, was validated by looking for IS in three types of short read data:
i) simulated short reads from completed genomes, ii) Illumina reads from bacteria where the
finished genomes were available to compare with, and iii) Illumina reads from seven
Acinetobacter baumannii genomes, where predicted IS sites were confirmed using PCR. In all
cases, ISMapper detected all IS sites with a high degree of specificity and sensitivity.
To demonstrate the utility of ISMapper, I applied it to examine the role of IS and antibiotic
resistance in multiple bacterial pathogens. ISMapper was used to determine the variable
structures in the multi-drug resistance Salmonella Genomic Island in Salmonella Kentucky,
finding that IS26 was responsible for the majority of variation in this region. In
Salmonella Typhi and A. baumannii, I used ISMapper to track the movement of antibiotic
resistance regions and identify cryptic causes of polymyxin resistance. Each of these examples
showcased the utility of using ISMapper to track the movement of IS in bacterial genomes, and
how IS can contribute to the spread of antibiotic resistance.
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I then applied ISMapper to explore the contribution of IS to the evolution of three Shigella
species:, S. sonnei, S. dysenteriae, and S. flexneri. All three species were found to have a high
burden of IS in their genomes, particularly associated with the expansion of IS1, however only
S. sonnei was found to be still subject to ongoing IS expansion, whereas IS saturation appears
to have been reached in S. dysenteriae and S. flexneri. Comparison of IS in the wider E. coli
population showed that while Shigella-associated IS are common across E. coli genomes, they
are constrained to a much lower copy number, even in emerging pathogenic E. coli lineages.
In summary, this study examined the contribution of IS to antibiotic resistance and the evolution
of the pathogen Shigella. The framework developed in this study for analysing the dynamics of
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1.1 The evolution of bacterial genomes
Evolution is a vital process by which all life changes and adapts. Bacterial genome evolution is
complex and occurs via many mechanisms, on both small and large scales. All of these
mutational processes are subject to selection pressures from the environment. Selection can
either be positive, where the change is beneficial to the organism and so is maintained,
negative, where the change is detrimental to the survival of the organism, or neutral.
Interaction of mutational processes and selection combine to facilitate adaptation of bacteria
to new environments.
Small changes to the genome occur when errors are made during DNA replication or repair of
DNA damage. Point mutations caused by base substitutions or insertions or deletions (indels),
affect only a few base pairs. Single base changes are commonly referred to as single nucleotide
polymorphisms (SNPs). SNPs occurring in both coding and non-coding regions. There are
two possible outcomes from the creation of a SNP in a coding region: a synonymous, or silent
change, where the codon changes but the amino acid does not change; or a non-synonymous
change, where both the codon and amino acid change. A non-synonymous mutation can also
inactivate a gene if it creates a premature stop codon. If an indel occurs in a coding region, it can
alter the reading frame of the gene and generate a frameshift mutation. SNPs or indels in non-
coding regions can still alter gene expression by changing binding sites or altering regulation
signals. Some bacteria, such as the pathogenMycobacterium tuberculosis, evolve primarily using
these types of point mutations1.
Large changes in the genome can occur through the introduction of new DNA entering the
genome via horizontal gene transfer (HGT). Several different types of mobile elements, such
as insertion sequences, transposons, integrons, phage, genomic islands, and plasmids can
enter the genome through HGT. Other large changes include recombination, where
homologous segments of DNA are exchanged, or genome rearrangements. Genetic material
can be inherited either vertically (by descent to daughter cells) or horizontally (genetic
exchange between cells).
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1.1.1 Incorporating larger DNA segments via horizontal gene transfer
Horizontal gene transfer can take place via three mechanisms: conjugation, transduction or
transformation (Figure 1.1a). Conjugation occurs when a donor bacteria cell connects to a
recipient cell via a sex pilus. DNA is transferred to the recipient through the passage formed
by the pilus2 (Figure 1.1a). Transduction occurs when a bacteriophage (a virus that infects
bacterial cells, also called a phage) packages some of the host bacterial DNA inside its capsid (see
section 1.1.1.4)2. The phage can transfer the bacterial DNA if it infects a new cell (Figure 1.1a).
There are two types of transduction – generalised, where any part of the bacterial chromosome
can be transferred; or specialised, where only genes from a certain chromosomal location can
be transferred2. The third HGT mechanism is transformation, the uptake of DNA into a cell
from the environment2 (Figure 1.1a). All three of these HGT methods can transfer novel DNA
between bacterial cells. Most HGT is selectively neutral, however, sometimes a transfer event
can provide increased fitness to the host and cause a selective sweep for the new DNA3.
Some mobile elements are DNA regions that encode proteins that promote their ability to move
into new genetic contexts through HGT. There are four main types of mobile element: class I,
insertion sequences (IS), as well transposons that consist of IS elements at either end, and only
need one protein for transposition; class II, complex transposons with inverted repeats that
require multiple proteins for transposition; class III, phage elements which are transposable;
and class IV, which contains all other mobile elements including integrons⁴. In addition to
these smaller mobile elements, larger mobile elements also exist, including genomic islands and
plasmids.
1.1.1.1 Insertion sequences
IS are compact mobile elements, ranging from 800 bp to 2,500 bp in size. They typically
contain one to two open reading frames that encode proteins for their own transposition,
called a transposase⁵ (Figure 1.1b). The transposase recognises the inverted repeats (IR) at the
ends of the IS and then extracts and moves the IS to a new location⁶. The ends of the IS usually
feature inverted terminal repeats that react with the transposase during IS excision. These

































Figure 1.1: Mechanisms of HGT and mobile elements. a, The three mechanisms of HGT - transformation,
transduction, and conjugation. Mobile elements are able to transfer from one DNA segement (eg, a plasmid)
to another (eg, the chromosome). b, An insertion sequence, made up of a single transposase gene (tnp) and IR.
c, The two different types of transposon, composite and non-composite. Composite transposons are genes (light
orange box) flanked by two IS. Non-composite transposons have more complex transposase structures, but genes
(light orange box) can still be carried within them. This non-composite transposon structure is typical of the Tn3-
subgroup transposons. d, Integrons, made up of int and attI genes, capture gene cassettes, which integrate next to
the attI sequence. The captured genes are expressed via a promoter on the integron, between int and attI. e, An
example of a genomic island. Genomic islands are often found downstream of tRNA genes, and usually create DR
upon insertion. They frequently have integrase genes, and can carry IS or other small mobile elements.
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1.1.1.2 Transposons
Transposons are linear pieces of DNA that include a transposase and IR at each end.
Transposons can be divided into three main groups: composite transposons, in which two
transposases (usually IS)⁷ coordinate to move the genetic material between them;
non-composite transposons that are unrelated to composite transposons and are exemplified
by Tn3 or Tn7; and Mu type transposons, which are phage (discussed in section 1.1.1.4)⁸
(Figure 1.1c).
A typical transposase identifies the terminal IR at each end of the transposon, which is
between 10 and 40 bp long and divided into two functional domains⁹. In the terminal IR, one
domain contains only a few base pairs and is involved in the cleavage reaction, whilst the
second domain is further inside the IR and is responsible for binding the transposase⁹.
However, some transposons have more complicated transposition mechanisms. For example,
Tn7 (a non-composite transposon) encodes five different transposases that together regulate
two overlapping recombination pathways1⁰. These transposases also determine the site of
integration for the transposon and how frequently transposition occurs1⁰.
During transposition, some transposases will replicate the element as part of the transposition
process, whilst others are excised from the genome and relocate elsewhere⁸. When moving to
a new location, there are a variety of possible integration sites, depending on the transposase.
Some transposases, such as in the Tn10 transposase, show preference for a 7 bp symmetric
sequence; however, others show a preference for sequences which resemble their IR⁹.
Nonetheless, many transposases seem to exhibit a low target specificity⁹.
1.1.1.3 Integrons
Integrons are not themselves mobile, but have the ability to become mobile with the assistance
of transposons11. They can be carried on plasmids or within the chromosome12. Class I
integrons are the most common and have been found in multiple species13, and are frequently
associated with multi-drug resistance (MDR) regions, especially in pathogenic bacteria1⁴.
However, class I integrons, which contain no resistance genes, have also been found in the
Betaproteobacteria and contain no resistance genes at all, suggesting that Betaproteobacteria
may contain the prototype of these elements1⁵.
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Integrons are able to capture gene cassettes via site-specific recombination1⁶,1⁷ (Figure 1.1d).
The integron structure consists of an intI gene, of which there are over 100 types, which is
required for integration, and a recombination site, attI, which usually lies upstream of intI1⁸.
The intI gene encodes a recombinase that belongs to the tyrosine recombination family1⁸. The
int/att unit which makes up an integron is different to the int/att units found in phage or
genomic islands, as they are not themselves mobile. Rather, these units facilitate the insertion
of mobile gene cassettes1⁸. To capture a gene cassette, the gene cassette must have a repeat
sequence, attC, which recognises the attI site on the target integron and integrates next to
it13,1⁹ (Figure 1.1d). Gene cassettes usually contain a single open reading frame and no
promoter, and expression of genes in the cassette is driven by a promoter in the integron1⁹,2⁰
(Figure 1.1d).
1.1.1.4 Bacteriophage
Bacteriophage are viruses that infect bacterial cells. Their genomes can be either single or
double stranded DNA or RNA, and contain genes required for their structural proteins,
genome packaging proteins, and proteins for hijacking host cell processes. Lytic phage quickly
replicate and lyse the host cell, however temperate phage are able to integrate into the host
chromosome via a process known as lysogeny21. During lysogeny, the phage genome
replicates along with the host chromosome and becomes an endogenous phage, or prophage,
which lies dormant but may later activate and lyse the cell22. Some phage genomes do not
integrate and exist within the bacterial cell as small, autonomous linear or circular plasmids2⁰.
These latent phage can then be later reactivated by some stimulus. During phage replication,
phage can accidentally package some of their host’s DNA into their capsid. Although they are
limited in the amount of DNA that can be physically packaged into the capsid, phage can still
transport sections of host DNA into new bacterial cells through transduction22.
1.1.1.5 Genomic islands
Genomic islands often have a large impact on bacterial evolution due to the wide variety of
functions they can provide, including virulence, antibiotic resistance, and catabolic pathways.
Genomic islands are large segments of DNA that range in size from 10 kbp to 200 kbp23
(Figure 1.1e). Genomic islands have a different nucleotide composition to the the rest of the
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chromosome, enabling their detection within genomes2⁴. They usually insert at the 3’ end of
tRNA genes2⁵. Site specific recombinases, similar to phage, mediate insertion into the
genome2⁶,2⁷. As a result of integration, genomic islands are often flanked by perfect direct
repeats (DR) that are used as recognition sites for later excision2⁸. Excision is mediated by an
excisionase, and once excised, the island closes to form a circular piece of DNA ready for
transfer to another cell2⁵,2⁹. Sometimes genomic islands are able to self mobilise, but there are
examples of genomic islands requiring the assistance of other mobile elements, including
plasmids or phage, to move to new locations3⁰. During mobilisation, they can transfer
additional host chromosomal DNA to their new location31. Some genomic islands contain
similar genes to plasmid encoded transfer systems, suggesting that these plasmid transfer
genes may be the origin of genomic island movement32. One possible mechanism for genomic
island evolution theorizes that if a plasmid integrates into a chromosome, subsequently loses
its origin of replication (ori) and replication genes, it can become a genomic island33.
Genomic islands are hot spots in the chromosome for integration of additional mobile
elements, without disrupting expression of the host genome33 (Figure 1.1e).
Due to the large number of genes being inserted into the chromosome in a single event, the
acquisition of a genomic island generates adaptation that is dramatic and fast3⁴. For example,
the high pathogenicity island in Yersinia encodes the siderophore system yersiniabactin,
allowing the bacteria to scavenge iron from its environment, causing a more virulent
phenotype3⁵. This pathogenicity island has since been found in several other members of the
Enterobacteriaciae, including Escherichia coli, Klebsiella and Citrobacter3⁶. In
Wolinella succinogenes, a genomic island encodes the proteins required for nitrogen fixation,
expanding W. succinogenes’ possible ecological niches3⁷. Several bacteria contain genomic
islands that include antibiotic resistance genes, such as the Salmonella Genomic Island (SGI)
in Salmonella enterica and Proteus mirabilis, the Shigella Resistance Locus (SRL) in Shigella,
and SXT in Vibrio cholerae3⁸–⁴1. In Bacillus cereus, the acquisition of a single genomic island
not only gives this species a siderophore system, but also antibiotic resistance and the ability to
generate bacteriocins⁴2.
1.1.1.6 Plasmids
Plasmids are mobile segments of double stranded DNA that are usually covalently closed and
circular, but linear plasmids also exist, such as pBSSB1 in S. enterica2⁰,⁴3. Plasmids contain a
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set of backbone genes that encode proteins required for their replication. Partitioning genes,
that ensure the plasmid is correctly partitioned between daughter cells, determine the plasmid
incompatibility (Inc) type, as two plasmids with the same machinery are unable to inhabit the
same host cell⁴⁴,⁴⁵. Plasmids commonly carry genes to create conjugative pili, allowing them to
transfer from one cell to another⁴⁶. During conjugative plasmid transfer, some plasmids have
been shown to occasionally transfer host chromosomal DNA⁴⁷. Some smaller plasmids require
the presence of a larger conjugative plasmid in order to transfer to a new cell⁴⁸. In addition,
plasmids frequently carry accessory genes that are not essential for cellular function, but often
provide a selective advantage to the bacterial host, allowing the plasmid to remain inside the
cell2⁰.
Plasmids do not form a part of the chromosome, but as discussed in section 1.1.1.5, they can
occasionally integrate into the chromosome and lose their replicative abilities. R factors are a
particular type of complex plasmid that are good at transmitting between various
Gram-negative bacteria and regularly contain antibiotic resistance genes⁷,⁴⁹. The antibiotic
resistance genes are often contained in specific regions that are comprised of mobile elements,
such as transposons and integrons, just like genomic islands. These regions frequently carry
genes conferring resistance to more than one type of antibiotic, forming multi-drug resistance
(MDR) plasmids. Plasmids can exist in evolutionary distinct pathogens that have direct or
indirect contact with each other, either in the environment or within hosts, causing
transmission of MDR regions⁵⁰. S. enterica has been shown to contain many examples of
MDR plasmids, such as the IncHI1 plasmids in Salmonella Typhi, which have contributed to
the global spread of antibiotic resistant S. Typhi⁵1,⁵2.
1.1.2 Genome reduction through gene loss
Gene loss and pseudogene formation also play a role in bacterial adaptation. Loss of genes can
be achieved through small changes that subtly alter proteins, changing how a gene is regulated,
or preventing expression. Gene loss can also occur through large scale processes, such as gene
deletion, or interruption of genes by incoming DNA.
Protein-coding genes can be inactivated through a variety of mechanisms, including
premature stop codons caused by SNPs, indels in genes causing frameshift mutations,
insertion of mobile elements, or recombination of identical IS elements⁵3. Gene inactivation is
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commonly observed when bacteria adapt to a new ecological niche. For example, host adapted
pathogens regularly inactivate metabolic pathways, as these compounds can often be
scavenged from the host itself⁵⁴. Bacteria have a deletional bias in their genomes, so genes
which have been inactivated are continually eroded until they are deleted, resulting in
complete gene loss⁵⁵,⁵⁶.
Gene loss and inactivation frequently occur when a bacterial species undergoes a population
bottleneck. Unlike in larger populations, where mildly deleterious mutations are often
eliminated, in small populations, where genetic variation is smaller, mutations can become
easily fixed⁵⁷. During population bottlenecks, genes that were required for the survival of the
bacteria in its new niche are inactivated; however useful, but non-essential, genes can also be
inactivated⁵⁸. Yersinia pestis is a bacterial pathogen where gene loss has played an important
role in its evolution from Yersinia pseudotuberculosis. Several genes required for pathogenicity
and host interaction in Y. psuedotuberculosis were lost in Y. pestis⁵⁹. These genes were were
required for spread via the fecal-oral route, but as Y. pestis spreads via a flea vector, they were
no longer required in Y. pestis⁵⁹. In addition, all of the motility genes in Y. pestis have been
inactivated, likely to prevent recognition by the host immune system⁶⁰.
The process of pseudogene formation during host adaptation has also been observed in
Salmonella Gallinarum and Salmonella Pullorum, which cause a typhoid-like illness in
galliform birds. In these pathogens, many genes involved in anaerobic metabolism have been
inactivated as part of the transition from a generic intestinal pathogen to an invasive,
host-adapted pathogen⁶1,⁶2. Additionally, pseudogene formation has been a crucial step in the
convergent evolution of S. Typhi and Salmonella Paratyphi A, where loss of functional genes
has enabled both species to adapt to humans and cause typhoidal fever⁶3.
1.1.3 Swapping DNA via recombination and genome rearrangements
Recombination is defined as the acquisition of DNA from a donor cell into a recipient cell, and
occurs independently of cell division (unlike recombination in eukaryotes)⁶⁴. There are two
types of recombination - homologous recombination, where homologous sections of DNA are
switched out or replaced; and non-homologous recombination, where new DNA is integrated
into the genome (more commonly known as HGT, see section 1.1.1)⁶⁴. Rearrangement of DNA
within a cell can also occur, and this is frequentlymediated bymobile elements⁶⁵. The expansion
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of transposable elements such as IS are often followed by large genome rearrangements, as has
been the case for multiple species of Yersinia.
During homologous recombination, divergent DNA can be integrated into the genome
through targeting conserved genes, or identical copies of the same IS, flanking the divergent
region⁶⁶. There are several examples of this type of homologous recombination. In
Staphylococcus aureus, large replacements of ~10% of the chromosome founded two new
lineages⁶⁷. Capsular exchange, mediated by recombination, is a common phenomenon in
Acinetobacter baumannii and Klebsiella pneumoniae⁶⁸,⁶⁹. In Streptococcus pneumoniae, the
capsule is a vaccine target, and recombination of this region has lead to capsule switching and
decreased vaccine efficacy⁷⁰. Within E. coli, transfer of sex factor F into the chromosome from
the plasmid is mediated by identical copies of IS2 or IS3⁶⁶. Recombination and genome
rearrangement are both large scale genome changes and facilitate fast adaptation⁷1.
1.2 The importance of IS in bacterial genomes
Theprimary focus of this thesis is how IS contribute to the evolution of bacterial genomes. IS are
found in both chromosomes and plasmids, and contribute to the evolution of bacterial genomes
in amyriad of ways. They are frequently involved in themobilisation of genes, either by forming
compound transposons or carrying genes as passenger genes⁷2. This has important implications
for the evolution of bacterial pathogens. Examples of genes IS can mobilise include antibiotic
resistance genes and virulence genes. Additionally, IS can influence the expression of genes by
either interrupting them or upregulating them, further adding to the range of phenotypes IS
can alter.
1.2.1 Hypotheses of IS abundance in bacterial genomes
Early studies of IS in bacterial genomes investigated their sequence similarity to explore
relationships between IS and individuals in a population or across species. Multiple studies
found that within E. coli, sequences of the same IS in the genome were almost identical, with
very few substitutions compared to the rest of the genome, suggesting that the IS had recently
entered the genome and then proliferated⁷3,⁷⁴. Within the genus Escherichia, both E. coli and
Escherichia fergusonii have multiple copies of IS3, and the IS3 sequences within each species
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are almost identical to each other. But when comparing IS3 sequences across species, the
sequences were found to be significantly different to one another⁷3. This suggests that IS3 was
present in the ancestor of E. coli and E. fergusonnii, and little transfer of IS3 has occurred
between them since that divergence⁷3. A similar phenomenon is observed for IS200 between
E. coli and Salmonella⁷⁴. However, some IS do cross species boundaries. In Escherichia, IS1
sequences are almost identical, even across species⁷3. This suggests that IS1 has been
horizontally transferred into each Escherichia species since their divergence⁷3,⁷⁵.
Differences in IS insertion sites of closely related strains are sometimes used to type bacteria of
the same species. In E. coli, six different IS - IS1, IS2, IS3, IS4, IS5 and IS30, were observed
across 71 strains⁷⁶. The copy numbers of each IS were sufficient to distinguish between closely
related strains⁷⁶. Other bacterial species where IS typing has been applied include Salmonella
(IS200)⁷⁷, Shigella (IS1)⁷⁸, M. tuberculosis (IS6110)⁷⁹,⁸⁰, and Yersinia (IS100)⁸1. More recently,
some have suggested using IS16 as marker for Enterococcus in epidemiological settings⁸2.
However, understanding how IS copy number changes in a genome is important if IS locations
are going to be used as markers, as the rate of change of the marker influences inferences about
how long a genome has been evolving⁸3.
Many studies have hypothesised about the causes for IS abundance in some bacterial genomes,
but only a few studies have attempted to tease apart the complicated dynamics of IS. Two
studies have examined IS in hundreds of bacterial genomes, across a wide variety of
phylogenetic groups⁸⁴,⁸⁵. They explored associations between IS copy number and IS
dynamics, including the rate of HGT, genome size and pathogenicity, as well as investigating
whether IS dynamics follow a neutral model of evolution or a model that includes purifying
selection⁸⁴,⁸⁵. Firstly, neither study found evidence of phylogenetic specificity for many IS
families. IS1, for example, is often found in the Enterobacteriaceae, but can also be found in
phylogenetically distant groups of bacteria⁸⁴. HGT is important for the introduction of IS into
a bacterial genome, but is not required for maintaining copy number⁸⁴,⁸⁵. In these studies, the
pathogenicity of a species was not associated with IS copy number⁸⁴. Rather, larger genomes
were associated with higher IS copy numbers, though it has been speculated that this may be
due to the fact that bacteria with larger genomes occupy a wider variety of ecological niches,
so require the additional genome plasticity that IS provide⁸⁴,⁸⁵. In general, IS copy numbers
remain stable across a wide variety of bacterial species, with only a few species such as Y. pestis,
Shigella, Salmonella and A. baumannii currently undergoing transient expansions of some IS
11
Chapter 1: Introduction
families. Despite the burst of transposition within these species, it is likely that over longer
evolutionary time periods, these additional IS will gradually be eliminated from the
population⁸⁶.
1.2.2 The effect of IS on bacterial evolution
Early studies of IS investigated the effect they had on the evolution of bacteria in an experimental
setting⁸⁷,⁸⁸. These studies examined the role of IS in adaptation to the environment, structural
changes IS created in the genome, and how the rate of IS transposition could be affected by
different environmental conditions.
1.2.2.1 Adaptation through IS-mediated structural rearrangements
IS are important for the fast evolution of new traits that assist bacteria in surviving under
environmentally stressful conditions. Naas et al.⁸⁷ studied 30 year old stab cultures of E. coli
and found that IS-mediated genome rearrangements and deletions were common causes of
mutation within these populations, and these mutations aided survival in the nutrient limited
conditions of this storage method. Another study followed an E. coli population over 10,000
generations⁸⁸. Over the course of the experiment, large scale genome rearrangements and
deletions were common. These larger, structural genome changes were often IS mediated, and
were more important for the adaptation of the population than point mutations, creating
diversity within the population⁸⁸. An extension of this study observed the dynamics of IS over
20,000 generations of E. coli, again finding that IS were crucial for creating variation under
stressful environmental conditions, as they regularly created beneficial mutations that would
have been impossible to achieve with simple point mutations⁸⁹. Each of these studies points to
the influence of IS for evolving new traits within bacterial populations, allowing bacteria to
maintain highly plastic genomes and quickly generate variation.
1.2.2.2 Rate of transposition in experimental settings
Experimental studies have investigated the transposition rate of IS. IS were frequently found to
have a rate of gain an order of magnitude greater than their rate of loss, with rate estimates
ranging from 10-3 to 10-⁷ per element per generation, depending on the IS⁵,⁷⁶. There is a
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significant relationship between copy number of an IS and the number of transposition events
(either gain or loss) observed in a population⁹⁰. However, these rates differ depending on the
IS in question. For example, for IS1 within E. coli, excision is rarer than gain⁹⁰. Rates of
excision and gain for IS2 and IS5, however, are similar⁹⁰. IS1, IS150 and IS5 in E. coli were
found to change copy number rapidly, and contributed the most to structural change
compared to other types of mutation⁷⁶,⁸⁷,⁸⁸. Different transposition mechanisms of these IS,
and how they are regulated (see sections 1.2.4 and 1.2.4.4), are likely to be the cause of
variation of transposition rates between different IS.
1.2.2.3 IS-mediated host adaptation
IS can influence bacterial evolution by inactivating genes. This is usually achieved through
deletions of segments of the genome and the formation of pseudogenes. For example, IS
played a crucial role in the evolution of Mycobacterium leprae, the agent of leprosy. Within
M. leprae, 50% of the genome is entirely pseudogenes, many of these inactivated by IS⁹1.
Bordetella pertussis, the agent of whooping cough, evolved from its non host-restricted relative,
Bordotella bronchiseptica via multiple different IS-mediated mechanisms⁹2. For example,
IS481 mediated large deletions via homologous recombination, and formed multiple
psuedogenes⁹2. A similar effect was observed in Y. pestis, which evolved from
Y. pseudotuberculosis through IS-mediated genome decay⁶⁰. In Burkholderia mallei, the
causative agent of equine disease glanders, IS-mediated recombination events, genome
rearrangement and pseudogene formation have aided its evolution from the opportunistic
human pathogen Burkholderia pseudomallei⁵3,⁹3. Within E. coli O157, IS have interrupted
phage or prophage-like regions, suggesting that IS are important for the inactivation of these
elements⁹⁴. In addition to phage, there were interruptions in some virulence associated genes,
such as curlin biosynthesis, indicating that IS may be responsible for altering the virulence
phenotype of these strains⁹⁴. Formation of pseudogenes has also played a role in the evolution
of Shigella from E. coli, where different IS have been responsible for the inactivation of genes
that inhibit the ability for Shigella to cause disease in humans⁹⁵ (discussed in section 1.4.2). In
addition to increasing virulence, IS have also been shown to be important factors for
combating host defenses by altering surface antigens⁵⁹,⁹2.
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1.2.2.4 Mobilisation of genes via IS
IS are able to mobilise genes and place them in new genetic contexts through the creation of
composite transposons. In a composite transposon, two IS flanking a region of DNA can
coordinate their excision, taking the DNA between them and inserting the entire unit
elsewhere. If a composite transposon mobilises into a plasmid, it provides further
opportunities for the transposon to be transported into novel genetic contexts in different host
cells. Transposons have been implicated in the spread of important bacterial toxins, such as
the heat stable ST toxin in E. coli, which is mobilised by two copies of IS1 in the transposon
Tn1681⁹⁶,⁹⁷. There are several examples of transposons mobilising antibiotic resistance genes
into new contexts. One of the first examples of IS mobilising antibiotic resistance genes is Tn9.
Tn9 is flanked by copies of IS1, and carries the resistance gene cat, which confers resistance to
chloramphenicol⁹⁸. Other examples include the dissemination of the metallo-beta-lactamase
gene, blaNDM-1, within the Enterobacteriaciae via Tn3000 that has caused increased resistance
to carbapenem antibiotics⁹⁹. In A. baumannii, two copies of ISAba125 have flanked an
aminoglycoside resistance gene, aphA6, forming the transposon TnaphA6 and spreading
aminoglycoside resistance1⁰⁰.
The movement of antibiotic resistance genes is compounded when multiple transposons move
into the same backbone, allowing several antibiotic resistance genes to move as a unit. For
example, in S. Paratyphi and S. Typhi, Tn21 has inserted into Tn9, and then Tn6029 has
inserted within Tn21, creating a large transposon encoding several antibiotic resistance
genes1⁰1. The entire unit is mobilised by the two copies of IS1 that make up Tn91⁰1. This
compound transposon is commonly found in IncHI1 plasmid backbones, and so this plasmid
now carries multiple antibiotic resistance genes⁵2. IncA/C2 plasmids carrying multiple
carbapenem resistance genes have been found in various Enterobacteriaceae1⁰2. The
mobilisation of the carbapenem resistance gene blaKPC within Enterobacteriaceae has been
aided by the highly mobile nature of the transposon Tn44011⁰3. In this example, Tn4401 has
mobilised into multiple plasmid backbones, aiding its dissemination in a hospital
environment1⁰3. In addition to plasmids, antibiotic resistance genes within transposons can
accumulate in genomic islands, which can then also move as an entire unit. Examples of
genomic islands carrying large numbers of antibiotic resistance genes include AbaR, the
A. baumannii resistance island in A. baumannii, the SGI in S. enterica, and the SRL in
Shigella33,3⁸,1⁰⁴.
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1.2.2.5 IS-mediated upregulation of gene expression
Gene expression can be altered by IS through the creation of transient promoters after
insertion of an IS near a coding region of DNA. Many IS contain a -35 promoter region within
their flanking IR. If an IS inserts an appropriate distance from a -10 promotor region in the
genome, this can create a new promoter that is able to regulate expression of the gene
downstream of the IS⁹. In these situations, genes downstream of this new promoter become
constitutively expressed. IS-mediated gene upregulation has been linked to increased
virulence in various pathogens. For example, in M. tuberculosis, IS6110 has been found to
mediate gene upregulation during growth within monocytes1⁰⁵. IS6110 has also been
implicated in increased virulence of Mycobacterium bovis, where insertion upstream of the
phoP virulence gene has been linked to an outbreak of the M. bovis B strain in Spain1⁰⁶.
Within Neisseria meningitidis, the insertion of IS1301 into the capsule locus increases
expression of the capsule genes, enhancing capsule biosynthesis and generating a more
virulent phenotype in human hosts1⁰⁷.
Bacterial chromosomes are not the only DNA molecules to benefit from modified gene
expression caused by IS. Plasmids can also be activated and given a broader host range
through IS upregulation. For example, an ISPst4 insertion upstream of the oriV gene in
plasmid pUC has allowed this plasmid to be more successful at surviving inside cells of the
pathogen Pseudomonas stuzeri1⁰⁸.
IS-mediated gene upregulation can also give bacteria the ability to adapt to new
environmental niches by altering their metabolic pathways. An IS3 located upstream of the
threonine operon in E. coli enables the bacterium to use threonine as its sole carbon source1⁰⁹.
IS insertions have also been shown to activate cryptic genes, such as an IS upstream of the bgl
operon within E. coli, activating this region and enabling the bacterium to use arbutin as its
sole sugar source11⁰. Resistance to environmental compounds, such as bromoacetate, can be
acquired by up-regulation of a bromoacetate resistance gene in Xanthobacter111.
1.2.3 IS and the development of antimicrobial resistance in bacteria
In recent years, bacteria have become increasingly resistant to multiple antibiotics and
resistance is becoming a major concern. Antimicrobial resistance (AMR) can occur through a
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variety of mechanisms, including inactivation of the antibiotic112, creating a new target for the
antibiotic113, pumping the antibiotic out of the cell11⁴ or mutation of the target of the
antibiotic11⁵. These mechanisms can evolve via various genetic mutations, including acquiring
genes that will degrade or create new targets for an antibiotic, single point mutations in genes
targeted by antibiotics so they no longer bind, and acquiring efflux pump genes to pump
antibiotics out of the cell11⁶. Some bacteria already contain efflux pumps making them
intrinsically resistant to certain antibiotics11⁷,11⁸. Mutations that confer increased expression
of an intrinsic or acquired efflux pump systems have been shown to increase resistance to
multiple drugs, and antibiotics of almost every class are able to be neutralised by the effect of
efflux pumps113,11⁹. AMR in human pathogens has arisen primarily through the importation
of resistance genes via HGT12⁰,121. Often resistance genes are clustered together in smaller
mobile elements such as transposons or integrons, which can then be transferred into
plasmids that provide additional mobility between cells (section 1.1.1.6)13,122–12⁴.
IS are often associated with resistance, as they are able to both mobilise genes and alter gene
expression (section 1.2.2.4 and 1.2.2.5). For example, several plasmids have recently been shown
to carry theTn3000 transposon, flanked by two IS3000’s, which has captured a blaNDM-1 gene that
confers resistance to carbapenems⁹⁹. Additionally, IS-mediated gene interruptions can confer
resistance by preventing gene expression. This has been observed in K. pneumoniae, where
various IS have interrupted the regulator mgrB, conferring resistance to colistin12⁵.
Some IS, such as IS1 or ISAba1, are able to alter gene expression through their strong
promoters12⁶,12⁷. If these IS insert themselves upstream of a gene they are able to increase the
expression of that gene. For example, IS upstream of an efflux pump promoter can cause these
genes to be either constitutively expressed, or expressed at higher levels, producing resistance
to additional antibiotics. This has been demonstrated in multiple bacterial contexts, including
fluoroquinolone resistance in both E. coli and A. baumannii12⁸,12⁹. Resistance to third
generation cephalosporins in A. baumannii can be caused by the insertion of either ISAba1 or
ISAba125 upstream of the beta-lactamse ampC13⁰,131. This entire unit has been mobilised by
flanking IS and transferred to other bacteria131. Upregulation of blaOXA-57 by IS18 has been
described in Acinetobacter bereziniae and A. baumannii, generating antibiotic resistance to
recent drugs, such as the carbapenems meropenem and imipenem132.
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1.2.4 IS transposition mechanisms
IS encode several different types of transposases (DDE and DEDD, section 1.2.4.1, HUH,
section 1.2.4.2 and serine transposases, section 1.2.4.3), all of which have different chemistries
that catalyse their mobilisation reactions. Each transposase type is associated with one or
more IS families (section 1.2.5). Within these different transposase types, there is additional
complexity surrounding the exact transposition reaction that takes place, including whether a
copy of the IS is left behind during transposition, or if the IS excises completely.
1.2.4.1 DDE and DEDD transposases
The majority of known IS families currently described use DDE transposases, where the active
site for the transposase enzyme is an amino acid triplet; Asp (D), Asp and Glu (E), (DDE)⁷2. IS
with DDE transposases have IR at both ends that the transposase use as binding targets. The
IR has two domains - one for binding the transposase, and one for cleavage and strand
transfer⁹. DDE transposases use either one or two Mg2+ cations to catalyse DNA cleavage.
Different spacings of the DDE motif are found, with members of the same IS family having
similar DDE spacings. DDE transposition will often create DR, also known as target site
duplications (TSD), of the sequence that they transpose into. This is usually because cleavage
of the DNA by the transposase produces two complementary single stranded ends that need to
be repaired by the host cell, resulting in small DR flanking the IS element⁹.
There are three possible transpositionmechanisms used byDDE transposases, and these depend
on the specific IS family. In one mechanism, known as copy-out paste-in, a single strand at one
end of the IS is cleaved by the transposase, which then attaches itself to the other end of the
IS on the same strand, circularising itself (Figure 1.2a). The IS then replicates this circle to
create a circularised double stranded DNA intermediate, and repairs the excision (Figure 1.2a).
The circularised intermediate can then un-circularise itself and insert into a newDNAmolecule,
creating an additional copy of the IS.Theother twomechanisms are both cut-and-pastemethods
of transposition. In one, the DDE transposase cleaves both ends of the IS, leaving two 3’-OH
ends. The two 3’-OH ends then react with the phosphodiester bond of the target DNAmolecule,
allowing the IS to insert itself133,13⁴ (Figure 1.2b). In this reaction, a small 2 bp scar is left behind
(green boxes, Figure 1.2b). In the second type of cut-and-paste transposition, both strands of
the donor DNA molecule are cleaved, and each strand of the IS reacts with the other, forming a
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hairpin intermediate (Figure 1.2c)⁷2.
Only one IS family, IS110, is known to use DEDD tranposases, and not much is currently
known about its specific transposition mechanism. They are similar to the four-way Holliday
junction resolvase ruvC, with the catalytic centre in a similar location13⁵. DEDD transposases
have similar chemistry to DDE transposases, but do not require terminal IR, and do not
generate DR upon insertion13⁶.
1.2.4.2 HUH transposases
Two IS families, IS91 and IS200/IS605, use very different transposases known as HUH. HUH
transposases are named after a conserved pair of histidine residues that are separated by a
hydrophobic residue (U)13⁷. During transposition, a tyrosine residue creates a bond between
the donor DNA molecule and the transposition enzyme13⁷. IS that use HUH transposases do
not have IR or create DR when inserting13⁸,13⁹. Instead of IR at the ends of the IS, HUH
transposases require hairpin secondary structures to be formed at the ends of the element13⁷.
There are two major HUH transposase families; Y1 and Y2. Y1 is associated with the
IS200/IS605 family, and Y2 with IS9113⁹,1⁴⁰. The families are divided by the number of Y
residues they use as catalytic sites - either one or two, and both families appear to carry out
transposition in different ways, though not much is known about the specific mechanisms1⁴1.
1.2.4.3 Serine transposases
A single IS family, IS607, uses serine transposases⁷2. These transposases are closely related to
the Tn3 family resolvases, and are hypothesised to act in a similar fashion, involving a double
stranded circular DNA intermediate1⁴2. DNA cleavage occurs when an active serine residue
reacts with the phosphate DNA backbone, generating a free 3’-OH end1⁴1. Members of this
family are present as incomplete copies within eukaryotic genomes, and are currently the only
prokaryotic IS family to have been found in several eukaryotes1⁴3.
1.2.4.4 IS regulate their transposition
IS transposition is regulated via a variety of mechanisms. Many IS are able to express multiple
protein products through frameshifting their open reading frames. This can be accomplished
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Figure 1.2: Different IS transpositionmechanisms. Figure adapted from Siguier et al., 2015.⁷2. a, copy-out paste-
inmechanism. Blue boxes show the IS and the grey lines are the donorDNAmolecule. Maroon arrow showswhere
the transposase cuts. In this transposition mechanism, the bottom strand is cut and then circularises itself, with
the red bar indicating where the cut site is. DNA replication then occurs to repair the single strand break, repairing
the IS and creating a double stranded circular DNAmolecule which can then insert itself into a newDNAmolecule
(purple lines). b, one type of cut-and-paste. Blue boxes show the IS, withmaroon arrows indicating the transposase
cut sites, some of which occur 2 bp within the insertion sequence (green boxes). The IS is then excised from the
donor DNA molecule (grey lines) and can then ‘paste’ itself into a new DNA molecule (purple lines). c, a second
cut-and-paste mechanism, with a single cut on each strand (maroon arrows). The IS then forms hairpin structures
at either end of the IS molecule, before inserting itself into a new DNA molecule (purple lines).
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either by slippage of the RNA polymerase, or by slippage of the ribosome1⁴⁴. The rate of
frameshifting determines the transposition frequency of the element, as often both protein
products are required for successful transposition⁹. Some IS have been shown to have
preferential cis activity, where the transposase acts preferentially on the IS that it was
transcribed from, rather than other copies of the same element within the genome⁹.
Transposase activity can be blocked by the use of antisense RNA. Some IS, such as IS10,
contain promoters within their transposase genes that encode for short antisense RNA
molecules, responsible for blocking transcription1⁴⁵. Other IS have been shown to be regulated
by temperature, for example IS30 and IS9111⁴⁶,1⁴⁷. Many IS have target site specificity, which
may limit their transposition into other bacterial species that do not have the correct targets⁹.
In addition to element-specific regulatorymechanisms, there are several host factors which have
been shown to influence transposition. Host factors can act at various stages of transposition,
by inhibiting transpososome assembly or by altering the way DNA repair takes place. DNA
chaperones IHF, HU, Fis and HNS have all been implicated in the regulating transposition1⁴⁸.
IHF has been shown to assist with transposition of IS10 and IS11⁴⁹,1⁵⁰. DAM methylation has
also been implicated in regulating transposition by either interfering in the actual transposition
step or altering the expression of the transposase⁹.
1.2.5 Grouping of IS into IS families
IS are grouped into families based on three factors. The first is the type of transposase they
encode, as discussed in section 1.2.4. Secondly, some IS contain additional accessory genes that
regulate their transposition, and these genes are specific to each IS family13⁶. Finally, sequence
similarity to other IS influences the organisation of IS into IS families.
The IS families discussed below are those that were detected during the analyses present in this
thesis. The majority of these IS are found within Shigella spp., and are discussed in greater detail
in Chapters 4 and 5. The final IS family discussed, IS6, is found in a variety of bacterial species
and is linked to the movement of antibiotic resistance genes. The IS6 family is discussed in
greater detail in Chapter 3.
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1.2.5.1 IS1
IS1 was one of the first IS to be discovered, and has been identified in over 40 bacterial and
archael species⁷2. It uses the DDE transposase system, and has a 23 bp IR. IS1 generates DR of
mainly 9 bp, though DR of 8, 10 or 14 bp have also been reported. IS1 consists of two open
reading frames, insA and insB, that are expressed from a promoter located in the left IR. Only
two products are produced. InsA binds to both IR and regulates transposition, whilst the
frameshift product of insA and insB, InsAB’, produces the transposase itself. No product for
insB alone has been described. During transposition, members of this family can integrate
into a new site using one of two methods - cointegrate formation or the copy-out paste-in
approach1⁵1. Transposition rate appears to be controlled by the ratio of InsA/InsAB’ product⁷2.
Members of IS1 show a preference for AT rich regions within genomes⁶. Frequently, IS1
members have been found to form transposons in either direct or inverted orientation, often
carrying antibiotic resistance or virulence genes (for example Tn9, section 1.2.2.4)⁹⁶,1⁰1.
1.2.5.2 IS3
IS3 is one of the largest IS families, containing 554 members in over 270 different bacterial
species, and range in size from 1,200 - 1,550 bp⁷2. Elements in the IS3 family have DDE
transposases, with terminal IR, and create DR of 3-4 bp. Their transposase is generated by a
fusion product of orfA and orfB, caused by translational frameshifting in a similar fashion to
IS1. Members of the IS3 family use the copy-out paste-in transposition mechanism.⁷2. One
member of the IS3 family, IS911, has been shown to act in cis, with the transposase
preferentially targeting the IS element it was expressed from1⁵2. Some members of this family,
such as IS2 and IS911, have been shown to contain strong promoters in the -35 and -10
regions of the IR, allowing them to influence expression of downstream genes⁶.
1.2.5.3 IS4
The IS4 family, consisting of over 200 members, has recently been redefined to include seven
subfamilies (IS231, ISH8, IS4Sa, IS4, IS10, IS50 and ISPepr1), and three emerging IS families
(IS701, ISH3 and IS1634)⁷2. All members of this family use a DDE transposase, but contain a
large beta strand between the final D and E residues in the motif1⁵3. Unlike many other IS
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families, no frameshifting occurs to generate the transposase1⁵⁴. All members of this family
also contain a YREK tetrad motif, hypothesised to be involved in DNA cleavage1⁵3,1⁵⁵.
Members of this family transpose via the cut and paste mechanism, and generate a hairpin
intermediate during transposition⁶,1⁵3. Several members of this family are involved in the
generation of transposons, especially IS10 and IS50, which form the transposons Tn10 and
Tn5 respectively1⁵⁶,1⁵⁷.
1.2.5.4 IS21
IS21 elements encode two genes, istA, which encodes a DDE transposase, and istB, which
encodes a helper gene⁷2. Both genes are required for successful transposition1⁵⁸. The IR of
these elements contain several repeats that are thought to be involved in transposase binding⁶.
This family creates DR of approximately 4 bp⁶. IS21 preferentially targets sites where there are
other IS21 elements, generating tandem duplications, and uses a similar copy paste
mechanism to other IS families⁷2.
1.2.5.5 IS66
IS66 contains three open reading frames (orfs) - tnpA, tnpB and tnpC, with a 30 bp IR at each
end⁷2. IS66 elements use a DDE transposase that is encoded by tnpC, and transposition of this
element creates 8 bp DR. Mutations within tnpA or tnpB have been shown to reduce the level of
transposition activity, however some elements that do not contain both tnpA and tnpB are still
able to successfully transpose⁷2,1⁵⁹. In addition, some members of this family that contain only
tnpC still transpose13⁶. This family is grouped into three major classes depending on their gene
content - one group contains all three genes, tnpA, tnpB and tnpC, another group lacks tnpA but
contains tnpB and tnpC, and the final group contains only tnpC but commonly has passenger
genes downstream of tnpC⁷2. Little is known about the transposition mechanism or target site
preferences of this family.
1.2.5.6 IS630
Members of the IS630 family contain a single open reading frame (orf), but in some cases the
orf is spread across two reading frames, so may be frameshifted to produce the transposase⁷2.
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This family uses a DDE transposase, and prefer to insert into a TA dinucleotide1⁶⁰.
Additionally, members of this family have a striking similarity to eukaryotic transposable
elements, especially the Tc1, Tc3 and mariner families1⁶1. When transposing, they appear to
have similar transposition mechanisms to their relatives within the eukaryotes, but the exact
mechanism is unknown1⁵3.
1.2.5.7 IS110
The IS110 family is the only family known to use a DEDD transposase, with a single orf that
encodes the transposase⁷2. Due to their transposition method, elements in this family do not
have IR, but instead have secondary hairpin structures at their terminal ends. As such, they do
not make DR on insertion. During transposition, this family creates circular double stranded
intermediates, but it is not known whether these intermediates are caused by a copy-paste
mechanism, or an excision mechanism1⁶2,1⁶3. There are several known insertion site
preferences for different members of this family. For example, members in the IS1111
subgroup prefer attC integron regions, while others prefer specific DNA sequences, or
specifically target the ends of other IS elements1⁶⁴–1⁶⁶.
1.2.5.8 IS200/IS605
The IS200/IS605 family use HUH transposases. They are divided into three main groups based
on the number of genes they contain⁷2. One group contains both tnpA and tnpB, another only
tnpA, and the final group only tnpB13⁹. Experiments have shown that only tnpA is required for
transposition, so elements that contain only tnpB may be unable to transpose⁷2,1⁶⁷. Regulation
of transposition may be mediated by tnpB⁷2,1⁶⁷. Members of this family transpose using a peel-
and-pastemechanism. One strand of the IS is excised and creates a single stranded circle1⁶⁸. This
circle then inserts itself into a single stranded target molecule, preferring to insert themselves
into the lagging genome strand of a replicating genome, creating an orientation bias1⁶⁸. As they




Members of the IS6 family use DDE transposases. They contain a single orf that is promoted
from within the left IR, and create 8 bp DR upon insertion⁷2. No target specificity has so far
been described. Several members of this family are well known for their role in mobilising
antibiotic resistance genes. For example, IS257 has played an important role moving resistance
genes within S. aureus.1⁶⁹ IS257 also contains a promoter in its left end, so can up-regulate genes
that are downstream1⁶⁹. Another member of this family, IS26, has recently been implicated in
antibiotic resistance regions in many bacterial plasmids and genomes, and has been involved in
large scale genome rearrangements1⁷⁰–1⁷2. IS26 is discussed in further detail in Chapter 3.
1.3 Approaches in genomics to investigate bacterial evolution
The ultimate aim of genomics is to analyse bacterial DNA, the raw output of which is short
sequences of DNA. These DNA sequences allow us to answer many important biological
questions. The following sections detail each of these approaches, their technical challenges,
and the different ways they are used to investigate the evolution of bacterial genomes.
1.3.1 Sequencing bacterial genomes with whole genome sequencing
The study of bacterial evolution has recently benefited from the use of high throughput, whole
genome DNA sequencing (WGS). Initially, bacterial genomes were sequenced using the
Sanger shotgun sequencing method. However, this method was slow, and advances in
sequencing technology soon produced faster methods for sequencing whole genomes.
Early next generation sequencing was performed using Roche 454 or IonTorrent sequencing
machines. Roche 454 sequencing involves the fragmentation of input DNA into small pieces,
which are then attached to beads. PCR amplifies each small fragment on the bead, and the beads
are then affixed to a glass slide. A single nucleotide type (either A, C, G or T) is washed over
the slide, and if incorporated into the new DNA strand, a bioluminescent signal is produced
and recorded. If multiple nucelotides are incorporated (eg, a string of A’s), then the strength
of the emitted light is increased. The amount of emitted light was analysed to determine how
many bases had been incorporated. IonTorrent sequencing works in a similarmanner. After the
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DNA is fragmented, a single nucleotide type is washed over the wells. Instead of incorporated
nucelotides emmitting a bioluminescent signal, incorporated nucleotides emit a single H+ ion.
The release of this H+ ion generates a small change in pH, which is detected by the sequencer.
Addition of several of the same nucleotide causes a larger pH change.
Both Roche 454 and IonTorrent sequencing are high throughput, and produce reads between
400 - 700 bp in length. However, both platforms suffer fromhigh rates of indel errors, and errors
within homopolymer regions1⁷3. These limitations have made these sequencing methods less
popular than alternate short read sequencing methods, such as Illumina.
The Illumina platformalso produces short reads, withDNA fragmented into small segments and
affixed to wells within a flow cell. Unlike 454 and IonTorrent, all four nucleotides are washed
over the wells, and incorporation of a nucleotide produces a fluorescent signal, with a different
colour emitted for each nucleotide type. A photo is taken of the flow cell to determine which
nucleotides have incorporated into which fragments. As Illumina uses imaging to determine
which base has been incorporated, Illumina reads do not suffer from the same homopolymer
errors as 454 and IonTorrent. Recent advances in Illumina chemistry have improved read length
from ~50 bp, in the beginning, to ~300 bp on the Illumina MiSeq today. In addition to their
high accuracy, Illumina sequencing also produces paired end short reads - these are sequences
of DNA taken from the same DNA fragment, but separated by a certain number of base pairs,
called an insert size. This additional information is frequently leveraged by downstream analysis
approaches.
In addition to the above short read sequencing methods, more advanced sequencing methods
that produce significantly longer reads than Illumina, IonTorrent, or Roche 454, have been
developed. The two main contenders in this arena are PacBio and Oxford Nanopore. Both
methods still require the fragmentation of DNA, but these methods use much larger DNA
fragments. In PacBio sequencing, a single stranded DNA fragment is placed inside a well
containing a single DNA polymerase. Fluorescent tagged nucleotides are continually fed into
the wells, and as each nucleotide is incorporated it emits a coloured signal, which is captured
by a video camera. Oxford Nanopore uses a charged membrane containing many pores. As
the DNA fragment is pulled through the pore, changes in the electrical current flowing
through the membrane are measured. The electrical current alters depending on which
nucelotides are sitting in the pore at any one time. A computer algorithm translates these
current changes into bases. In both methods, the accuracy of the reads produced is much
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lower than those produced by Illumina. However, their large size (from 10 kbp to 200 kbp)
allows the user more easily reconstruct the complete genome. Overall, short read sequencing
using Illumina is generally the cheapest, and currently in 2017 is the most common
sequencing approach. Long read sequencing with PacBio is more expensive, costing ~10 times
more per bacterial genome than Illumina (~$1,000 vs ~$100) to generate sufficient sequence
data. Long read sequencing with Oxford Nanopore is becoming much more affordable, with
multiplex sequencing protocols bringing the cost per bacterial genome down to the same level
as Illumina. However, Oxford Nanopore technology is still undergoing extensive development
and is currently less stable and accurate than Illumina or PacBio technology; indeed Oxford
Nanopore base call accuracy is not yet sufficient to produce accurate consensus sequence, and
Illumina short reads are still required to create an error-free genome assembly1⁷⁴.
This thesis is primarily concerned with short reads produced by the Illumina sequencing
method, and the following sections discuss the strengths and limitations of using short
Illumina reads in genomics.
1.3.2 Reconstructing bacterial genomes with assembly
Assembly aims to reconstruct the genome back into its original state, before it was fragmented
for sequencing. The most common method of assembly today is the de Brujin method, first
reported in 2001 by Pevzner et al.1⁷⁵. In de Bruijn assembly, reads are split into smaller
sequences, called kmers1⁷⁶. Kmers are compared to determine which ones overlap with others,
forming a graph of longer, contiguous sequences (contigs), and their connections to other
contigs1⁷⁶. This form of assembly is performed de novo, without the use of a reference genome
to guide the assembler. As the reads are short, they are frequently unable to completely span
regions of the genome that are longer than the read length and repeated many times1⁷⁷. These
repetitive regions are difficult to assemble, as they create multiple paths through the assembly
graph that the assembler is unable to resolve1⁷⁷. Due to the difficulty in resolving these regions,
many contigs will be reported for a single genome assembly1⁷⁷. Taken together, these contigs
usually represent the majority of the genome, but they will not be connected in the correct
order. Assembly is also a computationally intensive process, often taking many hours and
several gigabytes of memory to assemble a single genome.
Despite the limitations of assembly, assemblies are useful for investigating the evolution of
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bacterial genomes. As assemblers attempt to reconstruct the original DNA sequence, they are
good for identifying novel DNA sequences or genes that have been gained by the genome,
either in the form of genomic islands, plasmids, or other smaller mobile elements. Genome
assemblies may be interrogated to detect large structural rearrangements within the genome.
Smaller variants, such as SNPs and indels, can be detected using assemblies, but assemblers
can introduce single base errors into assemblies and so there can be a lack sensitivity for
detecting this type of variation. As IS are frequently present in multiple copies throughout a
genome, they can be the repetitive regions responsible for breaking the assembly into multiple
contigs. Genomes with a high IS burden will be more difficult to assemble than those without.
Variation arising from complex structures such as antibiotic resistance regions, that contain
many IS elements, can therefore be difficult to resolve using assemblies.
1.3.3 Detecting variation in bacterial genomes using mapping
Mapping is the process of taking reads and aligning them to a reference, comparing the reads
to a known sequence, to identify differences in the DNA sequence against the reference. This
process is very fast and not computationally intensive. Once reads are aligned to a reference,
two important metrics can be calculated - depth, which is the number of reads aligning to a
particular sequence, and coverage, which is the number of reads spanning a particular sequence.
Good depth and coverage of reads mapped to a reference allows the inference of variations
between the reads and the reference sequence, and which sequences in the reference are present
or absent in the read set.
Mapping approaches are most often used to detect variants arising from point mutations,
including SNPs and indels. Previous studies have used SNP data to identify point mutations
that are important for adaptation to a new niche. Examples include the loss of fimbrial genes
during host adaptation in S. Gallinarum or S. Typhi⁵1,⁶1, or the generation of antibiotic
resistance against drugs such as fluoroquinolones in S. Typhi1⁷⁸,1⁷⁹. Mapping can also be used
to perform sequence typing, either by detecting allelic variation at loci or determining the
presence or absence of specific genes. For example, determining the multi-locus sequence type
(MLST) of genomes is frequently done using a mapping approach. In MLST, six or seven loci,
which are conserved housekeeping genes, are selected for each bacterial species1⁸⁰. At each
locus, an identifying number is given to each allele, and the combination of allele numbers
results in a sequence type (ST)1⁸⁰. MLST is a useful method for grouping bacterial genomes of
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the same species without relying on phenotypic characteristics that can easily be horizontally
transferred1⁸1. In addition to determining ST, presence/absence of genes can be quickly
inferred using mapping, including antibiotic resistance genes (using databases such as
ResFinder1⁸2, CARD1⁸3, or ARGAnnot1⁸⁴), virulence genes (using VFDB1⁸⁵), or plasmid
replicons (using PlasmidFinder1⁸⁶).
However, as mapping approaches are always performed using a reference, they are unable to
identify novel DNA sequences that are not present in the reference. This makes it more difficult
to identify how genomes have evolved by gaining additional genes, especially if those genes are
novel sequences. Additionally, it is difficult to determine the structure of the genome if the
structure of interest is not present in the reference.
1.3.4 Phylogenetics: understanding evolutionary relationships between
genomes
Originally, the relatedness of bacterial isolates was investigated by aligning sequences of single
genes and constructing phylogenetic trees to examine their relationships. However, in cases
where bacterial genomes are very closely related, such as Y. pestis, M. tuberculosis or S. Typhi,
there is frequently not enough variation found in a single gene to resolve relationships
between isolates. Since the advent of WGS, short reads can be mapped to reference genomes
to generate an alignment of SNPs, and these can be used to create whole genome phylogenies
of bacteria. Phylogenies have shaped our understanding of the evolution and spread of many
important bacterial pathogens, such as E. coli1⁸⁷, K. pneumoniae1⁸⁸,
Salmonella Typhimurium1⁸⁹, S. Typhi1⁹⁰ and M. tuberculosis1⁹1. First demonstrated in
methicillin-resistant S. aureus, phylogenies can also be used to delineate between outbreaks
and transmission events of pathogens1⁹2.
In phylogenetics, the SNP alignment, plus a model of how DNA substitutions occur, combine
to construct an evolutionary history. Assessing the number of substitutions per site in a
phylogenetic framework allows for the calculation of a molecular clock. The term ‘molecular
clock’ was first introduced by Zuckerkandl and Pauling in 19621⁹3, who discovered that amino
acid changes in hemoglobin appeared to be constant over time, and so the evolution of these
sequences were thus ‘clock-like’. This method was then extended to DNA substitutions.
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In the past, mutation rates were studied experimentally in E. coli1⁹⁴. Several different E. coli
lacZ mutants were grown on media containing lactose. The number of generations it took to
revert the inactive lacZ allele to a working lacZ allele was used to calculate the number of
substitutions per generation1⁹⁴. Mutation rates are now routinely calculated using SNPs from
WGS1⁹⁵. The rates calculated using WGS differ from those previously calculated using an
experimental approach, as these mutation rates are expressed in the number of substitutions
per site, rather than the number of substitutions per generation⁷1. Evaluation of mutation
rates in different bacterial species has shown that evolutionary rate is flexible, and varies across
species1⁹⁶.
Using the molecular clock framework in combination with sampling dates for isolates, SNP
data can also be used to perform molecular dating on a phylogenetic tree. First demonstrated
in human immunodeficiency virus (HIV), branch lengths on the phylogeny were calibrated
using the sampling times of each isolate, to reveal that HIV had likely emerged from Central
Africa in the 1960s, before spreading to the Americas in the 1970s1⁹⁷. Early methods of
molecular dating assumed a constant rate of evolution, or a strict molecular clock. However, it
has since been revealed that not all organisms evolve at a constant rate, and so different clock
models were proposed that allowed the mutation rate to vary across the branches of the
phylogeny1⁹⁸. Clock models for dating phylogenies are usually applied using one of two major
frameworks - maximum likelihood or Bayesian. Under a maximum likelihood approach, a
strict clock must be assumed1⁹⁹. However, Bayesian approaches allow for different clock
models, such as uncorrelated relaxed clocks2⁰⁰. Combining dating approaches with
epidemiological data provides an excellent framework for exploring transmission patterns of
pathogens2⁰1.
1.3.5 Using genomics to investigate the impact of IS on bacterial genomes
Modern genomics analyses currently investigate hundreds, or thousands, of bacterial genomes
at once using the above approaches. This analysis task is a large undertaking due to the size
of the bacterial datasets. Currently, many approaches investigating large numbers of bacterial
genomes focus on variation arising from SNPs or gene presence/absence, however few studies
have attempted to determine the impact of IS on the evolution of bacteria, especially pathogens.




A major focus of this thesis is to address this methodological challenge, and then apply this new
methodology to novel contexts. Shigella is an ideal candidate for addressing the impact of IS on
the evolution of bacterial genomes, as Shigella genomes harbour hundreds of IS.
1.4 Shigella spp.
Shigella is a Gram-negative, rod shaped, intracellular bacterial pathogen that causes diarrhea.
It is transmitted via the fecal-oral route through contaminated food or water. Shigella consists
of four species: Shigella flexneri, Shigella sonnei, Shigella dysenteriae and Shigella boydii.
S. flexneri and S. sonnei are endemic and contribute the most to disease burden2⁰2. In contrast,
S. dysenteriae is mostly associated with outbreaks, causing severe and life threatening illness2⁰3.
Little is known about S. boydii, which is primarily found on the Indian subcontinent2⁰2.
Shigella has a very low infectious dose of less than ten bacterial cells2⁰⁴. This is likely due to its
intrinsic acid resistance, allowing it to survive in the gut, and its ability to down-regulate the
antimicrobial peptides intestinal cells excrete2⁰⁵,2⁰⁶.
1.4.1 Shigella pathogenesis
Much of the experimental work on pathogenesis in Shigella has been performed using S. flexneri.
After making their way to the intestine, Shigella invade specialised epithelial cells called M cells,
where they are transcytosed through the cell and into awaitingmacrophage2⁰⁷. Themacrophage
then phagocytoses the bacterial cell, only to have the bacterium escape phagocytosis and induce
cell death in the macrophage via the caspase-1 pathway2⁰⁸,2⁰⁹. After killing the macrophage, the
bacterium then invades a nearby epithelial cell, from the basolateral side of the intestine, and
replicates itself within the cytoplasm of the host cell21⁰. Shigella then hijacks the cell’s actin
pathway, and uses this to spread into neighboring epithelial cells, bypassing interaction with the
host immune system211.
Throughout this process, several host inflammatory responses occur. Interleukin is produced
after macrophage killing, and innate immune cells are recruited to the area. These cells
continue to produce interleukins and other host immune factors. All of these host responses
contribute to the instability of the intestine, resulting in the watery diarrhea that is a hallmark
symptom of Shigella infection212. In the case of S. dysenteriae, this diarrhea is more severe due
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to the production of the Shiga toxin. Shiga toxin is cytotoxic, and causes lesions on the colon,
kidneys and central nervous system, inducing the more fatal disease type associated with
S. dysenteriae213.
1.4.2 Shigella has evolved from E. coli
The initial discovery of Shigella and its clinical disease type led to its original categorisation as
a separate genus from the E. coli group21⁴. Shigella spp. were also split into several serotypes
based on their O antigen. S. flexneri has 14 serotypes, S. dysenteriae 15 serotypes, S. boydii 20
serotypes, and S. sonnei consists of a single serotype21⁵. Early studies of E. coli and Shigella
enzymes and sequences revealed a close relationship between these two species21⁶–21⁹. Later
genomic analysis and phylogenetics revealed that Shigella belonged within the E. coli group, and
that each Shigella species was the result of convergent evolution of different E. coli lineages22⁰,221.
Phylogenetic analysis of the regions thrB-thrC, trpB-trpC, purM-purN and mdh-argR of both
Shigella and E. coli revealed three main clusters of Shigella - C1, C2 and C3221. The first cluster
was additionally split into three subclusters - SC1, SC2 and SC3222. S. flexneri, S. dysenteriae and
S. boydii are distributed across the three main clusters, with S. sonnei, S. dysenteriae serotypes 1,
8 and 10, and S. boydii serotype 13 falling as outliers to the three clusters222,223.
Several evolutionary events have shaped this invasive bacterial pathogen (Figure 1.3). Firstly,
each Shigella lineage acquired the virulence plasmid pINV. This plasmid contains many of the
genes required for invasive infection and survival inside the host cell22⁴. Themost crucial part of
this plasmid is the set of genes known as themxi-spa locus, which encodes a type three secretion
system (T3SS). Virulence effector proteins that interfere with host cell processes are translocated
from the bacterial cell into the host cell via the T3SS22⁵,22⁶.
There are two main types of virulence plasmid in Shigella, pINV-A and pINV-B. Both types are
spread across the different species, and are of the same Inc type, so cannot exist in the same
cell together22⁷. Strains within C1 carry only pINV-A, and strains in C3 carry only pINV-B223.
Strains that are outside of the threemain clusters can carry either pINV-Aor pINV-B. In the case
of S. dysenteriae 1, this species has a mixed form of the virulence plasmid made up of segments
of both pINV-A and pINV-B223. Taken together, these results suggest that the virulence plasmid
has coevolved with each Shigella lineage222,22⁷,22⁸.
Additional gene gains came from the acquisition of several pathogenicity islands into the
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chromosome, all of which are important for virulence22⁹ (Figure 1.3). SHI-1 encodes several
toxins23⁰, and SHI-2 carries the genes for biosynthesis of the siderophore aerobactin,
bacteriocidal genes, and genes that assist with evasion of the host immune system231,232. Both
SHI-1 and SHI-2 are found in all Shigella spp. SHI-3 is found only in S. boydii, and is almost
identical to SHI-2, but encodes an additional set of siderophore genes233,23⁴. SHI-O, found in
S. flexneri 2a, has the ability to modify the O-antigen on the outside of the cell, enabling
Shigella to switch serotypes and evade the host immune system23⁵. Finally, the acquisition of
the SRL, which carries several antibiotic resistance genes, has given some strains across all
Shigella species resistance to several first line antibiotics, including streptomycin, ampicillin,
chloramphenicol and tetracycline⁴⁰,23⁶,23⁷. All of these pathogenicity islands are associated
with phage integrases, suggesting that phage have played an important role in Shigella
evolution22⁹,23⁵,23⁸.
In addition to gene gain, the loss of six different pathways have been inactivated in Shigella
compared to E. coli (Figure 1.3). For example, unlike E. coli, Shigella requires nicotine acid for
growth, and there is strong selective pressure to inactivate both nadA and nadB, which are
involved in the synthesis of nicotine acid23⁹,2⁴⁰. The loss of these is genes is patho-adaptive, as
intermediate products in the nicotine pathway have been shown to decrease Shigella’s ability to
spread intracellularly2⁴1. The lysine decarboxylase, cadA, has also been inactivated in all
Shigella233. This gene produces cadaverine, which inhibits the enterotoxins Shigella produces,
and when complemented back into S. flexneri, it was found to hinder pathogenicity2⁴2.
Additionally, Shigella accumulate spermidine within their cells, unlike E. coli, through the loss
of speG, which converts spermidine into the non-reactive acetylspermidine2⁴3. The loss of this
pathway is hypothesised to assist with the survival of Shigella within the stressful environment
of macrophages2⁴3.
In addition to the loss of the above pathways, Shigella has also lost ompT, which encodes an
outer membrane protease233. When ompT is complemented back into S. flexneri, it has been
shown to interfere with S. flexneri’s ability to manipulate actin, preventing the spread of
S. flexneri within epithelial cells2⁴⁴. All Shigella have also lost argT, which encodes an
arginine/lysine/orthinine binding protein2⁴⁵. The reason for this inactivation is currently
unknown, however experimental evidence has shown that the presence of argT decreases
invasion of Shigella into HeLa cells2⁴⁵. Finally, all Shigella species are non-motile, and have




Many of the gene inactivations found in Shigella have been caused by IS, either through IS-
mediated interruption or IS-mediated genome rearrangements. In a genomic comparative study
of S. flexneri 2a strain 2457 and strain 301, strain 2457 was found to contain 372 pseudogenes,
30% of which were a direct result of IS-mediated inactivation2⁴⁸. Within S. flexneri 2a strain
301, IS were responsible for several genome rearrangements2⁴⁸.
SHI-1 SHI-2
SHI-3
SHI-O SRL(S. boydii only)
pINV




Figure 1.3: Steps in the evolution of Shigella from its ancestor, E. coli.
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1.4.3 Population history and genomic studies of Shigella spp.
1.4.3.1 S. sonnei
S. sonnei typically causes dysentery in developed countries. Early studies showed that S. sonnei
is a highly clonal lineage of E. coli, with few differences between genomes2⁴⁹. However, more
recent comparative genomics studies have elucidated the evolutionary history and global
population structure of S. sonnei, showing that it arose in Europe in the mid to late 17th
century and diverged into three main lineages that have each undergone further
diversification since the early to mid 19th century (Figure 1.4)2⁵⁰. All three lineages originated
in Europe, however Lineage III is currently the most prevalent and widespread globally
(Figure 1.4)2⁵⁰. Recently, S. sonnei has been found to be causing increased disease burden in
nations undergoing economic development, often replacing previously circulating
populations of S. flexneri2⁵1,2⁵2. These changes in disease demographics are likely driven by
improvements in water quality2⁵1,2⁵3. Most of this replacement is being driven by lineage III,
which includes two widely disseminated multi-drug resistant subclades know as Global III and
Central Asia III2⁵⁰,2⁵2,2⁵⁴.
1.4.3.2 S. dysenteriae
S. dysenteriae was first isolated in Japan by Kiyoshi Shiga, during a dysentery outbreak in the
late 1890s that was responsible for tens of thousands of cases and deaths2⁵⁵. Since its discovery,
this species has commonly been responsible for large outbreaks, including outbreaks in
Central America2⁵⁶, Africa2⁵⁷ and Asia2⁵⁸,2⁵⁹ during the twentieth century. As not much is
known about the evolutionary history of S. dysenteriae, Njamkepo et al.. conducted a study of
325 S. dysenteriae genomes from 66 countries, spanning the years 1915 to 20112⁶⁰. Isolates
from all major outbreaks were included. Phylogenetic analysis of this data showed that the
population of S. dysenteriae Sd1 had a substitution rate of 8.7x10-⁷ substitutions site-1 year-1,
and is made up of four lineages, all distributed geographically (Figure 1.5a)2⁶⁰. A subset of this
data, consisting of 125 spatially and temporally representative genomes, was used to construct
a dated phylogeny. It was found that the S. dysenteriae Sd1 population arose in ~1747, and
spread globally during the late nineteenth century (Figure 1.5b)2⁶⁰. During this time,
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Figure 1.4: Bayesianmaximumclade credibility phylogeny for S. sonnei. Figure adapted fromHolt et al., 20122⁵⁰.
Branches defining major lineages are shown in bold (each with 100% posterior support). Pie charts indicate
maximum-likelihood estimates for geographic origin of major nodes. Divergence dates (median estimates and
95% HPD) shown for major nodes.
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the SRL, large, antibiotic resistance plasmids, and mutations in gyrA and parC2⁶⁰.
1.4.3.3 S. flexneri
Despite the fact that S. dysenteriae is responsible for the majority of dysentery outbreaks,
S. flexneri is one of the most common Shigella species globally, and causes the majority of
disease2⁵1,2⁶1. Until recently, little was known about the population structure of S. flexneri.
Serotyping has traditionally been used to divide S. flexneri into different groups, however early
phylogenetic studies demonstrated that there are two major groups of S. flexneri2⁶2. One,
made up entirely of S. flexneri serotype 6, falls within the S. boydii cluster2⁶3. A second group,
including all other S. flexneri serotypes (1 - 5, X and Y), contains the majority of isolates2⁶3.
To study the population structure of this second group of S. flexneri, Connor et al..2⁶⁴ collected
351 genomes, spanning the years 1914 - 2011. A maximum likelihood phylogeny of these
genomes showed that S. flexneri consists of seven lineages, all of which are separated by large
evolutionary distances, unlike the lineages found in S. sonnei and S. dysenteriae (Figure 1.6)2⁶⁴.
All lineages were found in most geographic regions and each consisted of several serotypes
(Figure 1.6)2⁶⁴. BEAST analysis of each lineage revealed a wide range of lineage emergence
dates2⁶⁴. The earliest emergence was lineage 4, which arose ~1341, and the most recently
emerged lineage was lineage 3, which arose ~1848 (Figure 1.6).
Overall, S. flexneri has a very different population structure to S. sonnei and S. dysenteriae, and

























Figure 1.5: Population structure of S. dysenteriae. Figure adapted from Njamkepo et al., 2016.2⁶⁰ a, Maximum
likelihood phylogeny of 235 S. dysenteriae genomes. Tips of the tree are coloured by continent, as per legend.
Segments of tree are highlighted by lineage. b, Bayseian phylogeny of 125 S. dysenteriae genomes. Branches




Figure 1.6: Maximum likelihood phylogeny for S. flexneri isolates including serotypes 1–5, X and Y produced
from the results ofmapping sequence reads against the genomeof S. flexneri 2a strain 301, with recombination
removed. Reproduced from Connor et al., 2015.2⁶⁴ Original legend: “Phylogenetic groups (PGs) determined by
Bayesian analysis of population structure clustering are boxedwithin dotted lines, with the geographic and serotype
composition of isolates in each PG being inlaid as pie charts.”
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1.5 Aims of this project
Since the advent of high throughput, short read sequencing, significant leaps have been made
in our understanding of bacterial genome evolution. IS are frequently overlooked in these
high throughput genomic studies that regularly analyse hundreds, or thousands, of bacterial
genomes. This thesis aims to develop new software to enable detection of IS from short read
data.
As IS are present in many copies throughout a genome, assembling across these regions is
difficult. Several studies have examined IS in an experimental setting, investigating the
specifics of IS within a few colonies of bacteria (section 1.2.2), but to date there are very few
studies investigating the dynamics of IS within whole clones or populations of a species. A
greater understanding of the dynamics of IS within different bacterial pathogen populations,
and how they influence the evolution of that population, is still required.
Identifying IS from large bacterial datasets will aid understanding of the movement of mobile
elements that carry important biological genes, such as antibiotic resistance genes.
Additionally, IS have played a significant role in the evolution of Shigella from E. coli, however
not much is known about the distribution and total burden of different IS species amongst the
different Shigella species. Shigella have undergone several evolutionary bottlenecks, which
have contributed to significant gene loss within their genomes. This thesis aims to investigate
the IS species present in Shigella, their burden across evolutionary time, and their contribution
to gene loss. Three different species of Shigella, S. sonnei, S. dysenteriae and S. flexneri, are
examined.
i) The first aim of this project was to develop a newmethod for detecting IS within genomes
from short read data. The resulting tool, ISMapper, was validated against several different
datasets, including both simulated and real short read data.
ii) Secondly, this thesis aims to investigate how IS influence the spread of antibiotic
resistance genes in three different bacterial species - Salmonella Kentucky, S. Typhi and
A. baumannii.
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2.1 Introduction
IS are important to the evolution and adaptation of bacterial pathogens. To date, the majority
of bacterial genomic studies have primarily focused on mutations arising from SNPs. Despite
the fact that IS can cause large-scale mutations and rearrangements in bacterial genomes, high
throughput genomic studies have not traditionally studied themdue to the difficulty of detecting
them from short read data. There are few validated tools that are designed to detect IS from
short read data. Most tools developed to detect transposable elements from genomic data were
not specifically designed for use with bacterial data sets, and those developed to detect larger
structural variation typically do not performwell at detecting IS.This chapter introduces a novel
software tool, ISMapper, that is specifically designed for rapid, accurate detection of IS sites and
their orientation in bacterial genomes using short read data.
As input, ISMapper requires paired-end short reads, an IS query, and either a reference genome
or assembly. It can be used to detect IS positions relative to a reference (typingmode) or to assist
with the resolution of complex regions in assemblies (improvement mode). ISMapper chains
together existing tools (BWA2⁶⁵, SAMtools2⁶⁶ and BLAST2⁶⁷) in a Python framework to detect
IS.
The paper below (Section 2.2) describes the validation and implementation of ISMapper,
which was performed using both real and simulated data. In the validation with simulated
data, reads were simulated from finished genomes and ISMapper was used to detect known IS
within them. Validation with real data was performed in two parts. Firstly, finished genomes
where IS positions were known and for which Illumina read were available were used to
validate ISMapper. Secondly, Illumina data from several unpublished A. baumannii genomes
were screened for ISAba1 and ISAba125 using ISMapper, and IS positions were confirmed by
PCR by my collaborators, Mohammad Hamidian and Ruth Hall at the University of Sydney.
Finally, ISMapper was used to screen for IS6110 in 138 publicly available M. tuberculosis
genomes to demonstrate its utility for analysing large genomic data sets. This analysis
produced novel insights into the evolution of IS within an important bacterial pathogen.
The ISMapper paper included comparison with, and discussion of, related tools that were
available at the time of publication. Since then, three additional tools have been released: ITIS,
ISseeker and ISQuest. Discussion of these tools is provided in section 2.3, including results
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ISMapper: identifying transposase insertion
sites in bacterial genomes from short read
sequence data
Jane Hawkey1,2*, Mohammad Hamidian3, Ryan R. Wick1, David J. Edwards1, Helen Billman-Jacobe2,
Ruth M. Hall3 and Kathryn E. Holt1
Abstract
Background: Insertion sequences (IS) are small transposable elements, commonly found in bacterial genomes.
Identifying the location of IS in bacterial genomes can be useful for a variety of purposes including epidemiological
tracking and predicting antibiotic resistance. However IS are commonly present in multiple copies in a single
genome, which complicates genome assembly and the identification of IS insertion sites. Here we present
ISMapper, a mapping-based tool for identification of the site and orientation of IS insertions in bacterial genomes,
directly from paired-end short read data.
Results: ISMapper was validated using three types of short read data: (i) simulated reads from a variety of species,
(ii) Illumina reads from 5 isolates for which finished genome sequences were available for comparison, and (iii)
Illumina reads from 7 Acinetobacter baumannii isolates for which predicted IS locations were tested using PCR. A
total of 20 genomes, including 13 species and 32 distinct IS, were used for validation. ISMapper correctly identified
97 % of known IS insertions in the analysis of simulated reads, and 98 % in real Illumina reads. Subsampling of real
Illumina reads to lower depths indicated ISMapper was able to correctly detect insertions for average genome-wide
read depths >20x, although read depths >50x were required to obtain confident calls that were highly-supported
by evidence from reads. All ISAba1 insertions identified by ISMapper in the A. baumannii genomes were confirmed
by PCR. In each A. baumannii genome, ISMapper successfully identified an IS insertion upstream of the ampC
beta-lactamase that could explain phenotypic resistance to third-generation cephalosporins. The utility of ISMapper
was further demonstrated by profiling genome-wide IS6110 insertions in 138 publicly available Mycobacterium
tuberculosis genomes, revealing lineage-specific insertions and multiple insertion hotspots.
Conclusions: ISMapper provides a rapid and robust method for identifying IS insertion sites directly from short
read data, with a high degree of accuracy demonstrated across a wide range of bacteria.
Keywords: Insertion sequence (IS), Bacteria, Genomics, Short read analysis, Tuberculosis, Antimicrobial resistance
Background
An insertion sequence (IS) is a small transposable element
that encodes the proteins required for its own transpos-
ition. The ISfinder database [1] currently contains over
500 distinct IS. During transposition some ISs create
direct repeats, or target site duplications, in the sequences
into which they are integrating. The presence and length
of these duplications vary widely between ISs and are
characteristic of individual IS [2]. Rates of transposition
vary between ISs and host species, but are frequently in
the order of the rate of nucleotide substitutions, making
IS activity one of the more dynamic evolutionary forces at
play in many bacterial genomes. The movement of ISs can
also have functional consequences for bacterial genomes.
ISs have been implicated in large changes to genome
structure, by expanding in copy number in microbial
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genomes, with subsequent loss of ISs resulting in inactiva-
tion of genes, pseudogene formation, mediating deletion
of intervening sequences between two copies of the IS, or
rearrangements of the genome [3].
In addition, IS insertions upstream of protein coding
sequences can result in their enhanced expression, lead-
ing to different phenotypes depending on the function of
the over-expressed gene. There are several known exam-
ples of IS-mediated gene expression leading to clinically
important increases in antimicrobial resistance. For ex-
ample, increased resistance to fluoroquinolones such as
ciprofloxacin can result from the insertion of IS1 or IS10
upstream of the acrEF efflux pump in Salmonella Typhi-
murium [4], or the insertion of IS186 upstream of the
acrAB efflux pump in Escherichia coli [5]. In Acinetobac-
ter baumannii, insertion of ISAba1 or ISAba125 up-
stream of the intrinsic beta-lactamase ampC can cause
resistance to third generation cephalosporins including
ceftazidime and cefotaxime [6, 7]. Insertions of the same
IS in nearby locations can generate a composite trans-
poson, capable of mobilizing the intervening sequence
and transferring it to new genomic locations. For ex-
ample, the composite transposon Tn6168 was gener-
ated spontaneously via insertions of ISAba1 on either
side of ampC, including one copy of ISAba1 that upre-
gulates ampC expression [8]. Tn6168 has then transferred
into different A. baumannii backgrounds, conferring
horizontally-acquired resistance to third generation
cephalosporins [8].
IS insertions also result in the upregulation of viru-
lence genes in clinically important human pathogens.
For example, an outbreak of tuberculosis in Spain in the
1990s was associated with the B strain of Mycobacterium
bovis carrying an insertion of IS6110 in the promoter re-
gion of the virulence gene phoP, resulting in its upregu-
lation [9]. In Neisseria meningitidis, insertion of IS1301
in the middle of the capsule locus has been shown to
cause increased expression of operons on either side of
the IS, contributing to protection from the human im-
mune system and enhanced pathogenicity [10]. ISs have
also been shown to enhance niche adaptation in bac-
teria, for example IS1247 insertion upstream of dhlB in
Xanthobacter autotrophicus results in increased resist-
ance to bromoacetate [11]. This region has also been
mobilised by the IS and transferred to a plasmid [11]. In
E. coli, IS3 has been shown to up-regulate threonine ex-
pression, allowing the bacteria to adapt to a low-carbon
environment and utilise threonine as its sole carbon
source [12].
The profiling of IS insertion patterns has been used
for typing purposes in numerous bacterial species of im-
portance to human health. For example, copy number
and position of IS200 in Salmonella enterica [13],
IS6110 in Mycobacterium tuberculosis [14], IS1004 in
Vibrio cholerae [15] and ISAba1 in A. baumannii [16]
has been used to profile these bacterial pathogens, allow-
ing the identification and tracking of distinct subtypes.
To date, IS-based typing schemes for various bacteria
have relied on digesting the genome followed by either
hybridizing IS probes to fragments in a gel or PCR prob-
ing [13–15]. The detection of precise insertion sites can
be achieved using PCR, and may be done for typing pur-
poses [17] or for the detection of functionally important
insertions [7, 9].
With the advent of cheap high-throughput short-read
sequencing, whole genome sequencing (WGS) of bac-
teria is increasingly common and is replacing traditional
methods for characterizing and typing bacterial ge-
nomes. Unfortunately the detection of ISs is complicated
wherever read lengths are shorter than the length of the
IS, as is the case for platforms that are currently most
widely used – Illumina and Ion Torrent. IS insertion
sites can readily be identified in finished bacterial ge-
nomes or in draft assemblies of genomes with single-
copy ISs, using tools such as nucleotide BLAST or ISfin-
der [1]. However where multiple copies of the same IS
are present within a single genome (including on the
chromosome and/or plasmids), this complicates assem-
bly of short-read data and makes IS insertion sites diffi-
cult to identify reliably. The IS detection problem can be
resolved using long-read sequencing technologies such
as the SMRT Cell (Pacific Biosciences) or MinION (Ox-
ford Nanopore) platforms; however given the relative
cost efficiency and reliability of short-read sequencing,
together with the current widespread use of Illumina for
bacterial WGS and wealth of available short-read data
for clinically important bacteria, there remains a need
for a simple tool to identify IS insertion sites from short-
read data.
Several studies report the use of mapping-based ap-
proaches to identify IS insertion sites from bacterial
short-read data [18, 19], however none provide software
code or validation of the approach used. There are tools
available for detecting transposons or structural vari-
ation in genomes, for example MindTheGap [20], Break-
Dancer [21], and Mobster [22], however these do not
perform well in the identification of IS in bacterial ge-
nomes nor were they designed to do so. Some programs
could potentially be used for this purpose, such as Re-
locaTE [23] and RetroSeq [24], however these require add-
itional input or prior knowledge about the IS which may
not always be available. TIF (Transposon Insertion Finder)
[25] and breseq [26] could potentially be used for the de-
tection of IS insertion sites in bacterial genomes, however
they were not designed specifically for this purpose and did
not perform well on our data sets (see Results).
Here we present a rapid and robust tool for accurate
detection of ISs, including insertion site and orientation,
Hawkey et al. BMC Genomics  (2015) 16:667 Page 2 of 11
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direct from short-read data. The method is freely avail-
able in the form of open-source code called ISMapper,
and here we validate its use via analysis of simulated and
real short-read data from a range of ISs and bacterial
species. ISMapper requires short reads and query IS se-
quences as input, and can be used either for typing
against a reference genome or to assist with manual
resolution of complex short-read assemblies.
Implementation
An overview of the ISMapper workflow is shown in
Fig. 1. ISMapper takes as input: (i) a set of paired end
Illumina reads for an isolate of interest, (ii) an IS query
sequence in fasta format, and (iii) either a reference gen-
ome (for typing) or an assembly of the read set (for
assembly improvement), in GenBank or FASTA format
(Fig. 1a). Paired end Illumina reads are mapped to the IS
query sequence using BWA-MEM (v0.7.5a or later) [27].
From the resulting alignment file (SAM format), un-
mapped reads whose pairs map to the end of the IS
query sequence (that is, reads representing the se-
quences directly flanking the IS) are extracted using
SAMtools view (v0.1.19 or later) [28] to retrieve reads
based on SAM flags (Fig. 1b). Specifically, left flanking
reads (taking input sequence as left to right) are ex-
tracted using flag ‘–f 36’ and right flanking reads are ex-
tracted using flag ‘–F 40 –f 4’ and stored in separate
BAM files, which are then converted to FASTQ format
using BedTools (v2.20.1) [29]. In addition, Samblaster










Map flanking reads back to reference genome or assembly (BWA)
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Fig. 1 Workflow for ISMapper. a Inputs are reads (fastq format) and an IS query (fasta), as well as either a reference genome to compare to or an
assembly of the reads (fasta or genbank). b Reads are mapped to the IS query using BWA (dashed lines) and their pairs (i.e., flanking reads, solid
lines) are retreived from the resulting SAM file using mapping flags (SAMTools). The unmapped component of soft clipped reads (solid + dashed
lines), identified from the SAM file using Samblaster) are also retrieved using BioPython. c Flanking and softclipped read sequences are then
mapped to either the reference genome or the read assembly (BWA), and the final mapping output is then filtered for depth to remove low
coverage regions. Left and right end blocks are extracted from the resulting BAM file (using BedTools) and compared to one another to find
either intersecting regions, indicating a novel IS position, or close regions, indicating a known IS position in the reference. In a novel position,
overlapping sequences from the left and right ends most likely indicate the target site duplication generated during IS transposition (zoomed in
section). d Results are tabulated, indicating the position and orientation of each site, whether it is novel or known, and information about the
genes flanking the insertion site
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reads that map to the end of the IS and extend into the
neighbouring sequence (i.e., “soft clipped” reads, Fig. 1b).
The resulting FASTQ file is filtered using BioPython to
extract the soft clipped portion of reads, where those se-
quences fit a specified size range (default 5–30 bp). The
resulting sequences are sorted into left and right flanking
sequences; these are each mapped separately to the ref-
erence genome or assembly using BWA-MEM, to iden-
tify the location(s) of the query IS in the genome under
analysis (Fig. 1c). Insertion site information is extracted
from the resulting alignments using BedTools (coverage
command) to summarise coverage of the reference by
left and right flanking reads; these are filtered by read
depth (default, minimum read depth ≥6x) to minimize
false positive hits, and regions that overlap or are sepa-
rated by a short distance (default, ≤100 bp) are merged
using BedTools (merge command). Pairs of left and right
flanking regions that likely represent either side of the
same IS insertion are identified on the basis of positional
information, using BedTools (intersect and closest com-
mands). Left and right regions that overlap are consid-
ered to indicate a novel IS insertion not present in the
reference, with the overlap resulting from target site du-
plication arising during IS transposition (Fig. 1c, novel
site). Coordinate x refers to the left side of the target site
duplication, and y refers to the coordinate of the right
side of the target site duplication. In cases where the left
and right flanking regions are extremely close but do not
overlap, x refers to the inner end of the left-most region,
and y refers to the inner end of the right-most region (as
per a known site, see below). Where left and right re-
gions are separated by a sequence that is approximately
the length of the IS query, the intervening sequence is
extracted and compared to the IS query using nucleotide
BLAST+ (v2.2.25 or later) [31] to confirm whether this
is a known insertion site that is present in the reference
(Fig. 1c, known site). In this case, coordinate x refers to
the inner end of the left-most block, and y refers to the
inner end of the right-most block. Coordinate x is always
the smallest number and y always the largest, regardless
of IS orientation.
Extensive testing of ISMapper revealed that it was
sometimes unable to resolve IS positions that were adja-
cent to a repeat region (segments of DNA that were re-
peated multiple times around the genome; see Results).
This is because when the IS-flanking reads were mapped
back to the reference genome, those that belonged to
the neighbouring multi-copy sequence were randomly
assigned by BWA-MEM to the various locations of the
repeat sequence, resulting in low read depth at the ‘true’
IS-adjacent copy of the multi-copy sequence, which can
fall below the minimum depth filter (Fig. 2). In such
cases, the sequence on the other side of the IS is usually
not a multi-copy sequence and thus does not suffer the
same problem, and so is usually identified as a confident
IS-flanking region without a corresponding partner re-
gion (Fig. 2, purple block). Therefore, when ISMapper
identifies an un-partnered IS-flanking region, it checks
the original alignments for evidence of a nearby low-
coverage partner region that failed to pass the depth fil-
ter and returns this as a potential but uncertain IS loca-
tion, indicated by a ‘?’ character in the results table (see
example of low-coverage partner region in Fig. 2, green
block).
ISMapper generates two main output files summariz-
ing the results: (i) a GenBank file of the reference se-
quence, annotated with the IS-flanking regions and (ii) a
table indicating the locations and characteristics of each
IS-flanking region identified (Fig. 1d). The table includes
details of the location of the IS insertions (indicated by
coordinates x and y); the distance between the left and
right flanking regions (where a negative number indi-
cates an overlap of left and right regions, indicating the







Fig. 2 Issues can arise in the second mapping step of ISMapper if the IS insertion is next to a region that occurs more than once in the reference
genome. In this example, the left flanking reads (green arrows) have mapped to all possible copies of the repeat sequence (dark red boxes) and
are each randomly assigned to a repeat copy by BWA, resulting in each copy falling below the read depth cut-off (default 6x). To overcome this,
where an unpaired flanking region is identified (purple box), ISMapper searches for a potential low-depth partner flanking region that is close to
or intersecting the confident region (green box). This is recorded as an uncertain call, labelled in the output with the ‘?’ character
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to whether the insertion is present in the reference or is
a novel insertion site (and, where the insertion site is
present in the reference, the percent coverage and se-
quence homology with the IS query); and details of the
gene(s) closest to the IS insertion site (including locus
tag, product, gene name and distance from the IS to the
start codon). Insertions are also marked to indicate less
confident calls. A ‘*’ indicates an imprecise hit; i.e., where
the gap between left and right regions is larger than ex-
pected for a novel insertion, but is not consistent with
an IS insertion at that location in the reference. A ‘?’ in-
dicates an uncertain hit, where only one end (left or
right of the predicted insertion) passes the minimum
read depth threshold; this often occurs when the IS is
inserted within or adjacent to a multi-copy sequence, as
described above (Fig. 2). When run in assembly im-
provement mode, the table produced is simpler and in-
dicates which contigs are predicted to end adjacent to
the IS (indicating left or right orientation), assisting the
user to decide whether some contigs could be joined to-
gether based on the available IS evidence.
ISMapper is lightweight code – a test run on a laptop
computer (MacBook Air) with 8GB of RAM and a
1.3GHz i5 processor was able to analyse a read set com-
prising 2.5 million 100 bp paired-end reads in approxi-
mately ten minutes for a single IS query. Because
ISMapper analyses each read set and query IS independ-
ently, screening of multiple read sets and query IS can
be easily performed in parallel across multiple cores. To
facilitate easy compilation of results from multiple jobs,
ISMapper includes a Python script to cross-tabulate re-
sults from multiple read sets, generating a single sum-
mary table per query IS (script ‘compiled_table.py’).
Results and discussion
Validation of IS detection using simulated reads
Nine publicly available finished genomes from a variety
of bacterial genera, and including both chromosomes
and plasmids, were downloaded from NCBI (Table 1).
ISfinder [1] was used to identify the ISs present in each
finished genome sequence. All sequences that had >50 %
identity to a sequence in ISfinder and were present in at
least two copies were tested using ISMapper (with the
query IS being sourced from curated references in ISfin-
der). Nucleotide BLAST+ was used to confirm the precise
locations and orientations for each query IS in all genomes
(total 251 insertions of 17 distinct IS, see Table 1). Short
reads (100 bp) were simulated from each genome se-
quence using the wgsim command in SAMtools (v0.1.19),
with default parameter settings.
ISMapper was run with default parameter settings on
each combination of genome, query IS and simulated
reads. ISMapper was able to accurately locate each IS
position and its orientation (ranging between 2 and 61
positions per genome) for the majority of genomes
(Table 1). In total, 97 % of IS insertions were correctly
detected, with a false positive rate of 2.1 % (n = 6). The
exceptions occurred in three genomes (K. pneumoniae
plasmid pNDMAR, Y. pestis CO92 and E. coli O157:H7),
in which ISMapper correctly identified 151 IS insertion
sites and failed to identify nine (94 % detection). Closer
inspection revealed that the missed IS were each located
next to multi-copy repeat sequences, complicating the
second mapping step as discussed above and outlined in
Fig. 2. Switching on reporting of all alignments above a
mapping score threshold of 30 (−a and -T 30 in BWA-
MEM) enabled the detection of a further IS100 site in Y.
pestis. By default this option is turned off in ISMapper
as it tends to create noise in the mapping, making it
more difficult to distinguish true and false positives;
Table 1 Validation of ISMapper using simulated reads
Isolate Accession IS Found Orientation
S. Typhi CT18 NC_003198 IS200 26/26 26/26
IS1 3/3 3/3
S. Typhimurium LT2 NC_003197 IS200 6/6 6/6














JN420336 IS3000 3/3 3/3
IS26a 3/5 3/5
ISEcp1 2/2 2/2














ISEc1b (1) 4/4 4/4
ISEc8a 9/10 9/10
aindicates ISMapper was unable to resolve some IS positions due to repeat regions
bindicates ISMapper incorrectly identified an insertion site, the number of
these sites are indicated in brackets
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however this can be useful if an IS site of interest is
known or suspected to be flanked by further repeats.
Validation of IS detection using real Illumina read sets
derived from isolates with finished genomes
Next we validated ISMapper using six finished genomes
for which both Illumina read data and finished genomes
were publicly available (Table 2). Each finished genome
sequence was analysed with ISfinder [1] to identify query
ISs for testing as described above, and nucleotide
BLAST was used to confirm the precise locations and
orientations of each IS in each genome. The resulting
test set comprised 106 insertions of 14 query ISs. Using
default settings, ISMapper was able to accurately identify
each IS insertion site and its orientation, between 2 and
26 per genome, for the majority of genomes (Table 2). In
total, 104 (98 %) IS insertions were correctly detected by
ISMapper, with 3 IS insertions falsely detected (false
positive rate of 2.5 %, n = 3). Three of four IS431mec in-
sertions in Staphylococcus aureus TW20 were correctly
detected, however the fourth was missed by ISMapper
as it was flanked by another IS431mec and further re-
peat sequences. Two of three IS1 insertions in Salmon-
ella Typhi CT18 were correctly detected however a
third, located between tviE and tviD, was problematic.
ISMapper identified the region flanking the IS at tviE,
but did not detect any corresponding region in tviD. To
investigate why, we mapped the entire Illumina read set
to the CT18 chromosome reference sequence, which
showed that there were no reads derived from the region
between tviD to tviA. Therefore this region appears to
have been deleted during culture in the laboratory prior
to the extraction of DNA for Illumina sequencing. This
region encodes the biosynthesis of the Vi capsule of S.
Typhi, and is known to be lost sporadically during cul-
ture [32]. This illustrates that situations where one end
of the IS is detected but the other is not can often be ‘ac-
curate’ in the sense that the result reflects underlying
structural variation in the genome, including potentially
IS-mediated deletions.
Detection of antibiotic resistance-mediating IS insertions
in Acinetobacter baumannii, confirmed by PCR
The genomes of seven ceftazidime resistant A. bauman-
nii isolates, belonging to global clone (GC) 1, were se-
quenced via Illumina HiSeq to generate 100 bp paired
end reads. Resistance gene screening of the Illumina data
using SRST2 [33] and the ARG-Annot database [34]
confirmed earlier PCR data indicating that none of these
isolates carried acquired extended spectrum beta-
lactamase (ESBL) genes that can confer resistance to
third-generation cephalosporins. However, it is known
that the insertion of ISAba1 upstream of the intrinsic
chromosomally encoded ampC beta-lactamase gene can
cause increased resistance to third-generation cephalo-
sporins in A. baumannii [6].
We used ISMapper to screen for the ISAba1 query se-
quence (accession AY758396), sourced from ISfinder [1].
Using default parameters, ISMapper identified ISAba1
insertions in all seven GC1 genomes. IS positions were
assessed relative to the finished genome sequence of A.
baumannii GC1 reference A1 (accession CP010781).
ISMapper found between 3 and 5 ISAba1 insertions in
each GC1 isolate, including an insertion upstream of
Table 2 Validation of ISMapper using real Illumina reads for which finished genomes were also available
Isolate Genome accession FastQ accession IS Found Orientation
Streptococcus suis P1/7 AM946016 ERR225612 ISSu3 4/4 4/4
ISSu4b (2) 2/2 2/2




Klebsiella pneumoniae NJST258_1 CP006923 SRR1166975 ISKpn1 5/5 5/5
IS5B 8/8 8/8




S. Typhi CT18 NC_003198 ERR343331 IS200 26/26 26/26
IS1a 2/3 2/3
S. Typhi Ty2 AE014613 ERR343332 IS200 26/26 26/26
aindicates ISMapper was unable to resolve some positions due to repeat regions
bindicates ISMapper incorrectly identified an insertion site, the number of these sites are indicated in brackets
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ampC in all 7 genomes that was in the orientation re-
quired to induce upregulation and explain the observed
cephalosporin resistance phenotype (Fig. 3). In addition,
out of 29 total ISAba1 insertions, ISMapper was able to
correctly identify 26 target site duplications (9 bp in the
case of ISAba1). All ISAba1 insertions were novel com-
pared to the reference genome A1 (Fig. 3) and were con-
firmed using PCR, as described in [6].
Impact of read depth on ISMapper performance
To test the effect of read depth on the performance of
ISMapper, each of the seven GC1 A. baumannii read
sets were randomly subsampled to depths of approxi-
mately 10x, 15x, 20x, 25x, 50x, 75x and 100x, with ten
replicates per depth level per read set. ISMapper was
then run using default settings to screen for ISAba1 in-
sertions. The results indicated that at mean genome-
wide read depths of approximately 20x, ISMapper was
able to identify 95 % of insertions correctly (Fig. 4).
However, all of these calls were either imprecise (gap
size larger than expected) or uncertain (high coverage
end paired with a low coverage end). An average
genome-wide read depth of ~50x was required to find
all insertions, with confident calls for >60 %, however
there was clearly some variation depending on read
quality (Fig. 4). To achieve 100 % detection with high
confidence, average genome-wide read depths of >75x
were required (Fig. 4).
Comparison of ISMapper with TIF and breseq
The seven A. baumannii GC1 genomes were used to
test both breseq [26] and TIF (Transposon Insertion
Finder) [25]. breseq uses split read mapping to a refer-
ence genome along with statistical models to determine
new junctions and deletions in the isolates of interest.
As input, breseq takes paired end reads in FASTQ for-
mat, and a reference genome in Genbank format. The
breseq manual indicates that new insertions of mobile el-
ements can determined by looking for ‘JC JC’ evidence
types in the final html output. All seven A. baumannii
isolates were screened using default parameters and the
reference genome A1 (accession CP010781). In all cases,
breseq was unable to identify any mobile element inser-
tions, including no structural variation at the known
ISAba1 insertion sites, although many other types of




























Fig. 3 ISAba1 positions detected in seven Acinetobacter baumannii genomes. The A1 reference genome is indicated by the outer black circle, tick
marks indicate genome coordinates (in Mbp), genes targeted in the two available MLST schemes are marked in blue for orientation purposes. ISAba1
detected within the individual test genomes are shown on inner rings (purple), orientation of the IS is indicated by shading (dark, left end; light, right
end). Novel IS insertions were identified upstream of the beta-lactamase ampC (green) in all isolates, explaining the observed phenotypic resistance to
third generation cephalosporins
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TIF requires as input paired end reads (FASTQ for-
mat), the head and tail sequences (approximately 17 bp)
of the IS of interest as well as the size of the target site
duplication the IS makes during transposition. TIF uses
regular expressions to search for the head and tail se-
quences in the reads, and these reads are then extracted
and grouped by their target site duplications. Unfortu-
nately, following communication with the authors, we
were unable to get TIF to output any results using our
data. Other disadvantages of TIF are the requirements to
(i) specify the size of target site duplications (which not
all IS make and is not always known), (ii) manually ex-
tract subsequences of the IS rather than inputting the
complete sequence, and (iii) manually edit a Perl script
in order to specify inputs to the program.
Example use case: exploration of IS6110 insertions in
Mycobacterium tuberculosis
While IS insertions are thought to be important for
shaping the evolution of bacteria in a variety of ways,
high-resolution comparative genomic studies of bacterial
pathogens have largely ignored ISs due to the difficulties
associated with accurate detection of insertion sites from
high-throughput short read data. An important example
is IS6110 in M. tuberculosis [35]. Profiling of IS6110 in-
sertions using PCR and restriction fragment based poly-
morphism (RFLP) based methods has been reported for
typing purposes [36], and specific insertions have been
linked to clinically relevant changes in function includ-
ing in outbreak strains [9, 37, 38] However while numer-
ous studies have reported the genomic analysis of
hundreds of M. tuberculosis isolates sequenced on the
Illumina platform, these have not included analysis of
IS6110 insertions. Thus, to demonstrate the utility of
ISMapper for comparative profiling of ISs in an import-
ant bacterial pathogen, we analysed the distribution of
IS6110 within 138 publicly available genomes representing
the major lineages of M. tuberculosis [39]. Paired-end
Illumina reads were downloaded from NCBI (ERP001731).
A core genome phylogeny was generated from these
reads by SNP (single nucleotide polymorphism) calling
against reference genome H37Rv (accession NC_000962)
(methods as described in [40]), followed by maximum
likelihood phylogenetic inference on the SNP alignment
using RAxML (GTR +G substitution model, 1000 boot-
straps) to build a genome-wide phylogenetic tree. ISMap-
per was run with default settings to screen for insertions
of IS6110 (accession X17348) in each read set, relative to
reference genome H37Rv.
A total of 392 unique IS6110 insertion sites were iden-
tified by ISMapper, approximately one per 10 kbp of the
4.4 Mbp reference genome. The frequency of each inser-
tion within each of the six main global lineages is shown in
Fig. 5b. The data indicate multiple lineage-specific IS6110
insertions in lineages 2–6, but none that were shared by
multiple lineages, suggesting that IS6110 insertions began
to accumulate only after M. tuberculosis diverged into
these distinct lineages. Isolates in the “modern” lineages
2–4 and in the West African lineage 5 had more IS6110
insertions overall, with far fewer insertions observed in
the “ancient” East and West African lineages 1 and 6
(Fig. 5c). Lineage 2, which includes the highly successful
Beijing sublineage, had the highest number of IS6110 al-
though it was not the most common lineage in the collec-
tion (n = 23); it could be that these insertions contribute
to the adaptive fitness of the Beijing lineage.
The spatial distribution of unique IS6110 insertions
within the M. tuberculosis genome (Fig. 5d) revealed
























Fig. 4 ISAba1 detection rate as a function of read depth, for seven A. baumannii GC1 genomes sequenced with Illumina. Mean (lines) and
standard deviation (shaded areas) proportions of IS insertions correctly detected per genome, amongst 70 replicate read sets sampled at each
depth level (7 read sets x 10 replicates each at read depths 10x, 15x, 20x, 25x, 50x, 75x, 100x). Blue, IS insertion site detected; red, detected with
high confidence; purple, detected with low precision (larger than expected gap size between left and right flanking regions, indicated with ‘*’ in
output); green, detected with low confidence (high-depth evidence for one side only, low-depth evidence for the other, indicated with ‘?’
in output)
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several clusters of insertions detected by ISMapper.
Many of these clusters comprised multiple independent
insertions into PE/PPE genes (which are surface-
associated and interact with the host immune system),
as well as the membrane associated proteins mmpS1 and
mmpL12. There was substantial clustering of IS6110 in-
sertions interrupting genes encoding the CRISPR ma-
chinery, which is involved in immunity to bacteriophage
and other foreign DNA. Further, all three phospholipase
genes, which are involved in virulence by inducing cell
death in macrophages [41] and are encoded by the
plcABC operon, contained multiple IS6110 insertions
detected by ISMapper. This locus is a known hotspot for
IS6110 insertions and has been shown to mediate dele-
tions of segments of this region [42]. IS6110 insertions
upstream of phoP, which have been associated with
upregulation and enhanced virulence in M. tuberculosis
[9], were identified in multiple lineages (1 insertion in 6
lineage 2 genomes; singular insertions in one genome
each in lineage 3 and 5) and may be indicative of posi-
tive selection for enhanced phoP expression and viru-
lence. These findings from ISMapper analysis are
consistent with those reported from PCR-based screens
of smaller sets of isolates, but provide a more compre-
hensive picture of IS dynamics in M. tuberculosis that
could be extended to much larger genomic data sets and
other important pathogens.
Conclusions
ISMapper is a lightweight and reliable tool for the detec-
tion of IS insertion sites in bacterial genomes using
high-throughput short-read sequencing data, which is
now ubiquitous in microbial research and clinical inves-
tigations. ISMapper performed well on real and simu-
lated data from 32 different ISs and 13 bacterial species,
detecting all but the most complex instances involving
multiple neighbouring IS insertions or other repeated




































Fig. 5 Analysis of IS6110 insertions in a diverse set of M. tuberculosis genomes. Analyses are based on ISMapper analysis of publicly available
Illumina paired end data from 138 genomes. a Phylogenetic tree for M. tuberculosis based on genome-wide SNP calls, with midpoint rooting and
collapsed to lineage level. Number of isolates analysed in each lineage (L) is indicated in brackets. b Heat map indicating the frequency of each
IS6110 insertion site (columns) detected in each lineage (rows), according to inset legend (i.e., a black cell indicates that the IS insertion site was
detected in all isolates of the given lineage, white cell indicates that the insertion site was not detected at all in that lineage). c Boxplots show
number of IS6110 insertions detected per genome, for each lineage. Black line, median; boxes, interquartile range; whiskers, minimum and
maximum values. d Histogram of IS6110 insertions in 1000 bp windows along the M. tuberculosis chromosome. Dashed line, threshold for defining
insertion hotspots
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resistance-associated ISAba1 insertions in A. baumannii,
with all sites detected by the program being subse-
quently confirmed by PCR. Compared to other tools
such as breseq and TIF, ISMapper is ideal for detecting
new positions for known ISs in bacterial genomes. In
addition, ISMapper was able to rapidly produce a wealth
of data on IS6110 insertions in M. tuberculosis, allowing
quick identification of lineage-specific insertions and
specific regions enriched for insertions that may be func-
tionally significant.
Availability and requirements
! Project name: ISMapper
! Project home page: https://github.com/jhawkey/
IS_mapper
! Programming language: Python v2.7.5
! Operating system(s): platform independent,
requires Python 2.7 and dependencies
! Other requirements: BioPython v1.63, BWA
v0.7.12, SAMtools v1.1, Bedtools v2.20.1, BLAST+
v2.2.28, Samblaster v0.1.21
! License: Modified BSD
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2.3 Tools published since ISMapper’s publication
In addition to the two tools discussed in section 2.2, three new tools for the detection of
transposase sites have been written since the publication of ISMapper. These tools are
designed for either the detection IS specifically in prokaryotes, or transposases more generally
in eukaryotes. This section details each of these tools and how they compare to ISMapper.
2.3.1 ITIS
ITIS is very similar to ISMapper, requiring paired end short reads, an IS query, and a reference
genome2⁶⁸. ITIS was developed for detecting transposons in eukaryotes, and is able to detect
transposase sites that are both homozygous and heterozygous. It uses a similar method to
ISMapper, mapping reads to a transposase sequence and extracting the reads that either flank
the transposase, or are clipped when mapped to the transposase. These reads are mapped to
the reference genome to identify the transposase insertion sites, in a similar fashion to
ISMapper. Overall, ITIS performed well on the validation datasets used to test ISMapper,
finding all copies of ISAba1 in the test A. baumannii genomes. ITIS was computationally fast,
with similar runtimes to ISMapper. However, the output files are problematic. ITIS only
outputs the final BED files that describe the start and end of each transposase hit. This
information is not tabulated into a simple format that is easy for the user to read or use in
downstream analysis. Additionally, ITIS does not output contextual information for each hit,
such as whether the hit is within a gene or in an intergenic region.
2.3.2 ISseeker
ISseeker uses a similar concept to ISMapper and ITIS, but instead of using a mapping
approach, it uses an assembly-based approach2⁶⁹. ISseeker requires an IS query sequence and a
reference genome to compare to, but instead of short reads, it uses a genome assembly.
ISseeker uses BLAST to query the assembly for the IS of interest, detecting which contigs
contain a full copy of the IS including flanking sequence, and which contigs contain only a
partial match to the IS at the end of contigs. For the partial end matches, ISseeker extracts a
flanking region next to the IS, and uses BLAST to compare this against the reference genome.
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It then combines this information to compile a table showing the locations of each IS site,
including whether the IS location is within a gene or in an intergenic region. As ISseeker uses
an assembly-based approach, it is able to detect more complicated rearrangement events.
However, ISseeker only outputs the final results in the SQL database format, rather than plain
text, making downstream analysis more difficult. It also requires assemblies of genomes,
making the initial step of preparing the data for analysis computationally intensive.
ISseeker was compared to ISMapper using the same seven A. baumannii genomes presented
in the validation section of the paper, querying for ISAba1. In all cases ISseeker was able to
correctly identify all ISAba1 insertion sites within each genome. However, it failed to detect
the insertion of ISAba1 upstream of ampC, incorrectly identifying the insertion as within the
ampC gene. As ISseeker relies on assemblies, identifying exact IS locations will be reliant on the
quality of the assembly.
2.3.3 ISQuest
ISQuest takes a very different approach to the search of IS in bacterial genomes. Firstly, ISQuest
does not require an IS query sequence2⁷⁰. ISQuest takes either short reads or assembled contigs
as input, and uses these to query against its transposaseDB, which is generated by extracting all
entries labelled as ‘insertion sequence’ or ‘transposase’ from a set of GenBank entries ISQuest
downloads from NCBI. ISQuest then uses BLAST to detect which of these IS are present in the
sample. As output, it produces two tables - one detailing the number of copies of each IS type
found, and another giving the details of each IS hit, including whether it is a partial or complete
IS.
In testing, ISQuest was able to identify 57 IS hits in one of the A. baumannii genomes used for
validation with ISMapper. ISQuest was unable to identify the names of these IS, so the resulting
fasta file of hits was given to the ISFinder database for identification. Many of the ISQuest hits
were very small, and contained either no matches or very low confident matches in the curated
ISFinder database. Out of the 57 hits found by ISQuest, eight of themwere confidently identified
by ISFinder (BLAST E value < 10-⁵). Of these eight IS, one was ISAba1. However, ISQuest was
unable to accurately identify the number of copies or locations of ISAba1 within the genome.
Two contigs were identified as containing a copy of ISAba1. One of these was a partial hit, and




In this chapter, a new tool was introduced for the detection of IS in short read data. It has been
shown to be able to quickly detect IS in a wide variety of bacterial genomes with good specificity
and sensitivity, using both simulated and real Illumina reads. Its usefulness for investigating how
IS have contributed to the evolution of an important bacterial pathogenwas demonstrated using
publicly availableM. tuberculosis data. Since the publication of ISMapper, other tools have been
published that also aim to detect transposase sequences using next generation sequencing data,
illustrating the interest in understanding how transposases impact the evolution of different
organisms.
Five competing tools for detecting transposases in genome data have been published,
including TIF and breseq (published prior to ISMapper and discussed in section 2.2) and ITIS,
ISseeker and ISQuest (published after ISMapper and discussed in section 2.3). ITIS is very
similar in concept and approach to ISMapper; however its lack of user friendly outputs make it
difficult to use in high throughput genomic studies. ISseeker generally performed well and is
useful for genomes that are only available as assemblies; however its reliance on assemblies
makes it more computationally intensive when the goal is to analyse Illumina sequence data. It
also appears to be less accurate than ISMapper at identifying precise insertion sites and their
functional impact on genes. Finally, ISQuest took a very different approach, generating its
own transposase database and using this database to detect all transposases in the genome.
However, using our test data, it was unable to correctly identify the copy numbers, locations,
and identities of the transposase genes it detected. Using our test set of seven A. baumannii
genomes with experimentally validated ISAba1 positions, ISMapper was the only tool able to
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3.1 Introduction
Currently, known antibiotic resistance genes and resistance-associated SNPs are commonly
detected using WGS. While phenotyping for AMR is currently the gold standard, increasingly
WGS data is being used to predict antibiotic resistance phenotypes in clinical isolates, with the
aim of informing treatment2⁷1. Commonly, sequencing data is applied as a surveillance
method2⁷2. Short reads or assemblies can be screened in silico against databases containing
antibiotic resistance genes, and used to infer the evolution of antibiotic resistance between and
across pathogens2⁷3–2⁷⁵. Frequently, IS-mediated AMR is overlooked due to the difficulty of
detecting IS from short read data. ISMapper (introduced in Chapter 2) is able to solve some of
these technical issues, allowing the detection of IS-mediated resistance from short read data,
which may be applied in the analysis of large datasets of bacterial genomes.
In this chapter, I will demonstrate how I have applied ISMapper to investigate various
IS-mediated resistance mechanisms in four studies across two different bacterial species -
S. enterica and A. baumannii. The ISMapper analyses presented here each formed part of
larger studies with collaborators, and where published my contribution is acknowledged as a
co-author. Here, I focus on the IS-related analyses that I conducted and the resulting insights
into AMR. Firstly, ISMapper was used to reconstruct a complex genomic island encoding
MDR in Salmonella Kentucky. In genomic surveillance studies of S. Typhi2⁷⁶ and
A. baumannii⁶⁹, ISMapper was used to investigate the location of IS-mediated AMR
transposons; IS-mediated upregulation of the intrinsic beta-lactamase, ampC, was also
explored in the A. baumannii study. Finally, in two studies aiming to identify mechanisms of
resistance to polymyxin antibiotics in A. baumannii, IS-mediated gene disruption events were
identified by ISMapper in multiple isolates whose resistance phenotypes could not otherwise
be explained2⁷⁷.
3.2 Reconstructing AMR elements in Salmonella Kentucky
3.2.1 Multi-drug resistant S. Kentucky ST198
S. Kentucky can cause gastroenteritis in humans but is most often isolated from non-human
sources, most commonly from poultry2⁷⁸,2⁷⁹. This host preference has been assisted by
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S. Kentucky gaining virulence plasmids from E. coli, which have been shown to be important
for the colonisation of poultry, such as the virulence plasmid ColV2⁸⁰. S. Kentucky is able to
colonise the poultry gastrointestinal tract and is transmitted via the faecal-oral route2⁸1.
S. Kentucky has been shown to cause community-based outbreaks, many of which have
occurred after travellers have returned to their home countries from Africa2⁷⁹.
The majority of MDR S. Kentucky isolates cluster in a single sequence type (ST), ST1982⁷⁹.
Before the turn of the century, S. Kentucky was susceptible to all antibiotics. Since the turn of
the century, MDR has begun to emerge2⁸3. Ciprofloxacin resistant S. Kentucky first surfaced in
2002, when it was noted that S. Kentucky isolated from French travellers returning from Africa
displayed resistance to this fluoroquinolone-based drug2⁸3,2⁸⁴. S. Kentucky isolates resistant to
one or more antibiotics (namely; amoxicillin, gentamicin, nalidixic acid, sulfonamides,
tetracycline and streptomycin) have also been isolated between 2000 and 20052⁸3,2⁸⁵. AMR
doubled amongst S. Kentucky isolates located in France between 2000-2008 and 2009-2011,
including resistance to fluoroquinolones2⁸⁶. In Canada, resistance to more than one antibiotic
in S. Kentucky increased and, by 2013, the majority of S. Kentucky isolates found in North
America were MDR2⁸⁷,2⁸⁸. In each of these studies the majority of isolates, and all MDR
isolates, belonged to ST198. This suggests that the recent global spread of S. Kentucky may
reflect the expansion of a single clone, driven by the emergence of antimicrobial resistance.
3.2.1.1 MDR in S. Kentucky is caused by the SGI
MDR in S. Kentucky is mostly attributed to the acquisition of the Salmonella genomic island
(SGI) into the chromosome2⁸2. The SGI is a 43 kbp element first characterised in S. enterica
serovar Typhimurium strain DT1043⁸, and situated between the trmE and yidY genes on the
chromosome2⁸⁹. In general, the SGI consists of a 27.4 kbp backbone, with a variable region
that contains a 15 kbp complex class I integron (In104), inserted next to the resolvase gene
(resG/S027) of the backbone. This class I integron contains an antibiotic resistance region and
is flanked by a 5 bp duplication2⁹⁰. The SGI itself is flanked by 18 bp imperfect repeats, which
assist with excision and the formation of a circular extrachromosomal structure. This structure
is not self-transferrable but is able to excise itself using the integrase (int) gene with the help of
an IncA/C plasmid2⁹1–2⁹⁴. The SGI integrates into the chromosome in a site-specific manner,
and has been shown to integrate into E. coli at the 3’ end of its trmE gene2⁹1. The structure itself
seems to be unstable in the genome when the selective pressure of antibiotics is absent3⁹.
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Several variants of the SGI have been defined, each labelled using letters of the alphabet
(currently SGI1-A to SGI1-V)2⁹⁰. These variants usually differ in the composition of the
integron, and each variant contains different antibiotic resistance genes. One variant of the
SGI, known as SGI2, differs not only in the composition of the integron, but also in the site at
which the integron is inserted into the SGI backbone2⁹⁵. Four main types of SGI have so far
been described in S. Kentucky by Le Hello et al.2⁸⁶ – SGI1-K, SGI1-P, SGI1-Q and SGI2
(previously known as SGI1-J). The SGI1 variants are related to the SGI1-H variant found in
S. enterica serovar Newport as they differ slightly in their backbone, compared to other SGI1
types2⁹⁶. There has been a deletion between S005 and S009 due to the introduction of the the
insertion sequence IS1359, resulting in truncated S005 and S009 genes1⁷⁰. All three SGI1
variants found in these S. Kentucky isolates also contain IS26, which truncates S044, the final
gene of the backbone2⁸2. SGI1-K contains a mercuric chloride resistance region (mer) before
In1042⁹⁶. The tetracycline resistance in SGI1-K is due to tet(A), ampicillin resistance is due to a
transposon containing the blaTEM gene, and streptomycin resistance is caused by a transposon
containing strAB2⁹⁶. SGI1-P and SGI1-Q don’t contain the mer resistance region or In104 ,
instead SGI1-P contains only the transposase carrying blaTEM, and SGI1-Q has no resistance
genes present in the island at all (Simon Le Hello, Institut Pasteur, personal communication).
3.2.2 Genomic study of S. Kentucky ST198
The analysis presented below is my contribution to the larger study with collaborators François
Xavier-Weill and Simon Le Hello at the Institut Pasteur, Paris. The specific aims of the project
were to understand:
i) when and where MDR S. Kentucky ST198 evolved;
ii) what role the SGI played in its evolution; and
iii) how the SGI changed within this clone over time.
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3.2.3 Methods
3.2.3.1 Isolate collection and AMR phenotyping
The isolates examined by Le Hello et. al2⁸⁶ as well as additional ST198 isolates collected by the
Institut Pasteur were used in this study. A total of 88 S. Kentucky ST198 genomes were
sequenced at GATC Biotech (Germany) on the Illumina HiSeq platform, and the data sent to
Melbourne for analysis. Antimicrobial susceptibility profiling was performed on all isolates,
using either disk diffusion breakpoint or broth microdilution by Bio-Rad in
Marnes-La-Coquette, France.
3.2.3.2 Mapping and phylogeographic analysis
Short reads from each isolate were mapped to the reference genome 1922 using the mapping
pipeline RedDog v1b4 (https://github.com/katholt/RedDog) to identify SNPs. RedDog uses
Bowtie2 v2.2.32⁹⁷ with the sensitive local method and a maximum insert size of 2000 to map
all genomes to the reference genome. SNPs were then identified using SAMtools v0.0.192⁶⁶,
and alleles at each locus were determined by comparing to the consensus base in that genome,
using SAMtools pileup to remove low quality alleles (base quality <= 20, read depth <=5 or a
heterozygous base call). SNPs were filtered to exclude those present in repeat regions, phage
regions or the SGI. Gubbins v12⁹⁸ was run using default settings to identify and remove SNPs
in recombinant regions. The final SNP set consisted of 1,144 SNPs.
To estimate a Bayesian phylogeny with divergence dates, an alignment of SNP alleles was
passed to BEAST v1.7.52⁹⁹, in addition to isolation dates for each genome. The model
parameters were as follows: GTR+Γ substitution model, lognormal relaxed clock, constant
population size. Ten independent BEAST runs of 50 million iterations were combined,
representing 495 million Markov chain Monte Carlo (MCMC) generations after burn-in
removed. Parameter estimates were calculated using Tracer v1.63⁰⁰. A maximum clade
credibility tree was generated using TreeAnnotator v1.7.52⁰⁰. To test the robustness of the
molecular clock signal, five further BEAST runs with randomised tip dates were generated
using the same model (Figure 3.1). Ancestral state reconstruction was performed with BEAST,
with geographic regions determined by the United Nations subregion geoschemes3⁰1, modeled
as discrete states.
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3.2.3.3 Assembly and annotation
All reads were filtered using FastXToolKit v0.0.143⁰2 to remove all reads containing N’s, and
Trimmomatic v0.303⁰3 was used to remove any reads with an average phred quality score
below 30. Each isolate was assembled using SPAdes v3.53⁰⁴ using a kmer range of 21, 33, 55, 65
and 75. Scaffolding was performed using SSPACE v3.03⁰⁵ and GapFiller v1.103⁰⁶ with default
settings. All assemblies were ordered against the 1922 reference genome using Abacas
v1.3.13⁰⁷. Prokka v1.103⁰⁸ was used to annotate each assembly using a preferential protein
database made up of coding sequences from the 1922 reference genome, the ARGAnnot
resistance database, the SGI1, SGI1-K and SGI2 references (accessions AF261825, AY463797
and AY963803).
3.2.3.4 Reconstructing the SGI sequences
ISMapper and the assembly graph viewer Bandage3⁰⁹ were used to piece together segments of
the SGI. To do this, each assembly was queried with BLAST to identify which contigs
contained SGI backbone and antibiotic resistance genes. Each assembly was also queried for
IS26 using ISMapper’s assembly improvement mode, identifying contigs that contained IS26
flanking sequence. Contigs containing flanking IS26 sequence with SGI genes or antibiotic
resistance genes were hypothesised to be part of the SGI. Both pieces of information (BLAST
and ISMapper) were used in conjunction with the reference SGI1-K sequence to determine
which contigs could be joined together. In some cases, it was unclear whether IS26 flanked
resistance genes were part of the SGI or a plasmid. In these cases Bandage was used to
examine the assembly graphs and determine the paths linking the SGI, IS26 and the resistance
genes, providing additional evidence for contig connection. IS26 copy number was estimated
using assembly improvement mode in ISMapper, by counting the total number of contigs
pairs with either left or right flanking sequences.
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site−1 year−1
Figure 3.1: Mutation rate estimates for real and randomised tip dates in S. Kentucky. First column, real
mutation rate. Subsequent columns show mutation rate when tip dates are randomised. Black circles are the
mean rate estimated by BEAST, with error bars showing 95% highest posterior density (HPD).
65
Chapter 3: Applications of ISMapper to study antimicrobial
resistance
3.2.4 Phylogeographic analysis of S. Kentucky ST198 based on whole
genome SNP data
In total, 1,144 SNPs were identified within the core genome of ST198. The alignment of these
SNPs and the years of isolation were used to construct a dated phylogenetic tree using BEAST
(Figure 3.2). From theBEASTanalysis, it is estimated that theMDRsub-clone of ST198 emerged
around 1992 (95% HPD, 1988-1995) in Egypt. The SGI1 was acquired in the early 1990s, in the
common ancestor of the ST198 sub-clone (arrow, Figure 3.2). These results suggest that after
the acquisition of SGI1, there was a single clonal expansion of ST198. The resulting sub-clone
had an MDR phenotype.
In addition to SGI1, the ST198 MDR clone rapidly accumulated base substitution mutations in
gyrA (DNA gyrase) and parC (DNA topoisomerase), causing additional resistance to
ciprofloxacin and naladixic acid. The first mutation occurred in gyrA codon 83 (TCC -> TTC)
(circa 1993, light purple, Figure 3.2), and was then followed by a mutation in codon 80 of parC
(AGC -> ATC), around 1997 (pink, Figure 3.2). This accompanied a dramatic clonal
expansion, with the clone spreading from Egypt into other geographical locations. During this
expansion, other mutations arose in codon 87 of gyrA (3 independent mutations to GGC,
AAC and TAC, dark purple shades, Figure 3.2). Multiple independent transfers of ST198 out
of Egypt and Northern Africa are evident, with two clades, carrying either of the TAC and
AAC gyrA codon 87 mutations; the former spread into East Africa, Middle Africa, Southern
Asia, Europe and Western Asia; the latter spread to South-Eastern Asia, Europe and West
Africa (Figure 3.2).
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Figure 3.2: Phylogeographic reconstruction of SKentucky ST198. Phylogeny is maximum clade credibility tree
estimated from BEAST. Nodes and branches are coloured by region as per map. SGI type in each isolate indicated
by symbol as per legend. Arrows indicate branches where different SGI types were acquired. Mutations in codons
83 and 87 in gyrA shown in purple, and mutations in codon 80 of parC shown in pink.
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3.2.5 Variation within the SGI in S. Kentucky ST198
Presence of any SGI backbone genes was taken as evidence of the presence of the SGI (Figure
3.3). Some isolates had large deletions of the backbone (eg: deletions from S011 to S026, or int
to S026, Figure 3.3), but still contained the MDR region between trmE and yidY (Figure 3.4)
Almost every isolate in this study was found to have a distinct SGI structure (Figure 3.4). In
addition to large deletions of the SGI backbone, some isolates had inversions of whole or part
of the resistance gene segment of the island, with various deletions and rearrangements of the
AMR transposons (Figure 3.4). There were alsomultiple different IS26 insertion sites within the
resistance elements of the island (Figure 3.4). In the cases where the SGI1 subtype detected was
SGI1-P or SGI1-Q (containing few or no resistance genes), some ST198 isolates had imported
large resistance plasmids instead that provide an MDR phenotype (Figure 3.5). This was also
the case in isolates where the SGI had been partially deleted or deleted in its entirety.
In the isolates in this study, the SGI and associated resistance geneswere spread across an average
of three contigs, due to multiple insertions of IS26 within the chromosome. IS26 is 820 bp long
and encodes a single transposase, with 14 bp terminal repeats on each end31⁰. Each of these three
SGI1 subtypes contained one or more copies of IS26. All genomes in the ST198MDR sub-clone
have copies of IS26, with no genomes outside of this clade containing IS26 (Figure 3.3). IS26
copy number varies between isolates, with some isolates having as many as 12 copies of IS26.
Not all of these IS26 sites are within the SGI. Once IS26 has become part of the chromosome,
in some cases it has replicated throughout the genome of the isolate (Figure 3.6). There appears
to be no relationship between SGI subtype and IS26 copy number, with IS26 varying in copy
number across the entire sub-clone (Figure 3.6).
The recently described mechanism used by IS26 to tranpose may provide an explanation as to
why the SGI variants in these isolates are so dynamic. During transposition, IS26 extracts itself
from the donor DNA molecule, as well as DNA lying upstream of it between itself and another
IS26 element, and uses this to form a translocatable unit311. It then finds another IS26 element
in the receiving DNA molecule, and inserts itself, as well as the excised donor DNA next to
it, forming a tandem array of IS26s in direct orientation311. Using this model, figures 3.4 and
3.3 illustrate that IS26 is likely the causative agent for many of the deletions, inversions, and
transpositions within the SGI. It may also be inferred that IS26 was responsible for the main
variants of SGI1 (SGI1-K, SGI1-P and SGI1-Q) seen in this dataset.
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These results demonstrate that the SGI in S. Kentucky ST198 is extremely dynamic. The whole
genome data shows that there is no conservation of any of these three subtypes across the tree
– every subgroup contained a mix of SGI types with no clear pattern. By using ISMapper to
search for IS26 elements within the assemblies of these genomes, it was possible to reconstruct
a complicated resistance region using only short read data.
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Figure 3.4: Examples of the variation found with each SGI1 type found in S. Kentucky. Genes are represented
by arrows and coloured by type as per legend. Contig breaks are shown by black bars, ISMapper hits by purple
bars.
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IS26 copy number over time
Figure 3.6: IS26 copy number in each genome. x-axis, year genome isolated; y-axis, IS26 copy number. Points
are coloured by SGI type, as per legend.
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3.3 The spread of antibiotic resistance in S. Typhi
3.3.1 Multi-drug resistant S. Typhi
S. Typhi is an invasive, human-adapted pathogen that causes typhoid fever312. S. Typhi causes
a large burden of disease in the developing world, especially in Asia and Africa313,31⁴. Whilst
there are vaccines for S. Typhi, they are only moderately effective31⁵. The best control measure
to date are antibiotics. However, resistance to antibiotics emerged in the 1950s31⁶, and by the
1980s the majority of S. Typhi was MDR (resistant to chloramphenicol, ampicillin and
trimethoprim-sulfamethoxazole)31⁷. MDR genes in S. Typhi are typically are carried on large
IncHI1 plasmids31⁸. Initially, there were many different types of IncHI1 plasmids circulating
within the global S. Typhi population in multiple different chromosomal backgrounds⁵2.
However, since 1995, the majority of the MDR typhoid has been caused by isolates of a single,
globally disseminated, clone called H58, carrying a single IncHI1 plasmid MLST type (PST6)
encoding all the MDR genes31⁹. In this plasmid, the MDR genes are typically present on a
Tn2670-like complex transposon flanked by copies of IS1, which are believed to mobilise the
element⁵1,1⁰1.
3.3.2 Genomic analysis of a global collection of S. Typhi
To investigate the global population structure of S.Typhi and the evolution ofMDR,members of
the International Typhoid Consortium collaborated to WGS 1,832 isolates originating from 63
countries2⁷⁶. Phylogenetic analysis revealed that 853 isolates (47%) belonged to the H58 clone,
of which 63% were MDR. 61% of MDR H58 genomes carried all seven Tn2670 genes (Figure
3.8), and in 71% of cases these genes were present on the IncHI1 PST6 plasmid. The remaining
149 isolates carried the typical MDR transposon genes without evidence of the IncHI1 plasmid,
or any other plasmids, being present. It was therefore hypothesised that the MDR transposon
may have beenmobilised to the chromosome via the flanking copies of IS1. This hypothesis was
investigated using ISMapper to interrogate the S. Typhi genomes.
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3.3.3 ISMapper analysis
The ISMapper analysis presented here is my contribution to the larger study, which was
published in Wong et. al., Phylogeographical analysis of the dominant multidrug-resistant H58
clade of Salmonella Typhi identifies inter- and intracontinental transmission events. 2015,
Nature Genetics 47, 632-639.
In order to determine the location of the MDR transposon, which is flanked and mobilised by
IS1, all H58 isolates were screened for IS1 using ISMapper’s typing mode to identify insertions
relative to the reference chromosome S. Typhi CT18 (accession NC_003198). ISMapper was
able to quickly screen hundreds of S. Typhi genomes, and in total found four novel IS1 positions
that were possible locations for the insertion of theMDR transposon. Almost all isolates lacking
the IncHI1 MDR plasmid contained an IS1 insertion site near cyaA, between STY3618 and
STY3619 (Figure 3.7). Long-read sequencing (conducted at the Sanger Institute) confirmed
that this was the location of the MDR transposon - it had moved from the plasmid into the
chromosome (Figure 3.8). This insertion site in cyaA was not conserved amongst all isolates,
with 109 genomes containing the MDR transposon at this location. There were three other
transposon insertion sites : yidA (n=25),fbp (n=1) and STY4438 (n=9) (Figure 3.7). Long read
sequencing confirmed the sites at yidA, and PCR (conducted by Derek Pickard at the Sanger
Institute) confirmed the remaining two sites2⁷⁶.
3.3.4 Conclusions
Tracking the movement of antibiotic resistance transposons from plasmids to the
chromosome is important, as elements on the chromosome are much more stable than
plasmids32⁰. Chromosomal elements are less likely to be lost in the absence of selective
pressure from exposure to antibiotics32⁰. In this study, the movement of the MDR transposon
from the plasmid to the chromosome was shown to have occurred on multiple independent
occasions. These results suggest the strong selective pressure within S. Typhi to maintain an
MDR phenotype without the additional burden of replicating a large plasmid.
This study illustrates the importance of being able to use a high throughput method to detect
insertion sites within large, short read datasets. It is also an additional validation of ISMapper, as
each insertion site detected by ISMapper was independently confirmed using either long-read
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sequencing or PCR. In this case, hundreds of existing read sets could be quickly screened for
IS1 to determine the location of the transposon, which is more cost effective and feasible than
running additional assays such as long-read sequencing or PCR.
Ring 1: # Tn resistance genes
     0
     4
     7
Ring 2: resistance plasmids
     IncHI1 (ST6)
     IncN
     IncN, FIB(K) (carb6)
     FIB(K) (qnrS1) 
     unknown (oxa23)
Ring 3: IS1 insertion in cya
     present
Ring 4: chromosomal integration
     yidA
     cya
     STY4438
     fbp
Branch colours: region
     Australia
     Oceania
     West Asia
     South East Asia
     South Asia
     East Africa
     South Africa
     Malawi
     Unknown
Acquired multidrug resistance in Typhi H58
Figure 3.7: Phylogeny ofH58 S.Typhi isolates. Branches coloured by region. Innermost ring, red, shows number
of resistance genes found on the Tn2670. Second ring shows plasmid replicon type for each isolate. Third ring
shows presence of IS1 in cyaA and outer ring shows Tn2670 insertion site. Figure adapted from Wong et. al.,
2015.2⁷⁶
76


















































































Figure 3.8: Location of transposon insertion sites in cyaA and yidA. Top, CT18 reference at cyaA. Next two
panels show transposon inserted in cyaA and then yidA. Bottom, CT18 reference at yidA site. Figure reproduced
from Wong et. al., 2015.2⁷⁶
3.4 Antibiotic resistance in Acinetobacter baumannii
3.4.1 A. baumannii and resistance
A. baumannii is becoming a pathogen of international importance, especially within
hospitals321. It is one of the ESKAPE pathogens (Enterococcus faecium, S. aureus,
K. pneumoniae, A. baumannii, Pseudomonas aeruginosa and Enterobacter spp.), identified by
the US Infectious Diseases Society as the most concerning bacteria escaping antibiotic
treatment, as it is becoming increasingly drug resistant322. The typical A. baumannii
chromosome includes intrinsic genes encoding beta-lactamases and efflux pumps, which are
able to pump antibiotics out of the cell. These mechanisms, together with horizontally
acquired resistance genes, can combine to create isolates that are resistant to a very broad
spectrum of antibiotics.
A. baumannii have intrinsic resistance to chloramphenicol and florfenicol due to the capsule
surrounding the cell323. Further AMR to first line drugs arose in the 1980s through the
chromosomal acquisition of a large genomic island known as AbaR within Global Clone 1
(GC1) and Global Clone 2 (GC2). During the 1990s, resistance to fluoroquinolones arose,
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leaving few treatment options32⁴. More recently, AMR to third-generation cephalosporins has
emerged, primarily driven by IS upregulation of ampC32⁵. Carbapenem resistance is now on
the rise, leaving colistin (of the polymyxin class of antibiotics) and tigecycline as last-line
treatment in these cases, despite the fact that colistin has been reported to be toxic32⁶.
The following two studies demonstrate the usefulness of ISMapper in detecting complex
resistance mechanisms to last resort antibiotics in A. baumannii.
3.4.2 IS-mediated resistance in A. baumannii isolated from a Vietnamese
intensive care unit
The ISMapper analysis presented here is my contribution to a larger study, published in Shultz
et. al., Repeated local emergence of carbapenem resistant Acinetobacter baumannii in a single
hospital ward, 2016, Microbial Genomics.
A study of ventilator associated pneumonia was conducted in an intensive care unit in Ho Chi
Minh City hospital in Vietnam between 2003 and 2012⁶⁹. The study consisted of 147
A. baumannii isolates from patients with ventilator associated pneumoniae. Isolates from 2003
- 2007 were sensitive to the carbapenem, imipenem, and isolates from 2008 - 2012 were
imipenem resistant. Each isolate was sequenced on the Illumina HiSeq 2500, generating 100
bp paired end reads. Based on earlier results of imipenem resistant isolates carrying oxa23
within the hospital32⁷, it was hypothesised that there would be a dominant A. baumannii
imipenem resistant clone circulating within the hospital.
In this study, the imipenem resistance was found to be due to one of four carbapenemase
resistance genes; oxa23, oxa58, oxa72 or ndm-1. Resistance caused by oxa58, oxa72 and ndm-1
was mostly plasmid associated and rare. However, resistance caused by oxa23 was the most
common, present in 93% of imipenem resistant isolates, and was located within either an
Tn2006 or Tn2008-like transposon, which are mobilised by IS. The majority of the imipenem
resistant isolates (82.5%) belonged to the GC2 clone, and all were carrying the oxa23 gene.
Phylogenetic analysis of the GC2 group revealed that the isolates split into two distinct
lineages that diverged in approximately 2002. Lineage 1 contained only imipenem sensitive
isolates, whilst lineage 2 contained mostly imipenem resistant isolates falling into five distinct
sub-clones (Figure 3.9). It was hypothesised that each of these imipenem resistance sub-clones
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had independently evolved through the acquisition of ISAba1-associated transposons Tn2006
or Tn2008 due to their phylogenetic separation. The aim of this analysis was to investigate the
evolution of these sub-clones with ISMapper.
Figure 3.9: Core genome phylogeny for GC2 A. baumannii in the ICU. BEAST maximum clade credibility tree;
shading indicates the period during which imipenem was used for the empirical treatment of VAP in the ICU.
Isolate labels are coloured to indicate source: red, VAP; blue, asymptomatic carriage. Node bars indicate 95 %
HPDs for divergence dates; node labels and branch line thickness indicate posterior support. The twomain lineages
(1 and 2) and five imipenem-resistant subclades (A–E) are labelled, arrows indicate inferred oxa23 carbapenemase
acquisition events: red, Tn2006; orange, Tn2008VAR. Oxa23 gene copy number and MICs for imipenem are
indicated on the right. Figure reproduced from Shultz et. al., 2016.⁶⁹
3.4.2.1 ISMapper analysis
To detect the ISAba1 positions in the GC2 genomes, ISMapper was used in typing mode with
GC2 strain 1656-2 reference genome (accession CP001921.1). There were multiple copies of
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ISAba1 within the genome, however each imipenem resistant sub-clone harboured at least one
unique ISAba1 insertion (arrows, Figure 3.9). These unique sites were consistent with
independent acquisitions of one of the oxa23 carrying transposons within each subclone. The
majority of isolates were also resistant to ceftriaxone and other third generation
cephalosporins. In most cases there were no horizontally acquired AMR-associated genes that
could explain this phenotype. The ISMapper analysis detected the insertion of ISAba1
upstream of the beta-lactamase gene ampC. Insertions of ISAba1 or ISAba125 upstream of
ampC have been shown to cause high level resistance to third generation cephalosporins. This
resistance is caused by overexpressing ampC, resulting in the destruction of the cephalosporin
molecules, producing a carbapenem-resistant phenotype13⁰,32⁵. This demonstrates the utility
of ISMapper to identify genetic mechanisms for unexplained antibiotic resistance phenotypes.
3.4.3 IS-mediated resistance to polymyxins in A. baumannii
Two types of polymyxins are commonly used to treat A. baumannii and other highly
drug-resistant pathogens - polymyxin B and polymyxin E (also known as colistin).
Polymyxins interact with lipid A in the lipopolysaccharide (LPS) on the surface of the cell,
disrupting it to cause cell death32⁸. Modifications to the lipid structure surrounding the cell
prevents this interaction and renders the cell resistant. SNP mutations in the two-component
regulators pmrAB or phoPQ confer resistance by altering the LPS to prevent polymyxin
binding32⁹,33⁰. ISAba1 insertions within either lpxA or lpxC are also known mechanisms of
polymyxin resistance331. Recently, the first horizontally transferred polymyxin resistance gene,
mcr-1, was described332. However the majority of clinical resistance to colistin is associated
with mutational resistance in core genes.
Resistance to polymyxins has recently emerged in A. baumannii333. Polymyxin antibiotics are
the last line of defense against A. baumannii infection33⁴, so it is imperative to understand
mechanisms of resistance. In the following two studies, resistance to polymyxin B and colistin
in A. baumannii was investigated in vitro, demonstrating a significant role for IS in the
evolution of resistance.
80
§3.4 Antibiotic resistance in Acinetobacter baumannii
3.4.3.1 Polymyxin B resistance in Singapore A. baumannii isolates
The ISMapper analysis presented in this study is my contribution to a larger work published
in Lim et. al., Multiple genetic mutations associated with polymyxin resistance in A. baumannii,
2015, Antimicrobial Agents and Chemotherapy 59(12), 7899-7902.
3.4.3.1.1 Introduction to study
In this study, ten clinical A. baumannii isolates susceptible to polymyxin were obtained by Li
Yang Hsu’s group in Singapore. Two of these isolates (1 and 2) were taken from patients that
were later treated with polymyxin and developed resistance. The remaining eight susceptible
isolates were passaged through polymyxin in vitro to generate isogenic resistant mutants. All
ten resistant-susceptible pairs were sequenced on the Illumina HiSeq. Li Yang Hsu’s group
performed a SNP analysis to identify SNPs and indels that were responsible for the polymyxin
resistance developed through either (i) treatment with polymyxin or; (ii) passaging through
polymyxin. The SNP analysis identified mutations in pmrB, lpxD, lpxA and lpxC in six of the
ten resistant isolates (isolates 1, 2, 6, 7, 9 and 10, Table 3.1). Additionally, one isolate, 2,
contained many more SNPs that than the others. The remaining four polymyxin resistance
phenotypes were unable to be explained by the SNP analysis (isolates 3, 4, 5 and 8, Table 3.1).
3.4.3.1.2 ISMapper analysis
ISMapper was used in typing mode to screen all 20 isolates for ISAba1 and IS15 insertions
against the A. baumannii reference A1 (accession CP010781). Insertions were identified in
lpxA in isolates 4 and 5. Isolate 3 contained an ISAba1 insertion within lpxC. The ISMapper
analysis did not identify any IS insertions within isolate 8 that could explain the polymyxin
resistance. Closer inspection of this isolate’s assembly with the assembly graph viewer,
Bandage, found that the lpxC gene had been interrupted by insertion of the ISAba1-flanked
genomic resistance island, AbaR. ISMapper had been unable to detect this insertion as the
insertion of AbaR had mediated a large genomic rearrangement, which was difficult to detect
using a mapping approach. In addition, isolate 2, which had been noted to contain a high
number of SNPs, was found to have an IS15 insertion within mutS, a DNA mismatch repair
gene. The disruption of mutS may be linked to the high number of SNPs detected, as
disruption of this gene has previously been shown to create a hypermutator phenotype33⁵,33⁶.
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3.4.3.2 Colistin resistance in Ho Chi Minh City A. baumannii isolates
3.4.3.2.1 Introduction to study
In this study, Stephen Baker’s group at the Oxford University Clinical Research Unit (OUCRU)
in Vietnam, and Sanger Institute, investigated colistin resistance in A. baumannii. Two
independent cultures of the same strain were serially passaged through different
concentrations of colistin, until they were able to grow at a colistin concentration of 128 mg/L.
Colonies were selected for downstream analysis at four different colistin concentrations: 0
mg/L, 32 mg/L, 64 mg/L and 128 mg/L. Each colony was then inoculated into two separate
broths, one containing the same concentration of colistin and one without colistin, generating
a pair of isolates (A and B). Isolates A and B at each concentration were sequenced on the
Illumina platform. Stephen Baker’s group performed a SNP analysis on all of the isolates. Two
isolates contained SNPs within the lpxA gene (45A and 45B), but the remaining isolates did
not have any causative SNPs that could explain their resistance to colistin.
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3.4.3.2.2 ISMapper analysis
ISMapper was used in typing mode to screen for ISAba1 and compared to the A. baumannii
BAL062 reference. ISAba1 interruptions were detected in either lpxC and lpxD in seven isolates
(Table 3.2). Four isolates also had interruptions in mlaA in addition to the lpxC gene (Table
3.2). The gene mlaA encodes for a membrane transporter33⁷, and the interruption of this gene
could disrupt themembrane and cause resistance to colistin. Both isolates (45A and 45B) which
contained a SNP in their lpxA gene, also had ISAba1 insertions within their lpxC genes.
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Table 3.1: Polymyxin B resistance mutations in each A. baumannii isolate in this study (adapted from Lim et al.,
2015).
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27A 32 mg/L - -
27B 32 mg/L - -
32A 64 mg/L lpxC 163013 - 162958
lpxD 1686561 - 1686610
baeR 613745 - 613706
32B 64 mg/L lpxC 163013 - 163022
mlaA 3357969 - 3357991
38A 64 mg/L - -
38B 64 mg/L lpxC 163011 - 163020
baeS 612247 - 612126
35A 128 mg/L lpxC 163013 - 162995
mlaA 3357966 - 3358025
35B 128 mg/L lpxC 163013 - 162995





45A 128 mg/L lpxC 163007 - 163011
lpxC 163329 - 163338
45B 128 mg/L lpxC 163011 - 163013
lpxC 163409 - 163260
mlaA 3358299 - 3358301
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3.4.4 Common pathways to IS-mediated polymyxin resistance
Within A. baumannii, multiple different mechanisms of IS-mediated resistance to polymyxins
were observed. In the polymyxin B passage study, the majority of resistance to polymyxin B
was due to SNPs or indels within pmrB, lpxC or lpxA. In some cases, ISAba1 was responsible
for this resistance by disrupting lpxC or lpxA. Comparatively, few SNPs or indel mutations
were observed in the colistin passage study, with only two isolates containing SNPs in lpxA.
The majority of colistin resistance in this dataset were due to ISAba1 interruptions in lpxC and
lpxD. The membrane gene mlaA was also interrupted in four isolates, potentially contributing
to colistin resistance. In both studies ISAba1 was the primary IS responsible for resistance, and
most commonly interrupted the lpx genes. The only exception was an insertion of IS15 within
mutS, potentially generating a hypermutator phenotype that may be advantageous to adapting
to high levels of polymyxins.
3.5 Discussion
Here I have shown how ISMapper can be used to identify mechanisms of antibiotic resistance
in bacterial pathogens of human health importance. These mechanisms were not explained by
more common analysis approaches aimed at identifying resistance-associated SNPs or
horizontally acquired resistance genes. Four distinct mechanisms for IS-mediated antibiotic
resistance were identified using ISMapper.
Firstly, section 3.2.2 demonstrates that IS can be effective at restructuring AMR loci, such as
the SGI. In the SGI, IS26 was responsible for rearrangements in the SGI, as well as IS-mediated
loss of resistance genes within this region. In section 3.3, IS1 was shown to be critical for
incorporating the AMR transposon Tn2670, normally located in the MDR IncHI1 plasmid,
into the chromosome. Section 3.4.2 demonstrated the spread of carbapenem resistance in
A. baumannii through multiple, independent acquisitions of oxa23 transposons flanked by IS.
Further, IS were demonstrated as responsible for conferring resistance by upregulating gene
expression within these genomes. The insertion of ISAba1 and the subsequent upregulation of
ampC in A. baumannii resulted in AMR to third generation cephalosporins. Finally, section
3.4.3 demonstrated how IS-mediated gene interruption has played a crucial role in resistance
to the drugs of last resort, polymyxins. The interruption of important membrane genes lpxA,
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lpxC, lpxD, and possibly also mlaA, conferred resistance to polymyxin B and colistin. In all of
these scenarios, ISMapper was instrumental in identifying the distinct IS-mediated causes of
antibiotic resistance.
ISMapper will continue to play a significant role in teasing apart the complexity of AMR in
bacterial pathogens going forward. Increasingly, bacterial pathogens are being investigated
using short reads1⁹1,2⁵⁰,2⁶⁴, and using these reads to perform epidemiological surveillance or
screening in a clinical setting1⁹2,33⁸,33⁹. Short reads are difficult to use for detecting IS. In the
future, long read sequencing such as PacBio or Nanopore may be able to overcome this issue
(as seen in S. Typhi, section 3.3), but currently long read sequencing is expensive to
implement3⁴⁰. Whilst long read sequencing costs will come down over time, it may never be
affordable for use in a clinical setting. In addition, there has already been a large amount of
short read data made publicly available through projects such as GenomeTrackr, and the
amount of short read data will only increase over time. Given this, ISMapper still has a
significant role to play in teasing apart the complexity of antibiotic resistance in bacterial
pathogens going forward.
In addition to detecting resistance mechanisms in a public health and epidemiological settings,
it is important to continue understand how antibiotic resistance continues to evolve and
disseminate. To achieve this, further research is required to investigate different resistance
phenotypes that arise via IS-mediated mechanisms. Finding the genetic context of resistance
regions, such as transposons or large islands, will be key to understanding how they spread
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Chapter 4: Dynamics of insertion sequences in Shigella sonnei
4.1 Introduction
S. sonnei and the three other Shigella species are human-adapted lineages of E. coli221. A recent
study performed by Holt et al.2⁵⁰ sequenced 132 S. sonnei genomes on the Illumina Genome
Analyzer GAII. The isolates in this study came from 27 countries across four continents,
spanning the years 1943 - 2008. Using these genomes, the study elucidated the global
population structure of S. sonnei, showing that it arose in Europe in the mid to late 17th
century and has since evolved into four lineages, three of which contain multiple strains from
the 1940s to the 2000s, and one lineage comprising of a single genome from France2⁵⁰. The
three major lineages diverged from their common ancestor in the early to mid 19th centuries,
with isolates from lineages I and II mostly being confined to Europe. Of the three major
lineages, lineage III, is now the most prevalent, due largely to the global dissemination of a
single MDR subclade known as Global III2⁵⁰,2⁵2. The mean substitution rate across the whole
population was estimated to be 6.0 x 10-⁷ substitutions per site per year2⁵⁰.
Shigella genomes harbour hundreds of pseudogenes and large numbers of IS compared to
E. coli3⁴1. IS have been an important part of the evolution of Shigella from E. coli – they have
been responsible for the inactivation of motility genes, and genes that hinder Shigella’s ability
to cause disease (as discussed in Chapter 1). Each of these gene inactivations have contributed
to its patho-adaptation in humans⁹⁵.
4.1.1 Aims
This chapter investigates the evolutionary dynamics of IS in the previously published S. sonnei
genomes2⁵⁰. This chapter uses the phylogenetic structure inferred in Holt et al.2⁵⁰ to assess IS
dynamics across the global population. From the 132 genomes in Holt et al.2⁵⁰, only 126 of
these are included in this chapter. The single lineage IV isolate was excluded from this study,
as there was only one representative. Five additional genomes were excluded as they were low-
depth, with < 10x coverage, so IS insertion sites could not be detected accurately by ISMapper
(as discussed in Chapter 2). The S. sonnei 53G reference genome was screened for IS, and 12
different IS elements were identified. All 126 genomes were then interrogated for these 12 IS.
The specific aims of this study were:
i) To determine which IS are present in the global population of S. sonnei, and investigate
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differences in IS content or dynamics between the three lineages;
ii) To examine the evolutionary history of IS in S. sonnei; and
iii) To investigate the contribution of IS to gene inactivation within the global population of
S. sonnei.
IS insertion sites detected using ISMapperwere compared across all genomes to examine burden
of IS in individual genomes and lineages (section 4.3.1). Using ancestral state reconstruction,
the burden of IS in ancestors of the S. sonnei lineages was inferred, and used to examine the rates
of gain and loss of IS across the evolutionary history of S. sonnei (section 4.3.2). The contribution
of IS to gene inactivation was compared to other types of mutations (section 4.3.3), the evidence
for the contribution of IS inactivation to balancing and negative selection within S. sonnei was
assessed (section 4.3.4), and the impact of IS on functional diversification of the three S. sonnei
lineages was investigated (section 4.3.5).
4.2 Methods
4.2.1 Selection of IS and creation of IS-free reference genome
The lineage II S. sonnei 53G genome (accession NC_016822) was selected as the reference
genome for this study, as this genome was sequenced at the Sanger Institution using capillary
sequencing at a higher accuracy level than the only other complete S. sonnei genome, strain
Sso46. To allow for more accurate detection of precise IS insertion sites within genes, an
IS-free version of this reference was created as follows.
ISSaga3⁴2 was used to detect all IS within the complete S. sonnei 53G reference genome. ISSaga
screens the genome for homologs of know IS present in the ISFinder database. IS present in
more than one copy, with at least 80% nucleotide identity to an IS in the ISFinder database,
were selected for downstream screening. These IS were annotated using the ISSaga output, and
manually inspected to ensure that the IS sequence was complete, and any target site
duplications surrounding the IS were included. Each IS and its target site duplication (if
present) was removed from the reference genome sequence to aid accurate detection of
IS-mediated gene interruption. Annotations of features (including CDS and gene features) in
91
Chapter 4: Dynamics of insertion sequences in Shigella sonnei
the complete reference genome were transferred from the complete 53G reference genome to
the IS-free 53G reference genome using RATT3⁴3, with the strain transfer parameter.
Functional assignments for Shigella genes were extracted using RAST to annotate
protein-coding sequences using the SEED database, a curated database of protein families,
called FIGfams, which organises genes into functional categories, subcategories, and
subsystems3⁴⁴. Initially, genes were compared to the curated database of E. coli K-12 genes,
EcoCyc, in an attempt to assign functional categories to inactivated genes by extracting Gene
Ontology (GO) terms. The majority of the GO terms provided were relatively uninformative
high-level terms (eg: ‘membrane’). Therefore, to obtain high quality functional assignments
for Shigella genes, RAST was used instead, which relies on the SEED database. Existing gene
annotations in the IS-free 53G reference genome (doi: 10.4225/49/589c2ef7128ac) was
annotated again using RAST3⁴⁵, preserving current gene calls, to obtain FIGfam numbers for
each gene. Genes without a FIGfam number could not be assigned to a functional category.
4.2.2 Detection of IS, nonsense SNPs and indels
The S. sonnei data consisted of 126 genomes from the Holt et al.2⁵⁰ study, sequenced on the
Illumina Genome Analyzer GAII, generating paired end reads. Sequenced genomes had an
average read length of 59 bp. The average read depth was 83x (range 68x to 91x). All 126
genomeswere screened for the 12 IS identified by ISSaga (section 4.2.1, IS1, IS2, IS4, IS21, IS600,
IS609, IS630, IS911, ISEc20, ISSso1, ISSso4 and ISSso6) using ISMapper in typingmode, against
the IS-free 53G reference genome, using default settings (minimum depth of 6x for detection of
an IS insertion site).
All 126 genomes were mapped to the IS-free 53G reference genome using RedDog pipeline
v01.9b (see section 3.2.3.2 for an explanation of this pipeline) to detect nonsense SNPs (SNPs
which create a premature stop codon) and indels. Indel positions were extracted from the VCF
files output by RedDog, and these indel positions were compared to the annotations in the IS-
free 53G reference genome to determine which indels were within genes. Only indel positions
causing frameshifts within genes were kept for downstream gene inactivation analysis.
To identify nonsense SNP mutations, the SNP consequences file from RedDog was used,
which annotates each SNP with its coding effect (i.e. whether it is intergenic or genic; and for
genic SNPs what the effect on the encoded protein is), based on the annotation of the coding
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features in the reference genome (in this case, the IS-free 53G reference genome). From this
SNP consequences file, only SNPs generating nonsense mutations were extracted and kept for
downstream gene inactivation analysis.
4.2.3 Assembly of all S. sonnei genomes
All S. sonnei genomes were assembled using SPAdes v3.6.23⁰⁴ with kmer sizes 21, 33 and 55.
The contigs for each genome were ordered against the complete S. sonnei 53G reference genome
using Abacas v1.3.13⁰⁷ and annotated with Prokka v1.113⁰⁸. To determine genome size, contigs
< 200 bp were discarded, as these likely represent small errors in the genome assembly. For each
genome, all contigs were concatenated and genome size identified using the infoseq command
in the EMBOSS package3⁴⁶.
4.2.4 Phylogenetic trees used in this study
The phylogeny from Holt et. al.2⁵⁰ was generated by inputting the SNP alignment generated
in their study into BEAST v1.62⁹⁹. They used a GTR+Γ substitution model, with a lognormal
relaxed clock and a coalescent population size2⁵⁰. Ten chains of 100 million iterations were
combined, burn-in removed, and summarised into a MCC tree2⁵⁰. The six genomes exluded in
this chapter were removed from this phylogeny, and the resulting phylogeny was used for the
ancestral state reconstruction of IS insertion sites, nonsense SNPs, and indels, as described in
section 4.2.5.
A set of random 100 BEAST trees were generated for this study to account for uncertainty in
tree topology when estimating rates of IS gain and loss. The SNP alignment output by RedDog
was used as input for BEAST v1.8.32⁹⁹ with the same model (GTR + Γ substitution model and
a lognormal relaxed clock) used by Holt et. al.2⁵⁰, with five independent chains of fifty million
iterations each. Each chain had ESS values of > 200 for all parameters, with good sampling
of the likelihood surface. All five chains were combined and subsampled using LogCombiner
v1.8.32⁹⁹, by removing 500,000 trees as burn-in and resampling every 100,000th tree. From the
remaining 2475 trees, 100 trees were selected at random, to represent the population of trees,
for further analysis in section 4.2.5.
Finally, additional lineage specific trees were generated to determine the mutation rate for
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each lineage. Individual lineage SNP alignments were extracted from the SNP alignment
output by RedDog. To assess the strength of the signal for mutation rate in each lineage, ten
replicate alignments with randomised tip dates were created for each lineage. All alignments
were analysed separately using BEAST v1.8.32⁹⁹ with a GTR+Γ substitution model, a relaxed
clock model and a coalescent tree prior. Each chain was run for fifty million iterations, with
ESS values > 200. Ten percent burn-in was removed from each run before extracting the
mutation rate using Tracer v1.63⁰⁰.
4.2.5 Ancestral reconstruction of IS insertion sites, nonsense SNPs, and
indels
The presence or absence of each IS site, nonsense SNP, and indel was determined on each
internal node of the phylogeny produced by Holt et. al.2⁵⁰ (described in section 4.2.4), using
maximum parsimony ancestral state reconstruction, implemented in the ancestral.pars
function in the R package phangorn v2.1.13⁴⁷. For each IS site, the number of events inferred
across the tree (either gain or loss) was calculated as follows. For nodes where the IS insertion
was inferred to be absent, but inferred as present on its parent node, a loss event was recorded.
For nodes where the IS insertion was inferred to be present, but inferred as absent on its
parent node, a gain event was recorded. If there was no change in the inferred IS state between
the current node and the parent node, then no event was recorded. These results were collated
to determine the total number of gain and loss events occurring on each branch (excluding the
deep branches leading to lineage I and the mrca of lineages II and III, due to uncertainty in the
ancestral state reconstruction at these nodes), across all IS insertions.
To account for uncertainty in the tree topology, this ancestral state reconstruction was repeated
on the set of 100 random BEAST trees generated in section 4.2.4.
To summarise the results of IS gain and loss over time, each branch in each tree was binned into
the decades it spanned (with some long branches spanning multiple decades). The number of
events on each branch, in each decade interval, was assumed to occur at a constant rate over time,
and so the events were assumed to be evenly distributed across the entire length of the branch.
To estimate the number of events in each decade interval (ed), the total number of events on
each branch that spans that interval (N ) was weighted by the proportion of the branch length
that overlaps the interval (yd).
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ed, the adjusted number of events occurring on the branch in a particular decade;
N , the total number of gains or losses inferred on the branch;
yt, the total length of the branch in years;
yd, the number of years the branch spans within that decade.
To smooth the resulting data, the five moving mean method was used - the mean of the median
number of gains or losses in a particular decade (i), plus the median gains or losses in the two
neighbouring decades on either side (i − 2 to i + 2), was taken.
4.2.6 Modelling of changes in IS copy number over time
Initial modelling of IS copy number was performed using a linear regression, comparing the
overall IS copy number in extant genomes with the year the genome was isolated. The results
of the linear regression were used to inform a logistic growth model of IS copy number growth
over time, using inferred dates and copy numbers for internal nodes of the tree, in addition to
extant genomes. In thismodel, the rate of IS gain over timewas assumed to fit a logistic function,
where initial gain of IS copies was large, before decreasing in rate and reaching a saturation point.
A Bayesian MCMC approach was designed to fit this model to the data.
A sub-tree for each lineage was extracted from the overall S. sonnei phylogeny. The root of each
sub-tree was set to time zero. Time of each node relative to the root was calculated for each
node and tip in each of the sub-trees were calculated using the allnode.times function in the R
package NELSI (https://github.com/sebastianduchene/NELSI). To fit the logistic function, two
assumptions were made:
i) that lineage I, with the largest slope from the linear regression, was still undergoing rapid
IS expansion and would sit on the steeper section of the curve; and
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ii) that lineages II and III, with weaker linear regression slopes, were approaching IS
saturation and would sit ahead of lineage I on the curve.
To model these assumptions, lineage I time points were left as is (with the mrca of lineage I
set to time zero), but lineage II and III points were offset compared to lineage I, by adding the
maximum lineage I time value (172 years) to all lineage II and III points. IS copy number at
each node was calculated by summing the inferred ancestral states at each node (see 4.2.5).
The logistic function was defined as:
S = L
1 + e−k(x+x0)
The parameters of the model were:
L, the maximum value of the logistic curve;
k, the steepness of the curve;
x0, the inflection point on the curve.
Additional parameters in the MCMC likelihood function included:
er, an error term to capture the uncertainty in the model;
x1, the position of lineage I points on the x-axis;
x2, the position of lineage II points on the x-axis;
x3, the position of lineage III points on the x-axis.
Priors with normal distributions were placed on all parameters: L, mean = 400, standard
deviation (sd) = 10; k and x0, mean = 0, sd = 10; er, mean = 100, sd = 100, x1, x2 and x3,
mean = 0, sd = 0.1. Tight priors were placed on the parameters identifying the x positions of
each point to control for non-identifiability.
Ten independent runs of the chain were performed, with ten million iterations each. Burn-in
(100,000 steps) for each run was removed, and all ten runs were combined and subsampled to
produce the final estimates for each parameter. Ten independent replicates of the chain were
performed using no data to estimate the distributions of the prior and ensure that the prior
functions were not overly informative, and that the data was driving parameter estimates.
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4.2.7 Identification of genes under balancing or negative selection
To identify genes under negative selection, two different methods were used to differentiate
between genes under negative selection, and genes undergoing gene decay.
Firstly, to identify genes under negative selection, rather than a lack of purifying selection, the
number of IS insertion sites within each gene was modelled using a Poisson distribution, with
mean rate lambda (λ) equalling the intergenic insertion rate, defined as the number of intergenic
insertions (ii) divided by the number of intergenic bases (ib) in the IS-free reference genome.
The intergenic ratewaswas used as an estimate of overall insertion rate, based on the assumption
that most insertions outside of coding genes are likely to be neutral. However, it is likely that
some intergenic insertions may have functional effects that are subject to purifying selection, so
this can be thought of as testing for genic insertions that are subject to greater purifying selection
than that on intergenic sites.
For each gene, the number of insertions observed in the gene was compared to the Poisson
cumulative distribution function to estimate the probability that the gene had a higher number
of IS insertion sites than expected by chance, given the size of the gene. All p values were then
corrected using the FDR method, and genes with an adjusted p value of > 0.05 were considered
to be under negative selection.
Secondly, to determine which genes were under negative selection but not undergoing gene
decay, an insertion index (ii) for each gene was calculated and corrected for multiple gene
inactivation events. The insertion index was calculated by dividing the number of IS insertion





The rate of IS insertion within a gene varies depending on gene length. A high insertion rate
alone does not delineate between very short genes, with only one or a few IS insertions, and
genes with high numbers of IS insertions within them. For example, a 200 bp gene with 1 IS
insertion would have an insertion rate of 0.005, and a 1000 bp gene with 5 IS insertions would
have the same insertion rate of 0.005. Additionally, genes with a large number of IS insertions
could be generated under two very different evolutionary scenarios:
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i) each IS insertion is an independent inactivation event, indicating that this gene is under
negative selection; or
ii) there has been an initial gene inactivation event, followed by more insertions within the
gene, indicating that this gene is undergoing gene decay.
To correct the insertion index and identify genes accumulating inactivation events within the
same genome, rather than having a high number of independent inactivation events, an
inactivation frequency was calculated. Inactivation events were defined as inactivating IS
insertions, inactivating indels, and nonsense SNPs. For each gene, the number of genomes
with more than one inactivation event (either IS insertion or mutational inactivation) was
counted (gm). This was divided by the total number of genomes (n=126) and multiplied by the





To determine the amount of degradation a gene was undergoing, a degradation index was
calculated. For each gene, the number of genomes containing an inactivation event were
counted, so some genomes were counted multiple times if they contained multiple
inactivations within the same gene (gi). The total number of genomes with more than one
inactivation event (gm) was subtracted from the total number of genomes containing an
inactivation (gi). This result was then divided by gm, the number of genomes with multiple
inactivation events. Genes with a degradation index of 1 were considered to be highly
degraded, and genes with a degradation index of 0 were considered to be un-degraded.
di = gi − gm
gm
To determine which genes have a high number of inactivations due to multiple independent
inactivation events, and which genes are accumulating inactivations, the degradation index
and insertion frequency were combined. The resulting measure, (s), summarises this and is
calculated as follows:





Genes with a value of s > 0.001 were considered to be un-degraded, and undergoing either
balancing or negative selection.
4.2.8 Identifying RAST categories enriched for inactivated genes
To explore the relationship between gene inactivation and functional categories, two-way
contingency tables (example table below) were constructed for each RAST category identified
in section 4.2.1.
Table 4.1: Example contigency table for odds ratio calculation.
inactive gene active gene
in RAST category A B
not in RAST category C D
Fisher’s exact test (function fisher.test in R) was used to calculate odds ratios and confidence
intervals (two-sided tests in all cases). P values were calculated using the function phyper, and
all p values were adjusted for multiple testing using the FDR method.
4.2.9 Detection of colicin genes
All 126 genomes were assembled as previously described (section 4.2.3). To generate a
pangenome, MUMmer v3.233⁴⁸ was used to compare all assemblies to each other, adding
novel sequences > 100 bp to the pangenome. The pangenome was then annotated using
Prokka v1.113⁰⁸. A tBLASTn search using colicin E protein sequences obtained from NCBI
was performed on the pangenome to identify any colicin E type gene (hit defined as >70%
identity and >60% coverage), however, only colicin E1 and colicin E3 toxin and immunity
genes were detected. All genomes were mapped to the pangenome using RedDog v1.09b to
determine presence/absence of all genes. The presence/absence table output by RedDog
defines gene presence as 95% of the reference gene covered with a depth of > 5 reads. Using
this output, the presence of colicin E1/E3 toxin and immunity genes was determined for each
genome.
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4.3 Results
4.3.1 IS burden in S. sonnei lineages
Twelve distinct IS detected in the complete S. sonnei 53G reference genome were identified, and
their insertion sites were determined in each of the 126 genomes using ISMapper. A total of
1,227 insertion sites were detected across all isolates (Table 4.2). IS load varied markedly by
lineage: lineage I genomes had the fewest IS per genome (median 243), while lineages II and III
had significantly higher IS counts than lineage I (median 299 and 294 respectively, p=1.97x10-
1⁰) (Figure 4.1d-f). Each of the 12 IS were identified in at least one copy in every genome, and
each of the 12 IS were found in similar proportions in all genomes (Figure 4.1a), however the
insertion sites differed sufficiently between lineages to allow clustering of isolates into lineages
using the first two principal components extracted from IS insertion site profiles (Figure 4.1c,
Figure 4.2).
IS1 contributed the greatest to overall IS burden in S. sonnei (median 48% of IS insertions per
genome, see Figure 4.1a). IS2, IS600 (IS3 family) and IS4 (IS4 family) were also abundant
(median 10%, 14%, 10%, respectively). There were relatively few copies of IS911 (IS3 family);
ISSso1, ISSso6 and ISEc20 (IS110 family); IS21 and ISSso4 (IS21 family); IS630 (IS630 family);
and IS609 (IS200/IS605 family) (Figure 4.1a). Only three insertion sites were detected for
IS609, and all three were found in all lineages but lacking from some individual strains in each
lineage (Figure 4.2). Therefore, all three IS609 sites are hypothesised to have been present in
the most recent common ancestor (mrca) of S. sonnei and have subsequently undergone
occasional loss but not transposition to new locations. All other IS show evidence of ongoing
transposition activity: assuming strain-specific insertions represent recent transposition
events arising on terminal branches, IS1 displayed the most activity, followed by IS2, IS600,
IS911 and IS630 (Figure 4.1b).
The global genome collection includes isolates sampled over several decades (1943 - 2008), and
linearmodeling of IS copy number on year of isolation indicated a positive linear relationship for
all lineages (Figure 4.3a). However, this relationship was only significant for lineage II (Figure
4.3a).
Taken together, increasing copy numbers over time, and high numbers of strain-specific
insertion sites, indicate that there is an ongoing accumulation of IS through transposition.
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Table 4.2: IS detected in 126 S. sonnei genomes using ISMapper analysis.






IS1 IS1 495 0.49 220
IS2 IS3 199 0.1 128
IS600 IS3 188 0.14 74
IS630 IS630 106 0.05 54
IS911 IS3 76 0.016 62
IS4 IS4 71 0.1 21
ISSso4 IS21 29 0.013 19
IS21 IS21 22 0.034 5
ISSso6 IS110 17 0.02 4
ISEc20 IS110 13 0.03 3
ISSso1 IS110 8 0.01 3
IS609 IS200/IS605 3 0.01 0
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(263)
Figure 4.1: Burden of IS in S. sonnei. a, Box plots showing overall proportion of each IS within S. sonnei genomes.
IS family is indicated across top. Orange dots indicate the proportion of that IS within the most recent common
ancestor (mrca) of S. sonnei. b,Number of strain-specific insertions per IS, with bars coloured by IS family, and IS
family printed across top. c, PCA plot of IS profiles (as shown in Figure 4.2) for each genome. Points are coloured
by lineage as per legend. d, Box plots of total IS copy number within each lineage. e, Phylogeny of S. sonnei with
lineages labelled and coloured. Marked nodes indicate year ofmost recentmrca with number of IS copies indicated
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4.3.2 Evolutionary history of IS in S. sonnei
In order to investigate the historical patterns of IS in S. sonnei, maximum parsimony ancestral
state reconstruction was used to infer the presence of each IS insertion at internal nodes of the
dated phylogeny. Transitions between presence and absence at linked nodes were assumed to
represent IS gain and loss events, and total IS burden was calculated at each node (see Methods
4.2.5). For each IS, the total number of inferred gains and losses were similar inmagnitude, with
a slight excess of gains for the most common IS, suggesting that these IS are still accumulating
(Figure 4.4a). The total number of gains across the tree was also positively correlated with the
number of gains and strain-specific insertions for each IS (correlation coefficient=0.88, R2=0.76,
p=0.0001, Figure 4.4b), indicating that both measure of activity are in agreement.
The ancestral state reconstruction data were used to estimate IS copy number at internal nodes.
Based on this analysis, the mrca of lineage I, which existed circa 1832, was inferred to carry 220
IS insertions (Figure 4.1e). In contrast, the mrcas of lineages II (circa 1817) and III (circa 1883)
were inferred to carry 275 and 286 IS respectively, higher than the copy number of contemporary
isolates of lineage I (median 243; see Figure 4.1e, Figure 4.3). The mrca of lineages II and III
was inferred to carry 263 IS (Figure 4.1e). Figure 4.3b suggests a fairly constant accumulation
of IS over time within each lineage, but with the lineage I mrca starting from a much lower IS
count.
It was not possible to reconstruct the number of IS in the S. sonnei ancestor (cira 1669), due
to the uncertainty in the reconstruction of IS insertions that were present in the lineage II and
III mrca but absent in the lineage I mrca (55 sites, Table 4.3), or present in the lineage I mrca
and absent from the lineages II and III mrca (12 sites, Table 4.3). Most of the sites that differed
between these two nodes belonged to IS1, and this was higher than the overall proportion of
IS1 found in S. sonnei. For these sites, it was not possible to determine if they were present
at the root and lost in one branch, or absent at the root and gained in the other branch. This
observation led to two possible hypotheses regarding the number of IS in the S. sonnei ancestor:
i) that the IS burden at the root of the treewas similar to that of the lineage I ancestor, and the
ancestor of lineages II and III rapidly gained additional IS copies over a short time period,
after diverging from the lineage I ancestor (light orange dashed lines, Figure 4.3b); or
ii) that the IS burden in the S. sonnei ancestor was similar to the burden found in the ancestor




Under hypothesis i), the mrca of S. sonnei would have contained 208 IS, as these were the IS
present in both the mrca of lineage I and the mrca of lineages II and III (light orange dashed
line, Figure 4.3b). Subsequently, the mrca of lineages II and III would have gained 55 IS (45 IS1)
over a 35 year period, while the mrca of lineage I would have gained only 12 IS (8 IS1) over 164
year period. In contrast, under hypothesis ii), themrca of S. sonneiwould have contained 255 IS,
as these were the IS insertion sites present in the mrca of both lineage I and lineages II and III,
as well as those IS insertion sites found only in the lineage I mrca but not the lineage II and III
mrca, and vice versa (dark orange dashed line, Figure 4.3b). Subsequently, the mrca of lineage
I would have lost 35 IS over a 164 year period, while the mrca of lineages II and III would have
gained 8 IS over a 35 year period. The breakdown of IS present in the mrca of lineages II and
III, but absent from lineage I, showed that 80% of these sites were IS1, almost double the overall
proportion of IS1 sites within extant S. sonnei genomes (all genomes, 49%; lineage I genomes,
49%; lineage II genomes, 50%; lineage III genomes, 48%).
This study has so far only explored the rate of IS accumulation by comparing the IS burden in
extant genomes with their isolation date. This linear regression does not delineate between
gain and loss events, and only investigates total IS burden. A more robust approach was
required to separate the contribution of IS gain and loss to overall IS burden over time. To
explore this, the number of gain and loss events inferred on each branch of the dated
phylogeny was estimated, and the relationship between these event counts and the amount of
evolutionary time represented by each branch was investigated (see Methods 4.2.5). This
analysis was performed separately for each lineage, as they vary in their molecular clock signal
and inferred substitution rates (Figure 4.5): Lineage I, 3.35x10-⁷ substitutions site-1 year-1,
moderate signal; Lineage II, 3.45x10-⁷, strong signal; Lineage III, 6.45x10-⁷, strong signal. The
results are shown in Figure 4.6, which includes the median and range of estimates obtained
from a random sample of 100 trees (see Methods 4.2.5). Over the last ~120 years, the inferred
rate of IS gain per decade in lineage I was ~3 per decade, higher than the gain rate inferred in
lineages II and III (steady at ~1.5 per decade in lineage III, and increasing from ~1 to ~2 per
decade in lineage II; Figure 4.6).
It has previously been suggested that genomes undergoing IS expansion associated with
adaptation to a new niche follow a pattern of rapid IS accumulation (as many new IS insertions
have a neutral or positive effect by inactivating genes whose activity either offers no advantage
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or is disadvantageous in the new niche), which then slows as the genome reaches a saturation
point (at which point all intact genes are required in the new niche and further IS activity is
mostly disadvantageous). This can be modelled as a logistic growth of IS copy number.
Regardless of why the lineage I ancestor has a much lower IS burden than the lineage II and III
ancestors, these lineage differences provide a unique opportunity to compare IS dynamics
across the three lineages that appear to be at different stages in their IS trajectory (i.e. at
different points on the same logistic copy-number growth curve), with lineage I much further
behind than the other two lineages. In order to explore how well a logistic growth model
describes the data, all observed (extant) and inferred (ancestral node) IS copy number counts
were fitted to a logistic function (see Methods 4.2.6). Since the most recent extant genomes of
lineage I have a similar copy number to the mrcas of lineages II and III, the lineage I points
were offset from the extant lineage II and III genomes, placing them on the steeper section of
the curve (while allowing them to vary during Bayesian MCMC model fitting) (data points,
Figure 4.7). The resulting model showed quite good fit for all three lineages (Figures 4.7, 4.8
and 4.9). Each parameter in the model converged, as shown by the trace plots in Figure 4.9.
Posterior distributions estimated by the model differed from the initial set prior distributions,
confirming that the results are not driven by overly informative priors (Figure 4.8). The model
estimated an IS saturation point of approximately 398 IS copies (interquartile range, 364 to
421). This suggests that while IS expansion rates have slowed in lineages II and III, they can be
expected to continue to accumulate IS for ~1000 years based on current trends.
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Table 4.3: Counts and proportions of IS insertion sites present in either the mrca of lineages II and III, or the mrca
of lineage I, and IS insertion sites present in both mrca.









IS1 IS1 0.8 (45) 0.67 (8) 0.43 (90)
IS2 IS3 0.04 (2) 0 (0) 0.09 (12)
IS600 IS3 0.05 (3) 0.16 (2) 0.14 (30)
IS630 IS630 0.04 (2) 0 (0) 0.03 (7)
IS911 IS3 0 (0) 0 (0) 0.01 (2)
IS4 IS4 0.05 (3) 0.08 (1) 0.12 (24)
ISSso4 IS21 0 (0) 0 (0) 0.02 (4)
IS21 IS21 0 (0) 0 (0) 0.04 (9)
ISSso6 IS110 0 (0) 0 (0) 0.04 (8)
ISEc20 IS110 0 (0) 0 (0) 0.04 (9)
ISSso1 IS110 0 (0) 0.08 (1) 0.01 (3)
IS609 IS200/IS605 0 (0) 0.01 (3) 0.01 (3)
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I:  r2 = 0.19   p = 0.08  slope = 0.58
II:  r2 = 0.15   p= 0.02   slope = 0.35








Figure 4.3: Dynamics of IS with S. sonnei. a, Scatterplot of IS copy number in all extant genomes, with points
coloured by lineage. Thick horizontal lines on y axis indicate total IS copy number in each mrca, as per legend.
R2, p and slope values for each regression model indicated in coloured text above the x axis. b, Phenogram of tree
showing total IS copy number inferred at each node on the tree, except for themrca of S. soneni. Branches coloured
by lineage as per legend. Dashed lines indicate the two possible reconstructions from the lower and upper bounded











































































p = 0.0001   slope = 0.36   R2 = 0.76
Figure 4.4: Relationship between gain and loss events for each IS inferred across the S. sonnei phylogeny,
and the relationship between gain events and strain-specific insertions, for each IS. a, Scatterplot showing the
relationship between gain and loss events, for each IS, inferred across the phylogeny, using maximum parsimony
ancestral state reconstruction (see Methods 4.2.5). Estimates of gain and loss events do not include events at the
mrca of S. sonnei, themrca of lineage I, or themrca of lineages II and III. Dots are coloured by IS as per legend. Grey
line shows x=y. b, Scatterplot showing total number of gain events against the number strain-specific insertions,
for each IS. Dots are coloured by IS as per legend. Black line shows the linear relationship between the number of
gain events and strain-specific insertions.
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Figure 4.5: Mutation rates in each lineage of S. sonnei. Medians (black dots) and 95%HPD intervals (black lines)
for mutation rates in each lineage as estimated by BEAST (lineage I, blue; lineage II, purple; lineage III, green).
First column in each plot shows the mutation rate estimated using the real isolation dates, with the remaining ten















































































































































































































































































Figure 4.6: Rates of gain in each S. sonnei lineage. Mean number number of IS gain events per branch, with
branches binned by decade, across 100 random trees. Points and lines are coloured by lineage as per legend. Dashed
lines indicate upper and lower interquartile range. Light shaded region (prior to 1900) indicates less confident
estimates of gain rate.
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Figure 4.7: Modeling of IS saturation point in S. sonnei genomes. Points show the IS copy number of each node
and tip in the S. sonnei phylogeny against relative time, with points coloured by lineage as per legend. Lineage II
and III points are offset in time relative to lineage I. Black line is the logistic curve using parameters estimated by
the modeling, with grey dotted lines showing the 95% credible interval of the curve. Insert shows enlarged section






























































































































Figure 4.8: Distributions of prior and posterior values for each parameter in the model. Top row – prior
distributions for L, k, x0 and er. Second row – posterior distributions for L, k, x0 and er. Third row – prior
distributions for x1, x2 and x3. Final row – posterior distributions for x1, x2 and x3.
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Figure 4.9: Trace plots for all parameters in the model.
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4.3.3 Distribution of IS in the S. sonnei genome
This study aimed to asses the contribution of IS to functional inactivationwithin S. sonnei. RAST
was used for functional annotation of the IS-free S. sonnei reference genome, which was only
able to assign 57% of genes to biological systems and subsystems (see Methods section 4.2.1).
Spatial distribution of IS insertion sites within the S. sonnei genome was investigated, which
showed a non-random distribution, with various hotspots of insertion (grey shaded regions,
Figure 4.10). Previous studies have noted that transposases and genes transferred via HGT can
cluster around the origin of replication3⁴⁹. However, the density of IS within 10 kbp of the
origin or terminus of replication was not significantly higher than any other 10 kbp region in
the genome (p > 0.8, parametric test using normal distribution, Figure 4.10).
Next, the IS insertion datawas examined to determine the contribution of IS to gene inactivation
within S. sonnei. To explore this, the distribution of IS in coding and non-coding regions was
evaluated. IS insertions weremuch rarer in protein-coding sequences than in intergenic regions
(0.016% of genic bases vs 0.083% intergenic bases; ratio=0.19; pairwise proportion test, p<2x10-
1⁶), consistent with the purging of genic insertions by purifying selection.
Despite this selection against genic insertions, 452 genes (10% of all protein coding sequences)
were identified as interrupted by one or more IS insertions in one or more genomes. There
were 59 genes that were inactivated by IS in greater than 90% of S. sonnei genomes (Appendix
A, Supplementary Table 1). Eighteen of these 59 genes (30%) had no functional annotation.
Amongst the remaining 41 genes, common functions included membrane proteins,
transporters, phage, LysR and LuxR transcriptional regulators and fimbriae/flagella genes. The
majority of these regions were found to be hotspots of IS insertion (grey shaded regions,
Figure 4.10).
To determine if genes inactivated by IS were enriched for particular functional categories, odds
ratios were calculated for each RAST system (Methods section 4.2.8). IS interruption was more
frequent amongst genes not assigned to a system, and thus had unknown function (15% vs 6.7%;
OR 2, 95%CI [1.7-2.5], FDR adjusted p<10-11), and also with genes involved inmonosaccharide
synthesis (OR 2.3, 95% CI [1.26 – 4.0], FDR adjusted p=0.004), polysaccharide synthesis (OR
13.1, 95%CI [2.0 – 68.3], FDR adjusted p=0.004), type V and type VII protein secretion systems
(OR 16.3, 95% CI [6.7 – 38.7], FDR adjusted p=5x10-⁹), and regulation and cell signalling (OR
5.4, 95% CI [3.0 – 9.1], FDR adjusted p=3x10-⁸).
115






































all IS except IS1 
in all lineages
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all IS in Lineage I
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Figure 4.10: Density of IS insertion sites around the S. sonnei 53G chromosome. Circular map of the 53G
chromosome. From outer-most to inner-most ring: IS density in lineage III; IS density in lineage II; IS density
in lineage I; density of IS1 in all lineages; density of all IS except IS1 in all lineages; MLST genes. Grey shading
indicate IS hotspot regions, annotated with the coding sequences within these regions.
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4.3.4 The role of IS in negative and balancing selection amongst S. sonnei
genomes
The enrichment of IS interruption in certain functional groups could be explained by negative
selection (i.e. selection for maintenance of inactivating mutations when they arise, due to
some fitness benefit associated with loss of these functions) or simply a lack of purifying
selection (i.e. neutral evolution in dispensable biological systems, as opposed to purifying
selection which protects against loss of essential functions). Additionally, genes enriched for
IS interruption may already be pseudogenes that are undergoing further degradation by IS
activity. This section describes two different approaches used to identify genes inactivated by
IS that were under selection.
To detect genes that carry by high numbers of IS resulting in convergent functional gene loss, I
screened for S. sonnei genes that were inactivated by independent IS insertions in different
genomes (excluding those that were already inactivated by IS insertion or nonsense mutations,
in which IS insertion represents degradation of pseudogenes rather than selective inactivation
of gene function). Thirty-one genes were identified that were likely under negative or
balancing selection (Appendix A, Supplementary Table 1), one of which was a transcriptional
regulator, yjjQ (SSON53G_RS26020), which had a single, conserved interruption in all lineage
III genomes, and was interrupted in a single lineage I genome. Interruption of yjjQ has been
shown to attenuate virulence in avian pathogenic E. coli3⁵⁰, and this regulator is part of an
operon of regulators that includes bglJ, which regulates the expression of aryl-Beta,
D-glucoside3⁵1. The interruption of either of these genes prevents the expression of this
operon3⁵1. Recently, yjjQ has been shown to act as a transcriptional repressor of the flagellar
operon flhDC in E. coli, in addition to several other virulence-associated genes3⁵2. As Shigella
is non-motile, due to inactive flagella genes, it is possible that yjjQ is no longer required.
Another of the 31 genes, ydiM (SSON53G_RS08475), is known to be involved in metabolism
and is a transporter that helps protect cells against isoprenol toxicity3⁵3. The interruption of
ydiM was mostly conserved within the global III clade of lineage III (60/77 genomes), with
interruptions in two lineage I genomes, and so is likely under negative selection.
To distinguish between the possibilities of negative selection or lack of purifying selection, genic
insertion rates were compared to intergenic insertions, whichwere assumed to be approximately
neutral (Figure 4.11a). Themedian genic insertion rate is similar to the intergenic insertion rate
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(Figure 4.11a). Interruption of genes by IS did not appear to be biased by the gene location -
inactivated genes were distributed across the whole genome (Figure 4.11b). Genes interrupted
by 2-fold more than the intergenic rate fall outside the majority of the distribution, suggesting
that these genes may be enriched for IS interruption. However, some genes that were highly
enriched for interruption (insertions per base >0.01) simply had a high rate of insertion due to
their short gene length (Figure 4.11b).
To identify genes under negative selection based on their IS insertion rate, while controlling for
gene length, a Poisson test was used to identify genes with a significantly higher rate of insertion
than the intergenic rate, which I assumed to be roughly neutral (seeMethods 4.2.7). Three genes
were identified in this analysis as under negative selection - SSON53G_RS04090, a phage tail
protein (7 insertions), SSON53G_RS18825, a fimbrial usher protein (11 insertions) and btuB, a
vitamin B12 receptor (16 insertions).
Across both approaches, btuB was found to be a hotspot for IS insertion. There were 20
genomes containing unique IS interruptions either within btuB or its promoter (Figure 4.12).
An additional seven genomes contained nonsense mutations within btuB, giving a total of 27
genomes with inactivating mutations in btuB or its promoter (Figure 4.12). This gene encodes
a vitamin B12 receptor, which can also function as a receptor for the BF23 bacteriophage and
the bacterial toxin colicin E. Colicin E is usually carried on a small plasmid, together with an
immunity gene that protects the host cell against the toxin. There are nine subtypes of colicin
E, labelled E1 through E9 - all bind to the same receptor, however, they differ in the way they
disrupt cell function3⁵⁴. Colicin E is common amongst E. coli / Shigella, and the inactivation of
btuB has been shown to protect S. sonnei cells lacking the immunity gene against the
bactericidal effects of colicin E3⁵⁵. Colicin E1 and its immunity gene were identified in 46% of
genomes, whilst colicin E3 and its immunity gene were identified in 12% of genomes (see
Methods section 4.2.9). No other colicin E types were found.
As none of the btuB inactivations were conserved, I hypothesised that btuB was under
balancing selection rather than negative selection, losing its function when exposed to colicin
E but reverting to wildtype when no longer exposed in order to retain vitamin B12 receptor
activity which is important for growth. Of the 27 genomes with a btuB inactivation, the
majority (n=20, 74%) carried a colicin E and immunity gene, compared to 78% of genomes
with an intact btuB gene. I then tested for associations between genomes carrying a specific
colicin E subtype and btuB interruptions. Contrary to expectation, btuB inactivation was
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more common amongst genomes that carried the colicin E1 immunity gene (33%) than those
that lacked these genes (13%, OR=3.32, 95% CI [1.26 – 9.31], p=0.008), and none of the 12
genomes that carried a colicin E3 immunity gene had a btuB inactivation.
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Figure 4.11: Intergenic IS insertions in S. sonnei. a, Histogram of number of insertions, per base, per gene.
Intergenic rate of insertion is shown by the red line, 2x intergenic rate of insertion is shown by the blue line. b,
Insertions per base, per gene for each gene in the S. sonnei genome, arranged by genome position on the x axis.
Grey dots indicate genes interrupted by IS at less than the 2x intergenic rate (dashed blue line) shown in panel a.























Figure 4.12: Comparison of btuB interruptions and presence of colicin in each S. sonnei genome. Light blue
bars indicate an uninterrupted copy of btuB, dark blue bars showpresence of an interruption in btuB or its promoter
by either IS ormutation. Locations of btuB interruptions are shown in cartoon above phylogeny, with the promoter
marked as a black arrow. Red and orange bars indicate presence of the colicin E1 toxin or immunity gene. Purple
bars indicate the presence of the colicin E3 toxin or immunity gene.
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4.3.5 Diversification of gene inactivation amongst S. sonnei lineages
I next explored the impact of IS dynamics in diversification of the three S. sonnei lineages. I
examined the rates of genic and intergenic IS insertion across lineages. The rates of genic and
intergenic IS insertion differed between lineages. Lineage III a significantly higher rate of
insertion in genic regions than the other lineages (0.0017% genic bases, compared to 0.0015%
in lineage II and 0.0014% in lineage I, p=9.7x10-1⁵, Kruskal-Wallis test), suggesting that
selection against genic insertions may be weaker in lineage III than lineages I or II. Rates of
intergenic insertion also significantly differed across all three lineages (p=8x10-13, 0.026%
intergenic bases in lineage I, compared to 0.034% in lineage II and 0.032% in lineage III,
Kruskal-Wallis test).
Functional diversification of lineages through gene inactivation has not occurred just through
IS insertion, but also through inactivation by indels or nonsense SNPs. A total of 868 genes
were identified as interrupted across the set of S. sonnei genomes through either IS
inactivation, mutational inactivation, or both. Of these 868 genes, 329 were interrupted by IS
only, 416 were interrupted by mutation only, and 123 were interrupted by both. The number
of conserved inactivations (inactivated in >90% of all S. sonnei genomes) caused by IS only or
mutation only were very similar (n=16 and n=19, respectively). Twenty-four inactivations
caused by either IS or mutation were conserved. These results suggest that IS inactivation and
mutational inactivation perform similar roles in the generation of pseudogenes in S. sonnei.
Overall, there were 59 inactivated genes conserved in >90% of S. sonnei genomes. All lineages
had a similar genome size of (median 4.6 Mbp, range 4.3 - 4.9 Mbp, see Methods 4.2.3). In
addition to these 59 conserved inactivated genes, within lineage I, a further 17 genes were
inactivated amongst all lineage I genomes (Appendix A, Supplementary Table 1). Lineage II
contained 27 additional genes which were inactivated in all lineage II genomes, and lineage III
had an additional 36 genes that were inactivated in all lineage III genomes (Appendix A,
Supplementary Table 1). In all three lineages, genes with conserved inactivations were
frequently also inactivated in > 80% of genomes in other lineages.
Lineage III had the greatest number of inactivated genes per genome (median 161),
significantly higher than those of lineages I or II (median 133, p=2.41x10-⁶; median 114,
p<2.2x10-1⁶; respectively, using Wilcox test, Figure 4.13a). Some inactivated genes were
characteristic of a particular lineage. In lineage I, six genes were inactivated in all lineage I
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genomes, with few inactivations in lineages II or III (Appendix A, Supplementary Table 1). In
lineage II, only three genes were inactivated in all lineage II genomes, with few inactivations in
lineages I or III (Appendix A, Supplementary Table 1). One of these genes is the toxin yhaV,
which is part of the toxin-antitoxin pair prlF-yhaV3⁵⁶. Expression of the yhaV toxin without
the presence of the prlF antitoxin causes the bacterial colony to enter a static growth phase3⁵⁶.
Lineage III contains 21 genes inactivated in all lineage III genomes with few inactivations in
lineage I or II genomes (Appendix A, Supplementary Table 1). Overall, 42% of inactivated
genes conserved in lineage III were not inactivated in any lineage I or II genome, suggesting
that lineage III has undergone more IS-mediated functional diversification than the other
lineages. This is consistent with the higher rate of IS genic insertion within lineage III
compared to lineages I and II.
Next I considered the impact of IS on functional differences between strains belonging to the
same and different lineages, by examining strain-specific pseudogenes. From the 868 genes
interrupted in S. sonnei, 398 (46%) of these were strain-specific. Mutational inactivation
contributed more to strain-specific inactivations than IS inactivations (233 (59%) vs 165
(42%), respectively). When comparing the number of pseudogenes that differed between pairs
of strains, two strains within the same lineage differed at an average of 41 pseudogenes,
compared to two strains in different lineages which differed at an average of 127 pseudogenes
(Figure 4.13c). Again, mutational inactivation contributed more than IS to pairwise
pseudogene differences, both within and between lineages (Figure 4.13c). This suggests that
mutational inactivation contributes more than inactivation by IS in all genomes, and each is
still undergoing functional diversification.
The history of pseudogene formation in the S. sonnei population was reconstructed and
compared to the contribution of IS with other mutations. During the evolution of S. sonnei, it
was inferred that the number of pseudogenes has increased dramatically, with all lineages
seeing an increase in the number of pseudogenes compared to their mrca (Figure 4.13b,
Figure 4.13d). Within lineages I and II, IS inactivations, mutational inactivations, and genes
carrying both types of mutations were roughly equal amongst all extant genomes (median 43,
49 and 41 respectively for lineage I; median 38, 27 and 39 respectively for lineage II) (Figure
4.13a, Figure 4.13d). Amongst lineage III genomes, mutation has contributed significantly
more to inactivation than IS (median 66 vs 44 respectively, using Wilcox test, p<2x10-1⁶)
(Figure 4.13d). Overall, gene inactivation within S. sonnei has increased over time, especially
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Figure 4.13: Accumulation of inactivated genes in each S. sonnei lineage. a, Bar plot with total height of bar
illustrating the median number of inactivated genes in each lineage. Blue, number of genes inactivated by IS;
purple, number of genes inactivated by both IS and mutation; red, number of genes inactivated by mutation. b,
Phenogram showing total number of genes inactivated (by either IS or mutation) at each node, with branches
coloured by lineage. Dark orange circle and dashed lines shows the maximum number of genes that could have
been interrupted in themrca. Light orange circle and dashed lines shows theminimumnumber of genes that could
have been interrupted in the mrca. c, Box plots showing differences in pseudogenes between pairs of strains from
within the same lineage and between lineages, broken down by mutation type. d, Number of inactivated genes in
each genome. Left, phylogenetic tree of S. sonnei, with branches coloured by lineage. Right, bar plot showing total
number of inactivated genes in each genome, coloured by inactivation type as per legend.
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4.4 Discussion
4.4.1 Strengths and limitations
This study showcases how ISMapper can be utilised to examine the impact of IS on the evolution
of bacterial genomes. By merging the population structure of S. sonnei with the presence or
absence of IS insertion sites around the genome, this chapter was able to:
i) examine the differences in IS burden between the lineages of S. sonnei;
ii) reconstruct the history of IS acquisition and loss in S. sonnei;
iii) model the accumulation of IS burden across S. sonnei; and
iv) investigate the impact of IS on gene inactivation and pseudogene formation in S. sonnei,
and their contribution to lineage diversification.
However, there are some important limitations with this approach. ISMapper uses a reference
based approach to identify IS insertion sites, and so can underestimate the total number of IS
in a query genome. IS that are in a region of the genome that is not present in the reference
genome will not be detected. Additionally, the insertion of IS within other IS will also not be
detected. Therefore, the analysis presented is likely to systematically underestimate in the
overall IS burden found within S. soneni genomes, although not in ways that impact on the
interpretation of genome function and selection. The majority of tools presented in Chapter 2
use a mapping approach, similar to ISMapper, and so would also underestimate overall IS
burden. An assembly based approach may be able to overcome the limitation of detecting IS
in regions that are not present in the reference genome, however will still struggle to detect IS
that have inserted within other IS, as these regions are inherently difficult to assemble. Long
read sequencing is likely the only method able to overcome both limitations.
The S. sonnei dataset used in this study contained representatives from the three major
lineages discovered by Holt et al.2⁵⁰, with a diverse geographical and temporal distribution.
However, there are fewer lineage I genomes (n=16) compared to lineage II and III (n=33 and
77, respectively), and the lineage I genomes were more distantly related to each other than
lineage II or III genomes. Greater sampling density of lineage I genomes would aid
comparisons between this lineage and the others.
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Within this dataset, there were few S. sonnei genomes that included sequence from the
virulence plasmid, pINV, in their genomes, at an appropriate level of coverage and depth for
study using ISMapper. The virulence plasmid is often lost during growth on solid media,
making it impossible to sequence3⁵⁷. As the virulence plasmid was missing from 70% of
strains in this dataset, investigation of IS insertion sites on the plasmid was not possible. Given
the differences in chromosomal IS content between lineages in S. sonnei, if full plasmid
sequence was available for all genomes in this dataset, I would expect to see similar differences
in IS content amongst the plasmids within each lineage. Future investigation could also
examine the contribution of IS and mutation to the formation of pseudogenes within the
virulence plasmid.
In this chapter, I attempted to determine the theoreticalmaximum IS load for S. sonnei, based on
the inferred past trajectory of IS activity and assuming a logistic growth model could explain IS
expansion in the S. sonnei genomes. Thismodel predicted an IS saturation point of 398 IS copies
(section 4.3.2). In this model, the three lineages were assumed to be at different points on the
logistic curve, based on the results of the linear regression and differences in gain rates (section
4.3.1). Lineage I was assumed to be on the steeper section of the curve, as the extant lineage I
genomes had a steeper regression curve and similar copy number to the mrca of lineages II and
III.Theplacement of the points on the x-axiswas allowed to vary under themodel, however tight
priors were placed on these values to prevent non-identifiability: in this Bayesian framework,
there were two possible ways to improve the fit of the model - either by shifting the points
on the x-axis, or adjusting the parameters of the curve. If there were not strong priors on the
parameters controlling the location of the points on the x-axis, then the model would likely run
into a plateau of high likelihoods, where there would be infinite combinations of point locations
and line parameters, all with an equally good fit. The posterior distribution of the parameters for
the location of the points on the x-axis was different to their prior distributions, indicating that
the tight priors on these parameters were not overly informative or driving the results (Figure
4.8).
4.4.2 IS in S. sonnei behave differently depending on lineage
Thedata present here indicate that all three lineages of S. sonnei are still undergoing IS expansion,
albeit at different rates. Each lineage is accumulating IS over time, as evidenced by the linear
regression analysis on extant copy number (section 4.3.1) and the modelling of inferred copy
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number at the internal nodes of the tree (section 4.3.2). Additionally, the presence of strain-
specific insertions indicates that transposition activity is still occurring in all genomes (with the
exepction of IS609, section 4.3.1). IS burden in contemporary genomes suggests that lineage I
may be currently accumulating IS faster than lineages II or III. However, combining the inferred
ancestral IS copy numberswith those numbers observed in contemporary isolates, indicates that
either:
i) the mrca of lineages II and III underwent rapid accumulation of IS during the 18th
century (acquiring 55 insertions in 35 years), followed by slower increases in each
lineage in recent years, resulting in a current IS load of 300 IS per genome, while lineage
I has undergone a much more steady increase in IS copy number since its mrca (Figure
4.14a); or
ii) lineages II and III have undergone a fairly steady increase in IS burden since the S. sonnei
mrca (8 IS in 35 years), while the mrca of lineage I lost significant numbers of IS since the





















Figure 4.14: Two different hypotheses for the burden of IS in themrca of S. sonnei. a, Lineages II and III rapidly
accumulate IS, while lineage I accumulates IS at a steadier rate. b, Lineages II and III accumulate IS at a steady rate,
while lineage I rapidly loses IS, then gains additional IS copies later at a more steady rate.
It is difficult to tease apart these two hypotheses as the inference of IS burden at the mrca of all
S. sonnei is not possible with the current data, due to the inability to perform ancestral
reconstruction of IS insertion sites that are found only in the lineage I mrca, but not the mrca
of lineages II and III, and vice versa. Either these sites were present at the root and lost in the
lineage I mrca, or 55 of these sites were absent at the root and gained in the mrca of lineages II
and III, or more likely, there was some combination of these two scenarios.
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Supporting hypothesis i) were the high proportion of IS1 sites in the mrca of lineages II and III.
The proportion of IS1 sites present in the mrca of lineages II and III, but absent in the lineage I
mrca, was higher than the proportion of IS1 sites present in the lineage I mrca, but absent from
the mrca of lineages II and III. IS1 was consistently the top IS on all metrics used to measure
differences in IS behaviour amongst the twelve IS investigated in this dataset (section 4.3.1). IS1
had the highest number of strain-specific insertions (section 4.3.1), and also the highest number
of independent gains across the tree (section 4.3.2), suggesting that IS1 has a high transposition
activity in S. sonnei.
There are two mechanisms that could be responsible for a rapid loss of IS in the lineage I mrca
(hypothesis ii)). Firstly, the lineage I mrca may have undergone large genomic deletions,
resulting in the loss of several IS. If this were the case, lineage I genomes would be smaller than
lineage II or III genomes. However, all lineages had roughly the same size genome (section
4.3.5). Additionally, the majority of inactivated genes conserved in lineage I were also
inactivated in >80% of lineage II and III genomes (section 4.3.5), indicating that lineage I is
not missing large numbers of genes present in lineages II or III. Secondly, IS that transpose via
a cut and paste mechanism, where the IS is excised and moved, rather than copied, may have
resulted in fewer IS in the lineage I mrca if these IS migrated to a different replicon (for
example, the invasion plasmid). Within S. sonnei, only IS4 is known to transpose via a cut and
paste mechanism. However, the proportion of IS4 in the lineage I mrca is similar to the
proportion found in the lineage II/III mrca (section 4.3.2), making this hypothesis unlikely.
Given all these scenarios for both hypotheses, biologically, it seems more likely that the mrca of
lineages II and III rapidly gained IS, rather than lineage I rapidly losing IS. This may have been
caused by some relaxation of control over transposition for IS1 within the lineage II/III mrca
that was not present in the mrca of lineage I.
4.4.3 IS-mediated genome decay is ongoing in S. sonnei
It has previously been suggested that functional gene loss was an important step in the
adaptation of Shigella to the human host, with metabolic genes, motility genes, membrane
genes and transporters often decayed or interrupted in all four species3⁵⁸. IS expansion played
a significant role in the evolution of other pathogens. In Y. pestis, 34% of pseudogenes were
caused by IS-mediated gene interruptions⁶⁰. IS-mediated gene loss was a major evolutionary
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process that contributed to the evolution of B. mallei from B. pseudomallei⁵3. In all of these
examples, IS have contributed to genome decay, where gene inactivation by IS has created
large numbers of pseudogenes. These data indicate that IS have played a substantial role in
functional gene loss in S. sonnei. Of the 868 genes inactivated in at least one S. sonnei genome,
329 were IS-mediated inactivations, with a further 123 inactivations mediated by both IS or
mutation (section 4.3.3).
There was likely a recent evolutionary bottleneck in the mrca of S. sonnei associated with
becoming restricted to the human host. These data suggest that all 12 IS were already present
at the time of this bottleneck and have become fixed in the S. sonnei population. All lineages
appear to be continuing to undergo genome decay, with an increase in the number of
pseudogenes since the S. sonnei mrca. Most notably, lineage III appears to be undergoing the
most genome decay, with significantly more inactivated genes than either lineages I or II.
Several categories associated with sugar synthesis were found to be inactivated in S. sonnei
(section 4.3.4), which may contribute to structure of the outer membrane presented to the
environment. Enrichment for inactivation of these genes suggests that there may be antigenic
variation occurring, driven by selection from the host immune system. This phenomenon has
been observed in several bacteria, where changes to the sugar molecules expressed on the
surface of their cells leads to evasion of the human immune system⁶⁸,⁷⁰,2⁷3.
Loss of function may confer a selective advantage, since loss of fimbriae is known to be an
important step in the evolution of Shigella species from other E. coli3⁴1,3⁵⁹, and prophage
suppression can be beneficial to bacterial hosts⁹⁴. Functional gene loss does not always need to
be permanent, as was shown with the frequent but transient convergent inactivation of btuB
(section 4.3.4). My results indicate that the lack of a colicin immunity gene may not be the
selective pressure behind btuB inactivation. However, there was some positive association
between the presence of colicin E1 and a colicin E1 immunity gene and an inactive btuB gene.
This may be due to an ineffective colicin E1 immunity gene in some strains, and so these
strains still require an inactive btuB receptor. However, btuB is also a receptor for the phage
BF233⁶⁰, and this may explain the high number of genomes within this data set containing
inactivated btuB genes. Lack of conservation of btuB-inactivating IS insertions or mutations in
S. sonnei (each individual interruption affecting btuB was observed in just one isolate and not
passed on, Figure 4.12) suggests that whatever selective pressure is present is temporary, and is
likely balanced by positive selection for btuB activity in the absence of exposure to colicins or
130
§4.5 Summary
phage, as vitamin B12 is ultimately essential for long-term growth.
4.5 Summary
Overall, this chapter provides a novel framework for the investigation of the influence of IS in
the evolution of bacterial pathogens, and reveals the important role that IS have played in the
evolution of S. sonnei. Examination of IS in S. sonnei highlighted the large IS burden in all
S. sonnei genomes, which modelling suggested is still increasing towards an overall load of 398
IS per genome. IS burden differed between lineages, with lineages II and III carrying higher IS
loads compared to lineage I. The role of IS in pseudogene formation and genome decay was
investigated, and demonstrated that IS were still playing a role in pseudogene formation.
However, mutational processes are still responsible for a high proportion of gene inactivation.
Each lineage in S. sonnei were found to be still undergoing genome decay, through




Insertion sequences in Shigella dysenteriae
and Shigella flexneri
Chapter 5: Insertion sequences in Shigella dysenteriae and
Shigella flexneri
5.1 Introduction
This chapter aims to investigate the dynamics of IS in S. dysenteriae and S. flexneri genomes, and
compare these dynamics to S. sonnei. As discussed in Chapter 1, S. dysenteriae and S. flexneri
are two patho-adapted lineages of E. coli that cause dysentry or shigellosis2⁰2. A fourth Shigella
species, S. boydii, is found predominantly on the Indian sub-continent2⁰2. S. boydii is rarely
found outside Bangladesh, and with only 28 genomes available from a study in 20163⁶1, this
species is not analysed in depth in this thesis.
Each Shigella species has undergone genome reduction compared to E. coli, but each species is
at different points in their evolutionary path. S. dysenteriae has the most reduced genome
(3380 genes in a 3.84 Mbp genome, excluding IS), and is mostly associated with epidemics of
dysentery. S. flexneri genomes are much larger than S. dysenteriae. S. flexneri 2a strain 301 has
3905 genes and a 4.28 Mbp genome, excluding IS. S. flexneri usually causes more endemic
disease in developing nations. In some regions of the world, S. flexneri is gradually being
replaced by S. sonnei2⁵1, which has the largest genome (4445 genes, in a 4.56 Mbp genome,
excluding IS). S. boydii has a similar genome size to S. flexneri (4.52 - 4.62 Mbp, including IS).
Previous studies have already described the population structure of S. dysenteriae and
S. flexneri, which was presented in Chapter 1. The genomes from these studies of S. dysenteriae
and S. flexneri are used in this chapter to investigate IS dynamics within these two species. The
population study of S. dysenteriae investigated 325 genomes of S. dysenteriae Sd1, as serotype
Sd1 is the causative agent of all the major dysentery outbreaks since the late 19th century. The
325 S. dysenteriae Sd1 genomes were isolated from 66 countries, spanning the years 1915 -
2011, and included 14 isolates obtained during the First World War2⁶⁰. The phylogeny of these
genomes revealed that S. dysenteriae consisted of four distinct lineages2⁶⁰. I was responsible
for performing BEAST analysis to date the emergence of this species (published in Nature
Microbiology, 2016, Njamkepo et. al.2⁶⁰). I used a smaller subset of 125 genomes, as the full
dataset was too large to reach convergence in BEAST. Based on the analysis of the smaller Sd1
subset, I estimated that the mrca of S. dysenteriae Sd1 existed circa 1747 (95% HPD 1645 -
1822), and has since diversified into four lineages, three of which are globally disseminated
(Lineage I was represented by just one isolate from England, and was separated by 1,200 SNPs
from the rest of the tree)2⁶⁰. Across the subset of 125 genomes the mean nucleotide divergence
between pairs of strains was 0.013%. The mrca of lineages II and III both existed in the late
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19th century - lineage II in 1877 (95% HPD 1865 - 1888) and lineage III in 1889 (95% HPD
1881 - 1897)2⁶⁰. Lineage IV is actually a subclade of lineage III that arose in 1929 (95% HPD
1918 - 1939)2⁶⁰. The same subset of 125 S. dysenteriae genomes are used in this chapter to
investigate IS dynamics in S. dysenteriae.
The largest comparative genomics study to date of S. flexneri is a study of 351 S. flexneri
genomes from Africa, Asia, Central and South America, and historical isolates from North
America and Europe, spanning the years 1914 - 2011 (Connor et. al.2⁶⁴). This study showed
that S. flexneri is the most diverse Shigella species, consisting of seven distinct lineages. Across
all genomes, mean pairwise nucleotide divergence was 0.07%2⁶⁴. Each of the seven lineages
were found to have a similar level of diversity to the entire S. sonnei species, with a mean
pairwise nucleotide divergence of 0.012%2⁶⁴. Due to the diversity found in S. flexneri, each
lineage was dated separately, and no estimate was obtained for the mrca of all S. flexneri. Dates
for the mrca of each lineage varied. Lineages 1, 2, 4 and 6 were the oldest, with their mrca
existing between 1341 and 16492⁶⁴. Lineages 3 and 5 were more recent, with mrca’s in the early
19th century2⁶⁴. Each lineage contains at least one genome collected since 20082⁶⁴. All seven
lineages were present on multiple continents, and contained representatives from multiple
serotypes and multiple geographic locations, suggesting that there has been long-term
colonisation of lineages that co-exist with other lineages in the same geographic contexts2⁶⁴.
All 351 genomes in the Connor et. al.2⁶⁴ study are used in this chapter to investigate IS
dynamics in S. flexneri.
5.1.1 Aims
This chapter explores the IS dynamics within S. dysenteriae and S. flexneri using a subset of 125
S. dysenteriae genomes and the phylogenetic structure from Njamkepo et. al.2⁶⁰, and all 351
S. flexneri genomes and phylogenetic structure from Connor et. al.2⁶⁴. Similar methods used
for studying IS dynamics in S. sonnei (Chapter 4) have been applied here to both data sets.
The specific aims of this study were:
i) To investigate the burden of IS within S. dysenteriae Sd1, and differences in IS content
and behaviour between lineages;
ii) To investigate the burden of IS within S. flexneri, and differences in IS content and
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behaviour between lineages;
iii) To compare the behaviour of IS between three Shigella species;
iv) To understand the differences in IS dynamics between each Shigella species and the
expansion of IS within Shigella and the rest of E. coli; and
v) To examine the impact of IS on genome decay and functional diversification within each
Shigella species.
IS insertion sites were detected with ISMapper in all 125 S. dysenteriae genomes and all 351
S. flexneri genomes to examine burden within each species and each lineage within species
(sections 5.3.1 and 5.3.2). The burden and behaviour of IS in S. dysenteriae and S. flexneri were
compared with S. sonnei, revealing five IS common to all three Shigella species that had
undergone signficant expansion (section 5.3.3). The distribution of these five common IS was
investigated in a sample of 1000 E. coli genomes, representative of the wider E. coli population
(section 5.3.4). To explore the dynamics of IS in pathogenic E. coli lineages, and compare this
to the three patho-adpated Shigella species, IS expansion in three well known human
pathogenic E. coli lineages was examined (section 5.3.4). To examine the role of IS in gene in
activation across all three Shigella species, the contribution of IS and mutational inactivation
was compared in S. dysenteriae and S. flexneri (sections 5.3.5.1 and 5.3.5.2). Gene inactivations
in the three Shigella species were compared to investigate and compare the amount of genome
decay ongoing in each species (section 5.3.5.3).
5.2 Methods
5.2.1 S. dysenteriae data and analysis
The S. dysenteriae data contained of 125 genomes from Njamkepo et. al..2⁶⁰, sequenced on the
Illumina platform, generating 100 - 146 bp paired end reads, with an average read length of 115
bp. Average read depth was 193x (range = 31.8x - 2889x). IS were identified in the complete
reference genome S. dysenteriae Sd197 (accession NC_007606) in the same manner as S. sonnei,
to created an IS-free S. dysenteriae Sd197 reference genome (doi: 10.4225/49/589c305ea8b91,
see section 4.2.1). Six IS were detected in the complete S. dysenteriae Sd197 reference genome
for downstream analysis - IS1, IS2, IS4, IS600, IS911 and ISEc8. IS insertion sites for each IS
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were detected in all 125 genomes using ISMapper with default settings, against the IS-free Sd197
reference. The presence or absence of each IS site on each internal node of the phylogeny was
determined using maximum parsimony ancestral state reconstruction, as described in section
4.2.5. Identification of non-synonymous SNPs and intergenic indels was conducted using the
same method as section 4.2.2, using the IS-free Sd197 reference genome.
All genes in the IS-free Sd197 reference genome were assigned a functional category with RAST,
using the same methods as section 4.2.1.
5.2.2 S. flexneri data and analysis
The S. flexneri dataset consisted of 351 genomes from Connor et. al.2⁶⁴, sequenced on the
Illumina HiSeq, generating 100 bp paired end reads, with an average read length of 102 bp.
Average read depth was 102x (range 18.9x - 419x). IS were identified in the complete reference
genome S. flexneri 2a strain 301 (accession AE005674), creating an IS-free S. flexneri 2a strain
301 reference genome (doi: 10.4225/49/589c30d1e976b, see section 4.2.1). Twelve IS were
detected for downstream analysis - IS1, IS2, IS4, IS600, IS609, IS911, IS1203, IS150, ISEc17,
ISEhe3, ISSlf3 and ISSfl4. Locations for each IS were detected in each of the 351 genomes
using ISMapper with default settings, against the IS-free reference strain 301. The presence or
absence of each IS site on each internal node of the phylogeny was determined using
maximum parsimony ancestral state reconstruction, as described in section 4.2.5.
Identification of non-synonymous SNPs and intergenic indels was conducted using the same
method as section 4.2.2, using the IS-free reference strain 301.
All genes in the IS-free strain 301 reference genome were assigned to a functional category with
RAST, using the same methods as section 4.2.1.
5.2.2.1 S. flexneri phylogenies
All 351 genomes were mapped to reference genome S. flexneri 2a strain 301 using RedDog
v1b.9 to call SNPs for phylogenetic analysis. SNPs in repeat regions (defined as IS, detected in
section 5.2.2, or phage, detected using PHAST3⁶2) were removed. The resulting alignment of
40,073 SNPs were used to construct a maximum likelihood phylogeny using RAxML v8.2.83⁶3,
137
Chapter 5: Insertion sequences in Shigella dysenteriae and
Shigella flexneri
with a GTR+Γ substitution model and ascertainment bias correction. BEAST analysis was not
performed on the full dataset, due to the large number of genomes in the alignment.
5.2.3 Identification of IS in S. boydii genomes
Two complete S. boydii genomes (Sb227, accession NC_007613; CDC 3083-94, accession
NC_007613) were analysed using ISSaga3⁴2 to identify IS present in S. boydii. Only IS with
>80% nucleotide identity that were not identified as pseudogenes or probable false positives
were considered present in each genome.
5.2.4 Identifying orthologous genes in Shigella
Orthologous genes were determined by comparing each IS-free Shigella reference genome to
another using the reciprocal shortest distance algorithm
(https://github.com/todddeluca/reciprocal_smallest_distance)3⁶⁴. Default parameters and the
BLAST v2.2.30+ were used.
5.2.5 IS1 sequence analysis
To investigate the differences in IS1 sequences between Shigella and E. coli, IS1 sequences were
extracted from S. sonnei references 53G and Sso46, S. flexneri 2a strain 301 and 2a 2457T,
S. dysenteriae Sd197 and 10 E. coli genomes (Table 5.1). Completed genomes were used for
this analysis, since the Illumina read sets are too short to resolve sequence variation between
IS1 copies. IS1 sequences were identified in each genome by searching for the IS1 reference
(ISFinder accession M37615) using BLAST+ v2.2.302⁶⁷. All IS1 sequences were aligned with
MUSCLE v3.8.313⁶⁵. RAxML v8.2.83⁶3, with a GTR+Γ model, was used to infer a phylogenetic
tree of all IS1 sequences. Alignments of IS1 sequences from each Shigella species were
manually inspected to look for mutations within the insA and insB frameshift region.
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Table 5.1: Genomes and accessions used for IS1 phylogeny.
Accession Genome # IS1
copies
Sequencing Method Sequencing Group
NC_016822 S. sonnei 53G 166 Capillary sequencing Wellcome Trust
Sanger Institute




154 Capillary sequencing Chinese Ministry of
Public Health
AE005674 S. flexneri 2a str.
301
109 Capillary sequencing Chinese Ministry of
Public Health
AE014073 S. flexneri 2a str.
2547T
105 Capillary sequencing University of
Wisconsin-Madison
NZ_CP008957 E. coli O157:H7
str. EDL933




AP009378 E. coli str. SE15 3 454 and Sanger
sequencing
University of Tokyo
NC_018658 E. coli O104:H4
str. 2011-C




NC_013353 E. coli O103:H2
str. 12009
1 Capillary sequencing University of Tokyo
AE014075 E. coli str.
CTF073
1 Capillary sequencing University of
Wisconsin-Madison
CP014197 E. coli str.
MRE600








NC_008563 E. coli str.
APEC01
2 Capillary sequencing Iowa State University
NC_011415 E. colistr. SE11 1 Capillary sequencing University of Tokyo
NC_010473 E. coli K12 substr.
DH10B
11 Capillary sequencing University of
Wisconsin
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5.2.6 E. coli data and analysis
1000 E. coli genomes from GenomeTrackr, collected by Ingle et. al.3⁶⁶, were used as a
representative sample of the E. coli population, as the sample of genomes contained a range of
both human and animal isolates from foodborne outbreaks. Across all E. coli, there are ~2, 200
genes shared amongst all isolates3⁶⁷. As such, there is no close reference genome for all
genomes in the population. Therefore, IS detection with a reference-based approach as
implemented in ISMapper was not appropriate for this dataset. As an alternative method of
estimating IS copy number, each Shigella or E. coli readset was mapped to IS1, IS2, IS4, IS600
and IS911 references and the seven loci of the Achtman MLST scheme using SRST2 v0.2.03⁶⁸.
The genomes had already been assigned to 161 eBURST groups based on MLST data by Ingle
et. al.3⁶⁶, with a single ST usually forming the majority of genomes within each eBURST group.
Rare eBURST groups were defined as groups that contained less than ten genomes. These rare
eBURST groups were combined together, leaving 12 major eBURST groups (n ≥ 11 genomes)
in addition to the rare groups (total of 355 genomes from 176 rare groups). To obtain an
approximate copy number for each IS within each eBURST group, the mean read depth at
each IS, calculated by SRST23⁶⁸ based on mapping to the reference IS sequence using
bowtie22⁹⁷, was divided by the mean read depth across the MLST loci (i.e. single copy
chromosomal genes), calculated in the same manner, and averaged across all genomes of the
same eBURST group.
5.2.7 Detection of IS in ST131, ST11 and O104:H4 E. coli
To investigate whether IS expansion has occurred in other pathogenic lineages of E. coli, three
different clonal lineages representing different pathotypes and STs of E. coli were obtained.
ST131 uropathogenic E. coli (UPEC) (n=82) and reference strain SE15 (accession
AP0093783⁶⁹) were collated from two separate studies3⁷⁰,3⁷1. ST11 enterohemorrhagic E. coli
(EHEC) (n=199) were extracted from the MLST results of the 1000 GenomeTrackr genomes
collected by Ingle et. al.3⁶⁶. The ST11 reference genome selected was E. coli O157:H5 strain
EDL933 (accession NZ_CP0089573⁷2). Representatives of the German outbreak clone
O104:H4 (n=36)3⁷3 with reference E. coli strain 2011C-3493 (accession NC_018658) were
obtained from NCBI.
ST131 reads had an average read length of 100 bp, and an average read depth of 60x (range 34x
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to 202x). ST11 reads had an average read length of 170 bp, and an average read depth of 80x
(range 16x to 245x). O104:H4 reads had an average read length of 98 bp, and an average read
depth of 57x (range 8x to 214x).
IS were identified in each E. coli reference genome using the ISSaga3⁴2, as described in section
4.2.1. This revealed five IS in ST131, nine IS in ST11 and thirteen IS in O104:H4. For each
lineage, the IS detected in their reference were used as queries with ISMapper to identify the IS
insertion sites in each genome of that lineage.
5.3 Results
5.3.1 IS distribution in S. dysenteriae Sd1
Six IS were identified in S. dysenteriae Sd1, belonging to four different IS families (Table 5.2). A
total of 609 different IS insertion sites were detected, with a median number of 198 IS copies per
genome (Figure 5.1f). All four lineages contained a similarmedian number of IS copies (lineage
I, 188 (single genome); lineage II, 197; lineage III, 201; lineage IV, 197; Figure 5.1d), and there
was little difference in the relative proportion of the various IS between lineages (Figure 5.1e-f).
Overall, 161 IS insertion sites were conserved in >90% of all S. dysenteriae genomes. Despite
similarities in IS copy number between lineages, the abundant lineages II, III and IV could be
distinguished by PCA analysis of their specific IS insertion sites (PC1 - 14.7% variation, PC2 -
5.7% variation) (Figure 5.1c, Figure 5.2).
IS1was themost abundant IS, contributing to approximately 60% of all IS insertion sites in each
genome (Figure 5.1a, Table 5.2). The next most abundant were IS600 (20%) and IS2 (11%), with
the remaining IS, IS4, IS911 and ISEc8 contributing to less than 5% of sites each (Figure 5.1a,
Table 5.2). Only one ISEc8 insertion site was observed, which had been lost in four genomes.
Despite the collection comprising isolates spanning 100 years, there was no evidence of
increased IS copy number during this time. Linear regression of isolation date and IS copy
number in each genome was no evidence of a linear relationship between IS copy number and
year of isolation within lineages II and III (R2 0.7% and 3.3% respectively, p > 0.3, see Figure
5.3). Lineage IV showed a statistically significant relationship (p=0.044) between isolation
date and IS copy number, with IS copy number increasing by approximately 0.13 IS insertion
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sites year-1, however the R2 value indicates that this relationship explains only 6% of the
variation, and this lineage has only been evolving for ~40 years (Figure 5.3). Ancestral state
reconstruction inferred ~200 IS at the mrca S. dysenteriae and the mrca of each lineage, similar
to the IS copy number found in extant genomes (Figure 5.1e).
To assess current IS activity, strain-specific IS insertions were tallied for each IS. IS600 and IS1
were the most active, with over 100 strain-specific positions each (Figure 5.1b, Table 5.2). IS2
and IS911 had similar activity levels, with 21 and 27 strain-specific sites, respectively (Table 5.2).
Together with the linear regression and ancestral state reconstruction, these data indicate that
IS copy number is no longer increasing in S. dysenteriae, however, this is not due to inactivity
of the IS, but rather is balanced by both gain and loss events, consistent with having reached a
maximum IS saturation (Figure 5.2, Figure 5.1e).
Table 5.2: IS detected in 125 S. dysenteriae genomes using ISMapper analysis.






IS1 IS1 227 0.59 112
IS600 IS3 222 0.20 137
IS2 IS3 49 0.11 21
IS911 IS3 40 0.045 27
IS4 IS4 20 0.045 6
ISEc8 IS66 1 0.005 0
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Figure 5.1: Burden of IS within S. dysenteriae. a, Box plots of IS proportion for each IS within the genome, with
IS family indicated across top. b, Bar plots showing the number of strain-specific insertion sites for each IS, with
IS family indicated across top. c, PCA of IS profiles for each genome, illustrating that lineages can be separated
based on their IS profile. d, Box plots showing range of copy numbers within each lineage (lineage I not shown as
it consists of a single isolate). e, Maximum clade credibility tree from Njamkepo et. al.2⁶⁰, with branches coloured
by lineage. Dates indicate time of ancestor at major nodes, numbers in brackets show inferred IS copy number at
that node. f, Bar plots showing total copy number of each IS for each isolate in the tree, with segments coloured
by IS as per legend.
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II: R2 = 0.007  p = 0.67  slope = 0.19 
III: R2 = 0.033  p = 0.31  slope = 0.004 
IV: R2 = 0.06    p = 0.04  slope = 0.13 
Figure 5.3: Scatterplot of total IS copy number in each genome, against the year genome was isolated. Dots
coloured by lineage, as per legend. Lines show linear regressions for each lineage.
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5.3.2 IS distribution in S. flexneri
Twelve IS were detected in S. flexneri, belonging to six IS families (Table 5.3). In total, 1,778
different IS insertion sites were found across all 351 S. flexneri genomes. Copy number varied
widely by lineage, ranging from a median IS copy number of 139 in lineage 4, to a median of
224 in lineage 3 (Figure 5.4d-f). Lineages did not significantly differ in their genome size (p=0.4,
Kruskal-Wallis test). In addition to copy number variation, each lineage had a distinct profile
of IS insertion sites (Figure 5.6). Each lineage could be distinguished by PCA analysis of their
IS insertion sites (PC1 - 36% variation, PC2 - 13% variation)(Figure 5.4c).
IS1 contributed the most to overall IS copy number, with 40% of all IS in a genome belonging
to IS1 (Figure 5.4a, Table 5.3). The next most abundant were IS600, IS2, and IS4, with relative
abundances of 15%, 12% and 9% respectively (Figure 5.4a, Table 5.3).
There was some variation in copy number within lineages, however, only lineage 3 showed a
significant relationship between isolation date and IS copy number (p=0.009), with an
accumulation of approximately 0.16 IS insertion sites year-1, however the R2 indicates that this
relationship explains only 5% of the variation (Figure 5.5). IS activity was assessed by
calculating the number of strain-specific insertions for each IS. IS1 was found to be the most
active IS, with 305 strain-specific IS insertions Figure 5.4b). IS911 was also found to be very
active, with 143 strain-specific IS insertions, followed by IS2 and IS600, both with ~80
strain-specific sites (Figure 5.4b).
In most lineages, IS copy number in the mrca of each ancestor were similar to the median copy
number in extant genomes, indicating that IS copy number has not significantly expanded since
the divergence of each lineage (Table 5.4). The exception is lineage 7, which has almost doubled
the number of IS copies in its genome compared to the number inferred to be present in its
mrca (Table 5.4). Hence for the majority of lineages, there was no evidence of IS copy number
increase over the sampling timeof ~100 years, suggesting that each S. flexneri lineage is no longer
undergoing IS expansion. However, the heatmap data, plus the strain-specific insertions, show
that IS activity is still occurring, but is balanced by deletions, and this activity is not resulting in
an increased copy number.
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Table 5.3: IS detected in 351 S. flexneri genomes using ISMapper analysis.






IS1 IS1 899 0.42 305
IS911 IS3 233 0.06 143
IS2 IS3 207 0.13 81
IS600 IS3 187 0.14 71
IS4 IS4 97 0.11 27
IS1203 IS3 72 0.038 24
ISSfl3 IS66 49 0.024 14
ISEhe3 IS3 11 0.018 4
ISSfl4 IS110 10 0.027 1
ISEc17 IS3 8 0.019 2
IS609 IS200/IS605 3 0.011 0
IS150 IS3 2 0.007 0
Table 5.4: Number of IS copies in the ancestors of each lineage in S. flexneri, as estimated by maximum parsimony,
compared to the median number of IS copies found in extant genomes of that lineage. Divergence dates are those






lineage 1 191 194 1660
lineage 2 132 165 1544
lineage 3 215 224 1848
lineage 4 93 139 1341
lineage 5 162 169 1822
lineage 6 168 170 1530
lineage 7 86 146 NA
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Figure 5.4: Burden of ISwithin S. flexneri. a, Box plots showing proportion of each ISwithin the genome, with IS
family indicated across top. b, Bar plots showing the number of strain-specific insertion sites for each IS, with with
IS family indicated across top. c, PCA of IS profiles for each genome, showing that lineages can be separated based
on their IS profile. d, Box plots showing range of IS copy numbers within each lineage. e, Maximum likelihood
phylogeny of all 351 S. flexneri genomes from Connor et. al.2⁶⁴, with branches coloured by lineage. f, Bar plots





























































































































































































































































1: R2 = 0.03     p = 0.13   slope = -0.08 
2: R2 = 0.06     p = 0.06   slope = 0.22   
3: R2 = 0.05     p = 0.009 slope = 0.16    
4: R2 = 0.04     p = 0.51   slope = -0.08   
5: R2 = 0.17     p = 0.27   slope = -0.18   
6: R2 = 2x10-4  p = 0.94   slope = 0.004  
7: R2 = 0.003  p = 0.83   slope = -0.08   
Figure 5.5: Scatterplot showing total IS copy number in each genome, against the year genome was isolated.
Dots are coloured by lineage as per legend, with lines showing a best fit linear regression for each lineage.
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5.3.3 Similarities and differences between IS dynamics in each Shigella
species
The frequency of IS insertion per base in each species varied. S. sonnei had the highest frequency
of IS per base (6.25x10-⁵, Table 5.5), followed by S. dysenteriae (5.13x10-⁵, Table 5.5) and then
S. flexneri (4.52x10-⁵, Table 5.5). This suggests that the lower burden of IS in S. dysenteriae
cannot be explained simply due to its small genome, as it has a higher rate of IS per base than
S. flexneri, which has a larger genome than S. dysenteriae.
The three Shigella species had five IS in common - IS1, IS2, IS4, IS600 and IS911. IS1
contributed the most to overall IS copy number in all three species (42-59%, see Figure 5.7).
IS600 contributes a further 14-20%, followed by IS2 (10-13%) and IS4 (4.5-11%) (Figure 5.7).
These five IS contributed to 99% of all IS copies within S. dysenteriae, 86% in S. flexneri and
84.6% in S. sonnei (Figure 5.7a). S. flexneri contained six IS that were not found in any other
Shigella - IS1203, IS150, ISEc17, ISEhe3, ISSfl3 and ISSfl4. S. sonnei also contained six IS not
found in any other Shigella - IS21, IS630, ISEc20, ISSso1, ISSo4 and ISSo6. S. dysenteriae
contained only a single IS that was not found in the other Shigella, ISEc8. Despite different
specific IS types found in each Shigella species, these IS types belonged to only a few families
(IS3, IS110 and IS66), most of which were found in at least two Shigella species. The
exceptions were the IS21 family and the IS630 family, which were only found in S. sonnei. For
each Shigella species, the IS types not found in other Shigella species contributed to less than a
quarter of overall burden in S. sonnei and S. flenxeri (Figure 5.7a).
Although there are few S. boydii genomes available for analysis, to investigate if the five common
IS found in the other three Shigella species were present in S. boydii, I used ISSaga to identify
all IS present in two S. boydii reference genomes, Sb227 and CDC 3083-94 (see Methods 5.2.3).
All of the five common IS were also found in both S. boydii genomes. Overall, S. boydii Sb227
carried an additional 13 different IS types, in addition to the five common IS. Five of these IS
(IS1203, ISEc20, ISSso1, ISSso6 and ISSfl3) were also found in at least one of the other three
Shigella species. S. boydii CDC 3093-94 carried the same 13 IS as Sb227, and an additional four
others - IS609, ISEc22, ISEc8 and ISKpn24. IS609 was also found in S. flexneri and S. sonnei,
and ISEc8 was also found in S. dysenteriae. All other IS types found in S. boydiiwere only found
in S. boydii (IS682, ISEc27, ISEc47, ISSfl10, ISEc43, ISEc22, ISEc8, ISKpn14 and ISKpn24).
Each of the five common IS showed evidence of ongoing IS activity within S. sonnei,
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S. dysenteriae and S. flexneri, as measured by the number of strain-specific IS insertions for
each IS. To enable comparison of the number of strain-specific insertions across the three
species, the numbers of strain-specific insertions were normalised by the number of
strain-specific SNPs. S. sonnei had the highest activity level as measured by strain-specific
insertions (0.12, compared to 0.04 in S. dysenteriae and 0.03 in S. flexneri, Table 5.5) In all
species, IS1 has been the most active (Table 5.5). Activity levels for the three IS3 family
members (IS2, IS600 and IS911) differed depending on species. IS600 was very active in
S. dysenteriae, in comparison to S. flexneri, where IS911 had a high activity level. IS2 was most
active in S. sonnei. In all species, IS4 showed very low levels on activity.
Despite the evidence for expansion of IS1, IS2, IS4, IS600 and IS911 in all species, and ongoing
activity of all IS, only S. sonnei showed evidence of ongoing net IS expansion, with increasing
IS copy number in all three lineages. S. dysenteriae and S. flexneri must have undergone IS
expansion at some point in their evolutionary history, however this expansion has since
stabilised and IS copy number is no longer increasing.
To understand how IS content varies between pairs of strains across each Shigella species, I
compared the percentage nucleotide diversity within and between lineages of each species
with the number of IS that are either shared or not shared within and between lineages for
each species (Table 5.5). All three Shigella species showed a high percentage of IS insertion
sites that were shared between pairs of strains belonging to the same lineage (>80%, see Table
5.5). S. dysenteriae had a similar percentage of IS insertion sites shared between pairs of strains
within lineages, as those shared between lineages (Table 5.5), indicating that S. dysenteriae
genomes share very similar IS insertions regardless of lineage, although the lineages have
diverged sufficiently to distinguish them based on IS profiles (Figure 5.1c). This relationship is
similar to the within and between lineage nucloetide diversity in S. dysenteriae (Table 5.5). In
contrast, S. sonnei, which had a similar level of nucleotide diversity between lineages, but had
only half of IS insertion sites shared between strains of different lineages (Table 5.5). This
contrast of IS content in the lineages in S. sonnei and S. dysenteriae is reflected in the number
of IS insertion sites that are not shared between strains of the same or different lineages in
these two species. In S. dysenteriae, few IS insertion sites are different between pairs of strains
within the same or different lineages (Table 5.5). In S. sonnei, almost half of the IS insertion
sites in pairs of strains of different lineages are not shared (Table 5.5). Altogether, these results
show that despite similarities in nucleotide diversity between lineages in S. dysenteriae and
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S. sonnei, IS content between lineages is more diverse in S. sonnei than S. dysenteriae.
S. flexneri has the highest level of nucleotide diversity between lineages, though strains in the
same lineage have a similar nucleotide diversity level to all strains in S. dysenteriae (Table 5.5).
Differences in IS content between S. flexneri lineages are greater than differences in IS content
found between S. sonnei or S. dysenteriae lineages - in S. flexneri, only a third of IS insertion
sites are shared between pairs of strains from different lineages (Table 5.5).
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Figure 5.7: Comparison of burden for five IS found in each Shigella species. Proportion of five common IS, IS1,
IS2, IS4, IS600 and IS911 in all three Shigella species. Median IS copy number in each species is labelled in black
at the top of each bar.
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Table 5.5: Comparison of nucleotide and IS diversity in each Shigella species. For E. coli, the mean value across all
genomes is shown, with the minimum and maximum values in brackets.
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51 (16%) 27 (13%) 44 (19%)
between
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174 (47%) 39 (18%) 195 (67%)
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0.12 (593) 0.04 (303) 0.03 (672)
strain-specific
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0.04 (220) 0.02 (112) 0.014 (305)
strain-specific
IS2
0.03 (128) 0.003 (21) 0.004 (81)
strain-specific
IS4
0.004 (21) 0.0008 (6) 0.001 (27)
strain-specific
IS600
0.01 (74) 0.02 (137) 0.003 (71)
strain-specific
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5.3.4 Comparing IS in E. coli with Shigella
Previous studies have shown that Shigella species have reduced genomes and a large number
of IS, compared to E. coli. The previous section demonstrates that S. sonnei, S. dysenteriae and
S. flexneri have each undergone expansions of the same five IS. S. sonnei has the largest genome
of the three (4.9 Mbp), similar to most other E. coli, and is still accumulating IS, while S. flexneri
and S. dysenteriae have reduced genomes (4.6 Mbp and 4.3 Mbp, respectively) and each appear
to have reached IS equilibrium. IS transposition is still occurring in S. dysenteriae and S. flexneri,
but this is balanced by loss of IS, so their overall IS copy numbers are stable. This section aims
to place these findings in the context of IS dynamics in the wider E. coli population, and answer
the following questions:
i) are the five IS found that have undergone expansion in all Shigella species also found in
other E. coli? and;
ii) are other pathogenic lineages ofE. coli undergoing IS expansion, or is this a unique feature
of Shigella?
To investigate burden of the five common IS within E. coli, 1000 publically available genomes
from the GenomeTrackr project, which involves sharing foodborne bacteria by public health
agencies, were investigated. Because of thewide range and diversity of theE. coli genomes in this
dataset, which share only a small component of their core genome, a reference-based approach
such as ISMapper analysis was not suitable for this comparison. An alternative mapping-based
approach was therefore applied to estimate copy number in the E. coli and Shigella genomes (see
Methods section 5.2.6). The IS copy number in each Shigella species estimated by this method
was different to the IS copy number estimated using ISMapper (medians 311 vs 292, respectively,
in S. sonnei; 147 vs 198 in S. dysenteriae; 236 vs 198 in S. flexneri). The IS copy number estimated
using a reference-free approach was usually inflated compared to the ISMapper estimate.
Using the reference-free method to estimate IS depth ratio, across all E. coli the median burden
of these five IS was 15 (range 4 to 44), significantly lower than the IS copy number found in
each Shigella species (medians: S. sonnei, 292; S. flexneri, 198; S. dysenteriae, 198). These data
showed no evidence of expansion of the five IS common to Shigella in any of the E. coli groups
(Figure 5.8).
As the five common IS were not found to be expanded in the pathogenic lineages of the 1000
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E. coli genomes, I asked whether pathogenic lineages of E. coli may contain high burdens of IS
that are not one of the five common IS found in Shigella. To explore this, expanded datasets of
three pathogenic E. coli lineages were collected: 82 ST131 (UPEC) genomes, 199 ST11 (EHEC)
genomes and 36 O104:H4 outbreak genomes. The full complement of IS within these lineages
was investigated using ISMapper (Table 5.6), to map IS insertions relative to a reference
genome within each lineage, and the results compared with the ISMapper results for Shigella
(Figure 5.9a). There were a median of nine IS insertions found in the ST131 genomes, with a
maximum of 24 IS insertions, significantly lower than the copy numbers found in Shigella
using ISMapper analysis (Figure 5.9a). The median IS copy number found in ST11 was 49
(Figure 5.9a). Median IS copy number in O104:H4 was 17 (Figure 5.9a). These data showed
that all three pathogenic lineages had significantly fewer IS than the three Shigella species
(p=2.2x10-1⁶ for all comparisons, Wilcox test). Additionally, unlike each Shigella species, none
of these pathogenic lineages had a high IS1 burden (Table 5.6). In all cases, a different IS
contributed the most to burden - ISEc12 in ST131 (copy number 0-6), IS1203 in ST11 (copy
number 4-35), and ISEc23 in O104:H4 (copy number 1-12) (Figure 5.9b).
The previous results show that overall, the five common IS in Shigella are present but not
expanded in the wider E. coli population (Figure 5.8), and that the most well known
pathogenic lineages of E. coli investigated do not have a high IS copy number compared to that
of Shigella species (Figure 5.9a). The most striking difference in IS copy number between
Shigella and other E. coli is the prevalence of IS1 within Shigella genomes, although all five IS
showed evidence of expansion in Shigella (Figure 5.8). As many of the Shigella-expanded IS,
including IS1, are present in most E. coli genomes, this raises the question of why they have
not undergone expansion in other E. coli lineages? Increased IS1 transposition activity within
Shigella could be due to multiple factors, such as: mutations in the frameshift region altering
proportions of InsA and InsAB’ product which control the rate of transposition, changes in
host factors that influence transposition activity, or relaxation of purifying selection in Shigella
genomes following host restriction.
To understand why IS1 is expanded in all three Shigella species, and none of the E. coli lineages,
I compared IS1 sequences extracted from the three Shigella species and ten E. coli reference
genomes. The resulting phylogeny shows that the majority of IS1 sequences present each
Shigella species are derived from sequences present in the wider E. coli population, which have
then diversified within each Shigella population (Figure 5.10). There has been a small amount
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of transfer of IS1 sequences from S. dysenteriae into E. coli APEC01 (Figure 5.10). No
mutations were observed that could explain the expansion of IS1 within Shigella. When
comparing alignments of IS1 sequences across each Shigella species, none of the IS1 sequences
in each Shigella species had the A7C or GA2A3C motif within the frameshift region of insA and




























































































































Figure 5.8: Burden andproportions of the five common IS in Shigella andE. coli Line graph indicating estimated
burden of each of the five common IS in all three Shigella species and several E. coli STs. Burden is estimated as the


























































































































































































Figure 5.9: Comparison of IS content in the three Shigella species and three pathogenic E. coli lineages. a,
Box plots showing IS copy number in each Shigella species and each pathogenic lineage of E. coli, estimated using
ISMapper. b, IS copy numbers for each pathogenic E. coli lineage, estimated using ISMapper. Boxplots illustrating
IS copy number for all IS detected in ST131, ST11 and O104:H4. Highlighting indicates IS found in at least one
Shigella species, coloured by IS family, as per legend.
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E. coli  str. MRE600
S. sonnei  53G
S. flexneri 2a str. 254T
S. sonnei  Sso46
E. coli  O104:H4 str. 2011-C
E. coli K12 str. DH10B
E. coli APEC01
E. coli   str. MRE600
E. coli  str. MRE600
E. coli  str. MRE600
E. coli  str. MRE600
E. coli  str. MRE600
E. coli  str. MRE600
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E. coli  str. MRE600E. coli  str. MRE600
E. coli  str. MRE600
E. coli  str.  SE15
E. coli  str. MRE600
E. coli  O177:H21
E. coli  O104:H4 str. 2011-C
E. coli  O104:H4 str. 2011-C
E. coli APEC01
E. coli  str. MRE600
E. coli  str. MRE600







S. dysenteriae Sd197S. dysenteriae Sd197
S. dysenteriae Sd197 S. dysenteriae Sd197
E. coli  str. MRE600
Figure 5.10: Maximum likelihood phylogeny of 827 IS1 sequences sourced from ten E. coli reference genomes
and five Shigella genomes. The phylogeny is midpoint rooted. Branches have been collapsed to highlight
relationships between groups. Branches are coloured by the species the IS1 sequence was extracted from. Pink
- E. coli; green - S. sonnei; purple - S. dysenteriae; orange - S. flexneri.
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Table 5.6: IS found in each pathogenic E. coli lineage, with their family and the mean proportion per genome.





ST131 IS1 IS1 127 0.17 97
ISEc23 IS66 84 0.25 57
ISEc12 IS21 35 0.36 15
ISEc38 ISL3 1 0.11 0
IS609 IS200/IS605 1 0.11 0
ST11 IS1203 IS3 625 0.38
ISEc8 IS66 96 0.29 30
ISSoEn2 IS256 20 0.03 3
IS682 IS66 13 0.09 1
ISEc49 IS66 7 0.07 1
IS1 IS1 7 0.02 5
IS609 IS200/IS605 6 0.04 0
ISEc1 ISAs1 6 0.07 0
O104:H4 ISEc23 IS66 63 0.26 19
IS1203 IS3 59 0.07 22
IS421 IS4 58 0.15 9
ISEc8 IS66 49 0.11 13
IS621 IS110 39 0.04 1
IS1 IS1 29 0.07 17
IS26 IS26 19 0.07 0
ISKpn26 IS5 18 0.12 2
ISEc45 IS110 17 0.05 4
ISSd1 IS3 15 0.04 4
IS100kyp IS21 8 0.02 0
IS609 IS200/IS605 5 0.007 1
ISEc38 ISL3 5 0.001 2
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5.3.5 Functional impact of IS on gene inactivation in Shigella
As discussed in Chapter 1, each species of Shigella has independently evolved to cause a similar
disease phenotype. Much of that evolution has involved pseudogene formation, which results
in loss of gene function, and IS have played a significant role in this. In this section I start by
investigating gene inactivation within S. dysenteriae and S. flexneri individually, before
comparing gene inactivation across all three Shigella species. The following questions are
addressed:
i) do all three Shigella species have similar levels of purifying selection;
ii) are there gene functions significantly enriched for inactivating mutations; and
iii) are there genes or functional groups that are frequently inactivated in two more more
Shigella species?
5.3.5.1 Gene inactivation in S. dysenteriae
To investigate gene inactivation within S. dysenteriae, all non-synonymous SNPs and intragenic
indels were collated. All lineages had similar numbers of inactivated genes (median 289). One
quarter (24.6%) of all S. dysenteriae genes were inactivated in one or more genomes, and 9.3%
of genes were inactivated by IS in one or more genomes. Double this number of genes were
inactivated by mutation (18.9%) in one more more genomes, with 3.5% of genes inactivated by
both IS and mutation. IS insertions were found in 0.011% of genic bases, compared to 0.037%
of intergenic bases (ratio 0.27, p < 2.2x10-1⁶, Table 5.7), demonstrating that insertions within
coding regions are under purifying selection.
To investigate the effect of gene inactivation in S. dysenteriae, each gene was assigned to a
biological system using RAST. Only 36% of genes were assigned a biological system.
IS-mediated inactivation was most common amongst genes of unknown function (85% of
genes not assigned to a system vs 65% of genes assigned to a system). Genes involved in
maltose and maltodextrin utilisation (p=0.032, OR 6.89, 95% CI [1.19 - 27.38]), phage
packaging machinery (p=0.027, OR 24.76, 95% CI [1.76 - 347]) and unknown carbohydrate




One hotspot of gene inactivation (>3 IS insertions in a 1000 bp window) were the invasion
plasmid antigen genes located on the chromosome. Two of the six invasion plasmid antigen
genes (ipaH_3 and ipaH_6) in S. dysenteriae were interrupted by three or more independent
IS insertion sites. Previous work in S. flexneri has shown that chromosomal ipaH genes are
secreted via the T3SS, however deletion mutants show no changes to pathogenesis in mouse
models infected with S. flexneri, suggesting that the chromosomal ipaH genes may have
redundant functionality3⁷⁶.
5.3.5.2 Gene inactivation in S. flexneri
Across the entire S. flexneri data set, there were 1,741 (44.6%) genes inactivated in at least one
genome, suggesting that that these genes are likely not essential for growth. Of all genes
inactivated in S. flexneri, 18.3% were inactivated by IS and 37.6% by mutational interruptions.
Overall, the number of genes inactivated in S. flexneri is twice as many as the number of
inactivated genes found in either S. sonnei or S. dysenteriae. This is likely because the sample
set for S. flexneri represents a much longer amount of evolutionary time. Within specific
lineages, the percentage of inactivated genes is much closer to the proportions found in
S. sonnei or S. dysenteriae. Lineages 1 and 3 have similar proportions of inactivated genes
(17.6% and 20% respectively), both of which are similar in proportion to the amount of
inactivation found in S. sonnei and S. dysenteriae. Both of these lineages have been
diversifying for < 300 years, similar to the evolutionary timescale of S. sonnei and
S. dysenteriae. The rate of IS insertion per base was 0.03% in genic regions, versus 0.11% of
bases in intergenic regions (ratio 0.26, p < 2.2x10-1⁶, Table 5.7), indicating that purifying
selection is occurring within the coding regions of S. flexneri.
Only 13 gene interruptions were conserved amongst all S. flexneri genomes. Nine of these 13
genes were hypothetical. One of the 13 genes (SF3448, a sn-glycerol-3-phosphate
dehydrogenase) was interrupted by IS1. The remaining gene interruptions conserved across
all genomes were mukB (SF0920), a cell division protein; setB (SF2255), a sugar transport
protein3⁷⁷; and ravA (SF3826), a two component regulator. In E. coli, ravA has been shown to
interact with cadA, in the cadaverine production pathway3⁷⁸. As cadA has been inactivated in
all Shigella species233, inactivation of ravA likely represents degradation of an already inactive
pathway. The mukB gene has been shown to involved in the division of chromosomes during
cell replication in E. coli, and strains with this gene inactivated are unable to form colonies3⁷⁹.
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However, mutations in several other genes have been shown to allow strains to compensate for
the inactivation of mukB in E. coli3⁸⁰–3⁸⁴.
Gene enrichment analysis assigned 52% of genes to a biological system. IS-mediated gene
interruptions were common in genes of unknown function (71% of genes not assigned to a
system vs 48% of genes assigned to a system). Genes involved in di- and oligo-saccharide
synthesis (p=2.7x10-⁷, OR 3.6, 95% CI [1.94 - 6.33]), type VII protein secretion systems
(p=2.7x10-⁶, OR 7.24, 95% CI [3.04 - 16.84]), and motility and chemotaxis (p=0.029, OR 4.88,
95% CI [1.27 - 16.4]) were significantly enriched for IS interruption across all S. flexneri
genomes. When including genes that were also inactivated by mutation, in addition to the
previous pathways, metabolism of central aromatic intermediates (p=4.34x10-⁶, OR 12.49 95%
CI [2.89 - 112.97]) was also enriched.
5.3.5.3 Comparison of gene inactivations between Shigella species
All three Shigella species were found to be undergoing purifying selection for IS insertion sites
within the coding regions of their genomes. The ratio of genic to intragenic IS insertions was <
1 in all three species - 0.17 (S. sonnei), 0.27 (S. dysenteriae) and 0.26 (S. flexneri), indicating that
purifying selection of IS insertion sites is ocurring in all three species. However, this purifying
selection appears to be stronger in S. sonnei than the other two species. S. dysenteriae had the
fewest IS insertions in coding regions (0.011% bases), compared to 0.016% in S. sonnei and
0.03% in S. flexneri (Table 5.7). All three species had more genes inactivated by mutation than
IS (Figure 5.11).
S. dysenteriae is the smallest of the Shigella genomes, and has undergone themost genome decay.
To investigate whether the populations of S. flexneri and S. sonnei are on a similar evolutionary
path to S. dysenteriae, I compared inactivated genes in S. flexneri or S. sonnei to inactivated genes
in S. dysenteriae. Out of the 868 inactivated genes in S. sonnei, 91 of these were also inactive in
S. dysenteriae, and 643 were completely absent from S. dysenteriae (i.e. there were no orthologs
present, and so assumed to have already succumbed to genome decay). Overall, 84% of genes
inactive in S. sonnei were either also inactive in S. dysenteriae (91 genes) or completely absent
(i.e. there were no orthologs present, and so assumed to have already succumbed to genome
decay, 643 genes) (Figure 5.12). From the 1,741 genes inactive in S. flexneri, 79.7% of these
genes were either inactive in S. dysenteriae (169 genes) or absent entirely (1209 genes) from
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S. dysenteriae (Figure 5.12). There were 288 genes that were inactive in both S. flexneri and
S. sonnei, and 74% were either inactive or absent from S. dysenteriae (37 genes and 176 genes,
respectively, Figure 5.12).
Table 5.7: Comparison of IS insertion rates and pairwise shared and non-shared pseudogenes for each Shigella
species.
S. sonnei S. dysenteriae S. flexneri
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41 (24%) 48 (22%) 62 (25%)
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Figure 5.11: Number of genes inactivated in each Shigella species. Colours inside bar plots indicate the cause of












Figure 5.12: Comparison of number of genes inactivated in each Shigella species.
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5.4 Discussion
5.4.1 Strengths and limitations
This chapter builds on the framework established in Chapter 4 to explore the dynamics of IS in
two additional species of Shigella, S. dysenteriae and S. flexneri, and briefly explores the IS found
in two S. boydii reference genomes. By investigating these additional Shigella species, the results
inChapter 4 can be placed into thewider context of Shigella evolution. This chapter has provided
novel insights into the behaviour of IS within Shigella, and the similarities and differences of
IS dynamics between species. By combining the population structures of S. dysenteriae and
S. flexneri with IS data obtained using ISMapper, this chapter was able to:
i) show that IS copy number in S. dysenteriae is similar between lineages, and overall lower
than the IS copy number found in S. sonnei;
ii) show that IS copy number in S. flexneri varies amongst lineages, but overall burden is
lower than IS copy number in S. sonnei;
iii) demonstrate that five IS (IS1, IS2, IS4, IS600 and IS911) were found to be common to all
three Shigella species, and these IS were also present in S. boydii;
iv) that the five IS found in all three Shigella species are also present in the wider E. coli
population, but have not undergone signficant expansion in the wider E. coli population,
or in the well-known pathogenic lineages of E. coli; and
v) that on-going gene decay is likely occurring in S. sonnei and S. flexneri, but S. dysenteriae
has largely stabilised its genome content.
However, this chapter had some limitations surrounding the availability of data for both
S. dysenteriae and S. flexneri. Only one serotype of S. dysenteriae was examined, S. dysenteriae
Sd1. From the fifteen serotypes of S. dysenteriae, Sd1 is responsible for all of the major
S. dysenteriae outbreaks since the late 19th century, and is the most studied and well
sequenced S. dysenteriae serotype.
Several serotypes of S. flexneri were included in the dataset from Connor et. al.2⁶⁴ examined
in this chapter, with the exception of serotype 6, as this serotype clusters with mostly S. boydii
strains2⁶3. Despite having more S. flexneri genomes than either S. sonnei or S. dysenteriae, the
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majority of these genomes belonged to only two lineages, 1 or 3. Additional data from the
under-represented lineages, 4, 5, 6 and 7, would help increase our understanding of IS lineage
differences in S. flexneri. Comparisons between S. flexneri and the other two Shigella species
were also complicated by the fact that S. flexneri is much older and more diversified than the
other two Shigella species. It would be more meaningful to compare each individual S. flexneri
lineage with S. sonnei and S. dysenteriae, but more sampling of all S. flexneri lineages is required
to achieve this.
S. boydii was not investigated in detail in this chapter, due to the limited number of publically
available genomes. Some work has been done on the population structure of S. boydii, and this
has revealed that S. boydii genomes are found throughout all three of the main Shigella clades,
complicating the analysis of this species3⁶1. However, inspection of the two complete S. boydii
genomes Sb227 and CDC 3083-94, revealed that these two strains carry the five IS common to
the other three Shigella species examined in this thesis. In addition, the two S. boydii genomes
carried several other IS types, some of whichwere found in at least one of the other three Shigella
species, and some of whichwere found only in S. boydii. Additional S. boydii data would provide
an interesting comparison of IS variability in this species compared to the other three species,
however the three species analysed in detail in this study represent the vastmajority of the global
burden of dysentery2⁰2,3⁸⁵.
Important limitations were exposed in this framework when IS were compared between each
Shigella species and E. coli. As E. coli is a large and diverse group, the reference-based approach
relied on by ISMapper was not suitable for investigating IS amongst the entire group, as a close
reference is required to accurately detect IS. As no such reference exists for all E. coli, a reference-
free approach, such as an assembly based IS detection method may be more suitable. However,
assembling all genomes would be computationally intensive, and copies of IS inserted within
other IS would still not be detected. ISMapper was shown to underestimate IS copy number in
Shigella compared to using a IS depth ratiomethod, however it is unclear whichmethod is more
accurate. In two of the three Shigella species, the reference-free depth approach detected more
IS copies than ISMapper. There are two main reasons for this - firstly, there may be regions
in the genome, that are not present in the reference, where IS are located that ISMapper will
not be able to detect. There may have been additional IS present on the virulence plasmid or
other plasmids in some genomes that could not be detected using a chromosomal reference
with ISMapper. Secondly, IS can insert within other IS - ISMapper will only be able to detect
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the outermost IS. Additional IS copies found in the depth method may have come from this
type of situation in some genomes. However, the IS copy number estimated using the IS depth
ratio method assumes that there are only single copies of each MLST loci. If any of the MLST
loci have duplicated within the genome, this IS depth ratio will not be an accurate reflection of
IS copy number.
As discussed in Chapter 4, the virulence plasmid was not included in this analysis, as there
were few genomes containing plasmid sequence at appropriate levels of coverage and depth for
analysis with ISMapper. If plasmid sequence was available for all genomes, future
investigation could examine if differences in IS copies per base were similar between
chromosomal and plasmid sequence for each species. IS types found on plasmid sequences in
each Shigella species could be compared. Additional unanswered questions include: are there
any common IS found amongst all plasmid sequences across all Shigella species? As IS1 is
found on the virulence plasmid3⁴1, what are the dynamics of IS1 on the plasmid, and how does
this compare across Shigella species?
Finally, this chapter has not fully explored the biological implications of gene inactivation in
each Shigella species. Understanding the pathways genes belong to and the functional
significance of changes in their expression is a complex area of research. The RAST annotation
tool assigns each identified gene to FIGfams, which can then be matched to a hierarchical
biological system within the SEED framework3⁴⁴. However, even with biological system
annotation using RAST, it can still be difficult to understand relationships between genes and
the functional impact of gene loss without additional experimental work. The researchers
behind RAST are attempting to address this problem through the construction of metabolic
models for bacterial species3⁸⁶, however this area of research is still in its infancy. In each
Shigella species, at least a third of genes could not be assigned to a system, and had an
unknown function, so a significant amount of experimental work still needs to be undertaken
to address these questions in more detail.
5.4.2 Contribution of IS to the evolution of each Shigella species
As discussed in section 5.1, each Shigella species has a smaller genome than E. coli, with
S. dysenteriae having the smallest genome and S. sonnei the largest. IS have played a vital role
in genome reduction within each species, as noted previously⁹⁵,3⁵⁸,3⁸⁷. This chapter
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demonstrates that IS load in each Shigella species reflects their evolutionary trajectory.
S. dysenteriae and S. flexneri have similar IS loads, with no evidence of ongoing IS expansion,
although IS are still actively transposing in their genomes (Figure 5.1, 5.4). This suggests that
they have reached a point of IS saturation, where new transposition activity must be balanced
by removal of the new insertion or an existing one by purifying selection. Within
S. dysenteriae, all four lineages had a significant number of shared IS insertion sites, inferred to
be present in the mrca, indicating that IS expansion must have occurred in the mrca of
S. dysenteriae Sd1 (Figure 5.1). Within S. flexneri, each lineage had a different IS copy number
(Figure 5.4, 5.5), similar to S. sonnei. However, in S. flexneri, the level of between lineage
diversity is higher than either S. sonnei or S. dysenteriae (Table 5.5). The majority of S. flexneri
lineages have been evolving for ~660 years, compared to the ~300 years of evolution across all
lineages of S. sonnei and S. dysenteriae Sd1, so the expectation is that S. flexneri lineages will
have more divergent copy numbers than S. sonnei and S. dysenteriae lineages. This is
demonstrated by the high percentage of IS that are not shared between pairs of strains in
different lineages in S. flexneri (Table 5.5).
Extant genomes in each S. flexneri lineage contained comparable IS copy numbers to that
estimated in their mrca, indicating that like S. dysenteriae, most S. flexneri lineages have ceased
IS expansion (Table 5.4). This is in contrast to S. sonnei, where IS copy number is still
increasing, with modelling suggesting that if S. sonnei continues to accumulate IS at a similar
trajectory, the IS saturation point would be ~380 IS copies (Chapter 4).
IS have contributed to the inactivation of hundreds of genes within Shigella, in addition to gene
inactivation caused by missense mutations or intergenic indels. Comparison of inactivated or
absent genes in S. flexneri and S. sonnei with S. dysenteriae revealed that both species are still
undergoing genome decay (section 5.3.5.3). Both S. flexneri and S. sonnei and are on the path
to more reduced genomes, however S. dysenteriae appears to be stabilising its genome content
(section 5.3.5.3). Overall, a high number of genes were found to be inactivated in Shigella. It has
been previously suggested that high rates of purifying selection with Shigella contributes to the
increase in genome reduction3⁸⁷. As a small number of cells can cause a successful infection in
a human host, the effective population size of Shigella is often much lower than the wider E. coli
group, resulting in population bottlenecks3⁸⁷.
The role of IS in the formation of pseudogenes varies across the three Shigella species. The
rates of IS-mediated and mutational gene inactivation in S. sonnei is similar, and the number
171
Chapter 5: Insertion sequences in Shigella dysenteriae and
Shigella flexneri
of inactivated genes across S. sonnei and S. dysenteriae was similar. S. flexneri had many more
total inactivated genes (2.5 times) than the other two species. However, individual S. flexneri
lineages had similar numbers of inactivated genes to S. sonnei and S. dysenteriae. As previously
discussed, each S. flexneri lineage has a similar level of diversity within them to S. sonnei and
S. dysenteriae (Table 5.5), and so the high numbers of inactivated genes found in S. flexneri is
likely due to the evolutionary distance between each lineage.
Comparison of genes that were inactive in S. flexneri and S. sonnei with gene content in S.
dysenteriae revealed that a significant number of genes inactive in these two species were also
inactive or completely absent from S. dysenteriae (section 5.3.5.3). These results indicate that
both S. sonnei and S. flexneri are undergoing convergent gene inactivation, putting them on
the same evolutionary trajectory, heading towards more reduced genomes, like S. dysenteriae.
Given the size of S. sonnei’s genome, S. sonnei is likely still in the early stages of this genome
reduction process, compared to S. flexneri, which already has a much smaller genome than S.
sonnei, albeit larger than S. dysenteriae.
This chapter explored functional categories enriched for gene inactivation within each Shigella
species (section 5.3.5.1, 5.3.5.2). A common theme amongst species was inactivation of
carbohydrate or sugar synthesis pathways, and motility, phage or membrane genes. These
pathways have been identified as prone to inactivation in other studies, but the reasons behind
these inactivations are unclear3⁵⁸. Inactivation of sugar synthesis or outer membrane genes
may assist with the evasion of the host immune system by Shigella. Another possible
explanation is due to the specific niche Shigella inhabits, these pathways may no longer be
required for survival in this environment⁵⁸.
5.4.3 IS1 is expanded in each Shigella species, but not expanded in any
E. coli lineage
Within Shigella, there were five IS common to all three species that contributed to the majority
of IS copy number. These five IS were also found within a diverse group of E. coli genomes, but
at much lower copy numbers than Shigella, and interestingly, other pathogenic lineages of E. coli
did not show evidence of IS expansion of these five or any other IS.
The cause of IS expansion in Shigella is unknown, but the main driver of this expansion appears
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to have been IS1 (Figure 5.5). IS1 is present at the highest proportion in each Shigella species and
contributes the most to burden (Figure 5.7). There are many isoforms of IS1, and each isoform
has small sequence differences⁶. As discussed in Chapter 1, IS1 produces two products - InsA,
and InsAB’, a frameshift product of the genes insA and insB, and the ratio of these two products
determines the transposition rate. InsAB’ is produced by ribosomal slippage at the A6C motif
within the insA and insB genes⁶. Previous studies have shown that if this motif is modified to
an A7C or GA2A3C motif, then more slippage occurs, generating higher amounts of InsAB’ and
therefore higher transposition rates3⁷⁴,3⁷⁵. However, all IS1 sequences within Shigella had the
A6C motif, so transposition rates have not been affected by this particular mechanism. Based
on these results, it is likely that IS1 expansion in Shigella may be due to purifying selection
in a population that has gone through a bottleneck during host restriction or adaptation - the
pathogenic E. coli lineages are not host restricted and so have not undergone strong purifying
selection.
5.5 Summary
This chapter expands the framework established in Chapter 4 to examine IS dynamics in two
additional Shigella species, S. dysenteriae and S. flexneri. Previous comparative genomic
studies of Shigella revealed that each Shigella species has undergone genome decay, in addition
to IS expansion3⁴1. This study has shown that the majority of this IS expansion is due to five IS,
which are also common in the wider E. coli population, but have expanded in Shigella likely
due to the relaxation of purifying selection. Each of three Shigella species are still undergoing
genome decay, with ~80% of inactivated genes in S. sonnei and S. flexneri found to be inactive
or completely absent in S. dysenteriae, the species with the most reduced genome. The results
presented here indicate that each Shigella species is at a different point on the same
evolutionary path, heading towards small, reduced genomes. Given the size of the S. sonnei
genome, S. sonnei is likely at the beginning of this trajectory, and given that IS are still







6.1 Development of a novel method for examining IS in
bacteria
This study presents a new tool, ISMapper, that is able to detect IS from short read data using a
high-throughput approach. Prior to the development of ISMapper, there were few tools for
detecting transposases from short read data, and so many large genomic studies focused on
the simpler genetic variation caused by SNPs. Existing tools for transposase investigation
using short read data were either aimed at detecting structural variation, including
transposase mediated rearrangement, or for detecting eukaryotic transposases, frequently in
humans or the fruit fly, Drosophila3⁸⁸–3⁹2. ISMapper was one of the first methods developed
specifically for detection of transposases in bacterial populations. ISMapper was shown to be
computationally fast and efficient, with a high degree of sensitivity and specificity. Since
ISMapper’s publication, several tools have been released to address the same problem,
indicating that detection of precise insertion sites is of interest in many different fields.
ISMapper was shown to be the most accurate and user-friendly of these tools, however,
reference-free approaches are sometimes more suitable in some contexts (i.e. comparing IS
dynamics across a diverse species such as E. coli).
6.1.1 ISMapper aids investigation of the maintenance and spread of AMR
To demonstrate the usefulness of ISMapper, this study applied ISMapper to explore the role of
IS in the evolution of AMR within several clonal pathogen populations. IS are frequently
associated with antibiotic resistance genes, and contribute to their movement and regulation.
ISMapper aided the detection of antibiotic resistance regions that had transferred into new
genetic contexts in high throughput genomic studies of both S. Typhi and A. baumannii.
Within S. Typhi, the MDR transposon flanked by IS1, usually carried on a large plasmid, was
found to have transferred into the S. Typhi chromosome. The IS1 transposon had targeted
four different chromosomal locations. A similar situation was found in A. baumannii, where a
chromosomally located ISAba1 transposon was found to carry one of four different
carbapenemase genes. Each lineage within the A. baumannii study had independently
acquired the transposon, generating resistance to imipenem, and aiding A. baumannii’s spread
throughout the hospital. Understanding the genetic context of antibiotic resistance is vital -
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antibiotic resistance located in a chromosomal setting can be much more stable than the same
plasmid-encoded resistance. The maintenance of extra-chromosomal plasmids generally
carries a fitness cost, so plasmids can be easily lost if the selective pressure to maintain them is
no longer present2⁷⁶. By maintaining the MDR transposon within the chromosome, S. Typhi
and A. baumannii become much more difficult to treat. Without ISMapper, determining the
location of these resistance elements would have been a more challenging task.
Movement of antibiotic resistance genes frequently introduces transposases into new genetic
contexts. One particular IS, IS26, is commonly linked to antibiotic resistance genes1⁷⁰,3⁹3. This
IS was found to be prevalent within the antibiotic resistance island, SGI, in S. Kentucky.
Determining the different structures of the island in silico would not have been possible
without ISMapper, as IS26 complicated the assembly of this region. Due to its transposition
mechanism, IS26 was found to be the causative agent of the variation found within the SGI,
contributing to significant rearrangements and deletions of large segments of the island. The
introduction of IS26 into the S. Kentucky chromosome via the SGI provides IS26 with the
ability to transpose to new locations in the chromosome, creating the possibility of additional
IS26-mediated variation in the S. Kentucky genome.
Complex antibiotic resistance mechanisms that are not simply explained by the presence or
absence of a gene or SNP were investigated with ISMapper. In this thesis, ISMapper was
applied to a collection of highly resistant A. baumannii genomes, where resistance to
polymyxins, the last line of defense, was emerging. Before the application of ISMapper, the
causative agent of polymyxin resistance was unknown for several genomes, however,
ISMapper detected IS-mediated gene inactivation of the outer membrane lpx genes that are
known to be required for polymyxin activity. Traditional genomics approaches missed these
causative mutations, and without ISMapper, more expensive long read sequencing would
likely have been required to detect them.
6.1.2 Future investigative possibilities using ISMapper
The development of ISMapper has opened up new avenues of investigation for understanding
the role of IS in the evolution of bacterial genomes. As has been shown in this thesis,
ISMapper can be applied to a wide variety of bacterial species. Short read sequencing is still
the primary method for genomic investigation in public health and hospital microbiology labs,
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and the number of reads deposited into public repositories is increasing every day3⁹⁴,3⁹⁵. For
many bacterial pathogens, there are thousands of genomes available in these repositories.
ISMapper is free and open-source software that provides a high throughput method for
analysing the IS in any bacterial species.
The role IS play in the evolution of many bacterial genomes is still an open question. As
discussed in Chapter 1, there are several competing hypotheses surrounding the reason for IS
abundance in some bacterial genomes and not others⁸⁴,⁸⁵. To date, studies have relied on a few
completed genomes as representatives for whole bacterial clones or populations to draw their
inferences concerning IS dynamics⁵3,2⁴⁸,3⁴1,3⁹⁶. ISMapper will allow the examination of
hundreds or thousands of genomes from a single population, rather than just a few
representatives, improving the power of comparative genomic studies. Several such studies
already exist, such as the GenomeTrackr project, which is sequencing all Salmonella, Listeria
and other foodborne pathogens that enter their public health laboratories.
The advent of long read sequencing allows researchers to more easily construct completed
bacterial genomes in which the detection of IS insertion sites becomes trivial, but costs are
prohibitive at this scale. The ability to create new reference genomes using long read
technologies will aid detection of IS from short reads using ISMapper, as ISMapper works best
with a high quality close reference genome to map against. Long read sequencing also allows
the confirmation of insertion sites and complex structures that IS facilitate. Combining short
read sequencing data and ISMapper and long read sequencing will enable unique insights into
the role IS play in bacterial evolution and antibiotic resistance.
6.2 A new framework for examining IS in Shigella
This thesis develops a new framework, using ISMapper, for investigating and understanding IS
within three species of Shigella. Prior to this study, examination of IS in Shigella has been
limited to the few completed genomes available2⁴⁸,3⁴1. Comparison of IS dynamics across
species requires the examination of variation, which is not possible using the single completed
genome available for S. dysenteriae and two genomes for S. sonnei. The use of ISMapper with
high throughput genomic data allowed investigation of IS variation and dynamics in whole
populations of bacterial species.
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6.2.1 Insights into the role of IS and Shigella evolution
This study provided novel insights into the dynamics of IS in the evolution of Shigella genomes.
Five IS were found to be common across all three Shigella species. These five IS were activity
transposing in each Shigella species and contributed significantly to IS burden. IS1 was the
most active IS, and contributed the most to IS burden in all three Shigella species. In addition
to identifying the dynamics of individual IS in Shigella, the combination of ISMapper data and
previously determined population structures enabled the examination of the impact of IS on
the populations of Shigella. S. dysenteriae and S. flexneri were found to have stable IS copy
numbers, with no evidence of ongoing IS expansion, despite active IS transposition. S. sonnei,
however, was found to have an expanding IS copy number in addition to actively transposing IS.
S. sonnei also had a high number of inactivated genes that were either inactive or absent from S.
dysenteriae. S. sonnei has the largest genome of the three Shigella species, indicating that IS are
still playing an active role in genome reduction of this species.
Comparisons of IS in each Shigella specieswith thewiderE. coli population revealed that Shigella
has undergone significant IS expansion in comparison to their closest relatives. Pathogenic E.
coli lineages were found to contain a lower IS burden than each Shigella species. Unlike the
three Shigella species, IS1 was present in the pathogenic E. coli lineages, but was not found to
contribute to the majority of IS load. One hypothesis for this discrepancy is that control of IS1
transposition has been released in each of the Shigella species, butmaintainedwithin theseE. coli
lineages. The specific control mechanism is still uncertain, as there were no obvious sequence
mutations in the IS1 sequences that could explain IS1 expansion in each Shigella species.
6.2.2 Future directions for understanding the role of IS in the evolution of
Shigella
Whilst this study answers important questions about the dynamics of IS in Shigella, it also opens
up several additional lines of inquiry. This study investigates only three species of Shigella. The
fourth species, S. boydii, is rare, and few sequenced S. boydii genomes exist. To date there has not
been a thorough investigation of S. boydii’s population structure. Examination of IS burden in S.
boydiiwould provide important insights into the role of IS expansion in Shigella, and investigate
if the same five IS found in S. sonnei, S. dysenteriae and S. flexneri have also contributed to IS
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expansion in S. boydii.
More broadly, this thesis raises important questions about the dynamics of the specific IS
found in Shigella. Five IS were found across all three Shigella species, and these IS were also
present in several E. coli lineages. The behaviour of these IS is different in E. coli compared to
Shigella, but the mechanisms behind this remain unknown. Previous studies have examined IS
in a few genomes of individual species, but ISMapper enables the investigation of the same IS
in natural populations as opposed to lab-evolved populations, enabling the comparison of
activity in different genetic backgrounds. An extension of the framework developed in this
thesis would allow greater scrutiny of IS transposition rates in nature. Ancestral state
reconstruction of IS insertion sites in S. sonnei examined the number of gain and loss events
across the phylogeny. Previous studies have demonstrated different transposition rates for
different IS in experimental settings⁸,3⁷⁵,3⁹⁷. However, to date, no studies have attempted to
infer transposition rates for IS in bacterial populations evolving in nature. These three Shigella
datasets provide a unique opportunity to investigate specific rates of gain and loss for different
IS. However, inferring transposition rates from the data available would require the
development of more sophisticated modelling than is attempted in this study. Development of
these models would allow comparison of transposition rates for the same IS within the three
different genetic backgrounds.
IS have been shown in many contexts to contribute to gene inactivation and pseudogene
formation. This study only scratches the surface of the role of gene inactivation in the
evolution of Shigella, simply identifying functional categories enriched for inactivation based
on currenty available functional annotations, which are quite limited. In all three species of
Shigella, over 40% of genes were not assigned to a functional category by RAST, so a
significant amount of gene inactivation in Shigella is occurring in genes of unknown function.
This complicates inferences about the role of gene inactivation and evolutionary adaptation.
Studies are beginning to more thoroughly examine the functions of genes in Shigella using
Tn-seq methods3⁹⁸. Some progress is being made to construct metabolic models of E. coli3⁹⁹,
however many genes are not metabolic. Additionally, these metabolic models do not yet
comprehensively assess genes expressed under multiple conditions, such as interaction with
hosts, other microbes, interaction with phage or different environmental conditions. Further
research and tools in this area are required before a more thorough investigation of the role of
IS in gene inactivation within whole populations of Shigella, and was outside the scope of this
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thesis.
Additionally, this thesis did not examine the role of IS in gene upregulation in Shigella. Distance
from the gene promoter to the IS insertion site are important when attempting to infer whether
IS-mediated gene upregulation is occurring. Detection of an IS insertion site upstream from a
gene could indicate upregulation of the downstream gene through promoter activation, or gene
inactivation if the insertion site is within the gene promoter. Comparison of transcription data
generated through RNA-seq or qPCR for strains with and without insertion site upstream of
the gene would help identify IS insertion sites influence gene regulation. ISMapper provides
the foundation for this work, but would be needed in conjunction with experimental work to
confirm changes to gene expression, and is beyond the scope of this thesis.
6.3 Using ISMapper as a tool to examine IS dynamics in other
bacterial pathogens
In addition to understanding the behaviour of specific IS and their role in genome decay in
Shigella, this study presents a novel framework for the investigation of IS dynamics in other
bacterial pathogens. Here I compared Shigella species to other E. coli, however there are several
other bacterial pathogens where IS have played a similar role in genome evolution as they have
in Shigella species, which would make interesting comparisons. These include B. mallei⁵3, Y.
pestis⁶⁰, M. leprae⁴⁰⁰, Leptospira borgpetersenii⁴⁰1, Mycobacterium ulcerans⁴⁰2 and B. pertussis⁹2,
where IS have contributed to genome reduction andhost adaptation. Thebrief analysis of IS6110
in 138 M. tuberculosis genomes in Chapter 2 highlights that this framework can be applied to
other pathogens to examine lineage differences and insertion hotspots.
IS have also facilitated the adaptation of bacterial pathogens to new environmental niches.
IS16 has contributed to genome plasticity in E. faecium, promoting its adaptation to a hospital
niche⁴⁰3. Studies of IS diversity in A. baumannii show that the most common insertion sites
for ISAba1 in A. baumannii genomes are upstream of ampC, influencing carbapenem
resistance, and upstream of blaOXA-51, resulting in resistance to meropenem and imipenem2⁶⁹.
Within K. pneumoniae, the most common IS insertions are ISKpn6 and ISKpn7, which are
frequently found in the transposon Tn4401 that carries the blaKPC gene, contributing to the
spread of antibiotic resistance in this pathogen2⁶⁹. Both of these species are hospital acquired
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pathogens, and these mutations conferring additional antibiotic resistance contributes to their
burden in hospitals. Overall, these examples only begin to comprehend the vast contribution
of IS to bacterial genome evolution, and greater research is required to uncover the different IS
dynamics in different bacterial species.
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Gene Product Inactivations %	Lineage	I %	Lineage	II %	Lineage	III
ALL	GENOMES
SSON53G_RS00210 hypothetical	protein 1 87.5 100 98.70
SSON53G_RS00750 adhesin 3 43.75 96.97 98.70
SSON53G_RS00790
fimbrial	assembly	
protein 3 87.5 100 100
SSON53G_RS01375 hypothetical	protein 3 75 100 94.81
SSON53G_RS02180
sel1	repeat	family	
protein 1 100 96.97 98.70
SSON53G_RS02565
sugar	ABC	transporter	
permease 1 100 100 100
SSON53G_RS03305 hypothetical	protein 1 87.5 90.91 96.10
SSON53G_RS03405 hypothetical	protein 1 93.75 81.82 97.40
SSON53G_RS04290
TonB-dependent	




regulator 1 100 93.94 97.40
SSON53G_RS04915
competence	protein	
ComEC 3 100 96.97 98.70
SSON53G_RS05465
aminoacrylate	peracid	
reductase 3 100 100 98.70
SSON53G_RS07150 hypothetical	protein 3 87.5 100 98.70
SSON53G_RS07840 membrane	protein 1 100 84.85 98.70
SSON53G_RS10585
dienelactone	
hydrolase 3 75 96.97 98.70
SSON53G_RS11645 hypothetical	protein 3 93.75 100 98.70
SSON53G_RS11680
transcriptional	
regulator 3 37.5 100 97.40
SSON53G_RS12530 transporter 1 93.75 90.91 92.21
SSON53G_RS13205 histidine	kinase 3 100 96.97 98.70
SSON53G_RS13255 hypothetical	protein 3 93.75 96.97 98.70
SSON53G_RS15120 membrane	protein 3 100 100 100
SSON53G_RS16045 tail	protein 3 37.5 100 98.70
SSON53G_RS16805
serine/threonine	
protein	phosphatase 1 100 100 98.70
SSON53G_RS16815
3-hydroxyisobutyrate	
dehydrogenase 1 100 100 98.70
SSON53G_RS17070 hypothetical	protein 3 100 96.97 100








Gene Product Inactivations %	Lineage	I %	Lineage	II %	Lineage	III
Supplmentary	Table	1:	Genes	with	conserved	inactivatios	in	>90%	of	all	S.	sonnei 	genomes,	or	
conserved	inactivation	in	>90%	of	S.	sonnei	 genomes	from	a	particular	lineage
SSON53G_RS20465 hypothetical	protein 3 100 90.91 100
SSON53G_RS20485 membrane	protein 3 100 100 100
SSON53G_RS20545
ATP-dependent	DNA	
helicase	RecQ 3 100 90.91 93.51
SSON53G_RS21290 leader	peptide	IlvB 1 93.75 100 98.70
SSON53G_RS21545 transporter 1 93.75 93.94 100
SSON53G_RS21660
DNA	repair	protein	
RadC 1 93.75 96.97 98.70
SSON53G_RS22550
ATP-dependent	
protease 1 93.75 100 100
SSON53G_RS22820 hypothetical	protein 1 87.5 100 97.40
SSON53G_RS23185 sugar	kinase 1 87.5 90.91 98.70
SSON53G_RS24525 acetyl-CoA	synthetase 1 87.5 87.88 93.51
SSON53G_RS25050 transporter 1 100 100 98.70
SSON53G_RS25525 DNA-binding	protein 3 93.75 100 100
SSON53G_RS02720
bacteriophage	N4	
adsorption	protein	B 3 93.75 100 98.70
SSON53G_RS02730
type	IV	secretion	
protein	Rhs 3 93.75 100 98.70
SSON53G_RS02735 hypothetical	protein 3 93.75 100 98.70
SSON53G_RS20575 acetyltransferase 3 100 100 98.70
SSON53G_RS00405 sugar	MFS	transporter 1 93.75 100 100
SSON53G_RS06275
DNA	polymerase	V	
subunit	UmuC 1 87.5 87.88 96.10
SSON53G_RS06600
flagellar	biosynthesis	
protein	FlhB 1 93.75 100 100
SSON53G_RS10650 membrane	protein 1 93.75 90.91 97.40
SSON53G_RS10660
sugar	ABC	transporter	
ATP-binding	protein 1 93.75 90.91 97.40
SSON53G_RS15645 transposase 1 87.5 96.97 90.91
SSON53G_RS15840 L-aspartate	oxidase 1 100 100 100
SSON53G_RS16335 membrane	protein 1 100 100 100
SSON53G_RS18025 hypothetical	protein 1 87.5 96.97 94.81
SSON53G_RS18535 hypothetical	protein 1 100 100 98.70
SSON53G_RS22935 hypothetical	protein 1 100 100 100
SSON53G_RS24330 hypothetical	protein 1 100 100 100
SSON53G_RS24340 hypothetical	protein 1 100 100 100
SSON53G_RS24785 hypothetical	protein 1 93.75 93.94 97.40
SSON53G_RS25855 penicillin	acylase 1 100 93.94 98.70
SSON53G_RS25860 hypothetical	protein 1 100 93.94 98.70
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SSON53G_RS01550 hypothetical	protein 3 100 87.88 87.01
SSON53G_RS02180
sel1	repeat	family	




regulator 1 100 93.94 97.40
SSON53G_RS04915
competence	protein	
ComEC 3 100 96.97 98.70
SSON53G_RS06970 hypothetical	protein 1 100 0 6.49
SSON53G_RS07840 membrane	protein 1 100 84.85 98.70
SSON53G_RS13205 histidine	kinase 3 100 96.97 98.70
SSON53G_RS13270 adhesin 1 100 0 1.30
SSON53G_RS13500 hypothetical	protein 1 100 0 0
SSON53G_RS18880 hypothetical	protein 1 100 0 0
SSON53G_RS20545
ATP-dependent	DNA	









pvcC 1 100 3.03 0
SSON53G_RS22945
carboxymethylenebut
enolidase 1 100 0 0
SSON53G_RS18050 membrane	protein 1 100 96.97 0
SSON53G_RS25855 penicillin	acylase 1 100 93.94 98.70
SSON53G_RS25860 hypothetical	protein 1 100 93.94 98.70
LINEAGE	II
SSON53G_RS00210 hypothetical	protein 1 87.50 100 98.70
SSON53G_RS01375 hypothetical	protein 3 75.00 100 94.81
SSON53G_RS05465
aminoacrylate	peracid	
reductase 3 100 100 98.70
SSON53G_RS07150 hypothetical	protein 3 87.50 100 98.70
SSON53G_RS08985
fimbrial	chaperone	
protein	FimC 1 25.00 100 0
SSON53G_RS11645 hypothetical	protein 3 93.75 100 98.70
SSON53G_RS11680
transcriptional	
regulator 3 37.50 100 97.40
SSON53G_RS16045 tail	protein 3 37.50 100 98.70
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protein	phosphatase 1 100 100 98.70
SSON53G_RS16815
3-hydroxyisobutyrate	
dehydrogenase 1 100.00 100 98.70
SSON53G_RS21290 leader	peptide	IlvB 1 93.75 100 98.70
SSON53G_RS22820 hypothetical	protein 1 87.50 100 97.40
SSON53G_RS25050 transporter 1 100 100 98.70
SSON53G_RS02720
bacteriophage	N4	
adsorption	protein	B 3 93.75 100 98.70
SSON53G_RS02730
type	IV	secretion	
protein	Rhs 3 93.75 100 98.70
SSON53G_RS02735 hypothetical	protein 3 93.75 100 98.70
SSON53G_RS20575 acetyltransferase 3 100 100 98.70
SSON53G_RS00800
fimbrial	assembly	
protein 1 25.00 100 98.70
SSON53G_RS04470
c-di-GMP	
phosphodiesterase 1 0 100 81.82
SSON53G_RS12565
molybdenum	
metabolism	regulator 1 12.50 100 98.70
SSON53G_RS18035 membrane	protein 1 93.75 100 0
SSON53G_RS18060 hypothetical	protein 1 93.75 100 0
SSON53G_RS18535 hypothetical	protein 1 100 100 98.70
SSON53G_RS19005 toxin	YhaV 1 0 100 5.19
SSON53G_RS19975
general	secretion	
pathway	protein	GspA 1 0 100 0
SSON53G_RS21555 permease 1 0 100 98.70




protein 3 87.50 100 100
SSON53G_RS08045 enterotoxin 3 0 3.03 100
SSON53G_RS11530 protein	sirB1 1 0 3.03 100
SSON53G_RS16960
CRISPR-associated	
protein	CasA 1 0 0 100
SSON53G_RS17070 hypothetical	protein 3 100 96.97 100




protein	StdB 3 6.25 6.06 100
SSON53G_RS20465 hypothetical	protein 3 100 90.91 100
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SSON53G_RS21535 integrase 1 93.75 3.03 100
SSON53G_RS21545 transporter 1 93.75 93.94 100
SSON53G_RS22550
ATP-dependent	
protease 1 93.75 100 100
SSON53G_RS24875
lysine	decarboxylase	
LdcC 3 0 100 100
SSON53G_RS25520
toxin-antitoxin	biofilm	
protein	TabA 3 0 100 100
SSON53G_RS25525 DNA-binding	protein 3 93.75 100 100
SSON53G_RS00590
type	IV	pilin	
biogenesis	protein 1 0 0 100
SSON53G_RS02600 membrane	protein 1 0 0 100
SSON53G_RS02935 hypothetical	protein 3 0 0 100
SSON53G_RS04830
inner	membrane	
transporter	YcaM 3 6.25 0 100








subunit 1 0 0 100
SSON53G_RS17425 racemase 1 0 0 100
SSON53G_RS18615
transcriptional	
activator	TtdR 1 0 0 100
SSON53G_RS20270
DNA	utilization	
protein	HofN 1 0 0 100




activator	RhaR 1 0 0 100
SSON53G_RS24150 isocitrate	lyase 1 0 0 100
SSON53G_RS00405 sugar	MFS	transporter 1 93.75 100 100
SSON53G_RS06600
flagellar	biosynthesis	




catalytic	subunit 1 0 0 100
SSON53G_RS11320 hypothetical	protein 1 0 9.09 100
SSON53G_RS13285 membrane	protein 1 0 96.97 100
SSON53G_RS13660 transposase 1 68.75 0 100
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regulator 1 6.25 0 100
225
Appendices
Su
pp
lm
en
ta
ry
	T
ab
le
	2
:	G
en
es
	u
nd
er
	b
al
an
ci
ng
	o
r	n
eg
at
iv
e	
se
le
ct
io
n	
in
	S
.	s
on
ne
i
Lo
cu
s	t
ag
Pr
od
uc
t
Ge
ne
IS
	
sit
es
To
ta
l	
in
te
rr
up
tio
ns
SE
ED
RA
ST
	
Ca
te
go
ry
Ti
ps
	
af
fe
ct
ed
De
gr
ed
at
io
n	
In
de
x
%
	L
in
ea
ge
	I
%
	L
in
ea
ge
	II
%
	L
in
ea
ge
	II
I
SS
O
N
53
G_
RS
00
75
0
ad
he
sin
-
1
2
-
-
11
5
0.
00
87
43
.7
5
96
.9
7
98
.7
0
SS
O
N
53
G_
RS
01
37
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
1
2
-
-
12
4
0.
07
26
75
.0
0
10
0
94
.8
1
SS
O
N
53
G_
RS
01
55
0
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
2
3
fig
|2
16
59
9.
13
.p
eg
.2
58
-
11
8
0.
02
54
10
0
87
.8
8
87
.0
1
SS
O
N
53
G_
RS
02
68
5
tr
an
sc
rip
tio
na
l	
re
gu
la
to
r
fim
Z
2
2
fig
|2
16
59
9.
13
.p
eg
.4
56
-
75
0.
01
33
0
0
97
.4
0
SS
O
N
53
G_
RS
04
09
0
ta
il	
pr
ot
ei
n
-
7
7
fig
|2
16
59
9.
13
.p
eg
.6
74
Ph
ag
es
,	
Pr
op
ha
ge
s,	
Tr
an
sp
os
ab
le
	
el
em
en
ts
,	
Pl
as
m
id
s
38
0.
21
05
12
.5
0
24
.2
4
36
.3
6
SS
O
N
53
G_
RS
07
15
0
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
1
2
-
-
12
3
0.
00
81
87
.5
0
10
0
98
.7
0
SS
O
N
53
G_
RS
08
47
5
tr
an
sp
or
te
r
yd
iM
3
4
fig
|2
16
59
9.
13
.p
eg
.1
39
9
-
62
0
12
.5
0
0
77
.9
2
SS
O
N
53
G_
RS
09
04
5
DU
F4
18
6	
do
m
ai
n-
co
nt
ai
ni
ng
	
pr
ot
ei
n
yn
eG
1
1
fig
|2
16
59
9.
13
.p
eg
.1
48
4
-
72
0
0
0
93
.5
1
SS
O
N
53
G_
RS
11
26
5
su
ga
r	
ac
et
yl
tr
an
sf
er
-
as
e	
in
hi
bi
to
r
-
1
3
-
-
11
4
0.
00
88
81
.2
5
66
.6
7
96
.1
0
SS
O
N
53
G_
RS
11
32
0
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
3
3
fig
|2
16
59
9.
13
.p
eg
.1
80
6
-
80
0.
00
00
0.
00
9.
09
10
0.
00
226
Su
pp
lm
en
ta
ry
	T
ab
le
	2
:	G
en
es
	u
nd
er
	b
al
an
ci
ng
	o
r	n
eg
at
iv
e	
se
le
ct
io
n	
in
	S
.	s
on
ne
i
Lo
cu
s	t
ag
Pr
od
uc
t
Ge
ne
IS
	
sit
es
To
ta
l	
in
te
rr
up
tio
ns
SE
ED
RA
ST
	
Ca
te
go
ry
Ti
ps
	
af
fe
ct
ed
De
gr
ed
at
io
n	
In
de
x
%
	L
in
ea
ge
	I
%
	L
in
ea
ge
	II
%
	L
in
ea
ge
	II
I
SS
O
N
53
G_
RS
11
64
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
2
5
fig
|2
16
59
9.
13
.p
eg
.1
86
3
-
12
4
0.
24
19
93
.7
5
10
0.
00
98
.7
0
SS
O
N
53
G_
RS
11
68
0
tr
an
sc
rip
tio
na
l	
re
gu
la
to
r
-
2
4
-
-
12
0
0.
25
83
37
.5
0
10
0.
00
97
.4
0
SS
O
N
53
G_
RS
12
45
0
PT
S	
ga
la
ct
ito
l	
tr
an
sp
or
te
r	
su
bu
ni
t	I
IA
-
1
2
fig
|2
16
59
9.
13
.p
eg
.1
99
9
Ca
rb
oh
yd
ra
te
s
73
0.
01
37
0
0
94
.8
1
SS
O
N
53
G_
RS
13
31
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
yf
aH
1
1
fig
|2
16
59
9.
13
.p
eg
.2
14
1
Re
gu
la
tio
n	
an
d	
Ce
ll	
sig
na
lin
g
70
0
0
0
90
.9
1
SS
O
N
53
G_
RS
13
66
0
tr
an
sp
os
as
e
-
2
2
fig
|2
16
59
9.
13
.p
eg
.2
20
5
-
88
0
68
.7
5
0
10
0.
00
SS
O
N
53
G_
RS
15
52
0
ta
il	
pr
ot
ei
n
-
4
4
-
-
34
0.
35
29
25
.0
0
24
.2
4
28
.5
7
SS
O
N
53
G_
RS
15
64
5
tr
an
sp
os
as
e
IS
Ec
8
1
1
fig
|2
16
59
9.
13
.p
eg
.2
53
8
-
11
6
0
87
.5
0
96
.9
7
90
.9
1
SS
O
N
53
G_
RS
16
06
5
ta
il	
pr
ot
ei
n
-
6
6
fig
|2
16
59
9.
13
.p
eg
.2
59
3
-
33
0.
09
09
25
.0
0
21
.2
1
28
.5
7
SS
O
N
53
G_
RS
17
81
5
Ly
sR
	fa
m
ily
	
tr
an
sc
rip
tio
na
l	
re
gu
la
to
r
yg
fI
1
4
-
-
12
6
0.
00
79
10
0
10
0
10
0
SS
O
N
53
G_
RS
18
02
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
yg
gM
1
1
-
-
11
9
0.
00
00
87
.5
0
96
.9
7
94
.8
1
SS
O
N
53
G_
RS
18
05
0
m
em
br
an
e	
pr
ot
ei
n
yg
iK
2
2
-
-
48
0.
02
08
10
0
96
.9
7
0.
00
SS
O
N
53
G_
RS
18
53
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
yq
iI
2
2
fig
|2
16
59
9.
13
.p
eg
.2
99
3
-
12
5
0.
02
40
10
0
10
0
98
.7
0
SS
O
N
53
G_
RS
18
83
0
fim
br
ia
l	
pr
ot
ei
n
-
1
1
fig
|2
16
59
9.
13
.p
eg
.3
04
4
M
em
br
an
e	
Tr
an
sp
or
t
73
0
0
0
94
.8
1
227
Appendices
Su
pp
lm
en
ta
ry
	T
ab
le
	2
:	G
en
es
	u
nd
er
	b
al
an
ci
ng
	o
r	n
eg
at
iv
e	
se
le
ct
io
n	
in
	S
.	s
on
ne
i
Lo
cu
s	t
ag
Pr
od
uc
t
Ge
ne
IS
	
sit
es
To
ta
l	
in
te
rr
up
tio
ns
SE
ED
RA
ST
	
Ca
te
go
ry
Ti
ps
	
af
fe
ct
ed
De
gr
ed
at
io
n	
In
de
x
%
	L
in
ea
ge
	I
%
	L
in
ea
ge
	II
%
	L
in
ea
ge
	II
I
SS
O
N
53
G_
RS
19
00
0
ty
pe
	I	
de
ox
yr
ib
on
uc
l-
ea
se
	H
sd
R
yg
fI
1
1
fig
|2
16
59
9.
13
.p
eg
.3
07
4
-
77
0
0
0
10
0
SS
O
N
53
G_
RS
20
46
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
yg
gM
1
2
-
-
12
7
0
10
0
90
.9
1
10
0
SS
O
N
53
G_
RS
20
48
5
m
em
br
an
e	
pr
ot
ei
n
-
2
4
fig
|2
16
59
9.
13
.p
eg
.3
32
8
-
13
0
0.
01
54
10
0
10
0
10
0
SS
O
N
53
G_
RS
20
57
5
ac
et
yl
tr
an
sf
er
-
as
e
yh
hY
1
2
fig
|2
16
59
9.
13
.p
eg
.3
34
3
-
12
5
0.
01
60
10
0
10
0
98
.7
0
SS
O
N
53
G_
RS
21
56
0
al
ph
a-
gl
uc
os
id
as
e
-
1
1
fig
|2
16
59
9.
13
.p
eg
.3
48
8
Ca
rb
oh
yd
ra
te
s
10
9
0
0
10
0
98
.7
0
SS
O
N
53
G_
RS
23
90
5
vi
ta
m
in
	B
12
	
tr
an
sp
or
te
r	
Bt
uB
bt
uB
16
23
fig
|2
16
59
9.
13
.p
eg
.3
88
3
Co
fa
ct
or
s,	
Vi
ta
m
in
s,	
Pr
os
th
et
ic
	
Gr
ou
ps
,	
Pi
gm
en
ts
23
0
31
.2
5
21
.2
1
14
.2
9
SS
O
N
53
G_
RS
24
78
5
hy
po
th
et
ic
al
	
pr
ot
ei
n
-
1
1
-
-
12
1
0
93
.7
5
93
.9
4
97
.4
0
SS
O
N
53
G_
RS
26
02
0
Lu
xR
	fa
m
ily
	
tr
an
sc
rip
tio
na
l	
re
gu
la
to
r
yj
jQ
2
2
fig
|2
16
59
9.
13
.p
eg
.4
22
1
-
78
0
6.
25
0
10
0
228
