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For functions f: D + Rk where D is a finite set and Rk = {0, l,... k} we define 
complementary and self-complementary functions. De Bruijn’s generalization 
of Polya’s theorem gives a formula for the number of non-isomorphic self- 
complementary functions f a R,“. We consider the special cases of generalized 
graphs and m-placed relations. Among other results we prove that the number 
of non-isomorphic self-complementary relations over 2n elements is equal to the 
number of non-isomorphic self-complementary graphs with 4n + 1 points. 
Let R and D be finite sets, G a permutation group acting on D. 
By fi --fi o 1a E G Vd E D f,(d) =&(7+(d)) we define an equivalence 
relation on RD. It is well known that the Polya-theory (see e.g. [I]) leads 
to a formula for the number of non-equivalent (non-isomorphic) functions 
referring to N. For R = (0, I} and suitable D and G as special cases one 
gets, for example, the number of non-isomorphic m-graphs [4], digraphs [3] 
and m-placed relations over n elements [4]. For all these structures there 
are complementary structures defined in a canonical way. There are many 
papers (see [6], [7], [8]) concerning the enumeration problem of self- 
complementary structures using de Bruijn’s generalization of Polya’s theorem. 
Here we will give a generalization of the definition of complementarity 
solving then the enumeration problem for the self-complementary structures. 
The application to graphs gives as special cases the formulas of Read [7] 
and by use of [8] a surprising connection between self-complementary graphs 
and relations. Finally from the derived formulas we get some asymptotic 
results generalizing asymptotic formulas for the number of self-comple- 
mentary graphs given by Palmer [5]. 
In the following let Rk = (0, I,..., k} be the set of the first k + 1 natural 
numbers. 
DEFINITION 1. Let f: D + RI, . The function f with f((d) = k -f(d) is 
called the complementary function to f. 
A motivation of this definition is the following: For D = {{i,j} j i, j E 
il,..., n], i #j} each fE RkD can be interpreted as a graph having at most k 
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edges between any two distinct vertices. From Definition 1, the union of a 
graph and the complement is a graph with exactly k edges between any two 
distinct vertices. For k = 1 this is the usual definition of complementary 
graphs. 
DEFINITION 2. f E RkD is called self-complementary, iff f-f. 
Let A(k, D, G) be the number of non-isomorphic self-complementary 
functions of RfiD and 1 X 1 the cardinality of a set X. 
THEOREM 1. 1 D 1 is odd or k is odd if A(k, D, G) # 0. 
The proof is a direct consequence of the definitions 1 and 2. For a finite 
permutation group G acting on a finite set D the cycle index Z(c) is defined by 
where the Zi are variables and (pl(u),p,(a),...) is the cycle partition of u. 
Z(G)k, , cz ,...I means substitution zi = ci in the cycle index Z(G). 
THEOREM 2. 
A(k, D, G) = Z(G)[u, k + 1, a, k + l,... ] with a = 
0, if k is odd 
1 
3 
if k is even . 
Proof. We define a permutation group H acting on Rk . Let H = {q , us}, 
where a, is the identity and u2 the permutation with us(i) = k - i for 
i = 0, I,..., k. 
By fi w fi 9 3~ E G 3~ E H Vd E D f,(d) = Tfl(+(d)) there is defined 
another equivalence relation M on Rk: D. For the equivalence classes [f]% 
and [f]- we have [f]- = [f]- u [3]* . This gives 
I RkD/, I = 2 * j RkD/m I - A(k, D, G). (1) 
By the theorems of Polya and de Bruijn [l] we have 
and 
1 RkD/- I = Z(G)[k + 1, k + l,...] 
1 &cD/= I = I H , seH --!I- c Z(G)h(d, dd,...l 
with 
dli 
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Now using these equations and the special group H the theorem follows 
from (1). 
In principle Theorem 2 allows us to enumerate the number of self- 
complementary functions from the cycle index of G. For further evaluation 
of this formula we have to specialize G and D. Therefore we now look 
essentially for graphs. 
Let N = (l,..., n}, D=[N12={AjACNh[AI=2} and G be the 
permutation group St’ acting on [N12 and induced by the symmetric group S,. 
For abbreviation we define g&r) = A&, [N12, SA2’), 
P(n) = [(pr ,p2 ,...>I pi E NJ, T i api = n/ and c(P) = n! (j-j i”’ apt!)-‘. 
Furthermore let P(a, b, c) be the subset of partitions from P(ab + c) with 
p1 = c and pi # 0 at most for those indices i which are multiples of a. 
If [r, s] denote the g.c.d. of r and s, (r; s) the 1.c.m. of r and s, we have the 
following theorem. 
THEOREM 3. For k = 2m - 1 3 1 we have 
a) g&n + 2) = gk(4n + 3) = 0 
with 
Kl(P) = i 2i - ~:i + 4 1 (r; s) ~4~ * p4s 
$4 lzg<ssgn 
c> 1) 
Kp(P) 
with 
K,(P) = Kdf’) + i ~ai 
i=l 
and for k = 2m > 2 
d) glc(n) = $ c c(P) * (k + 1)K3’p’ 
PEP(n) 
with 
h/21 
W’) = c c (r; 4 p7 . ps + 1 (p2i(i * p2i - 1) + p4J 
I r<s i=l 
[r.s]=ni 
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Proof. 
(a) follows directly from Theorem 1. 
(b) Theorem 2 gives gk(4n) = Z(Si”,‘)[O, k + 1, 0, k + l,...]. Since Sh’) 
is homomorphic to S, , this yields 
g&n) = & & v +‘) [O, k + 1, 0, k + l,... ] 
where + is a permutation of SA2,’ induced by n. Oberschelp [4] has given a 
formula to calculate the cycle partition of this permutation 75 from the 
cycle partition of rrr: 
(2) 
where the sum is over all r, s with [r, s] = i, a,, is the Kronecker symbol and 
1 if i is even 
6,(2) = lo: if j is odd ’ 
It follows from this formula that P E (P(n)\P(4, n, 0)) iff there is an odd i 
with pi # 0. The substitution in the cycle index now leads to 
g,Vn) = & C cU’)(k + UA 
. PEP(4.n.O) 
with A = xi pzi . Now it is easy to see by (2) that A = K,(P), and so we have 
part (b) of the theorem. 
The proofs of(c) and (d) are similar to this one. 
For k = 1 this theorem leads to the formulas of Read [7]. Now we look for 
another specialization. 
Let D = {(i,j) / i,j E N} = N2, G be the permutation group S,” acting 
on IV2 and induced by S, and r(n) = A(1, N2, Sn2). 
We then have (see [S]): 
THEOREM 4. 
r(2n) = & C c(P) * 2K4(p) 
. PEP(2.72,0) 
with 
&(P) = C -!- c* (k ml ok * p,,z i 2i 
where C* means summation over all k and m with [k, m] = 2i. 
(3) 
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Now we get the following surprising result: 
THEOREM 5. The number of non-isomorphic self-complementary graphs 
with 4n +- 1 vertices is equal to the number of non-isomorphic self- 
complementary relations over 2n elements. 
Proof: We start with (3): 
rCW = &- PEpXl,O) cCp) 2K4’p’ 
= c* ( pm . p2j!)-l p*(p)-%.I% 
where C* means summation over all (pz ,p4 ,...,pzn) with C i *pzi = n. 
k = m = 2i gives the part Cjevenj *pi 2 to K,(P). If k # m, the two ordered 
pairs (k, m) and (m, k) give the same summands in K,(P). Since in the last 
sum k and m are odd it follows (k; m) = 2(q; r) with 1 < q, r < n, and 
for each q, r with 1 < q < r < II there are k, m and i with k < m, [k, m] = 2i 
and (k; m) = 2(q; r). Therefore 
&VI = i 2i * PZ + 4 C (4; r)p2, * P2T . 
i-1 1<s<r<n 
Now by the substitutionp,, = ki we get for r(2n): 
r(2n) = C 
(k,.+,,.... 
( fijkJ -kj!)-l -‘J* 
lEP(Pl) j=l 
with 
A = f ki(2i * ki - 1) + 4 c (q; r) k, * k, 
i=l 1<q<r<n 
On the other hand it yields 
g1(4n + ‘) = (4n : I)! .Epzn,l, ‘(P) 2 
K,(P) 
= pepFn o) ( 4 @P5 ’ PU!)-’ a 2K2” 
. * 
= 1 (fij’,*k,!)-l*2’ 
(k,.k,,...WW j=l 
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with 
B = f (2i * ki2 + kJ + 4 1 (r; s)pr ‘pS - 2 f kj . 
i=l 1<r<L%p j=l 
Since A = B we now have g,(4n + 1) = r(2n), and the theorem is proved. 
Self-complementary graphs only exist if the number of vertices is 4n or 
4n + 1. Read [7] has shown, that the number of self-complementary graphs 
with 4n vertices is equal to the number of self-complementary digraphs 
with 2n vertices. It is an unsolved problem to find natural correspondences 
between these structures and between the structures in Theorem 5. 
With the calculation of the cycle index of Si’) the formula for A@, D, G) 
given in Theorem 2 leads to the graphical enumeration in Theorem 3. 
These formulas are still complicated, but are nevertheless of interest because 
asymptotic results are now derivable. Palmer [5] has given asymptotic 
results for g,(4n) and g,(4n + 1). A modification of his method leads directly 
to the following theorem. 
THEOREM 6. 
g2dW 
1 (2k)2”” 1 (2k)2n”+n 
--- ;g,,.-1(4n + 1) “3 n! 4” p 
So we have that the greatest part to g,,-,(4n) comes from the one partition 
P = (0, 0, 0, n, 0 ,...) E P(4, IZ, 0). A corresponding result is not correct 
for g,&). Here we can only show that the partitions ( p1 , p2 , O,...) E P(n) 
give the greatest contribution to g,,(n). Specifically we have: 
THEOREM 7. 
a> g2kW 
n (.-& + l)&-@-cc) 
= z. (2x)! * 2+2 * (n - x)! + 0 ( (2k; $-” )’ 
Proof. We only prove (a). 
For x = 0, I,..., n we look at P, = (2x, n - x, 0 ,...) E P(h). 
From Theorem 3 it follows that P, gives the part 
(2;)! Qx)! . ,y,, _ x)! w + l)(n-z)(n-2-1)+2z(n-2) 
1 O( ) is the Landau symbol. 
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n (2k + lp&-(cc-d 
&m = ,c, &TX)! .2n-2 . (n - x)! + (2& peg2,) c(p)(2k + 0” 
P#(P1.P1.O....) 
with 
A =&. 
i 
For the second sum S on the right hand side we have the equation 
s = i2 &c* (2k + 1)” 
where C* means summation over all n ES,, with p,(r) # 2y and p2(~) = 
n - y. For fixed y an upper bound for the number of summands is given by 
an upper bound for the number a( pz) of elements of S,, with pz = n - y. 
4Pz) < (*3(2n - 2&! g$ = 
(2n) ! 
2*-u * (n - y)! 
Now we need an upper bound for A. An elementary proof shows that for 
y > 2 the sets 
A,= ~&sIP~P(2n),P,=n- 
I f 
Y, p f (PI > Pz 9 0 ,..., )I 
and 
B,= chIP=(PI, I, n-Y,O,P,,O ,... )EP( n),p,#O/ 
have a maximum in the same partition P. The partition P = (2y - 4,0, 
n - y, 0, 1, O,...) gives the maximum for B, and so by (2) we have max B, = 
n2 - 3n - y2 + 5y - 2. Altogether this leads to the estimate 
s < 2 (2k + 1)93-2n-v*+5~-2 
.  
tJ=2 2n-v * (n - y)! 
< ‘2k2z .‘,‘1’-” z2 (nzI: “y!, ! (2k + 1)-2d+6~-2~ 
Since n !/(n - y) ! < ny and -2n - y2 + 5y - 2 < -(n/2) y for sufficiently 
large n, we now have 
s < (2k + l)‘+, n 
’ 2” . n! z2 ( (2k ?1)“/’ )y = cl (“k;.‘,‘;-“) 
and the theorem is proved. 
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We have seen that an enumeration of generalized self-complementary 
structures is possible by use of Theorem 2. For graphs with multiple edges 
such an enumeration we have given in detail, and for m-placed relations 
this has be done in [8]. In a similar way formulas for the number of self- 
complementary m-graphs and for the self-complementary case of further 
structures described in [9] are derivable. 
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