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Abstract
Search for WW and WZ Resonances in `νqq final states in pp collisions at
√
s = 13 TeV with the ATLAS detector
by
Natasha Woods
This thesis presents a search for WW and WZ resonances using data from pp col-
lisions at
√
s = 13 TeV using the ATLAS detector, corresponding to an integrated
luminosity of 139 fb−1. Diboson resonances are predicted in a number of Standard
Model (SM) extensions, such as Extended Gauge Models, and extra dimensional
models. This search looks for resonances where one W boson decays leptoni-
cally and the other W or Z boson decays hadronically. This search is sensitive
to diboson resonance production via vector-boson fusion (VBF), quark-antiquark
annihilation (DY), and gluon-gluon fusion (ggF) mechanisms. No significant ex-
cess of events is observed with respect to the SM backgrounds, and constraints
on the masses of new W ′, Z ′, and bulk-RS Gravitons are extended up to 3.7 TeV,
depending on the model. As the dominant backgrounds in this search contain
gluon-initiated jets, classifying jets as quark-initiated or gluon-initiated increases
the sensitivity of this analysis to new physics. Towards this end, this thesis pro-
vides a calibrated quark-gluon tagger based on the multiplicity of charged particles
within a jet.
xix
For My Parents
xx
Acknowledgments
Across the years, numerous connections have shaped my path, leading me to this
point. Unfortunately, I cannot possibly thank everyone, and here for brevity will
acknowledge a few.
Thank you Mike for being so available and supportive. Your optimism and
guidance were critical to my progress. I have learned so much from our interactions
and will miss them. More broadly I wish to thank past advisers, teachers, post-
docs, fellow graduate students, and friends for their kindness and support. Thank
you Gerard and Randi for your calm wise words and care. Thank you Adam,
Ryan, and John for challenging my beliefs.
Thank you Renae, McKenna and Caitlin for being amazing friends. Thank you
Mom, Dad, Alex, Bryce and Marco for your continuous love and encouragement.
xxi
Part I
Introduction
1
Chapter 1
Introduction
In general, humanity has continually strived to understand the structure and
dynamics of reality for widely varying reasons. Each academic field uses a specific
set of concepts and models to describe nature. Physics, one such field, uses mathe-
matical objects to systematically develop testable models about the universe. The
Standard Model (SM) of particle physics describes the quantum behavior of three
of the four fundamental forces: electromagnetic, strong, and weak forces. In this
theory the most fundamental types particles are fermions and bosons. The ordi-
nary matter of the universe is composed of fermions and bosons are the mediators
of the fundamental forces.
The SM has consistently described much of reality with phenomenal accuracy,
predicting cross sections for strong and electroweak processes spanning over ten
orders of magnitude (see Fig 3.1). The SM also contains no known logical incon-
sistencies. Despite the reality of the SM, it still fails to describe certain aspects
of reality and suffers from aesthetic issues. The SM fails to explain dark matter,
dark energy, neutrino masses, the hierarchy of the fundamental force strengths,
and other issues that may have not been noticed yet! This incompleteness may
indicate that a more fundamental theory exists. Such a theory would address
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the aforementioned phenomena, and the SM’s ad-hoc structures and parameter
values. In particular, the relative scales of the fundamental forces impose oddly
fine-tuned SM parameters, unless there is additional structure at higher energies
(e.g. between the electroweak and Planck scales). This and other theoretical ar-
guments motivate the search for new physics at the TeV scale. The set of theories
that hope to explain more of reality are known as Beyond the Standard Model
theories (BSM). Many of these theories, if true, would revolutionize concepts of
symmetry and space-time, which would be intrinsically meaningful.
To probe the physics at this high energy frontier, physicists often collide ener-
getic particles that combine to produce massive particles, such as the Higgs boson
and top quark. The more energetic the colliding particles are the more massive
produced particles can be. Presently, the world’s highest energy particle collider
is the Large Hadron Collider (LHC) at the European Organization for Nuclear
Research (CERN).
This thesis presents a search for WW and WZ BSM resonances using data
from pp collisions at
√
s = 13 TeV using the ATLAS detector at CERN, corre-
sponding to an integrated luminosity of 139 fb−1. These diboson resonances are
predicted in a number of BSM theories, such as Extended Gauge Models and
Extra dimensional models. This search looks for resonances where one W boson
decays leptonically and the other W or Z boson decays hadronically. This search
is sensitive to diboson resonance production via vector-boson fusion (VBF) as well
as quark-antiquark annihilation (DY) and gluon-gluon fusion (ggF) mechanisms
(collectively called non-VBF).
To search for these new resonances, Monte-Carlo simulations are used to model
SM backgrounds and BSM resonances. In these simulations, a series of optimized
cuts are used create signal regions (SR) to identify the leptonic and hadronic
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decay products of the resonance, maximize signal acceptance, and minimize back-
ground contamination. In these regions, the resonance mass is calculated as the
combined system mass of the leptonic and hadronic system. Thus, the expected
resonance mass distribution from the simulated backgrounds and anticipated sig-
nal are compared to data to search for the existence of these BSM signals (also
known as a bump hunt). Control regions enriched in the dominant backgrounds,
tt¯ andW+jets (TCR and WCR, respectively) are constructed to be orthogonal to
SRs and used to determine the normalization of the tt¯ and W+jets backgrounds
in SRs.
The VBF W ′ and Z ′ and ggF W ′ and Z ′ resonances studied have unique
SR and CR selections to maximize analysis sensitivity. RS Graviton signals are
probed using the same selections as the ggF Z ′ signal.
More massive resonances are more likely to have boosted W/Z bosons. As the
boost of the hadronically decaying boson increases the separation of the decay
products decreases. When the hadronically decaying boson has sufficient boost,
the two quarks overlap and are not identified separately. For this reason, a set of
resolved selections are used when the hadronic decay products are reconstructed
separately, and merged selections when the decay products overlap and are iden-
tified as a single object in the event. A W/Z tagger identifies merged jets as
originating from a W/Z bosons based on jet substructure and mass cuts. How-
ever, the more boosted the jet is the less likely it is to pass the jet substructure
cut, due to track merging. Consequently, the merged selection uses a high pu-
rity region (HP), which requires that the jet pass both cuts, and low purity (LP)
region where the jet fails the jet substructure cut.
The aforementioned SR definitions veto events with b-jets to minimize tt¯ con-
tamination. However, b-jets are anticipated from W ′ resonances from the hadron-
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ically decaying Z boson. To increase the signal acceptance of these resonances,
a Z → bb tagger is used to construct additional SR and CRs called the "tagged"
regions (and "untagged" if the event fails the Z → bb tagger).
For each signal model, the simulated and measured resonance mass distribu-
tions in the relevant SR and CRs are combined to construct a likelihood. This
likelihood is parameterized by the signal strength parameter, µ, and systematic
uncertainties of the resonance mass distribution. This likelihood is used to quan-
tify the likelihood of a certain signal model given the anticipated backgrounds and
measured data.
No significant excess of events is observed with respect to SM backgrounds,
and constraints on the masses of new W’, Z’, and bulk-RS Gravitons are extended
to up to 3.3 TeV, depending on the model. As the dominant backgrounds in this
search contain gluon-initiated jets, classifying jets as quark-initiated or gluon-
initiated would improve the analysis sensitivity to new physics. Towards this end,
this thesis provides a calibrated quark-gluon tagger based on the multiplicity of
charged particles within a jet.
Part II reviews the SM, its successes and shortcomings, and the aforemen-
tioned BSM theories that address the incompleteness of the SM. The structure
and performance of the ATLAS detector used in this search is given in Part III.
Part IV summarizes the search for the diboson resonances using ATLAS data from
pp collisions at
√
s = 13 TeV. Finally, Part V examines the prospects for a quark
gluon tagger based on the track multiplicity of jets and details the calibration of
this tagger.
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Part II
Theoretical Motivation
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Chapter 2
The Standard Model of Particle
Physics
2.1 Introduction
By determining the dynamics of the most elementary degrees of freedom, par-
ticle physics hopes to uncover the fundamental laws of the universe. The defini-
tion of elementary has evolved with time and currently refers to quantum fields,
which are operators on spacetime used to compute probability distributions. The
quantized excitations of these fields gives rise to particles such as the electron.
The Standard Model of Particle Physics (SM) describes the interactions between
particles due to three of the four fundamental forces: weak, strong, and electro-
magnetic. Gravity is not included in the SM and still under investigation.
2.2 Quantum Field Theory
In the SM, forces (and particles) are represented as fields. In this context,
fields are mathematical objects that define a tensor (e.g. scalar, vector, etc) at
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every point on a manifold, here the manifold is space-time. These fields obey laws
dictated by Quantum Field Theory (QFT). Particles arise naturally in QFT as
quantizied field excitations localized in spacetime.
According to Noether’s theorem, symmetries of a field give rise to conserved
quantities (e.g. time-translation invariance leads to energy conservation). Often
in the history of physics, a conserved quantity of a field is found and then the
underlying symmetry of the field is inferred. Gauge symmetries are symmetries
among the internal degrees of freedom of the field (components of the tensor),
which give rise to conserved quantities associated with fields. By specifying the
symmetries of a system the dynamics and conserved quantities of the system may
be succinctly defined.
2.3 U(1)EM Local Gauge Invariance
The Lagrangian of Quantum Electrodynamics (QED) describes the electro-
magnetic force. QED may be derived by requiring local U(1)EM gauge invariance
of the free Dirac fermion Lagrangian, ψ:
L = iψ¯γµ∂µψ −mψ¯ψ (2.1)
This symmetry may be represented as a complex number with unit modulus,
eiθ. U(1) gauge invariance requries this gauge transformation of ψ will leave the
Lagrangian unchanged:
ψ(x)→ ψ′(x) = eiθ(x)ψ(x) (2.2)
NB: This transformation is a local gauge transformation as θ depends on the
spacetime coordinate.
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This transformation does not impact the mass term, but the kinetic term is
modified due to θ(x).
L → L′ = iψ¯e−iθ(x)γµ∂µψeiθ(x) −mψ¯e−iθ(x)ψeiθ(x) (2.3)
= iψγµ(∂µψ + iψ∂µθ)−mψ¯ψ (2.4)
The ∂µθ terms breaks the gauge invariance of the Lagrangian. By introducing
a new field, Aµ, the gauge invariance of the derivative can be recovered. Now
redefining the derivative as the covariant derivative:
Dµψ ≡ (∂µ − iqAµ)ψ (2.5)
And letting Aµ transform under U(1) as:
Aµ → Aµ + δAµ (2.6)
The transformed covariant derivative becomes:
Dµψ → Dµψ′ = (∂µ − iqAµ)ψ′ (2.7)
= (∂µ − iq(Aµ + δAµ))ψeiθ (2.8)
= eiθDµ + ieiθψ(∂µθ − qδAµ)) (2.9)
The covariant derivative can be made gauge invariant by setting the last term
to zero.
δAµ =
1
q
∂µθ (2.10)
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So now Aµ transforms as:
Aµ → Aµ + 1
q
∂µθ (2.11)
Finally, replacing the derivative with the covariant derivative the Dirac La-
grangian we have:
L = iψ¯γµDµψ −mψ¯ψ − 14FµνF
µν (2.12)
= LQED (2.13)
Here Fµν ≡ ∂µAν − ∂νAµ. This last term in the Lagrangian is the kinetic
energy of the gauge boson field.
So we have derived the QED Lagrangian! By requiring the free Dirac La-
grangian to be invariant under local U(1) transformations we have generated a
new gauge boson field, Aµ, which describes the photon. As expected, the photon
interacts with fermions.
Stepping back, a global U(1) gauge symmetry of the free Dirac Lagrangian
implies we cannot measure the absolute phase of a charged particle. A local U(1)
gauge symmetry changes the phase of fields differently across space time. For this
type of transformation to leave the Lagrangian invariant, we had to introduce an
additional field, Aµ, which "communicates" these phase changes across space-time.
In less formal language this effectively means: if the field at one location changes,
this change is conferred to other particles via Aµ.
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2.4 Yang-Mills Gauge Theories
Requiring U(1)EM gauge invariance of the free Dirac Lagrangian gave us QED.
Requiring different gauge symmetries we can derive the structure of other inter-
actions. Any gauge symmetry may be written as:
ψi → exp(iθaT aij)ψj (2.14)
Here θ is a dimensionless real parameter and T is the generator of the gauge
symmetry group. With this, the covariant derivative can be written as:
Dµψi ≡ ∂µψi + igAaµT aijψj (2.15)
Then the gauge field must transform as:
Aaµ → Aaµ −
1
g
∂µθ
a − fabcθbAcµ (2.16)
Here f is the structure constant of the gauge group. The field strength tensor
is given by:
F aµν ≡ ∂µAaν − ∂νAaµ − gfabcAbµAcν (2.17)
F aµν → F aµν − fabcθbF cµν (2.18)
This gives the Yang-Mills Lagrangian:
LYM = −14F
aµνF aµν + iψ¯iγµDµψi +m ¯ψiψi (2.19)
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2.5 Particles in the Standard Model
The SM is a SU(3)C × SU(2)L × U(1)Y Yang-Mills theory, that explains the
quantum behavior of electromagnetic, weak, and strong force. It consists of
fermions (half-interger spin matter constituents) and bosons (integer spin force
meditators). Fermions are spinor representations of the Poincare group and can
be further separated into leptons and quarks. Bosons are the result of requiring
a particular symmetry among the spinor fields:
SU(3)C × SU(2)L × U(1)Y (2.20)
SU(3)C is the symmetry group of the strong force and generates eight gluon
fields, Gµ. SU(2)L is the symmetry group of the electroweak force and generates
three electroweak boson fields. The mixing of this SU(2)L and U(1)Y gives rise
to the photon field, where Y is the weak-hypercharge:
Y = 2(Q− T3) (2.21)
Q is the electromagnetic charge, and T3 is the z-component of the weak isospin.
Weak isospin is the charge associated with the SU(2)L symmetry. The correspond-
ing covariant derivative is then:
Dµφ ≡ (∂µ + ig1BµYL/R + [ig2Wαµ Tα]L + [ig3Gαµτα]C)ψ (2.22)
For a given fermion to interact with a given gauge field it must have a non-
zero corresponding Noether charge for that gauge symmetry. If the corresponding
Noether charge is zero, that fermion transforms as a singlet and does not partici-
pate in that gauge interaction.
Fermions are divided into quarks and leptons based on their transformations
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under SU(3)C . Quarks transform as color triplets. Leptons transform as color
singlets and consequently do not interact with gluons. Fermions may be further
classified by their SU(2)L interactions. Only the left-chiral part of fermions (de-
noted by L here) transform as SU(2)L doublets, the right-chiral part forms singlets
under this gauge. Lastly, all these groups of particles come in three generations,
each a heavier copy of the previous, but with differing flavor quantum numbers.
This is summarized in Table 2.1 and shown in Figures 2.1 and 2.2.
SM Fermion Gauge Group First Generation Second Generation Third Generation (SU(3)C , SU(2)L, U(1)Y ) Representations
Left-handed quarks
(
urL u
g
L u
b
L
drL d
g
L d
b
L
) (
crL c
g
L c
b
L
srL s
g
L s
b
L
) (
trL t
g
L t
b
L
brL b
g
L b
b
L
)
(3, 2, 16)
Right-handed quarks (urR, u
g
R, u
b
R) (crR, c
g
R, c
b
R) (trR, t
g
R, t
b
R) (3, 1, 23)
(drR, d
g
R, d
b
R) (srR, s
g
R, s
b
R) (brR, b
g
R, b
b
R) (3, 1,−13)
Left-handed leptons
(
νLe
eL
) (
µLe
µL
) (
τLe
τL
)
(1, 2,−12)
Right-handed leptons eR µR τR (1, 1,−1)
Table 2.1: Representations of the SM fermions under SU(3)C×SU(2)L×U(1)Y
gauge symmetry group. Rows are correspond to different weak isospin states and
columns to different QCD color states.
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Figure 2.1: The particles of the Standard Model.
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The standard model is furthermore a gauge theory, which means there are degrees of freedom in the mathematical formalism
which do not correspond to changes in the physical state. The gauge group of the standard model is SU(3) × SU(2) × U(1)[2],
where U(1) acts on B and φ, SU(2) acts on W and φ, and SU(3) acts on G. The fermion field ψ also transforms under these
symmetries, although all of them leave some parts of it unchanged.
In classical mechanics, the state of a system can usually be captured by a small set of variables, and the dynamics of the system is
thus determined by the time evolution of these variables. In classical field theory, the field is part of the state of the system, so in
order to describe it completely one effectively introduces separate variables for every point in spacetime (even though there are
many restrictions on how the values of the field "variables" may vary from point to point, for example in the form of field equations
involving partial derivatives of the fields).
In quantum mechanics, the classical variables are turned into operators, but these do not capture the state of the system, which is
instead encoded into a wavefunction ψ or more abstract ket vector. If ψ is an eigenstate with respect to an operator P, then
Pψ = λψ for the corresponding eigenvalue λ, and hence letting an operator P act on ψ is analogous to multiplying ψ by the value of
the classical variable to which P corresponds. By extension, a classical formula where all variables have been replaced by the
corresponding operators will behave like an operator which, when it acts upon the state of the system, multiplies it by the analogue
of the quantity that the classical formula would compute. The formula as such does however not contain any information about the
state of the system; it would evaluate to the same operator regardless of what state the system is in.
Quantum fields relate to quantum mechanics as classical fields do to classical mechanics, i.e., there is a separate operator for every
point in spacetime, and these operators do not carry any information about the state of the system; they are merely used to exhibit
some aspect of the state, at the point to which they belong. In particular, the quantum fields are not wavefunctions, even though
the equations which govern their time evolution may be deceptively similar to those of the corresponding wavefunction in a semiclassical formulation. There is no variation in strength of
the fields between different points in spacetime; the variation that happens is rather one of phase factors.
Mathematically it may look as though all of the fields are vector-valued (in addition to being operator-valued), since they all have several components, can be multiplied by matrices, etc.,
but physicists assign a more specific physical meaning to the word: a vector is something which transforms like a four-vector under Lorentz transformations, and a scalar is something
which is invariant under Lorentz transformations. The B, Wj, and Ga fields are all vectors in this sense, so the corresponding particles are said to be vector bosons. The Higgs field φ is a
scalar.
The fermion field ψ does transform under Lorentz transformations, but not like a vector should; rotations will only turn it by half the angle a proper vector should. Therefore, these
constitute a third kind of quantity, which is known as a spinor.
It is common to make use of abstract index notation for the vector fields, in which case the vector fields all come with a Lorentzian index μ, like so: , and . If abstract index
notation is used also for spinors then these will carry a spinorial index and the Dirac gamma will carry one Lorentzian and two spinorian indices, but it is more common to regard spinors
as column matrices and the Dirac gamma γμ as a matrix which additionally carries a Lorentzian index. The Feynman slash notation can be used to turn a vector field into a linear operator
on spinors, like so: ; this may involve raising and lowering indices.
As is common in quantum theory, there is more than one way to look at things. At first the basic fields given
above may not seem to correspond well with the "fundamental particles" in the chart above, but there are several
alternative presentations which, in particular contexts, may be more appropriate than those that are given above.
Rather than having one fermion field ψ, it can be split up into separate components for each type of particle. This
mirrors the historical evolution of quantum field theory, since the electron component ψe (describing the electron
and its antiparticle the positron) is then the original ψ field of quantum electrodynamics, which was later
accompanied by ψμ and ψτ fields for the muon and tauon respectively (and their antiparticles). Electroweak
theory added , and  for the corresponding neutrinos, and the quarks add still further components. In
order to be four-spinors like the electron and other lepton components, there must be one quark component for
every combination of flavour and colour, bringing the total to 24 (3 for charged leptons, 3 for neutrinos, and
2·3·3 = 18 for quarks). Each of these is a four component bispinor, for a total of 96 complex-valued components
for the fermion field.
An important definition is the barred fermion field , which is defined to be , where  denotes the Hermitian
adjoint and γ0 is the zeroth gamma matrix. If ψ is thought of as an n × 1 matrix then  should be thought of as a 1 × n matrix.
An independent decomposition of ψ is that into chirality components:
"Left" chirality:  
"Right" chirality:  
The pattern of weak isospin T3, weak
hypercharge YW, and color charge of all known
elementary particles, rotated by the weak mixing
angle to show electric charge Q, roughly along
the vertical. The neutral Higgs ﬁeld (gray square)
breaks the electroweak symmetry and interacts
with other particles to give them mass.
The role of the quantum ﬁelds
Vectors, scalars, and spinors
Alternative presentations of the fields
Connections denoting which particles interact with each other.
Fermions
A chiral theory
Figure 2.2: Summary of SM particle interactions.
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Now we can understand the SM Lagrangian density below as a SU(3)C ×
SU(2)L×U(1)Y Yang-Mills theory with an additional SU(2) complex scalar Higgs
field doublet that will be discussed later.
LSM = −14BµνB
µν − 14W
a
µνW
aµν − 14G
α
µνG
αµν︸ ︷︷ ︸
Kinetic Energies and Self-Interactions of Gauge Bosons
+ L¯iγµ(i∂µ − 12g1YiLBµ −
1
2g2σ
aW aµ )Li︸ ︷︷ ︸
Kinetic Energies and EW Interactions of Left-handed Fermions
+ R¯iγµ(i∂µ − 12g1YiRBµ)Ri︸ ︷︷ ︸
Kinetic Energies and EW Interactions of Right-Handed Fermions
+ ig32 Q¯jγ
µλαGαµQj︸ ︷︷ ︸
Strong Interactions between Quarks and Gluons
+ 12 |(i∂µ −
1
2g1Bµ −
1
2g2σ
aW aµ )Φ|2 − V (Φ)︸ ︷︷ ︸
Electroweak Boson Masses and Higgs Couplings
− ( ydklL¯kΦRl + yuklR¯kΦ˜Ll + h.c.)︸ ︷︷ ︸
Fermion Mass terms and Higgs Couplings
Here several abstract spaces are being spanned:
– a spans the three SU(2)L gauge fields with generators expanded in Pauli
matrics: Tα = 12σ
a
– α spans the eight SU(3)C gauge fields, with generators expanded in Gell-
Mann matrices: τα = 12λ
α
– L/R represent left and right projections of Dirac fermion fields. The Strong
interaction is not chiral, so Q = L+R
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– µ and ν are four-vector indices
– i,j,k are summed over the three generations of SM particles
2.6 Higgs Mechanism
The SM Lagrangian without the addition of a Higgs field does not allow for
gauge boson and fermion mass terms, 12m
2
AAµAµ and m(ψ¯ψ), as these terms are
not gauge invariant. By introducing the Higgs field, mass terms for these particles
may be included in a gauge invariant way. This field is a complex doublet with a
potential V (Φ):
Ψ =
Φ†
Φ0
 (2.23)
V (Φ) = µ2Φ†Φ + λ|Φ†Φ|2 (2.24)
The minima of this field occurs for |Φ| =
√
µ2
2λ ≡ v2 . This yields degenerate
minima, this symmetry is broken by choosing a specific minima (known as sponta-
neous symmetry breaking). By convention Φmin = 1√2
0
v
 is chosen. This means
the ground state of the Higgs field (Higgs vacuum) is non-zero,
√
−µ2
λ
. The Higgs
Field may now be expanded around this new ground state as:
Φ(x) = 1√
2
 0
v + h(x)
 (2.25)
This non-zero Higgs vacuum generates mass terms for the gauge bosons:
|(−12g1Bµ −
1
2g2σ
aW aµ )Φ|2 =
1
2m
2
WW
+
µ W
−µ + 12m
2
ZZµZ
µ (2.26)
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where:
W±µ ≡
1√
2
(W 1µ ∓ iW 2µ) (2.27)
Zµ ≡ 1√
g21 + g22
(g2W 2µ − g1Bµ) (2.28)
mW =
vg2√
2
(2.29)
mZ =
v√
2
√
g21 + g22 (2.30)
The Higgs field also generates a mass terms for fermions and the Higgs boson.
2.7 Electroweak Theory
SU(2)L generates W±,W 0 gauge bosons, which would be massless if SU(2)L
was a perfect symmetry. These bosons are massive as this symmetry is broken.
Above the electroweak scale (246 GeV) the electromagnetic and weak forces
are unified. This can be seen from the mass eigenstates, Z and Aµ given by:
Zµ
Aµ
 =
cos θW − sin θW
sin θW cos θW

W 3µ
Bµ
 (2.31)
Here θW is the Weinberg angle given by:
cos θW =
g2√
g21 + g22
= mW
mZ
(2.32)
2.8 Quantum Chromodynamics
As mentioned earlier the strong force, which binds the proton together, is
mediated by gluons. Quantum Chromodynamics is the QFT which describes the
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interactions of quarks and gluons via SU(3)C gauge interactions. QCD contains
features not present in electroweak Interactions due to SU(3)C generators not
commuting (i.e. SU(3)C is a non-abelian group) and the number of quark flavors
(nf ). For example, in QCD there is color confinement and asymptotic freedom due
to the structure constants being non-zero (to be discussed more later). Requiring
SU(3)C local gauge invariance implies:
ψ(x)→ ψ(x)′ = exp[igSα(x) · Tˆ ]ψ(x) (2.33)
where α(x) is the local phase function, gS is the strong coupling constant, and
Tˆ are the eight generators of SU(3) (note Tˆ a = 12λ
aa, where λa are the Gell-Mann
matrices). As the Gell-Mann matrices are 3x3, this means ψ has three degrees of
freedom under these SU(3) rotations. So, we represent ψ as:
ψ =

ψred
ψgreen
ψblue
 (2.34)
Physicists describe these components of ψ, as color components (red, green,
and blue). A particle’s corresponding antiparticle has the corresponding anticolor.
This color is the QCD charge which conserved under SU(3) rotations. Combining
colors, color neutral states (e.g. red and antired, or red, green and blue) may be
created. For the free Dirac Lagrangian to remain invariant under SU(3) transfor-
mations, we must again postulate a boson field that modifies the derivative. The
gluon field tensor is given by (α = 1, ..., 8):
Gkµν = ∂µGνα − ∂νGµα − gSfαβγGµβGνγ (2.35)
Here fαβγ are the structure constants of SU(3). Combining all this gives the
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QCD Lagrangian:
LQCD = ψ¯qiiγµ(Dµ)ijψqj −mψ¯qiψqi − 14G
α
µνG
αµν (2.36)
Here i are the color indicies, and q are the quark flavors. It is important to
note that quarks transform under the fundamental representation of SU(3), while
gluons transform under the adjoint representation. This means quarks carry a
single color charge (red, green, blue, antired, antigreen, antiblue) and gluons carry
a color and anticolor charge.
Figure 2.3 shows the three dominant QCD interactions. This figure shows
that gluons interact with each other since they have color charge. This does not
occur in QED, as photons do not have electric charge and therefore do not interact
with each other. In QED, a bare electron’s effective charge is largest closest to the
electron and decreases as a function of distance. This is because the QED vacuum
fills with particle antiparticle pairs spontaneously, which screen the charge of the
bare electron. The larger the distance from the electron, the smaller the effective
charge and therefore the weaker the force.
Figure 2.3: This figure shows the three dominant QCD interactions [41]
f.
As the distance from a quark increases it’s effective color charge increases due
to the vacuum polarization in QCD. Color charge grows as the distance from
the source increases (i.e. color is anti-screened in QCD). In this way, strong
interactions become stronger at large distances (low momenta interactions). At
20
small distances (large momenta interactions) strong interactions are significantly
weaker and considered nearly free. This effect of referred to as asymptotic freedom.
At large distances, a quark’s effective charge is large and the strong force is more
significant. This force becomes so strong that quarks form colorless bound states
instead of remaining free particles. This effect is known as color confinement.
This scaling of QCD field strength (and the other SM fields) is shown in Figure
2.4.
Figure 2.4: Strength of the U(1), SU(2), and SU(3) gauge couplings as a func-
tion of the energy scale of the interaction (Q). From Ref. [27]
.
Commonly the change in a particle’s effective charge under a given force is
quantified with β(r) ≡ −de(r)
d ln r , where e(r) is the effective charge of a given particle
under a force. In QED this function is positive but in QCD this function is negative
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leading to confinement and asymptotic freedom. Moreover, one can calculate how
the coupling (α) of a force varies with energies. More deeply this amounts to
incorporating renormalization and vacuum polarization in the boson propagators.
For QCD this is:
αS(Q2) =
αs(µ2)
1 + αs(µ2)12pi (33− 2nf )ln(Q2/µ2)
(2.37)
where Q is the momentum of the the force is probed at, µ2 is the renormaliza-
tion scale, nf is the number of quark flavors. There are six quark flavors in SM
QCD, making 33− 2nf > 0. Since this factor is positive and the ln(Q2/µ2) is in
the denominator, as Q2 increases αs decreases. Meaning, for large Q2, αs is small
and SM QCD is asymptotically free, while for small Q2, αs is large and SM QCD
is confined, as mentioned earlier.
Particle experiments to date have not observed isolated quarks or gluons due
to color confinement. Instead the bound colorless states have been observed.
Hadronization is the process by which quarks and gluons form these colorless
bound states, called hadrons. The process of hadronization is still an active area
of research. One qualitative description is shown in Figure 2.5. In this figure,
as two quarks separate the color field between them is restricted to a tube with
energy density of 1 GeV/fm. As they separate further, the energy in the color
field increases, until there is enough energy to produce qq¯ pairs, which breaks the
color field. This process repeats until quarks and antiquarks have low enough
energy to form colorless hadrons. The resulting spray of hadrons is called a jet.
Since quarks and gluons carry different color charges, their respective jets have
different properties. As quarks carry only a single color charge (vs. gluons which
have color and anticolor charge), their jets have less constituent particles. More
precisely, the Altarelli-Parisi splitting functions [8] contain a factor CA for gluon
22
radiation off a gluon, and CF for gluon radiation off a quark (CA/CF = 9/4).
These color factors are the prefactors in the Feynman diagrams for these processes
[29], which leads to gluon jets having more constituents (and more charged particle
tracks in detectors) than quark jets. Gluon jets also tend to have a larger radius
with lower momentum constituents than quarks. There are many novel techniques
to distinguish quarks from gluons. For this study the number of charged particles
will be the focus.
Figure 2.5: A cartoon of string breaking: the QCD string spanned between
quark Q and antiquark Q¯ breaks due to qq¯ creation [13].
.
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Chapter 3
Standard Model Successes and
Limitations
The Standard Model has accurately described numerous underlying principles
of nature. It has correctly predicted cross sections for strong and electroweak
processes spanning over ten orders of magnitude, as shown in Figure 3.1, and
contains no known logical inconsistencies. Despite the strength and reality of the
Standard Model, it fails to describe some important aspects of reality and suffers
from aesthetic issues. To date, dark matter and dark energy comprise∼ 95% of the
universe, but the SM offers no explanation of their nature. Additionally, neutrinos
are known to have mass, but the SM contains no mass generation mechanism for
left-handed neutrinos without right-handed neutrinos (which do not exist). There
are other mechanisms for introducing massive neutrinos in the SM, but these
mechanisms create hierarchy problems.
Possibly the most significant aesthetic issue is the hierarchy between the elec-
troweak and Planck scales. The electroweak scale is the scale of electroweak
symmetry breaking. The Planck scale is the scale where the gravitational force is
comparable in strength to the other forces. The SM breaks down at the Planck
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scale, as there is not an experimentally verified theory of quantum gravity, and at
this scale gravity cannot be ignored (like it can at the electroweak scale). These
scales differ by ∼ 30 orders of magnitude. Understanding the difference in these
energy scales may help explain the weakness of gravity at electroweak scales, and
possibly a QFT for gravity. (NB: This hierarchy can also be framed in terms of
the corrections to the Higgs mass, which depend on the UV cutoff scale - where
the SM breaks (i.e. the Planck scale). This leads the quantum corrections to the
Higgs mass that would force the Higgs mass to ∼ 1018TeV.)
These stark contrasts in scales may indicate that a more fundamental theory
exists. It is hoped that such a theory would explain and motivate some of the
ad-hoc features of the SM. In particular, the SM does not offer an explanation
for the values of the 19 SM parameters (6 quark masses, 3 charged lepton masses,
3 gauge couplings, Higgs parameters (µ2, λ)) and the structure of the fermion
representations.
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Chapter 4
New Physics Models with
Diboson Resonances
4.1 Randall Sundrum Bulk Model
The Planck electroweak hierarchy can be explained in extra dimensional mod-
els, such as the 5D Randall Sundrum (RS) Bulk Model ([7],[42]). The RS bulk
model posits one extra warped spatial dimension, y, extending a distance L. The
metric in this model is:
ds2 = e−2k|y|ηµνdxµdxν + dy2 (4.1)
where e−k|y| is the warp factor of the extra dimension, which is compactified on
a S1/Z2 orbifold (i.e. a circle where y → −y). This can be visualized as every
point in space time having a line extending from it a distance L, representing this
fifth dimension. At the end of this line is the Planck brane. This fourth spatial
dimension separates two 4-D branes: Planck brane and TeV brane. We live on
the TeV brane, as shown in Figure 4.1. The Higgs field (and to a lesser degree
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the top quark and graviton fields) is localized near the TeV Brane, while the light
fermion fields are localized closer to the Planck brane.
Fundamental parameters are set on the Planck brane. The warp factor may be
scaled away from all dimensionless SM terms by field redefinitions. However, the
only dimensionful parameter, m2H = v2 is rescaled by v˜ ∼ e−kLMPl ∼ 1TeV for
kL ∼ 35. So, the electroweak and Planck scales are consistent on the Planck brane,
and only the electroweak scale is significantly warped down on the TeV brane,
explaining the large difference between the two scales. Also, by the localization
of the light fermion fields near the Planck brane and top and graviton fields near
the TeV brane provides an explanation for the fermion mass hierarchy.
The two free parameters of this theory are MPL and k. Based on this RS Bulk
model, all SM particles should have Kaluza-Klein (KK) excitations. In particular,
the graviton would have KK excitations (GKK) that prefer to decay to WW or
ZZ. This search is sensitive to the WW decay mode.
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Figure 4.1: Cartoon of RS Bulk Model
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4.2 Simple Standard Model Extensions
The RS Bulk model is motivated by resolving SM hierarchies, but it does not
address other SM issues. There are many other interesting and well motivated
new physics frameworks that address these issues, but there is a lack of completely
predictive models, due to model flexibility (free parameters). It is difficult for ex-
perimentalists to know which theories to search for in data. Therefore, developing
a model-independent resonance search that can be reinterperted in the context of
a given BSM theory is ideal.
This search is sensitive to the resonance mass and its couplings, but not all of a
given BSM model’s parameters. Therefore, the BSM Lagrangian may be reduced
to only retain this information (mass parameters and couplings) following the
procedure in [40]. In this simplified approach, the new resonance searched for is
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represented as an additional heavy vector triplet (HVT), which is a real vector
field in the adjoint representation of SU(2)L with vanishing hypercharge. This
results in one neutral and two charged bosons, defined as:
V ± =
V 1µ ∓ iV 2µ√
2
(4.2)
V 0µ = V 3µ (4.3)
The SM Lagrangian is then augmented with the additional terms:
L ⊃ −14D[µV
a
ν]D
[µV µ]a + m
2
V
2 V
a
µ V
aµ + igV cHV aµH†τa
↔
DµH + g
2
gV
cFV
a
µ J
µa
F (4.4)
In order the terms represent: the kinetic, V mass, Higgs-V interaction, and
V -left-handed fermion interaction terms. The gV coupling factor determines the
coupling of the new resonance to left-handed fermions and the Higgs boson.
As benchmark models, this search considers resonances from Extended Gauge
Models (EGM) and composite Higgs models as discussed in [40] . The EGMmodel
predicts weakly coupled resonances, where gV = 1, referred to later as Model A.
The composite Higgs Model is a strongly coupled model, where gV = 3, and later
referred to as Model B. As shown in Eq. 4.4, the coupling of these resonances to
fermions scales as gf = g2cF/gV , where g is the SM SU(2)L gauge coupling and
cF is a free model parameter. Therefore in Model B, the coupling to fermions
is suppressed relative to Model A, leading to a smaller DY production rate and
branching ratio (BR) to fermionic final states. The coupling of V to SM bosons
scales as gH = gV cH , where cH is a free model parameter on the order of one
for Model A and B. Consequently Model A resonances have a smaller the BR
to gauge bosons than Model B. For the pp collision data used, Model A predicts
larger production cross sections decaying to leptons and fermions than Model B
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which decays primarily to gauge bosons.
Model A and B vectors are produced via quark-anti-quark annihilation and
vector-boson-fusion. Both production modes are probed in this search.
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Part III
Experimental Setup
32
Chapter 5
LHC
The Large Hadron Collider (LHC) is currently the highest-energy particle col-
lider in the world. It was designed to expand the frontier of high energy particle
collisions in energy and luminosity. This enables LHC experiments to test the
Standard Model and search for new physics at higher energies than tested with
previous colliders. Collisions at higher energies not only produce more massive
particles but also more weakly interacting particles. Fig 5.1 shows production
cross sections for various processes at hadron colliders. The rate for electroweak
physics processes including W and Z scale with the center-of-momentum energy,
√
s.
The LHC consists of a 26.7 km (17 miles) ring, approximately 100 m un-
derground, outside Geneva, Switzerland. Counter-circulating proton (and occa-
sionally heavy ions) beams collide inside four experiments along the beam line:
ATLAS, CMS, LHCb, ALICE. ATLAS and CMS are general purpose detectors de-
signed to explore the high energy frontier. LHCb is designed to study the physics
of b-quarks. ALICE specializes in studying heavy ion collisions.
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Figure 3.1: Production cross sections from proton-(anti)proton collisions for several processes of
interest as a function of center-of-momentum energy,
p
s. The discontinuity at ⇡ 4 TeV
is from the di↵erence in pp¯ cross sections on the left for the Tevatron, and pp cross
sections on the right for the LHC. The vertical lines indicate the center-of-momentum
energy for the Tevatron at 1.96 TeV (2001-2011), for the LHC at 7 TeV (2010-2011) and
8 TeV (2012) and 13 TeV (target for future 2015 run) [54, 55].
Figure 5.1: Scaling of various SM cross sections with
√
s.
.
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The first proton beams circulated in September, 2008. Nine days later an
electrical fault lead to mechanical damage and liquid helium leaks in the collider.
This incident delayed further operation until November 2009, when the LHC be-
came the world’s highest energy particle collider, at 1.18 TeV per beam. This
first operational run continued until 2013, reaching 7 and 8 TeV collision energies.
During this run a particle with properties consistent with the SM Higgs boson
was discovered. The next run began following a two year shutdown for upgrades
to the LHC and experiments. That run lasted from 2013 to 2018 reaching 13 TeV
collision energies. This analysis uses data from the second run.
5.1 LHC Layout and Design
The layout of the LHC is shown in Figure 5.2. The red and blue lines in the
figure represent the counter-circulating proton beams. The LHC is divided into
eight octants. Octant 4 contains the RF cavities that accelerate the protons and
octant 6 contains the beam dump system. Octants 3 and 7 house the collimation
systems for beam cleaning. The beams collide inside the four aforementioned
experiments. The LHC magnets are built with NbTi superconductors cooled with
super-fluid Helium to 2K, creating a 8.3T magnetic field to bend the proton beams.
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Figure 5.2: The layout of the LHC and the four detectors along the beam line
(ATLAS, LHCb, ALICE, CMS).
.
Four sequential particle accelerators are used to accelerate protons from rest
as shown in Figure 5.3. First, Hydrogen gas is ionized to produce protons which
are then accelerated to 50 MeV using Linac 2, a linear accelerator. The result-
ing proton beam is then passed to three circular particle accelerators: Proton
Synchrotron Booster, Proton Synchrotron, and Super Proton Synchrotron (SPS),
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accelerating protons to 1.4, 25, and 450 GeV, respectively. Once the protons exit
the SPS, they are injected into the LHC at octant 2 and 8. Each proton bunch
contains ∼ 1011 protons. The spacing between bunches is 25 ns, which means
each beam contains 3564 bunches. However, some bunches are left empty due
to injection and safety requirements, yielding 2808 bunches per beam. Once the
proton beams are injected they are accelerated to 13 TeV.
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Figure 4.2: Overview of the accelerator layout at CERN.
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Figure 5.3: An overview schematic of the LHC accelerator subsystems.
Many new physics models predict cross-sections below the electroweak scale.
To detect this rare processes, the LHC was designed to operate in high luminosity
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conditions, increasing the likelihood of BSM physics in data. The LHC machine
luminosity, L, depends only on beam parameters:
L =
N2pf
4β∗F (5.1)
where Np is the number of protons per bunch, f is the bunch crossing fre-
quency,  is the transverse beam emittance, β∗ is the amplitude function at the
collision point, and F is the geometric luminosity reduction factor due to the
beams crossing at an angle.
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Chapter 6
The ATLAS Detector
The ATLAS detector measures the position, momentum and energy of parti-
cles produced in the proton collisions by using magnetic fields, silicon detectors,
sampling calorimeters, and gaseous wire detectors. It is located approximately
100 m underground at Point-1 around the LHC beam line and weighs 7000 metric
tons. The detector is 46 m long, 25 m high, 25 m wide as shown in Figure 6.1.
The detector can be divided into three subsystems: the Inner Detector (ID), the
Calorimeters, and the Muon Spectrometer (MS). Figure 6.2 provides an overview
of how different particles interact in the detector.
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Figure 6.1: Overview schematic of the ATLAS detector.
40
Figure 6.2: A cartoon of how different particles interact and are detected within
ATLAS.
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6.1 Coordinate System
The trajectory of particles within ATLAS is measured relative to the nominal
interaction point. The z-axis points along the beam line, such that when the
LHC is viewed from above, the counter-clockwise circulating beam points along
the positive-z direction. The x− y plane is transverse to the beam line, with the
positive x-axis pointing towards the center of the LHC ring. The positive y-axis
points vertically upward. The azimuthal angle, φ, is the angular distance about
the z-axis, with φ = 0 along the x-axis. The polar angle from the z-axis is denoted
as θ. However, this quantity is not Lorentz invariant, like rapidity, y = 12 ln
E+pz
E−pz ,
where E is the energy of the particle considered, and pz, is it’s momentum along
the z-axis. Pseudorapidity, a related quantity, is defined as: η = − ln tan( θ2). It
is preferred quantity as it is invariant under boosts along z, particle production
is approximately invariant under η, and it is a purely geometric quantity. This
quantity is preferred as it is purely a geometric quantity, independent of particle
energy.
The angular separation(in η − φ) between particles in ATLAS is defined as
∆R =
√
∆η2 + ∆φ2. The distance from the beamline is given by r =
√
x2 + y2
6.2 Inner Detector
The Inner Detector (ID) was designed to identify and reconstruct vertices,
distinguish pions from electrons, and measure the momentum of charged particles.
The ID uses three different technologies for particle reconstruction: the Pixel
Detector, Semiconductor Tracker (SCT), and the Transition Radiation Tracker
(TRT), shown in Figure 6.3 and 6.4. The entire ID is immersed in a 2 T solenoidal
magnetic field parallel to the +z-axis, causing charged particles to bend in the
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transverse-plane, allowing particle momentum measurements.
Figure 6.3: Layout of ATLAS Inner Detector
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Figure 6.4: Layout of ATLAS ID Barrel System.
6.2.1 Pixel Detector
The pixel detector consists of four barrel layers between r = 32.7 and 122.5
mm, extending to |z| = 400.5 mm. The remaining detectors are arranged in bar-
rels and forward and backward rings. The innermost pixel barrel, the Insertable
b-Layer (IBL), only extends to |z| = 332 mm. The pixel detectors closer to the
beam line (larger η values) consists of six parallel cylindrical rings of pixel de-
tectors transverse to the beam line. The entire pixel detector consists of 1,744
identical pixel sensors each with 46,080 readout channels, totaling about 80 mil-
lion individual pixels. Most of the pixel sensors are 50× 400 µm2. Each pixel has
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a position resolution of 14µm in φ and 115 µm in the z direction.
6.2.2 Semiconductor Tracker
The SCT is located outside the pixel detector and has the same barrel and
endcap geometry as the pixel detector. SCT sensors are 80 µm × 12 cm with
a 80µm strip pitch. In the barrel the strips are parallel to the z-axis and are
segmented in φ. In the endcaps, the strips extend radially. Sensors are grouped in
modules containing two layers of strips rotated 40 mrad with respect to each other.
This offset allows for the two-dimensional position of a track to be determined by
identifying the crossing point of the strips that registered a hit. SCT modules
measure tracks with an accuracy of 17 µm in r − φ and 580 µm in z(r) in the
barrel (end-cap) region.
6.2.3 Transition Radiation Tracker
The transition radiation tracker (TRT), enveloping the SCT, is a gaseous
straw-tube tracker mainly used for electron/pion discrimination. Each straw is
4 mm in diameter and filled with a Xe-CO2-O2 gas mixture. An anode wire at
the center of the straw is held at ground potential, while the walls of the straw
are kept at -1.4 kV. When a charged particle passing through the TRT ionizes the
gaseous mixture, the resulting ions form an avalanche on the anode wire with a
gain of ∼ 104. The signal from the anode wire is then digitized and discriminated.
Signals passing a low threshold cutoff are used to distinguish noise from tracks.
Signals passing a high threshold cutoff are sensitive to transition radiation (TR).
TR photons are emitted when charged particles pass between materials with dif-
ferent dielectric constants. The probability that a charged particle with energy E
and mass m passing between two materials emits a TR photon in the keV range is
45
proportional to γ = E/m. In the TRT staws, these photons often then convert via
the photoelectric effect, causing a large avalanche triggering the high-threshold.
Since electrons have a smaller mass than pions, electron tracks are more likely to
trigger the high threshold.
The barrel region of the TRT extends from r =563-1066 mm and |z| < 712 mm.
Barrel Straws are 144 cm long (divided at η ≈ 0) and orientated parallel to the
beam direction. End-cap straws extend radially and are 37 cm long. There are
53,544 straws in the barrel and 160,000 straws in the end-caps. Radiator mats of
polypropylene/polyethylene fibers in the barrel are aligned perpendicular to the
barrel straws (with holes for the straws to pass through). In the end-cap region,
radiator foils are layered between the radial TRT straws.
The arrival time of a TRT pulse is sensitive to the distance between the corre-
sponding charged particle track and the anode wire and allows for a hit resolution
of 130 µm. The TRT extends to |η| = 2.0 and provides about 36 hits per track.
6.3 Calorimeters
The ATLAS electromagnetic and hadronic calorimeters (ECAL and HCAL,
respectively) absorb and measure the energy of high energy hadrons, photons, and
electrons with |η| < 4.9. Both systems use sampling calorimeters which consist
of alternating layers of dense absorbing and active layers. In the absorbing layer
particles interact and lose energy, creating showers of particles. These showers
are detected and measured in the active layer. The amount of charge measured
in the active material scales with the energy of the incident particle, and thus
provides a measurement of the particle’s energy. An overview of the layout of the
calorimeter system is shown in Figure 6.5.
The ECAL measures and contains the energy of electromagnetically interact-
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ing particles. It consists of layered accordion-shaped Lead absorber plates and
electrodes immersed in liquid Argon with 170k channels. Using accordion-shaped
electrode and absorbers ensures φ symmetry and coverage. The ECAL is com-
posed of a barrel (|η| < 1.475), two end-caps (1.375 < |η| < 3.2), and a pre-
sampler (|η| < 1.8). The presampler, containing only liquid Argon, corrects for
upstream energy losses of electrons and photons. The ECAL barrel is segmented
into three layers. The first layer has finest segmentation with readout cells ex-
tending ∆η ×∆φ = 0.025/8× 0.1. This provides a precise shower measurements
used to separate prompt photons from pi0 → γγ decays. The second layer has
coarser segmentation and is approximately 16 radiation lengths long. A radiation
length is the average distance an electron travels before losing all but 1/e of its
energy via bremsstrahlung. The last layer is the most coarse and measures the
tail of the electromagnetic shower. A schematic of the ECAL is shown in Figure
6.6.
The hadronic calorimeter located outside the ECAL and is used to contain
and measure the energy of hadronically interacting particles. It consists of a tile
calorimeter (TileCal), hadronic end-cap calorimeter (HEC), and liquid Argon for-
ward calorimeter (FCAL). TileCal is located behind the ECAL and uses steel
absorbers and liquid Argon as the active material. TileCal consists of three barrel
layers in the central and forward regions, extending up to |η| < 1.7. Photons
generated from hadronic interactions are collected via wavelength-shifting fibers
connected to photomultiplier tubes, as shown in Figure 6.7. The HEC lies behind
the ECAL endcap wheels. It uses Copper absorbers and liquid Argon as the active
material and covers 1.5 < |η| < 3.2. Finally, the FCAL covers 3.1 < |η| < 4.9
and consists of three modules all using liquid Argon as the active material. The
first module uses copper absorber and was designed for electromagnetic measure-
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ments. The second and third modules consist of tungsten absorber and are used
to measure the kinematics of hadronically interacting particles. A schematic of
the HCAL is shown in Figure 6.7.
Figure 4.6: The ATLAS electromagnetic and hadronic calorimeters. Figure: CERN.
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Figure 6.5: Overview of ATLAS electromagnetic and hadronic calorimeters.
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Figure 6.6: Schematic of ECAL.
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Figure 6.7: Schematic of HCAL.
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The energy resolution of the calorimeter subsystems are:
σE
E
= 10%√
E
⊕ 0.3%
E
⊕ 0.4% Electromagnetic Calorimeter
σE
E
= 50%√
E
⊕ 1.8%
E
⊕ 3% Hadronic Calorimeter
6.4 Muon Spectrometer
The muon spectrometer (MS) is the outermost detector system in ATLAS.
Muons with a pT > 4 GeV are energetic enough to reach the MS. To measure the
momentum of these muons barrel and end-cap toroid magnets are used covering
|η| < 1.4 and 1.6 < |η| < 2.7. For 1.4 < |η| < 1.6, a combination of the barrel
and end-cap toroidal magnetic fields bend muon trajectories. The detector in the
barrel region forms three concentric rings at R = 5, 7.5, 10 m and is segmented
in φ to accommodate the magnet system. The end-cap region consists of three
circular planes perpendicular to z and located at |z| = 7.4, 14, 21.5 m from the
interaction region. An additional detector at |z| = 10.8 m covers the transition
region between the barrel and end-cap.
The MS readout consists of four subsystems: Monitored Drift Tubes (MDT),
Cathode Strip Chambers (CSC), Resistive Plate Chambers (RPC), and Thin Gap
Chambers (TGC). The first two subsystems are used primarily for measuring
muon track parameters, while the RPC and TGC subsystems are used for muon
triggering. A schematic of this system is shown in Figure 6.8.
The MDT subsystem consists of precision tracking chambers for |η| < 2.7,
except for the inner most end-cap layer (2.0 < |η| < 2.7), where CSCs are used.
The basic unit of MDT chambers are thin walled Aluminum tubes with a diameter
of 3 cm and length of 0.9-6.2 m. These tubes are filled with a mixture of Ar-CO2
gas with a 50 µm W-Rn wire running down the center of the tube, which is kept at
3080 V. Since the maximum drift time of these chambers is ∼ 700 ns, they are not
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used for triggering. MDT chambers consist of 3-4 layers of tubes mounted on a
rectangular support system, as seen in Figure 6.9, orientated along φ to measure
the coordinate in the bending plane of the magnetic field with a resolution of 35
µm.
The MDT subsystem can only handle hit rates below 150 Hz/cm2. For this
reason, CSCs are used in the innermost end-cap layer where hit rates are larger.
CSCs can handle hit rates up to 1000 Hz/cm2. CSC are multiwire proportional
chambers. These chambers are filled with a Ar-CO2 gas mixture and evenly spaced
wires kept at 1900 V. These wires are orientated in the radial direction but not
read out. Instead on one side of the cathode are copper strips parallel to the wires,
measuring η, while on the other side of the cathode are strips parallel to the wires
measuring φ. The width between strips is approximately 1.5 mm providing a
resolution of 60 µm in the bending-plane and 5 mm in the non-bending plane.
Since the CSC and MDT systems do not have prompt timing signals, the
RPC and TGC systems are used for triggering. The RPC system is used in the
barrel region (|η| < 1.05). RPC consist of two parallel resistive plates separated
by a 2 mm insulated spacer with 100 mm spacing kept at 9.8 kV, as shown in
Figure 6.10. A gaseous mixture of C2H2F4, C4H10, and SF6 fills the space between
the two plates. Metallic strips on the outer faces of the plates are used to read
out signals produced by the gas ionizing. The middle barrel layer consists of two
layers of RPCs on either side of the MDT layer and one layer on the outermost
MDT layer. Each layer contains two orthogonal sets of metallic strips providing
η and φ measurements. The timing resolution of RPCs is 1.5 ns, and therefore
may be used to identify bunch crossings.
Finally, the TGCs are used in the end-cap regions and are primarily used to
provide L1 trigger decisions and φ measurements. TGCs are multi-wire propor-
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tional chambers consisting of arrays of gold-coated tungsten wires placed between
two cathode planes. These wires are separated by 1.8 mm and cathodes are 1.4 mm
from the wires. Orthogonal to the wires, on the opposite side of the cathode plane
are copper strips held at 2900 V. The chambers are filled with a mixture of CO2
and n-pentane gas, the latter acts as a quenching gas to prevent avalanches initi-
ated by secondary γ-rays from the primary avalanche. Figure 6.11 is a schematic
of a TGC. The timing resolution of TGCs is less than 25 ns and therefore they
are used for bunch crossing measurements.
Figure 6.8: Schematic of Muon Spectrometer [16]
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Figure 6.9: Schematic of MDT chamber.
Figure 4.11: Schematic view of a Resistive Plate Chamber. They are used for fast triggering
purposes in the barrel |⌘| < 1.05. Figure taken from [35].
4.5.4 Thin Gap Chambers
The Thin Gap Chambers [35] (TGC) are used in the end-cap regions: 1.05 < |⌘| < 2.4.
Their primary purpose is to provide a L1 trigger decision and a measurement of the az-
imuthal  -coordinate, to complement the measurement in the bending plane from the
MDT. The (inner) middle layer contains 7 (2) layers of TGC, while the outer layer does
not contain any TGC detectors. A measurement of the outer layer  -coordinate is per-
formed by extrapolating from the middle layer, which is possible since no magnetic field
exists between the middle and outer end-cap layers.
The TGC are multi-wire proportional chambers and consist of an array of gold-coated
tungsten wires, sandwiched between two cathode planes. The wire spacing is 1.8 mm and
the cathodes are located at a distance of 1.4 mm from the wire plane. Orthogonal to the
wires and on the opposite side of the cathode plane are copper strips. The wires are held
at a potential voltage of 2900 V and a gas mixture of 55% CO2 and 45% n-pentane fills the
chambers. The addition of n-pentane acts as a quenching gas to avoid avalanches initiated
by secondary  -rays from the primary avalanche [38]. Shown in Figure 4.12 is a schematic
view of an TGC. The timing resolution of the TGC is better than 25 ns, allowing the TGC
to provide a measurement of the bunch crossing.
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Figure 6.10: Schematic of RPC chamber, which is used for triggering in the
central region of the detector.
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Figure 6.11: Schematic of TGC chamber, which is used for triggering in the
muon end-cap region.
6.5 Magnet System
A particle with charge, q and velocity v, moving in magnetic field, B, experi-
ences a force, F = qv × B. This force curves the particle’s trajectory, which the
ID and MS use to determine the particle’s pT . The central solenoid provides the
magnetic field for the ID and the toroidal magnets provide the magnetic field for
the MS.
The layout of the magnet system is shown in Figure 6.12. The central solenoid
consists of a single-layer Al-stabilized NbTi conductor coil wound inside an Al
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support cylinder. The solenoid is 5.8 m long, 50 cm thick and has an inner radius
of 1.23 m. It is cooled to 4.5 K to reach superconducting temperatures and shares
the liquid argon calorimeter vacuum vessel to minimize material in the detector.
A current of 7.730 kA produces a 1.998 T solenoidal magnetic field, pointing in
the +z direction.
The toroidal magnet system consists of a barrel and two end-cap toroidal
magnets used to create a magnetic field outside the calorimeters that is orientated
along φ. Each barrel toroid is 25.3 m long with an inner and outer diameter of 9.4
and 20.1 m and weighs 830 tonnes. Endcap toroids are 5 m long with an inner and
outer radius of 1.65 and 10.7 m. Both toroid systems use Al-stabilized Nb/Ti/Cu
conductors. The magnetic field strength in the barrel and endcap regions are 0.5
and 1 T, respectively.
Figure 6.12: Layout of ATLAS magnet systems.
6.6 Trigger System
Since collisions occur every 25 ns and reading out all detector channels and
storing that information is not currently feasible (would require saving 60 million
MB/s), the majority of events are not kept for analysis. ATLAS uses a multi-stage
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trigger system to select approximately 1,000 of the 1.7 billion collisions that occur
each second (corresponding to a rate of 1 kHz from the 40 MHz proton collision
rate). The first stage of the trigger system is the hardware level (L1) trigger.
This trigger reduces the event rate to ∼100 kHz by identifying Regions-of-Interest
(ROIs) containing high pT leptons, photons, jets, or EmissT by using information
from RPCs, TGCs, and calorimeters to make a 2.5 µs decision. This information
is then passed to a high-level trigger (HLT) which further decreases event rates
to ∼ 1 kHz. The HLT uses finer granularity measurements from the MS and ID
to preform simplified oﬄine reconstruction to decide which are worth saving.
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Chapter 7
Dataset and Simulated Samples
7.1 Dataset
This analysis uses pp collision data collected from 2015 to 2018 at
√
s = 13
TeV, corresponding to 139/fb of data as shown in Figure 7.1 and 7.2. From this
dataset, only those events in which the tracker, calorimeters, and muon spectrom-
eter have good data quality are used. For a given event, the solenoid and toroidal
magnets must also be operating at their nominal field strengths. Events with
detector subsystem failures (e.g. events with LAr noise bursts, ECAL saturation,
TileCal errors, and event recovery issues due to ID failures) are not used. Events
with information missing from subsystems (usually from busy detector conditions)
are rejected. Events must also contain a primary vertex (PV) with at least two
associated tracks, where the PV is the vertex with the largest ∑ p2T over tracks
associated with the vertex with pT > 0.5 GeV.
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Figure 7.1: Integrated luminosity for data collected from ATLAS from 2011 -
2018
.
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Figure 7.2: Mean number of interactions per crossing for data collected from
ATLAS from 2011 - 2018
.
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7.2 Simulated Samples
Samples are simulated in order to model backgrounds, evaluate signal ac-
ceptance, optimize event selection and estimate systematic and statistical uncer-
tainties. The dominant backgrounds for this analysis are W/Z + jets, diboson
(WZ/WW ), tt¯, single top and multijet production.
W/Z+jet events are simulated using Sherpa 2.2.1 at NLO [30] and merged with
the Sherpa parton shower using the ME+PS@NLO prescription [31]. These events
are then normalized to NNLO cross sections. The tt¯ and single-top backgrounds
are generated with Powheg-Box with NNPDF3.0NLO PDF sets in the matrix
element calculation [10]. For all processes, the parton shower, fragmentation, and
underlying event are simulated using Pythia 8.320 with the A14 tune set [10].
Diboson processes are generated using Sherpa 2.2.1.
Signal samples are simulated using MadGraph 5-2.2.2 [9] and Pythia 8.186
with NNPDF230LO. RS Graviton samples are generated with k/MPL=1. HVT
Model A (B) samples are simulated with gV = 1(3). To model VBF production
of HVT signals, gH = 1 and gf = 0. Signal resonances are generated for masses
between 300 GeV and 4 TeV.
62
Chapter 8
Objects
8.1 Electrons
Electrons are reconstructed from electromagnetic showers in the ECAL. Dur-
ing reconstruction cells of ∆η×∆φ = 0.025×0.025 are grouped into 3×5 clusters.
These clusters are then scanned for local maxima that seed electron clusters.
These clusters must then be matched to a ID track from the PV. This require-
ment minimizes non-prompt electron and fake electron backgrounds. Electrons
must pass identification and isolation requirements. Electron identification (loose,
medium, tight) is based on a multivariate discriminant derived from a likelihood
method. For this analysis, events are required to have one tight electron and
no additional loose electrons. Electrons are also required to be isolated. The
electrons are considered isolated if the quotient of the sum of the transverse mo-
mentum (of calorimeter energy deposits) in a cone around the electron of size
∆R = 0.2 and the transverse momentum of the electron to be less than 0.015 ∗ pT
or 3.5 GeV, whichever is smaller. This requirement rejects non-prompt photons
and fake leptons. Electrons in this analysis are also required to have pT > 30 GeV
and |η| < 2.47.
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Electrons are calibrated with data-driven scale factors using J/Ψ→ ee, Z →
ee, Z → ``γ processes. These corrections account for the non-uniform response
of the detector which introduces modeling and reconstruction uncertainties.
8.2 Muons
As muons traverse the entire detector, they are reconstructed from ID and
MS tracks. For this analysis the muon identification and isolation working points
are chosen to minimize the contributions from non-prompt muons. Towards this
end, each selected event must contain exactly one muon that passes the medium
identification working point, and no additional muons (that pass the loose working
point). For the medium working point, two types of reconstructed muons are
used: combined and extrapolated muons (CB and ME, respectively). For CB
muons, ID and MS tracks are reconstructed independently and a combined track
fit is performed by adding or removing MS tracks to improve the fit quality.
ME muons are reconstructed from only MS tracks with hits in at least two layers,
which ensures the track originates from the PV. ME muons extend the acceptance
for muon reconstruction outside the ID from 2.5 < |η| < 2.7. The medium
identification working point uses CB and ME tracks. CB tracks must have at
least 3 hits in two MDT layers. ME tracks are required to have at least three
MDT/CSC hits. To further minimize contributions from fake muons, the selected
muons are required to be isolated from other tracks, as muons fromW,Z decays are
often isolated from other particles. To insure the selected muons are isolated, the
scalar sum of the transverse momentum of tracks in a cone of ∆R = 0.3 compared
to the transverse momentum of the muon must be less then 0.06. Muons are also
required to have pT > 30 GeV.
Muons are calibrated using well-studied resonances J/Ψ → µµ (for pµT < 10
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GeV) and Z → µµ (for pµT > 10 GeV). Figure 8.1 shows the combined muon pT
uncertainty from this calibration. The total systematic uncertainty is less then
1% for all pT ranges considered in this analysis.
Figure 8.1: This figure shows the breakdown of the muon reconstruction effi-
ciency scale factor measured in Z → µµ as a function of the muon pT [14].
.
8.3 Jets
Three types of jets are used in this analysis: variable radius, small-R and
large-R jets. Variable radius jets are used to reconstruct Z bosons decaying to
two b-jets in the jet catchment area of large-R jet in the merged regime. Small-R
jets are used to to reconstruct the hadronically decaying W/Z candidates in the
resolved analysis and the forward jets from resonances produced through vector
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boson fusion. Large-R jets are used to reconstruct the hadronically decaying boson
in the merged regime.
For these jet collections, the jet energy is calibrated sequentially as shown in
Figure 8.2. After the jet direction is corrected to point to the PV, the energy
of the jet is corrected. First, the jet energy is corrected to account for pileup
contributions based on the pT and area of the jet (these corrections are extracted
from a pp→ jj sample). Following this, another pileup correction is applied that
scales with µ and NPV .
MC-based corrections are then applied that are meant to transform the jet
energy and η back to particle level as detailed in [19]. These corrections account
for the non-compensating nature of the ATLAS calorimeters and detector inho-
mogeneities. Following this, the Global Sequential Calibration is applied that
reduces the flavor dependence of jet calibrations and accounts for energy leakage
of jets outside the calorimeters. Finally, in-situ corrections are applied that ac-
count for differences in jet response between data and simulation (γ/Z+jet and
fake lepton samples are used). These differences can arise from mismodeling the
hard scattering process, pile-up, and jet formation.
To further reject jets not arising from the hadronically decaying boson, jets
must pass quality requirements based on the following variables [3]:
- fLArQ : fraction of energy of jet’s LAr cells with poor signal shape
- fHECQ : fraction of energy of jet’s HEC cells with poor signal shape
- Eneg: sum of cells with negative energy
- fEM : fraction of jet’s energy deposited in EM calorimeter
- fHEC : fraction of jet’s energy deposited in HEC calorimeter
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- fmax: maximum energy fraction in any single calorimeter layer
- fch: ratio of the scalar sum of the pT of a jet’s charged tracks to the jet’s pT
Jets selected for the resolved analysis must pass one of the following criteria,
to maximize jet efficiency:
- fHEC > 0.5 and |fHECQ | > 0.5 and 〈Q〉 > 0.8, which minimizes jets formed
from sporadic noise bursts in the HCAL endcap.
- |Eneg| > 60 GeV, which minimizes jets formed from sporadic noise bursts in
the HCAL endcap.
- fEM > 0.95 and fLArQ > 0.8 and 〈Q〉 > 0.8 and |η| < 2.8, which minimizes
jets formed from coherent noise or isolated pathological ECAL cells.
- fmax > 0.99 and |η| < 2, which minimizes jets mistakenly formed due to
hardware issues, beam-induced backgrounds, and cosmic muon showers.
- fEM < 0.05 and fch < 0.05 and |η| < 2,which minimizes jets mistakenly
formed due to hardware issues, beam-induced backgrounds, and cosmic
muon showers.
- fEM < 0.05 and |η| > 2, which minimizes jets mistakenly formed due to
hardware issues, beam-induced backgrounds, and cosmic muon showers.
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EM-scale jets Origin correction
Jet area-based pile-
up correction
Residual pile-up 
correction
Absolute MC-based 
calibration
Global sequential 
calibration
Residual in situ 
calibration
Jet finding applied to 
topological clusters at 
the EM scale.
Changes the jet direction 
to point to the hard-scatter 
vertex. Does not affect E.
Applied as a function of 
event pile-up pT density 
and jet area.
Removes residual pile-up 
dependence, as a 
function of 𝜇 and NPV.
Corrects jet 4-momentum 
to the particle-level energy 
scale. Both the energy and 
direction are calibrated.
Reduces flavor dependence 
and energy leakage effects 
using calorimeter, track, and 
muon-segment variables.
A residual calibration 
is derived using in situ 
measurements and is 
applied only to data.
Figure 8.2: This diagram shows the calibration stages for EM jets [21] .
8.3.1 Small-R jets
Small-R jets are used to reconstruct the hadronically decayingW/Z candidate
when the two resulting jets are well-separated in η-φ. Small-R jets are also used
to identify forward jets from resonances produced through vector boson fusion.
Small-R jets are constructed from topologically connected clusters of calorimeter
cells (topoclusters), seeded from calorimeter cells with energy deposits signifi-
cantly above the noise threshold. These cells are then used as inputs to the
anti − kt algorithm [38] with a radius parameter, R = 0.4, implemented in the
FastJet package [12].
Small-R jets used in this analysis must have pT > 30 GeV and |η| < 2.5.
To further reduce jets not from the hadronically decaying boson, the jet-vertex-
tagger (JVT) is used [17]. The JVT uses two track-based variables, corrJVF and
RpT to calculate the likelihood that the jet originated from the PV. The corrJVF
variable compares the scalar sum of the pT of tracks associated with the jet and
PV to the scalar sum of the pT of tracks associated with the jet. This variable
also includes a correction that reduces the dependency of corrJVF on the number
of reconstructed vertices in the event. The other discriminant, RpT , is the ratio
of the scalar sum of the pT of tracks associated with the jet and PV and the jet
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pT . Both of these variables peak around zero for pileup jets, as these jets are
unlikely to have tracks associated with the PV. JVT cuts are applied to all jets
with pT > 120 GeV. Central jets (|η| < 2.4) are required to have a JVT > 0.59
and forward jets (2.4 < |η| < 2.5) are required to have JVT > 0.11.
8.3.2 Large-R jets
Large-R (R = 1.0) jets are used to reconstruct the hadronically decaying W/Z
candidate when the resulting jets are not well-separated in η-φ space, and overlap
forming one large-R jet. Track-Calo Clusters (TCCs) are used to reconstruct
these jets [5]. These jets are constructed using a pseudo particle flow method
using ID tracks matched to calorimeter clusters [25]. To remove contamination in
the jet from pileup and the underlying event, jets are trimmed using a re-clustering
algorithm. This algorithm removes subjets with psubjetT < 0.1p
jet
T .
The angular resolution of the calorimeter degrades sharply with jet pT , but
the jet energy resolution improves. The tracker has excellent angular resolution
which improves with pT . Therefore, by matching tracks to jets, TCCs have more
precise energy and angular resolution than jets constructed from only calorimeter
clusters. These jets are required to have pT > 200 GeV, |η| < 2.0 and mJ > 50
GeV.
TCC jets are trimmed as detailed in [35], which suppresses pileup and soft
radiation in the jet, the jet mass is calculated as the four-vector sum of the jet’s
constituents (assuming massless constituents). The jet mass peaks around the
W/Z boson mass for W/Z → qq jets, and more broadly for single-quark and
single-gluon induced jets.
These jets are tagged as W jet if the jet passes optimized jet mass and sub-
structure (D2) cuts forW bosons, and a Z jet if it passes the cuts for the Z boson.
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The jet substructure variable D2 is a ratio of energy correlation functions. These
functions are derived from the energies and pair-wise angles of jet constituents
([36], [37]):
Dβ=12 = ECF3
(
ECF1
ECF2
)3
(8.1)
where the energy correlation functions are defined as:
ECF1 =
∑
i
pT,i (8.2)
ECF2 =
∑
ij
pT,ipT,j∆Rij (8.3)
ECF3 =
∑
ijk
pT,ipT,jpT,k∆Rij∆Rjk∆Rki (8.4)
A two-dimensional optimization of the jet mass and D2 thresholds was per-
formed to provide maximum sensitivity for this analysis. This optimization was
done by maximizing the signal sensitivity (using HVT W ′ and GKK samples)
against the single quark and gluon jet backgrounds in jet pT bins. Figure 8.3
shows the optimized thresholds on D2 and jet mass as a function of pT . Figure
8.4 shows the efficiency of the optimized W/Z taggers as a function of jet pT .
70
500 1000 1500 2000 2500
Jet pt [GeV]
0
0.5
1
1.5
2
2.5
32
Je
t D Simulation Internal ATLAS
=13 TeV, W-Taggers
VVSemileptonic Max significance
VVJJ 3D Max significance
500 1000 1500 2000 2500
 [GeV]
T
Jet p
50
60
70
80
90
100
110
120
130
140
150
Je
t m
as
s 
[G
eV
]
Simulation Internal ATLAS
=13 TeV, W-Taggers
VVSemileptonic Max significance
VVJJ 3D Max significance
500 1000 1500 2000 2500
Jet pt [GeV]
0
0.5
1
1.5
2
2.5
32
Je
t D Simulation Internal ATLAS
=13 TeV, Z-Taggers
VVSemileptonic Max significance
VVJJ 3D Max significance
500 1000 1500 2000 2500
 [GeV]
T
Jet p
50
60
70
80
90
100
110
120
130
140
150
Je
t m
as
s 
[G
eV
]
Simulation Internal ATLAS
=13 TeV, Z-Taggers
VVSemileptonic Max significance
VVJJ 3D Max significance
Figure 8.3: The upper cut on D2 (a) and jet mass window cut i.e. the upper
and lower boundary of the mass (b) of the W -tagger as a function of jet pT .
Corresponding values for Z-tagger are shown in (c) and (d). The optimal cut
values for maximum significance are shown as solid markers and the fitted function
as solid lines. Working points from V V → JJ [20] is also shown as dashed lines
as a reference.
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Figure 8.4: The left (right) plot shows the efficiency for the W (Z) tagger mass
and D2 cuts as a function of large-R jet pT .
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8.3.3 Variable Radius jets
To accept more boosted Z bosons decaying to bb¯ that would normally be
rejected due to topological cuts discussed 9.4, variable radius (VR) track jets are
used to identify b-jets (discussed in 8.3.4) within the catchment area of large-R
jets [34]. VR jets are constructed from ID tracks using the anti-kt algorithm with
a radius parameter that depends on the pT of the track, shown in Equation 8.5.
Reff (pT,i) =
ρ
pT,i
(8.5)
For this search ρ = 30 GeV and a lower and upper limit on cone size are set to 0.02
and 0.4, respectively, to prevent unphysical asymptotic behavior of ρ. Collinear
VR jets are possible, so track jets that are not separated by the the smaller jet’s
cone size are not used. Additionally, VR jets are required to have pT > 10 GeV
and |η| < 2.5.
8.3.4 Jet Flavor Tagging
To more precisely identify jets, the small-R and VR jets originating from a
b-quarks are classified using a multivariate b-tagging algorithm (BDT), MV2c10
[4]. This algorithm uses the impact parameters of the jet’s ID tracks, secondary
vertices (if they exist), and reconstructed flight paths of b and c hadrons in the
jet to determine if the jet was induced by a b-quark. For this analysis, the 85%
efficient working point of this algorithm is used giving c, τ , and light-flavor jet
rejection of 3, 8, and 34 respectively in simulated tt¯ samples.
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8.4 MET/Neutrinos
Neutrinos are uncharged and colorless particles, so they do not leave tracks or
jets in the detector. For this reason, neutrinos are reconstructed as the missing
energy in the event, EmissT . Mathematically, EmissT is the negative vector pT sum of
all the physics objects and an extra soft term. The soft term accounts for energy
deposits not associated with any of the objects in the event. In this analysis,
the soft term is the pT sum of all ID tracks not associated with objects in the
event. The selected tracks must be matched to the PV, which decreases pile-up
contamination [2].
8.5 Overlap Removal
Reconstructed jets and leptons in this analysis can arise from the same energy
deposits. For instance, a cluster of energy from an electron can also be a valid
calorimeter seed for a jet. To mitigate this confusion of multiple objects originating
from a single jet or lepton overlapping objects are removed via a procedure referred
to a overlap removal.
The overlap selections used in this analysis are described below.
- when an electron shares a track with another electron: the lower pT electron
is rejected, as it is more likely to be a fake electron
- when a muon and electron share a track: the muon is rejected if it is a
calo-muon, otherwise the electron is rejected
- when ∆R < 0.2 for an electron and jet: the jet is rejected to maximize signal
acceptance
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- when ∆R > 0.2 for an electron and jet: the electron is rejected as it likely
originated from decays within the jet
- when ∆R <min(0.4, 0.04 + 10GeV/pµT ) for a muon and jet: the muon is
rejected, again maximizing signal acceptance, otherwise the jet is rejected
- when ∆R < 1.0 for the a large-R jet and electron: the jet is rejected
8.6 Reconstructed Resonance Mass (mWV )
The WV system mass, mWV ,is reconstructed from the lepton, neutrino, and
hadronically-decaying boson candidate. The momentum of the neutrino along
the z-direction is obtained by constraining the W boson mass of the lepton neu-
trino system to be 80.3 GeV/c2. For complex solutions to this constraint, pZ is
taken as the real component of the solution. For real solutions, the one with the
smaller absolute value is used. For the resolved analysis, mWV is reconstructed
by constraining the W (Z) dijet system in the SRs and TCRs (not the WCRs):
pcorrT,jj = pT,jj ×
mW/Z
mjj
(8.6)
mcorrjj = mW/Z (8.7)
where mjj and mW/Z are the reconstructed invariant mass of the hadronically-
decaying W/Z boson and the PDG values of the W/Z boson masses, respectively.
This correction improves the mWV mass distribution by ∼ 10%.
The reconstructed resonance mass is the final discriminating variable in this
analysis. The distribution of this variable in SRs is used in the final likelihood fit
to search for evidence of an excess of events due to BSM resonances. Distributions
of mWV are shown in Figures 13.1-13.7.
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Chapter 9
Event Selection and
Categorization
To effectively search for these new resonances, the simulated background and
signal samples are analyzed to determine a series of optimized cuts used create
SRs containing leptonic and hadronic resonance decay products. In these regions,
the resonance mass is calculated as the combined system mass of the leptonic
and hadronic systems as described in 8.6. The expected resonance mass distri-
bution from the backgrounds and signal samples are compared to data to search
for the existence of these BSM signals (also known as a bump hunt). Control
regions enriched in the dominant backgrounds, tt¯ and W+jets (TCR and WCR,
respectively) are constructed to be orthogonal to SRs and used to determine the
normalization of the tt¯ and W+jets backgrounds in SRs.
Events are classified as produced via non-VBF or VBF processes using a Re-
cursive Neural Network (RNN) described in 9.3. VBFW ′ and Z ′ and ggFW ′ and
Z ′ resonances studied have unique SR and CR selections to maximize analysis
sensitivity. RS Graviton signals are probed using the same selections as the ggF
Z ′ signal.
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The more massive the resonance, the more likelyW/Z bosons are to be boosted
in this search. As the boost of the hadronically decaying boson increases the sep-
aration of its hadronic decay products decreases. When the hadronically decaying
boson has sufficient boost, the two quarks will overlap and not be identified sep-
arately. For this reason, a set of resolved selections are used when the hadronic
decay products are reconstructed separately, and merged selections when the de-
cay products overlap and identified as a single merged jet in the event. A W/Z
tagger identifies merged jets as originating from a W/Z bosons based on jet sub-
structure and mass cuts. However, the more boosted the jet is the less likely it is
to pass the jet substructure cut, due to track merging. Consequently, the merged
analysis uses a high purity region (HP), which requires that the jet pass both cuts,
and low purity (LP) region where the jet can fail the jet substructure cut. These
selections are summarized in 9.4.
The aforementioned SR definitions veto events with b-jets to minimize tt¯ con-
tamination. However, b-jets are anticipated from W ′ resonances from the hadron-
ically decaying Z boson. To increase the signal acceptance of these resonances,
a Z → bb tagger is used to construct additional SR and CRs called the tagged
regions (and untagged if the event fails the Z → bb tagger).
9.1 Event Pre-Selection
Before applying topological cuts, preselection cuts are applied which include
trigger and event requirements to reduce background contamination and the dataset
size. Events must contain exactly one tight lepton (no additional loose leptons),
the p`νT > 75 GeV, and there must be at least two small-R jets or one large-R jet.
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9.2 Trigger Requirements
The data were collected using the lowest unprescaled single-lepton or EmissT
triggers, as summarized in Table 9.1. Since the muon term is not considered in the
trigger EmissT calculation, the EmissT trigger is fully efficient to events with high-pT
muons. For this reason, the EmissT trigger is used for events where p
µ
T > 150 GeV, to
compensate for the poor efficiency of the single muon trigger above pµT > 150GeV.
Data-taking period eνqq channel µνqq (pT (µν) < 150 GeV) channel µνqq (pT (µν) > 150 GeV) channel
2015
HLT_e24_lhmedium_L1EM20 OR HLT_mu20_iloose_L1MU15 OR
HLT_xe70HLT_e60_lhmedium OR HLT_mu50
HLT_e120_lhloose
2016a (run < 302919) HLT_e26_lhtight_nod0_ivarloose OR HLT_mu26_ivarmedium OR HLT_xe90_mht_L1XE50HLT_e60_lhmedium_nod0 OR HLT_mu50
(L < 1.0× 1034 cm−2 s−1) HLT_e140_lhloose_nod0HLT_e300_etcut
2016b (run ≥ 302919) same as above same as above HLT_xe110_mht_L1XE50(L < 1.7× 1034 cm−2 s−1)
2017 same as above same as above HLT_xe110_pufit_L1XE55
2018 same as above same as above HLT_xe110_pufit_xe70_L1XE50
Table 9.1: The list of triggers used in this analysis.
9.3 VBF/non-VBF RNN
To classify events as originating from non-VBF or VBF processes a RNN is
used [47]. This approach is more powerful than a cut-based classification as it
improves analysis sensitivity by exploiting correlations between variables that the
RNN learns. In particular, a RNN architecture is ideal as it can handle variable
numbers of jets in the events.
The RNN uses the four-momentum of candidate VBF jets to classify events
as VBF or non-VBF topologies. Sometimes jets are incorrectly reconstructed,
so the number of jets in the event is expected to vary across the input samples.
VBF candidate jets are identified by removing jets from the event that are likely
from W/Z → qq. For the resolved regime this means removing the two leading
small-R jets from the VBF candidate jet list. For the merged regime this means
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removing small-R jets separated by less than ∆R = 1.0 from the large-R jet. VBF
candidate jets are also required to be within |η| < 4.5. From the list of remaining
VBF candidate jets, the two highest-pT jets are chosen.
The architecture of the RNN is shown in Figure 9.1. The RNN is composed
of Long Short Term Memory Cells (LSTM) that extract meaningful information
and retain it. The logic embedded in the LSTM is shown in Figure 9.2. LSTMs
are useful for VBF event classification for events with two jets, where using the
kinematic properties of both jets (and their correlations) will lead to more efficient
event classification.
In this RNN architecture, the VBF candidates are first passed to a masking
layer which checks the number of jets in the event. If there is only one jet, only one
vertical LSTM layer is used. The output of masking is then passed to a LSTM,
with a tanh activation function. The output of the LSTM is then passed to a
second horizontal LSTM layer (and vertical LSTM layer if there are two jets in
the event). Finally the output of the last LSTM cell is passed to a dense layer
and then to a sigmoid activation layer, leading to an overall RNN score.
The weights and other parameters of the network are learned by training the
network with HVT VBF and non-VBF signals and all simulated backgrounds over
200 epochs with an Adam Optimizer [32]. To prevent overfitting during training,
dropout is applied to RNN weights and training is truncated if the network pa-
rameters are unchanged after ten iterations [49]. Figure 9.4 shows the ROC curve
for the RNN using k-fold cross validation [43].
Figure 9.3 shows the RNN discriminant for backgrounds, non-VBF signals,
and VBF signals. The RNN score is ∼ 0 for non-VBF signals and background
processes and ∼1 for VBF processes. Figure 9.5 shows the limits for various signal
processes based on the RNN cut applied. Requiring the RNN score to be > 0.8
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was chosen as it provided the best analysis significance for this final state and
the ννqq and ``qq channels, which this channel will be combined with for future
publications.
Figure 9.1: This figure shows the architecture of the RNN used to classify events
as non-VBF/VBF. The two VBF candidate jet’s variable are passed to a through
two layers of LSTMs. The vector output of the final LSTM is combined to give
the scalar output of the RNN used to classify the event as non-VBF/VBF.
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Figure 9.2: This figure shows the embedded logic in LSTM cells. This image was
taken from [48], where a more in depth discussion about LSTMs may be found.
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ggf/VBF Classification
Careful studies on which events get
selected
- Can still selectVBF events with a
single reconstructed jet
- Background more ggF like
Robert Les Resonant V V ! Semileptonic Unblinding Approval 15
Figure 9.3: RNN Score distribution for ggF and VBF signals and backgrounds.
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Figure 9.4: ROC curve using k-fold validation for RNN.
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Figure 9.5: Comparison of ggF Z’ limits for different RNN score selections. The
bottom panel shows the ratio of the upper limits set for different RNN cuts to
the cut-based analysis. In this panel smaller numbers, indicate that the expected
upper limit is smaller than the cut-based analysis, which is desired.
9.4 Signal Region Definitions
Signal regions are constructed to be dominated by signal and used in the final
likelihood fit to look for a bump in the reconstructed resonance mass distribution.
Once an event is classified by the RNN, it must pass topological cuts that maximize
S/
√
B. To efficiently select events with a W → `ν candidate exactly one tight
lepton is required and EmissT > 100(60) GeV and pT,`ν > 200(75) GeV in the
merged (resolved) analysis to suppress the fake lepton backgrounds.
The resonances this search probes are expected to be produced approximately
at rest with the two resulting bosons produced back-to-back. For this reason,
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it is required that the minimum value of (pT,`ν , pT,J)/mWV > 0.35(0.25) for the
non-VBF (VBF) category.
To reduce tt¯ contamination in the merged HVT Z ′ and GKK analyses, events
with at least one b-jet with ∆R > 1.0 from the large-R jet are excluded. High
purity signal regions require the D2 and W/Z mass window cut to be passed,
whereas the low purity region only requires the W/Z mass window cut to be
passed. More boosted jets, are more likely to fail the D2 cut due to track merging.
Therefore, by using high and low purity regions, the signal acceptance is increased.
The HVT W ′ resonance search uses tagged and untagged regions to minimize
backgrounds and increase signal acceptance. For events to be classified as tagged
the large-R jet must contain exactly two b-tagged VR jets. Untagged events must
have no more than one b-tagged jet matched to the large-R jet. These selections
are shown in Table 9.2.
Events failing the merged selection are then re-analyzed in the resolved cate-
gory. To enhance resolved signals, the event should contain one leptonic and one
hadronic boson candidate that are back-to-back in φ as shown by the selections in
Table 9.3. Again, to suppress the tt¯ backgrounds, events are required to have no
additional b-jets for the HVT Z ′ and GKK analyses. A summary of the resolved
selections is shown in Table 9.3.
The analysis cutflow in Figure 9.6 shows how the different categories are pri-
oritized. Events classified as VBF events are classified as merged high purity,
merged low purity or resolved signal region selections sequentially. If the event
does not pass any of these selections but passes a VBF control region selection it
is classified as a VBF CR event.
If the event fails all VBF categories, it is then checked if it passes the merged
high purity, merged low purity or resolved signal region selections (NB: for the
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Selection SR W CR (WR) tt¯ CR (TR1)HP LP HP LP HP LP
W → `ν
Num of Tight leptons 1
Num of Loose leptons 0
EmissT > 100 GeV
pT (`ν) > 200 GeV
W/Z → J
Num of large-R jets ≥ 1
D2 cut pass fail pass fail pass fail
W/Z mass window cut pass pass fail fail pass pass
Numb. of associated VR track jets b-tagged For Z → J : ≤ 1 (= 2) for untagged (tagged) category
Topology cut min (pT,`ν , pT,J) /mWV > 0.35(0.25) for DY/ggF (VBF) category
Top-quark veto Num of b-tagged jets outside of large-R jet 0 ≥ 1
Pass VBF selection no (yes) for DY/ggF (VBF) category
Table 9.2: Summary of selection criteria used to define the signal region (SR),
W+jets control region (W CR) and tt¯ control region (tt¯ CR) for merged 1-lepton
channel.
WZ decay modes all the regions have tagged and untagged categories). If the
event fails all of the non-VBF signal region selections, it is then kept for non-VBF
control region selections, if it passes those selections. Control region selection are
discussed more in 10.1.
Overall, for the DY HVT Z ′ and ggF GKK signals there are 3 signal regions.
For the DY HVT W ′ signal there are 6 signal regions. For VBF HVT W ′ and Z ′
signals there are 3 signal regions.
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Table 9.3: The list of selection cuts in the resolved analysis for the WW and
WZ signal regions (SR), W+jets control region (WR) and tt¯ control region (TR).
cuts SR W CR (WR) tt¯ CR (TR1)
W → `ν
Number of Tight leptons 1
Number of Loose leptons 0
EmissT > 60 GeV
$pT (`ν) > 75 GeV
W/Z → jj
Number of small-R jets ≥ 2
Leading jet pT > 60 GeV
Subleading jet pT > 45 GeV
Z → qq¯ 78 < mjj < 105 GeV 50 < mjj < 68 GeV or 50 < mjj < 150 GeVW → qq¯ 68 < mjj < 98 GeV 105 < mjj < 150 GeV
Num. of b-tagged jets For Z → jj: ≤ 1 (= 2) for untagged (tagged) category
Topology cuts
∆φ(j, `) > 1.0
∆φ(j, EmissT ) > 1.0
∆φ(j, j) < 1.5
∆φ(`, EmissT ) < 1.5
min (pT,`ν , pT,jj) /mWV > 0.35(0.25) for DY/ggF (VBF) category
Top veto Number of additional b-tagged jets 0 ≥ 1
Pass VBF selection no (yes) for DY/ggF (VBF) category
High purity
Low purity
Tagged
Untagged
Resolved
Tagged
Untagged
Tagged
Untagged
Leptonic V 
selection
VBF tag-jet 
selection
Merged 
selection
Resolved 
selection
High purity
Low purity
Resolved
Merged 
selection
Resolved 
selection
To  control regions
ggF/DY category
VBF category
To  control regions
Figure 9.6: This diagram shows the prioritization scheme used to classify events
into the various SRs and CRs. The VBF regions are prioritized over the non-VBF
regions and the merged analysis is prioritized over the resolved analysis.
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9.5 Selection Acceptance and Efficiency
The signal acceptance is the ratio of the number of signal events selected to
the number of signal events generated at truth level, which does not account for
detector effects. The signal efficiency is the ratio of the number of reconstructed
events selected and the number of truth events selected, which accounts for de-
tector effects. The expected number of signal events is given by the product of
these two quantities:
A ·  = N
truth
events selected
N truthevents generated
· N
reco
events selected
N truthevents selected
= N
reco
events selected
N truthevents generated
(9.1)
The distributions of A ·  as a function of the resonance mass for the different spin
models are shown in Figures 9.7 - 9.8.
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Figure 9.7: Selection acceptance times efficiency for the W ′ → WZ → `νqq
events from MC simulations as a function of the W ′ mass for Drell-Yan (left) and
VBF production (right), combining the merged HP and LP signal regions of the
WV → `νJ selection and the resolved regions of the WV → `νjj selection. Note:
the VBF selection acceptance for the DYW ′ is approximately zero in the left plot.
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Figure 9.8: Selection acceptance times efficiency for the G → WW → `νqq
events from MC simulations as a function of the G mass for (a) Drell-Yan and
(b) VBF production, combining the merged HP and LP signal regions of the
WV → `νJ selection and the resolved regions of the WV → `νjj selection. Note:
the VBF selection acceptance for the ggF G′KK is approximately zero in the left
plot.
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Chapter 10
Background Estimate
Backgrounds from V V , tt¯, single-top, W+jets, Z+jets are simulated as de-
scribed in 7.2. The dominant backgrounds for this search are from W+jet and
tt¯ processes. To more accurately model the mWV distribution from these back-
grounds in the SRs, CRs are constructed for each as described in 10.1. The tt¯
and W+jets control regions are called TCR and WCR, respectively. There are
separate control regions for VBF and non-VBF regions as well as for each region
(merged HP, merged LP, resolved). For the HVT W ′ search there are also tagged
and untagged control regions (where tagged refers to events with two b-jets inside
the large-R jet).
The shape of the aforementioned backgrounds containing real leptons are well-
modeled with simulated samples. Backgrounds with fake leptons (also referred to
as the multijet background) are not well-modeled with simulation. For this reason,
the multijet background is extracted from data as described in 10.2.
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10.1 Control Regions
The CRs are constructed to accurately model W+jets and tt¯, the two dom-
inant backgrounds in this search. These control regions are dominated by these
processes and constrain the normalization of these backgrounds in the final likeli-
hood fit . The TCRs use the same selections as the SRs, but must also contain at
least one b-jet in the event (that is not within the catchement area of the large-R
jet for the merged analysis). The WCR shares the SR selections as well, but uses
different jet mass requirements. For the merged analyses, the large-R jet must fail
theW/Z tagger jet mass cut. In the resolved analyses, mjj must be 50 < mjj < 68
GeV or 105 < mjj < 150 GeV.
The TCR distributions of variables used in merged analysis (e.g. mWV , pT (ν),
pT (J)), in the non-VBF and VBF: HP and LP regions, are shown in Figures 10.1-
10.4. The TCR distributions for the variables used in the resolved analysis (e.g.
mWV , pT (ν), pT (j1), pT (j2)) are shown in Figures 10.5 and 10.6. In general, in
these plots the simulated distributions match the data well, which is necessary to
have confidence in the prediction yields in the signal regions.
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Figure 64: Distributions of some variables on the Merged HPWW regime under RNN-based analysis. Right
(left/middle) plots show distribution for the VBF (ggF) WW analysis in the Top control region. Further details shown
in Table 19.
25th October 2019 – 00:48 99
Figure 10.1: Da a MC comparison for the merg d WW HP TCR. The bottom
panel shows the ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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Figure 65: Distributions of some variables on the Merged LPWW regime under RNN-based analysis. Right
(left/middle) plots show distribution for the VBF (ggF) WW analysis in the Top control region. Further details shown
in Table 19.
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Figure 10.2: Data MC comparison for the merged WW LP TCR. The bottom
panel shows the ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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Figure 66: Distributions of some variables on the Merged HPWZ regime under RNN-based analysis. Right
(left/middle) plots show distribution for the VBF (ggFTag/ggFUntag) WZ analysis in the Top control region. Further
details shown in Table 19.
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Figure 10.3: Data MC comparison for the merged WZ HP TCR. The bottom
panel shows th ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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Figure 67: Distributions of some variables on the Merged LPWZ regime under RNN-based analysis. Right
(left/middle) plots show distribution for the VBF (ggFTag/ggFUntag) WZ analysis in the Top control region. Further
details shown in Table 19.
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Figure 10.4: Data MC comparison for the merged WZ LP CR. The bottom
panel s ows the ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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Figure 62: Distributions of some variables on the Resolved regime using theWW ! `⌫qq selection. Left (right)
plots show distributions for the ggF (VBF) analysis in the Top control region. Further details on definition of the
regions are shown in Table 19.
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Figure 10.5: Data MC comparison for the resolved WW TCR. The bottom
panel shows the ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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Figure 63: Distributions of some variables on the Resolved regime using the WZ ! `⌫qq selection. Right
(left/middle) plots show distribution for the VBF (ggFTag/ggFUntag) analysis in the Top control region. Further
details shown in Table 19.
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Figure 10.6: Data MC comparison for the resolved WZ TCR. The bottom
panel shows th ratio of the difference between data and simulation to simula-
tion. The red bands include the all systematic and statistical uncertainties on the
background.
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10.2 Fake Lepton Backgrounds
The fake lepton backgrounds for this search are not well-modeled with simula-
tion. For this reason, this background is extracted from data. Fake electrons arise
from fake jets and converted photons. Non-prompt muons often arise from heavy
flavor decay products. This predominately occurs for lower lepton momentum,
and therefore is only considered in the resolved analysis.
Fake electrons generally fail the electron ID criteria and fake muons fail the
muon isolation requirement. Therefore, separate multijet samples are derived for
the fake electron and muon samples. For each sample the mWV template shape
is derived for the SR and WCR selections using the same SR and WCR cuts but
with inverted lepton requirements as seen in Table 10.1. NB: By inverting the
lepton isolation/identification criteria the SRs and CRs are orthogonal.
To derive the multijet template in a given SR, first the multijet template in
the WCR is derived, called the MJCR template. This template is calculated using
events that pass the WCR selection but with the inverted lepton criteria. The
EmissT distribution for the MJCR is given by the difference between data and the
simulated samples in the MJCR. The EmissT distribution of those events is then
added to the simulated backgrounds in the WCR. The floating background and
multijet normalizations of the MJCR in this region are then fit to the data. The
fitted MJCR is then used as the multijet sample in the WCR.
The fitted normalizations from the MJCR template are then used to construct
the multijet template in the SR (MJSR). The MJSR is constructed from events
that pass the SR selections but with the inverted lepton criteria. Again, the
difference between the data and simulated backgrounds in this region gives MJSR
template shape in mWV . This shape is then scaled by the fitted normalizations
from the MJCR. These fitted electron and muon muon multijet templates are then
98
used as the multijet samples in the SRs. The normalizations of the electron and
muon multijet samples are parameters in the final likelihood fit.
This template method was validated using WCR and full Run 2 data. The
results of the fit are shown in Table 10.2. The multijet contribution in the muon
channel for pWT > 150 GeV is consistent with zero, and therefore neglected in
the final fit. Applying the extracted normalization factor to MJCR in WCRs for
various kinematic variables such as EmissT , W transverse mass, lepton pT , and the
invariant mass as show in Figures 10.8 -10.17. These figures show good agreement
between the data and background estimate.
Table 10.1: Definitions of “inverted” leptons used in multijet control region. For
the inverted muon selection, ptvarcone30 is given by sum of the pT of tracks in a
cone around the muon candidate divided by the muon pT . The size of the cone,
δR used is 10GeV/pµT or 0.3, whichever is smaller. So, as the pT of the muon
increases, the cone size used decreases. This is useful as more boosted muons are
more likely to be produced in dense environments and using a smaller cone size
more accurately determines the quality of the muon.
Criterion signal lepton inverted lepton
Electron ID TightLH MediumLH!TightLH
Calo Isolation FixedCutHighPtCaloOnlyIso FixedCutHighPtCaloOnlyIso
Muon ID WHSignalMuon WHSignalMuon
Track Isolation FixedCutTightTrackOnlyIso !FixedCutTightTrackOnlyIso
ptvarcone30/pt < 0.07∗
*Only applied to events with pTW < 150GeV
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Figure 84: The EmissT distribution in MJCR for 2017 data in the electron channel(left), muon channel withW-boson
pT < 150GeV (center) and > 150GeV (right). Multi-jet templates are calculated as remaining data components after
excluding known MC.
7.2.2 Template method1281
A template method is employed to estimate the multi-jet contribution in the signal region, using data in a1282
multijet enriched control region. The selection of MJ control regions is described in the previous section.1283
Two sets of MJ control regions are defined, based on the invariant mass of the two small-R signal jets. A1284
MJCR is defined if the two signal jets satisfy the mj j requirement for the hadronic V ! qq selection in1285
SRs; otherwise a MJVR is defined if the two signal jets satisfy the mj j requirement forW+jets CRs. The1286
MJCR is used to extract the MJ template that is used for SRs, while the MJVR is used to extract the MJ1287
template that is used for CRs.1288
First, the MJ template is obtained by subtracting the contribution from electroweak background processes1289
in the MJCR or MJVR, based on Monte Carlo predictions. Systematic variations of the MC predictions are1290
later applied as a source of systematic uncertainty.1291
Second, a fit (“pre-MJ-fit”) to the EmissT distribution is then applied in the WCRs to extract simultaneously1292
the normalization factors for both the multi-jet and the electroweak components. Separate templates for the1293
multi-jet contributions are obtained depending on lepton flavor (eµ). The pref-MJ-fit is performed with1294
the TFractionFitter package in ROOT. In the fit, the multijet component is left free to float, while the1295
normalization of the other backgrounds are constrained to reasonable ranges according to their expected1296
normalization within the statistical uncertainties. Since Z+jets and diboson contributions are very small,1297
they are fixed in the fit for simplicity.1298
As shown in Fig. 85, we found that the shapes of EmissT distributions fromW+jets and top quark backgrounds1299
are similar to be undistinguished in the fit, thusW+jets and top quark are combined as one component1300
in the pre-MJ-fit. Both electron and muon channels are used in the pre-MJ-fit. The same electroweak1301
components share normalization scale factors in the fit, while electron MJVR template and muon MJVR1302
template have separate scale factors.1303
Third, the scale factors for MJVR template obtained from the pre-MJ-fit in WCRs are then applied to the1304
MJCR template; the scaled MJCR template is used in the final simultaneous fit. The normalization of the1305
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Figure 10.7: The EmissT distribution in MJCR for 2017 data in the electron
channel(left), muon channel with W-boson pT < 150 GeV (center) and > 150
GeV (right). Multi-jet templates are given by the difference between the data and
simulated distributions.
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Figure 86: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.8: Postfit Data/MC comparison of distributions of EmissT , mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in the WW electron channel.
The MJ template is obtained from the pre-MJ-fit.
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Figure 87: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
muon(pWT < 150 GeV) channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.9: Postfit Data/MC comparison of distributions of EmissT , mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in the WW muon channel. The
MJ template is obtained from the pre-MJ-fit.
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Figure 88: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
25th October 2019 – 00:48 126
Figure 10.10: Postfit Data/MC comparison of distributions of EmissT , mWT , lep-
ton and neutrino pT , m`νjj, lepton-ν angular distance in the WZ untag electron
channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 88: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.11: Postfit Data/MC co parison of distributions of EmissT ,mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in theWZ untag muon channel.
The MJ template is obtained from the pre-MJ-fit.
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Figure 90: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.12: Postfit Data/MC compa ison of distributions of EmissT , mWT , lep-
ton and neutrino pT , m`νjj, lepton-ν angular distance in the WZ untag electron
channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 91: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
muon(pWT < 150 GeV) channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.13: Postfit Data/MC comparison of distributions of EmissT ,mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in theWZ untag muon channel.
The MJ template is obtained from the pre-MJ-fit.
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Figure 94: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.14: Postfit Data/MC compa ison of distributions of EmissT , mWT , lep-
ton and neutrino pT , m`νjj, lepton-ν angular distance in the VBF WW electron
channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 93: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
muon(pWT < 150 GeV) channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.15: Postfit Data/MC comparison of distributions of EmissT ,mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in the VBFWW muon channel.
The MJ template is obtained from the pre-MJ-fit.
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Figure 94: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
electron channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.16: Postfit Data/MC compa ison of distributions of EmissT , mWT , lep-
ton and neutrino pT , m`νjj, lepton-ν angular distance in the VBF WZ electron
channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 95: Postfit Data/MC comparison of distributions of EmissT , m
W
T , lep pT, mlv j j , lep ⌫ angular distance in the
muon(pWT < 150 GeV) channel. The MJ template is obtained from the pre-MJ-fit.
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Figure 10.17: Postfit Data/MC comparison f dist ibutions of EmissT ,mWT , lepton
and neutrino pT , m`νjj, lepton-ν angular distance in the VBF WZ muon channel.
The MJ template is obtained from the pre-MJ-fit.
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Region Sample Yield R.U. SF
non-VBF WW WCR Top&W 650000± 1900 0.31% 0.99
Z&VV 24000 fixed
MJ_el 24000± 1200 5.1% 4.0
MJ_mu 35000± 920 2.6% 9.0
non-VBF WZ untag Top&W 640000± 1900 0.31% 0.99
Z&VV 24000 fixed
MJ_el 24000± 1200 5.1% 3.9
MJ_mu 36000± 920 2.6% 8.7
non-VBF WZ tag Top&W 71000± 690 0.97% 1.0
Z&VV 520 fixed
MJ_el 600± 450 75% 0.094
MJ_mu 1200± 220 19% 0.29
VBF WW WCR Top&W 19000± 360 1.9% 0.93
Z&VV 1100 fixed
MJ_el 1400± 210 15% 0.24
MJ_mu 1300± 160 11% 0.31
VBF WZ WCR Top&W 21000± 390 1.8% 0.94
Z&VV 1100 fixed
MJ_el 1400± 230 16% 0.23
MJ_mu 1300± 160 12% 0.31
Table 10.2: Fit validation result in WCRs for 2015+16 data. The fit is done
in various WCRs, in order to obtain the corresponding scale factors for MJ tem-
plates: non-VBF resolved WCR for the WW → lvqq selection, non-VBF resolved
untagged WCR for the WZ → lvqq selection, non-VBF resolved tagged WCR for
the WZ → lvqq selection, VBF resolved WCR for the WW → lvqq selection,and
VBF resolved WCR for the WZ → lvqq selection. Post-fit event yields for elec-
troweak processes and MJ contributions are shown. The SF column shows the
corresponding normalization scale factors for electroweak processes from the fit.
R.U. stands for relative uncertainty.
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Chapter 11
Systematic Uncertainties
This section describes the sources of systematic uncertainties of the mWV dis-
tribution. These uncertainties are divided into experimental and modeling un-
certainties. Each systematic uncertainty is treated as a nuisance parameter in
the final likelihood fit. The dominant systematics in this analysis arise from jet
reconstruction and the generator choice for the V+jets backgrounds.
11.1 Experimental Systematics
The uncertainty on the integrated luminosity of the dataset used is 1.7% and
a systematic in the final fit. This uncertainty was calculated using x − y beam
separation scans [18].
Another source of systematic uncertainty is assigned to the pileup modeling in
MC samples. This ensures simulated detector response and particle reconstruction
conditions are as similar as possible. The distribution of the average number of
interactions per bunch crossing applied to simulation is called the µ profile. The
pileup modeling uncertainty is accounted for by reweighting simulated events so
the average number of interactions per bunch crossing varies within its uncertainty
112
due to systematics from vertex reconstruction [46]. The associated reweighting
factors are propagated through the entire analysis chain to construct a systematic
uncertainty on mV V .
The single-lepton and EmissT triggers used are not fully efficient, so scale factors
are applied to simulation to more accurately model the data. These scale factors
are given by the ratio of the distribution of oﬄine objects before trigger selection
and after trigger selection. The associated uncertainty on these scale factors are
used in the final fit.
Uncertainties on small-R jet energy scale and resolution are measured in-situ
by calculating the response between data and simulation. This analysis uses a re-
duced set of jet energy scale and resolution (JES and JER, respectively) uncertain-
ties (totaling 30 and 8 systematics, respectively). This reduced set of systematics
is determined using a principal component analysis, yielding largely uncorrelated
independent systematics. The JES and JER systematics account for the depen-
dence on pT , η, µ, flavor response and global sequential corrections. Systematic
uncertainties associated with b-tagging are also considered. These systematics are
evaluated as scale factor uncertainties, accounting for the difference in b-tagging
efficiencies in data and MC, and the flavor dependence (between b, c, and light
jets).
The pT scale uncertainty of the large-R jets is determined by comparing the
jet’s pcaloT to ptrackT in di-jet simulation and data. In addition to this, uncertainties
from tracking, modeling (Pythia vs Herwig), and statistical constraints are also
used. The large-R jet pT resolution is given by smearing the jet pT with a Gaussian
with a 2% width.
TheW/Z tagging efficiency scale factor is estimated by comparing the tagging
efficiency in simulation with that in data for four regions of the W/Z tagger (D2
113
fail, mJ fail; D2 pass, mJ fail; D2 fail, mJ pass; D2 pass, mJ pass). Additionally,
separate scale factors are determined for events with large-R jets from W bosons
and top backgrounds. A simultaneous template fit is used to fit the signal jets
(jets initiated by W/Z bosons or top quarks) and background jets (all other jets
from the simulated backgrounds) to the data in the four regions using the mJ
distributions. The scale factor for a given region is then given by:
SF =
data =
Nregion
fitted−signal
Nall−regions
fitted−signal
MC =
Nregion
signal
Nall−regions
signal
(11.1)
The effects of experimental and theoretical uncertainties on the efficiency scale
factor are determined by taking the ratio of efficiencies in data and simulation.
By taking this ratio, uncertainties not arising for jet mass and D2 cancel.
Lepton identification, reconstruction, isolation systematic uncertainties are
determined by reconstructing the Z mass peak with a tag and probe method
([6],[28]). The lepton energy and momentum scales are also measured with the Z
mass peak. The effect of these systematics on the mWV distribution are < 5%.
As EmissT is calculated using all the physics objects in the event, all those objects
associated errors result in an uncertainty on EmissT . Additionally, the unassociated
tracks used to construct EmissT contribute to the uncertainty on EmissT .
11.2 Theoretical Systematics
Theoretical uncertainties for signal and background processes arise from un-
certainties in MC parameters used. In particular for the tt¯, W/Z+jets, diboson
backgrounds and signal samples, the QCD scale, PDF, generator and hadroniza-
tion uncertainties are considered. To assess the QCD scale uncertainty, the renor-
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malization and factorization scales are scaled up and down by a factor of two at
the event generation stage of sample production. Uncertainties from the PDF
choice are evaluated by reweighting samples from the nominal PDF to a set of
error PDFs which account for the uncertainty of the fits used to produce the
PDF set. In addition to this, samples are re-weighted to different PDF sets to
account for the arbitrariness of the PDF choice. The difference between the mWV
distributions using different event generators is assessed by comparing samples
generated with different generators. Similarly, the uncertainty in hadronization
models is accounted for by comparing samples created using different hadroniza-
tion models (e.g. tt¯ Powheg is compared to aMC@NLO,W+jets compares Sherpa
and MadGraph+Pythia samples). Figures 11.1 - 11.8 show the impact of these
uncertainties on the tt¯ and W/Z + jets backgrounds. Additionally, contributions
to the diboson background for the VBF analysis were found to be small and are
accounted for by including a 10% systematic in the diboson normalization in the
final fit.
The normalization of the tt¯ and W+jets processes impact the fake lepton
template shape. The impact of these normalizations was assessed by including
a shape systematic on the multijet background from varying the tt¯ and W+jets
normalization factors. The overall normalization of the template is a systematic
in the final likelihood fit (account for other systematic effects on the template).
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Figure 102: TheW/Z+jet systematics for the a) Merged ggF, b) Resolved ggF, c) Merged VBF, and d) Resolved VBF
regions. The top subplot shows the nominal and variation distributions/bands, the middle shows the ratio of the two,
and the final shows just the shape of the envelope (the final uncertainty).
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F gure 11.1: T e W/Z+jet systematic for the a) Merged ggF, b) Resolved
ggF, c) Merged VBF, and d) Resolved VBF regions. The top subplot shows the
nominal and variation distributions/bands, the middle shows the ratio of the two,
and the final shows just the shape of the envelope (the final uncertainty).
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Figure 103: The two-point generator comparison between Sherpa and MadGraph for theW/Z+jet samples in the )
Merged ggF, b) Resolved ggF, c) Merged VBF, and d) Resolved VBF regions. The normalization of the Madgraph
sample is set to the Sherpa value to consider only shape e ects. The bottom inlet shows the ratio of the two.
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Figure 11.2: The two-point generator comparison between Sherpa and Mad-
Graph for t W/Z+jet sampl s i t e a) Merged ggF, b) Resolved ggF, c) Merged
VBF, and d) Resolved VBF regions. The normalization of the Madgraph sample
is set to the Sherpa value to consider only shape effects. The bottom inlet shows
the ratio of the two.
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Figure 96: Ratio between the variations of generator (red) and hadronization (blue) variations for the Merged regime.
Further details can be found on Section 8.2.1.
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Figure 11.3: Ratio between the variations of generator (red) and hadronization
(blue) variations for the Merged regime for tt¯ sample.
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Figure 97: Ratio between the variations of generator (red) and hadronization (blue) variations for the Resolved regime.
Further details can be found on Section 8.2.1.
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Figure 11.4: Ratio between the variations of generator (red) and hadronization
(blue) variations for the Resolved regime for tt¯ sample.
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Figure 100: Ratio between the variations of ISR up (red) and down (blue) variations for the Merged regime. Further
details can be found on Section 8.2.1.
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Figure 11.5: Ratio between the variations of ISR up (red) and down (blue)
variations for the Merged regime for tt¯ sample.
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Figure 101: Ratio between the variations of ISR up (red) and down (blue) variations for the Resolved regime. Further
details can be found on Section 8.2.1.
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Figure 11.6: Ratio between the variations of ISR up (red) and down (blue)
variations for the Resolved regime for tt¯ sample.
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Figure 98: Ratio between the variations of FSR up (red) and down (blue) variations for the Merged regime. Further
details can be found on Section 8.2.1.
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Figure 11.7: Ratio between the variations of FSR up (red) and down (blue)
variations for the Merged regime for tt¯ sample.
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Figure 99: Ratio between the variations of FSR up (red) and down (blue) variations for the Resolved regime. Further
details can be found on Section 8.2.1.
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Figure 11.8: Ratio between the variations of FSR up (red) and down (blue)
variations for the Resolved regime for tt¯ sample.
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Chapter 12
Statistical Analysis
A statistical procedure based on a likelihood function is used to determine the
compatibility of the data collected with the proposed resonances. This test com-
pares the distribution of mWV for the background-only (which only considers SM
processes, no new physics processes) hypothesis with the background and signal
hypothesis (see Figures 13.3 - 13.7 for mWV SR distributions). A discovery test is
used to measure the compatibility of the observed data with the background-only
hypothesis. If the observed data are sufficiently incompatible with the background
only hypothesis, this could indicate a discovery. In the absence of discovery, upper
limits on the signal strength parameter, µ, are assessed using the CLs method.
These µ limits are then translated into upper limits on the allowed cross section
of new physics processes.
For signal masses below 500 GeV only the resolved analysis is used, as the
merged analysis is not applicable for such small resonance masses. Similarly, it
is unlikely that the two jets from the hadronically decaying boson will be well
separated for signal masses exceeding 1 TeV. Therefore, only the merged analysis
is used above 1 TeV. For signal masses between 500 - 1000 GeV, the merged and
resolved analyses are combined.
122
12.1 Likelihood Function
The likelihood function used is product of Poisson probabilities over all mWV
bins and the associated systematics:
L(µ,θ) = ∏
c
∏
i
(µsci(θ) + bci(θ))nci
nci!
e−(µsci(θ)+bci(θ))
∏
k
(θ′k|θk) (12.1)
Here c are the analysis channels (e.g. merged SRs and CRs and resolved SRs
and CRs) considered and i runs over all the mWV bins used in the fit. The signal
strength parameter, µ, multiplies the expected signal yield in each analysis bin, sci.
The background content for channel c and bin i is given by bci . The dependence
of signal and background predictions on systematic uncertainties is described by
the aforementioned set of nuisance parameters θ, which are parameterized by
Gaussian or log-normal priors, denoted here as θk. Statistical uncertainties of
the simulated bin contents are also included as systematic uncertainties. Most
systematics are correlated among all the analysis regions and considered to be
independent from other systematics. The validity of this assumption is checked
by evaluating the covariance of nuisance parameters.
12.2 Fit Configuration
The binning of mWV in signal regions for the likelihood fit is depends on
the signal mass resolution and statistical uncertainties of mWV bins. For each
signal mass point, the signal mass resolution is set to the fitted Gaussian width
in mWV . The fitted signal widths are then fit to a line to give a parameterized
signal mass width, as shown in Figures 12.1 and 12.2. Bin widths are set first to
this parameterized signal mass resolution. Then if the statistical uncertainty of
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the data or simulated background is more than 50% in any bin, bins are merged
until the statistical uncertainty in all bins is less than 50%. All control regions
contain only a single bin.
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Figure 12.1: The HVT signal mass resolution as a function of mass fit with a
straight line in the Resolved ggF region (left) and VBF (right) region.
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Figure 12.2: The HVT signal mass resolution as a function of mass fit with a
straight line in the Merged ggF region (left) and VBF (right) region.
For each signal model is fit simultaneously in the merged and resolved channels.
The W+jets and tt¯ normalizations are given by the best fit values in the overall
fit and these fitted normalizations are then applied to those backgrounds in the
SRs, as mentioned previously.
The mWV distributions for a given systematic may contain unphysically large
fluctuations due to mWV bins with few events. This can lead to artificial pulls
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and/or constraints in the fit. To remove such issues a multi-step smoothing pro-
cedure is applied to all systematic variation distributions. First, distributions are
rebinned until the statistical error per bin is at least 5%. Next all local extrema
are identified. The bins around smallest extrema are iteratively merged until only
four local extrema remain. Then distributions are rebinned so that statistical
uncertainties in each bin are < 5%.
For some systematics, up and down variations may be in the same direction
with respect to the nominal distributions. This causes the variations to not cover
the nominal choice, and the interpretation of the confidence interval is skewed
as the nominal distribution should be bracketed by the up and down variations.
This asymmetry may also lead to underconstrained systematics in the fit. To
handle such asymmetric systematics, if the up and down variation for a given
systematic are in the same direction for at least three mV V bins, the variation
is averaged for those bins. The averaging procedure replaces bin-by-bin the up
and down variation bins by bnew± = bnom ± |b+−b−|2 , where bnom is the nominal bin
content and b± are the original up and down variation bin content. The same
procedure is also applied to any variations where the integral of the difference
between the up/down variation and the nominal distribution is twice that of the
other down/up variation, further ensuring variations are symmetric around the
nominal distribution.
Finally, systematics that have a negligible effect on the mWV distribution are
not considered in the fit. Shape systematics where no bin in the variational dis-
tribution deviates more than 1% from the nominal distribution (after normalizing
all histograms to the nominal) are not included in the fit. Also, statistical bin
uncertainties < 1% are ignored.
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12.3 Best Fit µ
The best-fit signal strength parameter is denoted by µˆ and calculated by max-
imizing the likelihood function over the entire mWV distribution with respect to
all systematics and µ. The corresponding set of systematics that maximize the
likelihood are given by θˆ. The first term in the likelihood is maximized when the
expected number of signal and background events over all mWV bins is equal to
the number of events in data (per bin this means: nci = µsci + bci) . Thus, by
maximizing the likelihood, the fit determines value of µ and θ that give the best
agreement between expected and measured event yields. The second term in the
likelihood is a penalty term which decreases the likelihood when systematics are
shifted from their nominal values. This prevents the fit from profiling (unexpect-
edly constraining or shifting the fitted systematic value far from its nominal value)
systematics in unphysical ways to maximize the likelihood. The uncertainty on
µ is calculated by varying µ up and down until the natural log of the likelihood
function shifts by one-half.
12.4 Discovery Test
To determine if the observed dataset is consistent with a given signal model a
likelihood ratio is constructed:
λ(µ) = L(µ,
ˆˆ
θµ)
L(µˆ, θˆ) (12.2)
The denominator in this equation is the maximized value of L over all system-
atics and µ. The numerator is the maximized likelihood over all systematics for
a given µ value, where the maximized systematics are given by ˆˆθµ. To test for
the existence of signal the observed dataset the null hypothesis (H0) is defined as
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the background only hypothesis and the alternate hypothesis includes signal and
background (H1). This test quantifies the compatibility of observed data with
H0 by calculating a p-value representing the probability of observing data as dis-
crepant or more than the observed data under the H0. The test statistic used to
calculate this p-value is given by (r0):
r0 =

−2 lnλ(0), µˆ > 0
+2 lnλ(0), µˆ < 0
(12.3)
The expected distribution of the the test statistic under H0 (f(r0|0)) is used
to calculate the p-value:
p0 =
∫ ∞
r0,obs
f(r0|0)dr0 (12.4)
Small p-values indicate the observed data is poorly described by H0. This
equivalent Z-score of a given p-value is usually used to further quantify the agree-
ment between the observed data and H0. The Z-score is given by the number of
standard deviations away from the mean of a Gaussian distribution, the integral
of the upper tail of the distribution would equal the p-value. Mathematically:
Z = Φ−1(1− p0) (12.5)
where Φ is the Gaussian cumulative distribution function. The statistical sig-
nificance of these tests are expressed as the Z-score. In particle physics, 3σ is
considered evidence for new phenomena and 5σ is the threshold for discovery.
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12.5 Exclusion Limits
In the absence of discovery, upper limits on the signal strength, µ are set using
the CLs method [44]. The test statistic for this test, qµ, is constructed as:
λ˜µ =

L(µ, ˆˆθµ)
L(µˆ,θˆ) , µˆ > 0
L(µ, ˆˆθµ)
L(0, ˆˆθ0)
, µˆ < 0
(12.6)
q˜µ =

−2 ln λ˜(µ), µˆ < µ
+2 ln λ˜(µ), µˆ > µ
(12.7)
As defined, larger values of qµ correspond to increasing incompatibility between
the observed data and the background + signal hypothesis. The observed value
of the test statistic, qµ,obs, is then compared to its expected distribution, f , to
calculate p-values to assess the likelihood of the background+signal hypothesis.
Using these distributions, CLs values are computed as:
CLs+b =
∫ ∞
qµ,obs
f(qµ|µ)dqµ (12.8)
CLb =
∫ ∞
qobs0
f(qµ|µ = 0)dqµ (12.9)
CLs =
CLs+b
CLb
(12.10)
CLs+b is the p-value for the signal + background hypothesis and CLb is the
p-value for the background only hypothesis. The CLs value is interpreted as
the probability to observe the background + signal hypothesis normalized to the
probability of background-only hypothesis. Normalizing by CLb prevents setting
artificially strong exclusion limits due to downward fluctuations in data.
For a given signal hypothesis, µ values are scanned simultaneously over all
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mWV bins to find the µ value that yields CLs=0.05, meaning the likelihood of
finding data more incompatible with the background + signal hypothesis (relative
to the background only hypothesis) is 5%. The 95% upper limit on the signal cross
section is then calculated as the product of µˆ, BR, and theory cross section.
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Chapter 13
Results
13.1 Expected and Measured Yields
The yield tables for the four analysis regions are shown in Tables 13.1 - 13.5.
The fitted background normalizations are shown in Tables 13.6-13.9. The control
region m`νqq distributions are shown in Figures 13.1 - 13.2. The signal region
m`νqq distributions are shown in Figures 13.3 - 13.7.
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HP WCR LP WCR Resolved WCR
Electron Multi-jet - - 16500 ± 2300
Muon Multi-jet - - 20000 ± 2800
Diboson 1800 ± 180 3300 ± 320 9100 ± 960
Single-top 2200 ± 400 3500 ± 660 20000 ± 3800
tt¯ 16000 ± 340 24000 ± 450 140000 ± 2000
W+jets 40000 ± 360 88113.06 ± 490 670000 ± 4100
Z+jets 780 ± 79 1800 ± 180 17000 ± 1700
Total 60000 ± 660 120000 ± 1000 890000 ± 7200
Data 60264 120852 895362
HP TCR LP TCR Resolved TCR
Electron Multi-jet - - -
Muon Multi-jet - - -
Diboson 420 ± 38 550 ± 53 1000 ± 120
Single-top 4700 ± 850 3500 ± 630 17000 ± 3300
tt¯ 39000 ± 850 34000 ± 640 220000 ± 3200
W+jets 2300 ± 20 6600 ± 36 23000 ± 140
Z+jets 66 ± 7 210 ± 21 850 ± 85
Total 46000 ± 1200 45000 ± 900 270000 ± 4600
Data 46354 44629 266443
WW SR LP SR Resolved 1-lepton SR
Electron Multi-jet - - 11000 ± 1500
Muon Multi-jet - - 16000 ± 2200
Diboson 5000 ± 400 3900 ± 310 17000 ± 1500
Single-top 3000 ± 600 2000 ± 400 20000 ± 4000
tt¯ 14000 ± 300 11000 ± 210 130000 ± 1800
W+jets 25000 ± 220 60080.66 ± 330 440000 ± 2700
Z+jets 500 ± 50 1200 ± 120 12000 ± 1200
Total 47000 ± 780 78000 ± 650 650000 ± 6000
Data 47330 78380 645610
Table 13.1: Expected and Measured for DY WW W+jets, tt¯ control regions
and signal regions.
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HP Untagged WCR LP Untagged WCR Resolved Untagged WCR
Electron Multi-jet - - 15000 ± 2300
Muon Multi-jet - - 27000 ± 3000
Diboson 1500 ± 150 2800 ± 280 9000 ± 730
Single-top 1800 ± 310 2900 ± 520 21000 ± 3500
tt¯ 13000 ± 240 22000 ± 330 140000 ± 2600
W+jets 41000 ± 330 88000 ± 500 670000 ± 4400
Z+jets 770 ± 78 1800 ± 180 17000 ± 1700
Total 58000 ± 540 120000 ± 860 890000 ± 7500
Data 57699 117306 895362
HP Tagged WCR LP Tagged WCR Resolved Tagged WCR
Electron Multi-jet - - 400 ± 60
Muon Multi-jet - - 600 ± 190
Diboson 30 ± 5 50 ± 80 260 ± 28
Single-top 300 ± 60 400 ± 70 5800 ± 1000
tt¯ 2000 ± 50 2041.48 ± 70 58000 ±600
W+jets 600 ± 80 1100 ± 90 12000 ± 900
Z+jets 13 ± 1 23 ± 2 320 ± 33
Total 2600 ± 100 3600 ± 130 78000 ± 1500
Data 2565 3546 77973
HP Untagged TCR LP Untagged TCR Resolved Untagged TCR
Electron Multi-jet - - -
Muon Multi-jet - - -
Diboson 290 ± 28 350 ± 36 700± 70
Single-top 3100 ± 540 2300 ± 390 9600 ± 1700
tt¯ 31000 ± 560 30000 ± 400 92000 ± 1700
W+jets 2200 ± 18 4900 ± 28 16000 ± 110
Z+jets 70 ± 7 160 ± 16 580 ± 60
Total 37000 ± 780 35000 ± 570 120000 ± 2400
Data 36677 34573 118928
HP Tagged TCR LP Tagged TCR Resolved Tagged TCR
Electron Multi-jet - - -
Muon Multi-jet - - -
Diboson 10 ± 1 9 ± 1 30 ± 5
Single-top 110 ± 21 120 ± 23 660 ± 130
tt¯ 2000 ± 50 1500 ± 47 18000 ± 190
W+jets 30± 4 90 ± 7 490 ± 37
Z+jets 1 ± 1 2 ± 1 19 ± 2
Total 2100 ± 50 1700 ± 50 19000 ± 230
Data 2047 1708 19143
Table 13.2: Expected and Measured for DY WZ W+jets, tt¯ tag and untag
control regions.
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HP Untagged SR LP Untagged SR Resolved Untagged SR
Electron Multi-jet - - 7800 ± 1200
Muon Multi-jet - - 17004.81 ± 1834.40
Diboson 3000 ± 270 2300 ± 210 15000 ± 1200
Single-top 2100 ± 370 1400 ± 240 18000 ± 3100
tt¯ 12000 ± 210 8900 ± 140 110000 ± 2100
W+jets 23000 ± 190 42000 ± 240 340000 ± 2300
Z+jets 400 ± 40 800 ± 90 10000 ± 1000
Total 40000 ± 550 55000 ± 430 520000 ± 5100
Data 40193 54735 521813
HP Tagged SR LP Tagged SR Resolved Tagged SR
Electron Multi-jet - - 200 ± 30
Muon Multi-jet - - 393.43 ± 124.06
Diboson 100 ± 12 65 ± 8 620 ± 58
Single-top 180 ± 34 160± 29 3500 ± 620
tt¯ 1000 ± 32 710 ± 26 38000 ± 4000
W+jets 300 ± 40 580 ± 40 6000 ± 500
Z+jets 8 ± 1 12 ± 1 180 ± 19
Total 2000 ± 60 2000 ± 60 50000 ± 900
Data 1699 1559 48919
Table 13.3: Expected and Measured for DYWZ W+jets, tt¯ tag and untag signal
regions.
133
HP WCR LP WCR Resolved WCR
Electron Multi-jet - - 900 ± 140
Muon Multi-jet - - 601.46 ± 182.74
Diboson 100 ± 45 170 ± 68 290 ± 240
Single-top 78 ± 18 130 ± 32 880 ± 220
tt¯ 400 ± 28 570 ± 49 5100 ± 160
W+jets 900 ± 60 1900± 90 19000 ± 400
Z+jets 20 ± 2 47 ± 5 800 ± 80
Total 2000± 80 2900 ± 130 27000 ± 60
Data 1495 2898 27120
HP TCR LP TCR Resolved TCR
Electron Multi-jet - - -
Muon Multi-jet - - -
Diboson 10 ± 7 28 ± 14 24 ± 20
Single-top 68 ± 16 59 ± 14 300 ± 70
tt¯ 500 ± 30 400 ± 32 3800 ± 100
W+jets 51 ± 4 140 ± 8 450 ± 12
Z+jets 1 ± 1 5 ± 1 30 ± 3
Total 600 ± 40 637.10 ± 40 5000 ± 130
Data 636 634 4615
HP SR LP SR Resolved SR
Electron Multi-jet - - 600± 90
Muon Multi-jet - - 481.01 ± 144.48
Diboson 150 ± 49 180 ± 67 400 ± 320
Single-top 80 ± 20 57 ± 15 780 ± 190
tt¯ 340 ± 24 240± 21 4300 ± 140
W+jets 500 ± 40 1300 ± 65 11000 ± 290
Z+jets 9± 1 29 ± 3 570 ± 58
Total 1000 ± 70 2000 ± 100 20000 ± 500
Data 1096 1846 18530
Table 13.4: Expected and Measured for VBF WW W+jets, tt¯ control regions
and signal regions.
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HP WCR LP WCR Resolved WCR
Electron Multi-jet - - 870 ± 130
Muon Multi-jet - - 620 ± 200
Diboson 93 ± 42 150 ± 64 230 ± 110
Single-top 71 ± 16 120 ± 28 1200 ± 280
tt¯ 430 ± 30 500 ± 50 6900 ± 250
W+jets 870 ± 64 2000 ± 94 19000 ± 440
Z+jets 20 ± 2 47 ± 5 800 ± 80
Total 1500 ± 84 2800 ± 130 30000 ± 600
Data 1495 2898 29755
HP TCR LP TCR Resolved TCR
Electron Multi-jet - - -
Muon Multi-jet - - -
Diboson 10 ± 5 13 ± 7 14 ± 7
Single-top 52 ± 12 35 ± 8 170 ± 45
tt¯ 470 ± 29 300 ± 25 2400 ± 75
W+jets 50 ± 4 110 ± 6 380 ± 12
Z+jets 1 ± 1 5 ± 1 18 ± 2
Total 580 ± 32 460 ± 28 3000 ± 90
Data 584 459 3001
HP SR LP SR Resolved SR
Electron Multi-jet - - 400 ± 70
Muon Multi-jet - - 400 ± 130
Diboson 100 ± 40 110 ± 46 270 ± 140
Single-top 63± 15 48 ± 12 870 ± 210
tt¯ 350 ± 24 190 ± 18 5100 ± 190
W+jets 500 ± 40 1000 ± 50 10000 ± 250
Z+jets 8 ± 1 24 ± 2 560 ± 57
Total 1000 ± 60 1000 ± 70 20000 ± 400
Data 1018 1313 17826
Table 13.5: Expected and Measured for VBF WZ W+jets, tt¯ control regions
and signal regions.
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Background Fitted Normalization
XS_Top_LP_lvqq_Merg_binned 0.91+0.017−0.017
XS_Top_Merg 0.94+0.020−0.020
XS_Top_Res 0.96+0.013−0.013
XS_Wjets_LP_lvqq_Merg_binned 0.88+0.0049−0.0049
XS_Wjets_Merg 0.9+0.008−0.008
XS_Wjets_Res 1.0+0.006−0.006
Table 13.6: Fitted background normalizations for tt¯ and W+jets backgrounds
for the DY WW analysis region.
Background Fitted Normalization
XS_Top_LP_Tag_lvqq_Merg_binned 0.97+0.033−0.033
XS_Top_LP_lvqq_Merg_binned 0.89+0.014−0.014
XS_Top_Merg 0.89+0.016−0.016
XS_Top_Res 0.97+0.018−0.018
XS_Top_Tag_lvqq_Merg_binned 0.95 =+0.028−0.028
XS_Top_Tag_lvqq_Res_binned 0.99+0.011−0.011
XS_Wjets_LP_Tag_lvqq_Merg_binned 0.91+0.070−0.070
XS_Wjets_LP_lvqq_Merg_binned 0.88+0.0050−0.0050
XS_Wjets_Merg 0.95+0.008−0.008
XS_Wjets_Res 1.0+0.007−0.007
XS_Wjets_Tag_lvqq_Merg_binned 0.91+0.12−0.12
XS_Wjets_Tag_lvqq_Res_binned 1.2+0.090−0.090
Table 13.7: Fitted background normalizations for tt¯ and W+jets backgrounds
for the DY WZ analysis region.
Background Fitted Normalization
XS_Top_LP_lvqq_Merg_binned 0.79+0.067−0.067
XS_Top_Merg 0.89+0.061−0.061
XS_Top_Res 1.0+0.031−0.031
XS_Wjets_LP_lvqq_Merg_binned 0.88+0.042−0.042
XS_Wjets_Merg 0.881+0.068−0.068
XS_Wjets_Res 0.93+0.020−0.020
Table 13.8: Fitted background normalizations for tt¯ and W+jets backgrounds
for the VBF WW analysis region.
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Background Fitted Normalization
XS_Top_LP_lvqq_Merg_binned 0.71+0.064−0.064
XS_Top_Merg 0.96+0.064−0.064
XS_Top_Res 1.0+0.04−0.04
XS_Wjets_LP_lvqq_Merg_binned 0.9+0.044−0.044
XS_Wjets_Merg 0.88+0.069−0.069
XS_Wjets_Res 0.95+0.022−0.022
Table 13.9: Fitted background normalizations for tt¯ and W+jets backgrounds
for the VBF WZ analysis region.
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Figure 13.1: The distribution of m`νqq in the DY WW (WZ) control regions on
the left(right).
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Figure 13.2: The distribution of m`νqq in the VBF WW (WZ) control regions.
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Figure 13.3: The distribution of m`νqq in the GGF WW signal regions.
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Figure 13.4: The distribution of m`νqq in the GGF WZ Untag signal regions.
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Figure 13.5: The distribution of m`νqq in the GGF WZ Tag signal regions.
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Figure 13.6: The distribution of m`νqq in the VBF WW Tag signal regions.
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Figure 13.7: The distribution of m`νqq in the VBF WZ Tag signal regions.
13.2 Systematic Profiling and Correlations
The ranked systematics, in terms of their impact on µˆ, and their fitted values
are shown for the different analysis regions in Figure 13.8 and 13.9. Note that
background normalizations for W+jets and tt¯ are left free to float in the fit.
This means the nominal normalization values are one and the uncertainties are
not shown in the ranked plots. Overall, systematics are not pulled outside their
uncertainties, especially nuisance parameters that affect µˆ most significantly.
The correlation between systematics are shown in Figure 13.10. Correlations
140
between background normalization are expected. The remaining systematic cor-
relations are not very strong or unexpected.
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Figure 13.8: Ranked systematics and their fitted values forWW DY (right) and
VBF (left) selections.
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Figure 13.9: Ranked systematics and their fitted values for WZ DY (right) and
VBF (left) selections.
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Figure 13.10: Correlations between systematics for WW DY (right) and VBF
(left) selections.
13.3 Discovery Tests
To test for the existence of signal in the observed dataset, the discovery tests
discussed earlier are used to calculate p-values as a function of resonance mass.
The results of these tests are shown in Figures 13.11 - 13.13. The largest non-VBF
excesses are 2.2σ at 600 GeV and 1.8σ at 2 TeV for HVT Z ′. The largest VBF
excess is 2.6σ for HVT Z ′ 1 TeV resonance.
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Figure 13.11: These plots show the measured p0 value as a function of resonance
mass for HVT Z’ DY(VBF) production, left(right).
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Figure 13.12: These plots show the measured p0 value as a function of resonance
mass for HVT W’ DY(VBF) production, left(right).
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Figure 13.13: These plots show the measured p0 value as a function of resonance
mass for the RS Graviton DY production.
13.4 Limits
As the deviations from the background only hypothesis do not constitute dis-
coveries from 13.3, upper limits on µ are calculated. Using the exclusion limits
tests discussed previously, exclusion limits are set on µ and consequently signal
cross-sections. Exclusion limits for the models considered are shown in Figure
13.14 - 13.16. These plots show the theory cross section for a given resonance to
decay to WW/WZ. An Asimov dataset is used to expected calculate the lim-
143
its (assuming no new physics contributions) with the associated errors, shown as
the black dashed lines with the green and yellow error bands. Finally, the ob-
served limits are shown in black. All signal masses where the theory prediction is
less than the observed prediction are excluded. These limits shown exclude HVT
Model A W’ < 3.4 TeV and Z’ < 3.3 TeV and Model B W’ < 3.7 TeV and Z’< 3.7
TeV. RS Gravitons are excluded for masses below 1.6 TeV .
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Figure 13.14: Theory, expected and observed limits for HVT W ′ DY (left) and
VBF (right) production.
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Figure 13.15: Theory, expected and observed limits for HVT Z ′ DY (left) and
VBF (right) production.
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Figure 13.16: Theory, expected and observed limits for RS Gravitons via gluon-
gluon fusion production.
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Chapter 14
Quark Gluon Tagging in `νqq
Diboson Resonance Search
The jets produced in diboson resonances in `νqq final states below ∼ 700 GeV
are well separated and may be reconstructed separately. The background jets of
this diboson resonance search are gluon dominated, while signal jets are quark
enriched. By classifying jets in events as quark or gluon initiated, background
contamination in the signal region may be reduced.
Figure 14.1 shows the flavor distributions of the truth parton matched to the
jet (meaning the highest energy parton in the jet catchment area) in events passing
the resolved signal region selections. From this Figure, it is evident that a notable
fraction of the background (all background events that passed the resolved SR are
used) that contaminates the signal region contains gluon jets, especially for the
sub-leading jet.
As gluons jets have more constituents and therefore more tracks (ntrk), back-
ground jets generally have more tracks than the signal jets. This is shown in
Figure 14.2. Therefore ntrk, provides discrimination between quark and gluon
jets (i.e. jets with less than a specified ntrk value could be classified as a quark-
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initiated jet, otherwise the jet would be classified as gluon-initiated.). Moreover,
as the momentum of the jet increases the number of tracks also increases loga-
rithmically and improves tagging efficiency by about 10% relative to a constant
cut on the number of tracks [39]. Figures 14.3-14.6 show normalized heat maps
of ln(pT ) vs ntrk for the background and HVT Z ′ signals. This information is also
shown in table 14.1. In these plots it is evident that ntrk in the background jets
grows more quickly with ln(pT ) than for the signal jets. This is expected given
that the signal is quark dominated and the background is gluon dominated.
In Figure 14.7 is the ROC Curve for quark gluon tagging with cut on ntrk in
a jet that depends on ln(pT ). Here the quark tagging efficiency is the ratio of
quarks tagged as quarks to the total number of quarks in the signal region. The
gluon rejection is calculated as the reciprocal of the gluon tagging efficiency. For
example, choosing a 90% efficient working point with a rejection of 1.4 corresponds
to a slope of 4 and intercept of -5. Tagging both jets in this analysis would yield
an efficiency of 81%. Focusing on the background in Figure 14.8, this cut helps
minimize gluon contamination in the signal region.
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Figure 14.1: PDGID of the truth-level parton matched to the small-R jets
passing the Resolved GGF WW Signal Region selections for the (a) Leading (b)
Sub-Leading jets . These distributions are shown for 300, 500, and 700GeV Z’
signals and the background (all simulated backgrounds that pass SR selections).
PDGID = -1 corresponds to pileup jets, 0 < PDGID < 6 correspond to quarks
and PDGID = 21 corresponds to gluons.
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Figure 14.2: The number of tracks in small-R jets in events passing the Re-
solved GGF WW Signal Region selections for the (a) Leading (b) Sub-Leading
jets. These distributions are shown for 300, 500, and 700GeV Z’ signals and the
background.
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Figure 14.3: The number of tracks in background small-R jets in events passing
the Resolved GGF WW Signal region selection vs. ln(pT ) for (a)Leading (b) Sub-
Leading jets. The best fit line for the distribution is also shown, as well as the
percentage of jets that pass a cut of number of tracks < 4× ln(pT )− 5. Note the
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Figure 14.4: The number of tracks in small-R jets in 300GeV Z’ events passing
the Resolved GGF WW Signal region selection vs. ln(pT ) for (a)Leading (b) Sub-
Leading jets. The best fit line for the distribution is also shown, as well as the
percentage of jets that pass a cut of number of tracks < 4× ln(pT )− 5.Note the
number of total entries in these plots has been normalized to one.
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Figure 14.5: The number of tracks in small-R jets in 500GeV Z’ events passing
the Resolved GGF WW Signal region selection vs. ln(pT ) for (a)Leading (b) Sub-
Leading jets. The best fit line for the distribution is also shown, as well as the
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Figure 14.6: The number of tracks in small-R jets in 700GeV Z’ events passing
the Resolved GGF WW Signal region selection vs. ln(pT ) for (a)Leading (b) Sub-
Leading jets. The best fit line for the distribution is also shown, as well as the
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Sample Best Fit Slope Best Fit Intercept QG Tag Yield
Backgrounds 3.7 -7.9 86%
HVT Z ′ 300 GeV 2.9 -5.2 95%
HVT Z ′ 500 GeV 3.9 -9.7 92%
Table 14.1: This table shows the best fit slope and intercept for the 2-d distri-
bution of ntrk vs. jet ln(pT ) for the leading jet in the background and HVT Z ′
samples. The tagging efficiency is shown for the 90% working point in the last
column. The background jets contain more gluons than the signal jets. Conse-
quently, the best fit line for the background predicts larger values of the number
of tracks in jets for the background than the considered signals.
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Figure 14.7: ROC Curve for Quark and Gluon Tagging with a cut on the number
of tracks that depends on the ln(pT ).
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Figure 14.8: The top panel shows the distribution of mlvqq with and without
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Chapter 15
Quark Gluon Tagger Calibration
The number of tracks in jets depends on modeling and experimental system-
atics. Consequently, the efficiency of a ntrk based quark-gluon tagger would have
associated uncertainties. In the context of the resonance search discussed, these
uncertainties would be treated as systematics that impact the mWV distributions
used for discovery tests.
The ntrk modeling uncertainties are obtained by assessing PDF and ME vari-
ations on the number of charged particles (nc) in particle-level jets from a dijet
sample. The distribution of nc as a function of jet pT is calculated using an
Iterative Bayesian (IB) technique [26].
This measurement detailed in [22], uses the ATLAS 2012 pp collision dataset,
corresponding to 20.3−1 fb at center-of-mass energy
√
s = 8 TeV. The number
of charged constituents depends on fragmentation modeling and matrix elements,
which do not depend on s. For this reason, it is safe to use these uncertainties
for
√
s = 13 TeV. Monte Carlo (MC) samples are used to determine the response
matrix. The MC sample is a dijet sample generated with Pythia 8.175 using CT10
PDF and AU2 tune. The anti-kt algorithm is used to cluster jets with a radius
parameter R = 0.4. Jets are required to have |η| < 2.1. Tracks in jets are required
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to have pT > 500 MeV, |η| < 2.5, track-fit χ2 < 3.0 and originate from the
primary vertex. Matching tracks to jets is accomplished using ghost-association
[11]. In this technique, jets are re-clustered with the track collection augmented
with "ghost" versions of tracks. These "ghosts" tracks have the same direction as
their parent track, but infinitesimal track pT . This insures meta-jet properties
(e.g. η, pT , etc) are unchanged. A track is matched to a jet if it’s ghost version
remains in the jet after re-clustering.
To select dijet topologies events are required to have at least two jets with
pT > 50GeV that are relatively well-balanced (pleadT /psub−leadT < 1.5).
In the IB technique, the prior distribution and number of iterations are the
inputs [26]. The IB response matrix connects nc to ntrk using the simulated
samples. This response matrix is used to unfold data to extract the nc. Before
applying the response matrix a fake factor is applied. This accounts for jets that
pass detector level selections, but not particle level selections. Following this, the
IB method iteratively applies the response matrix using the nominal Pythia 8.175
sample as a prior. The number of IB iterations is chosen to minimize unfolding
bias and statistical fluctuations. For this measurement four iterations was found
to be optimal by minimizing the unfolding bias from pseudodata simulated with
Herwig++ with a prior from Pythia 8 AU2. Finally, the inefficiency factor is
applied to account for events passing particle level selection but not detector
level, yielding the unfolded nc distribution.
This process is prone to three main sources of bias: response matrix, correction
factor, and unfolding procedure uncertainties. The response matrix is sensitive to
experimental uncertainties impacting jet track reconstruction and calorimeter jet
pT . Correction factors are also sensitive to experimental uncertainties (e.g. JES)
as such uncertainties modify detector level acceptance. Sensitivity to particle
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level acceptance is calculated by comparing Pythia and Herwig. Finally, the bias
from the IB prior choice is determined by reweighting the particle-level spectrum,
so the simulated detector level spectrum more closely matches the uncorrected
data. Unfolding this modified detector-level simulation and comparing it to the re-
weighted particle-level spectrum indicates bias from the prior distribution choice.
A summary of all the systematic uncertainties associated with this unfolding
may be found in [22]. Total uncertainties are < 7% for the number of charged
particles in jets. The unfolded distribution of the nc in jets from data are further
analyzed to extract the quark and gluon nc distributions. In dijet events, the jet
with a larger η is more energetic and therefore more likely to be a quark. This
is due to the quarks in protons generally having a larger fraction of the total
momentum of the proton constituents. The more central jet is more likely to be
a gluon-initiated jet. This correlation between jet η and flavor may then be used
to extract nc in pT bins using:
< nfc >= f fq < nqc > +f fg < ngc > (15.1)
< ncc >= f cq < nqc > +f cg < ngc > (15.2)
In this equation the f and c subscripts denote the more forward and central
jets, respectively. The q and g subscripts denote quark and gluon. The fraction
of more forward jets that are say, gluons, is denoted by f fg . The other relevant
jet fractions are denoted with the same naming scheme. Finally, < nc > is the
average number of charged particles in a jet in a given pT bin. To show these
equations may be used to extract quark and gluon nc distributions, the extracted
distributions are compared to nc distributions determined using the jet flavor in
simulation. Figure 15.4 shows that the extracted and true distributions differ by
< 1% over the pT range probed for this study. Moreover, this implies that nc
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depends only on the flavor of the initiating parton and jet pT .
These extracted distributions are prone to PDF and ME biases. The bias from
the choice of the CT10 PDF for the Pythia sample is accounted for by comparing
quark/gluon fractions for the nominal CT10 sample with its eigenvector variations.
Comparing the quark/gluon fractions from Pythia 8 and Herwig++ quantify the
uncertainty from the ME calculation. These uncertainties are added in quadra-
ture with the unfolding uncertainty to give the total modeling uncertainty on the
extracted nc distribution. This is shown in Figure 15.1.
To apply these uncertainties in nc distributions in data, per-jet event weights
are associated with each uncertainty according to:
wi(nc) =
P (nc| < nc > ±σinc)
P (nc| < nc >) (15.3)
In Eq. 15.3, i denotes the uncertainty considered, P is the Poisson probability,
and σinc represents the average impact of the uncertainty on nc.
The previous uncertainties described accounted for modeling uncertainty as-
sociated with the number of charged particles in a jet. However, nc is not a
measurable quantity. Instead the number of tracks in a jet is measured, which is a
proxy for nc. Therefore the uncertainties associated with the measurement of ntrk
must also be considered [24]. These uncertainties were calculated using a Pythia
8 dijet sample with NNPDF 23 and Run 2 data. Track reconstruction efficiency
and fake rates are the dominant sources of ntrk uncertainties.
The track reconstruction efficiency is affected by the uncertainty of the de-
scription of the ID material in simulation and the modeling of charged-particle
interactions with this material. These uncertainties are accounted for by varying
the ID material by 5-25% (dependent on the region of the detector considered).
The difference in the tracking efficiency between the nominal and varied simula-
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tion give the uncertainty on the track reconstruction efficiency. Another important
source of track reconstruction inefficiency arises in the core of jets. The high den-
sity of tracks in the jet cores can cause ID clusters to merge. The fraction of lost
tracks due to merging is given by the fraction of tracks that have a charge of two
minimum ionizing particles. This quantity is compared between data and simu-
lation resulting in an uncertainty of 0.4% on tracks with ∆R < 0.1. Combining
these effects gives a total uncertainty as a function of pT and η that is generally
< 2% [24].
Fake tracks are the other dominant source of ntrk uncertainty. Fake tracks
are tracks that cannot be associated to a single particle. Often these tracks are a
result of random combinations of hits from charged particles that overlap in space.
In dense environments, such as the core of jets or high-pileup environments, fake
tracks are more likely. Fake tracks are estimated with a control region method
which is briefly summarized here [23]. By applying a series of track selections
to enrich the fraction of fake tracks (e.g. |d0| > 0.1, track χ2 > 1.4, etc) in
simulation, templates for fake track parameters are calculated. These templates
are then fit to data to determine the fraction of fake tracks. On average the fake
rate is found to be 30% (independent of pT and η).
To assess the impact of these two detector level uncertainties, tracks are ran-
domly dropped according to the rates described above. Reconstruction and fake
uncertainties both lower the number of tracks, hence these uncertainties are one-
sided. By dropping tracks in this way a varied ntrk distribution is calculated for
both uncertainties. The associated per-jet event weights are then calculated in
the same way as the modeling weights as:
wi(nc) =
P (ntrk| < ntrk > ±σintrk)
P (ntrk| < ntrk >) (15.4)
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Adding the modeling and detector level uncertainties in quadrature gives the
overall ntrk uncertainty. The effects of the individual uncertainties on the ntrk
distributions can be seen in Fig 15.2. Fig 15.3 shows the mlvqq and ntrk dis-
tributions for the WCR and TCR before the final likelihood fit. In these plots
the ntrk uncertainties improve agreement between data and MC. The remaining
differences are likely covered by the likelihood fit and improving the analysis itself.
Figure 15.1: Unfolded and extracted nc quark and gluon distributions.
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Figure 15.2: The distribution of ntrk and mWV for the resolved WCR and TCR
including systematics from the quark gluon tagger calibration.
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Figure 15.3: These figures show the impact of the uncertainties on the number
of tracks in the leading jet in the sum of the background sample in the Resolved
ggF WW SR (a) tracking efficiency (b) fake (c) PDF (d) ME (e) unfolding un-
certainties.
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Figure 4: An illustration of the closure test from the central-forward method for jets with pT > 50 GeV. The filled
squares and circles in the upper panel are value of
⌦
nc,fcharged
↵
. In the same panel, the open blue points show
⌦
nq,gcharged
↵
extracted from Eq. (1) while the open red and black points show
⌦
nq,gcharged
↵
for the more forward and more central jets
extracted from labels directly in simulation. The middle panel shows the ratio of
⌦
nq,gcharged
↵
for the forward versus
central jets and the lower panel shows the ratio for the values extracted from Eq. (1) and the ones taken directly
from simulation for the more forward jets. This extraction is possible because the filled red squares and circles are
slightly displaced from each other; closure is given by the fact that the open stars, circles, and up triangles are on
top of each other and separately the open crosses, squares, and down triangles are on top of each other.
7
Figure 15.4: An illustration of the closure test from the central-forward method.
Filled squares and circles in the upper panel are the value of < nc,fcharged >. The
open blue points show < nq,gcharged > extracted. Open red and black points show
< nq,gcharged > for the more forwa d and mor central jets extr cted from labels
directly in simulation. The middle panel shows the ratio of < nq,gcharged > for the
forward versus central jets and the lower panel shows the ratio for the values
extracted and the ones taken directly from simulation for the more forward jets.
The extraction method used is possible because the filled red squares and circles
are slightly displaced from each other. Closure is given by the fact that the open
stars, circles, and up triangles overlap and the open crosses, squares, and down
triangles also overlap [22].
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Chapter 16
Quark Gluon Tagger Impact in
Diboson Resonance Search
Using the 90% WP of the ntrk tagger improves S/
√
B is ∼ 3% as shown in
Figure 14.8. Although, ntrk is the single most powerful discriminating variable
for quark and gluon jets, the addition of other jet variables would improve the
classification efficiency. Figure 16.1 shows the possible improvement of 10% in jet
classification using the truth label of the jets to classify jets. This type of improve-
ment is possible by using variables such as jet width, and energy correlatators.
Figure 16.2 shows for a 90% quark tagging efficiency for a 200 GeV jet, using a
boosted decision tree improves the gluon rejection by ∼ 10. Once this tagger is
calibrated it would improve the analysis sensitivity of this search.
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Figure 16.1: The top panel shows the distribution of mlvqq with and without
requiring jets to be true quarks. The middle panel shows the ratio of the signals
and backgrounds with and without requiring jets to be true quarks. The bottom
panel shows the change in S/
√
B when requiring jets to be true quarks.
Figure 5: (top) ROC and (bottom) SIC curves of the FLD and the deep convolutional
network trained on (left) 200GeV and (right) 1000GeV Pythia jet images with and without
color compared to baseline jet observables and a BDT of the five jet observables.
e ciency at 50% quark jet classification e ciency for each of the jet variables and the CNN
are listed in Table 1. To combine the jet variables into more sophisticated discriminants, a
boosted decision tree (BDT) is implemented with scikit-learn. The convolutional network
outperforms the traditional variables and matches or exceeds the performance of the BDT of
all of the jet variables. The performance of the networks trained on images with and without
color is shown in Figure 6.
5.1 Colored jet images
The benchmarks in the previous section were compared to the jet images with and without
color, where the three color channels correspond to separating out the charge and multiplicity
information as described in Section 3.3. Figure 6 shows the SIC curves of the neural network
performances with and without color on Pythia jet images. For the 100GeV and 200GeV
images, only small changes in the network performance were observed by adding in color of
this form. For the 500GeV and 1000GeV jet images, performance increases were consistently
– 13 –
Figure 16.2: ROC curves for quark gluon tagging BDT (trained using jet sub-
structure variables) and convolutional neural networks (trained using jet images)
on (left) 200 GeV and (right) 1000 GeV Pythia jets using jet substructure variables
[33].
164
Part VI
Conclusion
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Chapter 17
Conclusions
The incompleteness of the SM motivates searching for new physics at the TeV
scale. This thesis presented one such search for WW and WZ diboson resonance
production in `νqq final states. This search was performed using 139 fb−1 of pp
collision data collected at a center-of-mass energy of
√
s = 13 TeV by the ATLAS
detector at the LHC between 2015 and 2018. No significant excess of events
above the background-only expectation was observed. The largest excess is 2.7σ
for a 1 TeV HVT Z ′ produced via VBF. Limits on the production cross sections
are obtained for the HVT W ′ and Z ′ and RS Gravitons. Signal masses below
3.4 (3.7) TeV are excluded for HVT W ′ Model A(B). Signal masses below 3.3
(3.7) TeV are excluded for HVT Z ′ Model A(B). RS Gravitons are excluded for
masses below 1.6 TeV. This search and other ATLAS analyses will benefit from
improved jet classification. To distinguish quark and gluon jets a tagger based on
the number constituent tracks in jets is studied in the `νqq search and calibrated.
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