Motivated by the increasing availability of large collections of noisy GPS traces, we present a new data-driven framework for smoothing trajectory data. The framework, which can be viewed of as a generalization of the classical moving average technique, naturally leads to efficient algorithms for various smoothing objectives. We analyze an algorithm based on this framework and provide connections to previous smoothing techniques. We implement a variation of the algorithm to smooth an entire collection of trajectories and show that it performs well on both synthetic data and massive collections of GPS traces.
INTRODUCTION

Motivation.
Large scale collections of trajectory data, such as GPS traces, are becoming widely available, and many applications [36, 37, 20] that involve understanding and extracting information out of such data are emerging. However, using such data in practice is often challenging as the noise levels often exceed those for which many algorithms are designed. One solution to cope with this problem is a class of tools known as smoothing techniques, which preprocess the data by removing the noise, and thereby revealing the important underlying paths. Indeed, in practice, standard smoothing techniques, such as kernel smoothers [16] , smoothing splines [17] , generalized additive models [17] , and Kalman filters [35] are often used to preprocess GPS data in preparation for road network generation [5] and other model extraction tasks [19] .
However, these methods do not leverage the special structure of trajectory data and the opportunities for statistical estimation given by the large collection of trajectories at the same time. In this paper, we explore a new smoothing framework specifically tailored for trajectory data. Moreover, our approach is data-driven rather than model-driven, and hence is suitable for the setting where we have a large collection of traces sampling underlying paths which may belong to vastly different classes of curves. In this paper, we formalize the data-driven smoothing paradigm by developing both a model for the input data, and a novel and elegant algorithmic framework that results in practical and efficient algorithms.
Input and Output.
We assume that there exist: (1) An underlying path which we cannot observe directly, (2) a database of traces partially sampling the path and (3) a query trajectory sampling from the path that we seek to smooth using the traces (See Figure 1) . The goal is then to use the collection of traces to output a smoothed version of the query trajectory. Note that there may not be a single trace that samples the entire portion of the path corresponding to the query trajectory. In the particular example of GPS data, this model allows the query trajectory to correspond to a route in the road network that we do not have in the database. However, the route can be split into many sub-routes, where each subroute is covered by a trace in the database. If the particular application requires that the entire database of traces be smoothed, we can iterate over the traces, and assign each as the query trajectory.
Algorithmic Framework.
Inspired by [33] , we propose a simple and elegant method that begins by embedding each point p of the traces and query trajectory into a high dimensional space asp using its delay coordinates, which are the coordinates of a window of sample points preceding and following p (see Section 3). We call this process lifting p, the high dimensional space the lifted space, and the embedded imagep the lifted image of p. We then move each pointp in the lifted image of the query trajectory towards several of its nearest neighbors in the lifted space (Laplacian smoothing). The exact set of nearest neighbors selected for this step depends on the smoothing objective. Finally, we recover the original traces by averaging the relevant coordinates of the lifted images.
Analysis and Experiments.
We prove that, under natural smoothing objectives, the process of using delay coordinates achieves much better results than considering the individual sample points by themselves. We show that under some weak probabilistic assumptions, a variant of the algorithm moves a noisy query trajectory towards the portion of the underlying path that it is sampled from. Under certain assumptions, the technique can be shown to be an unbiased estimator of the underlying path with high probability. Furthermore, we are able to dramatically reduce the variance of the error from that of the original data by smoothing with respect to a large database of traces.
We also show that our method can be viewed of as a generalization of standard moving average techniques for smoothing time series data. When there is no database of traces available to smooth a query trajectory, then our method is equivalent to the moving average technique. The result of such a smoothing technique optimizes an objective function that weighs the distance between the query trajectory and a constant velocity trajectory in a natural manner.
Experimentally, we consider both synthetic noisy data, as well as a collection of real GPS traces from Moscow and a collection of taxi cab traces from an unidentified major city. We adapt our framework for all three datasets and show that they result in trajectories that are significantly smoother and less noisy than the input trajectories.
Related Work.
Our work is most similar to, and motivated by that of Cao and Krumm [6] , who also smooth GPS traces before using them to construct a routable road map. Their approach, which is based on simulating forces of physical attraction, is also data-driven rather than model-driven. Our method is arguably simpler and easier to implement, and is equipped with rigorous analysis showing that it is an unbiased estimator of the underlying path. Practically, our method, like that of Cao and Krumm, also allows different directions of travel on a road to be identified, but since we do not use repelling forces, our method works for both left-hand and right-hand drive systems, and does not artificially push lanes of opposite directions away from the centerline.
There have also been many developments in smoothing, noise-removal and outlier detection techniques in the GIS community: Nearest neighbor approaches for outlier detection are well studied [31, 32, 34] . Liu et al. [23] , explore various random walk based approaches for spatial outlier detection. Hönle et al. [18] presented an experimental study on various compression algorithms for trajectories. Panangadan and Talukder [27] , used a data driven approach for tracking applications. Johanssan and Jern [22] integrated statistical filtering techniques into a geographic visualization tool, and Hall et al. [13] , investigated various heuristics to clean up personal GPS data.
In the broader research community, related work includes principal curves [15] , which are smooth curves passing through point clouds. They can be considered to be a nonlinear generalization of principal components. Cheng et al. [10] use a data-driven approach to clean entries in a probabilistic database. Chazal et al. [8] show connections between the distance to k-nearest neighbors and a natural distance function between probability measures. Their results can be used for robust topological and geometric reconstruction from data with heavy, but known, noise distributions.
PRELIMINARIES
Recall that we have an underlying path, a database of traces and a query trajectory. We model the underlying path as a curve f : R → R D . We cannot observe this underlying path; instead, what we observe is the database of traces, which we model as noisy, discrete and finite vectors {f (i) }i with the following properties:
corresponds to an error term.
Each (i)
x is an independent and identically distributed error term with mean 0 and with
Here,
2 is the trace of the covariance matrix of
x , which characterizes the variances of (i)
x . In addition, we assume that there exists an upper bound M on the magnitude of the error, e.g.,
The query trajectory that the algorithm seeks to smooth is of the form g := (gα i , gα i +1, gα i +2, . . . , g α i +l ) where gx ∈ R D and gx = f (x) + ηx where η (i) corresponds to an error term that has the same distribution
x . The query trajectory may or may not come from the collection {f (i) }i. The smoothing objective is then to reduce the variance of the deviation errors of g with respect to the underlying path f by using the collection {f (i) }i, and output the smoothed trajectory asg.
ALGORITHMIC FRAMEWORK
The input to the algorithm consists of the traces {f (i) }i and a query trajectory g sampling an underlying path f . The algorithmic framework consists of three main steps: 1), (2, 2, ) , . . . , (k, k)) would be lifted to ( (1, 1, 2, 2, 3, 3), (2, 2, 3, 3, 4, 4) ,
One caveat is the lifted vectors are now shorter, but in practice this is not much of an issue, since n can be set to value that is much smaller than the length of the vectors. We apply this lifting procedure to all points on f (i) and g to obtain
The advantages of using this lifting procedure are twofold. First, the sequential information around the point of interest encodes important attributes of the path such as speed and direction. This allows opposite directions of travel to be differentiated, for example. Second, the delay embedding also allows us to take advantage of statistical concentration to reduce noise even further.
In Section 4, we analyze this effect in detail.
Moving Towards Nearest Neighbors:
We embed each point of the traces and query trajectory into the lifted space, forming a point cloud P in R (2n+1)D . Inspired by [8] , in which points are moved along the gradient of the so-called distance-to-measure function, the smoothing technique works in the lifted space R by moving the pointĝx to its nearest neighbor or to the barycenter of its k nearest neighbors in the point cloud P, i.e.,g
3. Recovering the Trajectory: With each pointĝx moved to a new position (denoted bygx) in the last step, we now recover a new trajectoryg from the pointsĝx's. Letg
.
. . ,gx+n(1),gx+n(2), . . . ,gx+n(D))
There are several alternatives for this procedure. One simple strategy is to use the center ofgx, which is (gx(1),gx (2), . . . ,gx(D)) as the coordinates forgx. We note that (gx(1),gx (2), . . . ,gx(D)) may appear in differentgx's, which are not necessarily the same. Thus another strategy is that we can take the average of all (gx(1),gx (2), . . . ,gx(D)) that appears in differentgx's as the coordinates forgx.
Our method is easy to summarize: we simply move the points of the lifted trajectoryĝx to the barycenter of several of its nearest neighbors in the lifted points of {f (i) }i. There are several variations of this framework: the particular one we will analyze is where we only look for one nearest neighbor from each trace f (i) . We reproject each lifted point to a point in the original space by averaging over all values of the smoothed coordinates of its image in the original embedding. For ease of reference, we outline the algorithmic framework in Algorithm 1. 4. ANALYSIS
Algorithm 1 Smoothing Framework
Smoothing Curves Using Delay Coordinates
In the discrete setting of this problem, we have information about each trace in {f (i) }i at discrete time steps. In practice, as in the example of a collection of GPS traces, the time stamps for different traces will not necessarily be synchronized, i.e. αi − αj is an integer for all i, j. For ease of analysis, however, we first consider a simple case where each f (i) is synchronized with the query trajectory g. The analysis for the general asynchronized case will be provided in Theorem 4.5.
In the synchronized case, we can dramatically smooth the query trajectory (see Lemma 4.2, Theorem 4.3 and Proposition 4.4). This result is derived using the Hoeffding inequality as described in Theorem 4.1, which was proved first by Chernoff [11] and Okamoto [25] for the special case of binomial random variables: 
When we embed a specific point g0 on g, the lifted imagê g0 is (g−n, · · · , gn). We show that conditioned on f (i) being defined on indices −n to n, with high probability, the lifted image onf (i) whose delay coordinates have the same indices is the closest one. We have the following lemma, the proof of which is in the full version of the paper [7] .
Lemma 4.2. Assume that there exists a constant S ≥ 64σ
2 such that the underlying path f k satisfies
, with probability at
To interpret the conditions of the lemma, we note that 2 ≥ Sd 2 n requires that the path is always moving in some general direction. Note that if each component of f is strictly monotonic in some direction r with f · r always greater than a constant, then it is clear that we have
However, this is a much stronger condition than necessary, as f satisfying the condition can also have a kink or a zigzag pattern, provided that the size of the kink is not too large. Moreover, we require that S ≥ 64σ 2 , which means that the moving speed should not be too slow when compared with the level of noise.
Lemma 4.2 bounds the probability that the delay coordinates of the nearest lifted imagef (i) to (g−n, g−n+1, · · · , gn) are not centered around index 0 for any i. Thus, if a collection of N traces are given, we can use the union bound to bound the probability of identifying a wrong lifted image whose delay coordinates are not centered around 0, which leads to the following theorem: 
With the above theorem, it is easy to see that with high probability, we would use
as the smoothed coordinate for g0. We now analyze the use of
as an estimator for f0. Recall that ifθ is an estimator of θ, then the bias and variance ofθ is defined to be
Conditioned on the event A that the nearest lifted image onf (i) is identified for each i, which holds with probability at least 1 − 8N exp(−nσ 4 /M 4 ), the conditional bias of the
is zero and the conditional variance of this estimator is σ 2 /N because
In summary, the algorithm has the following property in the synchronized case.
Proposition 4.4. With high probability, the smoothed coordinate of g0 is an estimator for f0 with zero bias. Furthermore, the variance of such an estimator can be reduced by a factor of N if we smooth the query trajectory g with respect to N relevant traces.
In the above theoretic analysis of the algorithm, we assume that each trace f (i) is synchronized with the query trajectory g. However, in real applications, this is rarely true. By carrying out a similar analysis as in Lemma 4.2, we can show the following [7] : Theorem 4.5. Assume that there exist constants S1, S2 and B such that S1 ≥ Bσ 2 for which the path f k satisfies As we mentioned before,
2 is a stable measure of the moving speed of the path. In the case where S1 and S2 are far apart, one can still show that the lifted image onf (i) , whose delay coordinates are centered at the index k closest to 0, is one of the l−nearest neighbors of g−n, · · · , gn, where l depends on the difference between S1 and S2. In the asynchronized case, our estimator is not unbiased, but still succeeds in reducing the variance.
Connection with Moving Average
Our approach can be viewed of as a generalization of standard moving average techniques for smoothing trajectory data. Consider the case where a database of traces does not exist, and we move each point inĝ towards several of its nearest neighbors as described in the second step of the smoothing framework. It is easy to see that we are essentially performing a moving average operation where we average the nearby coordinates of g to obtain a smoothed trajectory. More generally, we can assign weights on different dimensions in the lifted space, i.e., assigning weights w(r) on the rth dimension, we smooth gt as P n r=−n w(r)gt+r. We can further interpret the result of the moving average when a carefully choosen weighted kernel w is used. For example, if we choose an exponentially weighted kernel w(r) =
λ|r| , then it is possible to interpret the moving average result as an optimal solution which balances the geometry of the query trajectory g and the velocity constant moving trend in a continuous sense. More precisely, the moving average answers the following question: Question 4.6. Given a noisy trajectory g : R → R.
Can we generate a new trajectory y : R → R such that at each time t ∈ R, y(t) is close to g(t), while the speed y (t) is also close to a constant S?
Here, we focus on the one dimensional case, but it is straightforward to generalize the analysis to higher dimensions because different dimensions are smoothed independently in the moving average smoothing technique. We formulate this question as an optimization problem on a continuous finite interval [0, 1]:
If boundary conditions on y(0) and y(1) are given and we restrict the searching range of the trajectory y to the class of C 2 continuous functions on [0, 1], then using a calculus on variations approach we have the following lemma [7] .
Lemma 4.7. The optimal C 2 continuous trajectory y for the optimization problem (1) is characterized by the differential equation
with given boundary conditions on y(0) and y(1).
We can solve the differential equation (2) exactly [7] using Laplace transforms: Lemma 4.8. All the solutions to the differential equation (2) have the form
In particular,
is the unique solution to (2) with the particular boundary values
When g is a noisy sample of the underlying path f , i.e., g(t) = f (t) + (t), the moving average technique generally yields a biased estimator [28] except for the case where the underlying trajectory f is linear. Specifically, when f is linear, and is a mean zero continuous process, e.g., the generalized derivative of a Wiener process, then using
λ|r−t| g(r)dr as an estimator for f (t) has zero bias because
In the above equation,
λ|r−t| f (r)dr = f (t) is only true for the case where f is linear. Moreover, the variance for such an estimator is
where the second to last equation follows from the properties of a Wiener process [26] . Thus, when λ is large, we are essentially only using a few nearby coordinates around to smooth g; such a smoothing technique still has large variance which comes from the noises within g itself. When λ is small, however, such a smoothing technique works quite well.
As a final remark, we note that the moving average can also be thought of as smoothing the query trajectory with respect to a collection of traces that consists of one single linear trace. To see this, consider the continuous formulation of the Algorithm 1 in the one dimensional case: for each point t ∈ R, we consider a small piece of g around t, e.g., the piece of g on [t − T /2, t + T /2]. The algorithm can then be interpreted as finding the piece of the standard trajectory f closest to this piece of g in the L 2 sense. Therefore we formulate a continuous version of the algorithm as the following:
or, more generally, we can consider a weighted L 2 measure:
If the standard trajectory f is linear, then without loss of generality we can assume f (s) = s. The result of the above optimization problem is exactly the moving average because the optimal solution s for the problem (6) satisfies d ds
w(r)(g(t + r) − (s + r))
2 dr = 0, which implies that the output of the smoothed g(t) is
which is a moving average operation on g, as long as the weights w(r) are choosen to be a symmetric kernel, i.e.,
w(r)rdr = 0.
VARIATIONS AND HEURISTICS
Our smoothing framework naturally leads to algorithms for various smoothing objectives. One particular application we are interested in is to smooth an entire collection of GPS traces within a certain area as a noise-removal preprocessing step for algorithms that extract further information from the traces. To do this, we run our algorithm once for each trace in the collection, each time picking that trace as the query trajectory, and hence smooth all of traces in the collection. We use the small example of noisy traces shown Figure 2 to illustrate the effect of this application. Note that in this particular example, we are able to detect inaccuracies in the map, such as the shape of the upper-left cloverleaf from the collection of GPS traces.
Adapting the Smoothing Framework for Many Underlying Paths
Unlike in the analysis and in the synthetic example, the GPS traces are usually noisy samples, not of a single underlying path, but of many different underlying paths derived by the road map and local traffic laws. If we blindly apply the original algorithm, the result would be curves that appear smooth, but because traces far away from the query trajectory also affect it, the shape of the curves are sometimes distorted to a degree where the curve no longer follows the road network, see Figure 3 . Note that in particular, near the bottom of the figure, one of the traces is moved to a region that is roughly in the middle of two roads. This is because the nearest neighbors chosen by this particular trace include several from different roads.
Nevertheless, we are able to adapt the algorithm by only selecting nearest neighbors within a certain distance threshold to ensure that they are not from traces sampling a different path, see Figure 4 . To analyze the effect of this thresholding, we have the following theorem [7] :
Assume that the query trajectory g is sampled from f with
is another trace in the database where the lifted imagef andĥ have distance at least D, i.e.,
Thus, if the lifted images of two points from two different trajectories are sufficiently far apart, the thresholding ensures that their samples will not affect each other's smoothing results with high probability. Note that it is often possible to achieve the necessary separation between two road sections in the lifted space by simply increasing the parameter n.
Note that with the smoothed traces, it becomes much eas- ier to distinguish different lanes and directions of travel than from the raw data, while the general shape of the curves is much better preserved than in Figure 3 , in particular in the elongated cloverleaf pattern near the bottom of the page. This effect of the thresholding process is consistent throughout the entire data set.
Reparameterizing Data
We have noticed that the smoothing algorithm sometimes forms tiny loops or cusps -these are a result of a vehicle slowing down dramatically and hence resulting in a point in the lifted space that is much further than it appears in the original space. Such features can be used to detect such anomalies in vehicle speed and direction that would have been less apparent in the original space.
If we are not interested in differentiating traces with different speed -as in the case of road network generation, we can reparameterize the input curves for constant speed, see Figure 5 . Here, we see that the smoothed traces appear to have even less variance than the result in Figure 4 . This can be attributed to the fact that without reparameterization, traces that appear to be close may have very different speeds, and hence their delay embedded points fall outside the threshold for inclusion into the smoothing algorithm.
Iterative Heuristic
In the event that we are smoothing an entire collection of traces, we can apply an iterative heuristic in which after we perform the smoothing step as analyzed in our framework, we iterate over the smoothed trajectories to further reduce error. That is, after we smooth each trajectory in the collection of traces, we use the smoothed trajectories as the new collection of traces to smooth. The effect of this smoothing approach is discussed in Section 6.4.
EXPERIMENTS AND EVALUATION
The smoothing step of the algorithms relies heavily on algorithms for the nearest neighbor (NN) problem: Given a set of P points, one would like to preprocess P into a data structure such that given query point q, one could efficiently find the closest point in P to q. This is a classical problem in computational geometry [30, 12] , but in high dimensions, theoretical results that improve on brute force search remain elusive. However if query answers are allowed to be approximate, there exist efficient solutions when the underlying space is Euclidean [21, 14, 29, 3] . For more gen- eral metric spaces, there are algorithms for nearest neighbor search with a logarithmic query time, albeit with a constant that depends exponentially on the intrinsic dimension of the data [4] . In practice, efficient C++ libraries exist, such as the ANN Library by David Mount and Sunil Arya [24] , which we use in our implementations. Our experiments were done in the context of smoothing an entire collection of trajectories, as this allows us to see the effects of the iterative heuristic. When the embedding dimension is low, our algorithm is fast in practice: On a 2.33GHz Macbook Pro with 3GB of RAM, we can smooth 7145 traces from the Taxicab dataset with a total of 54510 points using a lifted space of dimension 9 in several seconds. The result of this is shown in Figures 10 and 13 . The smoothing of the synthetic data set also took several seconds. For the Moscow dataset, we used a much higher embedding dimension and number of nearest neighbors, so the smoothing procedure took several hours. When the embedding dimension is high, a brute force nearest neighbor searching technique in lieu of the ANN library will most likely perform better. We note however, that the algorithm is fairly robust to parameter selection, and we can achieve results that are similar to the ones shown in Figures 9 and 12 in much less time.
Data Sets
To test the efficacy of the algorithm, we used two data sets: a synthetic collection of noisy and partial samples of a circular arc, and two real world data sets: One of 1331 GPS traces tagged "Moscow" from OpenStreetMap [2] , and another of 7145 taxicab traces in an unindentified major city.
Synthetic Data Set.
To generate the synthetic data set, we discretized the circular arc from θ = 0 to 3π on the unit circle into a sequence of 100 points. Then, to generate a individual trace, we selected a interval of this sequence uniformly at random, and then added an independent Gaussian noise with mean 0 and standard deviation of 0.1 to each point in this sequence. We repeated this process 100 times to generate 100 noisy and partial samples of the circular arc. This data set is depicted in Figure 6 .
Moscow Data Set.
To evaluate the performance of the algorithm on real world data sets, we used a set of 1331 GPS traces downloaded from OpenStreetMap, as shown in Figure 8 . This set of GPS traces was obtained by cutting a larger collection of GPS traces in Moscow to the window between 55.74
• and 55.76
• latitude and 37.58
• and 37.62
• longitude. Our visualization was implemented using the QGraphicsScene framework of Qt, which would not display our traces until we scaled them up. We chose to scale longitude by a factor of 3486 and latitude by a factor of 24855, which also resulted in a reasonable projection for the Moscow area. The following discussion in this section will be using these scaled units when referring to the Moscow data set. We then reparameterize the traces by sampling the original trajectories so that consecutive sample points are one units away from one another. A closeup of the data set can be seen in Figure 8 , where it is evident that the traces are very noisy and have large variations in sampling error and density.
Taxicab Data Set.
A third data set we used to evaluate the algorithm is a set of 7145 traces obtained by cutting a larger of collection of Taxicab GPS traces from an unidentified major city to a window of height 0.01612
• latitude and width 0.01662
• longitude. The taxicab traces were of varying sampling density and we only retained the sub-traces where consecutive sample points are less than 5 seconds apart and of distance less than 1000 meters apart. The latitude and longitude were both scaled by a factor of 1000, and consecutive samples were then taken every 0.1 units to reparameterize the traces.
Parameter Selection and Evaluation
We evaluated the results using both visual inspection and average distance to the underlying route. We selected parameters to produce reasonable results for both methods of evaluation. For visual inspection, we compared the smoothed traces to the underlying road network and verified that roads are not significantly distorted, pulled apart from each other, or contracted. To compute the average distance to the underlying route, we used the approximate Fréchet map matching algorithm in [9] . This algorithm finds a (1+ )-approximate closest path in the map with respect to the Fréchet distance. For two given curves π1
Intuitively, one can think of the Fréchet distance as the shortest leash possible for a man and a dog to walk on two curves, allowing their speeds to vary, but never walking backwards. For the ground truth map, we used maps downloaded from CloudMade [1] and we set = 0.1. We note that the map matching is performed on the original trajectories and show that are smoothed trajectories are even closer to the matched routes than the original ones, even though the algorithm knows nothing about the underlying map. We measure distance to matched routes by using the average distance of the projection to the matched route. The parameters we selected for the synthetic data set were n = 21 and 728 nearest neighbors while we selected n = 64 and 4096 nearest neighbors for the Moscow data set and n = 9 and 495 nearest neighbors for the Taxicab data set. We did not need to select a threshold for the synthetic data set, while we used a threshold of 64 units for the Moscow data set and 2 units for the Taxicab data set.
Results
Visually, our results can be see in Figures 6, 9 and 10. We note that in the synthetic data set, our smoothing method produces traces along a smooth circle without contracting or otherwise shifting the centerline of the unit circle. We also note that in the Moscow and Taxicab data sets, error is reduced without distorting the curvature of individual roads. For the Moscow data set, we can now differentiate different directions of travel, but they are not artificially shifted apart. The Taxicab data set had much shorter traces, along with higher noise, so this effect was not as apparent with the parameters we selected. The results of the numerical performance metrics can be seen in Table 1 . We note that for the Moscow and Taxicab data sets, on average, the traces were already very close to the map, and given that the map we used may not be entirely accurate, our results present a reasonable reduction in error.
Iterative Heuristic
We also tested the iterative heuristic by running the smoothing algorithm through four iterations, using the same parameters as before. The results are shown in Table 1 and Figures 11, 12 , and 13. Interestingly, although the Taxicab data set appears much smoother after the iterative heuristic, the average distance to the matched route actually increased slightly. Possible reasons for this phenomenon include drift in the iterative smoothing process, inaccurate maps, or biased sampling from the original data set. Nevertheless, the iteratively smoothed collection of traces appears much cleaner, which can be useful for many applications.
CONCLUSION
We have presented a simple and practical algorithmic framework for smoothing a query trajectory with respect to a collection of traces. Under natural assumptions, our method can be proven to reduce variance among a noisy collection of traces. Our framework can also be viewed of as a generalization of the classical moving average technique, and we show additional connections to that method as well. Experimentally, we show that the algorithm works well on both synthetic data, and on two different collections of GPS traces. We also explore variations in the algorithm, and demonstrate how they result in different smoothing behavior. There are several directions for future work -these include inferring a reasonable number of delay coordinates and threshold value from the data itself without the use of a ground truth map, as well as examining special structure in the lifted images that might facilitate faster nearest neighbor queries.
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