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ABSTRACT- In Sudan, the clients, contractors and consultants (stakeholders) suffer from the 
elongation of project completion time, especially in the case of limited resources. This problem 
results in the conflict among them, and hence leads to project delay that consequently influences 
the overall project cost. To solve this problem, data from ten construction projects executed in 
Khartoum state and other towns was collected, simulated and analyzed. Primavera software 
program was used as a simulator tool and sixteen selected heuristics were applied to the ten 
projects. Statistical and operational research tools combined with the existing heuristics, while 
considering best common practices in construction industry, were used. Lindo software, as a 
decision making tool, is then used to find the optimum solution, i.e., finding the minimum time 
to complete the project under limited resources. The results were then evaluated and, hence, 
concluded that the optimum solution of the extra needed time at its minimum possible rate (to 
complete the project under limited resources) was achieved as a result of implementing the 
heuristic of “minimum late start time”. This new “selected” heuristic optimizes the scheduling 
time of non-repetitive projects while considering the availability of limited resources.        
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لاصلختسم - ظتل فارطا ثلثم دييشتلا  (كلاملا لواقملاو يراشتسلااو )يف نادوسلا نوناعي رارمتسابو نم ةلكشم ةلاطلاا 
يف نمز لامكا عورشملا و ةروصب هصاخ يف ةلاح دراوملا ةدودحملا وا ةديقملا امم جتني هنع فلاتخا نيب فارطلاا ةثلاثلا نمو 
مث دوقي اذه يلا يفريخاتلا نمز لامكا عورشملا امم يدوي ةرورضلاب يلا عافتراا ةتفلكت ةيلكلا يف ةياهن رملاا .لحل هذه 
ةلكشملا هناف مت عمج ةاكاحمو ليلحتو تامولعم نم ةرشع عيراشم ةيئاشنا تذفن يف ةيلاو موطرخلا ضعبو ندملا يرخلاا .مت 
مادختسا جمانرب اريفامياربلا (Primavera )ةاداك ةاكاحملل مث تقبط ةتس ةرشع ةيضرف (Heuristic )مت اهرايتخا يلع عيراشملا 
ةرشعلا .مت مادختسا لئاسو ةيئاصحا و لئاسو ثوحب تايلمعلا عم تايضرفلا (Heuristics) عم عضولا يف رابتعلاا نا 
لضفا تاقيبطتلا ةدئاسلا يف ةعانص دييشتلا دق مت اهمادختسا .نم مث مت مادختسا جمانرب رتويبمكلا) Lindo ةاداك عنصل رارقلا 
(لوصولل لحلل لثملاا بولطملا وهو لوصحلا يلع لقا نمز نكمم لامكلا عورشملا يف ةلاح دراوملا ةديقملا .مت ليلحت جئاتنلا 
يتلاو تصلخ يلا نا لحلا لثملاا نمزلل يفاضلاا بولطملا يف هلدعم يندلاا لامكلا عورشملا (يف ةلاح دراوملا ةديقملا )دق 
مت هقيقحت ةجيتنك قيبطتل ةيضرف (Heuristic) لقا نمز ءدب رخاتم  Minimum late start time)). نا هذه ةيضرفلا 
هديدجلا ةراتخملا لثمت ةلودج ةينمز يلثم عيراشمل ريغ هرركتم رابتعاب ةلاح دراوملا ةديقملا.  
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INTRODUCTION 
Scheduling problem of simple and complex 
projects have been proposed, implemented, 
and evaluated since World War II, and till 
now 
[1]
. Optimization of project scheduling 
through time control is considered as the most 
important factor in project management. Many 
studies were carried out and many models and 
software packages were developed. Heuristic 
methods are used to optimize scheduling of 
construction projects. They analyze activities 
and schedule only one at a time 
[1]
. Critical 
Path Method (CPM) and Program Evaluation 
and Review Technique (PERT) were the most 
popular network techniques for scheduling. 
Nevertheless, the two types of methods do not 
consider the limited resources availability in 
many circumstances. However both methods 
are considered as feasible procedures for 
producing non-feasible schedule 
[1].
.On the 
other hand, resource leveling is used to reduce 
the sharp variations (i.e., tackling the problem 
of infeasibility) in the resource demand, 
although, it cannot handle the issue of 
minimizing project duration. Since, it is used 
when there are enough resources, the leveling 
process is accomplished by shifting only the 
non-critical activities within their floats
[2], [3].
. 
In project scheduling problems, a single 
project consists of a set of tasks, or activities 
that have precedence relationships. The tasks 
also have estimated durations and may include 
various other measures such as cost.However, 
the most common objective in the project 
scheduling problem is the minimization of the 
time to complete the entire project. In multi-
modal project scheduling problems, each task 
may be executed in more than one mode, and 
each mode may have different resource 
requirements and more than one project may 
be scheduled, simultaneously. In many 
scheduling problems an implicit assumption 
mode is that sufficient resources are available 
and only the technological constraints 
(precedence relationships) are used for setting 
schedules. However, in most cases, resources 
constraints have not to be ignored, i.e. 
manpower, raw materials and equipment. 
Advancements in computers’ capabilities in 
the 1990s, eventually, made it possible to 
overcome many deficiencies in the scheduling 
techniques being used in earlier projects. 
Development of a wide variety of affordable 
project management software packages, i.e., 
Microsoft and Primavera Project Planner, 
make problems handling easier. These 
packages allow the projects’ teams to plan and 
control their projects in a completely 
interactive mode, however, these programs 
cannot guarantee a successful project plan 
[4]
. 
The base of application is the usage of a 
specific heuristic model (rule) to set the 
activities sequencing. Verhines  (1963) 
[5] 
, 
advocated general use of the "minimum late-
finish-time" (LFT) priority rule, apparently on 
the basis of its ability to produce shorter 
schedules than other rules tested for a few 
selected problems. Brand, Meyer and 
Patterson et al. (1964-1973) reported nine 
heuristic rules for constrained resource project 
scheduling in a chronological order and 
indicated the type of problems examined
 
[4]
.They found that the sequencing rule they 
used is effective as a duration measure (time 
slippage) for single-and-multi-projects 
[6]
. In 
his “heuristic model for scheduling large 
projects with limited resources”, Davis (1969) 
developed a study that compared the 
performance of the heuristics with optimal 
solutions founded by a bounded enumeration 
method; then Davis and Heidorm (1971) 
programmed the study for computation 
[7]
. 
Davis and Patterson, (1975) compared the 
performance of eight standard heuristics on a 
set of single-mode resource-constrained 
project with the optimal solutions of Davis 
and Heidorn and they found that the Min. 
slack (MINSLK) rule produced an optimal 
schedule span, most of the times. 
Continuously comparing the other rules 
(heuristics) for a single-project, multi-resource 
scheduling, researchers found that either the 
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late finish time (LFT) or late start time (LST) 
rules are the most effective ones. Thus the 
three rules, MINSLK/LFT/and LST, taken as 
a group, produce better results than the others 
[8]
. Generally, a proposed heuristic algorithm 
may rank possible heuristics’ combinations 
every time and simultaneously schedules all 
activities in a selected combination. They 
compare the performance of the created 
heuristics with optimal solutions (Davis and 
Patterson, 1973).Davis (1975) and Cooper 
(1976) et al 
[9]
.surveyed a range of heuristics 
from simple priority rules to very complex 
dispatch rules. Patterson (1976) confirmed 
previous studies regarding LFT and LST as 
the most effective rules and hence their results 
supported the previous findings of Stinson et 
al. (1976, 1978) 
[10] 
who developed a branch 
and bound (skip tracking) procedure to solve 
the multiple constrained resource project 
scheduling problem
[11]
. Patterson (1984) 
presented an overview of optimal solution 
methods for project scheduling. He noted that 
the linear programming can be used only for 
specific instances or small problems 
[12]
. 
Lawrence et al. (1993) described an approach 
that attempted to minimize weighted tardiness 
by using a combination of project activities 
and resource-related metrics 
[13]
.Boctors 
(1990) presented experiments with multiple 
heuristics that clearly showed the benefits of 
combining the best of the single-heuristic 
methods 
[14]
. Hildum (1994) made the 
distinction between single- and multiple-
heuristic approaches while emphasizing the 
importance of maintaining multiple 
scheduling perspectives 
[14]
. Merkle (2002) 
presented the first application of ant systems 
to the resource constrained project scheduling 
problem. Agarwal (2003, 2005) applied the 
Aug neuralnetwork (Aug NN) approach for 
parallel schedule as a special case of resources 
scheduling problem 
[4]
. Guldemond and 
Hurink et al. (2008) proposed a new approach 
of two stages heuristic for Time-Constrained 
Project Scheduling Problem (TCPSP)
[15]
. 
Mendesaand GonçAlves (2009) presented a 
new genetic algorithm for finding cost-
effective solutions for the Resource 
constrained project scheduling problem 
(RCPSP) 
[4]
. SiamakBaradaran et al. (2010) 
presented a methaheuristic algorithm for 
resource-constrained project scheduling 
problem (RCPSP) in PERT networks to 
minimize the regular criterion namely 
project’s makespan [16]. Ballestin and Blanco 
(2011) presented a study deal with multi-
objective optimization in resource-constrained 
project scheduling problems (MORCPSPs) 
[17]
. Guoqiang Li et al. (2012)presented a study 
for development and investigation of efficient 
artificial bee colony algorithm for numerical 
function optimization.They noted that it is 
more effective than genetic algorithm (GA) 
[18]
.Ultimately, many other alternative 
methods for project scheduling problems with 
limited multi-modes resources associated with 
different durations were developed by many 
scholars, i.e., Carruthers and Battersby (1966-
1976); Davis and Heidorn (1971); Patterson 
(1973, 1984), etc 
[1],[4]
. 
Scheduling problem of simple and complex 
projects have been proposed, implemented, 
and evaluated for over fifty years. 
Optimization of project scheduling through 
time control is considered as the most 
important factor in project management. Many 
studies were carried out and many models and 
software packages were developed since 
World War II, and till now. Heuristic methods 
are used to optimize scheduling of 
construction projects. They analyze activities 
and schedule only one at a time 
[1]
. Critical 
Path Method (CPM) and Program Evaluation 
and Review Technique (PERT) were the most 
popular network techniques for scheduling. 
Nevertheless, the two types of methods do not 
consider the limited resources availability in 
many circumstances. However both methods 
are considered as feasible procedures for 
producing non-feasible schedule 
[1].
 On the 
other hand, resource leveling is used to reduce 
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the sharp variations i.e., tackling the problem 
of infeasibility in the resource demand, 
although, it cannot handle the issue of 
minimizing project duration. Since, it is used 
when there are enough resources, the leveling 
process is accomplished by shifting only the 
non-critical activities within their floats 
[2]
 
[3]
. 
In project scheduling problems, a single 
project consists of a set of tasks, or activities 
that have precedence relationships.  
The tasks also have estimated durations and 
may include various other measures such as 
cost, but the most common objective in the 
project scheduling problem is to minimize the 
time to complete the entire project. In multi-
modal project scheduling problems, each task 
may be executed in more than one mode, and 
each mode may have different resource 
requirements and more than one project may 
be scheduled, simultaneously. In many 
scheduling problems an implicit assumption 
mode is that sufficient resources are available 
and only the technological constraints 
(precedence relationships) are used for setting 
schedules. However, in most cases, resources 
constraints cannot be ignored, i.e. manpower, 
raw materials and equipment.    
Advancements in computers’ memories in the 
1990s, eventually, made it possible to 
overcome many deficiencies in the scheduling 
techniques being used in the 1970s and 1980s. 
Development of a wide variety of affordable 
project management software packages, i.e., 
Microsoft and Primavera Project Planner, 
make problems handling easier. These 
packages allow the projects’ teams to plan and 
control their projects in a completely 
interactive mode; however, these programs 
cannot guarantee a successful project plan 
[4]
.                                                                                                                                                      
The base of application is the usage of a 
specific heuristic model (rule) to set the 
activities sequencing. Verhines as cited by 
Sweeny in 
[5]
 , advocated general use of the 
"minimum late-finish-time" (LFT) priority 
rule, apparently on the basis of its ability to 
produce shorter schedules than other rules 
tested for a few selected problems. Brand, 
Meyer and Patterson et al. (1964-1973) 
reported nine heuristic rules for constrained 
resource project scheduling in a chronological 
order and indicated the type of problems 
examined 
 [4]
.They found that the sequencing 
rule they used is effective as a duration 
measure (time slippage) for single-and-multi-
projects. Wiest et al. 
[6]
 in his “heuristic model 
for scheduling large projects with limited 
resources” presented PERT- type scheduling 
models.  
Davis developed a study that compared the 
performance of the heuristics with optimal 
solutions which founded by a bounded 
enumeration method; then Davis and Heidorm 
in 
[7] 
programmed the study for computation. 
Davis and Patterson 
[8]
 compared the 
performance of eight standard heuristics on a 
set of single-mode resource-constrained 
project with the optimal solutions of Davis 
and Heidorn 
[8]
 and they found that the Min. 
Slack (MINSLK) rule produced an optimal 
schedule span, most of the times. 
Continuously comparing the other rules 
(heuristics) for a single-project, multi-resource 
scheduling, researchers found that either the 
late finish time(LFT) or late start time (LST) 
rules are the most effective ones; thus the 
three rules, MINSLK/LFT/and LST, taken as 
a group,  produce better results than the 
others.   
Generally, a proposed heuristic algorithm may 
rank possible heuristics’ combinations every 
time and simultaneously schedules all 
activities in a selected combination. They 
compare the performance of the created 
heuristics with optimal solutions. Davis and 
Cooper et. al, as cited by Budnick 
[9] 
surveyed
a range of heuristics from simple priority rules 
to very complex dispatch rules. 
Patterson 
[10] 
confirmed previous studies 
regarding LFT and LST as the most effective 
rules and hence their results supported the 
previous findings of Stinson et. al, 
[11] 
who 
developed a branch and bound (skip tracking) 
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procedure to solve the multiple constrained 
resource project scheduling problem. 
Patterson 
[12]
 presented an overview of optimal 
solution methods for project scheduling. He 
noted that the linear programming can be used 
only for specific instances or small problems. 
Lawrence et al 
[13]
 described an approach that 
attempted to minimize weighted tardiness by 
using a combination of project activities and 
resource-related metrics. Boctors as cited by 
Khattab 
[14] 
presented experiments with 
multiple heuristics that clearly showed the 
benefits of combining the best of the single-
heuristic methods. 
Hildum as cited by Khattab 
[14] 
made the 
distinction between single- and multiple-
heuristic approaches while emphasizing the 
importance of maintaining multiple 
scheduling perspectives. Merkle as cited by 
Loghman
 [4]
 presented the first application of 
ant systems to the resource constrained project 
scheduling problem. Agarwal as cited by 
Loghman 
[4]
 as a special case of resources 
scheduling problem. Guldemond and Hurink 
[15]
, proposed a new approach of two stages 
heuristic for Time-Constrained Project 
Scheduling Problem (TCPSP).  
Mendesa and Gonç Alves as cited by 
Loghman 
[4]
 presented a new genetic 
algorithm for finding cost-effective solutions 
for the Resource constrained project 
scheduling problem (RCPSP). Siamak 
Baradaran et al. 
[16]
 presented a methaheuristic 
algorithm for resource-constrained project 
scheduling problem (RCPSP) in PERT 
networks to minimize the regular criterion 
namely project’s makespan. Ballestin and 
Blanco 
[17]
 presented a study deal with multi-
objective optimization in resource-constrained 
project scheduling problems (MORCPSPs). 
Guo qiang Li et al. 
[18]
 presented 
“Development and investigation of efficient 
artificial bee colony algorithm for numerical 
function optimization” study in which they 
noted that it is more effective than genetic 
algorithm (GA). Ultimately, many other 
alternative methods for project scheduling 
problems with limited multi-modes resources 
associated with different durations were 
developed by many scholars, i.e., Carruthers 
and Battersby; Davis and Heidorn; Patterson,  
etc. as cited by Loghman and Haroun 
[4]
.   
 
PROBLEM STATEMENT 
In Sudan, stakeholders of the construction 
industry are generally suffered from prolonged 
project execution time. This is specifically 
true in the case of limited resources that, 
ultimately, lead to overrun of the total project 
cost. 
 
OBJECTIVES OF THE RESEARCH 
The objectives of this research are to plan and 
control none repetitive project time through 
scheduling, aiming at time optimization, while 
considering constrained resources; and to 
develop a heuristic based on a preset criteria, 
while considering the best practices of the 
Sudanese construction industry, to optimize 
scheduling of none repetitive projects.             
                    
METHODOLOGY 
To solve the problem of project time 
completion, specifically under limited 
resources, we followed heuristics application 
approach. We built up the actual studying 
models from data of ten non-repetitive 
projects. Data was collected, simulated and 
analyzed. Primavera program is used as a 
simulator tool. Sixteen selected heuristics are 
then applied to the ten projects. Statistical and 
operation research tools combined with 
existing heuristics and the best common 
practices in construction industry were used. 
The analysis process is culminated by 
applying Lindo to reach the optimum solution 
i.e. minimum time to complete the project 
under resource limitation.       
The ultimate outcome of the research is to 
develop a new heuristic model for none 
repetitive projects applicable within the local 
Sudanese construction environment.  
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SCOPE OF WORK 
Ten Ten, none repetitive projects executed in 
Khartoum State and other major towns in 
Sudan (Marwi, Karema, Eldaba, Dongla), 
were selected, as an integrated case study.  
Each project is described in details (i.e. 
number of activities, resources, durations, 
target time of completion, expected cost, etc.).    
 
STUDY AND RESULTS 
In this study we applied sixteen heuristics to 
the ten selected projects (case study) as the 
actual studying models using primavera 
project planner program (P3) as a simulator 
tool which led to the simulation product 
models.  
Heuristics Selection 
Two groups of heuristics were applied:  
a) Single Heuristics:  
In this case the highest priority will be given 
to the following heuristics when two activities 
or more compete for the same resources, and 
can be scheduled at the same time:      
Heuristic No. 1: Give priority to the 
activities having the minimum total float 
(M.T.F.) 
Heuristic No. 2: Give priority to the 
activities having minimum late start time 
(M.L.S.T.) 
Heuristic No. 13: Give priority to the 
activities having minimum late finish time 
(M.L.F.T.)  
b) Combined Heuristic 
In this group dual and triple heuristics were 
applied. First heuristic is used when more than 
one activity compete to the same resources 
and can be scheduled at the same time, while 
the second one is used as a tiebreaker and so 
forth the third one (second tiebreaker) because 
the (P3) schedules the activities having the 
highest priority codes before the ones with the 
lower priority codes. 
Dual Heuristics  
Heuristic No. 3: Give the priority to M.L.S.T. 
whiles the second one (tiebreaker) will be 
given to M.T.F.  
Heuristic No. 4: Give the priority to min early 
start time M.E.S.T. and the second one to 
M.T.F. 
Heuristic No. 5: Give the priority to maximum 
(greatest) resource demand. (M.R.D) and 
second one to the minimum duration (M D). 
Heuristic No. 6: Give the priority to the 
maximum resource demand (M.R.D.) and the 
second one to M.T.F. 
Heuristic No. 7: Give the priority to the 
minimum activity usage (M.A.U) and second 
one to M.T.F. 
Heuristic No. 14: Give the priority to 
M.L.F.T. and second one to M.T.F. 
Triple Combined Heuristics 
Heuristic No. 8: Give the priority to M.L.S., 
second priority (tiebreaker) M.T.F and 3rd one 
(second tiebreaker) to M.D. 
Heuristic No. 9: Give the priority to M.E.F., 
second one to M.T.F., and the third one to the 
min. duration   (M.D).  
Heuristic No. 10: Give the priority to M.R.D., 
second one to M.D. and the third one to 
M.T.F. 
Heuristic No. 11: Give the priority to M.A.U., 
second one to M.D., and the third one to 
M.T.F. 
Heuristic No. 12: Give the priority to M.A.U., 
second one to M.T.F., and the third one to 
M.D. 
Heuristic No. 15: Give the priority to 
M.L.F.T. and the second one to M.T.F. and 
the third one to (M.D).  
Heuristic No. 16: Give the priority to 
M.E.S.T., second one to M.T.F., and finally 
the third one to M.D. 
IMPLEMENTATION STEPS  
The projects were entered to the primavera 
with all their activities abiding by their 
precedence order, and durations which 
obtained from contractors who executed the 
projects. Then, every project time is adjusted, 
i.e. subjected to specific calendar; also the 
projects resources are assigned as obtained 
from the contractors; taking into consideration 
that all resources  were assigned to activities  
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Table 1: Projects initially planned finishing dates 
Project name Project finishing dates Project name Project finishing dates 
Geological research center 4/10/2002 Tuti suspended bridge 30/6/2009 
Marwi- Karema bridge 20/2/2009 Al- Fateh tower 26/3/2006 
Eldaba- Dongla road 30/6/2008 
Khrt.College for Medical 
Sciences 
4/11/2004 
Marwi Airport 20/2/2009 
M. Sciences School 
(U.of K.) 
9/10/2001 
National telecommunication 
tower 
16/10/2008 Marwi Dam 25/11/2007 
                                                   
Table 2: New planned finishing dates with time constraints 
Project name Project finishing  dates Project name Project finishing  dates 
Geological research center 4/9/2002 Tuti suspended bridge 5/7/2008 
Marwi- Karema bridge 3/1/2008 Al- Fateh tower 10/8/2005 
Eldaba- Dongla road 17/5/2008 
Khart, College for Medical 
Sciences 
19/3/2003 
Marwi Airport 20/2/2008 M.Sciences School (U.of K.) 18/9/2001 
National 
telecommunication tower 
8/6/2008 Marwi Dam 10/9/2007 
 
Table 3: New simulated projects finishing dates without time constraints 
Project name 
Finishing date 
(phase 1) 
Finishing date 
(phase 2) 
Project name 
Finishing date 
(phase 1) 
Finishing date    
   ( phase 2) 
Geological 
center 
2/8/2003 14/2/2003 Tuti bridge 7/6/2010 19/11/2009 
Marwi- Karema 
bridge 
7/6/2011 3/9/2012 Al- Fateh tower 27/7/2008 1/9/2008 
Eldaba- Dongla 
road 
9/9/2014 19/11/2014 Khartoum College 15/7/2003 2/9/2003 
Marwi Airport 28/12/2010 29/3/2011 M. Sciences School 6/11/2002 30/4/2002 
National 
telecom tower 
6/2/2012 4/6/2011 Marwi Dam 3/10/2014 22/7/2014 
 
with their real quantities and cost. Bearing in 
mind that the initially planned finishing times 
(assumed) for all projects are already known as 
shown in Table 1. 
Projects Scheduling 
After all projects were entered to the simulator 
with their activities and resources, then 
scheduling process was done with time 
constraints choice, so the initially (early) 
planned project finishing dates were 
determined. 
Projects leveling 
To treat the over allocation of resources which 
is evident that after the scheduling step was 
done, we undertook a leveling step with time 
constraints choice and minimum late start plus 
minimum total float heuristic as the default one 
in primavera program prioritization box 
(Primavera manual 2010) . Consequently, the 
previous initially planned finishing dates are 
changed to new planned finishing dates as 
shown in Table 2. 
Heuristics Application to Projects:  The 
available heuristics were applied to all projects 
sequentially in two phases: first, we applied the 
heuristics from first heuristic to last one and 
vice versa; the second phase with forward and 
without time constraints choice. So, new 
simulated projects dates (maximum delay 
dates) of two phases were found as shown in 
Table 3. 
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So, the initially planned finishing dates (Table 
1) were compared with the new planned 
finishing dates (Table 2) which produced new 
simulated finishing dates (Table 3). We found, 
after resources over allocation treatment, that 
the new planned finishing dates were earlier 
than the initially planned ones when the 
projects were subjected to limited resources, 
while the new simulated finishing dates were 
delayed beyond  the initially planned ones 
(Appendix I). So, this indicates that the 
simulated projects produced schedules with 
higher average times while achieving lower 
tardiness costs than did the initially planned 
ones.    
During the application of the two phases, each 
time we selected the specific heuristic from the 
prioritization box, leveling step is done. So, 
values of time increase (tp) due to the 
application of the heuristics are shown in 
Appendix “II” (first phase) and Appendix “III” 
(second phase). Where Appendix “IV” 
represents the average values of the “tp(s)” of 
the two phases, while Appendix “V” calculates 
their percentage values that were used as 
coefficients of the “Xi(s)” variables. We 
applied the heuristics in two phases to give the 
heuristics same chances of performance 
because when we were trying to treat the over 
allocation of resources through simulation 
procedures (rescheduling the activities), it was 
clear that there was no progress in over 
allocation treatment, so we added resources 
gradually in min rates in first phase and at their 
max ones in the second phase.     
Using linear programming technique:                
As a result, of heuristics re-visiting, we have 
(16) equations by (16) unknowns, and by using 
linear programming techniques it was possible 
to reach a solution through solving the 
optimization matrix which contained (160) 
elements, as shown in Figure 1. The 
formulation of the problem is as follow: 
The objective function will be: Minimize    
Z = X1+X2+…+X16           
Subject to: 
∆ 1, 1 X1+∆1, 2 X1+ ∆ 1, 3 X1 + ……………… + ∆1, 10 X1     ≤  0       
.... (1) 
∆ 2, 1 X2+ ∆ 2, 2 X2+ ∆ 2, 3 X2 +……………… +  ∆2, 10 X2    ≤ 0       
…. (2) 
And so on till to:     
∆ 16, 1 X10 + ∆ 16, 2 X10+∆16, 3 X10 +………. + ∆16, 10 X16       ≤ 0    
…  (16) 
X1,X2,x3,……………X16 ≥ 0
 
Optimization Matrix  
 
Figure 1: Optimization Matrix by using linear programming techniques 
SUST Journal of Engineering and Computer Sciences (JECS), Vol. 16, No. 1, 2015 
22 
 
Table 4: Matrix solution by Lindo Program for Xi values (Heuristics organized according to the adopted 
criteria) 
N
o. 
Variable  Value Heuristic name No. Variable  Value Heuristic name 
1 X2 0.096246 M.L.S. 9 X6 0.129199 M.R.D. + M.T.F. 
2 X3 0.098039 M.L.S.+ M.T.F. 10 X15 0.132802 M.L.F.+ M.T.F.+ M.D. 
3 X1 0.100100 M.T.F. 11 X8 0.134590 M.L.S.+ M.T.F.+ M.D. 
4 X4 0.101833 M.E.S.+ M.T.F. 12 X12 0.136054 M.A.U. + M.T.F. + M.D. 
5 X5 0.108814 M.R.D. + M.D. 13 X11 0.156740 M.A.U. + M.D. + M.T.F. 
6 X13 0.110011 M.L.F. 14 X16 0.161031 M.E.S. + M.T.F.+ M.D. 
7 X14 0.116822 M.L.F.+ M.T.F. 15 X10 0.164745 M.R.D. + M.D. + M.T.F. 
8 X7 0.126904 M.A.U. + M.T.F. 16 X9 0.174825 M.E.F.. + M.T.F.+ M.D. 
 
Lindo is, then, applied to solve the matrix, so 
the results are shown in table “4”, in terms of 
the “Xi” values and generated heuristics.  
The solution of the matrix explained the final 
results of the unknowns Xi, i = 1-16 i.e. from 
X1 to X16 (which known already as simulation 
products models-SPM) as follow: 
X1: represents the optimum solution of 
increasing the time needed due to the 
application of H1 
X2:  represents the optimum solution of 
increasing the time needed due to the 
application of H2; 
and so on: 
X 16:  represents the optimum solution of 
increasing the time needed due to the 
application of H16. 
 
CONCLUSION 
To solve the problem of project time 
completion, specifically under limited 
resources, we followed heuristics application 
approach. We built up the actual studying 
models from data of ten non-repetitive. Data 
was collected, simulated and analyzed. 
Primavera program is used as a simulator tool. 
Sixteen selected heuristics are then applied to 
the ten projects. Statistical and operation 
research tools combined with existing 
heuristics and the best common practices in 
construction industry were used. The analysis 
process is culminated by applying Lindo to 
reach the optimum solution i.e. minimum time 
to complete the project under resource 
limitation. The results were then evaluated and 
the following outcomes are obtained:                                                            
 The optimum solution of extra needed time 
at its minimum possible rate to complete the 
project under limited resources is achieved 
as a result of applying the heuristic of 
“minimum late start time” (single heuristic). 
 The second optimum solution is achieved as 
a result of applying the heuristic of 
“minimum late start time plus minimum 
total float time” (dual heuristic). 
 The third one is achieved as a result of 
applying the heuristic of “minimum total 
float time” (single heuristic). 
 The other heuristics are organized as a 
result of specific criteria in a descending 
order according to their affect in the 
optimum solution.  
So, a new heuristic is “selected” based on the 
research results and the experience of 
Sudanese construction industry to optimize 
scheduling of none repetitive projects. 
Ultimately the balance between completing a 
project in minimum time while facing limited 
resources is achieved. 
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