In this article, we analyze the behaviour of the new family of Kantorovich type exponential sampling series. We obtain the point-wise approximation theorem and Voronovskaya type theorem for the series (I χ w ) w>0 . Further, we obtain a representation formula and an inverse result approximation for these operators. Finally, we give some examples of kernel functions to which the theory can be applied along with the graphical representation.
Shannon sampling theorem ( see [6] ). But, the pioneering idea of mathematical study of exponential sampling formula is credited to Butzer and Jansche. Butzer et al. [9] proved the exponential sampling formula mathematically using the theory of Mellin transform and Mellin approximation, which was first studied separately by Mamedov [33] , and then developed by Butzer and Jansche [7, 8, 9, 10] . We mention some of the work related to the theory of Mellin transform and Mellin approximation in [15, 17, 18] . Bardaro et al. [19] made a significant development in this direction when they replaced the lin c function in the exponential sampling formula, by more general kernel function. Let x ∈ R + and w > 0. Then, the generalized exponential sampling series (see [19] ) is defined by, (S 
where, f : R + → R be any function for which the series is absolutely convergent. The convergence of the above series have also been studied in Mellin-Lebesgue spaces in [20] . The importance of the above series appears when we need to reconstruct a not necessarily Mellin band-limited signal, in approximate sense, having samples which are exponentially spaced. This provides us a very useful tool to approximate a signal by using its values at the node (e k w ). But, practically it is difficult to have the exact sample value at the node (e k w ) always. To overcome this problem, one can replace the value f (e k w ) by the mean value of f (e x ) in the interval
w , for k ∈ Z, w > 0. This idea motivates us to define the Kantorovich-version of the generalized exponential sampling series (1), taking inspiration from the classical Kantorovich version ( [12, 13, 14, 23, 24, 25, 28, 37, 38, 35] ) of the generalized sampling series introduced by Butzer in [6] .
The study of Kantorovich type generalizations of approximation operators is an important subject in approximation theory, as they can be used to approximate Lebesgue integrable functions. In the last few decades, Kantorovich modifications of several operators have been constructed and their approximation behavior studied, we mention some of the work in this direction e.g., [30, 2, 5, 3, 4, 1, 34, 32, 39, 31] etc.
Let C(R + ) be the space of all continuous and bounded functions on R + . A function f ∈ C(R + ) is called log-uniformly continuous on R + , if for any given > 0, there exists δ > 0 such that |f (u) − f (v)| < whenever | log u − log v| ≤ δ, for any u, v ∈ R + . We denote the space of all log-uniformly continuous functions defined on R + by C(R + ). We consider M (R + ) as the class of all Lebesgue measurable functions on R + and L ∞ (R + ) as the space of all bounded functions on R + throughout this paper.
be the space of all the Lebesgue measurable and p-integrable functions defined on R + , equipped with the usual norm f p . For c ∈ R, we define the space
equipped with the norm
The Mellin transform of a function f ∈ X c is defined bŷ
The Mellin differential operator θ c , of a differentiable function f : R + → C and c ∈ R, is defined by,
We consider θf (x) := θ 0 f (x) throughout this paper. The Mellin differential operator of order r ∈ N is defined by
).
Let f ∈ C (n) (R + ). Then, the Taylor formula with Mellin derivatives ( [7] ), in case of c = 0, defined as
where, h : R + → R is a bounded function such that lim x→1 h(x) = 0.
Let χ : R + → R be the kernel function which is continuous on R + , such that it satisfies the following conditions;
(ii) M 2 (χ) < +∞, and
uniformly with respect to u ∈ R + . We define the algebraic moments of order ν for the kernel function χ as,
Similarly, the absolute moment of order ν can be defined as,
We define M ν (χ) := sup
Let x ∈ R + and w > 0. We define the Kantorovich version of the exponential sampling series given by (1) as follows;
where f : R + → R is locally integrable such that the above series is convergent for every x ∈ R + . It is clear that for f ∈ L ∞ (R + ), the above series is well defined for every x ∈ R + .
Approximation Results
First, we prove the point-wise convergence result for the family (I χ w f ) w>0 .
. Then, the series (2) converges to f (x) at every point x ∈ R + , the point of continuity of f . Moreover, for f ∈ C(R + ),
Proof Using the condition (i), we obtain
As f ∈ C(R + ), for every > 0, |f (e u ) − f (x)| < , whenever |u − log(x)| < δ. Let w be fixed in such a way that
w , and w > w , and we have
Combining the estimates of I 1 − I 2 , we get the desired result. Now, we derive an asymptotic formula for the series (I χ w f ) w>0 . Theorem 2 Let f ∈ C (2) (R + ) and χ be the kernel function such that its first order moment vanishes for all u ∈ R + . Then, we have
Proof For f ∈ C 2 (R + ), the Taylor's formula in terms of Mellin derivatives upto second order term can be written as,
2 , where h is a bounded function such that lim t→1 h(t) = 0. Now, from (2) we have
First we evaluate I 1 .
Now, we estimate I 2 .
Finally, we obtain I 3 .
Using the fact that h is bounded and lim x→1 h(x) = 0, we obtain |I 3 | ≤ M 2 (χ). Now,
Using the estimates of I 1 − I 3 , we get the desired result.
Corollary 1
The assumption that f is bounded on R + , can be relaxed by assuming that,
Proof First we show that the series (2) is well defined for such f. Indeed,
This shows that the series I χ w f is absolutely convergent in R + . Now, for any
2 . From the Taylor's formula in terms of Mellin derivatives upto second order term, we can write as,
where, h(.) is a bounded function such that lim t→1 h(t) = 0, which implies that h is bounded in the neighbourhood for |u − log(a)| < δ. For, |u − log(a)| ≥ δ, we have
This shows that h(.) is bounded on R + . Now, we can proceed in the similar manner as in Theorem 2, to get the same asymptotic formula.
The notion of modulus of continuity in the context of log-uniformly continuous functions, known as logarithmic modulus of continuity, is defined as
The properties of logarithmic modulus of continuity can be seen in [16] . Now, we obtain a quantitative estimate of the convergence of operator (2) for f ∈ C(R + ).
Theorem 3 Let f ∈ C(R + ). Then, we have
where, λ is an absolute constant which depends only on the kernel function.
Proof We have,
Now, choosing δ = 1 w and λ = (M 0 (χ) + M 1 (χ)), we get the desired estimate.
Inverse result
The inverse result approximation for the Kantorovich type generalized sampling series can be found in ( [6, 26, 27, 11] ). First, we obtain a relation between (S χ w f ) w>0 and (I χ w f ) w>0 for f ∈ C (n) (R + ), which will be useful to prove the inverse result for (I χ w f ) w>0 . Theorem 4 Let f ∈ C (n) (R + ), n ∈ N. Then, the following relation holds for every x ∈ R + ,
where,R
is absolutely convergent on R + for ξ ∈ (e k/w , e k+1/w ), and w > 0.
Proof By the Taylor's formula for Mellin's derivatives, we have
where, R
Now, substituting x = e k/w , w > 0, in the above formula and using the fact that u ∈ k/w, (k + 1)/w , we have ξ ∈ (e k/w , e k+1/w ). Thus, we obtain
Using (2), we obtain
Now, we show that the remainder termR w n is absolutely convergent in R + .
This completes the proof. Now, we prove the inverse result approximation for the series (I χ w f ) w>0 .
Theorem 5 Let χ be the kernel function such that its' first order moment is zero, that is, m 1 (χ, u) = 0. Suppose that, f ∈ C (2) (R + ) and
Then, f is constant on R + .
Proof Using the relation (3) for n = 1, we have
Consider,
Using Theorem 5 and Corollary 2 in [19] , we have |I 1 | ≤ . Now, we estimate I 2 .
w ] and by using the continuity of (θf )(x), we have
which gives |I 2 | < M 0 (χ). Combining the estimates I 1 − I 2 , we obtain
Using the above estimate and (4), we have (θf )(x) = 0, on R + , which implies that f is constant on R + .
Examples of the kernels and graphical representation
In this section, we present few examples of the kernel functions based on the theory of Mellin's transform, which also satisfy the assumptions of the presented theory. The first example of kernel functions in this direction is the family of Mellin-B spline kernels (see [19] ).
B-splines in the Mellin setting
The B-splines of order n in the Mellin setting, for x ∈ R + , are defined as
B n (x) is compactly supported for every n ∈ N. The Mellin transformation of B n is given as,M
To show that the above kernel satisfies the assumptions (i)-(ii), we use the Mellin's -Poisson summation formula [8] ) which has the form,
The following lemma will be useful in this direction.
Lemma 1 The condition
Moreover, the condition m j (χ, u) = 0, for j = 1, 2, ...n, is equivalent to the conditionM (j) [χ](2kπi) = 0, for j = 1, 2..., n, and ∀ k ∈ Z.
Proof The proof can be obtained by the similar arguments as given in the proof of Lemma 2 and Lemma 3 in [6] .
Again from (5) we have,
This shows thatB n (x) satisfies the condition (i). SinceB n (x) is compactly supported, the codition (ii) is also satisfied. By using Lemma 1 for j = 1, we obtain that the first order moment forM [B n ] vanishes in R + , and hence, it satisfies the assumption of Theorem 2 also. Now, we show the approximation of f 1 by (I 
Mellin's-Fejer kernel
The general form of Mellin's-Fejer kernel is given by, The Mellin-Fejer kernel also satisfies the assumption (i)-(ii) analogously ( [19] ), but it fails to satisfy the condition of Theorem 3, i.e, m 1 (χ, u) = 0. This can be seen by using the equivalent condition mentioned in Lemma 1 for j = 1. Now, we consider another function f 2 , which is given by, 
