Abstract. We study parabolic iterated function systems (IFS) with overlaps on the real line. An ergodic shift-invariant measure with positive entropy on the symbolic space induces an invariant measure on the limit set of the IFS. The Hausdor dimension of this measure equals the ratio of entropy over Lyapunov exponent if the IFS has no \overlaps". We focus on the overlapping case and consider parameterized families of IFS, satisfying a transversality condition. Our main result is that the invariant measure is absolutely continuous for a.e. parameter such that the entropy is greater than the Lyapunov exponent. If the entropy does not exceed the Lyapunov exponent, then their ratio gives the Hausdor dimension of the invariant measure for a.e. parameter value, and moreover, the local dimension of the exceptional set of parameters can be estimated. These results are applied to a family of random continued fractions studied by R. Lyons. He proved singularity above a certain threshold; we show that this threshold is sharp and establish absolute continuity for a.e. parameter in some interval below the threshold.
Introduction
Let a 1 ; a 2 ; a 3 ; : : : ] := 1 a 1 + 1 a 2 + 1 a 3 + : : : Motivated by a problem in Ergodic Theory on Galton-Watson trees, R. Lyons Ly] see BL]. It is of interest to determine whether , for a given , is singular or absolutely continuous (it is not hard to see that the distribution cannot be of mixed type). It turns out that is supported on a Cantor set of zero Lebesgue measure for > 0:5, hence is singular.
However, for 2 (0; 0:5] the support of a is the interval X := 0; 1 2 (? + p a 2 + 4 )], so the question becomes more delicate. Let e be the top Lyapunov exponent of the random matrix product (1.1). Lyons Ly] proved that is singular for all 2 ( c ; 0:5] where c 2 (0:2688; 0:2689) is the only positive number satisfying log 2 = 2 c . Absolute continuity was not proved for any value of , but Lyons conjectured that is absolutely continuous for all su ciently close to zero. We make progress on this conjecture and show that the threshold c is sharp. In fact, we prove that is absolutely continuous for a.e. 2 ( 0 ; c ), for some 0 . (The value of 0 = 0:215, that we obtain, has no special signi cance; we still don't know if the result holds for 0 = 0.)
This problem can be recast in the framework of iterated function systems (IFS). The measure is an invariant measure for the IFS = f a 1 ; 2 g := f x+ x+ +1 ; x x+1 g. The measure is supported on the limit set of the IFS, de ned as the unique non-empty compact set satisfying J = a 1 (J ) 2 (J ). For 2 (0; 0:5] we have J = X , an interval, and for 2 (0; 0:5) the intersection 1 (J )\ 2 (J ) is itself a non-empty interval (see Figure 1 for the case = 1 4 ). Thus, we say that this IFS has an overlap. Another complication is that this IFS is parabolic (therefore, not strictly contracting), because 2 has a neutral xed point at x = 0.
Our approach is to consider as a family of IFS depending on parameter and establish results for a.e. parameter value. Earlier work in this framework revealed the importance of a transversality condition in the parameter dependence, see PoS, So1, PSo1, PSo2, So2, SSo, SSU] . We consider more general parabolic IFS; they are de ned precisely in the next section. Projecting an ergodic shift-invariant measure from the symbolic space to the limit set, we obtain an invariant measure = ( ; ) for the IFS. One can consider the entropy h and the Lyapunov exponent for the IFS. The Hausdor dimension of is de ned by dim H = inffdim H (Y ) : (R n Y ) = 0g. Our main result says, roughly speaking, that if a family of IFS satis es the transversality condition, then the following holds for a.e. parameter value: dim H = minf1; h = g, and is absolutely continuous if h = > 1. We should note that the formula \dimension = entropy/Lyapunov exponent" has been established in many settings, but usually in the cases when there is no overlap, see, e.g., x+5=4 ; x x+1 g Eg, KP, Mn, Y, Ma, MU] . Stationary measures for 2 2 random matrices (of which is an example), and their dimension properties, have been investigated by Ledrappier L] (see also BL]). Before Ly], Pincus Pi] studied Bernoulli random matrices and their stationary measures using the IFS approach; he found some su cient conditions for singularity in the overlapping case. The paper is organized as follows. The next section contains de nitions and the statement of main result. Section 3 is devoted to preliminaries and proof of the upper estimate. In Section 4 the main theorem is proved. In Section 5 we estimate the local dimension of the exceptional set of parameters in our main theorem. In Section 6 we prove the results on random continued fractions; the main di culty is checking transversality. Section 7 contains concluding remarks; in particular, we present the (much easier) hyperbolic analog of our main theorem.
A preliminary version of this paper was circulated as a preprint SSU2]. Let X R be a closed interval and 2 (0; 1]. A C 1+ map : X ! X is hyperbolic if 0 < j 0 (x)j < 1 for all x 2 X. We say that a C 1+ map : X ! X is parabolic if the following requirements are ful lled:
there is only one point v 2 X such that (v) = v; j 0 (v)j = 1 and 0 < j 0 (x)j < 1 for all x 2 X n fvg. where is the left shift on A 1 . The limit set, or attractor, of the IFS is de ned by J = (A 1 ): It is easy to see that J is the unique non-empty compact set such that J = S i k i (J ).
Given an ergodic shift-invariant measure on A 1 with positive entropy h , we consider the \push-down" measure on the limit set: and this inequality becomes equality if ( ; )( i (J ) \ j (J )) = 0 for all i 6 = j. In the next section we provide a short proof of the estimate (2.6) for the reader's convenience. In this paper we are interested in the \overlapping" case. What do we mean by that? Strictly speaking, an IFS has an overlap if the Open Set Condition (OSC) is not satis ed (the OSC is said to hold if there exists an open set U such that i (U) U for all i m and i (U) \ j (U) = ; for all i 6 = j). Since this is not always easy to check, sometimes the word \overlap" is used more loosely to include cases when i (X) \ j (X) is a non-empty interval for some i 6 = j. This property certainly depends on X and does not guarantee that the OSC fails. However, if we know, in addition, that X = J , then there is an overlap in the strict sense.
To deal with the overlapping case, we consider families of IFS and obtain results for a typical member of the family. The following set-up is taken from SSU]. Remark. The statement of the theorem cannot be true for all (rather than almost all) IFS in every family considered in the theorem. Indeed, the formula may break down at t 0 for a trivial reason, when t 0 i and t 0 j are identically equal for some i 6 = j. More generally, exceptions may occur if two maps corresponding to distinct words over A are identical. However, such trivial exceptions are rare (there are none in many families), and we do not know of other exceptional cases. The local dimension of the exceptional set of parameters in Theorem 2.3 (i) is estimated from above in Section 5, assuming a slightly stronger transversality condition. Analogous estimates in part (ii) are much harder, but one might be able to obtain them using the methods of PSc]. if is a shift-invariant ergodic probability measure on A 1 . Let 2 ? X ( ) be an IFS and let the natural projection map. Let f(!) = log j 0 ! 1 ( ( !))j:
and in view of (2.4), Birkho 's Ergodic Theorem implies ? 1 n log j 0 !jn ( ( n !))j ! ( ) for -a.e. ! : Proof of (2.6). Let = and = ( ; ). If x is in the support of then x = (!) for some ! 2 A 1 . We are going to use (3.3) so we can take x from an arbitrary set of full -measure. Since = ?1 , we can assume that ! lies in any given set of full -measure. Thus, we can assume that (3.1) and (3.2) hold for !, and also #fn : ! n 6 = kg = 1; (3.11) since has positive entropy. By (2.2) and the Mean Value Theorem,
Let r n =k 0 !jn k diam(X); observe that lim n!1 r n = 0. We have x ? r n ; x + r n ] = f : j ( ) ? (!)j r n g !j n ]:
(3.12) Fix a neighborhood V of v and u > 0 so that (3.6) and (3.8) hold. Then we have for every n such that ! n 6 = k and all y 2 X by Lemma 3.1,
and we can estimate by (3.12) for all n such that ! n 6 = k and 2r n < 1: log x ? r n ; x + r n ] log(2r n ) log !j n ] log j 0 !jn ( n !)j + log(2diam(X)) + log(L 2 u ?1 ) :
Recall that (3.1) and (3.2) hold for ! so, in view of (3.11), 
and repeating this inductively we obtain (4.1). Now, by the elementary inequality log j x y j jx?yj minfjxj;jyjg , in view of (3.8) and (4.1),
The sublemma is proved and Lemma 4.1 follows. For all ! 2 A 1 and all n 2 N, j 0 !jn (y)j j 0 !jn (x)j L 4 for all x 2 X and y 2 X n V:
Note that here, in contrast with Lemma 3.1, there is no symmetry between x and y.
Proof of Lemma 4.3. Let = !j n . Suppose = wik l where l 0 and i 6 = k. Then ik l (X) X n V and hence, by Lemma 3.1,
so in both cases it remains to estimate Q from above. If x = v, then we are done, since j( l k ) 0 (v)j = 1 and j( l k ) 0 (y)j 1. Suppose that k is increasing and x > v. Let V \ v; +1) = v; v + 1 ); we can assume that v + 1 2 X. If x 2 (v; v + 1 ) then
where we used that k is increasing and 0 k is decreasing on v; v + 1 ] by De nition 2.2, and also that k ( v; v + 1 ]) v; v + 1 ]. Thus we may assume that x v + 1 . But then the desired estimate follows from Lemma 3.1 (see also U, Lemma 2.3]).
The case when k is increasing and x < v is considered similarly. If k is decreasing, which is only possible when v 2 Int(X), the proof follows by passing to the second iterate 2 k , which is an increasing well-behaved parabolic function in a neighborhood of v.
Lemma 4.4. Suppose that the family f t g t2U satis es (2.9). Then for every 0 < < 1 there exists C 2 = C 2 ( ) > 0 such that for all !; 2 A 1 with ! Let j j = n and (!; ) 2 A . Then we have for some c 2 t ( n !); t ( n )] using (4.3): j t (!) ? t ( )j = j( t !jn ) 0 (c)j j t ( n !) ? t ( n )j j 0 !jn (c)je ? 1 4 n j t ( n !) ? t ( n )j : Now observe that ! n+1 6 = n+1 , and therefore, both cannot be equal to k. Suppose that ! n+1 6 = k (the other case is completely similar). Then ( n !) 2 ! n+1 (X) X n V , and we have by Lemma 4.3: Here we again denote A = f(!; ) 2 2 : !^ = g for a nite (possibly empty) word over the alphabet A. The next step is almost the same as in the proof of part (i). Let (!; ) 2 A . Then we have for some c 2 t ( n !); t ( n )] using (4.11): j t (!) ? t ( )j = j( t !jn ) 0 (c)j j t ( n !) ? t ( n )j j 0 !jn (c)je ?n j t ( n !) ? t ( n )j : Since ! n+1 6 = n+1 , we can assume, without loss of generality, that ! n+1 6 = k. Then where ! 2 A . Recall that convergence in (3.1) and (3.2) is uniform on , so we can nd N 2 N such that for all ! 2 and n N, 
Exceptional parameters
In this section, following the scheme of Kaufman Ka], we obtain an estimate from above for the local Hausdor dimension of the set of exceptional parameters in Theorem 2.3(i). As before, we assume that f t g t2U is a family of IFS in ? X ( ) satisfying (2.8), but we will need the following stronger transversality condition. Denote by N r (F ) the minimal number of balls of radius r needed to cover the set F R d .
Strong Transversality Condition: there exists a constant C 3 > 0 such that for all ! and in A 1 with ! 1 6 = 1 , N r (ft 2 U : j t (!) ? t ( )j rg) C 3 r 1?d :
Of course, the strong transversality condition implies the transversality condition (2.9).
The following lemma is analogous to Lemma 4.4 and SSU, Lemma 5.1]; its proof is elementary. In the sequel any measure with the properties required in Lemma 5.1 will be called a Frostman measure with exponent u. Next we prove the analog of (4.2). We x an ergodic shift-invariant probability measure on A 1 and let t = ?1 t . Suppose that Y R is a closed interval and 2 C 1+ (Y ) is increasing and satis es j 0 (x)j u > 0 for all x 2 Y: Let i (x) = (x + a i ), for i = 1; : : : ; k, and a i 2 R are such that = f 1 ; : : : ; k g 2 ? X ( ) for some closed interval X. For w 2 A n denote M w = supfj 0 w 1 (x)j : x 2 w (X)g Remarks. 1. We are only interested in 2 (0; 0:5) since for 0:5 the IFS satis es the Open Set Condition.
2. The proof of this lemma uses Lemma 6.1(ii). The relevant result in our previous paper, SSU, Proposition 7.2(ii)], would only give transversality of the family f g on ( p 2 ? 1; 0:5).
3. One can enlarge the interval where the strong transversality condition (5.1) holds by increasing the amount of numerical computations. However, a computation of @ @ (110 1 ), which can be made exact, implies that this method cannot give more than the interval (0:17; 0:5). Moreover, we believe that the transversality condition fails for small .
Proof. We are going to apply Lemma 6.1 with k = 2. Denote by the projection map associated with . In view of Lemma 6.1, it is enough to prove that there exists > 0 such that @ @ Clearly, ( + 1) ?2 = 0 ( ) 0 ( + k+1 ( )), and k+1 (x) = x (k+1)x+1 , so ( k+1 ) 0 ( ) = ((k + 1) + 1) ?2 . Thus, if ( + 1) ?2 (1 + ((k + 1) + 1) ?2 ) < 1; (6.6) then the desired condition (6.3) holds for some > 0. A numerical check yields that (6.6) is true for 0:213 and k = 4, and since the left-hand side of (6.6) is monotone decreasing in k, this implies (6.3) for all the cylinders 12 k 1]; k 4. Similarly, by estimating M w 0 ( ) in (6.3) which makes the expression decreasing in k, we have veri ed that (6.3) holds for 112 k 1]; k 5, if 0:215, and for 1212 k 1]; k 2, if 0:214 (for some > 0). Combining all these estimates yields the desired result. Now we can apply our results to the family = f x+ x+ +1 ; x x+1 g. The interesting interval of parameters is 0 < < 0:5 when the limit set of is the interval 0; Lyons Ly] proved that dim H log 2=(2e ) where e is the top Lyapunov exponent of the random matrix. This estimate is equivalent to (2.6) since the Lyapunov exponent for the IFS satis es = 2e ; this can be veri ed directly or seen from Ly, (2.6)] which agrees with (6.7). Lyons estimated numerically the critical value c for which log 2= c = 1 and found that c 2 (0:2688; 0:2689). He conjectured that is absolutely continuous for su ciently small positive . In the next corollary we make some progress on this conjecture; in particular, we show that the threshold c in Lyons' result is sharp. 
