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Abstract
A mixture of variance-gamma distributions is introduced and developed for model-
based clustering and classification. The latest in a growing line of non-Gaussian mixture
approaches to clustering and classification, the proposed mixture of variance-gamma
distributions is a special case of the recently developed mixture of generalized hyper-
bolic distributions, and a restriction is required to ensure identifiability. Our mixture of
variance-gamma distributions is perhaps the most useful such special case and, we will
contend, may be more useful than the mixture of generalized hyperbolic distributions in
some cases. In addition to being an alternative to the mixture of generalized hyperbolic
distributions, our mixture of variance-gamma distributions serves as an alternative to
the ubiquitous mixture of Gaussian distributions, which is a special case, as well as
several non-Gaussian approaches, some of which are special cases. The mathematical
development of our mixture of variance-gamma distributions model relies on its rela-
tionship with the generalized inverse Gaussian distribution; accordingly, the latter is
reviewed before our mixture of variance-gamma distributions is presented. Parameter
estimation carried out within the expectation-maximization framework.
1 Introduction
Finite mixture models assume that a population is a convex combination of a finite number
of probability densities. Therefore, they represent a very natural framework for classification
and clustering applications. We say that a random vector X arises from a (parametric) finite
mixture distribution if, for all x ⊂ X, its density can be written
f(x | ϑ) =
G∑
g=1
πgfg(x | θg),
where πg > 0 such that
∑G
g=1 πg = 1 are the mixing proportions, f1(x | θg), . . . , fG(x | θg)
are the component densities, and ϑ = (pi, θ1, . . . , θG) denotes the vector of parameters with
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pi = (π1, . . . , πG). The component densities f1(x | θ1), . . . , fG(x | θG) are typically taken to
be of the same type, most commonly multivariate Gaussian. Multivariate Gaussian mixtures
have become increasingly popular in clustering and classification since they were first used
for this purpose 50 years ago (Wolfe, 1963). The Gaussian mixture density is
f(x | ϑ) =
G∑
g=1
πgφ(x | µg,Σg), (1)
where φ(x | µg,Σg) is the multivariate Gaussian density with mean µg and covariance matrix
Σg. When mixture models are used for clustering, the idiom ‘model-based clustering’ is
usually used. The term ‘model-based classification’ is used similarly (e.g., Dean et al., 2006;
McNicholas, 2010) and is synonymous with ‘partial classification’ (cf. McLachlan, 1992,
Section 2.7) — both terms refer to a semi-supervised version of model-based clustering —
while model-based discriminant analysis is completely supervised (cf. Hastie and Tibshirani,
1996).
Suppose we observe data x1, . . . ,xn and no component memberships are known, i.e.,
in a clustering scenario. Denote their component memberships by zig, where zig = 1 if
observation i is in component g and zig = 0 otherwise. The likelihood for the Gaussian
mixture model in this case can be written
L(ϑ | x) =
n∏
i=1
G∑
g=1
πgφ(xi | µg,Σg).
Using the same notation, suppose that we are operating within the model-based clas-
sification paradigm; we have n observations, of which k have known group memberships.
Following McNicholas (2010), we order these n observations so that the first k have known
group memberships; we incur no loss of generality as a result. Then, the likelihood can be
written
L(ϑ | x, z) =
k∏
i=1
G∏
g=1
[
πgφ(xi | µg,Σg)
]zig n∏
j=k+1
H∑
h=1
πhφ(xj | µh,Σh), (2)
for H ≥ G. Note that this classification approach allows us to search for a number of
components H greater than the number of classes already observed, G. This gives an added
flexibility in some respects but is usually ignored by taking H = G. From Equation 2,
model-based clustering can be viewed as a special case of model-based classification that
arises upon setting k = 0 and H = G within the classification paradigm (McNicholas, 2010,
2011).
Finally, consider model-based discriminant analysis, and, again, order the n observations
so that the first k have known group memberships. Now, we only use these first k observations
to estimate the unknown component memberships (as opposed to using all n), i.e., we form
the likelihood
L(ϑ | x, z) =
k∏
i=1
G∏
g=1
[
πgφ(xi | µg,Σg)
]zig
2
and use the associated maximum likelihood estimates to compute the expected values
zˆjg :=
πˆgφ(xj | µˆg, Σˆg)∑G
h=1 πˆhφ(xj | µˆh, Σˆh)
,
for j = k+1, . . . , n. These expected values make up a discriminant rule and predicted group
memberships are arrived at accordingly. Specifically, we use the maximum a posteriori
classifications MAP{zˆjg}, where MAP{zˆjg} = 1 if maxg{zˆjg} occurs at component g, and
MAP{zˆjg} = 0 otherwise, for j = k + 1, . . . , n. Note that it might be preferable to ignore
known labels in some cases and treat the problem as a clustering problem rather than using
model-based classification or discriminant analysis; whether one should do this depends inter
alia on the value of k (cf. Vrbik and McNicholas, 2013).
Over the past few years, there has been a marked increase in work on non-Gaussian mix-
tures for clustering and classification. Initially, this work focused on mixtures of multivariate
t-distributions (Peel and McLachlan, 2000; Andrews et al., 2011; Andrews and McNicholas,
2011a,b, 2012; Steane et al., 2012), which represent the most trivial departure from normal-
ity. More recently, work on the skew-normal distribution (Lin, 2009) and the skew-t distribu-
tion (Lin, 2010; Lee and McLachlan, 2013; Vrbik and McNicholas, 2012, 2014; Murray et al.,
2014a,b) has been predominant, as well as work on other approaches (e.g, Karlis and Meligkotsidou,
2007; Browne et al., 2012). Browne and McNicholas (2013) add to the richness of this pallet
by introducing a mixture of generalized hyperbolic distributions; many other approaches
that have been tried are special cases of this ‘superclass’.
In Section 2, our methodology is developed drawing on connections with the generalized
inverse Gaussian distribution. Parameter estimation is described (Section 3) and the paper
concludes with a summary and suggestions for future work (Section 4).
2 Methodology
2.1 Generalized Inverse Gaussian Distribution
The generalized inverse Gaussian (GIG) distribution was introduced by Good (1953) and fur-
ther developed by Barndorff-Nielsen and Halgreen (1977), Blæsild (1978), Halgreen (1979),
and Jørgensen (1982). Write Y ∽ GIG(ψ, χ, λ) to indicate that a random variable Y follows
a generalized inverse Gaussian (GIG) distribution with parameters (ψ, χ, λ) and density
p(y | ψ, χ, λ) = (ψ/χ)
λ/2 yλ−1
2Kλ
(√
ψχ
) exp{−ψy + χ/y
2
}
, (3)
for y > 0, where ψ, χ ∈ R+, λ ∈ R, and Kλ is the modified Bessel function of the third kind
with index λ.
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2.2 Generalized Hyperbolic Distribution
McNeil et al. (2005) give the density of a random variable X following the generalized hy-
perbolic distribution,
f(x | ϑ) =
[
χ+ δ (x,µ | Σ)
ψ +α′Σ−1α
]λ−p/2
2
×
[ψ/χ]λ/2Kλ−p/2
(√
[ψ +α′Σ−1α][χ+ δ(x,µ | Σ)]
)
(2π)p/2 |Σ|1/2Kλ
(√
χψ
)
exp
{
(µ− x)′Σ−1α} ,
(4)
where δ (x,µ | Σ) = (x− µ)′Σ−1 (x− µ) is the squared Mahalanobis distance between x
and µ, and ϑ = (λ, χ, ψ,µ,∆,α) is the vector of parameters. Herein, we use the nota-
tion X ∽ Gp (λ, χ, ψ,µ,Σ, α) to indicate that a p-dimensional random variable X has the
generalized hyperbolic density in Equation 4. Note that we use Σ to denote the covariance
because, in this parameterization, we need to hold |Σ| = 1 to ensure idenitifiability.
A generalized hyperbolic random variable X can be generated by combining a random
variable Y ∽ GIG(ψ, χ, λ) and a latent multivariate Gaussian random variableU ∽ N (0,Σ)
using the relationship
X = µ+ Yα+
√
YU, (5)
and it follows that X | (Y = y) ∽ N (µ + yα, yΣ). From Bayes’ theorem, we can obtain
Y | (X = x) ∽ GIG(ψ + α′Σ−1α, χ + δ (x,µ | Σ) , λ − p/2), cf. Browne and McNicholas
(2013).
2.3 Variance-Gamma Distribution
The variance-gamma distribution arises as a special, limiting case of the generalized hyper-
bolic distribution (Equation 4) by setting λ > 0 and χ→ 0. Note that the variance-gamma
distribution is also known as the generalized or Bessel function distribution. To obtain this
representation of the variance-gamma distribution, we need to note that for small, positive
b we have
Ka(b) ≈
{
− log ( b
2
)− ε if a = 0,
Γ(a)
2
(
2
b
)a
if a > 0,
where Ka(b) is the modified Bessel function of the third kind with index a and ε is the
Euler-Mascheroni constant. Noting that λ > 0, we have
(
ψ
χ
)λ/2
1
Kλ(
√
χψ)
≈ 2
1−λ
Γ(λ)
ψλ (6)
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for small, positive χ. Using the result in Equation 6, we obtain the following variance-gamma
density from the special, limiting case of Equation 4:
v(x | λ, ψ,µ,Σ,α) =
[
δ (x,µ | Σ)
ψ +α′Σ−1α
]λ−p/2
2 21−λψλKλ−p/2
(√
(ψ +α′Σ−1α)δ(x,µ | Σ)
)
Γ(λ) (2π)p/2 |Σ|1/2 exp {(µ− x)′Σ−1α} ,
(7)
for λ > 0 and with the same notation as before. We use the notation X ∽ Vp (λ, ψ,µ,Σ,α)
to indicate that a p-dimensional random variable X has the variance-gamma density in
Equation 7.
By analogy with the generalized hyperbolic case, a random variableX ∽ Vp (λ, ψ,µ,Σ,α)
can be generated by combining a random variable Y ∽ gamma(λ, ψ/2) and a latent multi-
variate Gaussian random variable U ∽ N (0,Σ) using the relationship
X = µ+ Yα+
√
YU. (8)
Note that Y ∽ gamma(λ, ψ/2) denotes a gamma random variable Y with the shape-rate
parameterization, i.e., with density
g(y | λ, ψ/2) = (ψ/2)
λ
Γ(λ)
yλ−1 exp {−(ψ/2)y} , (9)
for y > 0, λ > 0, and ψ > 0. From Equation 8, we have X | (Y = y) ∽ N (µ + yα, y∆).
Therefore, noting that
δ(x,µ+ yα | yΣ) = α′Σ−1αy − (x− µ)′Σ−1α−α′Σ−1(x− µ) + δ(x,µ | Σ)/y,
Bayes’ theorem gives
f(y | x) = φ(x | y)g(y)
v(x)
=
[
ψ +α′Σ−1α
δ (x,µ | Σ)
]λ−p/2
2 yλ−p/2−1 exp
{− [y (ψ +α′Σ−1α)+ y−1δ (x,µ | Σ)] /2}
2Kλ−p/2
(√(
ψ +α′Σ−1α
)
δ (x,µ | Σ)
) ,
and so Y | (X = x) ∽ GIG(ψ +α′Σ−1α, δ (x,µ | Σ) , λ− p/2).
There are several limiting and special cases of the variance-gamma distribution. Most
relevant to clustering applications is the special case called the asymmetric Laplace distri-
bution (cf. Kotz et al., 2001), which arises upon setting λ = 1 and ψ = 2. With a minor
modification, the asymmetric Laplace distribution was recently used for mixture model-based
clustering and classification by Franczak et al. (2014).
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Unfortunately, an identifiability issue will arise if we proceed with Equation 7 as is. To
see why this is so, consider that Equation 7 can be written
v(x | λ, ψ,µ,Σ,α)
=
[(
1
ψ2
)
ψδ (x,µ | Σ)
1 + 1
ψ
α′Σ−1α
]λ−p/2
2 21−λψλKλ−p/2
(√
(1 + 1
ψ
α′Σ−1α)ψδ(x,µ | Σ)
)
Γ(λ) (2π)p/2 |Σ|1/2 exp {(µ− x)′Σ−1α} ,
= ψ−λ+
p
2
[
ψδ (x,µ | Σ)
1 + 1
ψ
α′Σ−1α
]λ−p/2
2 21−λψλ−
p
2Kλ−p/2
(√
(1 + 1
ψ
α′Σ−1α)ψδ(x,µ | Σ)
)
Γ(λ) (2π)p/2 ψ−
p
2 |Σ|1/2 exp{(µ− x)′Σ−1α} ,
=
[
δ (x,µ | Σ∗)
1 +α′
∗
Σ−1
∗
α∗
]λ−p/2
2 21−λKλ−p/2
(√
(1 +α′
∗
Σ−1
∗
α∗)δ(x,µ | Σ∗)
)
Γ(λ) (2π)p/2 |Σ∗|1/2 exp
{
(µ− x)′Σ−1
∗
α∗
} ,
where
α∗ =
1
ψ
α and Σ−1
∗
= ψΣ−1.
To overcome this problem, set E[Y ] = 1 in Equation 8, i.e., impose the restriction λ = ψ/2.
For notational clarity, we define γ := λ = ψ/2. Then, our variance-gamma density can be
written
v∗(x | γ,µ,Σ,α) =
[
δ (x,µ | Σ)
2γ +α′Σ−1α
]γ−p/2
2 2γγKγ−p/2
(√
(2γ +α′Σ−1α)δ(x,µ | Σ)
)
Γ(γ) (2π)p/2 |Σ|1/2 exp {(µ− x)′Σ−1α} , (10)
and Y | (X = x) ∽ GIG(2γ+α′Σ−1α, δ (x,µ | Σ) , γ−p/2). Our mixture of variance-gamma
distributions has density
vmix(x | ϑ) =
G∑
g=1
πgv∗(x | γg,µg,Σg,αg),
with the same notation as before, with subscript g indexing over components.
3 Parameter Estimation
An expectation-maximization (EM) algorithm (Dempster et al., 1977) is used for parameter
estimation. The EM algorithm iteratively facilitates maximum likelihood estimation when
data are incomplete, i.e., when there are missing and/or latent data, or are treated as being
incomplete. For our mixture of variance-gamma distributions, the missing data consist of
the unknown component membership labels and the latent variables Yig. We denote group
membership labels by zig, where zig = 1 if observation i is in component g and zig = 0
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otherwise. The latent variables Yig are assumed to follow gamma distributions (Equation 9).
For illustration, we assume a clustering paradigm in what follows; accordingly, none of the
component membership labels are known. The complete-data log-likelihood for our mixture
of variance-gamma distributions is given by
lc(ϑ | x,y, z) =
n∑
i=1
G∑
g=1
zig
[
log πg +
p∑
j=1
log φ
(
xi | µg + yigαg, yigΣg
)
+ log g(yig | γg, γg)
]
= C − 1
2
n∑
i=1
G∑
g=1
zig log
∣∣Σ−1g ∣∣+ n∑
i=1
G∑
g=1
zig log g(yig | γg, γg)
− 1
2
tr
{
G∑
g=1
Σ−1g
n∑
i=1
zig
[
1
yi
(xi − µg)(xi − µg)′ − (xi − µg)α′g −αg(xi − µg)′ + yiαα′
]}
.
where C does not depend on the model parameters ϑ =
{
πg, γg, χg,µg,Σg,αg : g = 1, . . . , G
}
.
In the E-step, the expected value of the complete-data log-likelihood is computed. In our
case, or any other case where the model is from the exponential family, this is equivalent to
replacing the sufficient statistics of the missing data by their expected values in the complete-
data log-likelihood lc(ϑ | x,w, z). In our case, the missing data are the latent variables Yig
and the group membership labels Zig. These two sources of missing data are independent;
therefore, we only need the marginal conditional distribution for the latent variable and
group memberships given the observed data. We will need following expectations:
E [Zig | xi] = πgf(xi | θg)∑G
h=1 πhf(xi | θh)
=: zˆig,
E [Yig | xi, zig = 1] =
√
δ (x,µ | Σ)
2γ +α′Σ−1α
Kγ−p/2+1
(√
(2γ +α′Σ−1α)δ (x,µ | Σ)
)
Kγ−p/2
(√
(2γ + α′Σ−1α)δ (x,µ | Σ)
) =: aig,
E [1/Yig | xi, zig = 1] =
√
2γ +α′Σ−1α
δ (x,µ | Σ)
Kγ−p/2+1
(√
(2γ +α′Σ−1α)δ (x,µ | Σ)
)
Kγ−p/2
(√
(2γ +α′Σ−1α)δ (x,µ | Σ)
)
− 2(γ − p/2)
δ (x,µ | Σ) =: big,
E[log(Yig) | xi, zig = 1] = log
√
δ (x,µ | Σ)
2γ +α′Σ−1α
+
[
1
Kγ−p/2
(√
(2γ +α′Σ−1α)δ (x,µ | Σ)
)
× ∂
∂λ
Kγ−p/2
(√
(2γ +α′Σ−1α)δ (x,µ | Σ)
)]
=: cig.
Note that the relatively tractable forms of E [Yig | xi, zig = 1], E [1/Yig | xi, zig = 1], and
E[log(Yig) | xi, zig = 1] arise because Yig | x is GIG (cf. Section 2.3).
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In the M-step, we maximize the expected value of the complete-data log-likelihood to
obtain updates for our parameters. The updates for πg, µg, and βg are
πˆg =
ng
n
, µˆg =
∑n
i=1 xizˆig(agbig − 1)∑n
i=1 zˆig(agbig − 1)
, and βˆg =
∑n
i=1 xizˆig(big − bg)∑n
i=1 zˆig(agbig − 1)
,
respectively, where ng =
∑n
i=1 zˆig, ag = (1/ng)
∑n
i=1 zˆigai, and bg = (1/ng)
∑n
i=1 zˆigbi. The
update for Σg is given by
Σˆg =
1
ng
n∑
i=1
zˆigbig(xi − µˆg)(xi − µˆg)′ − αˆg
(
xg − µˆg
)
′ − (xg − µˆg) (αˆg)′ + agαˆg(αˆg)′, (11)
where xg = (1/ng)
∑n
i=1 zˆigxi. The update for γg arises as the solution to the equation
n∑
i=1
zˆigϕ(γg)−
n∑
i=1
zˆig log γg =
n∑
i=1
zˆigcig −
n∑
i=1
zˆigaig + ng,
where ϕ(·) is the digamma function.
We determine convergence of our EM algorithms via the Aitken acceleration (Aitken,
1926). Specifically, the Aitken acceleration is used to estimate the asymptotic maximum of
the log-likelihood at each iteration and we consider the algorithm converged if this estimate
is sufficiently close to the current log-likelihood. The Aitken acceleration at iteration k is
a(k) =
l(k+1) − l(k)
l(k) − l(k−1) ,
where l(k) is the log-likelihood at iteration k. An asymptotic estimate of the log-likelihood
at iteration k + 1 is
l(k+1)
∞
= l(k) +
1
1− a(k) (l
(k+1) − l(k)),
and the algorithm can be considered to have converged when l
(k)
∞ − l(k) < ǫ (Bo¨hning et al.,
1994; Lindsay, 1995).
We use the Bayesian information criterion (BIC; Schwarz, 1978) to determine the number
of components G when unknown. The BIC can be written
BIC = 2l(x, θˆ)− ρ log n,
where l(x, θˆ) is the maximized log-likelihood, θˆ is the maximum likelihood estimate of θ, ρ
is the number of free parameters in the model, and n is the number of observations. The
BIC has long been used for mixture model selection and its use was motivated through Bayes
factors (Kass and Raftery, 1995; Kass and Wasserman, 1995; Dasgupta and Raftery, 1998).
While many alternatives have been suggested (e.g., Biernacki et al., 2000) none have proved
superior.
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4 Discussion
We have introduced a mixture of variance-gamma distributions, where component density
arises as a restricted (λ = γ, ψ = 2γ), special, limiting case of the generalized hyperbolic
distribution. Updates are derived for parameter estimation within the EM algorithm frame-
work, which is made feasible by exploitation of the relationship with the GIG distribution.
Figure 4 is an attempt to place our approach within the mosaic of recent work on mix-
ture modelling approaches with component densities that follow the generalized hyperbolic
distribution or a variant thereof (e.g., Browne and McNicholas, 2013; Franczak et al., 2014;
Murray et al., 2014a). Clearly, our variance-gamma mixtures, with components denoted
“Variance-Gamma∗” in Figure 4, have a role to play and it will be interesting to investigate
their performance in applications. Implementing an EM algorithm to facilitate such applica-
tions is a subject of ongoing work. These applications will include model-based classification
and discriminant analysis in addition to model-based clustering. The fractionally-supervised
paradigm (Vrbik and McNicholas, 2013) will also be investigated. Finally, alternatives to the
EM for parameter estimation will be investigated, including a variational Bayes approach
along the lines of work by Subedi and McNicholas (2014).
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