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Abstract
This paper ﬁnishes the classiﬁcation of the ﬁnite primitive afﬁne distance-transitive graphs by
dealing with the only case left open, namely where the generalized Fitting subgroup of the stabilizer
of a vertex is modulo scalars a simple group of classical Lie type deﬁned over the characteristic
dividing the number of vertices of the graph. All graphs that are found to occur are known.
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1. Introduction
In this paper we ﬁnish the classiﬁcation of ﬁnite afﬁne distance-transitive graphs.
Here, a graph is understood to be ﬁnite and without loops and multiple edges. A group G
is said to act distance-transitively on a graph if the graph is connected, the groupG acts as
a group of automorphisms on  and for each natural number i there is at most one G-orbit
on the set of ordered pairs of vertices of  at mutual distance i. (We do allow i to be 0,
which impliesG to be transitive on the vertex set of.) Such action is called primitive if the
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permutation action of G on the vertex set of  is primitive. A distance-transitive action of a
groupG on a graph is called afﬁne ifG contains an elementary abelian normal p-subgroup
M acting regularly on the vertex set of .
Suppose  is a graph admitting an afﬁne distance-transitive group G with regular ele-
mentary abelian normal p-subgroup M. Then, after identifying the vertices of  with the
elements of M, the graph  is a graph structure on M. If 0 denotes the identity element of
the (additive) group M, and G0 the stabilizer in G of the vertex 0, then G = MG0. Let
O denote the G0-orbit of vertices of  adjacent to 0; then  is completely determined by
this orbit. Indeed, two vertices u, v ∈ M are adjacent if and only if u − v ∈ O. Let r to
be the maximal power of p such that the groupM carries the structure of a vector space Fnr
withG0 being contained in L(Fnr ), the group of all invertible semi-linear transformations
of Fnr . Then the study of afﬁne distance-transitive graphs may be reduced to the study of
the action of subgroups of L(Fnr ) on Fnr . The condition of G acting primitively on , for
example, is equivalent with the irreducibility of the action of G0 on M.
In [17] Liebeck ﬁnished the classiﬁcation of all subgroups of L(Fnr ) having 2 nontrivial
orbits on Fnr . As a result all graphs of diameter 2 admitting an afﬁne distance-transitive
action are classiﬁed.
The purpose of this paper is to ﬁnish the classiﬁcation of all graphs of diameter at least
3 allowing for a primitive afﬁne distance-transitive group of automorphisms.
1.1. Theorem. Let  be a graph structure of valency and diameter 3 onMFnr , where
r is a power of the prime p, and let G0 be a subgroup of L(M) such that G = MG0
acts primitively and distance-transitively on M. Then up to isomorphism we have one of the
following ten cases.
(a)  is a Hamming graph H(n, r); G is a subgroup of Fnr(F∗r · Symn) · Aut(Fr ).
(b) n is even and  is a halved or folded (n+ 1)-cube or the folded halved (n+ 2)-cube; G
is a subgroup of Fn2Symn+1 in the ﬁrst two cases and of Fn2Symn+2 in the last case.
(c)  is a bilinear forms graph BF(k, l, r) where k · l = n; the group G is a subgroup
of Fnr(GL(Fkr ) ◦ GL(Flr )) · Aut(Fr ) · . (Here  = 2 if k = l and 1 otherwise and ◦
denotes a central product of the two groups.)
(d)  is an alternating forms graph AF(m, r) with m(m − 1)/2 = n; G is a subgroup of
FnrF
∗
r · PL(Fmr ).
(e)  is anHermitian formsgraphHF(m, r)withm2=n;Gisa subgroupofFnrL(m, r2)/
K where K = 〈xIm | xr+1 = 1〉.
(f)  is an afﬁne E6 graph; G is a subgroup of F27r F∗r · E6(r) · Aut(Fr ).
(g)  is the coset graph of the extended ternaryGolay code;G is a subgroup of 36F∗3 ·M12.
(h)  is the coset graph of the truncated Golay code or the distance 2 graph of this coset
graph; G is a subgroup of 210M22.
(i)  is the coset graph of the binary Golay code or the distance 2 graph of this coset
graph; G is a subgroup of 211M23.
(For the deﬁnition of these graphs, and notation not explained here, the reader is referred
to §2 and [24,2].)
This theorem is obtained by a joint effort of many authors. The ﬁrst major step to-
wards a proof of Theorem 1.1 was obtained by the ﬁrst author of this paper. In [22,23],
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van Bon showed that under the hypothesis of Theorem 1.1 one has one of the
following.
(a)  is isomorphic to a bilinear forms graph or a Hamming graph;
(b) MFr and G0L(Fr );
(c) MFnr and G0L(M) for some n > 1. Moreover, H0 = F ∗(G0), the generalized
Fitting subgroup ofG0, is modulo scalars a non-abelian simple group; the action ofH0
on M is absolutely irreducible and cannot be realized over a proper subﬁeld of Fr .
It has been shown by Cohen and Ivanov [9], that Case (b) does not lead to any other
graphs than those listed under Case (a). So, one can focus on Case (c). Here one can reduce
the problem to the study of simple groups and their projective representations. For, in Case
(c), the groupG0 is—up to a ﬁnite number of possibilities—determined by representations
of the generalized Fitting subgroupH0, which modulo its center must be a nonabelian ﬁnite
simple group.
Several subcases have already been handled. The subcase whereH0/Z(H0) is a sporadic
group is covered in [25]; one ﬁnds the examples (g)–(i) of Theorem 1.1 related to the Golay
codes and Mathieu groups. Alternating groups are considered by Liebeck and Praeger [18]
leading to Hamming graphs and the related halved and folded (n + 1)-cubes as well as
folded halved (n + 2)-cubes. In [10] groups of Lie type in characteristic different from p
have been handled. A graph appearing in this subcase is the coset graph of the extended
ternary Golay code on which the subgroup 36F∗3 · PL(2, 11) of 36F∗3 ·M12 also acts
distance-transitively. Exceptional groups of Lie type in characteristic p are handled by
the ﬁrst two authors of this paper, see [24]. Here we ﬁnd the afﬁne E6 graphs. This leaves
open the case where H0/Z(H0) is a classical group in characteristic p, the topic of the
present paper.
We notice that Theorem 1.1 does not give a complete classiﬁcation of all the groups G
having an afﬁne distance-transitive action on a graph . For more detailed information on
the structure of G, the reader is referred to the papers mentioned above. For an overview of
the classiﬁcation of all graphs admitting an afﬁne distance and primitive action, we refer to
the survey article [7].
In this paper we will work with the following hypothesis, where p is a prime number and
r = pb for some b ∈ N.
(ADT):  is a connected graph structure onMFnr , with n > 1, and G0 is a subgroup of
L(M) such that G = MG0 acts primitively and distance-transitively on . Moreover,
H0 = F ∗(G0), the generalized Fitting subgroup of G0, is modulo scalars a simple group,
M is an absolutely irreducible H0-module, which is not deﬁned over a proper subﬁeld of
Fr , and the diameter d of  is at least 3.
The classiﬁcation of primitive afﬁne distance-transitive graphs is completed by the fol-
lowing result.
1.2. Theorem. Let be a graph with an afﬁne distance-transitive group of automorphisms
G = MG0 as in hypothesis (ADT).Suppose further thatH0/Z(H0),whereH0 = F ∗(G0),
is a classical simple group of characteristic p. Then the pair , H0 is one of the following,
where l = −1 if l is even and l = 1 otherwise.
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•  is the alternating forms graph AF(m, r) and H0/Z(H0)=PSL(m, q) with n=m(m−
1)/2.
•  is the Hermitian forms graphHF(m, r) andH0/Z(H0) = PSL(l, r2) with n = m(m+
1)/2.
•  is the folded 9-cube and H0 = PSL(2, 8).
•  is the halved 9-cube, it is isomorphic to the distance 2 graph of the folded 9-cube and
H0 = PSL(2, 8).
The full automorphism groups of the last two graphs do not belong to the groups under
study, but the group listed, 28L(2, 8), also acts distance-transitively on them (with kernel
a group of order 7).
The pair consisting of the Hamming cube H(3, 3) on 27 points and the group G0 of
automorphisms,which contains(3, 3) as a normal subgroup, also satisﬁesmany properties
of (ADT), but the group (3, 3) is solvable, so H0/Z(H0) is not a classical simple group.
The techniques of the paper shed some light on speciﬁc properties of classical groups
acting on small modules in the natural characteristic. For instance, we often need to know
which orbits are smallest (quite frequently this is the orbit of the highest weight vector) and
the least number k such that each vector can be written as a linear combination of k vectors
from the highest weight orbit. Interesting as these problems may seem, we have made no
systemic study of these.
The organization of the paper is as follows. The section following this introduction
contains some basic deﬁnitions as well as a short description of the graphs occurring in the
conclusion of the Theorems 1.1 and 1.2 and closes with some preliminary results. The rest
of the paper is devoted to the proof of Theorem 1.2. Then, in §3, we list the FqG0-modules
M that have to be investigated more closely. For these modules, a case-by-case investigation
is carried out. This takes up the rest of the paper. More precisely, the natural modules are
treated in §4, and the other modules for the groups of type Al−1, Bl , Cl , Dl , 2Al−1, 2Dl
appear in §5, §6, §7, §8, §9, §10, respectively. The cases found to occur in the § 5.5, § 5.1,
and § 5.2 (twice) correspond to the conclusions of Theorem 1.2.
2. Preliminaries and examples
In this section we give a brief description of the graphs appearing in the conclusion of
Theorem 1.1, introduce some notation and present some preliminary results.
Let  be a graph. If x is a vertex of , then i (x) denotes the set of all vertices of  at
distance i from x. Moreover,  i (x) denotes the set of vertices at distance at most i from
x. The graph  is said to be regular if there is an integer k such that for all vertices x of 
we have |1(x)| = k.
A connected graph  is called distance-regular if it is regular and there exist integers bi
and ci such that for any two vertices x and y at distance i in  there are exactly bi neighbors
of y in i+1(x) and ci neighbors of y in i−1(x). If  is a distance-regular graph then the
sequence (b0, . . . , bd−1; c1, . . . , cd), where d is the diameter of, is called the intersection
array of . The numbers ci, bi and ai where ai = k − bi − ci are called the intersection
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numbers of . In a distance-regular graph the number of vertices in i (x) does not depend
on the choice of the vertex x and is denoted by ki .
Notice that a graph  admitting a distance-transitive action is distance-regular. We give
brief descriptions of the graphs appearing in Theorems 1.1 and 1.2. For details and proofs
the reader is referred to [2].
2.1. Hamming graphs, folded and halved cubes. Let X be a set of size r > 1. Then the
Hamming graph H(n, r) is the graph with as vertices the n-tuples from X, and two vertices
adjacent if and only if they differ in at most one position.
The graph H(n, r) has diameter n and is distance-regular. Its automorphism group, the
wreath product Symr wr Symn acts distance-transitively.
If r is a prime power, then we can identify X with the ﬁeld Fr and we ﬁnd the group
FnrF
∗
r · Symn · Aut(Fr ) acting distance-transitively on H(n, r). This is an afﬁne action as
the normal subgroup Fnr acts regularly.
The Hamming graph H(n, 2) is also called the n-cube. For each vertex v of the n-cube,
there is a unique vc at distance n from v. The folded n-cube is the graph with as vertex
set the pairs {v, vc} of vertices of H(n, 2), two pairs {v, vc} and {w,wc} being adjacent if
and only if v is adjacent to w or wc. The folded n-cube is a graph of diameter n2 . For
n > 4, its automorphism group is isomorphic to Fn−12 Symn. This group induces an afﬁne
distance-transitive action.
The halved n-cube is the graph obtained from H(n, 2) by taking all vertices of even
weight, two vertices being adjacent if and only if they are at distance 2 in H(n, 2). It is a
distance-regular graph of diameter n2 . Its automorphism group Fn−12 Symn induces an
afﬁne distance-transitive action on the graph.
We notice that the subgroup F82PL(2, 8) of F82Sym9 is also distance-transitive on
both the halved and folded 9-cube.
Suppose n is even. Then the vertices v and vc of the n-cube have the same weight.
This implies that one can also fold the halved n-cube and obtain the folded halved n-cube.
For n8 the folded halved n-cube is a distance-transitive graph of diameter n4  with
automorphism group isomorphic to Fn−22 Symn.
2.2. Sesquilinear forms graphs. LetMk,l(Fr ) be the set of all k× l matrices with entries
in the ﬁeld Fr . Then the bilinear forms graph BF(k, l, r) is the graph with Mk,l(Fr ) as
vertex set, two verticesM,M ′ ∈ Mk,l(Fr ) being adjacent if and only if the rank ofM−M ′
equals 1.
The full automorphism group of BF(k, l, r) is the group
Fklr (GL(Fkr ) ◦ GL(Flr )) · Aut(Fr ) · .
(Here  = 2 if k = l and 1 otherwise and ◦ denotes a central product of the two
groups.) This group acts distance-transitively and contains the regular normal subgroup
Fklr .
LetAk(Fr ) be the subset ofMk,k(Fr ) of alternatingmatrices, i.e., matricesM ∈ Mk,k(Fr )
withM = −M and zero diagonal. The graph AF(k, r) is the graph with vertex setAk(Fr )
and two vertices M and M ′ adjacent if and only if the rank of M − M ′ equals 2. Then
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AF(k, r) is a graph of diameter  k2. For k > 4 it admits an afﬁne distance-transitive action
of its automorphism group Fk(k−1)/2r F∗r · PL(Fkr ).
The generalized Fitting subgroup H0 of the group G0 = F∗r · PL(Fkr ) equals the group
SL(k, r)/〈lIk〉, where l = −1 if l is even and l = 1 otherwise. SoH0/Z(H0) is a classical
group of Lie type Ak−1(r). The H0-moduleM = Fk(k−1)/2r of alternating matrices can be
identiﬁed with the highest weight moduleM(2) (orM(k−2)) as described in § 3, Table 1.
In terms of this module the alternating forms graph can be described as follows. It vertices
are the vectors fromM(2), two vectors being adjacent if and only if their difference is in
the H0-orbit of a highest weight vector inM(2).
Finally suppose that r2 = q and  is the ﬁeld automorphism of Fq of order 2. The set
Hm(r) consists of all Hermitian m × m-matrices over Fq , i.e, the matrices M satisfying
M = M. The Hermitian forms graph HF(m, r) is the subgraph of the bilinear forms
graphBF(m,m, q) induced on the set ofHermitianmatricesHm(r). The graphHF(m, r) has
diameterm and its automorphism group Fm2r L(m, q)/K , whereK = 〈xIm | xr+1 = 1〉,
acts distance-transitively with regular normal subgroup Fm2r .
An alternative description of the Hermitian forms graph is given by the following. Up to
a center, the generalized Fitting subgroup F ∗(G0) whereG0 = L(m, r2)/K is a group of
type Am−1(q). LetM be the highest weight moduleM(1)⊗M(1)(1) over Fr as deﬁned
in § 3. The graph has as vertex set the vectors of M. Two vectors of M are adjacent if and
only if their difference is in the H0-orbit of a highest weight vector in M.
2.3. The afﬁne E6 graphs. Consider a ﬁnite ﬁeld Fr and let H0 be a group of type E6(r)
andM the 27-dimensional highest weight moduleM(1) forH0. Denote byO theH0-orbit
of a highest weight vector ofM. The afﬁne E6 graph over Fr is deﬁned to be the graph with
vertex set M in which two vertices are adjacent if and only if their difference is in O. This
afﬁne E6 graph has diameter 3. The full automorphism group of this graph is isomorphic to
MF∗r · E6(r) ·Aut(Fr ). This group acts distance-transitively on the graph. Clearly,M is a
regular normal subgroup of the automorphism group.
2.4. Graphs from Golay codes. Suppose C is a linear code inside a vector space V over
the ﬁeld Fr . The coset graph (C) of C is the graph with as vertex set M = V/C, and
two vertices v + C and w + C adjacent if and only if there are elements v0 ∈ v + C and
w0 ∈ w + C differing in just one coordinate. Clearly the group M acts as a regular group
of automorphisms on (C).
Now supposeC is one of the following linear codes: the ternary Golay code, the truncated
binary Golay code, the binary Golay code or the extended binary Golay code. In each
of these cases, the graph (C) is distance-regular and admits an afﬁne distance-transitive
group. Indeed, if(C) is the coset graph of the extended ternary Golay code, then the group
36M12 acts distance-transitively. If C is the truncated Golay code, the binary Golay code
or the extended binary Golay code, then the automorphism group of (C) is the distance-
transitive group 29+iM21+i , with i = 1, 2 and 3, respectively. The groups 210M22 and
211M23 also act distance-transitively on the distance 2 graphs of the coset graphs of the
truncated binary Golay code and binary Golay code, respectively. The action of 212M24
on the coset graph of the extended binary Golay code is imprimitive.
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Next, we recall some useful results on afﬁne distance-transitive graphs from [22,24] and
some general results from [2].We ﬁx the following notation for the remainder of this paper.
By we denote a distance-regular graph of diameter dwith intersection numbers ai , bi and
ci . Moreover ki = |i (x)| for every vertex x.
2.5. Lemma. Suppose  is a graph structure induced on a vector space M over a ﬁeld
of characteristic p. If G is a primitive afﬁne distance-transitive group on  with vertex
stabilizer G0 of 0 ∈ M , then the following hold:
(i) |M|5|G0|.
(ii) The set 1(0) of vectors adjacent to 0 is closed under multiplication by F∗p.
(iii) G0 has at most dimFp (M) orbits in M.
(iv) If ad = 0 and bd−1 = 1, then the stabilizer Gx of a vertex x has a factorization
Gx = Gx,yGx,z for some y ∈ 1(x) and z ∈ d(x).
(iv) There are i ∈ N and  ∈ {0, 1, 2} with i +  > (d − 1)/2 such that the suborbit sizes
kj (j = 1, . . . , d) satisfy the inequalities
k1 < k2 < · · · < ki = · · · = ki+ > ki++1 = · · · > kd.
(v) If 0 ij and i + jd then kikj .
(vi) There exists 0 i1 i2d and such that aj = 0 if and only if i1j i2. Moreover,
i1 + i2d.
Proof. A proof of (i), (iv) and (v) can be found in [24, Lemmas 2.1 and 3.1] (ii) and (iii)
are straightforward, and (vi) and (vii) follow from [2, Propositions 5.1.1 and 5.5.7]. 
Assume now that  is an afﬁne distance-transitive graph with distance-transitive group
G = MG0 and vertex setMFnr . For aG0-orbitO of vectors inM consider the following
two properties.
(O1) If v ∈ O, then v ∈ O for all  ∈ F∗r .
(O2) For each v,w ∈ O withw /∈ 〈v〉 there exists a g ∈ G0,v with [w, g] := wg−w ∈ O.
The next theorem is one of the main results of [24].
2.6. Theorem. Suppose that is an afﬁne distance-transitive graph of diameter d3 with
distance-transitive group G. Let O be a G0-orbit satisfying (O1) and (O2). Then, with
i = d(0, v), one of the following holds for any v ∈ O:
(i) i = 1.
(ii) i = 2. Moreover, if a2 > 0 then there exists w ∈ O with v − w ∈ 1(0).
(iii) 3 i4 and there exists w ∈ O with v − w ∈ 2(0). Moreover,
(a) if a1 > 0, then i = d;
(b) if there is no nontrivial G0-orbit consisting of sums of two elements of O of size
smaller than |O|, then d5.
(iv) i = d, ad = 0, bd−1 = 1, and so G0 = G0,vG0,w for some w ∈ 1(0).
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In particular, if O is the smallest of all nontrivial G0-orbits, then either i = 1 or i = d
and either d4 or (iv) holds.
The occurrence of (iv) is dealt with as follows. In this case, the G0-orbit of vectors
adjacent to 0 has size smaller than any orbit different from O which can be represented
as the difference of two vectors in O. Thus, the stabilizer of a vector in 1(0) must be a
subgroup of an explicitly known maximal subgroup F of relatively small index in G0. The
factorization itself is known by a result of paper [19] by Liebeck, Praeger and Saxl.
Most stabilizers ofO that occur in these factorizations correspond to parabolics encoun-
tered as line stabilizers in the natural module of G0, in which case the module is well
understood. In the few cases where a factorization as in (iv) of Theorem 2.6 needs to be
analyzed, the maximal subgroup F often does not ﬁx a vector, so that the stabilizer of a
vector adjacent to 0 is a proper subgroup of F.
To end this section, we present a lemma that often helps to identify the orbitO as the set
1(0) of neighbors of 0.
2.7. Lemma. Suppose that  is an afﬁne distance-transitive graph on M with primitive
distance-transitive group G. Suppose that, for some g ∈ G0 and i ∈ N, we have (g−1)i =
0. ThenM(g − 1)i contains a nonzero vector at distance at most i + 1 to 0.
Proof. The map v → v(g−1)i is linear. SinceG0 is irreducible onM, it follows that there
exists a vectorv ∈ 1(0) such thatv(g−1)i is nonzero.On the other hand,v(g−1)i is a linear
combination of the members vgj of 1(0) for j = 0, . . . , i with coefﬁcients belonging to
the ground ﬁeld Fp. Therefore, by Lemma 2.5(ii), the nonzero vector v(g − 1)i belongs to
 i+1(0). 
This lemmawill most frequently be applied with s = 1, g a unipotent element ofG (often
a long root group element), and i + 1 the length of the longest Jordan block of g. Then, for
p large enough,M(g− 1)i tends to be a one-dimensional linear subspace ofM spanned by
a parabolic vector. Usually it is not hard to establish that the parabolic G0-orbit O is the
shortest orbit, and that i < d, so that the lemma gives O = 1(0).
3. The modules
In this section we determine the modules to be investigated according to the bound of
Lemma 2.5. We ﬁx notation following the conventions of [1]. Let q = pa be a power of
the prime p and let K be a connected split universal group of simple Lie type deﬁned over
Fq . Fix a maximal torus of K and, with respect to this torus, choose a set of fundamental
roots, denoted by 1, . . . , ', and fundamentalweights, denoted by1, . . . ,'. ByM()(i)
we denote the irreducible K-module obtained by composing the automorphism x → xpi
with the irreducible highest weight representation of K corresponding to the dominant
weight .
The following two propositions list the possible cases for the untwisted groups and the
twisted groups separately.
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Table 1
Highest weight modules of low dimension over the same ﬁeld
H0/Z(H0)  dim(M) Restrictions §
Al−1(q) 1,l−1 l l2 4.1
2,l−2 12 l(l − 1) l4 5.5
3,l−3 16 l(l − 1)(l − 2) 6 l8 5.6
21, 2l−1 12 l(l + 1) l2, p > 2 5.7
1 +l−1 l2 − 1 l3, p  | l 5.8
l2 − 2 l3, p | l
(1+ pi)1, (1+ pi)l−1 l2 l2, i < b 5.9
1 + pil−1, pi1 +l−1 l2 l3, i < b 5.10
1 +2 16 l = 4, p = 3 5.11
31 4 l = 2, p5 5.12
31, 32 10 l = 3, p5 5.13
Bl (q) 1 2l + 1 l3, p > 2 4.3
2 l(2l + 1) l3, p > 2 6.1
l 2l 3 l6, p > 2 6.2
Cl (q) 1 2l l2 4.1
21 2l2 + l l2, p > 2 7.1
2 l(2l − 1)− 1 l2, p  | l 7.2
l(2l − 1)− 2 l2, p | l
l 2l 3 l6, p = 2 7.3
3 14 l = 3, p > 2 7.4
Dl (q) 1 2l l4 4.3
2 l(2l − 1) l4, p > 2 8.1
l(2l − 1)− 1 l4, 2  | l, p = 2
l(2l − 1)− 2 l4, 2|l, p = 2
l−1,l 2l−1 4 l7 8.2
3.1. Proposition. Suppose that (ADT) holds for G = MG0 and that H0/Z(H0) is an
untwisted classical Chevalley group deﬁned over Fq where q = pa . Then either r = q and
MM()(i) for some i, where  is one of the weights in Table 1, or there exist i and b
with b | a such thatM(M()⊗M()(1) ⊗ · · · ⊗M()((a/b)−1))(i), where r and  are
as in Table 2.
3.2. Proposition. Suppose that (ADT) holds for G = MG0 and that H0/Z(H0) is a
twisted classical Chevalley group over Fq , where q = pa . Then either r = q or r = q2
(that is, b = 2a), andMM()(i), for some i, where r and  are as in Table 3.
The proofs of the two propositions consist mainly of a calculation along the same lines
as in Liebeck’s paper [17] on afﬁne rank 3 permutation groups.
Our strategy of proof for the untwisted groups is ﬁrst to show, using Lemma 2.5, that the
ﬁelds Fr , with the exception of the cases listed in Table 2, are the ﬁelds Fq of deﬁnition
and that the dimensions satisfy the hypotheses in Theorem 2.2 of [17] for groups of type
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Table 2
Highest weight modules of low dimension over a proper subﬁeld
H0/Z(H0) q = ra/b  dim(M) Restrictions §
Al−1(q) r2 1,l−1 l2 l2 5.1
r3 1,2 27 l = 3, r4 5.3
r4 1 16 l = 2, r = 2 5.4
r3 1 8 l = 2 5.2
Cl (q) r2 1 4l2 l2 7.5
r2 2 25 l = 2, p > 2 7.6
Table 3
Highest weight modules of low dimension of twisted Chevalley groups
H0/Z(H0) r  dim(M) Restrictions §
2Al−1(q) q 1 + l−1 l2 − 1 l3, p  | l 9.1
l2 − 2 l3, p|l
q 2 6 l = 4 9.2
q 3 20 l = 6 9.3
q2 1,l−1 l l3 4.5
q2 2,l−2 12 l(l − 1) l5 9.4
q2 21, 2l−1 12 l(l + 1) 3 l4, p > 2 9.5
2Dl (q) q 1 2l l4 4.3
q 2 l(2l − 1) l4, p > 2 10.1
l(2l − 1)− 1 l4, 2  |l, p = 2
l(2l − 1)− 2 l4, 2|l, p = 2
q2 l−1,l 2l−1 4 l6 10.2
An, Theorem 1.1 of [16] for groups of type Bn, Theorem 2.7 of [17] for groups of type Cn,
Theorem 1.1 of [16] for groups of type Dn, respectively. This then yields Table 1. These
results are used, in a calculation analogous to the one in [17], for the twisted groups, of type
2Al and 2Dl , yielding Table 3. Since the computations mostly repeat those of the papers
cited, we ommit the proofs.
We continue to prove Theorem 1.2 by solving the (ADT) problem for the groups G =
MG0 listed in Tables 1–3. That is to say, for each pairH0,M of a groupH0 and an FrH0-
module M as in one of these tables, we investigate whether there is a distance-transitive
graph structure  onM as speciﬁed in (ADT). This is referred to as the (ADT) problem for
the pair H0, M.
One of the main tools in our attack of the (ADT) problem for a givenH0 and moduleM is
Theorem2.6. Inmost cases conditions (O1) and (O2) are satisﬁedby the highestweight orbit.
3.3 Proposition. Let H0 be a classical Chevalley group.
(i) If H0 is one of the Chevalley groups Al (q), Bl (q), Cl (q) or Dl (q) and M is an FqH0-
module appearing in Table 1, then theG0-orbit of a highest weight vector in M satisﬁes
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conditions (O1) and (O2), except (possibly) for modules M with highest weight of the
forma1 oral−1,witha > 1 ifH0 = Al−1(q),andhighestweight21 ifH0 = Cl (q).
(ii) If H0 is a twisted Chevalley group 2Al−1(q) (l3) or 2Dl (q) (l4) and the module
M appears in Table 3, then the G0-orbit of a highest weight vector in M satisﬁes
conditions (O1) and (O2), except (possibly) for the group 2Al−1(q) and the modules
M(21),M(2l−1).
Proof. The result follows from Lemma 4.2 of [24]. 
A second important tool in our approach to the (ADT) problem for H0 andM is Lemma
2.7. As already mentioned before, we will often apply the lemma with i = 1 and g a long
root element in H0 and use information on the action of NH0(〈g〉) on [M, 〈g〉]. In many
cases the following result identiﬁes the module [M,g] for the Levi factor of NH0(〈g〉). We
state the result somewhat more general than needed in our context.
Let H0 be any quasisimple group of Lie type over Fq . We ﬁx a maximal split torus and
a standard Borel subgroup containing it in H0. Denote by 0 the highest root (as always
without explicit mention of the contrary, with respect to the torus and Borel subgroup).
Suppose thati is a fundamental dominant weight with (0,i ) = 1 for some node i of the
Dynkin diagram. Then the irreducible highest weight module M = M(i ) is a quadratic
module, see [21], that is, [[M,U ], U ] = 0 for each long root subgroup U of H0 (that is, a
subgroup generated by the exponentiation of scalar multiples of a long root element in the
Lie algebra of H0).
3.4. Proposition. ForH0,M, U, i, i and 0 as above withH0 untwisted, let L be the Levi
subgroup of the normalizer in H0 of the root subgroup corresponding to the highest root
0.
Then except for the case of type Al−1 with i an end node (i = l or l − 1) and the case
of the natural module for symplectic groups (i = 1), the restriction i ↓ L of i to the
intersection with L of the standard maximal split torus ofH0 is the fundamental weight of L
with respect to the same node i for the Dynkin subdiagram corresponding to L. Moreover,
as an L-module [M,U ] is isomorphic to the irreducible highest weight module for L with
highest weight i ↓ L.
Proof. The type of the parabolic subgroup NH0(U) ofH0 is the subdiagram of the Dynkin
diagram whose nodes represent fundamental roots orthogonal to the highest root 0. This is
the diagram for L. Except for the case of type Al−1 with i an end node (i = 1 or l − 1) and
the case of the natural module for symplectic groups, the node i belongs to the diagram for
L. Now i is the weight that evaluates to 1 on i and to 0 on j for j = i. Since the same
holds for the restriction i ↓ L to the standard maximal torus of L, we ﬁnd that i ↓ L is
the fundamental weight of L with respect to node i. This establishes the ﬁrst assertion.
Since i r0 = i − 0, there is a weight vector, say m, in M with weight i − 0.
Then [m,U ] is the linear span of a highest weight vector v of M, so v ∈ [M,U ], whence
vL ⊆ [M,U ].
We claim that the dimension of [M,U ] equals the dimension of the irreducible highest
weight module for L with fundamental highest weight corresponding to node i. The second
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assertion follows from this claim as vL contains v, such highest weight vector, and is
contained in [M,U ].
As the module M is quadratic, the Jordan blocks of elements of U have size at most 2.
Furthermore, [M,U ] is spanned by weight vectors with weight  such that  − 0 is also
a weight. Since the weights of M are all in the same Weyl group orbit, dim([M,U ]) is the
number of weights  of M such that (, 0ˇ) = 1, where 0ˇ = 2(0,0)0. The claim can
now be proved by a case by case check that the dimension of the irreducible highest weight
module for L with node i equals the number of weights  of M such that (, 0ˇ) = 1. In
fact, since  runs over a Weyl group orbit, we can replace 0 by any other root in the last
expression.
For example: Consider Cl with fundamental weight l = 1 + · · · + l . TheWeyl group
orbit of l is the set {±1 ± · · · ± l}. Now consider the inner products with (21)ˇ; these
give 1 for elements of the form 1 ± · · · ± l , so dim([M,U ]) = 2l−1 = dim(1 ↓ L), as
claimed. 
Remarks. (a) In most cases when solving the (ADT) problem, the burden is showing that
the highest weight orbit O is among the smallest ones and is at distance 4 from 0. From
this we usually can deduce that either O = 1(0) or the diameter of the graph is at most
4+ , for some small .
(b) In the tables there are many inclusions that can be used to our advantage. For instance,
the number of orbits can be bounded from below by ﬁrst studying the linear group and then
restricting to an orthogonal or symplectic group.
4. The natural modules for the classical groups
We proceed with the proof of Theorem 1.2. We assume that G, , H0 and M satisfy
(ADT) and H0/Z(H0) is a simple classical group over the ﬁeld with q = pa elements. In
this section we consider the case where M is the natural module for H0.
4.1. Lemma. Suppose that H0 is a linear or symplectic group. Then M is not the natural
module of H0 nor its dual.
Proof. The group H0 is well known to be transitive on the nonzero vectors ofM, so  is a
clique, contradicting d3. 
As a consequence Theorem 1.2 holds in these cases. Next we consider the orthogonal
groups acting on their natural modules. Let Q be a nondegenerate quadratic form on M.
We will denote by (·, ·) be the bilinear form associated to Q, that is (u,w) = Q(u+w)−
Q(u)−Q(w) for u,w ∈ M .
4.2. Lemma. Suppose that (M,Q) is a nondegenerate orthogonal space over Fq . Let  ∈
Fq and v ∈ M withQ(v) = . If the space v⊥ contains a hyperbolic 2-space, then for each
 ∈ Fq there are v1, v2 ∈ M withQ(v1) = Q(v2) =  andQ(v1 + v2) = .
J. van Bon et al. / Journal of Combinatorial Theory, Series A 110 (2005) 291–335 303
Proof. Let v ∈ M with Q(v) = . If the space v⊥ contains a hyperbolic 2-space, then
we can ﬁnd singular vectors w1, w2 in v⊥ with (w1, w2) = 1. Let v1 = v + w1 and
v2 = −v + w2. NowQ(v1) = Q(v2) =  andQ(v1 + v2) = Q(w1 + w2) = . 
4.3. Lemma. H0 is not an orthogonal group acting on its natural module M.
Proof. Suppose that H0 is an orthogonal group acting on its natural moduleM. By (ADT)
the diameter d of  is at least 3. Since H0 is known to be transitive on nonzero isotropic
vectors, we ﬁnd thatG0 is transitive on the isotropic vectors.As all vectors can be written as
the sum of two isotropic vectors, the isotropic vectors are not at distance 1 from 0. So, up to
a scalar multiple of the form Q we can assume thatQ(v) = 1 for v ∈ 1(0). If dim(M) >
3, then v⊥ contains a hyperbolic 2-space. So, Lemma 4.2 implies that dim(M)3. If
dim(M) = 2, then H0 is solvable, so dim(M) = 3. Since M is not irreducible if q is
even, p is odd. Moreover, we may assume that if v ∈ M is at distance 1 from 0, then v⊥
is elliptic.
Let u ∈ M be a nonsingular vector with Q(u) = 1, and let w be a singular vector with
(u,w) = 1 and put  = Q(u)−1. ThenQ(u−w) = 1, so u is adjacent to w. This means
that each G0 ∩ (M,Q)-orbit of nonisotropic vectors u with Q(u) = 1 is at distance 1
from a singular vector. In particular, the singular vectors are at distance 2 or 3 from 0 and
 has diameter at most 4.
If the singular vectors are at distance 2 from 0, then  has diameter 3, the vectors v with
v⊥ elliptic are at distance 1 from 0 and the vectors v with v⊥ hyperbolic at distance 3 from
0. From this we conclude that F∗q acts on . But, as an elliptic line spanned by two vectors
from 1(0) contains also vectors u with u⊥ hyperbolic, we have obtained a contradiction
with 2(0) consisting of singular vectors.
Thus the singular vectors are at distance 3 from 0.As all of the nonsingular vectors v with
Q(v) = 1 are at distance 1 from a singular vector, it follows that2(0) and4(0) consist of
all v ∈ M withQ(v) = 0, 1. These orbits consist of vectors v withQ(v) a square different
from 0, 1, and vectors v with Q(v) a nonsquare, respectively. Hence, k1 = q(q − 1),
k3 = q2− 1 and k2 and k4 are equal to one of (q− 3)q(q− 1)/2 or (q− 1)q(q+ 1)/2. For
q > 3 we ﬁnd k2 > k3 < k4, which is impossible, see Lemma 2.5(v). So q = 3 and we ﬁnd
that  is a Hamming graph on 27 vertices. But the group (3, 3) is solvable, contradicting
that H0 modulo scalars is simple. 
Finally, we consider the unitary groups.
4.4. Lemma. Let (·, ·) be a nondegenerate Hermitian form on M, a vector space of dimen-
sion at least 3 over Fq2 . Suppose  ∈ Fq and v ∈ M \ {0}. Then there are v1, v2 in M with
(vi, vi) =  and v = v1 − v2.
Proof. Take 1 = −1 and choose 2 such that 2 + q2 = (v, v). Consider a hyperbolic
2-space spanned by some singular vectors w1 and w2 with (w1, w2) = 1. If  = 0, then
take vi = iwi . If  = 0, then let vi = w + iwi , where w is a vector with (w,w) = 
perpendicular to both w1 and w2. In all cases (vi, vi) =  and (v1 − v2, v1 − v2) =
(1w1 − 2w2, 1w1 − 2w2) = −(1q2 + 2q1) = (v, v). As the unitary group U(M)
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onM with respect to (·, ·) is transitive on nonzero vectors v′ with (v′, v′) = (v, v) we have
proved the lemma. 
4.5. Lemma. Suppose that H0 is a unitary group and that, up to an automorphism of H0,
the module M is the natural one. Then dim(M) = 2.
Proof. If dim(M)3, then, by the above lemma and the fact that the nonzero vectors v ∈
M with (v, v) constant belong to a single G0-orbit, the diameter of  is 2, contradicting
(ADT). 
Since, in Table 3, for H0/Z(H0) 2Al−1(q) and  = 1 or l−1, we have l3, we
need not consider the case where n = 2. This concludes the proof that Theorem 1.2 holds
for H0 acting on a natural module.
5. Groups of type Al−1
In this section we assume that G, , H0, M, n, d satisfy hypothesis (ADT). We also
assume that the group H0/Z(H0) is a simple group of type Al−1 (l2) over the ﬁeld of
order q = pa . We will analyze the modules from Tables 1 and 2 that have not yet been
discussed in § 4 and prove Theorem 1.2 in each case. We start with Table 2.
5.1. H0/Z(H0) = PSL(l, r2) andM ⊗ Fr2 = M(1)⊗M(1)(1).
Here,q = r2 andM is of dimension l2 overFr . If l = 2, thenwehaveSL(2, r2)−(4, r)
acting on the natural −(4, r)-module M and so we refer to Lemma 4.3.
Suppose now l3. Up to multiplication with scalars we can identify the action of H0
on M with the action of SL(l, r2) on the Hermitian forms on the natural module Fl
r2 or,
equivalently, with the action on the Hermitian l × l matrices over Fq .
The subgroup H0 of G0 is transitive on the forms of rank i for each i l − 1. The rank
l forms fall apart into r − 1 H0-orbits of the same size. The orbit O on the rank 1 forms is
clearly the smallest G0-orbit. So, O is at distance 1 or at distance d. If O = 1(0), then 
is the Hermitian forms graph on which G0 is indeed distance transitive if GL(l, r2)G0.
So, suppose O = d(0). If a rank k-form is at distance 1, where 1 < k < l, then, as the
parameter ak of the Hermitian forms graph is nonzero, we ﬁnd a rank 1 form at distance
2 to the origin, so d = 2, a contradiction. So we can assume that there are rank l forms at
distance 1 from 0. Let h be a Hermitian form in 1(0). Fix a basis v1, . . . , vl ofM such that
the form h is represented by the identity matrix Il . Now application of a suitable element of
G0 ﬁxing v3, . . . , vl to h yields a form that differs at most 2 in rank from h. In particular, we
ﬁnd rank 2 forms at distance 2 from 0. Since, by inspection of the Hermitian forms graph,
the orbit on rank 2 forms is easily seen to be the one but smallest H0-orbit, this contradicts
k2 > k1.
5.3. H0/Z(H0) = PSL(2, r3) andM ⊗ Fr3 = M(1)⊗M(1)(1) ⊗M(1)(2).
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Here q = r3 and M has dimension 8 over Fr . Let V = F2q be the natural module for
GL(2, q). Then the moduleM = M2,r is the ﬁxed point set in V ⊗V ⊗V of the semi-linear
transformation  determined by (x ⊗ y ⊗ z) = zr ⊗ xr ⊗ yr for x, y, z ∈ V . Here zr
stands for (zr1, zr2) where z = (z1, z2) ∈ V . The action of GL(2, q) on M has 4 nontrivial
orbits of length (r3 + 1)(r − 1), 12 r3(r3 + 1)(r − 1)2, r(r6 − 1) and 12 r3(r3 − 1)(r2 − 1),
denoted by O, O2, O3, and O4, respectively. The ﬁrst of these is the highest weight orbit
O, with representative element v1 = e1 ⊗ e1 ⊗ e1, where ei (i = 1, 2) is the ith standard
basis vector of V (so eri = ei). Since the norm map Fq → Fr is surjective, O is a single
G0-orbit. The elements of O are e111, e222, and
v1(,,) := e111 + e222
+ (e211 + re121 + r2e112)
+(−1e122 + −re212 + −r2e221)
for , ∈ F∗r and  ∈ F∗q , where, for i, j, k ∈ {1, 2}, we abbreviate ei ⊗ ej ⊗ ek to eijk .
We also give representatives of the other GL(2, q)-orbits: v2 = e111 − e222 belongs to
O2, and v3 := e211 + e121 + e112 belongs to O3. To describe a representative of O4, take
an element  ∈ F∗
q2 of order r
2− r + 1, and write a = + −1, so a ∈ F∗q . Then the vector
v4 = 2e111 − 2e222 − ae211 − are121 − ar2e112 + ae122 + are212 + ar2e221
belongs to O4. It is ﬁxed by the subgroup〈(
0 1
−1 a
)
,
(
0 −1
−1 0
)〉
of GL(2, q) of order (r2 − r + 1)2.
First, suppose O = 1(0). Then  is stabilized by L(2, q), so we may assume thatG0
coincides with it, so that Oj are full G0-orbits for j = 2, 3, 4. Clearly 2(0) contains v2,
so 2(0) = O2. Now at distance 3, for i ∈ F∗r , we obtain
v3 = v1(1, 1, −1)+ v1(2,−1, −1)+ e111
for  = −1 − 2 = 0. In particular, O3 = 3(0) whenever r > 2.
If r > 3, we have |O3| < |O2| < |O4|, whence k3 < k2 < k4. Therefore, by Lemma
2.5(v), we must have r3. In case r = 2, we have the antipodal quotient of the Hamming
graph H(9, 2), with intersection array (9, 8, 7, 6; 1, 2, 3, 4) (the embedding of PSL(2, 8) in
Alt9 explains it, as the natural permutation module of dimension 9 has an eight-dimensional
quotient in which the restriction to PSL(2, 8) coincides withM2,2).
Suppose therefore r = 3. Take F36 to be F[	] where 	 satisﬁes 	6 = 	4 − 	2 + 	 + 1.
Then F27 = F[
], where 
 = 	28 satisﬁes 
3 = 
 − 1. Furthermore,  = 	104 ∈ F[	] is a
primitive 7th root of 1 and a = + −1 = 	504 = −
5 ∈ F27. Now
v4 = v1(−
2,−1,−1)+ v1(
2,−1, 
9)− e111
so O4 = 3(0), a contradiction with O3 = 3(0).
Therefore, from now on, we assume that O is not at distance 1 from 0. Since it is the
smallest G0-orbit, it must be at distance d. In the case where r = 2, we have a second
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distance-transitive graph structure on the folded hypercube  of H(9, 2), which is known
to exist in the guise of 2; it is the unique second distance-transitive structure on , cf. [2,
Proposition 4.2.11]. Therefore, we may assume r > 2.
Observe that both O and O3 are SL(2, q)-orbits. Moreover the set O2 is the union of
r−1 SL(2, q)-orbits and each SL(2, q)-orbit in the setO4 has length at least |O4|/(r−1).
Let i be such that v3 ∈ i (0). Using a transvection we see that v3 + e111, with  ∈ F∗r
lies in the same SL(2, q)-orbit. Therefore, e111 ∈ 2i (0) ∩ O = 2i (0) ∩ d(0), so
id/2. In particular the orbit O3 is not adjacent to 0.
Suppose that v2 = (e111− e222) lies in j (0) for some  ∈ F∗r and j ∈ N. The element
in H0 with matrix(
0 −1
1 0
)
maps v2 to (e111+ e222). So, if p > 2, then 2e111 ∈ 2j (0)∩O, so jd/2. If p = 2,
then from the action on the distance-transitive subgraph for r = 2 we see that v3 ∈ 2j (0)
and thus jd/4.
First we prove that no member of O2 can be in 1(0). For suppose that there are inde-
pendent vectors v,w ∈ F2q such that v⊗ vr ⊗ vr2 +w⊗wr ⊗wr2 ∈ 1(0)∩O2. If p > 2
it now follows from the above that d2, a contradiction. If p = 2 we must have d = 4 and
so each of O, Oh (h = 2, 3, 4) is a G0-orbit. Since each SL(2, q)-orbit contains exactly
one element of the 1-spaces generated by vectors inO and r4, we obtain a contradiction
for now we can produce a member of O at distance 2.
Thus 1(0) ∩O2 = ∅. In particular, ad = 0, cd = k and so (r3 + 1)(r − 1)k = kdcd =
bd−1kd−1.
If bd−1 = 1, then (r3 + 1)(r − 1)k = kd−1. But k is a multiple of an SL(2, q)-orbit and
kd−1 |O4|, from which it follows that r < 1, which is absurd. Thus bd−1 = 1 and, from
the action on O, we see that some members of O2 are at distance 2 from 0.
It p = 2 it now follows that d = 4 and all sets are G0-orbits. Whence k = |O4|,
contradicting the unimodulity condition.
Ifp = 2 and2(0) is the unionof 2ormoreSL(2, q)-orbits, then as beforewecanproduce
a member of O at distance at most 4 from 0 and obtain a contradiction as in the previous
paragraph. Thus 2(0) is exactly one SL(2, q)-orbit and 1(0)must contain vectors ofO4.
But any SL(2, q)-orbit on those vectors is larger than k2, the ﬁnal contradiction.
5.3. H0/Z(H0) = PSL(3, r3) andM ⊗ Fr3 = M(1)⊗M(1)(1) ⊗M(1)(2).
Here q = r3 with r4 and G0 = L(3, q)/Zr2+r+1. Moreover, M has dimension 27
over Fr .
Let V = F3q be the natural module for GL(3, q). Then the moduleM = M3,r is the ﬁxed
point set in V ⊗ V ⊗ V of the semi-linear transformation  determined by (x ⊗ y ⊗ z) =
zr ⊗ xr ⊗ yr for x, y, z ∈ V . The notation zr is as in § 5.2. Observe that M2,r as deﬁned
in § 5.2 is naturally a GL(2, q)-submodule of M3,r and that no two of its four nontrivial
GL(2, q)-orbits fuse into a GL(3, q)-orbit.
Let O be the G0-orbit of highest weight vectors (in others words, nonzero vectors
ﬁxed by a maximal parabolic subgroup). By the same argument as in § 5.2, O is a single
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SL(3, q)-orbit of length (q2 + q + 1)(r − 1). The action of SL(3, q) on the (q2 + q + 1)
one-dimensional spaces containing a member of O is 2-transitive.
First suppose that O = 1(0). Then 2(0) consists of the vectors of the form u⊗ ur ⊗
ur
2 − v ⊗ vr ⊗ vr2 for u, v linearly independent vectors in F3q , and 3(0) contains vectors
of the form u⊗ ur ⊗ ur2 + v⊗ vr ⊗ vr2 +w⊗wr ⊗wr2 for u, v, w linearly independent,
but also for u, v,w linearly dependent, but no two of them linearly dependent. Hence 3(0)
has at least two G0-orbits, offending distance-transitivity of G.
Therefore, we may assume that O, being the smallest orbit of nonzero vectors in M3,r ,
are the vectors at largest distance d to 0. Besides the four nontrivial orbits found from the
submoduleM2,r , there is at least onemore (one involving three linearly independent vectors
of F3q ), so d5.
For v ∈ M , denote by m(v) the distance of v to 0 in the graph  onM with 1(0) = O.
Thenm(v) is the minimal number of ‘simple’ tensors (i.e. of the form v⊗ vr ⊗ vr2 ) needed
to write v as an Fr -linear combination of them.
Write O2 = 2(0). This is a single G0-orbit, so there is an i ∈ N with O2 = i (0).
If p > 2 we ﬁnd by the same argument as in § 5.2, that id/2 > 2. If p = 2 take
 ∈ Fr \ {0, 1} (which exists as r > 2). Then v′2 = v2 + e222 lies in d−i (0). On the
other hand, since 1+  is a square, it lies in i (0), so id − i and again id/2 > 2. This
implies ad = 0 and bd−1 = 1. Moreover, a simple stabilizer computation for e111 − e222
shows
ki = q(q3 − 1)(q + 1)(r − 1)2/(2(q − 1)).
As in (iv) of Theorem 2.6, there must be a factorization G0 = G0,wG0,v , where v ∈ O,
so G0,v is a subgroup of a maximal parabolic P1 in G0, and w ∈ 1(0). In view of the
classiﬁcation ofmaximal factorizations of classical groups, see [19], the groupG0,w embeds
in L(1, q3), and so
kq3(q2 − 1)/3.
Since i < d, we have kki by Lemma 2.5(vi). An easy computation shows that this now
leads to a contradiction.
5.4. H0/Z(H0) = PSL(2, 16) andM⊗F16 = M(1)⊗M(1)(1)⊗M(1)(2)⊗M(1)(3).
The moduleM comes from tensoring 4 natural modules for SL(2, 24) and taking in there
an F2-submodule. Denote byO the highest weight orbit. It has length 17; this is the shortest
possible orbit length. In fact it is so short that an easy description for the module by means
of the canonical embedding of G0 in Alt17 is available. For, O linearly spans M and the
sum over all of its 17 vectors, being a ﬁxed vector, is trivial. NowM is the restriction toG0
of the Alt17 permutation module modulo its one-dimensional ﬁxed space.
HereM has dimension 16 over F2. Inspection of the inequality of Lemma 2.5 shows that
the only possibility forG0 is the one of maximal order, that is,G0(GL(2, 16)/Z15)Z4,
where Z15 is the cyclic group of order (24− 1) in the center of GL(2, 16) and the action of
Z4 is by ﬁeld automorphisms (which become linear transformations on the module).
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Denote by  the antipodal quotient of the Hamming graph H(17, 2), which is obtained
by taking 1(0) = O. Then |4(0)| = 2380 contains a factor 7 which does not divide
|G0| = 16(162 − 1)4, a contradiction with Lagrange’s Theorem. To be more precise, the
Alt17-orbit on (unordered) quadruples of size 2380 partitions into a single G0-orbit of size
340 and three orbits of size 680. (The orbit of length 340 contains the quadruple {0, 1,∞, a}
with a ∈ F4, the others contain quadruples {0, 1,∞, a} with a in different cosets of F∗4 in
F∗16.) In particular, there is an i < d − 1 such that ki = ki+1 = ki+2 = 680. By Lemma
2.5(v), ki is maximal among all kj . But there is a quintet (unordered 5-tuple) X of elements
ofO whose setwise stabilizer inG0 is trivial, so
∑
x∈X x ⊗ x ⊗ x ⊗ x has trivial stabilizer
inG0, and there is a distance j with kj = |G0| > ki , a contradiction. (Observe that the sum
is well deﬁned, as the vector x ⊗ x ⊗ x ⊗ x does not depend on the choice of scalar from
F∗16.)
We now embark on the H0-modules appearing in Table 1 with H0/Z(H0)PSL(l, q).
Those appearing asM(1) andM(l−1) have been dealt with in Lemma 4.1.
5.5. M = M(2) orM(l−2) with l4.
Here, up to a graph automorphism, we consider the action on the alternating square of
the natural module of SL(l, q), or dually, the alternating forms graph. By O we denote the
(parabolic)G0-orbit of a rank 2 vector v∧w, where v,w ∈ W are two independent vectors
of the natural moduleW for SL(l, q).
IfO is at distance 1, we ﬁnd the alternating forms graph, which is known to be a distance-
transitive graph when G0 contains GL(l, q).
If l = 4 we have the action of SL(4, q)−(6, q) on its natural orthogonal module,
which has been dealt with in 4.3. For l = 5 the permutation rank of MH0 on M is 3 so
the G-invariant graph structures onM have diameter d2. Therefore, we may assume l to
be at least 6.
The group G0 is transitive on all vectors of given rank < l/2. Assume that O = i (0),
with i = 1. Let  be a transvection of G0. Then for any v ∈ M we ﬁnd that v(1 − ) is
either 0 or in O. In particular, O is at distance 2 from 0, and i = 2. Suppose there is a
vector of rank k, with 1 < k < l, at distance 1 from 0. Then we can ﬁnd at distance 3
vectors of rank k±2. In particular, k = 4. So, we can assume that1(0) contains the vectors
v1∧v2+v3∧v4 and v1∧v3+v5∧v6, for some linearly independent vectors v1, . . . v6 ∈ V .
Their sum, however, equals v1 ∧ (v2 + v3) + v3 ∧ v4 + v5 ∧ v6 and is a vector of rank 6
inside 2(0), which contradicts that  is distance-regular. We conclude that at distance
1 from 0 there are vectors of rank l. But then, for some basis v1, . . . , vl of V , the vectors
v1 ∧ v2 + v3 ∧ v4 + · · · + vl−1 ∧ vl and v1 ∧ (v2 + v5)+ v3 ∧ (v4 + v6)+ · · · + vl−1 ∧ vl
are in 1(0). They differ in the rank four vector v1 ∧ v5 + v3 ∧ v6, which therefore has to
be found in 2(0). This contradicts 2(0) = O.
5.6. M = M(3) orM(l−3) with 6 l8.
Here we consider the action ofG0 on the alternating trilinear forms on the natural module
V for H0 = SL(l, q), or, dually, on the alternating cube∧3 V . Without loss of generality,
we can take M to be the latter. For l = 7 (and implicitly also for l = 6) the action
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of GL(l, q) on the alternating trilinear forms has been studied by Cohen and Helmink [8].
Belowwe use their notation.We recall that 123 stands for the pure wedge e1∧e2∧e3, where
e1, . . . , el is the standard basis of Flq and that (3− 5)26 abbreviates (e3 − e5) ∧ e2 ∧ e6.
For l ∈ {6, 7, 8}, the GL(l, q)-orbits on M represented by f1 = 123, f2 = 123 + 145,
f3 = 123+ 456, f4 = 162+ 234+ 135 will be denoted by O1, O2, O3, O4, respectively.
The ﬁrst two are also H0-orbits; if l > 6, then so are the third and the fourth. Clearly O1
cannot coincide with 1(0), for otherwise we would ﬁnd both O2 and O3 at distance 2 to
0. Similarly, we will show that none of the other G0-orbits in the three sets O2, O3, O4
can be 1(0).
Let f2 = 123+ 145, f ′2 = 1(2+ 4)3+ 145 and f ′′2 = 123+ (3+ 5)26 Then f1, f ′1 and
f ′′1 belong to O2 where as f2 − f ′2 = 134 ∈ O1 and f1 − f ′′2 = 145 − (3+ 5)26 ∈ O3.
This implies that O2 is not at distance 1 from 0.
Let  ∈ F∗q and let g3 = 123 + 456, g′3 = 123 + 45(1+ 6) and g′′3 = 123 +
4(2+ 5)(3+ 6). Then g3, g′3 and g′′3 belong to the sameH0-orbit ofO3, whereas g3−g′3 =−451 ∈ O1 and g3 − g′′3 = −42(3+ 6) − 453 ∈ O2. So, also no G0-orbit of O3 can
coincide with 1(0).
Let  ∈ F∗q and let g4 = 162 + 234 + 135, g′4 = 162 + 234 + 13(5+ 6) and
g′′4 = (1+ 4)62 + 234 + (1+ 4)35. Then g4, g′4 and g′′4 belong to the same H0-orbit of
O4, whereas g4−g′4 = −136 ∈ O1 and g4−g′′4 = 642+ 345 ∈ O2. So, also noG0-orbit
of O4 can coincide with 1(0).
Since, up to scalar multiples for O3 and O4, the sets O1, O2, O3 and O4 cover all
nontrivial G0-orbits if l = 6, we conclude that l > 6.
For l7 we can distinguish several distinct GL(l, q)-orbitsOi represented by fi , where
f1, f2, f3, f4 are as above and f5 = 123 + 456 + 147, f6 = 152 + 174 + 163 + 234
f7 = 146 + 157 + 245 + 367 and f8 = 123 + 145 + 167. (This follows easily by the
methods of [8].) Moreover, Oi with i ∈ {1, 2, 3, 4} are also G0-orbits and all of the other
sets are unions of G0-orbits.
Suppose  ∈ H0 is a transvection. Then, for an arbitrary vector v ∈ M with v(1−) = 0,
we have v(1−) ∈ O1∪O2∪O8, which implies that at least one of theG0-orbits contained
in Oi , with i = 1, 2, 8, is at distance 2 from 0.
Both f ′2 = 143 + 167 and f ′′2 = 14(−5+ 7) + 456 belong to O2, while f2 + f ′2 =
123+14(5+ 3)+167 ∈ O8 and f2+f ′′2 = 123+147+456 ∈ O5. So elements fromO1,
O3, O5, and O8 can be written as sums of two elements from O2. If O2 were at distance
2 from 0, then we would ﬁnd at most four distinct orbits at distance 4 from 0. But we
found ﬁve, so O2 is at distance at least 3 from 0.
With f ′3 = 4(−5+ 7)6 + 157 and f ′′3 = 12(−3+ 4) + 4(3+ 5)7 ∈ O3 we have
f3+f ′3 = 123+476+157 ∈ O5 and f3+f ′′3 = 124+456+4(3+ 5)7 ∈ O8. Therefore,
ifO3 ⊆ 2(0), then elements of ﬁve orbits, viz.O1,O2,O3,O5, andO8, occur at distance
at most 4 from 0, a contradiction. Hence, also O3 is at distance at least 3 from 0.
Let  ∈ F∗q and let g8 = 123 + 145 + 167, g′8 = −123 − 145 + 16(2− 7), g′′8 =−123+ 14(2− 5)+ 16(3− 7) and g8′′′ = 12(3+ 4)+ 145+ 1(3+ 6)7. Then g8, g′8,
g′′8 and g8′′′ belong to the same H0-orbit of O8, whereas g8 + g′8 = 162 ∈ O1, g8 + g′′8 =
142 + 163 ∈ O2 and g8′′′ − g8 = 124 + 137 ∈ O3. So, if O8 is at distance 2 from
0, then O1, O2 or O3 is the adjacency relation, contradicting the above. We conclude that
members of O8 are at distance at least 3 to 0.
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NowO1 must be at distance 2 from 0. But thenO1 = 2(0) and the orbitsO2 andO3
are at distance 3 and 4 to 0.
If O2 is at distance 3 to 0, then f8 = (123+ 145)+ 167, f4 = (162 + 234)+ 135 and
f5 = (123 + 147)+ 456 are at distance 5 to 0 and we have found 6 nontrivial orbits at
distance 5 from 0, contradicting that  be distance-transitive.
Consequently, O3 = 3(0) and O2 = 4(0). By the above O5 and (all of) O8 are at
distance 6. Besides, f4 = (162+135)+234 is at distance 5. So, asOi with i = 1, 2, 3
and 8 are not in 1(0), we ﬁnd that either O4 or O5 coincide with 1(0). But then f4 − f1
or f5 − f1 lies in O2 ∩ 3(0), the empty set, a contradiction.
5.7. M = M(21) orM(2l−1) with p > 2.
Up to automorphisms, we can take the module M to consist of the symmetric forms on
the standard module V for SL(l, q).
For l = 2 this is equivalent to the action of(3, q)PSL(2, q) on its natural orthogonal
module. So, by Lemma 4.3 we do not ﬁnd a distance-transitive graph unless q = 3 and 
is the Hamming cube on 27 points (in which case H0 is not simple).
So let l3. The graph where the rank 1 forms are adjacent to 0 is known to be not
distance-transitive, see [2].
The rank 2 forms fall apart in elliptic and hyperbolic ones. Straightforward computations
show that sums of two rank 2 forms in one G0-orbit yield nontrivial rank 2 forms in
another G0-orbit as well as rank 3 forms. Thus rank 2 forms do not occur at distance 1
to 0.
As p is odd, a1 > 0. If rank 1 forms are at distance i < d , then by Lemma 2.5(vii), also
ai = 0 and we ﬁnd rank 2 forms at distance 1, contradicting the above. It follows that rank
1 forms are at maximal distance d to 0. Observe that d > 2.
TakeQ ∈ 1(0). Then Q is a symmetric form of rank k > 2. Fix a hyperbolic 2-spaceW
ofVwith respect toQ. Now using an element g ∈ G0 acting nontrivially onW but ﬁxing the
orthogonal complementwith respect toQ, we can ﬁnd a rank 1 form as [Q, g] = gQg−Q.
Indeed, with respect to a hyperbolic basis forW, we have
g|W
(
0 1
1 0
)
g|W −
(
0 1
1 0
)
=
(
0 0
0 2
)
if g|W =
(
1 1
0 1
)
.
This shows that 2(0) contains rank 1 forms, which contradicts the above. The conclusion
is that there is no distance-transitive graph  satisfying (ADT) in this case.
5.8. M = M(1 + l−1) is (a nontrivial quotient of) the Lie algebra.
Consider the module M˜ of l × l-matrices of trace 0 with SL(l, q) acting by conjuga-
tion (m, g) → g−1mg. If p | l then M is the module M˜ modulo the identity matrix,
otherwise M˜ = M . We have l3. (If l = 2, we are dealing with the natural module for
(3, q)PSL(2, q).) We ﬁrst consider the case where p does not divide l.
LetO be the highest weight orbit. Its members are the rank 1matrices x satisfying x2 = 0.
Actually, these are all of the rank 1 matrices in M.
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If O = 1(0), then at distance 2 to 0 we encounter both a semisimple matrix (e.g., one
with nonzero entries only at positions (1,2) and (2,1)) and a nilpotent matrix (e.g., one
with nonzero entries only at positions (1,2) and (2,3)) of rank 2, contradicting that  is
distance-transitive.
Therefore, matrices in 1(0) have rank at least 2. Consider the transvection with matrix
1 + e1 e2 in H0. (Here and elsewhere we write e1, . . . , el for the standard basis of the
natural module for SL(l, q) so that e1 e2 is the square matrix with zero entries everywhere
except for (i, j), which entry equals 1.) This transvection does not centralize all of 1(0).
Hence, by taking a commutator with a suitable element in 1(0), we ﬁnd a rank 2 matrix
m ∈ 2(0) (having nonzero values only in the ﬁrst row and second column).
Every such rank 2 matrix is in the H0-orbit of a matrix having the following form in the
upper 3 × 3 left-hand corner, with the other entries being zero (here , ∈ F∗q and  is a
nonsquare in Fq ):
  0 00 − 0
0 0 0

 ,

 0  00 0 
0 0 0

 ,

 0  01 0 0
0 0 0

 ,
and, if p is even,
   00  0
0 0 0

 .
The commutator of any of these rank 2 matrices with the transvection 1− e2 e3 is a rank 1
matrix. Since one of the rank 2 matrices occurs in j (0) for j ∈ {1, 2}, the rank 1 matrices
in O occur at distance i4 from 0. As i > 1, we have j i.
By use of counts of characteristic and minimal polynomials, it is readily seen that there
are at least 6 nontrivialG0-orbits, so d6 whence i+jd. (By the way, ifH0 = SL(3, 2),
there are precisely 6 H0-orbits.) By Lemma 2.5(vi) it follows that kjki . This contradicts
the fact that all of these rank 2 matrices are in G0-orbits of size larger than |O|.
Now consider the case where p divides l. Then we have to consider the action of G0
on the l × l-matrices with trace 0 modulo the 1-space spanned by the identity matrix Il .
Modulo this 1-space, the above rank 1 and 2 matrices remain in distinct G0-orbits. Hence
the arguments used above to rule out a distance-transitive action remain valid.
5.9. M = M((1+ pi)1) orM((1+ pi)l−1).
Here l2. Up to an outer automorphism of SL(l, q), wemay assume thatM is themodule
M((1 + pi)1). This means that we can identify M with the space of l × l-matrices over
Fq . Let s = pi and let  : Fq → Fq be the ﬁeld automorphism given by x → xs . By Fq0
we denote the subﬁeld of Fq ﬁxed by . The map  naturally extends to an automorphism
of G0 and an element g ∈ SL(l, q) acts on M by m → gmg.
Observe that if 2 = 1, then the action of SL(l, q) leaves the Fq0 -submodule {m ∈
M | m = m} of Hermitian matrices invariant, see § 5.1. Therefore, according to our
hypothesis (ADT), we may assume that 2 = 1.
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The kernel of the action of GL(l, q) onM equalsK = {Il |  ∈ Fq, 1+ = 1}. Observe
that for an element  of this set we have 
2 = . It follows that either  has odd order and
K = {−1, 1} or  has even order and |K| = q0 + 1. With  = {1+ |  ∈ F∗q}, we are in
one of the following cases.
• q is even,  has odd order, K = {−1, 1} and  has size q − 1;
• q is odd,  has odd order, K = {−1, 1} and  has size (q − 1)/2;
•  has even order, |K| = q0 + 1, and  has size (q − 1)/(q0 + 1).
If  ∪ {0} is closed under addition, then it is a subﬁeld, and as we assume 2 = 1, it
follows that q is even and  = F∗q .
We distinguish twoG0-invariant subsets of rank 1 matrices inM: the setsP = { ·vv |
v ∈ V \ {0},  ∈ F∗q} and Q = {vw | v,w ∈ V with dim(〈v,w〉) = 2}. We have |P| =
ql − 1 and |Q| = q(ql − 1)(ql−1 − 1)/(q − 1).
Let e1, . . . , el be the standard basis for the natural H0-module V. For  ∈ Fq let u be
the transvection 1 + e1 e2. If m = (mi,j ) is a matrix in 1(0), then, as 1(0) spans M,
we can take m such that m1,1 = 0. But then we ﬁnd that [m, u1] is a rank 2 matrix with
[m, u1]1,1 = 0. Moreover, [[m, u1], u] ∈ P for any  ∈ Fq with  = −. This implies
that we have one of the following cases: 1(0) contains rank 1 matrices, 1(0) contains
rank 2 matrices and 2(0) rank 1 matrices from P , or 2(0) contains rank 2 matrices and
3(0) ∪ 4(0) rank 1 matrices from P .
We divide the remainder of the proof in two cases according to the value of l.
Case l = 2: The group SL(2, q)/K leaves the determinant invariant. As the determinant
is a quadratic form on the four-dimensional vector space M, we ﬁnd our group G0 inside
O+(4, q). The corresponding bilinear form is given by〈(
 
 
)
,
(
′ ′
′ ′
)〉
= ′ + ′ − ′ − ′.
The singular vectors ofMwith respect to this orthogonal form are the rank 1 matrices inM.
They are in the sets P of size q2 − 1 andQ, of size q(q2 − 1). Representative matrices are
e1 e1 =
(
1 0
0 0
)
and e1 e2 =
(
0 1
0 0
)
,
respectively. The set P consists of all rank 1 matrices in a set of q + 1 projective points
of the projective space of M on which G0 acts 3-transitively. By P we denote the q + 1
projective points spanned by elements of P . The set Q can be partitioned into q(q + 1)
different projective points, which also form a single G0-orbit.
Among the rank 2 matrices we can also distinguish several orbits. Indeed, if q is odd, then
certainly the matrices with determinant a square and those with determinant a nonsquare
form distinctG0-invariant sets. But we can make a ﬁner distinction. Ifm ∈ M , then bym⊥
we denote the subspace orthogonal to m. First of all, if m is the matrix(
0 1
−1 0
)
then m⊥ meets P in the q0 + 1 points 〈vv〉 with v ∈ F2q0 \ {0}.
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The matrix
h =
(−1 0
0 
)
with  ∈ F∗q is perpendicular to all 1-spaces 〈vv〉 with v = (1,) satisfying  = . If
 ∈ , then h is perpendicular to |K| points of P , and if  ∈  then to none.
We claim that1(0) does not contain any rank 1matrices. First suppose thatP∩1(0) =
∅. If vv ∈ 1(0) for some nonzero v ∈ V and  ∈ F∗q , then also vv ∈ 1(0) for
 ∈ . So, scalar multiplication with an element from  is an automorphism of .
Suppose  = F∗q . Then P is a single SL(2, q)-orbit and so F∗q acts on . At distance 2 to
0 we ﬁnd the identity matrix which is, as |K| = 1, perpendicular to a single point in P . At
distance 3 from 0 we ﬁnd(
0 1
1 0
)
=
(
1 0
0 0
)
+
(
0 0
0 1
)
+
(
1 1
1 1
)
which is perpendicular to q0+ 1 points in P . Moreover, at distance 3 from 0 we also ﬁnd
elements from Q. Indeed, since P generates the module M the q + 1 isotropic points in a
nondegenerate 3 space spanned by 3 elements fromP cannot all be inP . But that implies that
we ﬁnd at least 4 nontrivial orbits at distance 3 from 0, contradicting distance-transitivity.
Now suppose  = F∗q . So  ∪ {0} it is not closed under addition. Without loss of
generality we can assume that e1 e1 is in1(0). So, in2(0)we ﬁnd the diagonal matrices−e1 e1+ e2 e2 and−e1 e1+e2 e2 where  = 1+2, with 1, 2 ∈  but  ∈ . Indeed,
since −e1 e1 + e2 e2 is a rank 2 matrix at distance 2 to 0, the rank 1 matrix e2 e2 =
1e2 e2 + 2e2 e2 is not at distance 2 and therefore at distance 1 to 0. But then −e1 e1 +
e2 e2 is at distance 2 from 0. However, as shown above, the matrices −e1 e1 + e2 e2 and−e1 e1 + e2 e2 are in distinct G0-orbits, contradicting that  is distance-transitive. We
conclude that P ∩ 1(0) = ∅.
Suppose next that Q ∩ 1(0) = ∅. We may assume that m = e2 e1 is in 1(0) for
some  ∈ F∗q , whence also m. Now [m, u1] = u1 mu1 −m ∈ P and m+m has rank 2,
showing that we can ﬁnd two different orbits at distance 2 from 0, a contradiction.
So we have established the claim that 1(0) contains no rank 1 matrices. Consequently
1(0) contains rank 2 matrices. For  ∈ F∗q ,  ∈ Fq we set
d =
(
 0
0 −1
)
, u =
(
1 
0 1
)
.
LetD = 〈d |  ∈ F∗q〉,U = 〈u |  ∈ Fq〉 and P = DU , a maximal parabolic subgroup
of SL(2, q). Then P leaves the hyperplaneW = {m ∈ M | m1,1 = 0} of M invariant.
We have seen that ifm ∈ 1(0)\W , then [m, u1] ∈ W is a rank 2matrix. Hence, for some
i ∈ {1, 2}, the set i (0) contains a rank 2 matrix w ∈ W . Moreover, as [[m, u1], u] ∈ P ,
for  ∈ F∗q with  = , some elements from P are at distance j from 0 for some j2i.
After replacing w by its image under u, we can assume that w2,2 = 0. But then the
stabilizer in P of w has order at most (q0 − 1)q/q0 (the factor q0 − 1 coming from the
number of possible values for  which must be in Fq0 and the factor q/q0 coming from the
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number of solutions of  ∈ Fq to a nontrivial linear equation over Fq0 , so the P-orbit has at
least q0(q − 1)/(q0 − 1) > q elements ofW in i (0).
Suppose now that |K|2, that is, |K| = 2 if q is odd and |K| = 1 if q is even. We claim
that kj > ki , from which we can deduce that i = 2 and j = 3 or 4. In this case  has odd
order, K is a subgroup of P, and P/K acts semi-regularly on the set of vectors outsideW, so
has orbits of length q(q − 1)/|K|. As i (0) is not contained inW, we also ﬁnd that i (0)
contains at least (q2 − q)/|K| vectors outsideW.
If |K| = 2 and P = j (0) is a single G0-orbit, then there is a  ∈ F∗q \ , such that
scalar multiplication by  is inG0. In this casei (0) contains at least q2−q vectors outside
W, whence ki > q2 − q + q = q2 > q2 − 1 = |P| = kj . If either |K| = 1 or |K| = 2
and P = j (0) is not a singleG0-orbit, then this inequality follows more easily, so, in any
case, we have proved our claim that ki > kj . By Lemma 2.5 we can conclude that i = 2,
j = 3 or 4 and k2 > k3 or k4. As each SL(2, q)-orbit on Q contains q0(q2 − 1) > kj
matrices, we ﬁnd thatQmust be a singleG0-orbit coinciding with 3(0). But then k2 > k4
and, by Lemma 2.5, the diameter is at most 5 and q4 = || < 1+ 5k3 = 1+ 5q(q2 − 1).
But that implies that q4, which contradicts 2 = 1.
We are left with the case where |K| = q0 + 1, so  has even order. Let  ∈ Fq \ Fq0
with 1+s = 1. Then for a rank 2 vector m =
(
 0
 
)
, with  = 0 we have [m, d] =
d md−m ∈ Q andm′ = [m, u1] = u1 mu1−m is a rank 2 vector inW. So, ifm ∈ 1(0),
then we ﬁnd rank 1 vectors from Q at distance 2 and m′ ∈ 1(0). As we have seen above,
this implies that P is also at distance 2 from 0, contradicting distance-transitivity.
Let m ∈ 1(0) with m /∈ W , and write m =
(
 
 
)
. Then
m′ := umu −m =
(
0 s
 1+s+ s+ 
)
.
The matrix m′ is at distance i = 1 or 2 from 0. Since it is inW, we ﬁnd elements from P at
distance j2i.
Choosings = −−1we see thats+ = 0.By the above this implies that,+ = 0.
So,m+m′ is a diagonal matrix in 1(0). The commutatorm′′ of this diagonal matrix with
the element
(
0 1
−1 0
)
is a scalar multiple of −e1 e1 + e2 e2. This matrix m′′ is either at
distance 1 or at distance 2 from 0; moreover, it is perpendicular to exactly q0 + 1 points in
P .
Consider the matrices x and y1, y2, y2 ∈ P given by
x =
(
0 1
−1 0
)
, y1 =
(
1 0
0 0
)
, y2 =
(
0 0
0 1
)
and y3 =
(
1 1
1 1
)
.
We observe that, upto scalars, x is the only rank 2 matrix perpendicular to y1, y2, and
y3. Moreover, the point x is perpendicular to exactly q0 + 1 points of P . Since GL(2, q) is
3-transitive on P , we have that the GL(2, q)-orbit of x has length
(q + 1)q(q − 1)
(q0 + 1)q0(q0 − 1)
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and the SL(2, q)-orbit has either the same length or half of it. Moreover, if a point is perpen-
dicular to at least 3 points of P , then it belongs to the same GL(2, q)-orbit
as x.
We conclude thatm′′ is in the same GL(2, q)-orbit as x, hence the stabilizer ofm′′ inH0
contains a group isomorphic to SL(2, q0). In particular there are at least
1
2
(q + 1)q(q − 1)
(q0 + 1)q0(q0 − 1)
matrices in the orbit ofm′′. But since  has even order and 2 = 1 we ﬁnd that this number
is bigger than |P| = q2 − 1.
Recall that we encounter elements from P at distance j4 to 0. If j = 2, then both
m′ and m′′ are in 1(0) and k1 > k2, a contradiction to Lemma 2.5. If j > 2, then
1(0) and 2(0) contain only rank 2 matrices. Moreover, as k2 > k1 we certainly have
k2 > kj . By Lemma 2.5 we ﬁnd j = 4, d5 and, as any G0-orbit on Q has length
> kj , even Q = 3(0). But then || = q4 = 1 + k1 + k2 + k3 + k4 + k5 (with k5
possibly 0) is less than 1 + 3k3 + 2k4 = 1 + 4q(q2 − 1) + 2(q2 − 1), which contradicts
q > 7.
Case l3: The rank 1 matrices are in the G0-invariant sets P and Q. Suppose 1(0)
contains a rank 1 matrix of P . Then at distance 2 we ﬁnd rank 2 matrices and at distance
3 from 0 we can ﬁnd rank 3 matrices. If  = F∗q , then, as  is not a subﬁeld, the matrices
e1 e1 + e2 e2 and e2 e2 with  = 1 + 2 where 1, 2 ∈  but  ∈  are both at distance
at 2 from 0, contradicting distance-transitivity. Whence  = F∗q . Then at distance 3
from 0 we do not only ﬁnd rank 2 and rank 3 matrices, but also elements from Q. Again a
contradiction with distance-transitivity.
Next assume there are elements from Q in 1(0). But then, as we saw above, both rank
2 matrices and elements from P can be found at distance 2 from 0.
Supposem ∈ 1(0) is a matrix of rank r > 1. By carefully choosingm and a transvection
t, we can assume m′ = [m, t] to be a rank 2 matrix which is in the same orbit as a multiple
of e1 e2+ e2 (e1+ ae2), for some a ∈ Fq . An easy calculation together with the arguments
in case l = 2 reveal that the length of this orbit is at least ql .
If m′ is also at distance 1 to 0, then, as we saw above, P is at distance 2 to 0. But then
k2 < k1, which is not possible. Hence m′ ∈ 2(0) and some element from P is in 3,4(0).
Nowm′ is at distance 2 from 0 and k2 > ql−1 = |P|k4. But eachG0-orbit onQ has size
greater than k4. ThusQ is a single orbit and3(0) = Q. But then, by Lemma 2.5, d7 and
Q is the largest G0-orbit. So || = ql21+ 7k3 = 1+ 7q(ql − 1)(ql−1 − 1)/(q − 1), a
contradiction with l3.
5.10. M = M(1 + pil−1) orM(pi1 + l−1).
Put s = pi . Up to an outer automorphism of SL(l, q), we may assume that M is the
module M(s1 + l−1). This means that we may take M to be the set of l × l-matrices
with action m → g−1mgs for g ∈ GL(l, q). Observe that we may take l3 in this case,
for otherwise we are in the previous case.
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Let e1, . . . , el be the standard basis for V = Flq . For  ∈ Fq let t be the transvection
1+ e2 e1. If m is a rank r matrix, then
m− t−1 mts = e2 (e1m)− (sme2 + 1+se2 e1me2 )e1.
In particular, it has rank 2 and trace zero. In case the diagonal is nonzero, this matrix is
in the same orbit as the matrix B whose upper left corner is
(− 0
 
)
, withm2,1 =  ∈ F∗q
and all of whose other entries are 0. Moreover, for any  ∈ F∗q with s = − we have
that [B, t] is a matrix in the highest weight orbit. The G0-orbit of B has length at least
q2(l−2)(ql − 1)(ql−1 − 1)/(q − 1)2, which is larger than the size of the highest weight
orbit.
It is easy to see that there are 2 orbits on rank 1 vectors (for instance by observing that,
for matrices yx with x, y ∈ V the boolean yxs = 0 is an orbit invariant), at least 2 on
rank 2 vectors and also at least 2 on rank n vectors. Hence there are at least 6 nontrivial
orbits, so d6.
Since e1 e2+ e2 e3 and e1 e2+ e2 e1 belong to different orbits and are both a sum of two
parabolic vectors we conclude that the parabolic vectors do not belong to 1(0).
Since any orbit not containing a parabolic vector has at least one matrixmwithm2,1 = 0,
it follows that a matrix of the type of B is at distance at most 2 from 0. If it were at distance
1, then we would ﬁnd a parabolic vector at distance 2, giving k1 > k2, contradicting that
the diameter is at least 6 (cf. Lemma 2.5(vi)). Thus a matrix such as B is at distance 2 from
0 and the parabolic vectors are at distance at most 4 from 0 and thus k2 > k4, forcing the
diameter to be at most 5, a contradiction with d6.
5.11. H0/Z(H0) = PSL(4, q) andM = M(1 + 2) with p = 3.
The GL(4, q)-orbits onM have been determined by Cohen andWales [11]. According to
Table III of [11], the highest weight orbit O is the smallest one, and there are more than 6
nontrivial orbits. Clearly this result also holds for the SL(4, q)-orbits (see Proposition 3.3).
Since for PSL(4, q) there is no maximal factorization involving P2 (cf. [19]), it follows that
there is no factorization involving the stabilizer of a vector from O. Due to Theorem 2.6
the smallest orbit O is in 1(0). From the description of the representatives of the various
orbits as given in [11] we see that there is a vector in the orbit labeled 9 and one in one of
the two orbits (over the ﬁnite ﬁeld) labeled 5 which is the sum of two vectors in the highest
weight orbit, contradicting that  is distance-transitive.
5.12. H0/Z(H0) = PSL(2, q) andM = M(31) with p5.
Here we consider the action of SL(2, q) on the Fq -module M of cubic forms, with
coefﬁcients in Fq , in the two variables X and Y. Observe that the dimension of M is equal
to four.
Denote by O the SL(2, q)-orbit of X3, a highest weight orbit. The kernel of the action
of the diagonal of SL(2, q) on M has order  = gcd(q − 1, 3). If  = 1, then O is a single
H0-orbit, whereas if  = 3 it falls into 3 orbits of the same length. From the action of a
maximal parabolic of H0 we see that these orbits are the smallest among all H0-orbits,
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therefore there can be at most two G0-orbits of its size. Hence, if G0 is not transitive on
FqX
3H0, then  = 3 and there are two G0-orbits, one of length (q2 − 1)/3 and one of
length 2(q2 − 1)/3.
Let u be the unipotent element of H0 ﬁxing X and mapping Y to X + Y . Since p > 3,
the linear transformation (1− u)3 on M has image FqX3 and so i (0) contains a nonzero
vector in FqX3 for some i3. As d > 3 and |O| is one of the two smallest orbit sizes, it
follows that a scalar multiple of X3 is in 1(0).
Assume ﬁrst that O = FqX3H0 is a single G0-orbit. Then, since L(2, q) leaves 1(0)
invariant, we may, and will, assumeG0 = L(2, q). For each  ∈ F∗q , the vectorX3− Y 3
belongs to2(0). In particular, since for  = 1 the polynomialX3−Y 3 has a linear factor,
there must be a solution  ∈ Fq to 3 =  for each  ∈ Fq . But then gcd(q − 1, 3) = 1.
Since v2 = X3− Y 3 ∈ 2(0), we conclude that either−3 is a square and 2(0) consists
of cubics that factor into three linear forms, or −3 is a nonsquare and 2(0) consists of
cubics that factor into a linear and an irreducible quadratic form. But in the former case,
there are cube roots of unity and so gcd(q − 1, 3) > 1, so the latter case prevails. In
particular, 2(0) consists of products of a linear form and an irreducible quadratic form.
Observe that v3 = X2Y +XY 2 = −(X3+Y 3− (X+Y )3)/3 ∈ 3(0) and v4 = XY 2 =
((X + Y )3 + (X − Y )3 − 2X3)/6 ∈ 3(0). But since v3 is a product of three distinct
linear forms and v4 is the product of a linear form and the square of another linear form,
they belong to different orbits which must both coincide with 3(0), a contradiction.
Therefore FqX3 represents precisely twoG0-orbits (and no longer can we assumeG0 =
L(2, q)). Now−3 is a square, and gcd(q−1, 3) = 3. Let  ∈ Fq be such that X3 ∈ 1(0).
Then, for each ,  ∈ F∗q , also 3X3, 3X3 ∈ 1(0) and so (3± 3)X3 ∈ 2(0). On
the other hand, the vector (X3 + Y 3) clearly belongs to 2(0) and is not in the G0-orbit
of a scalar multiple of X3, so (3 ± 3)X3 ∈ 1(0). Since this holds for all  and , we
ﬁnd that the cubes form a subﬁeld of Fq , contradicting p > 3.
5.13. H0/Z(H0) = PSL(3, q) andM = M(31) orM(32) with p5.
Up to an automorphism ofG0, we can takeM to be the module of dimension 10 of cubic
forms in 3 variables.
By the same arguments as in §5.12, we ﬁnd that FqX3H0 = 1(0) is a single G0-orbit,
occurring at distance 1 to 0. Also, we may again assume that gcd(3, q − 1) = 1 and
G0 = L(3, q).
But now, apart from v3 = X2Y+XY 2 ∈ 3(0) as in § 5.12, we also haveX3+Y 3+Z3 ∈
3(0). Since these two vectors are clearly not in the sameG0-orbit, we have a contradiction.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) a simple group of type
Al (q).
6. Groups of type Bl
In this section we assume that is a graph satisfying the hypothesis (ADT) with distance-
transitive groupG = MG0 such that the generalized Fitting subgroupH0 ofG0 is modulo
its center a simple group of type Bl over the ﬁeld Fq , with q = pa .When p = 2 or l = 2 we
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have Bl (q)Cl (q). As groups of type Cl will be considered in the next section, we assume
l3 and p > 2. We will consider the various modulesM appearing in § 3. A look at Table
2 reveals that we only need consider Table 1.
The natural orthogonal module for H0 has been dealt with in Lemma 4.3.
6.1. M = M(2).
The moduleM is the alternating square
∧2
V of the natural orthogonal module V. It has
dimension l(2l + 1) over Fq . Take a hyperbolic basis e1, f1, . . . , el, fl, x of V with ei and
fi isotropic. By Proposition 3.3 the orbitO of e1 ∧ e2 satisﬁes conditions (O1) and (O2) of
Theorem 2.6. By Liebeck et al. [19] there is no factorization of the groupG0 involving the
parabolic P2, so we are in case (i), (ii), or (iii) of Theorem 2.6.
As p is odd, we have aj > 0 for all 1j < d. So either O is at distance 2 from 0 or
d4. However, e1∧ e2+ e1∧f2, e1∧ e2+ e1∧f2 with  a non-square, e1∧ e2+f1∧f2
and e1 ∧ e2 + e3 ∧ f2 are each sums of two vectors from O and they represent distinct
orbits. (Indeed, these vectors in M correspond in V to two distinct types of tangent lines,
a nondegenerate 4-space and a degenerate one.) This implies that d > 4 and that O is at
distance 3 from 0, contradicting the above.
6.2. M = M(l ) with 3 l6.
Here M has dimension 2l . Recall that p > 2. The projective points of elements in the
highest weight orbit O of H0 on M correspond to maximal totally isotropic subspaces of
the natural H0-module V of dimension 2l + 1. If we supply these points with the structure
inherited by some projective lines spanned by linearly independent elements v,w ∈ O such
that v − w ∈ O, then we obtain an embedding of the dual polar space of type Bl over Fq ,
denoted by l . This dual polar space is a near 2l-gon, see [6]. This means that the diameter
of the collinearity graph of l is l and that, for each point p and line L of l , there is a
unique point on L nearest to p (distance measured in the collinearity graph). The geodesic
closure of each pair of points p, q at distance j in l is a subspace which is a near 2j -gon.
If j = 2, it is a quad Q of l , which is a near 4-gon. A quad of l (cf. [6]) is a (geometric)
subspace of l isomorphic to a symplectic generalized quadrangle associated to Sp(4, q)
and spans a four-dimensional subspace of M.
Now consider a long root element  ∈ G0. To  we can associate a sub-near 2(l− 2)-gon
() of l , which is centralized by , and isomorphic to l−2. It consists of all the 1-spaces
〈v〉 with v ∈ O ∩ [M, ], see Proposition 3.4. Each point of l outside () is at distance
1 or 2 to () (in the collinearity graph of l). The points at distance 1 are also centralized
by . A point at distance 2 from () is in a unique quad Q meeting () in the unique
point of () at distance 2 to it. The element  induces a (symplectic) transvection on
the quad.
As a consequence we have [M, ] = 〈()〉CV (). Moreover, the space [M, ] is a
linear subspace ofM of dimension 2l−2. It is spanned by the set() of the projective points
corresponding to elements of O inside [M, ]. The space [M, ] is the spin module for the
groups of type Bl−2, see Proposition 3.4.
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Suppose that l = 3. Then, up to a center, the group H0 embeds in the orthogonal group
+(8, q) andM is the restriction toH0 of the natural 8-dimensional module for this group.
H0 has the same two nonzero orbits as+(8, q), so has diameter 2, contradicting (ADT).
For the remainder of this subsection we assume l > 3. Let m ∈ 1(0) be a vector not
centralized by . Then [m, ] is in [M, ] = 〈()〉. If l = 4, then [M, ] is the natural four-
dimensional module for Sp(4, q) and all nonzero vectors of [M, ] are in O. This implies
thatO is at distance 2 from 0. If l > 4, then let  be a long root element commuting with
 but not centralizing [m, ]. Then, as l6, [[m, ],] is of dimension 2l − 4 and contains
only nonzero vectors in O. Hence, the orbit O is at distance 4 from 0.
Let v1, v2 ∈ O be such that the corresponding points p1 = 〈v1〉 and p2 = 〈v2〉 are
at distance j > 2 inside the near l-gon l . We claim that the vectors of the form v1 + v2
where p1 and p2 are at distance j inl for j = 3, . . . , l, represent distinctG0-invariant sets,
denoted byOj . Suppose v1+v2 = w1+w2 where q1 = 〈w1〉 and q2 = 〈w2〉 are at distance
< j in l . Observe that now j > 3, as can be deduced from the l = 3 case. Let l−1
be a sub-near 2(l−1)-gon containing q1 and q2 but not p1 (or p2 up to a permutation of the
indices—note such a subspace exists since the distance inl between p1 and p2 is strictly
larger than the distance between q1 and q2). Then there is a long root element  centralizing
 but not p1. Now [v1,] = 0 and 0 = [w1 + w2,] = [v1 + v2,] = [v1,] + [v2,].
Therefore [v2,] = −[v1,] is in O and spans a point, s say, at distance 2 in l to p1
and to p2. Moreover, p2 is also outside . If ri , for i = 1, 2, denotes the unique point of
 collinear to pi , then s is the unique point in () collinear to ri in l . As the distance
between p1 and p2 is j > 3 we ﬁnd r1 = r2. Now let  be a second long root element in
G0 centralizing , but now with ()meeting the line through r1 and s at a point s′ distinct
from r1 and s. Then, as above [v1,] = −[v2,] spans s′. However, p2 is at distance 2 to
both s and s′ on the line through r1 and s, and hence collinear to some point on this line
in l . Consequently it is at distance 3 to p1 in l , which contradicts our assumptions.
Hence our claim is proven and the vectors v1 + v2 represent distinct G0-invariant subsets
for each distance j = 3, . . . , l.
IfO is at distance 1, we ﬁnd at least 2 orbits at distance 2 to 0, a contradiction. If members
ofOj are at distance 1 to 0, we ﬁnd again at least 2 orbits at distance 2 to 0, a contradiction.
Indeed, if v1+ v2 ∈ Oj ∩1(0), such that p1 = 〈v1〉 and p2 = 〈v2〉 are at distance j inside
l , then by distance-transitivity ofH0 on l , we ﬁnd a vector v1+ v3 ∈ Oj with p3 = 〈v3〉
collinear to p2 or at distance k for some 2 < k = j . So v1 + v2 − v1 + v3 = v2 − v3 ∈ O
or Ok , respectively.
IfO is at distance i to 0 and ai > 0, then we ﬁnd an element fromOj for some 3j l
at distance 1 to 0, contradicting the above. Thus ai = 0 and, as a1 > 0, Lemma 2.5(vii)
implies that O is at distance i = d . If l = 4, then d = 2, not only contradicting our
assumptions but also the existence of at least 3 different orbits. Thus l5 and d4. But as
1(0) cannot be contained in any of the setsO andOj , with j = 3, . . . , l, we again obtain a
contradiction.
We note that for low dimensions the result can also be obtained by reference to [27,28],
where Xiao-Wei Zhu determined the projective orbits of Bl (q) on M for l5.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) a simple group of type
Bl (q), except possibly for the cases covered by isomorphisms between groups of type Bl
and Cl , which will be dealt with in the next section.
320 J. van Bon et al. / Journal of Combinatorial Theory, Series A 110 (2005) 291–335
7. Groups of type Cl
In this section we assume that G, , H0, M satisfy the hypothesis (ADT) and the group
H0/Z(H0) is a simple group of type Cl (q). We will consider the various modules M ap-
pearing in §3. We begin with the modules of Table 1. The natural module has been dealt
with in Lemma 4.1.
7.1. M = M(21) with p > 2.
This module is the symmetric square of the natural H0-module V. It is the module of
symmetric 2l × 2l-matrices and has dimension l(2l + 1). An element g ∈ G0 acts on
m ∈ M by m → gmg. If l = 1, then we have Sp(2, q)SL(2, q)(3, q) acting on its
natural three-dimensional module, so we assume l2.
Let  be a transvection of Sp(2l, q) and suppose m is an arbitrary matrix in M. Then
[m, ] = m−m has rank at most 2. Hence, taking m to be at distance 1 from 0 and not
ﬁxed by , we ﬁnd a rank 2 matrix at distance 2 from 0. We ﬁrst analyze the matrices
of rank 2 in M.
Any rank 1 matrix m ∈ M can be written as vv for some nonzero vector v ∈ V . These
rank 1 matrices form a single H0-orbit; its length is q2l − 1.
The image in V of a rank 2-matrix m ∈ M is a singular or a hyperbolic 2-space of V.
According to the type of its image we call such a matrix of singular or hyperbolic type.
If we ﬁx a 2-space W of V, then the subspace MW of M of all rank 2 matrices whose
images coincide with W is three-dimensional. The stabilizer inside G0 of W contains a
subgroup isomorphic to SL(2, q) acting on the three-dimensional subspaceMW ofM as an
orthogonal group(3, q). The rank 1 matrices inMW correspond to the isotropic vectors in
the three-dimensional space, and the rank 2 matrices inMW correspond to the nonisotropic
vectors of + and of − type. This implies that the rank 2 matrices in M fall apart in at least
fourG0-invariant subsets: the matrices of singular + type, of singular − type (inMW with
W singular), of hyperbolic + type and of hyperbolic − type (inMW forW hyperbolic).
If a rank 1 matrix would occur in 2(0), then these matrices and the four distinct types
of rank 2 matrices would be at distance 4 from 0, which is impossible.
If there is a rank 2 matrix of singular type at distance 1 or 2 from 0, then (with help of the
analysis of the orthogonal module in Lemma 4.2) it is easily seen that both singular types of
rank 2 matrices, and, if q = 3, also rank 1 matrices are at distance 4 from 0.Also a matrix
of hyperbolic type can be found at distance 4 from 0. (Indeed, if e1, f1, . . . , el, fl is a
hyperbolic basis ofV, then the difference of the two matrices of singular type e1 e1+e2 e2
and e1 e1 + f2 f2,  ∈ Fq , is hyperbolic.) Moreover, rank 3 and rank 4 matrices like
2e1 e1+e2 e2+f2 f2 and e1 e1+e2 e2+f1 f1+f2 f2 can also be found in4(0).
As this gives rise to at least 5 nontrivial orbits at distance 4 from 0, we arrive at a
contradiction.
Similar arguments rule out the case where2(0) contains rank 2matrices of hyperbolic
type.
7.2. M = M(2).
ThemoduleM is a (quotient of a) hyperplane of the alternating square∧2 V of the natural
symplectic module V for the group Sp(2l, q).
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We ﬁrst deal with the case l = 2. If p > 2, then M has dimension 5 and is the natural
orthogonal module for group (5, q)Sp(4, q)H0. So we can apply Lemma 4.3. If
p = 2, thenM(2)M(1), which is covered by Lemma 4.1.
From now on we will assume l3. Let e1, f1, . . . , el, fl be a hyperbolic basis of the
natural module V with dual basis e∗1, f ∗1 , . . . , e∗l , f ∗l . Let O be the highest weight orbit;
e1 ∧ e2 is a representative. Put F = e1 ∧ f1 + e2 ∧ f2 + · · · + el ∧ fl and (without loss
of generality) let F ∗ = e∗1 ∧ f ∗1 + e∗2 ∧ f ∗2 + · · · + e∗l ∧ f ∗l be the symplectic form ﬁxed
by H0. Then O generates the hyperplane K of
∧2
V that is the kernel of F ∗. Moreover,
as e1 ∧ f1 − e2 ∧ f2 ∈ K , we ﬁnd F + l(el ∧ fl) = (e1 ∧ f1 − e2 ∧ f2) + 2(e2 ∧ f2 −
e3 ∧ f3) + · · · + (l − 1)(el−1 ∧ fl−1 − el ∧ fl) ∈ K . So, if p | l, then F ∈ K is ﬁxed
by H0.
If p does not divide l thenM = K , and otherwiseM = K/〈F 〉. The highest weight orbit
O, of length (q2l − 1)(q2l−2 − 1)/(q2 − 1), is the unique G0-orbit on rank 2 vectors (or
their cosets modulo 〈F 〉).
Firstwe consider the casewhere p does not divide l, so thatM = K . Let  be a transvection
of Sp(2l, q). Then for each v ∈ K not ﬁxed by  we have [v, ] ∈ O. This implies that O
is at distance at most 2 from 0.
LetO2,, with ∈ F∗q ,O3 andO4 denote theH0-orbits of e1∧e2+f1∧f2, e1∧e2+e3∧f1
and e1 ∧ e2 + e3 ∧ e4 (when l4), respectively. Observe that, for each  ∈ F∗q , the orbits
O2,,O3 andO4 are in distinct. (For, the corresponding subspaces ofW are nondegenerate,
degenerate but not singular and singular, respectively.) Consequently, O = 2(0) and the
above orbits (if they exist), are all at distance 4 to 0.
Observe that (e1 ∧ e2 + f1 ∧ f2) − ((e1 + e3) ∧ (e2 + f2) + f1 ∧ f2) ∈ O3 is
the sum of two elements from O2,. So O2, is at distance 3 or 4 to 0. Furthermore,
e1 ∧ e2 + e3 ∧ f1 + f1 ∧ f3 + f2 ∧ e3 = e1 ∧ e2 + f1 ∧ (e3 + f3)+ f2 ∧ e3 is the sum of
two vectors fromO3 and has rank 6. Hence alsoO3 is at distance 3 or 4 to 0. Finally, ifO4
is at distance 1 from 0, then e1 ∧ e2+ e3 ∧ e4− e3 ∧ e4+ f1 ∧ f2 ∈ O2,1 is the sum of two
vectors from O4 and has rank 4, contradicting O = 2(0). So O4 also occurs at distance 3
or 4 to 0. This forces that O4 is empty and hence that l = 3. Moreover, all H0-orbits O2,
for  ∈ F∗q fuse to a singleG0-orbit denoted byO2. In particular, p = 2 (for otherwiseO2,1
andO2,, with  a nonsquare do not fuse) and if q > 2,G0 contains some nontrivial scalar
multiplication. Moreover, the two orbits O2 and O3 exhaust all rank 4 matrices.
If q > 2, then, as some nontrivial scalar multiplication is inG0, we ﬁnd a1 and hence also
a2 to be nonzero, see 2.5.As a consequence1(0) contains a matrix of rank 2, contradicting
the above. If q = 2, then calculations withGap reveal thatO is the smallest nontrivialG0-
orbit on M and therefore cannot be at distance 2 from 0. (The nontrivial orbits have length
315 (= |O|), 5040, 4032, 3780, 2880, and 336.) This ﬁnishes the case where p does not
divide l.
Now consider the case where p | l and M = K/〈F 〉. For each vector v ∈ H we de-
note by v the vector v + 〈F 〉 in M. By O we denote the orbit of e1 ∧ e2. Since the vec-
tors e1 ∧ e2 + f1 ∧ f2, e1 ∧ e2 + f1 ∧ f2 (where  ∈ Fq is a non-square, so p is odd),
e1 ∧ e2 + e3 ∧ f1 and e1 ∧ e2 + e3 ∧ e4 (when l4) are in distinct orbits, O2,1, O2,, O3
and O4 say, (the corresponding subspaces ofW are nondegenerate, nondegenerate, degen-
erate but not singular and singular, respectively) we ﬁnd O = 2(0).
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As above we derive that O2, O3 and O4 must be at distance 3 or 4 to 0. Again, O4 must
be empty, whence l = 3. But then p is odd and O2,, with  ∈ Fq a nonsquare, is in 1(0),
which leads to a contradiction as above.
7.3. M = M(l ) with 3 l6 and p = 2.
These are spin representations of dimension 2l for Bl (q), which is isomorphic to Cl (q),
as q is even.
For l = 3 we obtain a known rank 3 representation ifG0 contains scalar multiplications.
In fact, up to a center, H0 embeds in +(8, q) and its projective orbits are the sets of
isotropic and of nonisotropic points. We can argue as in the proof of Lemma 4.3 to rule out
the existence of  for d3.
Thus assume l4. The dual polar space l corresponding to O(2l + 1, q) embeds in
the projective space of M = M(l ), cf. [6]. Indeed, the projective points spanned by
vectors in the highest weight orbit O are just the points of l . The lines of l are (some
of the) two-dimensional subspaces of M whose nontrivial vectors are in O. The dual polar
space l is a near 2l-gon, its point set can be identiﬁed with the set of maximal sin-
gular subspaces of V, the natural module of H0. A line is the set of maximal singular
subspaces on a ﬁxed singular subspace of dimension l − 1. The quads of l are isomor-
phic to Sp(4, q) quadrangles naturally embedded into the four-dimensional subspace ofM
they span.
First we show that the highest weight orbit O is at distance at most 4 from 0. For
that purpose we analyze the action of some special elements on M. Let  be a Siegel
transformation in H0, i.e.,  is an element in H0 whose commutator [V,] with V is a
two-dimensional singular subspace of V. Let l () be the subset of l consisting of all
points of l in [M,]. Then l () corresponds to the set of maximal singular subspaces of
V containing [V,]. It is a sub-near 2(l − 2)-gon of l isomorphic to l−2, centralized by
. Each point of l outside l () is at distance 1 or 2 to l () in the collinearity graph of
l . The points at distance 1 are also centralized by . A point at distance 2 from l () is in
a unique quad Qmeeting l () in the unique point of l () at distance 2 to it. The element
 induces a transvection on this quad. We have [M,] = 〈()〉CM(). Here [M,] is
the spin module for O(2(l − 2)+ 1, q) and has dimension 2l−2, see Proposition 3.4.
Let v ∈ 1(0) and choose  a Siegel transformation not centralizing v. If l = 4, then
[v,] is in a four-dimensional subspace spanned by a quad and hence belongs to O, and
O is at distance 2 from 0. If l = 5 or 6, then consider a second Siegel transformation ′
in centralizing  but not [v,]. Then again [[v,],′] ∈ O and we ﬁnd O at distance 4
from 0.
The group H0 also contains transvections on the natural module V. We will use these
transvections to prove that a1 > 0. If  is such a transvection in H0, then  centralizes
the subspace l ()l−1 of l consisting of all points of l in [M, ]. The set l ()
corresponds to the set of all maximal singular subspaces of V containing [V, ]. Each point
of l outside l () is on a unique line meeting l (). The element  induces a transvection
on this line. The subspace [M, ] is the spin module for O(2(l−1)+1, q) of dimension 2l−1
spanned byl (), see Proposition 3.4. If  and ′ are two noncommuting transvections, then
the subspaces l () and l (′) are disjoint. If p is a point in l (), then there is a unique
J. van Bon et al. / Journal of Combinatorial Theory, Series A 110 (2005) 291–335 323
point q in l (′) collinear to p. Both  and ′ induce transvections with centers p and q,
respectively, on 〈p, q〉. So, [〈p, q〉, ′] = 〈p, q〉. Thus [M, ′] contains both l () and
l (′) and, as they generate l , we even have [M, ′] = M and CM(′) = 0. Now
suppose v ∈ 1(0). Let  and ′ be two transvections whose product g = ′ is of order
3. (Notice that such transvections exist!) Then v + vg + vg2 ∈ CM(g) = 0. This implies
that a1 > 0.
By arguments similar to those used in § 6.2, we see that the vectors of the form v1 + v2,
where v1, v2 ∈ O generate points at distance j in l for j = 3, . . . , l, represent distinct
G-invariant sets, denoted by Oj . Moreover, we also ﬁnd that no element from O or Oj ,
with j = 3, . . . , l is at distance 1 from 0. Hence, if O is at distance i, then ai = 0. But as
a1 > 0, Lemma 2.5(vii) implies that i = d . Since we assume d > 2, we ﬁnd l > 4 and
i = d4. However, as none of the vectors in Oj is at distance 1 to 0, for j = 3, . . . , l,
there are at least 3 nontrivial orbits onM which are at distance 2 or 3 to 0. This contradicts
that  is distance-transitive.
7.4. M = M(3) with l = 3 and p > 2.
The moduleM can be obtained by modding out the natural module from its third exterior
power. Its dimension is 14. As in the previous case we have an embedding of the dual polar
space associated to Sp(6, q) into M. Indeed, the near 6-gon 3 related to Sp(6, q) can be
identiﬁed with the geometry of projective points in M spanned by the vectors in O, the
highest weight orbit of G0 on M. The lines of 3 are those 2-spaces in M all of whose
nontrivial vectors are in O.
A transvection  ∈ H0 ﬁxes exactly all of the points of a quad, which is an O(5, q)-
quadrangle. This quad will be denoted by 3() and consists of all the points of 3 in
[M,]. In particular, [M,] is ﬁve-dimensional and is contained in CM(), see also the
proof of Proposition 3.4.
Let v1, v2 be vectors in O with p1 = 〈v1〉 and p2 = 〈v2〉 at distance j in 3. Then p1
and p2 correspond to totally singular subspaces of dimension 3 (also called Lagrangians) in
the natural symplectic six-dimensionalH0-module V, which meet in a (3− j)-dimensional
subspace. Let  be a transvection. Suppose [v1 + v2,] = 0. Then either p1, p2 ∈ 3()
or p1, p2 /∈ 3() and [v1,] = −[v2,] = 0. In the latter case p3 = 〈[v1,]〉 is collinear
with p1 and p2. In particular, j = 2 and  leaves the quad on p1 and p2 invariant.As each 
induces a Siegel transformation on the quad determined by p1 and p2 we ﬁnd 2(q + 1)+ 1
transvection subgroups centralizing v1+v2 if it is a point of+-type in the quad determined
by p1 and p2 and by a single transvection subgroup if it is a point of −-type. Moreover if
j = 3, then [v1 + v2,] = 0 for all transvections . This implies that there are at least 3
G0-invariant sets (distinct fromO) of vectors of the form v1 + v2 with v1, v2 ∈ O. Indeed,
the set O+2 and O−2 of vectors v1 + v2 of + or −-type, respectively, in a quad, and O3 of
vectors v1 + v2 with distance between p1 and p2 equal to 3.
As in § 6.2, we ﬁnd that each of O, O+2 , O−2 , O3 is disjoint from 1(0). In particular,
O = i (0) for some i > 2 and ai = 0. Since p > 2, we ﬁnd a1 > 0, so i = d by Lemma
2.5(vii).
Take v ∈ 1(0) and let  ∈ H0 be a transvection on the natural moduleVwhich does not
centralize v. Then [v,] ∈ [M,], which contains only vectors inO∪O+2 ∪O−2 . So, there
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is a vector from O+2 ∪O−2 at distance 2 from 0. But as we can write an element from O as
the sum of two vectors from any orbit on O+2 ∪ O−2 , see Lemma 4.2, we ﬁnd i = d4.
However, we have already described 4 nontrivial G0-invariant subsets of M, none of them
containing a vector in 1(0). This implies that we do not ﬁnd a distance-transitive graph on
M.
This ends the discussion of modules appearing in Table 1 for H0/Z(H0) a simple group
of type Cl . We proceed with the two cases of Table 2.
7.5. M ⊗ Fr2 = M(1)⊗M(1)(1).
The vector space underlying M can be identiﬁed with the space of Hermitian 2l × 2l-
matrices, i.e., the 2l× 2l-matrices over Fq satisfyingmr = m. The element g ∈ Sp(2l, q)
acts by m → grmg.
If l = 1, then we have the action of Sp(2, q)SL(2, q)−(4, r) on its natural four-
dimensional module handled in Lemma 4.3. So we assume l2. Let  be a transvection in
H0. Then [M, ] contains only matrices of rank 2. So, there is a Hermitian matrix of rank
2 at distance 2 from 0.
The matrices of rank 1 form one orbit; they are all of the form vrv for some nonzero
vector v ∈ V , the natural module for H0. But those of rank 2 are in at least 2 orbits.
Indeed, the image of a rank 2 matrix can be a singular or hyperbolic 2-space of V. If we
ﬁx a two-dimensional singular or hyperbolic subspaceW of V, then the Hermitian matrices
with image inside W form a four-dimensional subspace of M. The group H0 induces the
group SL(2, q)−(4, r) on this module. In particular, from the analysis of the orthogonal
modules, see Lemma 4.2, we derive that in any orbit of rank 2matrices we ﬁnd two elements
whose sum is a rank 1 matrix. Moreover, if the rank 2 matrices fall apart in just two orbits,
then the group F∗r of scalar multiplications embeds in G0.
Suppose ﬁrst that there is a rank 1 matrix in 1(0). Then at least two types of rank 2
matrices are in 2(0), which contradicts that  is distance-transitive.
If a rank 2 matrix is in 1(0), then we ﬁnd rank 3 and rank 1 matrices at distance
2 from 0. So, this is not possible. If there is a rank 1 matrix in 2(0), then all rank 2
matrices are at distance 3 and 4. So, F∗r embeds inG0 as scalar multiplications. Any matrix
m in 1(0) is the sum of an element of 2(0) and one of 3(0), and hence has rank at most
3, and by the above, exactly 3. So, m cannot be written as the sum of two rank 1 matrices.
In particular, a2 = 0. But then also a1 = 0, see Lemma 2.5, which implies r = 2. If l3,
then we would ﬁnd rank 6 matrices at distance 2 to 0, contradicting that O = 2(0). Thus
(r, l) = (2, 2). But then there are 85 rank 1matrices and by theATLAS [12], this is a minimal
orbit length, again a contradiction with Lemma 2.5(vi).
We conclude that there is a rank 2 matrix in 2(0). Then, as we have seen above, rank
1 matrices, rank 2 matrices of a different orbit, rank 3 and rank 4 matrices are at distance
4 to 0. This contradicts that  is distance-transitive.
7.6. M ⊗ Fr2 = M(2)⊗M(2)(1), with l = 2 and p > 2.
Here we consider the action of the group Sp(4, q)(5, q) on the Hermitian 5 × 5
matrices. Compare this action with § 5.1.
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The group has at least 3 orbits on the rank 1 Hermitian matrices. Indeed, the image of
such a matrix can be an isotropic, a point of +-type or a point of −-type in the projec-
tive space of the natural orthogonal ﬁve-dimensional V. So, there are at least two of these
orbits not at maximal distance from 0. Since p is odd, we have a1 > 0 and by Lemma
2.5(vii) there are two rank 1 matrices that are adjacent to each other. In particular, 1(0)
contains matrices of rank 2. The image of a rank 2 matrix is a totally isotropic, hy-
perbolic, elliptic or tangent 2-space in V. If there is a rank 1 matrix in 1(0), then we
ﬁnd different types of rank 2 matrices in 2(0). If a rank 2 matrix is adjacent to 0, then
we ﬁnd matrices of rank 1, 2, 3, and 4 in 2(0). In either case,  cannot be a distance-
regular graph.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) of type Cl (q).
8. Groups of type Dl
Assume thatG, ,H0,M satisfy the hypothesis (ADT), where, up to its center, the group
H0 = F ∗(G0) is a simple group of type Dl over the ﬁeld Fq . We will consider the various
modulesM appearing in § 3. Since there are no such modules in Table 2, we deal here only
with modules of Table 1. The case whereM = M(1) is dealt with in Lemma 4.3.
8.1. M = M(2).
First assume p to be odd. Then we have the action of+(2l, q)/〈−I2l〉 on the alternating
squareM =∧2 V , where V is the natural orthogonal module for +(2l, q). The groupG0
has at least 4 orbits on the vectors of rank 2, as there exist isotropic, hyperbolic, elliptic
and tangent lines in the orthogonal geometry. Moreover, there are vectors in M of rank
4, 6, . . . , 2l, so d l + 3.
The highest weight orbitO consists of the rank 2 vectors related to the isotropic lines and
has length (ql − 1)(q2l−2 − 1)(ql−2 + 1)/(q2 − 1). There are q2l−2(ql − 1)(ql−1 + 1)/2
rank 2 vectors related to hyperbolic lines. The set of these vectors is denoted byOh. The two
smallestG0-orbits on rank 2 vectors areO and aG0-orbit inOh. Suppose v1, v2, w1, w2 ∈
V are nonzero isotropic vectors such that 〈v1, v2〉 and 〈w1, w2〉 are isotropic 2-spaces.
Then v1 ∧ v2 and w1 ∧ w2 are in O. If v1 = w1 and v2 + w2 is nonisotropic, then
v1 ∧ v2 + w1 ∧ w2 = v1 ∧ (v2 + w2) is a rank 2 vector of tangent type. If v1, v2, w1, w2
span a 4-space, then v1 ∧ v2 + w1 ∧ w2 has rank 4. Hence O is not 1(0). Now assume
that v1, v2, w1, w2 ∈ V are nonzero isotropic vectors with 〈v1, v2〉 and 〈w1, w2〉 hyperbolic
2-spaces. Then again, if v1, v2, w1, w2 span a 4-space, we ﬁnd that v1 ∧ v2 +w1 ∧w2 has
rank 4. If v1 = w1 and 〈v2, w2〉 is an isotropic 2-space with v2 − w2 perpendicular to v1,
then v1 ∧ v2 − w1 ∧ w2 = v1 ∧ (v2 − w2) is a rank 2 vector of isotropic type. If v1 = w1
and 〈v2, w2〉 is a hyperbolic 2-space with v2 − w2 nonisotropic and perpendicular to v1,
then v1 ∧ v2 − w1 ∧ w2 = v1 ∧ (v2 − w2) is a rank 2 vector of tangent type. Hence also
rank 2 forms of hyperbolic type are not at distance 1 from 0.
Since p is odd, a1 > 0 and so ai > 0 for all i < d (cf. Lemma 2.5(vii)). Hence there
are two adjacent rank 2 vectors. In particular, there is a rank 2 or a rank 4 vector adjacent
to 0. Since the stabilizer of a rank 4 vector ﬁxes a 4-space of V, it is easily checked that its
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G0-orbit has length exceeding q2l−2(ql − 1)(ql−1 + 1)/2. Hence, at distance 1 from 0 we
ﬁnd a rank 2 vector of isotropic or hyperbolic type, which is a contradiction.
Next we assume p = 2.We have+(2l, q)Sp(2l, q) acting on a (quotient of a) hyper-
plane of the alternating square (or alternating forms), compare with § 7.2. This hyperplane
K is spanned by the vectors v ∧ w where 〈v,w〉 is a singular line of the symplectic space.
The group G0 contains transvections. Let  be such a transvection with center spanned by
a nonisotropic vector c. We consider ﬁrst the action on the hyperplane K. Take m ∈ K
such that it is not centralized by . Then [m, ] = w ∧ c for some nonzero vector w ∈ V
perpendicular to c. The result w ∧ c is of tangent, elliptic or hyperbolic type. But then, by
arguments similar to those used above, we ﬁnd that the sum of two such vectors from K can
be a vector of rank 2 of at least three different types or of (various types of) rank 4.
SupposeM = K . By choosing m ∈ 1(0), the preceding paragraph shows that 4(0)
contains at least three distinct types of rank 2 vectors and rank 4 vectors. In particular, we
ﬁnd rank 4 vectors in 1(0). As in the case where p is odd, this leads to a contradiction.
If M is a proper quotient of K, then in the kernel F of the quotient map K → M we
only ﬁnd nonzero vectors of rank 2l. So, using computations in K, we can conclude that
in 4(0) we ﬁnd at least three distinct orbits represented by an element m + F , where
m ∈ K has rank 2 and one orbit represented by m′ + F where m′ has rank 4. This implies
that 1(0) contains a vector of the form m + F , where m has rank at most 4. As in the
previous cases, we can conclude that m has rank 2 and is of hyperbolic or isotropic type,
which leads again to a contradiction.
8.2. M = M(l−1) orM(l ) with 4 l7.
Here M is a spin module for a group H0 of type Dl . Notice that G0 contains irreducible
subgroups of type Bl−1, if p is odd, or Cl−1 if p is even, as discussed in § 6.2 and 7.3.
If l = 4, then this spin module is isomorphic to the natural moduleM(1) for +(8, q),
already covered in Lemma 4.3. If l = 5, thenM(l−1) andM(l ), are two spin represen-
tations known to be of rank 3 if the full group F∗q of scalar multiplications embeds in G0,
see [17]. The highest weight orbitO has length (q8− 1)(q3+ 1) and is closed under scalar
multiplication. The 1-spaces spanned by the elements inO form the point set of a so-called
half-spin geometry l , see [6]. If O = 1(0), then  has diameter 2, a contradiction. Pro-
jectively, the remaining points are in a single orbit of length q3(q8 − 1)(q5 − 1)/(q − 1).
Hence the orbitO is the smallest orbit on nonzero vectors. Notice that each nonzero vector
v outsideO is the sum of two vectors inO. Taking v in 1(0) we ﬁndO at distance 2 from
0 as we have seen in §6.2 and 7.3. Unimodality of the ki implies that in that case  has
diameter 2, a contradiction with d3.
Remain the modulesM(l−1) andM(l ) with 6 l7.
By the results of § 6.2 and § 7.3 we conclude that O = i (0), where either i2 or
i = d4. Moreover, those results also reveal that v1+v2, where 〈v1〉 and 〈v1〉 are points of
the half-spin geometry l at mutual distance j = 2, 3, represent distinct G0-invariant sets
which we will denote byOj . Clearly if i = 1, then bothO2 andO3 are at distance 2 to 0, a
contradiction. So, i > 1. We have a1 > 0, which is clear if p is odd and follows from § 7.3
if p is even. If i < d , then we ﬁnd ai > 0 and thusOj = 1(0) for j = 2 or 3. But then we
also ﬁnd vectors fromOk at distance 2 to 0, where {j, k} = {2, 3}. Hence we may conclude
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that i = d4 and ad = 0. By the above arguments we ﬁnd the setsO2 andO3 at distances
2 or 3. Now straightforward computations reveal that |O| = (q5 + 1)(q3 + 1)(q8 − 1),
|O2| |O| q6(q6−1)(q5−1)2q(q3+1)(q2−1) = |O| q
5(q3−1)(q5−1)
2(q2−1) and |O3| 12 |O|q15(q − 1) if l = 6. If
l = 7, then |O| = (q6 + 1)(q5 + 1)(q3 + 1)(q8 − 1), |O2| |O| q6(q7−1)(q6−1)(q5−1)2q(q6−1)(q2−1) =
|O| q5(q7−1)(q5−1)2(q2−1) and |O3| 12 |O|q15(q7 − 1). However, then there are more than |O2|
vectors outside O ∪ O2 ∪ O3. This implies k1 > min(k2, k3) and leads to a contradiction
with d4.
We notice that, in case p is odd, the projective orbits under the groups of type Dl , where
l7, have been determined by Xiao-Wei Zhu [27,28]. See also [13] for l = 6.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) a simple group of type
Dl (q).
9. Groups of type 2Al−1
In this section we treat the unitary groups. So, assume that G, , H0, M satisfy the
hypothesis (ADT) and that the group H0/Z(H0) is a simple group of type 2Al (q). Since
SU(2, q)SL(2, q), we may and will assume l3 throughout this section. The modules
M = M(1) orM(l−1) over Fq2 with l3 are, up to automorphisms, the natural module
and so have been dealt with in Lemma 4.4.
9.1. M = M(1 + l−1).
Here q = r andM is the Fq -space of all l × l-matrices of trace 0 that are Hermitian, that
is, ﬁxed by , the semilinear transformation determined by m → m = mr except when
p | l. In the latter case,M is obtained from this module by modding out the identity matrix.
In particular, dim(M) = l2− 1− p|l . The group of all invertible l× l-matrices g over Fq2
with g−1 = gq acts on M. The action of such g on m ∈ M is given by m → g−1mg.
Note that M supports the structure of a Lie algebra over Fq as follows: Fix j ∈ Fq2
with jq = −j . Then Mj = jM is characterized as the −1 eigenspace of  among all
l × l-matrices, and is invariant under the usual matrix commutator product. This is the Lie
algebra. In other words, the Lie bracket on M can be deﬁned by the ‘adapted’ commutator
product [m,m′] = j (m′m−mm′).
The groupH0 leaves invariant the characteristic and minimum polynomial of matricesm,
and these are changed by scalars x → x under homotheties and by ﬁeld automorphisms
under the semilinear part of G0. In particular, the rank is a G0 invariant function on M.
ByVwe denote the natural SU(l, q)-module over Fq2 with standard unitary form deﬁned
by vwq for all v,w ∈ V with respect to the standard basis e1, . . . , el . Each rank 1 matrix
m is of the form wv for some nonzero vectors v,w ∈ V . The matrix is Hermitian if and
only if w = vq . As the trace of vv equals vvq , we ﬁnd that m is an Hermitian matrix
with trace 0 if and only if it is of the form vv for some isotropic vector v ∈ V . The rank
1 matrices are in a single G0-orbit O. If  ∈ Fq2 satisﬁes q+1 = −1, then
v = (e1 + e2)(e1 + e2)
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belongs to O. We denote by i the distance to 0 of v, so O = i (0). Its length is ki =
(ql − (−1)l)(ql−1 − (−1)l−1)/(q + 1).
Now suppose m is a matrix in 1(0). Then, for each transvection u = 1 + jv ∈ H0
with  ∈ Fq , the rank of 1 − u equals 1, and so [m, u] = u−1mu − m has rank at most 2
and lies in 2(0). In fact, by a suitable choice of  with q+1 = −1 and  ∈ Fq , we can
achieve that [m, u] has rank precisely 2. Hence, without loss of generality, we may assume
that 2(0) contains a rank 2 matrix.
We will ﬁrst take a closer look at rank 2 matrices inM. Similarly to the analysis of rank
1 matrices, we ﬁnd that a rank 2 matrix inM is of the form vv + qvw + wv +
ww, where v,w are linearly independent vectors from V and , ∈ Fq ,  ∈ Fq2 . The
image of such a rank 2 matrix is the 2-space W = 〈v,w〉 of V, which can be singular,
hyperbolic or tangent.
If W is singular, then there are q4 − 1 nonzero matrices in M with image inside W. Of
these, (q−1)(q2+1) have rank 1, the remaining q(q−1)(q2+1)matrices have rank 2. The
latter rank 2 matrices are called of singular type. The group SL(2, q2) acts as −(4, q) on
this four-dimensional space. It follows from Lemma 4.2 that there exist two rank 2 matrices
in the same orbit whose sum is a rank 1 matrix.
If W is tangent, then the space of Hermitian matrices with image inside W is three-
dimensional. It contains q − 1 rank 1 matrices and q3 − q rank 2 matrices. This
three-dimensional space can be seen as the three-dimensional subspace of the above four-
dimensional orthogonal space perpendicular to an isotropic 1-space. Within the orthogonal
space we see that within one G0-orbit on rank 2-matrices of tangent type, we can ﬁnd two
matrices whose difference is a rank 1 matrix. For example, if v ∈ V is an isotropic vector
andw ∈ V a nonisotropic vector perpendicular to v, then thematrices vqv+vqw+wqv
and vqw + wqv are both rank 2 matrices of tangent type. Their difference is a rank 1
matrix.
Finally, ifW is hyperbolic, then the space of Hermitian matrices with image insideW is
again three-dimensional. It is now the natural module for SL(2, q)(3, q).
If p is odd, then this space contains q2− 1 rank 1 matrices and q2(q+ 1) rank 2 matrices
falling apart in two sets of size (q − 1)(q2 + q)/2 and (q − 1)(q2 − q)/2, respectively,
corresponding to the points of + and − type in the orthogonal space. Accordingly these
rank 2 matrices are called of hyperbolic + type and hyperbolic − type. It follows from our
analysis of the action of the orthogonal group on its three-dimensional natural module that
we can ﬁnd two matrices of hyperbolic + type in a single G0-orbit whose sum is a rank
two matrix of hyperbolic− type or has rank 1. Similarly we can also ﬁnd two hyperbolic−
type rank 2 matrices in a single G0 whose sum is of hyperbolic + type or, if q > 3, whose
sum has rank 1. Both rank 2 types can be written as the sum of two rank 1 matrices.
If p is even, then the orthogonal module has a 1-dimensional radical consisting of rank
2 matrices, which we call matrices of radical type. The rank 1 matrices correspond to the
q2 − 1 isotropic vectors in the orthogonal space. The remaining (q + 1)(q − 1)2 rank 2
matrices in this three-dimensional module are called of hyperbolic type. Projectively, they
form one orbit. If q = 2, consider in the three-dimensional orthogonal space, two distinct
nonisotropic vectors, not in the radical, but spanning a 2-space containing the radical. Then
the sum of these two vectors is isotropic if and only if the quadratic form takes the same
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value on them. This implies that there are two rank 2 matrices of hyperbolic type in a single
G0-orbit, with sum of rank 1.
Now we divide the proof into four cases according to the parity of p and divisibility of n
by p.
Case 1: Suppose p is odd, p  l. From the analysis above, we ﬁnd rank 2 matrices of
hyperbolic+ and of hyperbolic− type at distance 2i. Hence i > 1. If i < d, then ai = 0
by Lemma 2.5(vii) and we ﬁnd that a rank 2 matrix is at distance 1 from 0. If there is a
hyperbolic + type matrix at distance 1, then by the above, we ﬁnd hyperbolic − type, rank
1 and rank > 2 matrices at distance 2. If there is a hyperbolic − type matrix at distance
1, then again by the above, we ﬁnd hyperbolic + type, rank > 2 matrices and if r > 3 also
rank 1 matrices at distance 2. (If q = 3, we can ﬁnd rank 1 matrices at distance 3.)
If there is a singular rank 2 matrix at distance 1 to 0, then we ﬁnd rank 1 and rank > 2
matrices at distance 2 to 0. Finally if there is a tangent rank 2 matrices at distance 1 to
0, then we ﬁnd rank 1 and rank > 2 matrices at distance 2 to 0. All these cases lead to a
contradiction. Thus rank 1 matrices are at distance d and no rank 2 matrix is at distance 1
to 0. But then the above implies that if there is a rank 2 matrix of singular, hyperbolic + or
tangent type, at distance 2 to 0, then d4. If there is a rank 2 form of hyperbolic− type at
distance 2 to 0, then for q > 3 we also ﬁnd d4 and for q = 3 we see that d6 as a rank
1 matrix can be written as the sum of 3 rank 2 matrices of hyperbolic − type. As there are
at least 4 orbits on the rank 2 matrices we ﬁnd that d > 4. So q = 3, but then l > 3 and
we ﬁnd at least 2 more orbits on the rank > 2 matrices, implying that d > 6 contradicting
d6. Hence in this case we do not ﬁnd a distance-transitive graph.
Case 2: Suppose p is odd and p | l. If l5, then the above arguments still hold, as no
two rank 2 matrices are equal modulo the identity matrix. This leaves us with the case
p = l = 3. Identifying the rank 2 matrices described above with their images modulo the
identity matrix, we still ﬁnd distinct orbits consisting of rank 1 matrices and rank 2 matrices
of hyperbolic +, hyperbolic − and tangent type. By similar arguments as above, we can
rule out the cases that rank 1 matrices are at distance 1 to 0. If rank 2 matrices of hyperbolic
± or tangent type are at distance 1, then rank 1 matrices are at distance 2 or, in case q = 3,
at distance 3 to 0. However, then k > k2 or k3, as an easy computation reveals. Since
d > 3, we get a contradiction. Thus again we may conclude that the rank 1 matrices are at
maximal distance, and no rank 2 form is at distance 1 to 0. In particular, d > 4.As above we
either ﬁnd a contradiction or q = 3 and d6. But then computer calculations with GAP
showed that the group SU(3, 3) has six nontrivial orbits on M of length 56 (rank 1), 126
(rank 2 of hyperbolic − type), 672 (rank 2 of tangent type), 756 (rank 2 of hyperbolic +
type), and 2×288 (rank 3). So either certain rank 1 or rank 2 matrices of hyperbolic− type
are at distance 1 from 0. But this contradicts the above.
Case 3: Suppose p = 2 and l odd. Moreover, if l = 3, then q = 2 asH0SU(3, 2) does
not satisfy our assumptions. If rank 1 matrices are at distance i from 0, then we ﬁnd rank 2
matrices of singular (provided l > 3) and hyperbolic type at distance 2i and of radical
type and rank 3 at distance 3i. Thus i > 1.
If singular, hyperbolic (with q = 2) or tangent type rank 2 matrices are at distance j from
0, then we ﬁnd rank > 2 and rank 1 matrices at distance 2j . So j > 1. If j = 2, then
i = 3 or 4 and there is a rank 2 matrix of singular, hyperbolic or tangent type at distance
n > 4. However, then we have k2 > ki < kn, leading to a contradiction. If q = 2 and
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hyperbolic type rank 2 matrices are at distance j to 0, then, as l4, we ﬁnd rank 3, 4 and
tangent type rank 2 matrices at distance 2j to 0. So j > 1. If j = 2, then these 3 types
must be at distance 1, 3 and 4 to 0. Let x ∈ 1(0), so x is the sum of two hyperbolic type
rank 2 matrices. If x has rank 3, then we can ﬁnd y ∈ 2(0) with x + y ∈ 3(0) a rank 2
matrix of radical type, a contradiction. If x is a rank 2 matrix of tangent type, then we can
ﬁnd y ∈ 2(0) with x + y ∈ 3(0) a rank 3 matrix and rank 4 matrix, a contradiction.
If x is a rank 4 matrix then we can ﬁnd y ∈ 1(0) with x + y ∈ 2(0) a rank 3 matrix,
again a contradiction.
Hence, rank 2 matrices of radical type are at distance 2 from 0. A rank 2 matrix
of radical type is of the form vqv + wqw, where v,w are perpendicular nonisotropic
vectors in V with vvq = wwq. If radical type rank 2 matrices are at distance 1 from 0,
then k1 > ki . Thus the rank 1 matrices are at maximal distance i = d. But then we ﬁnd both
rank 2 matrices of hyperbolic type and rank 3 matrices at distance d− 1, a contradiction.
Hence radical type rank 2 matrices are at distance 2 from 0.
If l5, then the sum of the two rank 2 matrices of radical type can be a rank 2 matrix of
singular type and of tangent type, but can also have rank > 2. Indeed, sums of two of the
following matrices of radical type yield all these possibilities. Here we only indicate the
4× 4 upper left hand submatrices as the other entries of the matrices are 0.

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 ,


0 0 1 1
0 0 1 1
1 1 1 0
1 1 0 1

 ,


1 0 0 0
0 1 1 1
0 1 1 1
0 1 1 1

 .
Thus either singular or tangent type rank 2 matrices are at distance 3. But rank 1 matrices
can be written as the sum of two rank 2 matrices of singular or of tangent type, we ﬁnd
i6. Since ki < k2, we also have id − 1. In particular, d7. But besides the 5 different
types of rank 2 matrices, we also encounter rank 3 and rank 4 matrices with degenerate or
nondegenerate image as well as rank 5 matrices. Again we have found a contradiction.
If l = 3, then, by assumption, q4. If we ﬁx a rank 2 matrix m1 = vqv + wqw,
where v,w are perpendicular nonisotropic vectors in V with vvq = wwq, then m1 is
of radical type. Now choose a vector u ∈ V perpendicular to v, but not to w, such that
vvq = uuq. Then m2 = vqv + uqu is in the G0-orbit of m1 and m1 + m2 is a rank
2 matrix of hyperbolic type. Thus, rank 1 matrices are at distance 6 and as they are at
distance d − 1 we ﬁnd d7. Besides the 4 rank 2, we also have at least (q − 2)/2
distinct orbits of rank 3 matrices. Indeed, for different representatives  = 0, 1 of Fq \ F2,
the matrices
 1 0 00  0
0 0 1+ 


represent distinct orbits. None of the rank 2matrices can be at distance 1, nor can one of these
rank 3 matrices (for, then k > k2). Thus 4+ (q − 2)/26 and q7. In particular, q = 4.
But then computer calculations with GAP revealed that there are at least 10 distinct orbits.
(The orbit lengths of SU(3, 4) on the eight-dimensional module are: 1, 3×4160, 3900, 3×
4800, 4800, 3× 208, 3× 3120, 3× 4160, 4800, 2496, 195.)
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Case 4: Suppose p = 2 and l even.Again we identify matrices with their images modulo
the identity matrix. If rank 1 or rank 2 matrices of singular, hyperbolic or tangent type are
at distance 2, then by arguments similar those given above, we ﬁnd a contradiction.
If rank 2 matrices of radical type are at distance 2 from 0, then they are at distance 2 to
0. Moreover, as above, we ﬁnd rank 2 matrices of tangent and singular type at distance 3 or
4 to 0 and the rank 1 matrices at distance i6 to 0. Suppose a rank 2 matrix of hyperbolic
type is at distance j. Then as k2 > ki and kj > ki we get j = 5 and d7. In particular, all
rank 2 matrices are at distances 2 up to 5 to 0. Now, the matrices

1 1 0 0
1 1 0 0
0 0 0 1
0 0 1 0

 and


0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0


represent distinct orbits. Thus d = 7, but both matrices cannot be at distance 7 as their orbit
lengths exceed k6.
9.2. M = M(2) over Fq , with l = 4.
This is a module of dimension 6 for SU(4, q), i.e., the natural module for −(6, q).
Hence it is dealt with in Lemma 4.3.
9.3. M = M(3) over Fq , with l = 6.
This is amodule of dimension 20 for the groupSU(6, q). It can be found in theFq2 -module
M(3), of dimension 20, for the group SL(6, q2) (the trilinear forms).
Its projective space is also the embedding space of the dual polar space  of U(6, q). We
proceed as in §7.4. Let O be the highest weight orbit of vectors spanning a point of .
Fix an element  of G0 inducing a transvection on V, the natural module for H0. Then
 ﬁxes a unique quad () of  and moves all other points along a line meeting this quad.
Hence [M, ] equals 〈()〉 which is the 6-dimensional embedding space of the O−(6, q)-
quadrangle (). Moreover [M, ]CM() and, apply Proposition 3.4 to SL(6, q) on∧3 F6
q2 , the centralizer of  induces (at least) the orthogonal group−(6, q) on [M, ]. This
implies that we have at least the following three distinct G-invariant subsets ofM \ {0}:O,
and O2 and O3, the sets of sums of 2 vectors v,w ∈ O with v + w ∈ O, where 〈v〉 and
〈w〉 are points in  at distance 2 or 3, respectively. Moreover, either O or O2 is at distance
2 from 0.
The number of elements in O equals (q2 − 1)(q3 + 1)(q5 + 1). Next we will determine
|O2|. Let v = v1 + v2 ∈ O2 where v1, v2 ∈ O. Denote by p1 and p2 the two 1-spaces
generated by v1 and v2, respectively. Then p1 and p2 are at distance 2 inside . So, there
is a unique quad of  containing p1 and p2, say Q. Suppose that v can also be written
as w1 + w2, where w1, w2 ∈ O. Denote by q1 and q2 the two 1-spaces generated by
w1 and w2, respectively, and by Q′ the unique quad of  containing q1 and q2. Fix a
transvection  ∈ G0 withQ = (). IfQ∩Q′ = ∅, then [q1, ] = [q2, ] and 0 = [v, ] =
[w1 + w2, ] = 0. So, Q ∩Q′ = ∅. If Q = Q′, then Q and Q′ meet in a line ' say. We
can ﬁnd an element g ∈ CG0(v) stabilizing Q′ but mapping Q to a quad Q′′ meeting Q′
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in a line '′ disjoint from '. But then Q ∩Q′′ = ∅ whereas v can be written as the sum of
two vectors fromO in 〈Q′′〉. This contradicts the above. So, Q is the unique quad spanning
a subspace containing v. As the subspace generated by a quad contains q6 − q5 points of
O2, we ﬁnd |O2| = (q6 − q5)(q6 − 1)(q5 + 1) . The number of elements in O3 is at most
(q2 − 1)(q3 + 1)(q5 + 1)q9(q − 1)/2.
By arguments similar to those used in, for example, § 6.2 and § 7.3, we can ﬁnd two
vectors v1, v2 in a singleG0-orbit on O2 with v1 + v2 ∈ O3 or with v1 + v2 ∈ O. Whence
members of each of O, O2 and O3 can be found at distance 2, 3 and 4 from 0, but not at
distance 1 from 0. In particular, a vertex v adjacent to 0 can be written as v = v1+ v2 + v3
with vi ∈ O.
Suppose v = v1 + v2 + v3 ∈ 1(0) with v1, v2, v3 ∈ O. Let pi , i = 1, 2, 3 denote the
projective points generated by vi . If p1 and p2 are at distance 2 inside , then there is a
transvection  such that () is the unique quad containing p1 and p2. Clearly p3 ∈ ().
Hence [v, ] = [v3, ] ∈ O. On the other hand, there is also a quad on p3 disjoint from
(). This quad equals () for some transvection  ∈ G0. For this  we ﬁnd [v,] =
[v1,] + [v2,] ∈ O2. So, also O2 is at distance 2 to 0, a contradiction. Thus the distance
between any two of the points p1, p2 and p3 equals 3.
Now consider a quad () for some transvection  ∈ G0 such that p1 ∈ (). The two
points r2 = [p2,] and r3 = [p3,] are distinct. So, [v,] = [v2,] + [v3,] is in O or
O2. If [v,] ∈ O, then r2 and r3 are collinear, and we can pick a transvection ′ centralizing
p2 and r2 but not r3. The unique point in the quad (′) collinear with p1 is [p1,′] which
is at distance 2 from r2 and, as  is a classical near hexagon (see [4]), at distance 3 from
p3. So, [v,′] = [v1,′] + [v3,′] ∈ O2. In any case, we ﬁnd that O2 is at distance 2 to
0. Since O is at distance 3 or 4 to 0 we have k2 > k3 or k2 > k4. In particular, d5 and
q20 = |M| = 1+ k1 + k2 + k3 + k4 + k51+ 4k2 +max(k3, k4)1+ 4(q6 − q5)(q6 −
1)(q5 + 1)+ (q2 − 1)(q3 + 1)(q5 + 1)q9(q − 1)/2. This contradiction ﬁnishes this case.
9.4. M = M(2) orM(l−2) over Fq2 with l5.
The module M is the alternating square
∧2
V of the natural module V for the group
SU(l, q). On the rank 2 vectors we see 3 distinct G0-invariant sets, corresponding to the
singular, hyperbolic and tangent lines in the natural module of SU(n, q), and denoted by
Os , Oh and Ot , respectively.
Consider a transvection  in SU(l, q). It centralizes a subspace of the parabolic geometry
induced on Os of type 2Al−3,1. This geometry embeds naturally in [M, ] which is l − 2
dimensional. The centralizer of  induces SU(n− 2, q) in [M, ], see 3.4. Every nontrivial
vector of the form [m, ] with m ∈ M is in Os or Ot . This implies that a vector from one
of these two sets has to be at distance 2 from 0.
Consider two vectorsm1,m2 ∈ M . We writemi = vi ∧wi for some vectors vi, wi ∈ V .
Supposem1 andm2 are inOs (which is the parabolicG0-orbit), i.e., vi andwi span a singular
2-space in V for i = 1, 2. If v1 = v2, and w1 + w2 is nonisotropic, then m1 +m2 is in Ot .
If the 2-spaces 〈v1, w1〉 and 〈v2, w2〉 do not intersect, then the 4-space 〈v1, v2, w1, w2〉 can
be may be nondegenerate or have radical of dimension 1 or 2.
Hence, ifOs is in2(0), then we ﬁnd at least 5 distinct nontrivialG0-orbits in4(0),
which contradicts  being distance-transitive. Hence,Os cannot be at distance 2 from 0.
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Now consider the casewhere the two vectorsm1 andm2 are inOt inside a singleG0-orbit.
Then we may assume vi to be isotropic andwi to be nonisotropic. If v1 = v2 andw1+w2 is
singular, we ﬁndm1+m2 ∈ Os . Ifw1 = w2 and v1+ v2 is nonisotropic, the summ1+m2
is inOh. If v1, v2,w1 andw2 span a 4-space inV, then this 4-space either is nondegenerate,
or has a radical of dimension 1 or 2. So, as all of these distinct cases do occur, also Ot
cannot be at distance 2 from 0, and we do not encounter a distance-transitive action in
this case.
9.5. M = M(21) orM(2l−1) over Fq2 with 3 l4 and p = 2.
The module M is the Fq2 -space of symmetric l × l matrices on which an element g ∈
SU(l, q) acts by m → gmg.
The rank 1matrices fall apart in two types. Indeed, each rank 1matrix inM can be written
as a scalar multiple of vv, where v ∈ V \ {0}, the natural module for SU(l, q), and we can
distinguish between the cases where v is isotropic or nonisotropic. The rank 1 matrices of
isotropic type form the highest weight orbit O.
IfO is at distance 1 from0, thenwe canﬁnd rank 2matrices at distance 2 to 0,whose image
is a hyperbolic 2-space. For a ﬁxed hyperbolic 2-spaceW ofV, the symmetric matrices with
image inW form a three-dimensional orthogonal Fq2 space. The elements inO correspond
to F∗
q2 -multiples of isotropic vectors in an Fq -subspace of this orthogonal space. From the
results in § 5.7. we deduce that sums of two such isotropic vectors can give nonisotropic
vectors of both + and − type in this orthogonal 3-space. (Within this orthogonal 3-space
such sums are in orbits of size at least q(q − 1)/2.) This implies that we ﬁnd at least two
distinct orbits in 2(0) on rank 2 matrices. As this contradicts  to be distance-regular, O
is at distance i > 1 to 0.
Consider the case l = 3.TheorbitO has length (q3+1)(q2−1).There areq6−q5+q3−q2
rank 1 matrices of nonisotropic type. If i < d, then, as ai > 0, there is a matrix of the form
m = vv + ww in 1(0), where v,w ∈ W are linearly independent isotropic vectors
and  and  are nonzero scalars. The stabilizer in G0 of m ﬁxes the hyperbolic 2-space
〈v,w〉. So, as we have seen above, 1(0) has size q3(q3 + 1)/2 · q(q − 1)/2. But that
implies that k > ki = (q3+ 1)(q2− 1), a contradiction. HenceO is at distance i = d to 0.
Now consider a matrix m = vv for some nonisotropic vector v ∈ V . By N we denote
the G0-orbit of m. The sum of two elements from N can yield rank 2 matrices whose
image is a hyperbolic 2-space of V, or a tangent subspace. Hence N cannot be in 1(0),
but is at distance 1 < j < d . As aj > 0, there is a matrix k ∈ 1(0) which equals
k = vv+ww where v,w ∈ V with vv,ww ∈ N and , ∈ F∗
q2 . From the above
it follows that we may assume v and w to be linearly independent, so that k has rank 2. But
then there is a nonzero isotropic vector u ∈ 〈v,w〉 and a scalar  ∈ F∗
q2 such that u
u+ k
has rank 2. The matrix uu+ k is at distance d − 1 from 0. Similarly, there is a nonzero
isotropic vector x outside 〈v,w〉, such that the matrix xx + k has rank 3. This matrix is
also at distance d − 1 from 0, which is a contradiction with  being distance-transitive.
Now consider the case l = 4. As above, we ﬁnd that no rank 1 matrix is at distance 1
from 0. Hence, as ai > 0 for all i < d , there is a rank 2 matrix m in 1(0) which is the
sum of two rank 1 matrices. In particular, m = vv + ww for some , ∈ F∗
q2 and
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v,w ∈ V linearly independent vectors which are both isotropic or both nonisotropic. But
then we can form both rank 3 and rank 4 matrices as sums of elements in G0-orbit of m.
Hence, we ﬁnd both rank 3 and rank 4 matrices at distance 2 from 0. Again a contradiction
with  being distance-transitive.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) a simple group of type
2Al(q).
10. Groups of type 2Dl
In this last section we assume that G, , H0, M satisfy the hypothesis (ADT) and the
groupH0/Z(H0) is a simple group of type 2Dl (q). We consider the modules given in Table
3 for groups of type 2Dl , with l4.
The natural orthogonal module for H0 has been dealt with in Lemma 4.3.
10.1. M = M(2) over Fq .
This case can be handled by arguments similar to those used in §8.1.
10.2. M = M(l−1) orM(l ) over Fq2 with 4 l6.
Here we have the spin representation of the half spin groups 2Dl (q) of dimension 2l−1
over the ﬁeldFq2 .We proceed as in § 6.2, § 7.3 and § 8.2.Up to a center, the groupH0 embeds
in the group +(2l, q2) and M is also the spin module for the latter group. The vectors in
the highest weight orbitO span the points of a dual polar spacel of type 2Dl (q) embedded
in the projective space on M. A Siegel transformation  ∈ H0 centralizes all of the points
which are inside the dual polar space at distance 2 from a ﬁxed subspace Tl−2 of l .
A point of l at distance 2 from T is in a unique quad Q3 of l meeting T in a point.
This quad is isomorphic to the unitary generalized quadrangle associated to SU(4, q). The
element  induces a transvection on this quad. By Proposition 3.4, the commutator space
[M,] is of dimension 2l − 2; it is the spin module for groups of type 2Dl−2(q).
Hence, if v ∈ 1(0) and  is a Siegel transformation which does not centralize v, then
for l = 4, we ﬁnd [v,] ∈ [M,], a two-dimensional subspace of M with all nonzero
vectors inO. If l = 5 or 6, then with a suitable Siegel transformation ′ we can achieve that
[[v,],′] ∈ O. In particular, O is at distance 4 from 0. As in § 6.2, § 7.3 and § 8.2, we
can prove that vectors v1+v2 /∈ O where v1 and v2 span points at distance j = 2, . . . , l−1
in l represent distinctG0-invariant sets denoted byOj . Now similar arguments as used in
the sections mentioned above yield a contradiction.
This concludes the proof that Theorem 1.2 holds for H0/Z(H0) simple of type 2Dl .
As all cases of Tables 1–3 have been dealt with, we conclude that Theorem 1.2 has been
established.
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