Abstract: In finite-element (FE) model updating using response surface (RS) models as surrogate, the procedure of finding an appropriate design to build the RS models requires a number of trial-and-error approaches with different designs and subset models. To address this issue, a procedure is proposed in this paper to design and fit proper RS models in FE model updating problems. Also, formulation of the problem in an iterative format in time domain is proposed to extract more information from measured signals and compensate for the error present in the regressed models. This procedure is applicable to both linear and nonlinear models under static or dynamic analysis. The proposed methodology is applied to a numerical case study of a steel frame with global nonlinearity. Appropriate design and model order are successfully established and optimization in time performs well in all the simulated scenarios. Finally, the performance of this method in presence of measurement noise is compared with a method based on sensitivity analysis in terms of required time and accuracy.
Introduction
Finite-element (FE) model updating is an inverse problem of modifying the uncertain parameters of a FE model to improve the correlation between certain analytical response features and their experimental counterparts. Over recent decades, several computational procedures have been developed to update parameters of analytical models on the basis of experimental results. These procedures can be categorized according to their domain of applicability. In linear model updating, experimentally identified modal quantities (natural frequencies and mode shapes) are used as reference features to update FE models of structures (Bell et al. 2007; Zimmerman and Lynch 2009; Weber and Paultre 2010; Moaveni and Behmanesh 2012; Moaveni et al. 2013 ). This technique is widely used, especially with improvement of sensing technology and rapid deployment of wireless sensor networks in recent decades, which made it more convenient to obtain valuable information about behavior of in-service structures (Lynch et al. 2003; Lynch and Kenneth 2006; Whelan and Janoyan 2009; Zaurin and Catbas 2010; Jang et al. 2011; Dorvash et al. 2012 Dorvash et al. , 2013 . Direct and iterative methods for linear model updating are welldocumented in the literature (Imregun and Visser 1991; Friswell and Mottershead 1995) . In direct methods as the elements of the structural matrices are updated in one step, the structural connectivity may be violated and make it difficult to interpret the updated matrices (Baruch 1978 (Baruch , 1984 Berman and Nagy 1983; Friswell et al. 1998; Yang and Chen 2009) . Therefore, iterative model updating methods that directly modify the preselected parameters of FE models are more popular (Brownjohn and Xia 2000; Zhang et al. 2000; Brownjohn et al. 2001; Jaishi and Ren 2007; Hua et al. 2009; Wang et al. 2010; Ribeirio et al. 2012; Zona et al. 2012) . These techniques are mainly based on the sensitivity analysis and linearization of the generally nonlinear relationship between measured responses and the uncertain model parameters (Mottershead et al. 2011) . Such methods are generally computationally intensive and may cause convergence difficulty because they are based on iterative determination of local gradients (Ren and Chen 2010) . Moreover, in the presence of any nonlinearity in the structure, the procedures based on modal information fail to yield the parameters associated with nonlinear behavior of the model, and other measures are required to update the model. Silva et al. (2009) performed a comparison between different metrics for use in nonlinear model updating using vibration test data and concluded that such metrics are effective in updating the structures with local and weak nonlinearities. Therefore, the objective of this paper is to present a procedure to overcome these problems in updating nonlinear systems.
One of the proposed approaches to decrease the computational effort in model updating problems is to replace the FE model with a mathematical expression that approximates the relationship between preselected inputs and output of the FE model. This approach was successfully implemented in the structural optimization problems where function approximations reduce the cost of function evaluations to find the global optimum of the problem (Roux et al. 1998; Heinonen and Pajunen 2011) . In FE model updating, the parameters of the surrogate model are directly modified with respect to the measured data. One of the commonly used surrogate models are polynomial functions constructed on the basis of response surface (RS) methodology, which was originally a statistical method exploring the relation of explanatory variables of a system and its responses. To find a mathematical model to represent this relationship, there are several subsets that can be chosen from the entire design space. Techniques of design of experiments (DOE) can be employed to provide specific designs consisting of limited number of points in the whole design space with reasonable distribution under the assurance of modeling accuracy (Box and Draper 1987; Montgomery 2001 ).
This method is promising in modifying FE model parameters. Guo and Zhang (2004) and Ren and Chen (2010) present studies of comparison between RS-based and sensitivity-based model updating techniques. They found that, although the RS-based method gives likewise accurate predictions, it requires far fewer number of FE analyses, and the rate of convergence is significantly higher. Zhang et al. (2005) concluded that RS modeling considerably decreases the computational effort regarding implementation of a genetic algorithm for model updating. The results of application of this procedure on a numerical case study revealed that, unlike the sensitivity-based method, RS-based genetic algorithm model updating successfully reached the global optima. Marwala (2004 Marwala ( , 2010 presents a comparison of the computational expense and accuracy of RS-based FE model updating with methods using evolutionary optimization algorithms on full FE model for updating. This study implements a genetic algorithm to optimize multilayer neural-network-based RS models in two case studies of a linear beam and a linear unsymmetrical H-shaped structure. Comparison of the results concluded that the proposed method requires the least computational load, whereas the accuracy of the predicted modal properties are of the same order of magnitude as those obtained by simulated annealing and a genetic algorithm.
Although in the previous studies, designs such as central composite and d-optimal were used to generate the input levels for RS modeling, Ren et al. (2011) demonstrated that for complex structures with large number of uncertain parameters, uniform design economizes the computation to construct RS models.
The application of RS-based model updating has been also studied for damage detection. Cundy (2002) applied this method to damage identification of a simulated mass-spring-damper system and a tested cantilever beam in the laboratory. The study found that damage identification using RS modeling is successful in locating damage and quantifying its severity with some degree of accuracy and robustness to the measurement noise. Fang and Perera (2009) presented a systematic structural damage identification technique using RS methodology comprising four sequential steps of feature selection, parameter screening, primary RS modeling, and updating of the intact and damaged structures.
There are few examples of application of RS-based model updating in the literature for structures with nonlinearities. Schultze et al. (2001) introduced a new approach called feature extraction for parameter selection in model updating problems based on 2 k factorial design. This approach was used to select the significant parameters to update a model consisting of a cylindrical steel impactor and a foam layer assembled on a mounting plate attached to a drop table under impact on a concrete floor. Quadratic RS models were then used to estimate the response features to update the selected parameters of the model. Zhang and Guo (2007) proposed a model updating procedure on the basis of principal component decomposition and RS method to update a frame model with thin wall components showing strain-rate-dependence nonlinearity under impact test.
The objective of this paper is to present a procedure to construct accurate RS models to replace FE models in model updating problems and improve the performance of RS-based model updating methods. The contribution of the paper is to demonstrate that, with appropriate design and model order in hand, low computational effort associated with RS modeling can be used to extend nonlinear FE updating through time domain data and track the variation of updating model parameters.
The outline of the article is as follows. In the next section the motivation for this paper is briefly discussed. Afterward the algorithm developed to accomplish nonlinear FE model updating using RS models is presented followed by description of a simulated case study to verify the performance of the proposed algorithm in different scenarios. Subsequently, performance of the proposed algorithm and the sensitivity-based model updating method are compared, followed by a numerical case study to investigate the effect of modeling error on the performance of the developed algorithm. And finally, a summary of the paper and conclusions are presented.
Motivation
FE model updating using response surface consists of two main steps: first, a polynomial model is constructed from a finite number of FE runs. Then, the objective function in the form of the residuals of measured responses and corresponding RS models is optimized. The solution of the optimization procedure is not reliable unless the RS model regressed in the first step is able to predict the response of FE model well. Therefore, the main issue regarding construction of RS models is how to create accurate surrogate models. The number of levels for each parameter and also the order of RS polynomial models result in models with different accuracy. Consequently, the procedure for finding an appropriate design to build the surrogate model with regard to the nature of problem requires a number of trial-and-error attempts with different designs and subset models. Such procedures increase the computational cost associated with RS modeling, as the cost of a RS model depends on the total number of FE runs required to achieve the desired accuracy. Several design families are available, such as full factorial, fractional factorial, central composite design, Box Behnken design, and others (Montgomery 2001) . Full factorial design consists of all possible combinations of levels of parameters. Other designs are mainly based on a subset of design points sampled from a full factorial design. Fig. 1 displays the design points of three different designs for a problem with three model parameters. This figure shows that full factorial, Box Behnken, and central composite designs have 27, 15, and 20 design points (including replications), respectively. It is seen that, although full factorial design contains more design points, it is beneficial in uniformly sampling from the corners of the domain as well as the central area. In this study, a systematic procedure is proposed to sample the design points in the domain of model parameters that adopt a full factorial design with a minimum number of levels for each parameter, followed by adding design points to the domain when required after evaluation of the regressed RS models.
Another issue appears in using predefined designs while dealing with the bounds of the variables in the optimization problem. The regressed RS model can only replace the FE model in the joint region of the input data used in the regression (Montgomery et al. 2004) . In many of the experimental designs, not all levels of the parameters are present in the design; therefore, updating the RS model in the original regions of model parameters can cause extrapolation beyond the regression domain. Fig. 2 illustrates the original and joint region of parameters for a model with two In this paper, a procedure is proposed for designing the levels of input parameters and constructing the RS model. Because the proposed procedure is based on the full factorial design of parameters, it addresses the hidden extrapolation problem by expanding the joint region of parameters into a set containing the original regions of all the parameters. This method results in a RS model capable of generating the response of FE model analysis in a specific domain of input variables. Furthermore, it is also proposed to formulate and solve the optimization problem of model modification through time history of responses iteratively. This approach is beneficial in extracting more information from the measured experimental signals as opposed to the traditional approaches in which the whole measured signals are summarized into one or more response features. Another advantage of this approach is that it is not limited to the type of model behavior or analysis. It can be applied to linear or nonlinear models under static or dynamic analysis.
Generalized Response Surface Model Updating
To provide the model updating process with more information from measured data, it is proposed to update FE models through time history of measured responses. The experimental input force is used to generate the equivalent responses of FE model at different levels of the model parameters. In every time step, a RS model is constructed to produce the corresponding response of the FE model at that time step:
Eq.
(1) denotes the generalized RS model at the lth time step, where h = polynomial surrogate model in that time step; and Θ = vector of model parameters selected for modification. By completing this process for every response, an objective function is formulated to minimize a function of residuals of RSbased and experimental response features at every time step. Eq. (2) represents this minimization problem that should be solved inside the domain of model parameters:
In Eq. (2), H l and Y exp l = vectors containing all the surrogate models and corresponding experimental responses at the lth time step.
Prior to RS modeling, the appropriate design and model order should be found so that the regressed RS models are accurate at the associated time steps. The computational procedure proposed here to construct accurate RS models and update them in time domain is called generalized response surface model updating (GRSMU). This method is categorized into three parts: model construction, evaluation, and optimization. The next subsections describe these three steps in detail.
RS Model Construction
The steps of model construction and evaluation are completed for each time step to find appropriate levels and order of the RS models. To start RS modeling, an initial region for the preselected uncertain parameters of the FE model should be chosen. This region, in which the FE model is replaced by the RS model, is called RS domain. To regress the polynomial RS models, a number of points are sampled in the RS domain on the basis of full factorial design of the model parameters. The regression model in matrix notation for the lth time step is given by
where X ¼ ½x 1 ; x 2 ; : : : ; x n In Eq. (3) y l is n × 1 vector of observations at the lth time step of the history of response y; and x i ¼ gðθ i1 ; θ i2 ; : : : ; θ im Þ ¼ ½1; x i1 ; x i2 ; : : : ; x ik is 1 × ðk þ 1Þ row vector mapped to the ith design point by vector-valued function g; ðθ i1 ; θ i2 ; : : : ; θ im Þ denotes the domain of g as m × 1 vector of the updating parameters; x ij , in general, is a polynomial function of one of the updating parameters at the ith design point; β l is ðk þ 1Þ × 1 vector of regression coefficients; and ε l is n × 1 vector of random errors corresponding to the lth time step. Parameters m, n, and k are the number of the updating parameters, the design points in the RS domain, and the terms included in the RS models, respectively.
The RS model construction starts with a full factorial design with three levels for each parameter. An FE model with the parameters of each design point is analyzed repeatedly to generate y l vector in Eq. (3), which is the vector of FE model responses corresponding to the experimental ones at the lth step of the time history of y. The regression begins with including linear terms of the updating parameters in the RS models. The regressed RS model associated with the lth time step approximates the response of the FE model at that time step for any points inside the RS domain:
In Eq. (4), x 0 ¼ gðθ 01 ; θ 02 ; : : : ; θ 0 m Þ ¼ ½1; x 01 ; : : : ; x 0k = vector of polynomial terms included in the RS model at a point inside the RS domain with coordinates ðθ 01 ; θ 02 ; : : : ; θ 0 m Þ; andβ l = least square estimator of the regression coefficients at the lth time step (Montgomery et al. 2004; Kariya and Karuta 2004; Johnson and Bhattacharyya 2009) . The regressed RS model prior to replacing the FE model should be evaluated in terms of adequacy of the fit and predictability of the response with respect to the new data. 
RS Model Evaluation
One of the objectives of GRSMU is to find polynomial models capable of approximating the FE model responses with good accuracy while having minimum design points and model order. Therefore, model construction begins with regressing linear RS models onto a design space containing three levels for each parameter, and the performance of the regressed models are checked. If the RS models are not accurate enough to substitute for the FE model throughout the entire time history, the sampled design points and model order will be changed.
Initially, the performance of the RS models is checked at the design points. For this purpose e l ¼ Xβ l − y l the residuals of the RS and FE models at the lth time step is calculated. Large residuals indicate that the regression is not successful at the design points.
The overall adequacy of the RS models can be further evaluated by adjusted R 2 statistics. This parameter is used to measure the effect of adding new variables to the model. As more terms are added to the model, unadjusted R 2 always increases regardless of the degree of the contribution of the additional variables. In contrast, adjusted R 2 will only increase by adding a variable to the model if the addition of that variable adds to the explanatory power of the regression model (Montgomery et al. 2004) . Use of such statistics is common in validation of the regressed polynomial RS models in FE model updating (Zhang and Guo 2007; Fang and Perera 2009; Ren and Chen 2010; Ren et al. 2011) . Eq. (5) gives R 2 adj statistics for the RS model regressed at the lth time step of the analysis:
where is close to one, it implies a perfect regression. Therefore, when R 2 adjl is much smaller than one, the RS model is not accurate in estimating the FE responses at the design points. After completing R 2 adj calculation through the time domain history, if the regressed RS models are not fitted well to the design points, higher-order terms of the model parameters should be added to the RS models and the model evaluation repeated.
After finding the appropriate model order, the prediction quality of the RS models should be checked. For this purpose, residuals are calculated at points that did not contribute in the regression. These points, which are called intermediate points, are sampled from RS domain in different sets. Each set represents the intermediate levels for one parameter. To sample a set of new points corresponding to a parameter, one of the original data points is replicated, and then the selected parameter is replaced by the average of one pair of its original levels. Intermediate points that result in larger residuals than the original design points indicate that, although the RS model has been fitted well to the original data, it cannot predict the FE responses for new points. Therefore, the design of levels of parameters should become finer. As the same design and model order is used throughout the entire time history, the maximum normalized residuals are compared at original and intermediate levels all through the time history. Because the intermediate design points of each parameter are generated with the constant values for other parameters in that set, the decision of adding more levels to the design is made for each parameter separately, and the design space will not get populated blindly.
By repeating this procedure, the appropriate RS model with high quality in regression and prediction is constructed for every time step of the data. This procedure is completed for every response feature. By implementing this algorithm, the RS models of all the response features at all the time steps can be constructed and evaluated simultaneously.
RS Model Optimization
Iterative model construction and evaluation results in construction of an accurate RS model for the measured response in every time step. The optimization problem is, then, formulated and solved at every time step leading to histograms of the updated parameters. Eq. (6) formulates the optimization problem corresponding to the lth time step subjected to the constraints regarding the bounds of parameters in RS domain:
RS il ðθ 1 ; θ 2 ; : : : ; θ m Þ − y expil y expil 2 s i ¼ 1; 2; : : : ; s subject to θ jlb ≤ θ j ≤ θ jub j ¼ 1; 2; : : : ; m ð6Þ
In Eq. (6), RS il ðθ 1 ; θ 2 ; : : : ; θ m Þdenotes the RS model built for the lth time step and the ith response feature and y expil is the ith response measured at the lth time step. By formulating the FE model updating in this explicit format, the problem can be solved using any optimization algorithm for nonlinear constrained systems. Fig. 3 presents GRSMU in a flowchart. The RS model construction and evaluation are completed in the time domain to find the proper design and model order. Then the accurate RS models are regressed and the optimization problem is solved for every time step. The optimization step can be repeated in a smaller region for model parameters on the basis of the results of the first round of minimization. Using the design and polynomial functions established in the first cycle, only the following steps are needed: (1) generate the FE responses for new levels; (2) fit the new RS models through the time history; and (3) optimize the new objective function iteratively. These steps are illustrated by the highlighted blocks in Fig. 3 . The procedure can be repeated until the variation of updated parameters falls within the desired threshold. When the analysis is static, the steps of model construction and evaluation are completed once, and the optimization step is done through the time history of the measured data. Shrinkage of the RS domain is an extension to the optimization step to achieve more accurate estimates for the updated parameters. To avoid inefficient computations, this extension should be performed in cases for which the updated parameters are not accurate enough. This can be assessed by using the statistical inferences drawn from the histograms of the updated parameters as input to the FE model and investigating the correlation of the corresponding responses of the model with the measured results.
Validation of the Proposed Model Updating Procedure
Several studies on linear FE model updating on the basis of RS models established numerical validation studies on simple structures such as a simply supported or continues beams (Ren and Chen 2010; Ren et al. 2011; Deng and Cai 2010) . They mainly verified the proposed methods for one set of true model parameters, which is assumed to be around the center of the preselected RS domain where the RS model's prediction is more accurate than other points in this domain. In this study, a simulated numerical case study of a steel frame with bilinear behavior was chosen to validate GRSMU. Because, in the general framework of RS modeling, the full FE model is replaced with the surrogate RS models, complexity of the structure primarily only adds to the computational cost of the FE runs but does not change the fundamental principles of the formulation of the problem. As the location of true model parameters in the RS domain is always unknown in the inverse problem of model updating, different cases for the initial domain of the model parameters are assumed to evaluate the performance of GRSMU in updating the selected parameters. Details of the simulated case study along with the results of the updating procedures are presented in the following subsections.
Nonlinear Steel Frame
The case study presented here is a steel frame with nonlinear material properties under dynamic loading. The frame consists of one span with overall length of 228.6 cm (7 ft 6 in.) supported by columns that are 83.8 cm (2 ft 9 in.) long. The cross section of the beam and column members is uniform hollow 5.08-cm (2-in.) tube, with 0.21 cm (0.083 in.) wall thickness. The column supports are fixed and the frame is considered a "plane frame," which constrains out-of-plane and torsional degrees of freedom. The steel has bilinear behavior with the yield stress of 344.8 MPa (50 ksi). Modulus of elasticity (E) and post yielding stiffness ratio of steel (b) were chosen as the updating parameters. To simulate the experimental data, these parameters were set to 217.2 GPa (31,500 ksi), and 0.125 for E and b, respectively. The loading is a concentrated harmonic lateral load with amplitude 22.2 kN (5 kips) and 5-s period, applied at the beam column joint. The amplitude of the load is selected so that under lateral loading the stress in the columns and beam exceeds the yield stress. To update the selected parameters, simulated time histories of displacement at two locations on the frame were assumed as the experimental data. Fig. 4 shows the configuration of the steel frame, loading and the responses used in the updating procedure.
Simulated Model
A two-dimensional (2D) mathematical model was developed by Opensees (Mazzoni et al. 2009 ) software. The model consists of eight nodes and seven elements dividing beam and columns members into two and three segments, respectively. Each node has three degrees of freedom, u x , u y , and θ z , which allows for translation and rotation in xy plane. Elements were modeled as nonlinearBeamColumn having Steel01 uniaxialMaterial properties to GRSMU   Fig. 4 . Configuration of the nonlinear steel frame construct a bilinear steel material object with kinematic strain hardening, as shown in Fig. 5 . Five integration points were assigned along each element to model the distributed plasticity. A fiber section procedure was used to build the tubular steel section from 152 fibers patched together. A transient analysis object was used to apply the Newmark method integrated with the modified NewtonRaphson algorithm to solve the nonlinear equitation of motion under harmonic loading. To avoid convergence problems during time history analysis of the nonlinear frame in the model construction step, a small time step of 2.5e-4 s was used for the dynamic analysis followed by data resampling with 400-Hz sampling rate.
FE Updating of the Nonlinear Frame
Because the initial assumption for the model parameters plays an important role in performance of model updating procedures, the nonlinear model was updated multiple times assuming different domains for the model parameters. Fig. 6 shows four scenarios that were designed for this purpose. In the first scenario, the initial domain of the updating parameters was set to 186.2 to 227.5 GPa (27,000 to 33,000 ksi) for E and 0.05 to 0.25 for b to reflect different levels of uncertainty in estimation of these parameters.
The RS model construction starts with full factorial design of parameters having three levels for each parameter. Fig. 7 demonstrates the time history of displacements u 1 and u 2 for a FE model taking the levels of the 3 × 3 design along with the window selected for RS model construction, evaluation, and optimization. This window was chosen from the time history of displacements so that the responses of the FE model are well separated at different design levels to avoid numerical errors in the optimization step. The selected time window contains 700 data samples all used for the RS model construction, evaluation, and optimization.
RS models having the linear terms of E and b were regressed through the selected time domain window. The large residuals associated with the regressed models indicate that the RS models are not accurate to replace the FE model in the time window. Consequently, quadratic terms were added to the polynomial models and regression was repeated. The R 2 adj statistics of the RS models constructed from 3 × 3 design points are plotted in Fig. 8 . This figure shows that adding the quadratic terms to the linear models significantly improves the accuracy of the RS models at the design points. adj statistics attributable to over parameterization. Therefore, the RS models with quadratic terms of the model parameters were selected for the performance evaluation at intermediate levels. Fig. 9 compares the maximum normalized residuals at original and intermediate levels of the 3 × 3 design for the quadratic RS models through the time window. In this figure, dark bars show the residuals at original design points, whereas gray bars represent the residuals at the intermediate design points. The RS models generate u 2 with smaller residuals; however, they are not successful in predicting both u 1 and u 2 at the intermediate levels corresponding to b. Therefore, the levels associated with stiffness ratio, b, in the RS domain should be finer. The steps of model construction and evaluation are repeated with 4 × 3 design, which shows the RS models are not accurate at intermediate levels of parameter b. Fig. 10 displays the maximum normalized residuals of RS and FE models for a 5 × 3 design. The RS models contain terms up to order 4 and 2 for stiffness ratio, b, and modulus of elasticity, Fig. 9 . Maximum normalized residuals of original and intermediate levels using 3 × 3 design E, respectively. Fig. 10 shows that the RS models perform well at both original and intermediate levels. Therefore, these models are accurate for the optimization procedure. Fig. 11 shows the responses of the FE model and the final RS model in the RS domain at t ¼ 2.5 s.
The constrained optimization problem in Eq. (6) was formulated and solved using Active-set constrained optimization algorithm (Nocedal and Wright 2006) . Fig. 12 shows the histogram of the updated parameters that resulted from solving the optimization problem in every time step of the selected window in the first scenario. This histogram shows where the updated parameters locate in the RS domain along with their mean and coefficient of variation (C.O.V). The updated model parameters are distributed in a considerably narrower region than the initial region used in the RS model construction.
To decrease the variation of the updated parameters, the design and model order established in the previous section for E and b are used to repeat the optimization problem. The new domain for E and b is centered on the mean value of the updated parameters in the first round of optimization. Because there were 3 and 5 levels associated with E and b in the first round, the new domain of these parameters is designed so that E and b have regions equal to 1=2 and 1=4 of their initial regions. Therefore, the RS domain is reduced to 207.4 to 228.1 GPa (30,080 to 33,080 ksi) for E and. 095 to 0.145 for b. Fig. 13 shows the result of the second round of model updating in the first scenario in terms of the mean and the coefficient of variation of the updated parameters. The variations of the updated parameters are decreased, and the mean value of the parameters shows negligible deviation from the true model parameters.
In the second scenario, the initial regions for the model parameters are decreased to 186.2 to 227.5 GPa (27,000 to 33,000 ksi) for E and 0.1 to 0.15 for b. In this scenario the model construction and evaluation resulted in 3 × 3 design and quadratic RS models. In the third scenario, one of the true model parameters is located on the boundary of the selected RS domain. The RS domain in this case is from 175.8 to 217.2 GPa (25,500 to 31,500 ksi) for E and. 05 to 0.25 for b. The model construction and evaluation resulted in 5 × 3 design and model order 4 and 2 for b and E, respectively. Figs. 15 and 16 show the result of the first and second optimization rounds. The first optimization cycle successfully locates a region for the true model parameters to which the solution of the second round of optimization converges. As it is seen in the 1st and 3rd cases, shrinkage of the selected domain, reiteration of RS modeling, and optimization result in convergence to the true model parameters. However, in other situations, if the true model parameters do not lie in the new region, the constrained optimization problem of RS model optimization converges to the closest corner of the RS domain to the true model parameters and results in reduction of the uncertainty associated with the initial assumptions of model parameters.
RS domain in the last scenario is designed so that both true model parameters are located on the boundaries of the RS domain. In the initial RS domain, E and b vary from 175.8 to 217.2 GPa (25,500 to 31,500 ksi) and 0.125 to 0.325, respectively. On the basis of the model construction and evaluation, 3 × 3 design and quadratic RS models were selected. Fig. 17 displays the result of the model updating in this scenario where the procedure performs well in modifying the initial regions for the model parameters regardless of the location of the true parameters inside the RS domain used to fit the RS models.
In the cases studied in this paper, the corners of the RS domain were used to establish a multistart optimization process using active-set algorithm. Because the resulted histograms from the multistart optimization procedures were not sensitive to the choice of the initial point, in this case study applying a global search technique was not necessary. In these case studies, RS model updating succeeds in finding the unique solution of the inverse problem. However, in some model updating problems, a "family" of solutions could satisfy the optimization objectives. Global search of the domain of model parameters discovers possible scenarios of meaningful updated parameters for the FE model to generate similar response features. The use of RS models readily enables application of any optimization techniques to explore the domain of model parameters, which may not be feasible using the full FE model. However, RS models are at best approximating the FE model responses. They reduce the computation effort of the search for model parameters in a lower resolution domain. While this may alter some of the possible optimal results, application of RS models in FE model updating proves helpful in better parameter estimations than the initial model assumptions in predicting the measured responses.
Performance of the Proposed Algorithm Compared with Sensitivity Method
To verify the performance of GRSMU, the nonlinear model studied in the previous section was updated using sensitivity method, and the results of the two procedures were compared. For each scenario previously described, the sensitivity method model updating was applied using the vertices of the RS domain as the initial point. The case of the second scenario with the smallest RS domain was the only one where the sensitivity method converges to the true model parameters using any of the starting points. In the other scenarios, when the initial point is relatively far from the true model parameters, the procedure does not converge to these parameters. These results are summarized in Table 1 .
Furthermore, to evaluate the performance of GRSMU in the presence of noisy measurement data, different levels of Gaussian noise were introduced into the simulated experimental responses, and the updating procedures in cases 1 and 4 were obtained. The sensitivity-based method was also repeated for data from a time window, such that the updated parameters of each time step were used as the initial point for the next one. The results of these procedures are summarized in Table 2 .
When the noise level is low (1%) for case 1, both methods are similarly accurate (less than 1% relative error), whereas for case 4 the error in updated parameters based on GRSMU goes up to 3.5%. Scenario 4 was designed to have both true model parameters on the boundaries of the domain, and, as can be seen in Table 1 , the results of the sensitivity-based method for this scenario are highly dependent on the choice of starting point for convergence. In the case of moderate noise level (5%), GRSMU outperform the sensitivitybased method in scenario 4. Lastly, with high level noise assumption, GRSMU yields significantly more accurate results in both scenarios. The performance of these procedures was further compared in terms of the time required to complete the updating process. As seen in Table 2 , GRSMU shows to be considerably more time efficient than the other method, for instance, in case 1 (1% noise), performing 70 steps of sensitivity-based updating took 4,704 s, whereas the overall time required for model construction, evaluation, and optimization for 700 time steps based on GRSMU took 1,177 s. The advantage of using GRSMU is that this procedure successfully finds a smaller region for the model parameters regardless of the size of the RS domain, location of the true model parameters, and the starting point in the optimization process. Moreover, the results of GRSMU have corrective information for the initial estimate of the RS domain, whereas with a relatively far estimate for the parameters, the sensitivity method may yield meaningless results. Finally, while GRSMU requires significantly less computational time than sensitivity-based updating method, it shows more robustness to moderate and high level noise.
Performance of the Proposed Algorithm in Presence of Modeling Error
Modeling errors proves unavoidable in any FE model simulations. Therefore, study of the proposed method's performance in existence of such errors is of value. For this purpose, 1st and 4th scenarios introduced previously were reiterated by using another FE model to generate the measured responses. This model consists of 28 elements with 602 fibers in their sections modeled with Steel02 uniaxialMaterial properties which adopts uniaxial GiuffreMenegotto-Pinto steel material model (Mazzoni et al. 2009 ). Three time windows were selected for the optimization from 0.75 to 7.625 s, each having 700 time steps. Because of modeling error introduced to generate reference responses, maximum error associated with u 1 and u 2 in the selected time windows are 29.88% and 27.76% relative to the responses from FE model without any modeling errors. Root mean square of the error is 6.80% and 6.18% over all three windows. The results of these case studies in terms of the relative error in estimation of the parameters are shown in Table 3 . The error is larger compared with cases without modeling error (shown in Table 2 ) except for error in estimation of b in case 4 with moderate and high measurement noise levels.
Conclusions
This paper presents a procedure for designing RS models capable of generating the results of FE analysis with good accuracy. Also, formulating the model updating problem in an iterative format in time domain is demonstrated to update nonlinear FE models. This procedure is called general response surface model updating.
The GRSMU procedure was applied to a numerical case study of a steel frame with global nonlinearity. In the first and second steps, an appropriate design and RS model order were successfully established. The optimization in time window performed well in all simulated scenarios. The first round of optimization resulted in considerably narrower bounds for the uncertain parameters of the model than the initial boundaries set at the beginning of the procedure. Repeating the RS model construction with known order and design for the new bounds of parameters and solving the optimization problem resulted in updated parameters with slight deviation from the true model parameters.
To verify the performance of GRSMU, the simulated scenarios was repeated using a sensitivity-based model updating technique assuming different levels of noise in the measurement data. Unlike GRSMU, the convergence of the sensitivity-based method depends on the choice of the starting point. Moreover, the results of GRSMU have corrective information for the initial estimate of the RS domain, whereas with a relatively far estimate for the parameters, the sensitivity method may yield meaningless results. Finally, although GRSMU is considerably more time efficient than sensitivity-based updating method, it shows more robustness to moderate and high level noise. The performance of GRSMU was also studied in a simulation study in presence of modeling error. It was observed that in the case study presented here, GRSMU is successful in estimating the unknown parameters of the model, with a larger estimation error than the cases without modeling error, particularly when measurement noise level was low.
Because the RS model is optimized in time domain in the proposed methodology, the procedure is applicable to linear or nonlinear models under static or dynamic analysis. Moreover, parameters related to linear and nonlinear behavior of the system can be updated simultaneously, as done in the simulated case study.
Although replacing the FE model with a polynomial function is a critical step in simplifying the model updating problem, the fact that the RS model is at best an approximation should not be overlooked. Therefore, construction and evaluation of RS models iteratively in time domain is proposed here to compensate for the error caused by approximation of the FE model responses. Note: The tabulated results are based on application of sensitivity and GRSMU methods on 70 and 700 time steps, respectively. 
