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Abstract 
Abstract of thesis entitled: 
Arbitrage Pricing Theory Revisited: Structural Equation Models with 
Stochastic Constraints 
Submitted by Choy Man Wah Minnie 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in June 2005. 
Arbitrage Pricing Theory (APT) is an important model for asset returns and it 
is widely used in financial market analysis. However, there exist some drawbacks 
of the traditional analysis. It has been proposed that some of these drawbacks 
can be addressed by using Structural Equation Model (SEM). In practical appli-
cations, some parameters are fixed to incorporate the prior knowledge into the 
analysis or to identify the model when SEM is used to analyse the APT model. 
However, analysts may be uncertain of the prior information, which leads to the 
difficulty of choosing appropriate values for the fixed parameters. The objective 
of the thesis is to address this problem by making use of stochastic constraints. 
In this thesis, we have developed a single stage procedure for APT analysis using 
SEM with stochastic constraints on model parameters. Stochastic constraints al-
low the fixed parameters to be differ from the prior information by a random error 
term, and therefore enable the interpretation of the analysis in a more realistic 
way. A nice feature of the proposed procedure is that it can be implemented by 
a widely available and easily accessible SEM package, namely the Mx. The pro-
posed procedure has been used to analyse a set of data taken from 25 constituent 
stocks from the Hong Kong Hang Seng Index (HSI). Moreover, simulation studies 
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Arbitrage Pricing Theory (APT) formulated by Ross (1976) constitutes an impor-
tant asset pricing theory in modern finance (see Roll and Ross, 1980). However, 
there exist some drawbacks in the traditional two-step procedure analysis (see 
Roll and Ross, 1980) that hinder the theoretical development of APT and its 
uses ill financial market. It has been proposed by Li (2004) that some of these 
drawbacks can be addressed by using Structural Equation Model (SEM). The 
analysis of APT using SEM will be reviewed in Chapter 2. When SEM is used 
to estimate APT model parameters in practice, it involves the use of prior infor-
mation in the form of exact constraints on some unknown parameters or exact 
constraints are imposed on some parameters to identify the model. However, it 
may exist uncertainty of the prior information, which leads to the difficulty of 
choosing appropriate values for the fixed parameters. 
In view of this, we proposed to address this problem by making use of stochas-
tic constraints. Stochastic constraints are more flexible than exact constraints, 
and randomness are allowed to exist between the fixed parameters and their cor-
responding assigned values by an error term. Based on the analysis of stochastic 
constraints in SEM studied by Lee (1992), we developed a single stage procedure 
for APT analysis using SEM with stochastic constraints on model parameters. 
The detail of the analysis will be introduced in Chapter 3. A nice feature of the 
proposed procedure is that it can be implemented by a widely available and eas-
1 
ily accessible SEM package, namely the Mx (Neale er al., 1999), and illustrative 
sample Mx input scripts are presented. 
In Chapter 4’ the results based on an empirical study are presented. The study 
illustrates the proposed procedure by using a set of data taken from 25 constituent 
stocks from the Hong Kong Hang Seng Index (HSI). Moreover, simulation studies 
have been conducted to investigate the performance of the proposed procedure, 
details of the results are summarized in Chapter 5. Finally, Chapter 6 gives a 
conclusion and discussion of the thesis. 
2 
Chapter 2 
The Analysis of APT using SEM 
2.1 The APT model 
APT is a return generating process, it states that random returns of a set of p 
assets follow a /^ -factor generating model which is given by 
n = "i + kifi + bi2h + • • • + hiKfx + f o r i = 1’ 2 , . . . ’ p ( 2 . 1 ) 
where "j =丑(n); /i, /2,.. •’ //c are mean zero systematic risk factors common to 
the returns of all assets; 6山 … a r e the factor loadings and Ci is the error 
term of rv Besides, for the APT to be valid, it requires the number of assets 
considered (p) is much greater than the number of factors {K). 
Consider an investor who currently holds a portfolio of p assets and is exploring 
to use the same amount of wealth to invest in an alterative portfolio that has 
greater expected return at the same level of risk. This alternative portfolio is 
called an arbitrage portfolio. Let x = (xi, • • •, Xp)T be the changes in investment 
proportions of the p assets. Since no additional fund is added to the alterative 
portfolio, the proportions must satisfy 
x^c = 0 (2.2) 
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where c = AqI is a px 1 vector with all elements equal to a constant Aq. Therefore, 
by equation (2.1), the additional return gained from the arbitrage portfolio is: 
p 
x^r = ^ X i H 
i=l 
P 
= T i ( 叫 + bilfl + 6^2/2 + … + biKfx + €i) 
i=l 
P P P P P 
= 工 i 叫 + 工 ibilfl + 工 ibi2h + - - - + Y . ^i^ikIk + 
2=1 2=1 i=l 1 = 1 1 = 1 
= x ^ / x + x^bi / i + x^b2/2 + . . . + x^b^/K + X^e (2.3) 
where x - (;ri’ …，rCp 广，r 二 (n , • • •, Tp)^, n = (" i , . . . ’ / /p)r , bj = (6ij, • • •, 
for j = 1, • • •, /C and e = (ei,…，Cp)^. 
If the number of assets p is sufficient large, then the tenn x^f converges 
to zero. Moreover, the arbitrage portfolio is formed without bearing additional 
risk, so the extra return shown by equation (2.3) should be unaffected by any 
systematic risk factor J), that means the terms x^bj = 0 for all j = 1, • • •, K. As 
a result, the additional return of the arbitrage portfolio given by equation (2.3) 
becomes: 
x^r = x V (2.4) 
In an equilibrium market, it is assumed that no arbitrage opportunities exist, 
so any arbitrage portfolio requires zero net investment and has zero risk should 
have zero expected payoff. Hence, x^r 二 x^/i = 0. The foregoing can be restated 
as follows: for any x satisfying x^c = 0, and x^bj = 0 for j = 1, • • •, /C implies 
x^/i = 0. That is, any vector x orthogonal to c and bj for j = 1, • • •, /C is also 
orthogonal to {i. From a standard result of linear algebra, it implies that /x is a 
linear combination of c and BI,…，BP. Thus, there exists constants Aq, A i, • • •, A/^ 
such that 
" i = Ao + Ai6ii + X2bi2 + . . . + XxbiK for i = 1’ 2’ … ’ p (2.5) 
Consider a risk free asset i = f which is insensitive to any systematic factor, 
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that is bfj = 0 for all j . From equation (2.1), its return will be r j = / " and 
from equation (2.5), its expected return will be fif = Aq. By combining the two 
equations, it shows that Aq = r/, and the pricing relationship of the APT is given 
by： 
/ii = r/ + \ibii + 入2bi2 H h XxbiK for z = 1,2, • • • (2.6) 
It states that the excess expected return //j — 77 is a linear combination of the 
systematic factor loading {bij} and with coefficient Xj. 
Xj is called the factor risk premia and it can be interpreted as the excess 
return or market risk premium on assets with only systematic factor j. Consider 
a portfolio with expected return "⑷ and has only a unit systematic risk on the 
kth factor; that is, bik = 1 and all other bij = 0 for j ^ k. This leads to 
厂⑷ = V f + Afc or 
Xk = f i � - r f 
Therefore, the pricing equation in (2.6) can also be written as: 
IM = r / + Xiki + X2bi2 H + \KbiK 
= r / + ("⑴-r/)6i i + ("⑵-rf)bi2 + … + ("(幻-rf)biK (2.7) 
2.2 The structural equation model approach 
Combining the Factor Model (2.1) and the Pricing Equation (2.6), it gives 
n = fii + biifi + 6i2/2 + • • • + biKfK + Q 
= r / + Ai&ii + X2bi2 -\ h XK^K + biifi + 612/2 H + hxlK + U 
= r / + 6ii(Ai + /i) + hi2{\2 + /2) + … + kK (M + M + Ci 
^ r/ + 6ii/; + 6i2/2 + --- + W x + ^ i for al i i (2.8) 
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where / j = Xj + fj. The mean of / j is Xj and its variance is the same as that of 
fj. In matrix form, the APT model is given by the following equation: 
/ \ / \ / \ / \ / \ 
n rj bn bi2 … / ； 
r2 Tf 621 622 ... b2K fi €2 , 、 
+ + (2.9) 
• _ • • . . . * • • 
) ) \ bpi bp2 ... bpK ) 乂 f'K ) \ p^ ^  
where p is the number of observed variables {ri,i = 1, • • • ,p);. // = Aj + fi for 
i = 1, - • • ,K with E(//) = Ai, E(/i) = 0 and K is the number of latent factors. 
In order to analyse the model using the SEM technique, it is observed that the 
APT model in equation (2.9) can be written as a measurement equation with 
mean structure of a confirmatory factor analysis model (see, Joreskog &: Sorbom, 
1988). The measurement equation is given by: 
r = r/1 + B4 + e 
where r is a p x 1 vector of the p assets; 1 is a p x 1 vector with all elements equal 
to 1; B is the p X K" factor loadings matrix;《=(/;’•..，\s & K x 1 vector 
of latent variables and e is a p x 1 vector of random errors, with E(e) = 0. The 
expected value of r is given by: 
E(r) = E(r7l) + BE ⑷ + E(e) 
= r / l + BA (2.10) 
where A = E(专）=(Ai,.. •’ A^)^ is the mean vector of the latent factors. In 
addition, the Covariance matrix of r is: 
Cov(r) = BCov ⑷ B ' + Cov(e) 
= B 抓 ' + 0e (2.11) 
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where $ = Cov(专）is the K xK covariance matrix of latent factors; ©£ = Cov(e) 
is the pxp covariance matrix of error terms. It is a common practice to consider 
©e as a diagonal matrix because the error terms are usually assumed to be 
independent. 
In general, it can be seen from equations (2.10) and (2.11) that all unknown 
parameters in the model are involved in the mean vector E(r) and the covariance 
matrix Cov(r). Let 0 be the vector of all unknown parameters, it consists of r , 
and elements in A, B, $ and G^. In practice, some of them arc fixed at pro-
assigned value and known as fixed parameters; some are constrained parameters 
which are unknown but equal to one or more other parameters; and the others are 
free unknown parameters. For a SEM with mean structure, one factor loading for 
each latent factor and the intercept term arc usually fixed at some specific value 
for the purpose of identification. Furthermore, we can also incorporate the prior 
information to the model by imposing the exact constraints to some parameters. 
Give a set of observations for r, say r!, •. •, r„，an estimate 6 oi 6 can be obtained 




constraints into the SEM analysis 
of APT 
As mentioned in the previous chapter, some exact constraints are imposed on 
the parameters in order to identify the SEM. For example, we need to fixed 77 
(elements of intercept vector) and the factor loadings of the reference variables, 
which are so-called the reference factor loadings, at specific values. In practical 
applications, these values may be difficult to determine accurately. To deal with 
this problem, we will make use of stochastic constraints. In other words, instead 
of fixing the parameters at an assigned value, we identify the model by imposing 
stochastic constraints on these parameters which will be estimated in the analysis. 
3.1 Introduction 
Firstly, we consider the stochastic constraint that is defined by: 
u = g(9) + (3.1) 
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where u is a m x 1 vector to specify the prior information; g{6) is a m x 1 vector 
of differentiable functions of the vector 0; e^ is a m x 1 vector of random error 
measurement with distribution A (^0,r) and m is the number of constraints. Thus 
u - g(0) = e^ 
u - g ( 0 ) � i v ( o , r ) 
Pr(u I 0，r) oc |r|-iexp{-[u - g(0)]'r-i[u - g(0)]/2} (3.2) 
From equation (3.1)，it is clear that when the covariance matrix r of e^ tends 
to zero, the stochastic constraints reduce to exact constraints. Hence, exact 
constraints can be considered as a special case of stochastic constraints. 
3.2 Bayesian analysis of stochastic constraints 
Consider a sample {ri, r2, •. •，r。} of r with size n from a p-dimensional multi-
variate normal distribution with a p x 1 mean vector /x and covariance matrix 
S = where is a p x p matrix whose elements are differentiable func-
tions of the parameter vector 6. From the n observations of r!，we get the r and S 
which represent the sample mean vector and the maximum likelihood estimator 
of the covariance matrix of r respectively. These give the likelihood function in 
the form: (see, Johnson h Wichern, 2002) 
Pr(S’f |0) 
oc |S|-texp{-itr[S-Hf:(r,- — r)(r, - f)' + n(r — M)(f - / . ) ' ) ] } 、 
j=i 
=|S|- iexp{- i t r [S- i ( f : ( r , - f)(r, - f)')] - ^ ( f - a O ' S ’ - /x)} 
-|S|-iexp[—gtr(SS-i) - ^ ( f - - m))] (3.3) 
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The joint posterior density of 6 and F is given by: 
oc P r (0 , r ,S , f , u ) 
= P r ( S , f , u | 0 , r ) P r ( 0 , r ) 
=P r (S， f I 0,r)Pi:(u I 0，r)Pr(0)Pr(r) 
oc Pr(S,f I 0)Pr(u I 0’r)Pr(r) (3.4) 
where the probability density function of 0 is assumed to be proportional to 
a constant when there is no prior knowledge on 6. By substituting some prior 
information represented by equations (3.2) and (3.3) into (3.4), the joint posterior 
density becomes: 
P r (0 , r |S , r , u ) oc | S | - t e x p [ - 》 r ( S S - i ) — 》 - - / x ) ] 
x | r | - W { —丨 u — g W l } P r ( r ) (3.5) 
Zd 
3.3 Three types of structures for F 
In this section, three different cases of stochastic constraints proposed by Lee 
(1992) that rcflect three different structures of T arc considered. In the first case, 
r is a diagonal matrix with equal diagonal elements. In the second case, F is a 
diagonal matrix with different diagonal elements. In the third case，F is a general 
positive definite matrix. The three cases correspond to different relationships of 
the error terms in the stochastic constraints and are sufficient for most of the 
practical applications. More details are given in the following section. 
3 . 3 . 1 C a s e 1: r — r^ Ij^^xm 
In this case the random errors of the stochastic constraints are assumed to be 
independent of each other and with the same variances (j^. Therefore, equation 
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(3.2) becomes: 
Pr(u I 0 ,r ) oc ( . 2 ) - f e x p { - [ ？ M ^ ^ l } (3.6) 
In addition, by using conjugate family, we assume the prior distribution of o^ 
is inverse ^ (see Lee, 1992). Hence, for given prior constants v and 锋 is 
distributed as xj-
P r ( a 2 | " ’ / ? ) c x ( 。 - f e x p ( g ) (3.7) 
From Lee (1992), it is known that the prior distribution has a single mode at the 
value 
‘ = 所 
This gives the relationship between (3 and the value of cr^  gets closer to 
when p becomes larger. In general, if v is sufficiently large and p is sufficiently 
small, then cr?,^ ^ will close to zero. That means the stochastic constraints become 
‘ llJcLA 
exact constraints. After substituting equations (3.6) and (3.7) to (3.5), we have 
Pr (0 ’ r|S ’ f ,u ) oc |S「 iexp[-署 tr(SS-i)-》 f-/x) 'S-i(f-⑷] 
2(7上 
and by the result in Lee (1992) 
e x p { - 二 + d。2 , [ f ； ( � - + 守） 
The nuisance parameter a^ can be integrated out and the posterior density of 6 
can be expressed as: 
Pr(0 I S，f,u) oc |S|-texp[-|tr(SE-^) — ^(r - - n)] 
m 丄 
x E ( � i f + (3.8) 
j=i 
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After taking logarithm of equation (3.8), we get the log-likelihood function: 
logPr(0|S,r,u) oc -(^)log|S| - - ^ ( f - /xys-^r - /x) 
- (宇 ) l o g [ f >「5_ ^ r + ""] 
^ i=i 
oc -nlog|S| — (n)tr(SS-^) - n(r — - fi) 
m 
+ m)\og[Y,{uj - Qjf + 
3 = 1 
Since S and p do not involve the unknown parameters, hence we can modify the 
log-likelihood into the following form: 
logPr(0|S,r,u) oc -n[log|S卜 log|S| + t r (SS-” 一 p] 
m 
—n(f - — ⑷ - … + m)\og[Y,(uj — gjf + 
j=i 
Such modification will facilitate the optimisation be iinpleiiiciitcd in widely avail-
able software. Now, the estimate of 6 can be obtained by maximising logPr(0 | 
S,r, u) that is the same as minimising -logPr(0 | S, r, u). In conclusion, the 
Bayesian estimate 6\ can be obtained by minimising the function: 
F,{d) = F{e) + B,{d) 
where 
F(d) = n[log|E| — log|S| + tr(SS-i) - p] + n(f - - /x) (3.9) 
and 
m 
Bi(0) = + m) log[X> j - ffjf + 
j=i 
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3.3.2 Case 2: F is a diagonal matrix with diagonal ele-
ments oj for j = 1,... 
This implies that the error components in e of equation (3.2) are independent, 
with different variances cr|. By using conjugate family to specify the prior distri-
bution of with the given prior constants i^ j and (3j, we assume ^ ^ indepen-
dently distributed as xlj- Hence, we have 
Pr(u I 0，r) (X (3.10) 
j=i 約 
I P]�oc ( r 力 - 华 ( 3 . 1 1 ) 
Similar to that in Case 1 (see also Lee, 1992), the prior distribution of crj has a 
single mode at value 
Therefore, similar relationship between a】’ max, ft and i/j is obtained. Moreover, 
by substituting equations (3.3), (3.10) and (3.11) to (3.4), it can be shown that 
Pr(0，(7?，a22r..’aW,f’u) 
oc |S|-texp[_|tr(SS-i) - ^ ( f - /x)'S-i(f — m)] 
x j g (介 ( " 广 - + 。 〜 
From Lee (1992)，the nuisance parameters j = 1, • • • ,m, can be eliminated 
by the following integral. 
f ( � - ¥ e x p { - [ ( � - $ + W ] } oc [ ( . , -力 f + 郝(毕) 
Therefore the posterior density of 0 becomes: 




and the log-likelihood function is given by: 
logPr(0|S,f,u) cx — ( • ) l o g ^ - 》 r ( S S - i ) - ! ( f - M ) ' S - i ( f - " ) 
• - - 9j)' + 
oc -n[log|S| — log|S| + tr(SS-i) - p] - n(f - - /i) 
m 
— + — gj? + 响 \ 
j=i 
As a result, the Bayesian estimate 62 of 6 can be obtained by minimising the 
function: 
F2(d) = F(e) + 82(6) 
where F(0) is the same as that in equation (3.9) and is given by 
F(e) = n[log|S| - log|Sl + t r (SS- i ) -p ] + n[(f — - ^i)] 
and 
m 
B2W = Ei^J + l ) l o g [ ( � - + "jftl 
j=i 
3.3.3 Case 3: F is a general positive definite matrix. 
By using the conjugate distribution for F, we assume F has independent inverted 
Wishart distribution with known positive definite matrix R and known degrees 
of freedom p. Thus, we get 
Pr(u I (9，r) oc |r|-2exp{-[tr(A)r-V2]} (3.12) 
where A = [u - g(0)][u - g(0)]' and 
Pr(r) oc |r|-"^exp{-[tr(R)r-i/2]} (3.13) 
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By substituting equations (3.3)，(3.12) and (3.13) to (3.4) 
Pr (0 , r|S , r ,u ) oc |S|-iexp[-gtr(Siri) - -/x)'!：-、？ -/x)] 
x|r| 2 e x p [ ^ 2 1 
and using the properties of the inverted Wishart probability density function 
obtained from Lee (1992)， 
/ | r | - 呼 e x p [ — d r oc|a + r|-(宇） 
As a result, the posterior density of d and the log-likelihood function can be 
expressed by the following equations: 
Pr(0|S’f ’u) oc |S「号exp[-》r(SS-i) — ⑷ 
x|A + R|-(宇） 
and 
logPr(0|S,r,u) oc -(^)log|5]| - - ^ ( f - /x)'S-^(r -
- ( ^ ) l o g | A + R| 
oc -n[log|E| - log|S| + tr(SE-1) - p ] - n(f - - /i) 
-(p+l)log|A + R| 
A ^ 
The Bayesian estimate 03 of 6 can be obtained by minimising the function: 
Fsie) = F{e) + Bs(e) 
where F(0) is the same as that in equation (3.9) and is given by 
F(e) = n[log|S| - log|S| + tr(SS-i)-p] + n[(f - fiyT.-\f - /x)] 
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and 
B,{d) = {p+l)\og\A + K\ 
3.4 Estimation of parameters using the Mx pro-
gram 
A 八 八 
The estimation of 62 and 63 can be implemented using the Mx program 
(Neale et al.，1999). Mx is a structural equation modelling package. Similar 
to other major SEM packages, there are many built-in functions for structural 
equation modelling in Mx. Apart from that, it allows users to define their own fit 
functions. In our proposed model, the functions that are being minimised consist 
of two parts, F{0) and Bi(6). When n is sufficient large, F{6) is nearly the same 
as the following built-in Maximum Likelihood fit function with moan structure 
of Mx: 
(n - l)[log|S| - log|S| + tr(S$ri) - p] + n[(f - - /i)] 
Therefore, this built-in fit function is used to specify F{6). Moreover, three user 
defined fit functions are used to specify the Bi{6), 82(6) and Bs{9) respectively. 
Examples of Mx input script for obtaining $2 and 63 are given in Appendices 
D.l, D.2 and D.3 for reference. Note that each model consists of two groups. The 
first group is used to specify F{6) and it is the same for all three cases. However, 
the second group is used to specify Bi{d), so that they are set differently according 
to the form of Bi(0). 
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Chapter 4 
Empirical study on Hong Kong 
stock market 
An empirical study based on a set of Hong Kong stock market data is carried out 
so as to illustrate how a single stage APT analysis with stochastic constraints on 
model parameters can be applied in practical situation. 
4.1 Information of data 
For the data of the study, we mainly consider constituent stocks of the Hong 
Kong Hang Seng Index (HSI). We have chosen 25 stocks from the constituent 
stock of 33 stocks, excluding stocks that are too new to provide enough data for 
conducting analysis and stocks with prices that have varied substantially due to 
some specific factors. The constituent stocks in the HSI are grouped into four 
main sectors: Utilities, Finance, Properties, and Commerce & Industry. Table 
4.1 shows the chosen stocks and the respective sectors that they belong to. 
4.2 Source of data 
We got the data of the stocks from the data stream in the library of The Chinese 
University of Hong Kong. The time period of our data is from the 30认 December 
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Table 4.1: Stocks analysed in the study 
Sector Stock Code Stocks 
Finance (HSIF) 5 HSBC Holdings pic 
11 Hang Seng Bank Ltd. 
23 Bank of East Asia, Ltd. 
Utilities (HSIU) 2 CLP Holdings Ltd. 
3 Hong Kong and China Gas Co. Ltd. 
6 Hong Kong Electric Holdings Ltd. 
Properties (HSIP) 1 Cheung Kong (Holdings) Ltd. 
12 Henderson Land Development Co. Ltd. 
16 Sun Hung Kai Properties Ltd. 
20 Wheelock and Co. Ltd. 
97 Henderson Investment Ltd. 
‘ 101 Hang Lung Properties Ltd. 
Commerce and 4 Wharf (Holdings) Ltd. 
Industry (HSIC&I) 13 Hutchison Whampoa Ltd. 
19 Swire Pacific Ltd. ,A’ 
179 Johnson Electric Holdings Ltd. 
267 CITIC Pacific Ltd. 
291 China Resources Enterprise, Ltd. 
293 Cathay Pacific Airways Ltd. 
330 Esprit Holdings Ltd. 
494 Li & Fung Ltd. 
511 Television Broadcasts Ltd. 
551 Yue Yuen Industrial (Holdings) Ltd. 
992 Legend Group Ltd. 
1199 COSCO Pacific Ltd. 
1994 to 26认 December 2003. We downloaded the weekly closing price and the 
dividend of the stocks first, and then calculated the percentage of weekly return 
of each stock by the following equation: 
= + A X 100% 
Pt-i 
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where Pt stands for the stock price at time t and Dt is the dividend payment per 
share at the period between time and t. In total, we obtained 469 returns of 
each stock. 
4.3 Lisrel model with exact constraints 
Wc considered the use of a confirmatory factor analysis (CFA) with five latent 
factors, namely Hang Seng Index (HSI), Finance (HSIF), Utilities (HSIU), Prop-
erties (HSIP) and Commerce k Industry (HSIC&I) to analyse the APT model. 
HSI is a general factor that affects all the underlying stocks while the others are 
specific factors each corresponds to a sector of stocks. In the analysis with exact 
constraints, several parameters are fixed at the pre-assigned values. 
Firstly, a reference variable for each latent factor is selected and their factor 
loadings are being fixed as the reference value of their corresponding factors. 
We call them "reference factor loadings" throughout the thesis. The selected 
reference variables and their value are tabulated in Table 4.2. They are obtained 
from an exploratory factor analysis, which was done prior the confirmatory factor 
analysis. From the exploratory factor analysis, for each latent factor, the observed 
variable with the largest factor loading is chosen to be the reference variable and 
its corresponding factor loading value is the reference value. 
Table 4.2: Reference factor loadings 
Factor Stock Code of Reference Reference value 
Reference Variable Factor Loading 
H ^ m ^ 3.4800 
HSIF 5 6i,2 1.0900 
HSIU 2 64,3 0.8810 
HSIP 16 69,4 1.2300 
HSICfcl 4 613,5 1-3900 
Moreover, the variance of the general factor HSI and its covariance with other 
specific factors are being fixed to identify the latent factors. They are fixed at 
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the value of the variance of the real HSI and the covariance of the real HSI with 
the four sub-indexes (HSIF, HSIU, HSIP and HSIC&I) obtained from the data 
stream in compliance with the period under study. Table 4.3 shows the covariance 
matrix of the real five indexes. 
Table 4.3: Covariance matrix of five indexes 
HSI HSIF HSIU HSIP HSICfcl 
HSI 14.3605 
HSIF 12.3607 14.1229 
HSIU 6.3631 5.6445 8.8835 
HSIP 17.4215 14.5177 7.0270 25.6698 -
HSICfcl 16.5198 12.2312 6.2834 19.4052 21.1902 
Remarks: The values in boldface are fixed 
Lastly, we used a weekly deposit rate in bank as an approximate of the risk 
free rate. From the average of the percentage of weekly deposit rate in Hong Kong 
acquired from the data stream, it gives the risk free rate at a value of 0.0495%. 
4.3.1 The resultant model 
The estimated parameters of the factor loadings, factors covariance matrix, risk 
premia and the error covariance given by Mx are shown in Table 4.5. 
From the estimation result, it is found that some stocks especially those be-
longs to commence & industry sector, load not only on the factor of their corre-
sponding sector but also significantly on other factors. This result is reasonable 
since most of them are multi-industrial corporations. 
For simplicity, the error covariance of the stocks is assumed zero. Howevk, 
some stocks have close relationship among them, which means it is unreasonable 
to assume their error terms to be uncorrelated from each other. Therefore, the 
error covariance terms for some stocks are free to be estimated. Details are 
summarized in Table 4.4. 
For the goodness of fit of the model, instead of reporting the chi-square statis-
tic which is affected by sample size, several goodness of fit statistics given by Mx 
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are considered. They are the Normed fit Index (NFI), Tucker Lewis Index (TLI), 
Relative Non-centrality Index (RNI) and Root Mean Squared Error Approxima-
tion (RMSEA). For the first three indexes, they are in range of zero to one, where 
zero indicates the model does not fit at all and one indicates perfect fit of the 
model. All of them should be greater than 0.95 for a good fit. For RMSEA, value 
below 0.05 indicates a very good fit. From Mx output, the NFI, TLI, RNI and 
RMSEA of our model are 0.98，0.99，0.99 and 0.041 respectively. These indicate 
a good fit of our model. 
Table 4.4: Error covariance that are free to be estimated 
Stocks Stocks Code Notation 
HSBC，Hang Seng Bank (5, 11) 6,(2,1) 
CLP , HK Electric (2,6) 8,(6,4) 
-Cheung Kong, HK Electric (1’ 6) 6,(7,6) 
HK&China Gas, Henderson Land (3, 12) 0,(8,5) 
HK&China Gas, Henderson Investment (3，97) €>6(11，5) 
Henderson Land, Henderson Investment (12, 97) Ge(ll’8) 
Wharf (Holdings), Wheelock (4’ 20) 6,(13,10) 
Cheung Kong, Hutchison Whampoa (1’ 13) 0^(14,7) 
CITIC Pacific, China Resources Enterprise (267, 291) 6^(18,17) 
Swire Pacific A, Cathay Pacific Airways (19, 293) 0^(19,15) 
Cathay Pacific Airways, CITIC Pacific (293, 267) 0,(19,17) 
China Resources Enterprise, COSCO Pacific (291, 1199) 0,(25,18) 
4.4 Lisrel model with stochastic constraints 
In this section, we incorporate the stochastic constraints to the APT analysis. 
Instead of fixing the risk free rate and the factor loading references at their pre-
assigned values, these fixed parameters will be free and the pre-assigned values 
will be regard as their prior information. This means we have the following 
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stochastic constraints in our models. 
0.0495 = + 
3.4800 = 624,1 + eu2 
1.0900 = 61,2 + €u3 
0.8810 = 64,3 + tu4 
1.2300 = 69,4 + €u5 
1.3900 二 6I3,5 + e«6 
4.4.1 Result 
For each model with different cases of stochastic constraints, several values are 
assigned to the prior constants to see how the Bayes estimates §2 and 63 
are affected by the value of the parameters in the prior densities. Among all 
the parameters of the model, we have emphasized on the estimates of the risk 
free rate, reference factor loadings, risk premia and the latent factor covariance. 
Summary of estimation with stochastic constraints using Cases 1, 2 and 3 are 
tabulated in Tables 4.6, 4.9, and 4.12 respectively. For ease of comparison, the 
MLE estimates with exact constraints are given in the first column of each table. 
For reference, estimates of all factor loadings and error variances & covariance 
terms of the models are tabulated in Tables 4.7, 4.8, 4.10, 4.11, 4.13 and 4.14. 
Table 4.6 presents the Bayes estimates 0i for six sets of ly and (3 values. For 
the models lA and IB, the estimates especially for the risk free rate and the risk 
premia are significantly different from those achieved from the exact constraint 
model. When the value of v becomes larger and (3 becomes smaller, the Bayes 
estimates get closer to those of the MLE estimates. In general, if the value of v is 
sufficiently large and (5 is sufficiently small, then the Bayes estimates will be the 
same as the MLE estimates. Moreover, the result illustrates that the estimates of 
risk free rate and the risk premia are much sensitive to the changes of the prior 




Table 4.9 presents the Bayes estimates 62 achieved from four sets of i>i and 
A values. Here, we assume the variance of the error for the stochastic constraint 
on 77 (af) is different from those on reference factor loadings (cr!) that are all 
the same. Hence, we consider two sets of prior constants {1^ 1, (3i) and (1/2，M 
for specifying the prior distribution of af and a^ respectively. In all four models, 
As are different from /?2S while "iS equal U2S. It is found that there are similar 
observations as those of Case 1. 
Similarly, Table 4.12 presents the Bayes estimates Os that are obtained with 
respect to eight sets combinations of the R matrices and p values. The following 
R matrices are considered. 
/ \ / \ 
1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 
0.0 1.0 0.5 0.5 0.5 0.5 0.0 1.0 0.0 0.0 0.0 0.0 
0.0 0.5 1.0 0.5 0.5 0.5 0.0 0.0 1.0 0.0 0.0 0.0 
R 1 = R2 = 
0.0 0.5 0.5 1.0 0.5 0.5 0.0 0.0 0.0 1.0 0.0 0.0 
0.0 0.5 0.5 0.5 1.0 0.5 0.0 0.0 0.0 0.0 1.0 0.0 
0.0 0.5 0.5 0.5 0.5 1.0 0.0 0.0 0.0 0.0 0.0 1.0 
\ / \ / 
In both matrices, the error for the constraint on 77 is assumed to be uncorre-
lated with those on the factor loading references. In matrix R l , the errors for 
the constraints corresponding to the factor loading references are considered to 
be dependent. In matrix R2, they are considered to be independent. For the 
models 3A to 3D (see Table 4.12), we found that when the p value is small, the 
Bayes estimates have large differences from those of MLE estimates. In addition, 
when comparing model 3A with 3B and model 3C with 3D, discrepancies in the 
estimates are found. Particularly, the estimates of model 3A with R = R 1 have 
larger differences from the MLE estimates than that of model 3B with R=R2 . 
When the value of p gets larger, the Bayes estimates are nearly the same as the 
MLE ones and the discrepancies between the models using different R matrices 
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disappear. 
From the result of models lA, IB, 2A, 2B, 3A and 3B in Table 4.6，4.9, and 
4.12, we can see that the estimate of r/ is extraordinary large and most of the 
estimates of the Market Risk Premium are negative, these estimation results are 
not compatible with the reality. In practical situation, it is worthy to note that 
when the prior constants are chosen be certain values such that it leads to the 
non-information prior distributions, which means there is little prior information 
about the parameters with stochastic constraints. While traditional APT analysis 
operates on the assumption that the risk-free rate is known, the incorporation of 
stochastic constraint so to allow variation in the risk-free rate to an extent that 
the estimate provided is too large and not compatible with the reality will lead 
to unreasonable estimate of the factor risk premia as well. 
、 
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Table 4.5: Empirical result - Model E (Exact constraints) 
Factor loadings 
Stock/Index HSI HSIF HSIU HSIP HSIC&I 
5 -0.1388 1.0900 0 0 0 
11 -2.5733 3.7520 0 0 0 
23 -2.6925 4.1053 0 0 0 
2 -0.1436 0 0.8810 0 0 
3 -0.0649 0 0.9368 0 0 
6 -0.1604 0 0.9068 0 0 
1 0.7274 0 0 0.4968 0 
12 -0.6877 0 0 1.4797 0 
16 -0.1614 0 0 1.2300 0 
20 -2.9918 4.2658 0 0.2988 0 
97 0.1059 0 0 0.6015 0 
101 -0.4023 0 0 0.9443 0 
4 -3.4574 3.3829 0 0 1.3900 
13 0.7728 0 0 0 0.3644 
19 -2.2208 0 0 1.0796 1.6028 
179 -0.6933 -5.8844 0 0.0517 5.5055 
267 -0.6590 0 0 0 1.4785 
291 -2.1167 0 0 0.3217 2.5876 
293 -2.7036 0 0 0 2.8763 
- 330 -3.7587 -5.0725 0 0.3486 7.2672 
494 1.0717 -7.6323 0 0 5.3056 
511 1.0038 -2.3766 0 0 1.5715 
551 -1.4631 0 0 0 1.5925 
992 3.4800 -9.1480 0 0 4.8563 
1199 -2.9204 0 0 0 3.4151 
Ma r ke t risk p r e m i u m 
HSNI HSNF HSNU HSNP HSNC&I 
0.3195 0.2551 0.2788 0.2644 0.4243 
Ff 0.0495 
La ten t factors covar iance ma t r i x 
HSI HSIF HSIU HSIP HSNC&I 
HSI 14.3605 * * * * 
HSIF 12.3607 10.8981 * * * 
HSIU 6.3631 6.0070 6.6329 * * 
HSIP 17.4215 15.4995 8.8123 24.4095 * 
HSNCfcl 16.5198 14.4978 7.8517 20.4015 19.5195 
Er ro r covar iance o f t h e stocks 
Stock Variance Stock Variance Stocks Covariance 
5 6.9486 13 7.5546 5, 11 1.4575 
11 5.2507 19 12.2074 2, 6 1.4927 
23 9.1033 179 25.7166 1, 6 0.3845 
2 5.8093 267 14.7645 3, 12 0.0283 
3 4.9639 291 28.0468 3, 97 2.3114 
6 4.2824 293 17.2525 12, 97 -0.6303 
1 5.5819 330 28.8383 4’ 20 8.4350 
12 6.6507 494 25.5322 1，13 3.1800 
16 5.2989 511 23.4554 19，293 1.8727 
20 14.0674 551 22.2282 293，267 -0.6215 
97 16.3770 992 61.5338 267, 291 4.4152 
101 12.1591 1199 34.6262 291, 1199 8.5309 
4 16.7540 
Remarks: The values in boldface are fixed 
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Table 4.6: Empirical result - Exact constraints vs Stochastic Case 1 
Model E l A I B I C I D 1 E I F ^ 
Exact 1^ =5 1^ =50 i/=5 u=b i/=50 "=500 
— p=o.i p=o.i p=om /?=10—4 —5 
Constraints 
0.050 0.380 0.359 0.104 0.055 0 . 0 5 1 0 . 0 5 0 
&24,1 3.480 3.351 3.365 3.474 3.480 3.480 3.480 
bi’2 1.090 1.564 1.558 1.131 1.094 1.091 1.090 
b4’3 0.881 0.880 0.881 0.881 0.881 0.881 0.881 
69,4 1.230 1.230 1.230 1.230 1.230 1.230 1.230 
613,5 ‘ 1.390 0.544 0.761 1.366 1.388 1.390 1.390 
Market risk premium (Aj) 
H ^ 0.320 0.031 0.048 0.271 0.315 0.319 0.319 
HSIF 0.255 -0.020 -0.002 0.210 0.250 0.254 0.255 
HSIU 0.279 -0.120 -0.093 0.215 0.272 0.278 0.279 
HSIP 0.264 -0.079 -0.056 0.209 0.259 0.263 0.264 
HSICfcl 0.424 0.070 0.087 0.364 0.418 0.423 0.424 
Coavariance of latent factors 
HSIF 10.898 11.202 11.126 10.914 10.900 10.898 10.898 
HSIU 6.633 7.082 7.029 6.671 6.636 6.633 6.633 
HSIP 24.410 24.943 24.900 24.439 24.412 24.410 24.410 
HSIC&I 19.520 21.349 20.700 19.574 19.524 19.520 19.520 
HSIF, HSIU 6.007 6.363 6.291 6.030 6.009 6.007 6.007 
HSIF, HSIP 15.500 15.983 15.892 15.529 15.502 15.500 15.500 
HSIF, HSIC&I 14.498 15.154 14.962 14.525 14.500 14.498 14.498 
HSIU, HSIP 8.812 9.421 9.349 8.858 8.817 8.813 8.812 
HSIU, HSIC&I 7.852 8.693 8.479 7.892 7.855 7.852 7.852 
HSIP, HSICfcl 20.402 21.393 21.171 20.449 20.406 20.402 20.402 
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Table 4.7: Empirical result - Exact constraints vs Stochastic Case 1 
Model I E I lA I IB I IC I ID I IE I IF 
Fac to r l oad ings 
“ ^ - 0 . 1 3 8 8 -0.5925 -0.5815 -0.1771 -0.1423 -0.1395 -0.1389 
62,1 -2.5733 -1.8874 -2.0295 -2.5124 -2.5674 -2.5721 -2.5732 
63,1 -2.6925 -2.0919 -2.2437 -2.6454 -2.6880 -2.6917 -2.6925 
64,1 -0.1436 -0.1757 -0.1723 -0.1461 -0.1439 -0.1437 -0.1436 
&5,i -0.0649 -0.0831 -0.0805 -0.0659 -0.0651 -0.0650 -0.0650 
66,1 -0.1604 -0.1790 -0.1768 -0.1617 -0.1605 -0.1604 -0.1604 
67,1 0.7274 0.7529 0.7509 0.7319 0.7279 0.7275 0.7274 
68,1 -0.6877 -0.6856 -0.6890 -0.6916 -0.6881 -0.6878 -0.6877 
69.1 -0.1614 -0.1856 -0.1833 -0.1626 -0.1615 -0.1614 -0.1614 
610,1 -2.9918 -2.2034 -2.3715 -2.9279 -2.9856 -2.9905 -2.9917 
6 1 1 , 1 0.1059 -0.1762 -0.1426 0.0793 0.1033 0.1053 0.1058 
''12,1 -0.4023 -0.5938 -0.5771 -0.4238 -0.4045 -0.4028 -0.4024 
613,1 -3.4574 -2.1145 -2.3356 -3.3400 -3.4461 -3.4551 -3.4571 
>^14,1 0.7728 0.7991 0.7584 0.7651 0.7720 0.7727 0 7728 
&i5’i -2.2208 -1.2560 -1.3965 -2.1288 -2.2119 -2.2190 -2.2207 
bi6,i -0.6933 0.8264 0.5927 -0.5565 -0.6799 -0.6906 -0.6928 
bi7,i -0.6590 -0.0908 -0.2309 -0.6193 -0.6553 -0.6583 -0.6589 
618.1 -2.1167 -0.9854 -1.2196 -2.0311 -2.1086 -2.1153 -2.1165 
619,1 -2.7036 -1.1855 -1.4644 -2.5783 -2.6915 -2.7012 -2.7034 
620,1 -3.7587 -0.7652 -1.2051 -3.4796 -3.7318 -3.7534 -3.7580 
621,1 1.0717 2.0281 1.8796 1.1499 1.0792 1.0732 1.0719 
622,1 1.0038 0.8907 0.8508 0.9720 1.0007 1.0032 1.0038 
623,1 -1.4631 -0.5617 -0.7028 -1.3696 -1.4539 -1.4613 -1.4629 
624,1 3 .4800 3.3509 3.3652 3.4741 3.4795 3.4799 3.4800 
625.1 -2.9204 -1.2232 -1.5425 -2.7779 -2.9067 -2.9179 -2.9201 
61.2 1 .0900 1.5637 1.5581 1.1305 1.0937 1.0907 1.0901 
62,2 3.7520 2.8931 3.0651 3.6761 3.7447 3.7506 3.7519 
63.2 4.1053 3.3229 3.5092 4.0444 4.0995 4.1042 4.1052 
610.2 4.2658 3.1580 3.3916 4.1821 4.2578 4.2642 4.2657 
613,2 3.3829 2.8818 2.8568 3.2733 3.3722 3.3807 3.3827 
6I6,2 -5.8844 -4.1684 -4.6159 -5.7888 -5.8759 -5.8832 -5.8849 
620,2 -5.0725 -3.9531 -4.2861 -5.051 -5.0707 -5.0728 -5.0729 
621,2 -7.6323 -5.5439 -6.1030 -7.5089 -7.6201 -7.6299 -7.6319 
622,2 -2.3766 -1.5765 -1.7550 -2.3110 -2.3702 -2.3752 -2.3764 
624,2 -9.1480 -6.6728 -7.3827 -9.0244 -9.1364 -9.1457 -9.1477 
64.3 0 . 8 8 1 0 0.8802 0.8813 0.8810 0.8810 0.8810 0.8810 
65,3 0.9368 0.9127 0.9145 0.9339 0.9365 0.9368 0.9368 
65.3 0.9068 0.8868 0.8895 0.9050 0.9067 0.9068 0.9068 
67.4 0.4968 0.4954 0.4952 0.4951 0.4966 0.4967 0.4968 
bs,4 1.4797 1.4490 1.4541 1.4807 1.4799 1.4798 1.4797 
69,4 1.2300 1.2298 1.2300 1.2300 1.2300 1.2300 1.2300 
610,-1 0.2988 0.3765 0.3563 0.3016 0.2991 0.2989 0.2988 
611^4 0.6015 0.7925 0.7700 0.6201 0.6033 0.6019 0.6016 
612,4 0.9443 1.0579 1.0482 0.9581 0.9457 0.9446 0.9443 
615,4 1.0796 1.0946 1.0814 1.0774 1.0794 1.0796 1.0796 
6I6,4 0.0517 0.0294 0.0202 0.0459 0.0512 0.0516 0.0518 ‘ 
6I8,4 0.3217 0.4007 0.3816 0.3254 0.3220 0.3217 0.3217 
620^4 0.3486 0.3681 0.3353 0.3444 0.3483 0.3486 0.3487 
613:5 1 .3900 0.5444 0.7608 1.3663 1.3879 1.3896 1.3900 
614:5 0.3644 0.3529 0.3883 0.3728 0.3653 0.3646 0.3644 
615:5 1.6028 0.7008 0.8418 1.5219 1.5950 1.6012 1.6027 
t ie 's 5.5055 2.8926 3.4442 5.3193 5.4879 5.5024 5.5055 
bi7’’5 1.4785 0.9597 1.0853 1.4430 1.4751 1.4778 1.4784 
618*5 2.5876 1.4496 1.6819 2.5044 2.5797 2.5862 2.5875 
619^5 2.8763 1.5069 1.7544 2.7635 2.8654 2.8741 2.8761 
620^5 7.2672 3.7356 4.4103 7.0079 7.2423 7.2627 7.2668 
621:5 5.3056 2.8983 3.4467 5.1441 5.2898 5.3026 5.3051 
b22,5 1.5715 1.0514 1.2227 1.5492 1.5694 1.5709 1.5714 
623^5 1.5925 0.7817 0.9068 1.5082 1.5842 1.5909 1.5923 
624:5 4.8563 3.1020 3.6274 4.7703 4.8482 4.8547 4.8561 
b25,5 3.4151 1.8734 2.1590 3.2867 3.4028 3.4128 3.4149 
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Table 4.8: Empirical result - Exact constraints vs Stochastic Case 1 
Parameters | E | lA | IB | IC | ID | IE | IF 
Error variance and covariance 
0 e ( l , l ) 6 . 9 4 8 6 6.8501 6.8630 6.9425 6.9481 6.9486 6.9487 
0e(2,2) 5.2507 5.2306 5.2381 5.2503 5.2507 5.2508 5.2508 
6,(3,3) 9.1033 8.9266 8.9529 9.0931 9.1024 9.1031 9.1033 
6e(4,4) 5.8093 5.7051 5.7127 5.7993 5.8085 5.8093 5.8093 
6^(5,5) 4.9639 5.0235 5.0210 4.9711 4.9644 4.9638 4.9638 
6,(6,6) 4.2824 4.2474 4.2495 4.2787 4.2822 4.2825 4.2824 
6^(7,7) 5.5819 4.5529 4.6661 5.5008 5.5742 5.5804 5.5818 
Qe(8’8) 6.6507 6.9273 6.8790 6.G626 6.6517 6.6509 6.6507 
0,(9,9) 5.2989 5.4175 5.3956 5.3076 5.2998 5.2991 5.2989 
B£(10,10) 14.0674 13.9523 13.9705 14.0558 14.0663 14.067 14.0672 
e , ( l l , l l ) 16.3770 16.2754 1G.2975 16.3718 1G.3765 16.3768 16.3769 
6,(12,12) 12.1591 11.8657 11.8936 12.1308 12.1564 12.1586 12.1592 
ee(13,13) 16.7540 16.7338 16.7762 16.7597 16.7546 16.7541 16.7539 
6e(14,14) 7.5546 6.9209 6.9686 7.4987 7.5493 7.5535 7.5545 
e“15’15) 12.2074 12.2782 12.2689 12.2147 12.2082 12.2078 12.2072 
0c(16,16) 25.7166 25.9544 25.8695 25.7275 25.7167 25.7159 25.7158 
ee(17,17) 14.7645 14.7024 14.7365 14.7638 14.7644 14.7641 14.7646 
G“18,18) 28.0468 28.1251 28.1211 28.0571 28.0477 28.0470 28.0471 
6,(19,19) 17.2525 17.2401 17.2491 17.2523 17.2525 17.2529 17.2524 
6,(20,20) 28.8383 28.8710 28.9526 28.8351 28.8390 28.8387 28.8391 
6^(21,21) 25.5322 25.6912 25.6139 25.5385 25.5336 25.5337 25.5332 
6^(22,22) 23.4554 23.7959 23.7610 23.4897 23.4588 23.4566 23.4557 
0e(23,23) 22.2282 22.1853 22.2079 22.2266 22.2277 22.2287 22.2283 
6^(24,24) 61.5338 61.9335 61.7541 61.5083 61.5310 61.5332 61.5336 
6^(25,25) 34.6262 34.5231 34.6167 34.6415 34.6279 34.6269 34.6266 
6^(2,1) 1.4575 1.1902 1.2274 1.4402 1.4560 1.4573 1.4575 
6,(6,4) 1.4927 1.4177 1.4233 1.4855 1.4922 1.4928 1.4927 
ee(7,6) 0.3845 0.4098 0.4048 0.3861 0.3847 0.3846 0.3845 
6£(8,5) 0.0283 -0.0137 -0.0068 0.0241 0.0278 0.0281 0.0282 
ee(ll,5) 2.3114 2.2963 2.2986 2.3107 2.3113 2.3113 2.3114 
0^(11,8) -0.6303 -0.9181 -0.8864 -0.6610 -0.6334 -0.6311 -0.6305 
€>£(13，10) 8.4350 8.3528 8.3932 8.4348 8.4350 8.4349 8.4349 
0^(14,7) 3.1800 2.3465 2.4253 3.1093 3.1733 3.1786 3.1798 
0^(18, i7) 1.8727 1.8804 1.8611 1.8657 1.8720 1.8728 1.8725 
0^(19,15) -0.6215 -0.6168 -0.5797 -0.6079 -0.6201 -0.6212 -0.6214 
e>e(19，17) 4.4152 4.5422 4.5376 4.4265 4.4162 4.4150 4.4153 
e)e(25’18) 8.5309 8.5022 8.5257 8.5353 8.5314 8.5313 8.5310 
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Table 4.9: Empirical result - Exact constraints vs Stochastic Case 2 
Model E 2 A m 2C 2D 
Exact 1^2 = 5 "1’ "2 = 5 "1’ "2 = 50 i^ i，"2 = 500 
I3i = 1 f3i = 0.1 = 0.01 Pi = 10-3 
P2 = 0.1 P2 = 0.01 P2 = 10_3 /52 = 10-4 
Constraints 
Vf 0.050 0 . 4 4 3 0 . 3 5 0 0 . 1 4 4 f 0 . 0 6 2 
ref HSI 3.480 3.350 3.474 3.479 3.480 
ref HSIF 1.090 1.557 1.134 1.097 1.091 
ref HSIU 0.881 0.880 0.881 0.881 0.881 
ref HSIP 1.230 1.230 1.230 1.230 1.230 
ref HSIC&I 1.390 0.496 1.364 1.386 1.390 
Market risk premium (A )^ 
H ^ 0.320 - 0 . 0 1 6 0 . 0 6 3 0 . 2 3 8 0.309 
HSIF 0.255 -0.069 0.013 0.179 0.245 
HSIU 0.279 -0.198 -0.083 0.167 0.265 
HSIP 0.264 -0.143 -0.047 0.167 0.252 
HSICfcl 0.424 -0.004 0.089 0.319 0.411 
Covariance of latent factors 
HSIF 10.898 1 1 . 2 2 3 ~ ~ 1 0 . 9 2 7 1 0 . 9 0 5 1 0 . 8 9 9 
HSIU 6.633 7.136 6.819 6.672 6.637 
HSIP 24.410 24.939 24.426 24.407 24.408 
HSIC&I 19.520 21.558 19.610 19.541 19.522 
HSIF, HSIU 6.007 6.386 6.056 6.019 6.008 
HSIF, HSIP 15.500 16.005 15.548 15.512 15.501 
HSIF, HSIC&I 14.498 15.210 14.542 14.508 14.499 
HSIU, HSIP 8.812 9.441 8.904 8.837 8.815 、 
HSIU, HSIC&I 7.852 8.763 7.930 7.871 7.854 
HSIP, HSIC&I 20.402 21.449 20.473 20.419 20.403 
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Table 4.10: Empirical result - Exact constraints vs Stochastic Case 2 
Parameters | E | 2A | 2B | 2C | 2D 
Factor loadings 
^ -0.1388 -0.5887 -0.1855 -0.1481 -0.1399 
62,1 -2.5733 -1.8498 -2.4648 -2.5463 -2.5706 
63,1 -2.6925 -2.0483 -2.6026 -2.6739 -2.6909 
64,1 -0.1436 -0.1765 -0.1482 -0.1450 -0.1438 
65,1 -0.0649 -0.0797 -0.0547 -0.0635 -0.0649 
66,1 -0.1604 -0.1796 -0.1626 -0.1611 -0.1605 
67,1 0.7274 0.7538 0.7403 0.7321 0.7280 
68,1 -0.6877 -0.6853 -0.6973 -0.6914 -0.6882 
69.1 -0.1614 -0.1858 -0.1622 -0.1612 -0.1613 
610,1 -2.9918 -2.1601 -2.8843 -2.9682 -2.9896 
bn, i 0.1059 -0.1850 0.0490 0.0867 0.1032 
bi2.i -0.4023 -0.5989 -0.4507 -0.4183 -0.4044 
bi3,i -3.4574 -2.0582 -3.2579 -3.4101 -3.4528 
6m,1 0.7728 0.8096 0.7504 0.7653 0.7718 
615.1 -2.2208 -1.2261 -2.0912 -2.1860 -2.2173 
1)16.1 -0.6933 0.8761 -0.4960 -0.6362 -0.6875 
bn. i -0.6590 -0.0553 -0.6189 -0.6548 -0.6597 
6i8,I -2.1167 -0.9213 -1.9698 -2.0871 -2.1151 
619,1 -2.7036 -1.1204 -2.5279 -2.6574 -2.6993 
620,1 -3.7587 -0.6609 -3.3455 -3.6513 -3.7501 
- 621,1 1.0717 2.0566 1.1813 1.1071 1.0754 
622,1 1.0038 0.8944 0.9100 0.9782 1.0011 
623,1 -1.4631 -0.5237 -1.2843 -1.4099 -1.4573 
624,1 3.4800 3.3496 3.4735 3.4790 3.4799 
625.1 -2.9204 -1.1397 -2.6936 -2.8696 -2.9171 
61.2 1.0900 1.5570 1.1340 1.0974 1.0908 
62,2 3.7520 2.8480 3.6159 3.7175 3.7486 
63.2 4.1053 3.2706 3.9904 4.0807 4.1031 
610.2 4.2658 3.0994 4.1297 4.2356 4.2630 
613,2 3.3829 2.8806 3.1804 3.3329 3.3782 
6I6,2 -5.8844 -4.0430 -5.6454 -5.8197 -5.8753 
620,2 -5.0725 -3.8846 -5.0902 -5.1015 -5.0832 
621,2 -7.6323 -5.3821 -7.2982 -7.5358 -7.6185 
622,2 -2.3766 -1.5196 -2.1973 -2.3226 -2.3694 
624,2 -9.1480 -6.4812 -8.8850 -9.0846 -9.1421 
64.3 0.8810 0.8800 0.8810 0.8810 0.8810 
65,3 0.9368 0.9031 0.9038 0.9306 0.9362 
66.3 0.9068 0.8862 0.9029 0.9058 0.9067 
67.4 0.4968 0.4950 0.4909 0.4945 0.4964 
68,4 1.4797 1.4488 1.4849 1.4822 1.4801 
69,4 1.2300 1.2298 1.2300 1.2300 1.2300 
610,4 0.2988 0.3814 0.3016 0.2997 0.2989 
611,4 0.6015 0.7986 0.6412 0.6149 0.6034 
612,4 0.9443 1.0614 0.9763 0.9549 0.9457 
615,4 1.0796 1.0987 1.0799 1.0807 1.0800 
616^ 4 0.0517 0.0320 0.0441 0.0504 0.0517 、 
6I8,4 0.3217 0.4054 0.3287 0.3240 0.3221 
620.4 0.3486 0.3824 0.3618 0.3565 0.3511 
fci3:5 1.3900 0.4958 1.3643 1.3858 1.3896 
614.5 0.3644 0.3437 0.3875 0.3722 0.3655 
615,5 1.6028 0.6699 1.4860 1.5707 1.5994 
616^5 5.5055 2.7522 5.1607 5.4082 5.4937 
617,5 1.4785 0.9285 1.4439 1.4750 1.4791 
618^ 5 2.5876 1.3871 2.4439 2.5574 2.5856 
619,5 2.8763 1.4498 2.7187 2.8349 2.8724 
620:5 7.2672 3.5770 6.8989 7.1851 7.2648 
621,5 5.3056 2.7522 4.9569 5.2015 5.2919 
622^ 5 1.5715 1.0054 1.5183 1.5530 1.5684 
623,5 1.5925 0.7478 1.4288 1.5433 1.5871 
624^ 5 4.8563 2.9577 4.6659 4.8099 4.8520 
625.5 3.4151 1.7991 3.2099 3.3689 3.4120 
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Table 4.11: Empirical result - Exact constraints vs Stochastic Case 2 
Parameters | E | 2A | 2B | 2C | 2D 
Error variance and covariance 
e , ( l , l ) 6 . 9 4 8 6 6.8420 6.9247 6.9425 6.9480 
0^(2,2) 5.2507 5.2272 5.2453 5.2495 5.2506 
6^(3,3) 9.1033 8.9248 9.0973 9.1009 9.1034 
6,(4,4) 5.8093 5.6776 5.7172 5.7925 5.8077 
0^(5,5) 4.9639 5.0519 5.0601 4.9820 4.9656 
e,(6,6) 4.2824 4.2219 4.2030 4.2690 4.2812 
6^(7,7) 5.5819 4.5306 5.4266 5.5358 5.5767 
ee(8,8) 6.6507 6.9387 6.G747 6.6571 6.6517 
Be(9,9) 5.2989 5.4245 5.3221 5.3064 5.3000 
•£(10，10) 14.0674 13.9434 14.02G7 14.0539 14.0655 
6,(11,11) 16.3770 16.2685 1G.3605 16.3702 16.3761 
e,(12,12) 12.1591 11.8588 12.0924 12.1359 12.1559 
6^(13,13) 16.7540 16.7229 16.7552 16.7495 16.7531 
ee(14,14) 7.5546 6.9197 7.4696 7.5308 7.5524 
6,(15,15) 12.2074 12.2771 12.2124 12.2116 12.2082 
e,(16,16) 25.7166 25.9844 25.7807 25.7437 25.7225 
ee(17,17) 14.7645 14.6874 14.7465 14.7570 14.7631 
6^(18,18) 28.0468 28.1481 28.1162 28.0587 28.0480 
e)e(19’19) 17.2525 17.2269 17.2288 17.2496 17.2524 
e,(20,20) 28.8383 28.8177 28.6981 28.7717 28.8165 
6,(21,21) 25.5322 25.7221 25.5993 25.5628 25.5419 
6,(22,22) 23.4554 23.8153 23.5718 23.4897 23.4592 
6^(23,23) 22.2282 22.1726 22.1798 22.2096 22.2264 
0,(24,24) 61.5338 61.9805 61.4702 61.5151 61.5223 
0,(25,25) 34.6262 34.5167 34.6717 34.6253 34.6219 
6^(2,1) 1.4575 1.1786 1.4193 1.4487 1.4565 
e,(6,4) 1.4927 1.3909 1.4061 1.4774 1.4913 
0c(7,6) 0.3845 0.4131 0.3923 0.3865 0.3848 
0e(8,5) 0.0283 -0.0144 0.0205 0.0247 0.0276 、 
6^(11，5) 2.3114 2.2969 2.3141 2.3117 2.3115 
0e(ll,8) -0.6303 -0.9261 -0.6974 -0.654 -0.6341 
6^(13,10) 8.4350 8.3403 8.4209 8.4279 8.4338 
0,(14,7) 3.1800 2.3349 3.0524 3.1422 3.1758 
‘ ee(18，17) 1.8727 1.878 1.8435 1.8676 1.8727 
0e(19,15) -0.6215 -0.6321 -0.6158 -0.6219 -0.6220 
0^(19,17) 4.4152 4.5368 4.4159 4.4125 4.4145 
6^(25,18) 8.5309 8.5197 8.5865 8.5380 8.5302 
31 
Table 4.12: Empirical result - Exact constraints vs Stochastic Case 3 
Model E 3A 3B 3C 3D 3E 3F 3G 3H 
Exact p= 5 p= 5 p= 50 p= 50 p= 500 p- 500 p= 5000 p= 5000 
R = R l R = R2 R = R l R = R2 R = R l R = R2 R = R l R = R2 
Constra ints 
r j 0.050 0.427 0.12G 0.206 0.209 0.073 0.073 0.052 0.052 
^24,1 3.480 2.755 3.407 3.486 3.453 3.481 3.478 3.480 3.480 
61.2 1.090 0.620 1.306 1.191 1.254 1.101 1.106 1.091 1.092 
64.3 0.881 0.155 0.881 0.900 0.881 0.883 0.881 0.881 0.881 
69.4 1.230 0.568 1.230 1.249 1.230 1.232 1.230 1.230 1.230 
613,5 1.390 0.008 0.091 1.358 1.278 1.388 1.381 1.390 1.389 
Marke t risk p r em i um (A；) 
HSI 0.320 -0.003 -0.003 0.183 0.177 0.299 0.299 0.317 0.317 
HSIF 0.255 -0.143 -0.069 0.128 0.123 0.236 0.236 0.253 0.253 
HSIU 0.279 -1.003 -0.176 0.092 0.089 0.251 0.251 0.276 0.276 
HSIP 0.264 -0.268 -0.125 0.104 0.100 0.241 0.240 0.262 0.262 
HSICfcl 0.424 0.350 0.052 0.249 0.246 0.398 0.398 0.422 0.422 
Covar iance of latent factors 
HSIF 10.898 15.043 11.637 10.927 10.964 10.901 10.905 10.898 10.899 
HSIU 6.633 143.358 7.150 6.580 6.781 6.624 6.648 6.632 6.634 
HSIP 24.410 38.110 24.837 24.374 24.553 24.402 24.421 24.409 24.411 
HSIC&I 19.520 450.669 29.425 19.627 19.762 19.531 19.541 19.521 19.522 
HSIF, HSIU 6.007 19.765 6.672 6.041 6.097 6.011 6.016 6.007 6.008 
HSIF, HSIP 15.500 20.959 16.324 15.549 15.617 15.505 15.511 15.500 15.501 
HSIF, HSIC&I 14.498 49.106 16.799 14.549 14.613 14.503 14.509 14.498 14.499 
HSIU, HSIP 8.812 29.516 9.499 8.874 8.990 8.819 8.831 8.813 8.814 
HSIU, HSIC&I 7.852 112.877 10.206 7.924 8.021 7.859 7.868 7.853 、7.853 
HSIP, HSIC&I 20.402 55.897 22.715 20.495 20.607 20.411 20.420 20.402 20.403 
32 
Table 4.13: Empirical result - Exact constraints vs Stochastic Case 3 
Parameters | E | 3A | 3B | 3C | 3D | 3E | 3F | 3G | 3H 
Factor loadings 
^ -0.1388 0.2100 -0.3806 -0.2335 -0.2924 -0.1489 -0.1541 -0.1398 -0.1404 
b2,i -2.5733 -0.3085 -1.3089 -2.4833 -2.3589 -2.5631 -2.5482 -2.5722 -2.5707 
63,1 -2.6925 -0.2850 -1.4384 -2.6352 -2.5257 -2.6868 -2.6733 -2.6919 -2.6906 
64,1 -0.1436 0.1405 -0.1813 -0.1575 -0.1532 -0.1454 -0.1446 -0.1438 -0.1437 
65,1 -0.0649 0.2456 -0.0870 -0.0734 -0.0685 -0.0662 -0.0654 -0.0651 -0.0650 
be,i -0.1604 0.1394 -0.1840 -0.1718 -0.1654 -0.1618 -0.1609 -0.1605 -0.1605 
67,1 0.7274 1.0774 0.7540 0.7285 0.7408 0.7278 0.7294 0.7274 0.7276 
68,1 -0.6877 0.2623 -0.6868 -0.7230 -0.6969 -0.6926 -0.6895 -0.6882 -0.6879 
69.1 -0.1614 0.6228 -0.1840 -0.1867 -0.1672 -0.1645 -0.1618 -0.1617 -0.1614 
610,1 -2.9918 -0.2356 -1.5719 -2.9074 -2.7608 -2.9830 -2.9656 -2.9908 -2.9891 
611,1 0.1059 0.2958 -0.2505 0.0347 0.0128 0.0966 0.0949 0.1049 0.1047 
612,1 -0.4023 0.0825 -0.6231 -0.4685 -0.4758 -0.4110 -0.4113 -0.4033 -0.4033 
613.1 -3.4574 -0.1413 -1.3929 -3.2631 -3.0246 -3.4362 -3.4094 -3.4551 -3.4524 
6m, 1 0.7728 1.1668 0.9919 0.7489 0.7497 0.7694 0.7695 . 0.7725 0.7725 
615,1 -2.2208 0.1798 -0.8697 -2.0755 -1.8945 -2.2039 -2.1827 -2.2190 -2.2168 
-0.6933 1.5151 1.5105 -0.4327 -0.2002 -0.6621 -0.6366 -0.6900 -0.6872 
biT.i -0.6590 0.9249 0.4592 -0.6026 -0.5089 -0.G539 -0.6428 -0.6585 -0.6574 
618,1 -2.1167 0.7813 -0.1834 -1.9790 -1.7981 -2.1027 -2.0817 -2.1153 -2.1131 
619,1 -2.7036 0.4169 -0.2867 -2.4880 -2.2493 -2.6789 -2.6519 -2.7010 -2.6981 
620,1 -3.7587 1.2185 0.5210 -3.2379 -2.7508 -3.6984 -3.6430 -3.7525 -3.7469 
62i'i -1.0717 1.9421 2.4297 1.2343 1.3627 1.0914 1.1041 1.0737 1.0751 
622,1 1.0038 1.0916 1.1030 0.9292 0.9029 0.9941 0.9904 1.0028 1.0025 
623:1 -1.4631 0.2710 -0.0951 -1.2857 -1.1442 -1.4406 -1.4238 -1.4607 -1.4590 
624:1 3.4800 2.7546 3.4072 3.4861 3.4526 3.4813 3.4777 3.4801 3.4798 
625.1 -2.9204 0.7603 -0.1304 -2.6721 -2.4025 -2.8932 -2.8617 -2.9176 -2.9145 
61.2 1.0900 0.6202 1.3060 1.1906 1.2536 1.1005 1.1061 1.0911 1.0916 
62,2 3.7520 1.0511 2.2124 3.6359 3.4836 3.7387 3.7207 3.7506 3.7488 
63.2 4.1053 1.2131 2.5515 4.0249 3.8871 4.0971 4.0805 4.1045 4.1028 
610.2 4.2658 1.0783 2.3000 4.1409 3.9571 4.2526 4.2316 4.2644 4.2622 
613,2 3.3829 1.3048 2.6446 3.1891 3.0092 3.3602 3.3374 3.3805 3.3781 
<>16,2 -5.8844 -1.3854 -2.9043 -5.7434 -5.5596 -5.8676 -5.8462 -5.8830 -5.8804 
620,2 -5.0725 -1.4902 -3.0289 -5.0902 -4.9391 -5.0807 -5.0627 -5.0736 -5.0722 
621,2 -7.6323 -1.8282 -3.8695 -7.4455 -7.2238 -7.6076 -7.5816 -7.6297 -7.6268 
622,2 -2.3766 -0.5038 -1.0658 -2.2557 -2.1668 -2.3601 -2.3492 -2.3749 -2.3737 
hi,2 -9.1480 -2.1466 -4.5037 -8.9885 -8.7153 -9.1302 -9.0976 -9.1465 -9.1424 
64.3 0.8810 0.1547 0.8806 0.8997 0.8810 0.8834 0.8810 0.8812 0.8810 
65,3 0.9368 0.1598 0.9101 0.9445 0.9256 0.9382 0.9357 0.9369 0.9367 
66.3 0.9068 0.1556 0.8858 0.9219 0.9000 0.9088 0.9061 0.9070 0.9067 
67.4 0.4968 0.2286 0.4955 0.5005 0.4929 0.4971 0.4960 0.4968 0.4967 
68,4 1.4797 0.6730 1.4523 1.5040 1.4782 1.4832 1.4803 1.4801 1.4798 
69,4 1.2300 0.5678 1.2300 1.2487 1.2300 1.2324 1.2300 1.2302 1.2300 
610.4 0.2988 0.2223 0.4561 0.3093 0.3111 0.3000 0.2999 0.2989 0.2989 
611^ 4 0.6015 0.3961 0.8462 0.6526 0.6661 0.6082 0.6092 0.6022 0.6024 
612^ 4 0.9443 0.5011 1.0804 0.9899 0.9903 0.9503 0.9501 0.9449 0.9449 
<>15:4 1.0796 0.5301 1.1382 1.0917 1.0705 1.0814 1.0787 1.0798 1.0795 
0.0517 0.0384 0.0689 0.0404 0.0304 0.0506 0.0494 0.0516 0.0515 
bis'-i 0.3217 0.2107 0.4493 0.3348 0.3353 0.3234 0.3232 0.3218 0.3218 
620:4 0.3486 0.2607 0.5137 0.3464 0.3238 0.3495 0.3467 0.3488 0.3485 
613:5 1.3900 0.0079 0.0910 1.3583 1.2777 1.3879 1.3809 1.3898 1.3891 
614^ 5 0.3644 0.0281 0.1816 0.3889 0.3901 0.3679 0.3680 0.3648 0.3648 
615:5 1.6028 0.0490 0.3171 1.4567 1.3151 1.5855 1.5693 1.6010 1.5993 
5.5055 0.2025 1.3085 5.1812 4.8481 5.4666 5.4293 5.5017 5.4975 
<>17:5 1.4785 0.0739 0.4776 1.4275 1.3431 1.4739 1.4640 1.4780 1.4770 
618:5 2.5876 0.1072 0.6919 2.4433 2.2766 2.5724 2.5536 2.5861 2.5841 
619:5 2.8763 0.1119 0.7218 2.6807 2.4662 2.8539 2.8298 2.8740 2.8714 
620:5 7.2672 0.2768 1.7649 6.8190 6.2974 7.2187 7.1593 7.2624 7.2565 
621:5 5.3056 0.2000 1.3003 5.0216 4.7427 5.2696 5.2390 5.3019 5.2985 
b22,b 1.5715 0.0740 0.4829 1.5440 1.4983 1.5674 1.5624 1.5711 1.5705 
623:5 1.5925 0.0579 0.3749 1.4313 1.3055 1.5719 1.5571 1.5903 1.5888 
624:5 4.8563 0.2204 1.4148 4.7336 4.5597 4.8421 4.8211 4.8551 4.8524 
625.5 3.4151 0.1421 0.9146 3.1890 2.9465 3.3903 3.3623 3.4126 3.4097 
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Table 4.14: Empirical result - Exact constraints vs Stochastic Case 3 
Parameters | E [ 3A | 3B | 3C | 3D | 3E [ 3F | 3G | 3H 
Error variance and covariance 
~ © e ( l , l ) ~ ~ 6.9486 6.8489 6.8406 6.9312 6.9233 6.9467 6.9462 6.9485 6.9484 
㊀ t(2’2) 5.2507 5.2276 5.2211 5.2489 5.2501 5.2505 5.2505 5.2507 5.2507 
㊀ c(3，3) 9.1033 8.8519 8.8624 9.0819 9.0582 9.1010 9.0991 9.1031 9.1028 
Be (4,4) 5.8093 5.6845 5.6873 5.7720 5.7686 5.8059 5.8055 5.8090 5.8092 
Be (5,5) 4.9639 5.0381 5.0361 4.99G8 4.9924 1.9668 4.9G65 4.9641 1.9639 
6^(6,6) '1.2824 4.2317 4.2312 4.259G 4.2G61 1.2807 4.2812 4.2823 1.2825 
㊀ c(7，7) 5.5819 4.5155 4.4721 5.3992 5.2696 5.5600 5.5.187 5.5797 5.5785 
9^(8,8) 6.6507 7.0232 7.0156 6.6793 6.7047 6.G537 6.6551 6.6510 6.6511 
(->£(9,9) 5.2989 5.4737 5.4671 5.3188 5.3284 5.3016 5.3026 5.2992 5.2994 
0£(10,10) 14.0674 13.9011 13.9092 14.0386 14.0312 14.0633 14.0627 14.0670 14.0669 
6^(11,11) 16.3770 16.1938 16.2099 16.3634 16.3589 16.3750 16.3748 16.3768 16.3765 
6^(12,12) 12.1591 11.8441 11.8385 12.0943 12.0596 12.1503 12.1476 12.1581 12.1579 
e,(13,13) 16.7540 16.5371 16.5742 16.7655 16.7832 16.7542 16.7563 16.7540 16.7545 
B£{14, 14) 7.5546 7.0348 6.9710 7.4333 7.3389 7.5404 7.5316 7.5532 7.5522 
ee(15，15) 12.2074 12.3233 12.3110 12.2209 12.2308 12.2095 12.2104 12.2076 12.2078 
ec(16,16) 25.7166 26.2521 26.2017 25.7429 25.7344 25.7213 25.7197 25.7164 25.7173 
6,(17,17) 14.7645 14.5884 14.5998 14.7611 14.7706 14.7633 14.7641 14.7644 14.7645 
B£(18,18) 28.0468 28.1072 28.1178 28.0792 28.0860 28.0503 28.0508 28.0472 28.0472 
6,(19,19) 17.2525 17.1975 17.2052 17.2479 17.2540 17.2523 17.2525 17.2525 17.2530 
6^(20,20) 28.8383 28.4515 28.5429 28.8291 28.9208 28.8305 28.8412 28.8380 28.8373 
e,(21,21) 25.5322 26.0018 25.9299 25.5501 25.5262 25.5382 25.5342 25.5333 25.5325 
ee{22,22) 23.4554 23.8115 23.8253 23.5409 23.5759 23.4667 23.4696 23.4566 23.4570 
8^(23,23) 22.2282 22.1476 22.1449 22.2148 22.2316 22.2252 22.2272 22.2279 22.2282 
6e(24,24) 61.5338 62.4378 62.4938 61.4840 61.4744 61.5261 61.5218 61.5330 61.5332 
9£(25,25) 34.6262 34.2071 34.2629 34.6654 34.6914 34.6288 34.6329 34.6266 34.6262 
e«(2 ’ l ) 1.4575 1.1433 1.1370 1.4164 1.3871 1.4532 1.4506 1.4571 1.4569 
ee(6,4) 1.4927 1.3982 1.4009 1.4618 1.4627 1.4901 1.4900 1.4925 1.4927 
ee(7’6) 0.3845 0.4254 0.4232 0.3890 0.3902 0.3851 0.3851 0.3846 0.3846 
6^(8,5) 0.0283 -0.0346 -0.0309 0.0196 0.0156 0.0269 0.0265 0.0281 0.0280 
0^(11,5) 2.3114 2.2930 2.2933 2.3105 2.3083 2.3113 2.3111 2.3114 2.3113 
0e ( l l , 8 ) -0.6303 -1.0117 -0.9937 -0.6978 -0.7328 -0.6397 -0.6431 -0.6314 -0.6320 
ee(13,10) 8.4350 8.2002 8.2258 8.4323 8.4396 8.4339 8.4350 8.4349 8.4351 
6^(14,7) 3.1800 2.3878 2.3346 3.0230 2.9105 3.1611 3.1509 3.1780 3.1769 
ec(18，17) 1.8727 1.9487 1.9376 1.8539 1.8481 1.8707 1.8697 1.8725 1.8726 
9^(19,15) -0.6215 -0.7301 -0.7189 -0.5953 -0.5697 -0.6188 -0.6159 -0.6212 -0.6209 
B((19,17) 4.4152 4.5256 4.5308 4.4373 4.4662 4.4170 4.4197 4.4153 4.4154 




In Chapter 3, we have developed the theoretical details of incorporating stochastic 
constraints into the SEM analysis of APT. In order to examine the behaviour of 
the parameter estimates with stochastic constraints, a simulation study has been 
conducted. Comparison for the parameter estimates with exact and stochastic 
constraints have been made in different designs. 
5.1 Simulation design 
In the simulation study, we used a model with eight observed variables and three 
latent factors fi /之 and fs. fi is considered to be the general factor for all variables 
while /2 and f^ are the specific factors of the first four and the last four variables 
respectively. The relationship between security return ri and the factors is shown 
by the following equation: 
ri = rf + bniXi + /i) + + /2) + ^ islAg + h ) + (5.1) 
for i = 1，2，...，8, where 77 is the risk free rate, bij is the factor loading of the 
fj to ri and Xj is the risk premia with j = 1, 2, 3. The study is based on the 
confirmatory factor analysis model with the covariance of the observed variables 
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given by: 
S = B $ B ' + 0 , 
where B is a 8x3 factor loading matrix, ^ is a 3x3 correlation matrix for the 
factors and 0g is a 8x8 error covariance matrix. The mean of the observed 
variables is given by: 
/X = r/1 + BA 
where 1 is a 8x1 vector with all elements equal to 1 and A = (Ai, A2, Xs)'^  is a 
3x1 risk premia mean vector. 
The simulation is coiirhictod for difForont ronibiiiations of the sample size 
n, the true parameter values of the factor loading matrix B, factor correlation 
matrix and the risk premia vector A. First of all, we consider two sample 
sizes, namely n — 2000 and 200，with a veiw to compare the effect of sample 
sizes to the estimation results. After that, two sets of factor loading matrices are 
constructed and they are used to examine the estimation performance between 
the large and small factor loadings. They are differ by the true values of the 
parameters corresponding to the general factors and they are given as follows: 
丨 bn buiref) bis ) ( 0.65 1.0(re/) 0.0 、 
621 622 b23 0.70 0.6 0.0 
631 632 b33 0.75 0.7 0.0 
641 642 b 4 3 0 . 8 0 0 . 8 0 . 0 
B1 = = 
651 b52 hsiref) 0.85 0.0 1.0(re/) 
661 b62 bes 0.90 0.0 0.2 
671 b72 673 0.95 0.0 0.3 
、 8^1 (re/) b82 bs3 j V l-00(re/) 0.0 0.4 》 
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and 
‘ b u buiref) big \ ( 0.30 1.0(re/) 0.0 、 
621 622 b23 0.35 0.6 0.0 
631 632 b33 0.40 0.7 0.0 
641 642 b43 0.45 0.8 0.0 
B2 = = 
651 b52 &53 (re/) 0.50 0.0 1.0(re/) 
/)6i b62 hs 0.55 0.0 0.2 
671 hr2 1)73 O.CO 0.0 0.3 
�1^81 (ref) hs2 bs3 ； V 0.0 0 . 4 乂 
Note that the values in boldface arc fixed. In both settings, the observed variables 
rg, ri and 7-5 are selected to be the reference variables for latent factors f) and 
fs respectively. 
Regarding the factor correlation matrices, the two specific factors are set to 
be uncorrelated between each other in all designs. However, different correlations 
between the general and the specific factors are considered in the following two 
matrices. They are: 
( \ ( \ 
1.0 0.5 0.5 1.0 0.0 0.0 
= 0.5 1.0 0.0 and $2 = o.O 1.0 0.0 
0.5 0.0 1.0 0.0 0.0 1.0 
\ / \ / 
Concerning the risk premia vectors, the two sets that we studied are A1 = (Ai=l, 
A2=2, A3=3) and A2 =(入i=l,入2=2，入3=0). They are set to assess whether 
the estimation performs well when one of the risk permium equals to zero. For 
simplicity, the risk free rate 77 is taken to be equal to 0.5 and the error terms are 
considered to be uncorrelated among each other and with variances equal to 0.5 
in all designs. In total, there are 16 designs and Table 5.1 shows the summary of 
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the simulation designs. 
Table 5.1: Summary of simulation designs 
Design Sample Size Factor Factor correlation Risk Premia 
loadings A: Ai A2 A3 
A 2000, 200 B1 Al : 1 2 3 
B —2000,200 B1 S i A2: 1 2 0 
C 2000, 200 B1 一 少2 Al: 1 2 3 
D —2000, 200 m ¥2 A 2 : 1 2 0 ~ 
E ~~2000, 200 B2 Al: 1 2 3 
F —2000, 200 m ¥1 A 2 ； 1 2 ^ T 
G ^^2000, 200 m 52 A l : 1 2 ^ 
H 2000, 200 m 52 A2: 1 2 0 
In this study, we are mainly interested in setting the constraints on the risk 
free rate (77) and reference loadings {bgi, 612 and 653). As our aim is to compare 
the estimations with the use of exact constraints and different cases of stochastic 
constraints, all 16 designs are analysed by nine methods. Table 5.2 and 5.3 
show the form of constraints under different factor loading settings and the nine 
analysing methods respectively. 
Table 5.2: Constraints 
Factor loading Exact constraints Stochastic constraints 
B1 Tf = 0.50 0.50 = r/ + e i^ 
681 = 1.00 1.00 = 681 
612 = 1.00 1.00 = 612 + 6^ 3 
653 = 1.00 1.00 = 653 + £U4 ‘ 
B2 r j = 0.50 0.50 = r/ + eui 
bsi = 0.65 0.65 = bsi + 
bi2 = 1.00 1.00 = 612+ eu3 
653 = 1.00 1.00 = 653 + eu4 
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Table 5.3: Summary of methods 
Method Constraints Values of prior constants 
Exact Exact N.A. 
l a Stochastic (Case 1) y = 0 = 0.1 
l b Stochastic (Case 1) " = 500, (3 = 0.01 
2a Stochastic (Case 2) "i = 5, = 0.1 for r/ 
"2 = 5, = 0.01 for 681, 1^2 and 653 
2b Stochastic (Case 2) = 500, (3i = 0.01 for rj 
V2 = 500, = 0-001 for h u hn and 6 5 3 
2c Stochastic (Case 2) , � = 5 , j3i = 0.01 for 77 
V2 = 5 ， = 0.1 for bsi, bi2 and 653 
3a Stochastic (Case 3) p 5, inatrix R=R1 
3b Stochastic (Case 3) p = 500, matrix R=R1 
3aR Stochastic (Case 3) p — 5, matrix R=R2 
/ \ / \ 
1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
0.0 1.0 0.0 0.0 0.0 1.0 0.5 0.5 
where R1 = and R2 = 
0.0 0.0 1.0 0.0 0.0 0.5 1.0 0.5 
、0.0 0.0 0.0 1.0 j 、0.0 0.5 0.5 1.0》 
These matrices are selected to investigate whether the estimation result will be 
affected by the dependency among the errors for the stochastic constraints. For 
matrix R l , it assumes that the errors are independent among each other. For 
matrix R2, it assumes that the errors for the stochastic constraints on the refer-
ence loadings depend on each other but they are independent of that on the risk 
free rate 77. 
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5.2 Simulation procedure 
For each combination, 100 replications are generated. The simulation is con-
ducted by the steps listed below: 
1. Simulate a sample of size n of latent factors (/i, f] and /a) from N认 
(where i = 1,2) and the random errors from N8(0, © J by S-plus. 
2. Calculate the eight observed variables (ri to rg) by substituting the assigned 
true parameters value together with the factors and errors generated from 
step 1 into equation (5.1). 
3. Mx is employed to analyse the simulated observed variates. 
During the analysis, we have to consider the starting values of the unknown pa-
rameters. For the cases with exact constraints, the estimation result is unaffected 
by the starting values. The estimates of the unknown parameters remain the same 
for different sets of starting value. However, for those cases with stochastic con-
straints, some replications do not converge and some give unreasonable estimates 
with arbitrary staring values generated by the Mx. Moreover, the estimation 
results are not stable with different starting values. To achieve the optimum 
estimation result for the cases with stochastic constraints, we use the estimates 
obtained from the corresponding cases with exact constraints as the starting val-
ues of the unknown parameters. 
After that, to study the accuracy of the estimation, the following statistics of 
all parameter estimates are computed for every combination. Let 0 and Oi be the 
parameter vectors with the true assigned value and the estimated value obtained 
in the i认 replication respectively, we have computed the following statistics of 
the sample estimates: 
Sample mean of the estimated parameter vector: 




Bias = 6 - 6 
, A 
Let 0j and dij be the f ^ elements of 6 and 0i respectively, the root mean square 
error (RMSE)of the j仇 element is given by: 
~ i 
These statistics are presented in Table Al - A8, Table B1 - B8, and Table Cl -
C8 icspcctivcly. Foi. the purpose of comparing the clfccts of the analysis iiictliocls 
(the stochastic constraints refer) and the sample sizes, each table contains the 
result of the coinbiiiatioiis which are only differ by the analysis methods and the 
sample size.- For some designs, we encounter a few non-converged replications. 
The result of the non-converged cases are excluded when the aforementioned 
statistics are computed. The number of converged cases of each combination is 
reported for reference. 
5.3 Simulation result 
From the calculated statistics in the simulation study, we have the following 
observations. 
5.3.1 Sample size 
When comparing the results of the designs with sample size 2000 and those with 
200, it is found that as the sample size decreases, the bias and RMSE of the 
estimates increase. Please refer to Appendices B and C for details. The accuracy 
of the estimation decreases with the sample size of the data is reasonable. 
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5.3.2 Analysis methods (constraints) 
Exact vs. Stochastic 
When n = 2000, most of the RMSE corresponding to the estimates from exact 
constraint models are slightly smaller than those obtained from stochastic con-
straint models. However, when the sample size decreases to 200，the RMSE of 
the estimates obtained from models with exact constraints are similar to those 
with stochastic constraints. Please refer to Appendix C for details. This indicates 
that the estimates produced with stochastic coiisiraiiits are comparable to those 
produced with exact constraints. 
Case 1 vs. Case 2 vs. Case 3 
When comparing the stochastic constraint models with different cases (Case 1，2 
and 3). It is found that for both n = 2000 and n = 200, most of the estimates 
are similar and their bias and RMSE are close to each other. 
Case 1 and Case 2 
For models with the Case 1 and Case 2 stochastic constraints, we consider several 
cases with different vahios of v and (5. It is observed that when we increase 
the value of v and decrease the value of the estimates will get closer to the 
results of the exact constraint models. Moreover, most of the bias and RMSE 
will become smaller and the effect is more noticeable for those variables with 
stochastic constraints (jy, bsi, 612 and 653). 
Case 3 
Similarly, we also consider several cases of stochastic constraint models using 
Case 3 by changing the value of p and the matrix R . When the p's value is 
increased- (Case 3b refers), the estimates approaches to those achieved by the 
exact constraints models. Moreover, this reduces most of the bias and RMSE of 
the estimates. In addition, we get similar result from combinations using analysis 
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methods 3a and 3aR. Since both methods use stochastic constraints Case 3 with 
p = 5 but different R matrices, the similarity indicates that the estimation results 
are not affected significantly by the form of matrix R. 
5.3.3 Factor loadings 
In order to examine the estimation performance between the large and small 
factor loading, we have compared the simulation results of design A with E, 
design B with F, design C with G, and design D with H. It is found that the bias 
and the RMSE of the estimates obtained in designs A and C are similar to those 
of designs E and G respectively. Although some cstiiiiates in design B and D 
have different bias and RMSE values from those of designs F and H, there is no 
clear pattern showing which design performs better than the other. Therefore, 
wo may concludo that there is no significant difforonco hot ween the estimation of 
APT model with larger and smaller general factor loadings. 
5.3.4 Factor correlation matrix 
To examine whether the existence of correlations between the general and specific 
factors affccts the estimation result, wo have compared the simulation results of 
design A with C, design B with D, design E with G, and design F with H. In 
the design comparison，we observed that some differences exist in the bias and 
RMSE of several estimates. However, there is no obvious pattern showing which 
design is superior to the other. Hence, no evidence shows that the existence of 
correlations between the general and specific factors affects the estimation result. 
5.3.5 Risk premia 
To check whether the estimation performs well when one of the risk premium 
equals to zero, we have compared the estimation result of design A with B, design 
C with D, design E with F, and design G with H. Here are the observations. For 
designs with n = 2000, most estimates of factor loading of two specific factors /之 
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and /a, and the correlations of the latent factors in designs with A3 = 0 have larger 
bias and RMSE than those with A3 = 3. This phenomenon is more significant in 
design A with B and design E with F. However, this pattern is less obvious in 
designs with n = 200. In general, there is not enough evidence to conclude that 
the estimation of APT model with non-zero risk premium perform better than 
that with one of the risk premium equals to zero. 
5.3.6 Overall result 
When comparing the simulation results of the designs with difFereiit factor loading 
matrices (B1 and 132)，factor correlation inatrices ((Dl and <I>2) and risk premia 
vectors (A1 and A2), it found that the estimation accuracy of the model may be 
affected by the form of its components (B, and A). However, in general, we can 
SCO that the bias and the RMSE of most of the estimates in different simulation 
designs are small, and the mean values are close to the true parameters values 
(please refer to Appendix A). It shows that the estimation of the SEM analysis 
of APT with stochastic constraints perform well under different settings. 
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Chapter 6 
Conclusion and discussion 
In this thesis, we have further developed the SEM analysis of APT model by 
imposing stochastic constraints to fixed parameters for the purpose of the iden-
tification of the model or incorporation of prior infonnatioii into the analysis. If 
we are completely sure of the validity of the prior information, we should use 
exact constraints. Otherwise, the more flexible stochastic constraints are advis-
able because they allow some randomness exist between the prior information 
and the fixed parameters. Hence, it provides more meaningful interpretation of 
the model. 
The major objective of the thesis is to develop the APT models with three 
types of stochastic constraints. It is found that each proposed model consists of 
two components, the Maximum Likelihood fit function with mean structure and 
a user defined fit function. In practical applications, analysts can coiiveiiiciitly 
implement the proposed model using the Mx software program. However, it is 
worthy of note that Mx does not provide the standard error parameter estimates 
and the accuracy of the parameter estimates are reflected by the confidence in-
tervals. As the confidence intervals involves very heavy computation, the thesis 
has not reported confidence intervals. In order to have a complete investigation 
of the proposed model, we have conducted an empirical study and a simulation 
study. 
The empirical study based on Hong Kong Stock Market data demonstrates the 
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performance of the proposed model in realistic situation. The analysis is founded 
on a good fit confirmatory factor analysis APT model and we are interested in how 
the estimation results are affected by the prior constants' value. In general, we 
choose these values with reference to degree of certainly on the prior information. 
From the results of the study, it is found, as expected, that when the prior 
distribution are set to be more informative, the differences between the estimation 
results obtained from models with stochastic constraints and those with exact 
constraints diminish. It is worthy of note that if prior constants were set to 
reflect non-infonnation prior distributions, then unreasonable estimates might be 
given. 
In the simulation study, we analyse the simulated data through the variations 
ill different coinpoiiciits of the model. Although there exists some diffcrciicc in the 
precision of the estimation under different designs, the bias and RMSE of most 
of the estimates are small. In general, the proposed model produces accurate 
estimates in various settings of the model, including the use of different cases of 
stochastic constraints. 
Both the empirical and simulation studies indicate that it is sensible to incor-




Simulation result - Mean 
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Table A.l: Simulation result - Mean 
Design A Factor loadings = B l Factor correlation = j>l Ai = 1 A2 = 2 A3 = 3 
Constraints Exact [ l a | l b | 2a | 2b [ 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged ^ 97 94 100 92 95 95 99 
True value of 
parameters 
611=0.65 0.6484 0.6435 0.6444 0.6452 0.6469 0.6425 0.6429 0.6452 0.6468 
621=0.70 0.7101 0.6956 0.6963 0.6968 0.6983 0.6944 0.6945 0.6961 0.6980 
6 3 1 = 0 . 7 5 0.7528 0.7474 0.7481 0.7496 0.7504 0.7453 0.7468 0.7489 0.7498 
641=0.80 0.8045 0.7941 0.7943 0.7957 0.7969 0.7920 0.7934 0.7950 0.7968 
6 5 1 = 0 . 85 0.8426 0.8380 0.8405 0.8395 0.8474 0.8376 0.8344 0.8474 0.8441 
661=0.90 0.8880 0.8896 0.8911 0.8910 0.8941 0.8891 0.8890 0.8934 0.8908 
671=0.95 0.9451 0.9448 0.9459 0.9458 0.9495 0.9433 0.9430 0.9494 0.9455 
68】二 J.00 1.0000 0.9921 0.9937 0.9917 0.9981 0.9915 0.990-1 0.997-1 0.9913 
612 = 1 .00 1 . 0 0 0 0 1.0000 1 .0000 1.0000 1.0000 1.0000 1 .0000 1 .0000 0.9972 
622=0.00 0.5911 0.6003 0.(3000 0.5997 0.5996 0.6010 0.6009 0.5999 0.5985 
632=0.70 0.6946 0.6971 0.G971 0.6955 0.6966 0.6980 0.6976 0.6968 0.6952 
6^2=0.80 0.7929 0.7994 0.7998 0.7981 0.7993 0.8008 0.8000 0.7993 0.7973 
653 = 1.00 1.0000 1.0001 0.9990 0.9990 0.9993 0.9998 0.9990 0.9990 0.9974 
663=0.20 0.1991 0.2017 0.2012 0.2000 0.2006 0.2027 0.2017 0.2007 0.2016 
673=0.30 0.2985 0.2996 0.2991 0.2977 0.2986 0.3008 0.2996 0.2983 0.2993 
683 =0.40 0.3952 0.4002 0.3998 0.3981 0.3991 0.4016 0.4001 0.3993 0.3995 
77=0.50 0.5000 0.4931 0.4991 0.4897 0.4982 0.5008 0.4962 0.4997 0.4944 
A】=1.00 1.0169 1.0029 0.9983 1.0134 1.0011 0.9913 0.9978 1.0002 0.9996 
A2=2.00 1.9982 2.0096 2.0052 2.0054 2.0020 2.0083 2.0079 2.0033 2.0143 
A3=3.00 2.9916 3.0184 3.0163 3.0127 3.0050 3.0206 3.0273 3.0051 3.0234 
(/)2I=0.50 0.4963 0.5027 0.5014 0.5002 0.4976 0.5040 0.5033 0.4996 0.5009 
</>31=0.50 0.5118 0.5212 0.5161 0.5164 0.5040 0.5190 0.5275 0.5051 0.5160 
(^ 32 =0-00 -0.0081 -0.0009 -0.0020 -0.0040 -0.0048 0.0011 0.0007 -0.0045 -0.0118 
n = 200 
No of cases 
converaged OT 96 98 ^ ^ 99 ^ ^ 98 
True values of 
parameters 
611=0.65 0.6625 0.6773 0.6719 0.6805 0.6732 0.7101 0.6831 0.6657 0.6613 
6 2 1 = 0 . 70 0.7084 0.7218 0.7186 0.7506 0.7155 0.7428 0.7255 0.7117 0.7172 
631=0.75 0.7503 0.7628 0.7611 0.8075 0.7593 0.7895 0.7693 0.7533 0.7598 
6 4 1 = 0 .80 0.7963 0.8077 0.8071 0.9349 0.8047 0.8393 0.8131 0.7987 0.8032 
6 5 1 = 0 . 85 0.8231 0.7966 0.8171 0.8487 0.8263 0.8257 0.7861 0.8247 0.8855 
661=0.90 0.8983 0.8987 0.9009 0.9523 0.8992 0.9014 0.8878 0.8995 0.8989 
6 7 1 = 0 . 9 5 0.9530 0.9462 0.9541 0.9401 0.9542 0.9537 0.9416 0.9543 0.9617 
681=1.00 1.0000 0.9887 0.9987 1.0187 1.0002 0.9993 0.9866 1.0002 1.0131 
612=1.00 1.0000 1.0082 1.0045 1.0000 1.0008 1.0093 1.0122 1.0015 1.0277 
6 2 2 = 0 .60 0.6018 0.6004 0.5999 0.5872 0.6017 0.6016 0.5999 0.6016 0.6089 
632=0.70 0.7052 0.7047 0.7032 0.7364 0.7049 0.7052 0.7031 0.7054 0.7138 
642=0.80 0.8007 0.8034 0.8001 0.7426 0.8017 0.8034 0.8019 0.8019 0.8134 
6 5 3 = 1 . 0 0 1 .0000 1.0293 1.0062 1.0147 1.0006 1.0329 1.0646 1.0012 1.0568 
663 =0.20 0.2092 0.2006 0.2030 0.1832 0.2083 0.2045 0.2151 0.2083 0.2104 
6 7 3 = 0 .30 0.3108 0.3073 0.3054 0.2703 0.3095 0.3105 0.3188 0.3101 0.3163 
683 =0.40 0.4056 0.4062 0.4030 0.3917 0.4056 0.4101 0.4175 0.4056 0.4147 
r尸 0 . 5 0 0.5000 0.4936 0.4993 0.4963 0.4993 0.4986 0.4651 0.4999 0.4692 
A i=1 .00 0.8812 0.9583 0.9279 0.8670 0.8873 0.9443 0.9866 0.8861 0.9823 
A2=2.00 2.0205 1.9577 1.9866 1.7417 2.0026 1.9491 1.9538 2.0123 1.9733 
A3 =3.00 3.1778 3.0693 3.1157 2.7050 3.1695 3.0352 3.0200 3.1673 2.9498 
<^21=0.50 0.4900 0.4728 0.4722 0.4334 0.4770 0.4334 0.4599 0.4845 0.4770 
<^31=0.50 0.5214 0.5650 0.5297 0.4898 0.5185 0.5198 0.5605 0.5182 0.4898 
(/)32=0.00 -0.0294 0.0040 -0.0152 0.1434 -0.0457 -0.0142 0.0301 -0.0277 -0.0500 
Remarks: The values in boldface are fixed 
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Table A.2: Simulation result - Mean 
Design B Factor loadings = B1 Factor correlation = j>l Ai = 1 A2 = 2 A3 = 0 
Constraints Exact [ l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
True value of 
parameters 
6 1 1 =0.65 0.6505 0.6751 0.6492 0.6566 0.6377 0.6546 0.6805 0.6544 0.6074 
621=0.70 0.7177 0.7665 0.7137 0.7372 0.7075 0.7291 0.7714 0.7195 0.7310 
631=0.75 0.7615 0.8138 0.7662 0.7840 0.7582 0.7813 0.8189 0.7638 0.7706 
6 4 1 = 0 .80 0.8121 0.8673 0.8113 0.8350 0.8024 0.8279 0.8728 0.8148 0.8173 
6 5 1 = 0 . 8 5 0.8224 0.8645 0.8523 0.8423 0.8451 0.8749 0.8777 0.8252 0.8770 
661=0.90 0.9076 0.9248 0.9142 0.9101 0.9049 0.9216 0.9302 0.9110 0.9348 
671=0.95 0.9585 0.9830 0.9648 0.9666 0.9549 0.9742 0.9908 0.9622 0.9956 
681=1.00 1.0000 1.0317 1.0130 1.0129 1.0027 1.0251 1.0.112 1.0012 1.0159 
( ) i 2 = i . n n i . o o Q o 1 .0005 i .oooo i .oooo i .oooo 1 .0002 i .oooe . 1 .0000 1.0:312 
622=0.60 0.5855 0.54-19 0.5659 0.5G-1S 0.5838 0.5713 0.5-130 0.56G3 0.5580 
632=0.70 0.6884 0.6460 0.6833 0.6645 0.681S 0.6725 0.G449 0.6892 0.6633 
6,12=0.80 0.7875 0.7470 0.7877 0.7GG1 0.7860 0.77G3 0.74G5 0.7884 0.7679 
653 = 1.00 1.0000 1.0315 l .Ol lG 1.014-1 1.0023 1.0211 1.0385 1.0033 1.0469 
663=0.20 0.1822 0.1829 0.1921 0.1916 0.202-1 0.1896 0.1773 0.1787 0.1765 
673=0.30 0.2917 0.2896 0.2966 0.2986 0.3072 0.2930 0.2821 0.2880 0.2818 
683=0.40 0.3972 0.3898 0.3968 0.4008 0.4082 0.3912 0.3806 0.3930 0.3810 
77=0.50 0.5000 0.5308 0.5013 0.5296 0.4994 0.5021 0.5450 0.5019 0.5459 
Ai = 1.00 1.0242 1.0129 1.0201 1.0133 1.0339 1.0245 0.9946 1.0181 0.9935 
A2=2.00 1.9997 1.9558 1.9951 1.9723 1.9995 1.9903 1.9490 1.9979 1.9595 
A3 =0.00 -0.0092 -0.0730 -0.0341 -0.0552 -0.0396 -0.0582 -0.0794 -0.0083 -0.0867 
(/)21=0.50 0.4948 0.4734 0.4994 0.4945 0.5177 0.4956 0.4659 0.4887 0.5222 
</)31=0.50 0.5324 0.4653 0.4884 0.4953 0.4961 0.4611 0.4515 0.5288 0.4479 
(p32 =0-00 -0.0231 -0.0497 -0.0268 -0.0355 -0.0248 -0.0378 -0.0545 -0.0244 -0.0235 
n ^ 200 
No of cases 
converaged 100 100 ^ ^ ^ % ^ 100 100 
True values of 
parameters 
1=0.65 0.6677 0.6838 0.6911 0.7496 0.6635 0.7391 0.6576 0.7050 0.6399 
6 2 1 = 0 . 70 0.7638 0.7644 0.7882 0.8100 0.7691 0.8319 0.7934 0.7925 0.7504 
6 3 1 = 0 . 75 0.8007 0.7768 0.8266 0.8543 0.8078 0.8723 0.8212 0.8304 0.7796 
641=0.80 0.8309 0.8238 0.8608 0.9004 0.8424 0.9091 0.8685 0.8681 0.8142 
6 5 1 = 0 . 85 0.7947 0.7488 0.8374 0.8188 0.8010 0.8938 0.9133 0.7892 0.9389 
661=0.90 0.9045 0.9247 0.9085 0.9112 0.9031 0.9316 0.8878 0.9074 0.9269 
6 7 1 = 0 . 95 0.9604 0.9832 0.9648 0.9720 0.9584 0.9942 0.9628 0.9614 0.9960 
<>81=1 00 1.0000 1.0095 1.0068 1.0041 1.0009 1.0272 1.0089 1.0016 1.0497 
612=1.00 1.0000 1.0038 1.0036 1.0029 1.0005 1.0152 1.0334 1.0010 1.0529 
6 2 2 = 0 .60 0.5305 0.5413 0.5155 0.5206 0.5238 0.5118 0.4999 0.5111 0.5576 
632=0.70 0.6370 0.6756 0.6222 0.6265 0.6293 0.6216 0.6190 0.6180 0.6755 
642=0.80 0.7527 0.7855 0.7350 0.7312 0.7403 0.7366 0.7210 0.7277 0.7877 
6 5 3 = 1 . 0 0 1 .0000 1.0399 1.0176 1.0122 1.0021 1.0534 1.0660 1.0040 1.0861 
663 =0.20 0.2325 0.2082 0.2400 0.2171 0.2355 0.2215 0.2913 0.2295 0.2067 
6 7 3 = 0 .30 0.3342 0.2975 0.3444 0.3132 0.3381 0.3151 0.3814 0.3301 0.2982 
683=0.40 0.4294 0.3789 0.4398 0.4203 0.4321 0.4224 0.4806 0.4285 0.3908 
77=0.50 0 .5000 0.5538 0.4994 0.5008 0.5005 0.4993 0.4961 0.5000 0.5376 
A i=1 .00 1.1124 0.9772 1.1227 1.0969 1.1184 1.1056 1.0864 1.1115 1.0344 
A2=2.00 1.9065 1.9200 1.8660 1.8001 1.9092 1.8271 1.8167 1.8500 1.8462 
A3=0.00 -0.0927 -0.0127 -0.1361 -0.0963 -0.1066 -0.1615 -0.1336 -0.0843 -0.1547 
(j!>2i=0.50" 0.5056 0.4762 0.4828 0.4117 0.5125 0.4197 0.4725 0.4647 0.5111 
(/>31=0.50 0.5219 0.6326 0 .4609 0.5032 0.5114 0.3994 0.3852 0.5280 0.4051 
(/>32=0.00 -0.0439 0.0034 -0.0453 -0.0409 -0.0471 -0.0653 0.0115 -0.0405 -0.0575 
Remarks: The values in boldface are fixed 
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Table A.3: Simulation result - Mean 
Design C Factor loadings = B1 Factor correlation = j>2 Ai = 1 A2 = 2 A3 = 3 
Constraints “ Exact | la | lb | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 92 99 100 100 100 100 
True value of 
parameters 
611=0.65 0.7587 0.7563 0.6728 0.7462 0.6595 0.7638 0.7573 0.6494 0.7677 
621=0.70 0.7671 0.7654 0.7165 0.7645 0.7080 0.7702 0.7664 0.7059 0.7721 
6 3 1 = 0 . 7 5 0.8257 0.8248 0.7668 0.8224 0.7569 0.8300 0.8255 0.7510 0.8326 
641=0.80 0.8864 0.8859 0.8194 0.8800 0.8079 0.8915 0.8865 0.8035 0.8951 
651=0.85 0.8608 0.8362 0.8439 0.8580 0.8593 0.8434 0.8417 0.8616 0.8392 
661=0.90 0.8972 0.8931 0.8950 0.8860 0.8967 0.8941 0.8943 0.8871 0.8935 
671=0.95 0.9502 0.9435 0.9461 0.9471 0.9500 0.9453 0.9453 0.9483 0.9440 
681 = 1-00 1.0000 0.9909 0.991G 0.9992 0.9091 0.9931 0.9931 1.0002 0.9917 
/Ji2 = l-00 1.0000 1.006-1 1.0087 1.0085 1.0055 1.0076 1.0091 1.00G4 1.0092 
622=0.60 0.6017 0.6029 0.6050 0.6051 0.603G 0.G03S 0.G017 0.G019 0.60-13 
632=0.70 0.7024 0.70-14 0.7062 0.7067 0.7017 0.7051 0.7062 0.7072 0.7066 
6,12 =0.80 0.8026 0.8052 0.8069 0.8070 0.8051 0.8059 0.8071 0.8051 0.8080 
/；53 = 1.00 1.0000 1.0015 1.0003 0.9969 0.9998 1.0008 1.0009 0.9979 1.0041 
663=0.20 0.2099 0.2022 0.2023 0.2095 0.2032 0.2022 0.2021 0.2113 0.2026 
673 =0.30 0.3086 0.3019 0.3018 0.3076 0.3025 0.3017 0.3016 0.3092 0.3027 
683 =0.40 . 0.4096 0.4031 0.4025 0.4055 0.4035 0.4028 0.4027 0.4075 0.4041 
17=0.50 0.5000 0.5115 0.5019 0.5108 0.5025 0.5017 0.5034 0.5003 0.5186 
Ai=1.00 0.9794 0.9818 0.9899 0.9648 0.9858 0.9919 0.9902 0.9696 0.9743 
A2=2.00 1.9066 1.8844 1.9690 1.9006 1.9903 1.8783 1.8804 2.0095 1.8651 
知=3.00 3.0063 3.0268 3.0184 3.0205 3.0009 3.0195 3.0201 3.0206 3.0160 
(?^21=0.00 -0.1082 -0.1095 -0.0261 -0.1010 -0.0112 -0.1167 -0.1103 -0.0018 -0.1194 
(j>3i=0m -0.0118 0.0184 0.0092 -0.0067 -0.0088 0.0103 0.0121 -0.0133 0.0194 
(^ 32 =0.00 -0.0009 -0.0049 0.0015 -0.0053 0.0017 -0.0031 -0.0037 -0.0069 0.0002 
n = 200 
No of cases 
converaged ^ 94 99 100 99 100 99 99 99 
True values of 
parameters 
611=0.65 0.6647 0.6881 0.6873 0.8059 0.6656 0.8291 0.8034 0.6469 0.8666 
621=0.70 0.7157 0.7304 0.7319 0.8008 0.7156 0.8221 0.8052 0.7111 0.8429 
6 3 1 = 0 . 7 5 0.7499 0.7698 0.7710 0.8539 0.7523 0.8781 0.8610 0.7433 0.9056 
641=0.80 0.8029 0.8267 0.8269 0.9206 0.8050 0.9469 0.9277 0.7902 0.9771 
651=0 .85 0.8684 0.8266 0.8593 0.8581 0.8660 0.8760 0.9022 0.9852 0.9569 
661=0.90 0.9011 0.8993 0.9027 0.9038 0.9022 0.9029 0.9034 0.8881 0.9134 
671=0.95 0.9622 0.9531 0.9605 0.9612 0.9615 0.9635 0.9676 0.9525 0.9817 
681=1.00 1.0000 0.9938 0.9983 0.9994 0.9999 1.0017 1.0117 1.0003 1.0319 
6 1 2 = 1 . 0 0 1 . 0 0 0 0 1.0353 1.0224 1.0187 1.0047 1.0361 1.0403 1.0086 1.0598 
622=0.60 0.5971 0.6136 0.6055 0.6050 0.5998 0.6110 0.6120 0.5825 0.6226 
632=0.70 0.7033 0.7224 0.7126 0.7121 0.7053 0.7197 0.7212 0.6927 0.7336 
642=0.80 0.8053 0.8270 0.8160 0.8163 0.8077 0.8246 0.8269 0.7976 0.8414 
653=1.00 1.0000 1.0402 1.0087 1.0059 1.0007 1.0413 1.0666 1.0017 1.0833 ‘ 
663 =0.20 0.1936 0.2131 0.1871 0.1830 0.1919 0.1848 0.2132 0.1852 0.2142 
673=0.30 0.2935 0.3134 0.2887 0.2846 0.2924 0.2885 0.3129 0.2852 0.3160 
683=0.40 0.3996 0.4233 0.3962 0.3913 0.3984 0.3994 0.4257 0.3930 0.4307 
r/=0.50 0.5000 0.4964 0.4996 0.4982 0.4996 0.4994 0.4847 0.4985 0.4872 
Ai=1.00 0.9327 0.9347 0.9633 0.9760 0.9384 1.0050 0.9758 0.9935 0.9807 
A2=2.00 2.0182 1.9278 1.9486 1.8423 2.0061 1.8451 1.8436 1.9837 1.7588 
A3 =3.00 3.0302 2.9305 2.9897 2.9936 3.0254 2.8477 2.7533 2.7368 2.6553 
(/>2i=0.00 0.0167 -0.0370 -0.0156 -0.1319 0.0147 -0.1683 -0.1578 0.0421 -0.2124 
(/>3i=0.00 0.0027 0.0018 0.0122 0.0174 0.0058 -0.0182 -0.0887 -0.1011 -0.1058 
<^ 32 =0.00 -0.0501 -0.0232 -0.0411 -0.0463 -0.0491 -0.0330 -0.0237 -0.0696 -0.0385 
Remarks: The values in boldface are fixed 
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Table A.4: Simulation result - Mean 
Design D Factor loadings = B1 Factor correlation = Ai = 1 A2 = 2 A3 = 0 
Constraints Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 99 100 100 99 100 100 100 
True value of 
parameters 
611=0.65 0.7584 0.5565 0.6386 0.5800 0.6405 0.5836 0.5641 0.5885 0.5759 
621=0.70 0.7722 0.6530 0.6989 0.6660 0.6988 0.6653 0.6562 0.6720 0.6638 
631=0.75 0.8272 0.6894 0.7457 0.7049 0.7457 0.7068 0.6938 0.7108 0.7023 
641=0.80 0.8907 0.7326 0.7946 0.7508 0.7952 0.7506 0.7378 0.7576 0.7465 
651=0.85 0.8663 0.8566 0.8455 0.8531 0.8495 0.8402 0.8563 0.8627 0.8411 
661=0.90 0.8914 0.8881 0.9011 0.8890 0.8987 0.8973 0.8878 0.8915 0.8799 
671=0.95 0.9505 0.9470 0.9498 0.9491 0.9495 0.9454 0.9474 0.9505 0.9355 
；)81 = 1.00 1.0000 0.9901 0.9993 0.997!) 0.!)99S 0,99 IS 0.9970 0.9998 0,f)S03 
/)12 = 1.〔)0 1.0000 l .no i l I.OOOO l.OOS!) l .OOoS 1.0030 l.()02G. 1.0072 l.OOSl 
6o2=().6() 0.5932 0.5936 O.GOOl 0.5972 ().o995 0.5967 0.5933 ().59C5 0.5965 
632=0.70 ().G953 0.(5965 0.7018 0.7008 0,7008 0.697G 0.6962 0.6992 0.7000 
6.12=0.SO 0.7929 0.7949 0.8030 0.7997 0.8015 0.79S0 0.79-15 0.7973 0.7991 
653 = 1.00 1.0000 0.9947 0.9975 0.99G0 0.9993 0.9998 1.0031 0.9979 1.003-1 
/)63=().20 0.2244 0.2224 0.2103 0.2212 0.2090 0.2102 0.2185 0.2227 0.2189 
673=0.30 0.3230 0.3234 0.3192 0.3205 0.3115 0.3187 0.3183 0.3218 0.3191 
/J83=0.40 .. 0.4259 0.4282 0.4225 0.4241 0.4156 0.4217 0.4224 0.4249 0.4238 
77=0.50 0.5000 0.5144 0.4969 0.5198 0.4989 0.4971 0.5148 0.5015 0.5147 
Ai=1.00 1.0203 1.0105 1.0132 1.0007 1.0092 1.0145 1.0091 1.0194 1.0092 
A2=2.00 1.8707 2.0618 1.9872 2.0297 1.9920 2.0542 2.0592 2.0319 2.0257 
知=0 .00 -0.0356 -0.0355 -0.0069 -0.0275 -0.0083 -0.0029 -0.0357 -0.0328 -0.0009 
如 1=0.00 -0.1060 0.0964 0.0086 0.0688 0.0077 0.0659 0.0890 0.0603 0.0747 
031=0.00 -0.0243 -0.0108 -0.0013 -0.0073 -0.0025 0.0080 -0.0088 -0.0185 0.0198 
(； 3^2=0-00 0.0036 -0.0166 -0.0007 -0.0101 -0.0028 -0.0022 -0.0216 -0.0088 -0.0218 
n = 200 
No of cases 
converaged ^ ^ ^ ^ ^ ^ ^ ^ 95 
True values of 
parameters 
611=0.65 0.7780 0.5474 0.6298 0.8846 0.6352 0.8180 0.8143 0.8776 0.8611 
621=0.70 0.7727 0.6621 0.7275 0.8504 0.7247 0.8223 0.8266 0.8288 0.8438 
6 3 1 = 0 . 7 5 0.8085 0.6678 0.7347 0.9178 0.7515 0.8835 0.8947 0.8997 0.9050 
641=0 .80 0.9069 0.7519 0.8124 0.9870 0.8126 0.9481 0.9581 0.9718 0.9827 
651=0.85 0.7242 0.7916 0.8732 0.8748 0.8812 0.8501 0.8430 0.8678 0.8539 
661=0.90 0.9719 0.9485 0.9263 0.9046 0.9116 0.9198 0.9090 0.9105 0.9163 
671=0.95 0.9776 0.9837 0.9784 0.9621 0.9631 0.9721 0.9651 0.9581 0.9573 
681=1.00 1.0000 1.0053 0.9997 0.9999 1.0000 0.9944 0.9905 1.0001 0.9925 
612=1.00 1.0000 1.0234 1.0231 1.0174 1.0045 1.0396 1.0460 1.0082 1.0543 
622=0 .60 0.5630 0.5522 0.5601 0.5723 0.5494 0.5843 0.5781 0.5518 0.5838 
632=0.70 0.6787 0.6801 0.6959 0.7019 0.6643 0.7011 0.6958 0.6657 0.6963 
642=0.80 0.7506 0.7391 0.7702 0.7750 0.7518 0.7925 0.7924 0.7560 0.7921 
653=1.00 1.0000 1.0246 1.0089 1.0061 1.0008 1.0352 1.0514 1.0018 1.0541 
663 =0.20 0.1586 0.2846 0.1953 0.2080 0.2055 0.2245 0.2390 0.2065 0.2290 
673=0.30 0.3259 0.4458 0.3168 0.3258 0.3279 0.3466 0.3501 0.3253 0.3497 
683 =0.40 0.4266 0.5458 0.4456 0.4591 0.4667 0.4714 0.4858 0.4615 0.4742 
r/=0.50 0.5000 0.4965 0.4973 0.4920 0.4977 0.4974 0.4744 0.4995 0.4821 
Ai=1.00 1.0661 1.1448 1.0875 1.0914 1.0901 1.0635 1.0821 1.0900 1.0999 
A2 =2.00 1.8289 2.0028 1.9334 1.6386 1.9492 1.6620 1.6701 1.6439 1.6625 
A3=0.00 0.0078 -0.1675 -0.1298 -0.1302 -0.1413 -0.0962 -0.0851 -0.1315 -0.0896 
(/)21=0.06 -0.0549 0.1821 0.0517 -0.1954 0.0593 -0.1702 -0.1757 -0.1814 -0.2033 
(/)31=0.00 0.1565 0.0091 -0.0119 -0.0275 -0.0333 -0.0158 -0.0190 -0.0211 0.0119 
032 =0-00 -0.0411 -0.0079 -0.0684 -0.0432 -0.0610 -0.0054 0.0035 -0.0484 -0.0542 
Remarks: The values in boldface are fixed 
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Table A.5: Simulation result - Mean 
Design E Factor loadings = B2 Factor correlation = 4>1 Ai = 1 A2 = 2 A3 = 3 
""”Constraints — Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 96 87 100 94 ^ ^ ^ 93 94 
True value of 
parameters 
6 1 1 = 0 . 30 0.2969 0.2976 0.2963 0.2974 0.2981 0.2896 0.2955 0.2981 0.2969 
621=0.35 0.3492 0.3472 0.3479 0.3481 0.3496 0.3428 0.3451 0.3503 0.3484 
6 3 1 = 0 . 40 0.4010 0.3996 0.3999 0.4013 0.4019 0.3942 0.3985 0.4020 0.4006 
641=0.45 0.4462 0.4433 0.4448 0.4453 0.4473 0.4374 0.4424 0.4474 0.4457 
651=0.50 0.4993 0.4861 0.4891 0.4920 0.4959 0.4829 0.4868 0.4939 0.4940 
661=0.55 0.5451 0.5379 0.5404 0.5419 0.5439 0.5363 0.5377 0.5434 0.5399 
6 7 1 = 0 .60 0.6014 0.5952 0.5964 0.5982 0.6003 0.5916 0.5951 0.6016 0.5971 
1=0.05 0.G500 O.G.-IOS O.G 136 O.G-151 O.G ISS O.G.m", 0.6113 0.G175 O.G 115 
61.2 = 1.00 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000. 1.0000 0.997() 
6.22=0. GO 0.5998 0.6007 O.GOOO 0.0009 0.5997 O.GOIG O.GOIG 0.5993 0.5989 
632=0.70 0.G97] 0.6970 0.69G9 0.69(i3 0.G9GI O.G'JSO 0.6973 0.69G2 O.GOIG 
12 =0.80 0.8006 ().8()U 0.80()；3 0.8005 0.7997 0.8021 O.SOOG 0.7991 0.7973 
653 = 1.00 1.0000 1.0005 0.9995 0.9995 0.9995 1.0001 1.0025 0.9992 0.9983 
663 =0.20 0.2017 0.2018 0.2010 0.2013 0.2004 0.2034 0.2020 0.1997 0.2013 
673=0.30 0.2994 0.2984 0.2985 0.298-1 0.2979 0.3005 0.2990 0.2965 0.2977 
683 =0.40 .. 0.4004 0.3995 0.3994 0.3994 0.3985 0.4009 0.4000 0.3979 0.3980 
r /=0 .50 0 .5000 0.4975 0.4984 0.4925 0.4975 0.4982 0.4919 0.4996 0.4874 
Ai = 1.00 0.9904 1.0004 0.9994 1.0081 1.0034 0.9907 1.0069 1.0032 1.0157 
A2=2.00 2.0023 2.0018 2.0021 2.0042 2.0001 2.0105 2.0054 1.9972 2.0166 
A3=3.00 3.0085 3.0170 3.0183 3.0170 3.0092 3.0291 3.0126 3.0096 3.0213 
021=0.50 0.5005 0.5090 0.5044 0.5019 0.4992 0.5143 0.5084 0.4981 0.5085 
031=0.50 0.5040 0.5359 0.5270 0.5207 0.5106 0.5388 0.5343 0.5180 0.5299 
032 =0.00 -0.0052 0.0002 -0.0017 -0.0033 -0.0053 0.0037 0.0009 -0.0050 -0.0123 
n = 200 
No of cases 
converaged 94 97 ^ ^ ^ ^ 99 ^ 98 
True values of 
parameters 
611=0.30 0.3222 0.3306 0.3286 0.3281 0.3315 0.3320 0.3298 0.3289 0.2678 
621=0.35 0.3671 0.3743 0.3716 0.3649 0.3656 0.3733 0.3729 0.3671 0.3402 
631=0.40 0.4098 0.4182 0.4152 0.4135 0.4117 0.4178 0.4144 0.4163 0.3787 
641=0.45 0.4545 0.4642 0.4626 0.4562 0.4616 0.4639 0.4561 0.4626 0.4124 
651=0.50 0.5072 0.4511 0.4921 0.4655 0.4862 0.4559 0.3903 0.4958 0.4843 
661=0.55 0.5561 0.5451 0.5543 0.5531 0.5552 0.5509 0.5314 0.5548 0.5394 
6 7 1 = 0 . 60 0.6114 0.5979 0.6094 0.6107 0.6042 0.6020 0.5821 0.6109 0.5965 
681=0.65 0 .6500 0.6379 0.6500 0.6510 0.6502 0.6416 0.6287 0.6503 0.6434 
612=1.00 1.0000 1.0121 1.0046 1.0032 1.0008 1.0123 1.0163 1.0016 1.0215 
6 2 2 = 0 .60 0.6008 0.6015 0.6002 0.6024 0.6029 0.6022 0.6020 0.6014 0.6037 
632=0.70 0.7027 0.7040 0.7041 0.7003 0.7054 0.7065 0.7040 0.7032 0.7042 
642=0 .80 0.8027 0.8030 0.8011 0.8010 0.8011 0.8048 0.8065 0.7999 0.8092 
6 5 3 = 1 . 0 0 1 .0000 1.0407 1.0089 1.0065 1.0009 1.0413 1.0611 1.0017 1.0498 
663 =0.20 0.2066 0.2153 0.2034 0.2006 0.2009 0.2147 0.2205 0.2022 0.2182 
6 7 3 = 0 .30 0.3090 0.3184 0.3076 0.3032 0.3077 0.3193 0.3249 0.3046 0.3177 
683 =0.40 0.4112 0.4226 0.4090 0.4020 0.4054 0.4256 0.4235 0.4081 0.4179 
r /=0 .50 0 .5000 0.4794 0.4974 0.4890 0.4973 0.4964 0.4435 0.4993 0.4525 
Ai=1.00 0.8090 0.9144 0.8465 0.8928 0.8335 0.7915 1.0266 0.8606 0.9895 
A2=2.00 1.9954 1.9394 1.9761 1.9791 1.9801 1.9450 1.9423 1.9618 2.0203 
A3=3.00 3.1414 3.0296 3.1150 3.1512 3.1561 3.0954 2.9997 3.1116 2.9846 
021=0.50 0.4822 0.4699 0.4698 0.4797 0.4743 0.4730 0.4958 0.4732 0.5907 
(^31=0.50 0.4783 0.5442 0.5034 0.5404 0.5132 0.5305 0.6223 0.4994 0.5992 
032 =0.00 -0.0449 0.0005 -0.0340 -0.0357 -0.0402 -0.0088 0.0313 -0.0510 -0.0590 
Remarks: The values in boldface are fixed 
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Table A.6: Simulation result - Mean 
Design F Factor loadings = B2 Factor correlation = j>l Ai = 1 A2 = 2 A3 = 0 
Constraints — Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
True value of 
parameters 
611=0.30 0.2987 0.3191 0.2962 0.2966 0.2884 0.3108 0.3693 0.3036 0.2702 
621=0.35 0.3692 0.4038 0.3775 0.3861 0.3637 0.4019 0.4527 0.3786 0.3737 
631=0.40 0.4156 0.4575 0.4389 0.4365 0.4211 0.4655 0.5113 0.4296 0.4211 
641=0.45 0.4667 0.5122 0.4833 0.4881 0.4644 0.5141 0.5720 0.4814 0.4695 
651=0.50 0.4750 0.5284 0.5072 0.5049 0.4969 0.5369 0.5468 0.4799 0.5521 
661=0.55 0.5557 0.5727 0.5635 0.5516 0.5534 0.5790 0.5825 0.5576 0.5893 
6 7 1 = 0 . 60 0.6085 0.6355 0.6152 0.6111 0.6045 0.6340 0.6481 0.6114 0.6558 
/,sj=n.65 0.6500 0.6884 O.CGIT 0.6611 0,0520 O.GSGfi 0.7030 0.65-12 0.7122 
612 = 1.00 1.0000 0.9998 1.()()()() 1.0000 1.0000 1,0001 1.0001 • 1.0000 1.0383 
/>22=0.C)0 0.5826 0.5537 0.5701 0.5001 0.5777 0.5507 0.5122 0.57-13 0.5582 
632=0.70 0.G822 0.6477 0.G5S0 0.6556 ().(5GSG 0.0；?72 0.G027 0.G687 0.G531 
612=0.80 0.7803 0.7461 0.7G1!) 0.7552 0.7729 0.738 J 0.6971 0.7071 0.7512 
653 = i-()0 1.0000 1.0305 1.017G 1.0137 1.0035 1.0330 1.0490 l.OOGO 1.0559 
6G3=0.20 0.1836 0.1837 0.1993 0.2049 0.2053 0.1888 0.1809 0.1860 0.1908 
673=030 0.2922 0.2882 0.3056 0.3122 0.3112 0.2932 0.2842 0.2947 0.2968 
683=0.40 „ 0.3997 0.3873 0.4071 0.4146 0.4135 0.3923 0.3815 0.4018 0.3932 
r /=0 .50 0.5000 0.5364 0.5011 0.5308 0.5007 0.5021 0.5363 0.5029 0.5406 
Ai = 1.00 1.0474 1.0108 1.0555 1.0370 1.0643 1.0579 1.0259 1.0506 1.0067 
A2=2.00 2.0036 1.9585 1.9975 1.9783 2.0022 1.9815 1.8694 1.9933 1.8844 
A3=0.00 -0.0240 -0.0968 -0.0577 -0.0865 -0.0546 -0.0861 -0.1155 -0.0349 -0.1260 
021=0.50 0.5089 0.4929 0.5191 0.5282 0.5361 0.5031 0.4446 0.5047 0.5219 
(/)3I=0.50 0.5389 0.4469 0.4718 0.4717 0.4917 0.4336 0.4141 0.5244 0.4102 
<?!»32=0.00 -0.0247 -0.0540 -0.0312 -0.0401 -0.0308 -0.0458 -0.0648 -0.0260 -0.0194 
n = 200 
No of cases 
converaged 95 95 M M ^ 96 95 ^ 96 
True values of 
parameters 
611=0.30 0.3390 0.3366 0.3373 0.3360 0.3398 0.3482 0.3408 0.3393 0.2511 
621=0.35 0.4207 0.4710 0.4090 0.3963 0.4219 0.4881 0.4836 0.4230 0.4236 
631=0.40 0.4859 0.5203 0.4856 0.4689 0.4857 0.5214 0.5049 0.4877 0.4560 
641=0.45 0.5154 0.5459 0.5265 0.5171 0.5176 0.5645 0.5758 0.5185 0.4935 
651=0.50 0.4902 0.5359 0.5084 0.4727 0.4902 0.5511 0.5745 0.4943 0.6062 
661=0.55 0.5525 0.5491 0.5552 0.5472 0.5524 0.5601 0.5383 0.5530 0.5547 
671=0.60 0.6099 0.6228 0.6121 0.6154 0.6102 0.6277 0.6123 0.6099 0.6333 
681=0.65 0.6500 0.6641 0.6540 0.6530 0.6505 0.6638 0.6608 0.6509 0.6836 
612=1.00 1.0000 1.0108 1.0042 1.0027 1.0005 1.0140 1.0177 1.0010 1.0465 
622=0.60 0.5255 0.4872 0.5450 0.5573 0.5252 0.4834 0.4796 0.5237 0.5019 
632=0.70 0.6075 0.5848 0.6168 0.6303 0.6082 0.5943 0.6046 0.6058 0.6099 
642=0.80 0.7211 0.7106 0.7226 0.7329 0.7202 0.7010 0.6803 0.7179 0.7131 
653=1 00 1.0000 1.0455 1.0166 1.0102 1.0024 1.0542 1.0655 1.0045 1.0750 
663 =0.20 0.2416 0.2534 0.2474 0.2402 0.2420 0.2371 0.2494 0.2447 0.2506 
673=0.30 0.3410 0.3477 0.3486 0.3325 0.3415 0.3331 0.3393 0.3430 0.3413 
683 =0.40 0.4440 0.4462 0.4495 0.4349 0.4444 0.4433 0.4343 0.4469 0.4366 
r / =0 . 50 0 .5000 0.5205 0.4997 0.5212 0.5002 0.4993 0.5099 0.5000 0.5155 
Ai=1 .00 1.1873 1.1543 1.1866 1.1173 1.1847 1.1868 1.1833 1.1981 1.1618 
A2=2.00 1.8906 1.8795 1.8948 1.8846 1.8870 1.8839 1.8677 1.8854 1.8834 
入3=0.00 -0.1453 -0.1813 -0.1601 -0.1097 -0.1427 -0.1823 -0.2124 -0.1584 -0.2376 
</)2I=0.50 " 0.5340 0.5383 0.5324 0.5344 0.5319 0.5005 0.5528 0.5336 0.6479 
031=0.50 0.4581 0.3893 0.4186 0.4855 0.4569 0.3545 0.3910 0.4474 0.3792 
032 =0.00 -0.0709 -0.0845 丨-0.0786 -0.0670 -0.0697 -0.0854 -0.0691 -0.0732 -0.0893 
Remarks: The values in boldface are fixed 
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Table A.7: Simulation result - Mean 
Design G Factor loadings = B2 Factor correlation = 由 2 Ai = 1 = 2 Aa = 3 
Constraints 飞 xact | la | l b | 2a | 2b | 2c | 3a | 3b | 3aR “ 
n = 2000 
No of cases 
converaged 100 ^ ^ ^ ^ ^ ^ ^ 96 
True value of 
parameters 
1=0.30 0.4203 0.2331 0.3045 0.2486 0.2994 0.2666 0.2585 0.4053 0.2570 
621=0.35 0.4294 0.3171 0.3561 0.3247 0.3524 0.3320 0.3326 0.4212 0.3312 
631=0.40 0.4869 0.3578 0.4042 0.3671 0.3997 0.3766 0.3750 0.4776 0.3740 
641=0.45 0.5518 0.4032 0.4549 0.4140 0.4501 0.4233 0.4244 0.5410 0.4226 
651=0.50 0.5092 0.4933 0.4881 0.5029 0.5032 0.4924 0.4982 0.5082 0.4782 
661=0.55 0.5345 0.5316 0.5449 0.5343 0.5478 0.5445 0.5312 0.5347 0.5267 
671=0.60 0.5958 0.5890 0.5948 0.5927 0.5992 0.5947 0.5887 0.5955 0.5821 
/>8i=n.rv) 0,0500 n.6ir,3 0.0139 o.fiisn o.Gini o.GI.^ S n.Giis 0.0501 nn^ n^ 
二 l.()() 1.0000 1.0089 1.008:5 1.0078 l.OO.Sl 1.0071 L()()rii2 1.0065 1.0113 
1)22=0M) 0.6030 n.G()53 O.GO-11 0.005-1 0.G03() 0.G037 O.GOll • 0.()050 0.0071 
632=0.70 0.7018 0.7078 0.7059 0.7075 0.7016 0.7052 0.7077 0.7071 0.7113 
512=0.80 0.8027 0.807G 0.8067 O.SOGD 0.8051 0.8060 0.8071 0.S054 0.SH2 
653 = 1.00 1.0000 0.9995 1.0019 0.9981 0.9998 1.0027 0.9913 0.9987 0.9938 
663 =0.20 0.2144 0.2111 0.2014 0.2096 0.2013 0.2018 0.2105 0.2114 0.2111 
673=0.30 0.3130 0.3107 0.3014 0.3091 0.3008 0.3017 0.3098 0.3100 0.3106 
683 =0.40 0.4113 0.4067 0.4020 0.4060 0.4015 0.4025 0.4056 0.4077 0.4067 
77=0.50 0.5000 0.5032 0.5015 0.5056 0.5015 0.5013 0.5101 0.5000 0.5104 
Ai = 1.00 0.9334 0.9488 0.9896 0.9507 0.9882 0.9897 0.9331 0.9513 0.9326 
A2=2.00 1.9053 2.0467 1.9878 2.0267 1.9981 2.0145 2.0367 1.9022 2.0188 
A3=3.00 3.0230 3.0417 3.0209 3.0246 3.0060 3.0109 3.0565 3.0202 3.0669 
(jl)2i=0.00 -0.1178 0.0636 -0.0062 0.0503 0.0002 0.0316 0.0381 -0.1057 0.0385 
(/>3i=0.00 -0.0156 0.0093 0.0191 -0.0017 0.0021 0.0152 0.0096 -0.0105 0.0371 
如2=0.00 -0.0022 -0.0106 0.0031 -0.0078 0.0015 -0.0053 -0.0104 -0.0035 -0.0134 
n = 200 
No of cases 
converaged ^ OT ^ TO TO OT 97 96 96 
True values of 
parameters 
611=0.30 0.2952 0.3017 0.2866 0.4811 0.2924 0.4808 0.3119 0.2866 0.3101 
621=0.35 0.3567 0.3687 0.3591 0.4750 0.3557 0.4840 0.3769 0.3530 0.3710 
631=0 .40 0.3851 0.3985 0.3832 0.5245 0.3838 0.5355 0.4059 0.3771 0.3989 
641=0.45 0.4347 0.4486 0.4330 0.5954 0.4334 0.6035 0.4618 0.4264 0.4535 
651=0 .50 0.5186 0.4905 0.4996 0.4967 0.5173 0.5002 0.5046 0.5003 0.5096 
661=0.55 0.5589 0.5499 0.5603 0.5583 0.5590 0.5519 0.5513 0.5586 0.5476 
671=0 .60 0.6178 0.6103 0.6177 0.6173 0.6178 0.6133 0.6149 0.6193 0.6090 
681=0.65 0.6500 0.6431 0.6511 0.6510 0.6503 0.6429 0.6499 0.6507 0.6447 
612=1.00 1.0000 1.0345 1.0216 1.0175 1.0045 1.0363 1.0391 1.0075 1.0447 
622=0.60 0.6014 0.6098 0.6073 0.6059 0.6027 0.6131 0.6130 0.6021 0.6172 
632=0.70 0.7061 0.7178 0.7140 0.7121 0.7079 0.7192 0.7206 0.7082 0.7262 
642=0.80 0.8108 0.8229 0.8190 0.8163 0.8125 0.8251 0.8262 0.8136 0.8321 
6 5 3 = 1 00 1.0000 1.0469 1.0085 1.0053 1.0007 1.0492 1.0648 1.0013 1.0689 
663 =0.20 0.1897 0.1861 0.1821 0.1835 0.1881 0.1874 0.1910 0.1830 0.1870 
673=0.30 0.2904 0.2863 0.2860 0.2867 0.2887 0.2866 0.2867 0.2813 0.2849 
683 =0.40 0.3974 0.3954 0.3939 0.3916 0.3958 0.3990 0.3997 0.3891 0.3960 
r/=0.50 0.5000 0.4940 0.4988 0.4977 0.4995 0.4978 0.4939 0.4997 0.4974 
Ai=1.00 0.9430 1.0190 0.9984 1.0101 0.9550 0.9848 1.0092 0.9794 1.0280 
A2=2.00 2.0209 1.9408 1.9813 1.8341 2.0124 1.8817 1.9640 2.0024 1.9425 
A3 =3.00 3.0339 2.8651 2.9732 2.9863 3.0271 2.8454 2.8222 3.0334 2.7970 
(?!)21=0.00 0.0450 0.0107 0.0371 -0.1625 0.0449 -0.1754 0.0029 0.0519 0.0388 
</)3i=0.00 0.0283 0.0259 0.0367 0.0430 0.0304 0.0082 -0.0022 0.0563 0.0704 
</)32 =0.00 -0.0498 -0.0171 -0.0353 -0.0452 -0.0483 -0.0295 -0.0172 -0.0526 -0.0161 
Remarks: The values in boldface are fixed 
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Table A.8: Simulation result - Mean 
Design H Factor loadings = B2 Factor correlation =金2 Ai = 1 A2 = 2 A3 = 0 
Constraints “ Exact | la [ l b [ 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 98 100 100 100 100 100 99 
True value of 
parameters 
611=0.30 0.3793 0.4144 0.2964 0.4190 0.2963 0.4042 0.4208 0.3872 0.4787 
621=0.35 0.4079 0.4369 0.3616 0.4409 0.3560 0.4305 0.4599 0.4152 0.4883 
631=0.40 0.4647 0.4997 0.4115 0.5066 0.4045 0.4922 0.5283 0.4733 0.5616 
641=0.45 0.5263 0.5663 0.4652 0.5752 0.4561 0.5564 0.5973 0.5365 0.6370 
651=0.50 0.5087 0.5105 0.5016 0.5273 0.4909 0.5062 0.5386 0.5100 0.5659 
661=0.55 0.5415 0.5366 0.5507 0.5366 0.5514 0.5482 0.5326 0.5407 0.5405 
671=0 .60 0.6008 0.5972 0.6005 0.5996 0.6002 0.5985 0.5950 0.6009 0.6042 
5,s]=n.65 0.6500 0.6170 0.6517 0.^529 0.0501 0.6510 0.0521 0.6505 O.Rfil? 
612=1.00 1.0000 1.013:5 1.0107 1.01 •_'；', l.OOG'i 1.0170 1.031 1 1.0081 1.0:577 
622 =().()() 0.5886 ().57()；] ().58G9 ().5G73 0..孤1 0.5795 0.5:502 • 0.5001 0.5585 
；>32 =0.70 0.G859 ().G72i 0.G857 O.GoOG ().G95() ().G7G2 0.G232 0.GS77 ().()o03 
612 =0.80 0.7818 O.TGGO 0.7819 0.7508 0.7939 0.7717 0.7125 O.TS-l'J 0.711-1 
653 = 1.()() 1.0000 1.0088 0.997G 0.99-17 0.999(5 1.0052 1.01 11 0.99S7 1.0211 
563 =0.20 0.2182 0.2379 0.2216 0.2501 0.2052 0.2290 0.2767 0.2230 0.2625 
673=0.30 0.3175 0.3120 0.3321 0.3516 0.3125 0.3394 0.38-19 0.323-1 0.3701 
683=0.40 0.4220 0.4509 0.4372 0.4634 0.4148 0.4440 0.4949 0.4288 0.4786 
7-/=0.50 0.5000 0.5036 0.4945 0.5045 0.4972 0.4946 0.4952 0.5021 0.4968 
Ai = 1.00 1.0550 1.1119 1.0727 1.1433 1.0327 1.1014 1.2374 1.0602 1.1988 
A2=2.00 1.8915 1.7956 1.9618 1.7725 1.9822 1.8288 1.7305 1.8619 1.6810 
A3=0.00 -0.0444 -0.0965 -0.0483 -0.1359 -0.0116 -0.0755 -0.2037 -0.0523 -0.1937 
(?^21=0.00 -0.0688 -0.0898 0.0159 -0.0837 0.0069 -0.0852 -0.0599 -0.0802 -0.1207 
<631=0.00 -0.0078 -0.0244 -0.0124 -0.0510 0.0126 -0.0226 -0.0913 -0.0136 -0.0958 
如2=0.00 -0.0050 -0.0059 -0.0096 -0.0019 -0.0090 -0.0047 -0.0171 0.0017 -0.0074 
n = 200 
No of cases 
converaged % ^ ^ M ^ W m % 91 
True values of 
parameters 
611=0.30 0.3332 0.2955 0.3171 0.4723 0.3588 0.5134 0.2632 0.3333 0.2790 
621=0.35 0.3944 0.3787 0.3920 0.4794 0.4121 0.5089 0.3662 0.4018 0.4095 
631=0.40 0,4233 0.4079 0.4213 0.5185 0.4444 0.5737 0.3890 0.4230 0.4451 
641=0.45 0.5203 0.4913 0.5030 0.5919 0.5097 0.6451 0.4729 0.5081 0.5153 
651=0.50 0.4785 0.5999 0.5804 0.5569 0.5356 0.5531 0.5453 0.5228 0.5840 
661=0.55 0.5667 0.5326 0.5380 0.5496 0.5979 0.5349 0.5484 0.5642 0.5939 
671=0 .60 0.6455 0.6239 0.6329 0.6146 0.6549 0.6194 0.6469 0.6547 0.6773 
681=0.65 0.6500 0.6504 0.6492 0.6506 0.6501 0.6448 0.6586 0.6503 0.6687 
612 = 1.00 1.0000 1.0408 1.0225 1.0183 1.0044 1.0408 1.0484 1.0076 1.0580 
622=0.60 0.5397 0.5686 0.5540 0.5609 0.5422 0.5484 0.5839 0.5412 0.5480 
632=0.70 0.6513 0.6817 0.6707 0.6798 0.6546 0.6620 0.7025 0.6616 0.6559 
642=0.80 0.7126 0.7557 0.7454 0.7579 0.7449 0.7238 0.7743 0.7291 0.7469 
653=100 1.0000 1.0287 1.0095 1.0055 1.0009 1.0248 1.0437 1.0016 1.0573 
b63 =0.20 0.1975 0.1863 0.1963 0.1983 0.1408 0.2451 0.1954 0.2081 0.1663 
673=0.30 0.2783 0.2593 0.2712 0.2863 0.2509 0.3281 0.2638 0.2890 0.2516 
683 =0.40 0.4360 0.4135 0.4235 0.4176 0.4298 0.4654 0.4134 0.4494 0.4320 
r/=0.50 0.5000 0.4927 0.4967 0.4961 0.4963 0.4978 0.4807 0.4993 0.4845 
Ai=1.00 1.1534 1.1437 1.1443 1.0995 1.1383 1.2035 1.1333 1.2113 1.1557 
A2=2.00 1.8768 1.8865 1.8801 1.6936 1.8529 1.5735 1.9302 1.8698 1.8868 
A3 =0.00 -0.1180 -0.1996 -0.1909 -0.1299 -0.1541 -0.2169 -0.1496 -0.2044 -0.1953 
<^21=0.00 0.0365 0.0488 0.0246 -0.1345 0.0007 -0.1412 0.0504 0.0550 0.0473 
031=0.00 0.0535 -0.0434 -0.0234 -0.0038 -0.0024 -0.0539 -0.0132 -0.0051 -0.0442 
<i)32 =0.00 -0.0614 -0.0565 -0.0470 -0.0311 -0.0446 -0.0297 -0.0416 -0.0706 -0.0570 
Remarks: The values in boldface are fixed 
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Appendix B 
Simulation result - Bias 
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Table B.l: Simulation result - Bias 
Design A Factor loadings = B l Factor correlation = 办 1 Ai = 1 入：2 = 2 As = 3 
Constraints — Exact | l a | l b [ 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 98 ^ M ^ ^ % % 99 
True value of 
parameters 
1=0.65 -0.0016 -0.0065 -0.0056 -0.0048 -0.0031 -0.0075 -0.0071 -0.0048 -0.0032 
621=0.70 0.0101 -0.0044 -0.0037 -0.0032 -0.0017 -0.0056 -0.0055 -0.0039 -0.0020 
631=0.75 0.0028 -0.0026 -0.0019 -0.0004 0.0004 -0.0047 -0.0032 -0.0011 -0.0002 
641=0.80 0.0045 -0.0059 -0.0057 -0.0043 -0.0031 -0.0080 -0.0066 -0.0050 -0.0032 
6 5 1 = 0 . 85 -0.0074 -0.0120 -0.0095 -0.0105 -0.0026 -0.0124 -0.0156 -0.0026 -0.0059 
661=0.90 -0.0120 -0.0104 -0.0089 -0.0090 -0.0059 -0.0109 -0.0110 -0.0066 -0.0092 
671=0.95 -0.0049 -0.0052 -0.0041 -0.0042 -0.0005 -0.0067 -0.0070 -0.0006 -0.0045 
/)81 = 1.00 0.0000 -n.0079 -0.0063 -0.0053 -0.001 fi -0.0085 -0.0096 -0.0026 -0.00「)7 
612=1.00 0.0000 0.0000 O.OOOO 0.()()()() 0.0000 O.OOOO 0.0000 0.0000 -0.0028 
622=0.()() -0.00S9 0.0003 0.0000 -0.0003 -O.OOO 1 0.0010 0.0009 ” -0.000J -0.0015 
632=0.70 -().005.1 -().()()29 -().(K)2!) -().()() 15 -0.00.11 -().0()20 -0.0021 -().()()；52 -O.OOIS 
/m‘2=().8() -0.0071 -().0()()(i -().()0()2 -().()() I'J -O.OOOT ().0()()8 O.OOOO -0.0007 -0.()()27 
/)53 = i.()0 0.0000 0.0001 -0.0010 -0.0010 -U.OUOT -().()0()2 -O.UOiO -0.0010 -0.0026 
663 =0.20 -0.0009 0.0017 0.0012 0.0000 0.0006 0.0027 0.0017 0.0007 0.0016 
673=0.30 -0.0015 -0.0004 -0.0009 -0.0023 -0.0014 0.0008 -0.0004 -0.0017 -0.0007 
683=0.40 -0.0048 0.0002 -0.0002 -0.0019 -0.0009 0.0016 0.0001 -0.0007 -0.0005 
77=0.50 0.0000 -0.0069 -0.0009 -0.0103 -0.0018 0.0008 -0.0038 -0.0003 -0.0056 
Ai=1.00 0.0169 0.0029 -0.0017 0.0134 0.0011 -0.0087 -0.0022 0.0002 -0.0004 
A2=2.00 -0.0018 0.0096 0.0052 0.0054 0.0020 0.0083 0.0079 0.0033 0.0143 
A3=3.00 -0.0084 0.0184 0.0163 0.0127 0.0050 0.0206 0.0273 0.0051 0.0234 
(^21=0.50 -0.0037 0.0027 0.0014 0.0002 -0.0024 0.0040 0.0033 -0.0004 0.0009 
(/)3I=0.50 0.0118 0.0212 0.0161 0.0164 0.0040 0.0190 0.0275 0.0051 0.0160 
<^ 32 =0.00 -0.0081 -0.0009 -0.0020 -0.0040 -0.0048 0.0011 0.0007 -0.0045 -0.0118 
n = 200 
No of cases 
converaged OT ^ 98 ^ ^ M ^ 98 98 
True values of 
parameters 
6 i i=0 .65 0.0125 0.0273 0.0219 0.0305 0.0232 0.0601 0.0331 0.0157 0.0113 
621=0.70 0.0084 0.0218 0.0186 0.0506 0.0155 0.0428 0.0255 0.0117 0.0172 
631=0.75 0.0003 0.0128 0.0111 0.0575 0.0093 0.0395 0.0193 0.0033 0.0098 
6 4 1 = 0 .80 -0.0037 0.0077 0.0071 0.1349 0.0047 0.0393 0.0131 -0.0013 0.0032 
6 5 1 = 0 . 85 -0.0269 -0.0534 -0.0329 -0.0013 -0.0237 -0.0243 -0.0639 -0.0253 0.0355 
661=0.90 -0.0017 -0.0013 0.0009 0.0523 -0.0008 0.0014 -0.0122 -0.0005 -0.0011 
671=0.95 0.0030 -0.0038 0.0041 -0.0099 0.0042 0.0037 -0.0084 0.0043 0.0117 
681=1.00 0.0000 -0.0113 -0.0013 0.0187 0.0001 -0.0007 -0.0134 0.0002 0.0131 
612=1.00 0 .0000 0.0082 0.0045 0.0000 0.0008 0.0093 0.0122 0.0015 0.0277 
6 2 2 = 0 .60 0.0018 0.0004 -0.0001 -0.0128 0.0017 0.0016 -0.0001 0.0016 0.0089 
632=0.70 0.0052 0.0047 0.0032 0.0364 0.0049 0.0052 0.0031 0.0054 0.0138 
6 4 2 = 0 .80 0.0007 0.0034 0.0001 -0.0574 0.0017 0.0034 0.0019 0.0019 0.0134 
653=1.00 0 .0000 0.0293 0.0062 0.0147 0.0006 0.0329 0.0646 0.0012 0.0568 
663=0.20 0.0092 0.0006 0.0030 -0.0168 0.0083 0.0045 0.0151 0.0083 0.0104 
673=0.30 0.0108 0.0073 0.0054 -0.0297 0.0095 0.0105 0.0188 0.0101 0.0163 
683=0.40 0.0056 0.0062 0.0030 -0.0083 0.0056 0.0101 0.0175 0.0056 0.0147 
r / =0 . 50 0 .0000 -0.0064 -0.0007 -0.0037 -0.0007 -0.0014 -0.0349 -0.0001 -0.0308 
Ai=1 .00 -0.1188 -0.0417 -0.0721 -0.1330 -0.1127 -0.0557 -0.0134 -0.1139 -0.0177 
A2=2.00 0.0205 -0.0423 -0.0134 -0.2583 0.0026 -0.0509 -0.0462 0.0123 -0.0267 
A3 =3.00 0.1778 0.0693 0.1157 -0.2950 0.1695 0.0352 0.0200 0.1673 -0.0502 
如 1 = 0 . 5 0 -0.0100 -0.0272 -0.0278 -0.0666 -0.0230 -0.0666 -0.0401 -0.0155 -0.0230 
如 1 = 0 . 5 0 0.0214 0.0650 0.0297 -0.0102 0.0185 0.0198 0.0605 0.0182 -0.0102 
</>32=000 -0.0294 0.0040 -0.0152 0.1434 -0.0457 -0.0142 0.0301 -0.0277 -0.0500 
Remarks: The values in boldface are fixed 
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Table B.2: Simulation result - Bias 
Design B Factor loadings = B l Factor correlation = 办 1 Ai = 1 = 2 Aa = 0 
Constraints “ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
TVue value of 
parameters 
6u=0 . 65 0.0005 0.0251 -0.0008 0.0066 -0.0123 0.0046 0.0305 0.0044 -0.0427 
621=0.70 0.0177 0.0665 0.0137 0.0372 0.0075 0.0291 0.0714 0.0195 0.0310 
631=0.75 0.0115 0.0638 0.0162 0.0340 0.0082 0.0313 0.0689 0.0138 0.0206 
641=0.80 0.0121 0.0673 0.0113 0.0350 0.0024 0.0279 0.0728 0.0148 0.0173 
651=0.85 -0.0276 0.0145 0.0023 -0.0077 -0.0049 0.0249 0.0277 -0.0248 0.0270 
661=0.90 0.0076 0.0248 0.0142 0.0101 0.0049 0.0216 0.0301 0.0110 0.0348 
671=0.95 0.0085 0.0330 0.0148 0.0166 0.0049 0.0242 0.0408 0.0122 0.0456 
/)8i=i.nn 0.0000 0.0317 0.0130 n.ni2o 0.0027 0.0251 0.0412 n.nni2 n.mw 
612=1.00 o.Qooo 0.0001 o.oono o.onoo O.oooo 0.0002 O.OOOG o.noon 0.0.312 
622=0.60 -0.01 15 -O.Oool -(J.O】:li -().0;?52 -0.01G2 -().0'257 -0.0570 ‘ -0.0137 -0.0-120 
1,32=0.70 -O.UllG -0.0510 -O.OKiT -().()3o5 -().[)182 -0.0275 -0.0551 -0.0108 -0.03(i7 
612 =0.80 -0.0125 -0.0530 -0.0123 -0.0339 -O.OllO -0.0237 -0.0535 -0.01 IG -0.0321 
653 二 1.00 0 . 0 0 0 0 0.0315 O.OllG 0.0141 0.0023 0.()2U 0.0.385 0.0033 0.0-169 
/>63=0-20 -0.0178 -0.0171 -0.0079 -0.0084 0.0024 -0.010-1 -0.0227 -0.0213 -0.0235 
673=0.30 -0.0083 -0.0104 -0.0031 -0.0014 0.0072 -0.0070 -0.0179 -0.0120 -0.0182 
683 =0.40 -0.0028 -0.0102 -0.0032 0.0008 0.0082 -0.0088 -0.0194 -0.0070 -0.0190 
77=0.50 0.0000 0.0308 0.0013 0.0296 -0.0006 0.0021 0.0450 0.0019 0.0459 
AI=1.00 0.0242 0.0129 0.0201 0.0133 0.0339 0.0245 -0.0054 0.0181 -0.0065 
A2=2.00 -0.0003 -0.0442 -0.0049 -0.0277 -0.0005 -0.0097 -0.0510 -0.0021 -0.0405 
A3=0.00 -0.0092 -0.0730 -0.0341 -0.0552 -0.0396 -0.0582 -0.0794 -0.0083 -0.0867 
021=0.50 -0.0052 -0.0266 -0.0006 -0.0055 0.0177 -0.0044 -0.0341 -0.0113 0.0222 
031=0.50 0.0324 -0.0347 -0.0116 -0.0047 -0.0039 -0.0389 -0.0485 0.0288 -0.0521 
032=000 -0.0231 -0.0497 -0.0268 -0.0355 -0.0248 -0.0378 -0.0545 -0.0244 -0.0235 
n = 200 
No of cases 
converaged ^ ^ ^ 98 98 95 100 100 
True values of 
parameters 
{>11=0.65 0.0177 0.0338 0.0411 0.0996 0.0135 0.0891 0.0076 0.0550 -0.0101 
621=0.70 0.0638 0.0644 0.0882 0.1100 0.0691 0.1319 0.0934 0.0925 0.0504 
6 3 1 = 0 .75 0.0507 0.0268 0.0766 0.1043 0.0578 0.1223 0.0712 0.0804 0.0296 
641=0.80 0.0309 0.0238 0.0608 0.1004 0.0424 0.1091 0.0685 0.0681 0.0142 
651=0.85 -0.0553 -0.1012 -0.0126 -0.0312 -0.0490 0.0438 0.0633 -0.0608 0.0889 
661=0.90 0.0045 0.0247 0.0085 0.0112 0.0031 0.0316 -0.0122 0.0074 0.0269 
6 7 1 = 0 . 95 0.0104 0.0332 0.0148 0.0220 0.0084 0.0442 0.0128 0.0114 0.0460 
>^81 = 1.00 0 .0000 0.0095 0.0068 0.0041 0.0009 0.0272 0.0089 0.0016 0.0497 
612=1.00 0 .0000 0.0038 0.0036 0.0029 0.0005 0.0152 0.0334 0.0010 0.0529 
622=0.60 -0.0695 -0.0587 -0.0845 -0.0794 -0.0762 -0.0882 -0.1001 -0.0889 -0.0424 
632=0.70 -0.0630 -0.0244 -0.0778 -0.0735 -0.0707 -0.0784 -0.0810 -0.0820 -0.0245 
642=0 .80 -0.0473 -0.0145 -0.0650 -0.0688 -0.0597 -0.0634 -0.0790 -0.0723 -0.0123 
653=100 0 .0000 0.0399 0.0176 0.0122 0.0021 0.0534 0.0660 0.0040 0.0861 
663 =0.20 0.0325 0.0082 0.0400 0.0171 0.0355 0.0215 0.0913 0.0295 0.0067 
673=0.30 0.0342 -0.0025 0.0444 0.0132 0.0381 0.0151 0.0814 0.0301 -0.0018 
683=0.40 0.0294 -0.0211 0.0398 0.0203 0.0321 0.0224 0.0806 0.0285 -0.0092 
77=0.50 0 .0000 0.0538 -0.0006 0.0008 0.0005 -0.0007 -0.0039 0.0000 0.0376 
Ai=1.00 0.1124 -0.0228 0.1227 0.0969 0.1184 0.1056 0.0864 0.1115 0.0344 
A2=2.00 -0.0935 -0.0801 -0.1340 -0.1999 -0.0908 -0.1729 -0.1833 -0.1500 -0.1538 
A3=0.00 -0.0927 -0.0127 -0.1361 -0.0963 -0.1066 -0.1615 -0.1336 -0.0843 -0.1547 
(/>2I=0.50 0.0056 -0.0238 -0.0172 -0.0883 0.0125 -0.0803 -0.0275 -0.0353 0.0111 
(^31=0.50 0.0219 0.1326 -0.0391 0.0032 0.0114 -0.1006 -0.1148 0.0280 -0.0949 
032=0.00 -0.0439 0.0034 -0.0453 -0.0409 -0.0471 -0.0653 0.0115 -0.0405 -0.0575 
Remarks: The values in boldface are fixed 
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Table B.3: Simulation result - Bias 
Design C Factor loadings = B1 Factor correlation = 办 2 Ai = 1 A2 = 2 Aa = 3 
Constraints “ Exact | l a | l b | 2a | 2b | 2c | 3a [ 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 92 99 100 100 100 100 
True value of 
parameters 
6 i i=0 .65 0.1087 0.1063 0.0228 0.0962 0.0095 0.1138 0.1073 -0.0006 0.1177 
621=0.70 0.0671 0.0654 0.0165 0.0645 0.0080 0.0702 0.0664 0.0059 0.0721 
631=0.75 0.0757 0.0748 0.0168 0.0724 0.0069 0.0800 0.0755 0.0010 0.0826 
？Ml =0.80 0.0864 0.0859 0.0194 0.0800 0.0079 0.0915 0.0865 0.0035 0.0951 
6 5 1 = 0 . 8 5 0.0108 -0.0138 -0.0061 0.0080 0.0093 -0.0066 -0.0083 0.0115 -0.0108 
661=0.90 -0.0028 -0.0069 -0.0050 -0.0140 -0.0033 -0.0059 -0.0057 -0.0129 -0.0065 
671=0.95 0.0002 -0.0065 -0.0039 -0.0029 0.0000 -0.0047 -0.0047 -0.0017 -0.0060 
681 = 1.00 0.0000 -0.0091 -0.0054 -0.0008 -0.0006 -0.0069 -0.0069 0.0002 -0.0083 
612 = 1.00 0.0000 0.0064 0.0087 0.0085 0.0055 0.0076 0.0091 0.0064 0.0092 
622 =()•()() 0.0017 0.0029 0.0050 O.OOrjl ().n():3fi 0.0038 0.0017 ‘ 0.0019 0.001.'5 
()32=().70 0.0021 ().()() 11 0.0002 0.0067 0.0017 O.OOol O.OOG'J 0.0072 O.OOGG 
612=0.80 0.()02G ().0().j2 O.OOG!) 0.0070 O.OOr) 1 0.()()5!) 0.()()71 ().(K)51 0.0080 
二 0.(3000 O.OOJo ().0()03 -0.0031 -0.()()()2 0.0008 0.0009 -0.0021 0.0011 
6G3=0.20 0.0099 0.0022 0.0023 0.0095 0.0032 0.0022 0.0021 0.0113 0.0026 
673=0.30 0.0086 0.0019 0.0018 0.0076 0.0025 0.0017 0.0016 0.0092 0.0027 
683 =0.40 0.0096 0.003 1 0.0025 0.0055 0.0035 0.0028 0.0027 0.0075 0.0041 
77=0.50 0.0000 0.0115 0.0019 0.0108 0.0025 0.0017 0.0034 0.0003 0.0186 
AI = 1.00 -0.0206 -0.0182 -0.0101 -0.0353 -0.0142 -0.0081 -0.0098 -0.0304 -0.0257 
A2=2.00 -0.0934 -0.1156 -0.0310 -0.0994 -0.0097 -0.1217 -0.1196 0.0095 -0.1349 
A3=3.00 0.0063 0.0268 0.0184 0.0205 0.0009 0.0195 0.0201 0.0206 0.0160 
021=0.00 -0.1082 -0.1095 -0.0261 -0.1010 -0.0112 -0.1167 -0.1103 -0.0018 -0.1194 
031=0.00 -0.0118 0.0184 0.0092 -0.0067 -0.0088 0.0103 0.0121 -0.0133 0.0194 
032=0.00 -0.0009 -0.0049 0.0015 -0.0053 0.0017 -0.0031 -0.0037 -0.0069 0.0002 
n = 200 
No of cases 
converaged ^ M 99 100 99 100 99 99 99 
True values of 
parameters 
611 =0.65 0.0147 0.0381 0.0373 0.1559 0.0156 0.1791 0.1534 -0.0031 0.2166 
621=0.70 0.0157 0.0304 0.0319 0.1008 0.0156 0.1221 0.1052 0.0111 0.1429 
631=0.75 -0.0001 0.0198 0.0210 0.1039 0.0023 0.1281 0.1110 -0.0067 0.1556 
641=0.80 0.0029 0.0267 0.0269 0.1206 0.0050 0.1469 0.1277 -0.0098 0.1771 
651=0.85 0.0184 -0.0234 0.0093 0.0081 0.0160 0.0260 0.0522 0.1352 0.1069 
661=0.90 0.0011 -0.0007 0.0027 0.0038 0.0022 0.0028 0.0034 -0.0119 0.0134 
671=0.95 0.0122 0.0031 0.0105 0.0112 0.0115 0.0135 0.0176 0.0025 0.0317 
681 = 1.00 0 .0000 -0.0062 -0.0017 -0.0006 -0.0001 0.0017 0.0117 0.0003 0.0319 
612=1.00 0 .0000 0.0353 0.0224 0.0187 0.0047 0.0361 0.0403 0.0086 0.0598 
622=0.60 -0.0029 0.0136 0.0055 0.0050 -0.0002 0.0110 0.0120 -0.0175 0.0226 
632=0.70 0.0033 0.0224 0.0126 0.0121 0.0053 0.0197 0.0212 -0.0073 0.0336 
642=0.80 0.0053 0.0270 0.0160 0.0163 0.0077 0.0246 0.0269 -0.0024 0.0414 
653=100 0 .0000 0.0402 0.0087 0.0059 0.0007 0.0413 0.0666 0.0017 0.0833 
663 =0.20 -0.0064 0.0131 -0.0129 -0.0170 -0.0081 -0.0152 0.0132 -0.0148 0.0142 
673=0.30 -0.0065 0.0134 -0.0113 -0.0154 -0.0076 -0.0115 0.0129 -0.0148 0.0160 
683=0.40 -0.0004 0.0233 -0.0038 -0.0087 -0.0016 -0.0006 0.0257 -0.0070 0.0307 
r /=0 .50 0 .0000 -0.0036 -0.0004 -0.0018 -0.0004 -0.0006 -0.0153 -0.0015 -0.0128 
Ai=1.00 -0.0673 -0.0653 -0.0367 -0.0240 -0.0616 0.0050 -0.0242 -0.0065 -0.0193 
>2=2.00 0.0182 -0.0722 -0.0514 -0.1577 0.0061 -0.1549 -0.1564 -0.0163 -0.2412 
A3=3.00 0.0302 -0.0695 -0.0103 -0.0064 0.0254 -0.1523 -0.2467 -0.2632 -0.3447 
(/)2i=0.0a 0.0167 -0.0370 -0.0156 -0.1319 0.0147 -0.1683 -0.1578 0.0421 -0.2124 
<?!>31=0.00 0.0027 0.0018 0.0122 0.0174 0.0058 -0.0182 -0.0887 -0.1011 -0.1058 
如 2 = 0 . 0 0 -0.0501 -0.0232 -0.0411 -0.0463 -0.0491 -0.0330 -0.0237 -0.0696 -0.0385 
Remarks: The values in boldface are fixed 
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Table B.4: Simulation result - Bias 
Design D Factor loadings = B1 Factor correlation = ^>2 Ai = 1 A2 = 2 A3 = 0 
Constraints “ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 ^ 100 100 m 100 100 100 
True value of 
parameters 
611 =0.65 0.1084 -0.0935 -0.0114 -0.0700 -0.0095 -0.0664 -0.0859 -0.0615 -0.0741 
621=0.70 0.0722 -0.0470 -0.0011 -0.0340 -0.0012 -0.0347 -0.0439 -0.0280 -0.0362 
631=0.75 0.0772 -0.0606 -0.0043 -0.0451 -0.0043 -0.0432 -0.0562 -0.0392 -0.0477 
6 4 1 = 0 .80 0.0907 -0.0674 -0.0054 -0.0492 -0.0048 -0.0494 -0.0622 -0.0424 -0.0535 
651=0.85 0.0163 0.0066 -0.0045 0.0031 -0.0005 -0.0098 0.0063 0.0127 -0.0089 
661=0 .90 -0.0086 -0.0119 0.0011 -0.0110 -0.0013 -0.0027 -0.0122 -0.0085 -0.0201 
671=0 .95 0.0005 -0.0030 -0.0002 -0.0009 -0.0005 -0.0046 -0.0026 0.0005 -0.0145 
681 = 1.00 0 . 0 0 0 0 -0.0036 -0.0007 -0.0021 -0.0002 -0.0052 -0.0030 -0.0002 -0.0197 
/)12=1.00 0 . 0 0 0 0 0.0041 0.0090 0.0089 0.0058 0 .0030 0.0026 0.0072 0.0081 
/；22=0.00 -().()0G8 -n.OOG-l 0.0001 -0.002s -O.OOOr, -0.()():?:5 -0.0007 ‘ -0.0035 -0.()():厂） 
632=0.70 -0.0017 -0.0035 0.0018 0.0008 D.IMKW -O.OO'J I -O.DO.'iS -0.0008 ().()()()() 
612=0.80 -().()()71 -().(K)r)l 0.0030 -0.1)00:5 0.0015 -O.OO'JO -().()()55 -0.00'27 -0.0009 
653 = 1-()() 0.00 00 -0.0053 - 0.0025 -0.00-10 -0.0007 -0.0002 0.0031 -0.0021 0.0034 
；J63=0.20 0.0244 0.0224 0.0103 0.0212 0.0090 0.0102 0.0185 0.0227 0.0189 
673=0 .30 0.0230 0.0234 0.0192 0.0205 0.0145 0.0187 0.0183 0.0218 0.0191 
683=0 .40 0.0259 0.0282 0.0225 0.0241 0.0156 0 .0217 0.0224 0.0249 0.0238 
7 7 = 0 . 5 0 0 . 0 0 0 0 0.0144 -0.0031 0.0198 -0.0011 -0.0029 0.0147 0.0015 0.0147 
A I = 1 . 0 0 0.0203 0.0105 0.0132 0.0007 0.0092 0.0145 0.0091 0.0194 0.0092 
A2=2.00 -0.1293 0.0618 -0.0128 0.0297 -0.0080 0.0542 0.0592 0.0319 0.0257 
A3=0 . 00 -0.0356 -0.0355 -0.0069 -0.0275 -0.0083 -0.0029 -0.0357 -0.0328 -0.0009 
fl!)2i=0.00 -0.1060 0.0964 0.0086 0.0688 0.0077 0.0659 0.0890 0.0603 0.0747 
031=0.00 -0.0243 -0.0108 -0.0013 -0.0073 -0.0025 0.0080 -0.0088 -0.0185 0.0198 
(^2=0.00 0.0036 -0.0166 -0.0007 -0.0101 -0.0028 -0.0022 -0.0216 -0.0088 -0.0218 
n = 200 
No of cases 
converaged ^ M ^ ^ ^ 96 95 93 95 
TVue values of 
parameters 
6 I I = 0 . 6 5 0.1280 -0.1026 -0.0202 0.2346 -0.0148 0 .1680 0 .1643 0 .2276 0.2111 
621=0 .70 0.0727 -0.0379 0.0275 0.1504 0.0247 0.1223 0 .1266 0.1288 0.1438 
631=0 .75 0.0585 -0.0822 -0.0153 0.1678 0.0015 0.1335 0 .1447 0 .1497 0.1550 
641=0.80 0.1069 -0.0481 0.0124 0.1870 0.0126 0.1481 0.1581 0.1718 0.1827 
651=0.85 -0.1258 -0.0584 0.0232 0.0248 0.0312 0.0001 -0.0070 0.0178 0.0039 
661=0.90 0.0719 0.0485 0.0263 0.0046 0.0116 0.0198 0.0090 0.0105 0.0163 
671=0.95 0.0276 0.0337 0.0284 0.0121 0.0131 0.0221 0.0151 0.0081 0.0073 
681=1.00 0.0000 0.0053 -0.0003 -0.0001 0.0000 -0.0056 -0.0095 0.0001 -0.0075 
612=1.00 0 .0000 0.0234 0.0231 0.0174 0.0045 0.0396 0.0460 0.0082 0.0543 
622 =0.60 -0.0370 -0.0478 -0.0399 -0.0277 -0.0506 -0.0157 -0.0219 -0.0482 -0.0162 
632=0.70 -0.0213 -0.0199 -0.0041 0.0019 -0.0357 0.0011 -0.0042 -0.0343 -0.0037 
642=0.80 -0.0494 -0.0609 -0.0298 -0.0250 -0.0482 -0.0075 -0.0076 -0.0440 -0.0079 
6 5 3 = 1 . 0 0 0 .0000 0.0246 0.0089 0.0061 0.0008 0.0352 0.0514 0.0018 0.0541 
663 =0.20 -0.0414 0.0846 -0.0047 0.0080 0.0055 0.0245 0.0390 0.0065 0.0290 
673=0.30 0.0259 0.1458 0.0168 0.0258 0.0279 0.0466 0.0501 0.0253 0.0497 
683 =0.40 0.0266 0.1458 0.0456 0.0591 0.0667 0.0714 0.0858 0.0615 0.0742 
r / =0 . 50 0 .0000 -0.0035 -0.0027 -0.0080 -0.0023 -0.0026 -0.0256 -0.0005 -0.0179 
Ai=1.00 0.0661 0.1448 0.0875 0.0914 0.0901 0.0635 0.0821 0.0900 0.0999 
A2=2.00 -0.1711 0.0028 -0.0666 -0.3614 -0.0508 -0.3380 -0.3299 -0.3561 -0.3375 
A3=0.00 0.0078 -0.1675 -0.1298 -0.1302 -0.1413 -0.0962 -0.0851 -0.1315 -0.0896 
</>2i=0.00 -0.0549 0.1821 0.0517 -0.1954 0.0593 -0.1702 -0.1757 -0.1814 -0.2033 
<j!)31=0.00 0.1565 0.0091 -0.0119 -0.0275 -0.0333 -0.0158 -0.0190 -0.0211 0.0119 
(/)32=0-00 -0.0411 -0.0079 -0.0684 -0.0432 -0.0610 -0.0054 0.0035 -0.0484 -0.0542 
Remarks: The values in boldface are fixed 
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Table B.5: Simulation result - Bias 
Design E Factor loadings = B2 Factor correlation = ^>1 Ai = 1 A2 = 2 A3 = 3 
Constraints “ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 96 87 100 94 100 89 ^ m 94 
True value of 
parameters 
611=0.30 -0.0031 -0.0024 -0.0037 -0.0026 -0.0019 -0.0104 -0.0045 -0.0019 -0.0031 
621=0.35 -0.0008 -0.0028 -0.0021 -0.0019 -0.0004 -0.0072 -0.0049 0.0003 -0.0016 
631=0.40 0.0010 -0.0004 -0.0001 0.0013 0.0019 -0.0058 -0.0015 0.0020 0.0006 
641=0.45 -0.0038 -0.0067 -0.0052 -0.0047 -0.0027 -0.0126 -0.0076 -0.0026 -0.0043 
651=0.50 -0.0007 -0.0139 -0.0109 -0.0080 -0.0041 -0.0171 -0.0132 -0.0061 -0.0060 
661=0.55 -0.0049 -0.0121 -0.0096 -0.0081 -0.0061 -0.0137 -0.0123 -0.0066 -0.0101 
6 7 1 = 0 . 60 0.0014 -0.0048 -0.0036 -0.0018 0.0003 -0.0084 -0.0049 0.0016 -0.0029 
681=0.65 0.0000 -0.0092 -0.0064 -0.0049 -0.0012 -0.0105 -0.0087 -0.0025 -0.0055 
612 = 1.00 0.0000 0.0000 0.0000 o.oono O.OOOO O.OOOO 0.0000 0.0000 -0.0024 
/)22=O.GO -0.0002 n.oooT O.OOOO O.oonn -N.NOOA O.OOIO O.OOIG ‘ -O.OOOT -O.ONI I 
632=0 .70 -0.002!) -0.0030 -0.0031 -().(J(K57 -l).()():'.G -O.liOl 1 -().()0'27 -0.0038 -O.OOo 1 
6.12=0.80 0.0006 0.0011 0.0003 O.OOOo -0.0003 ().()()'_'-1 O.OOOG -0.0009 -0.0027 
/>53 = 1.0() 0.0000 ().()0()5 -0.0005 -O.OOUo -0.0005 O.OOOl 0.0025 -0.0008 -0.0017 
663=0.20 0.0017 0.0018 0.0010 0.0013 0.0004 0.003'1 0.0020 -0.0003 0.0013 
673=0.30 -0.0006 -0.0016 -0.0015 -0.0016 -0.0021 0.0005 -0.0010 -0.0035 -0.0023 
683 =0.40 0.0004 -0.0005 -0.0006 -0.0007 -0.0015 0.0009 0.0000 -0.0021 -0.0020 
77=0.50 0.0000 -0.0025 -0.0016 -0.0075 -0.0025 -0.0018 -0.0081 -0.0004 -0.0126 
Ai = 1.00 -0.0096 0.0004 -0.0006 0.0081 0.0034 -0.0093 0.0069 0.0032 0.0157 
入 2=2 .00 0.0023 0.0018 0.0021 0.0042 0.0001 0.0105 0.0054 -0.0028 0.0166 
A3=3.00 0.0085 0.0170 0.0183 0.0170 0.0092 0.0291 0.0126 0.0096 0.0213 
021=0.50 0.0005 0.0090 0.0044 0.0019 -0.0008 0.0143 0.0084 -0.0019 0.0085 
如 1=0.50 0.0040 0.0359 0.0270 0.0207 0.0106 0.0388 0.0343 0.0180 0.0299 
(/)32 =0-00 -0.0052 0.0002 -0.0017 -0.0033 -0.0053 0.0037 0.0009 -0.0050 -0.0123 
n = 200 
No of cases 
converaged M OT ^ 94 95 94 99 91 98 
True values of 
parameters 
611=0.30 0.0222 0.0306 0.0286 0.0281 0.0315 0.0320 0.0298 0.0289 -0.0322 
621=0.35 0.0171 0.0243 0.0216 0.0149 0.0156 0.0233 0.0229 0.0171 -0.0098 
6 3 1 = 0 . 40 0.0098 0.0182 0.0152 0.0135 0.0117 0.0178 0.0144 0.0163 -0.0213 
641=0.45 0.0045 0.0142 0.0126 0.0062 0.0116 0.0139 0.0061 0.0126 -0.0376 
651=0.50 0.0072 -0.0489 -0.0079 -0.0345 -0.0138 -0.0441 -0.1097 -0.0042 -0.0157 
661=0.55 0.0061 -0.0049 0.0043 0.0031 0.0052 0.0009 -0.0186 0.0048 -0.0106 
6 7 1 = 0 . 60 0.0114 -0.0021 0.0094 0.0107 0.0042 0.0020 -0.0179 0.0109 -0.0035 
681=0.65 0.0000 -0.0121 0.0000 0.0010 0.0002 -0.0084 -0.0213 0.0003 -0.0066 
612=1.00 0.0000 0.0121 0.0046 0.0032 0.0008 0.0123 0.0163 0.0016 0.0215 
622=0.60 0.0008 0.0015 0.0002 0.0024 0.0029 0.0022 0.0020 0.0014 0.0037 
632=0.70 0.0027 0.0040 0.0041 0.0003 0.0054 0.0065 0.0040 0.0032 0.0042 
6 4 2 = 0 .80 0.0027 0.0030 0.0011 0.0010 0.0011 0.0048 0.0065 -0.0001 0.0092 
653=1.00 0.0000 0.0407 0.0089 0.0065 0.0009 0.0413 0.0611 0.0017 0.0498 
663=0.20 0.0066 0.0153 0.0034 0.0006 0.0009 0.0147 0.0205 0.0022 0.0182 
673=0.30 0.0090 0.0184 0.0076 0.0032 0.0077 0.0193 0.0249 0.0046 0.0177 
683=0.40 0.0112 0.0226 0.0090 0.0020 0.0054 0.0256 0.0235 0.0081 0.0179 
77=0.50 0 .0000 -0.0206 -0.0026 -0.0110 -0.0027 -0.0036 -0.0565 -0.0007 -0.0475 
Ai=1 .00 -0.1910 -0.0856 -0.1535 -0.1072 -0.1665 -0.2085 0.0266 -0.1394 -0.0105 
A2=2.00 -0.0046 -0.0606 -0.0239 -0.0209 -0.0199 -0.0550 -0.0577 -0.0382 0.0203 
A3=3.00 0.1414 0.0296 0.1150 0.1512 0.1561 0.0954 -0.0003 0.1116 -0.0154 
(/>21=0.50 -0.0178 -0.0301 -0.0302 -0.0203 -0.0257 -0.0270 -0.0042 -0.0268 0.0907 
</)31=0.50 -0.0217 0.0442 0.0034 0.0404 0.0132 0.0305 0.1223 -0.0006 0.0992 
032=000 -0.0449 0.0005 -0.0340 -0.0357 -0.0402 -0.0088 0.0313 -0.0510 -0.0590 
Remarks: The values in boldface are fixed 
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Table B.6: Simulation result - Bias 
Design F Factor loadings = B2 Factor correlation = 办 1 Ai = 1 A2 = 2 A3 = 0 
Constraints — Exact | l a | l b [ 2a [ 2b [ 2c [ 3a | 3b [ 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
True value of 
parameters 
611=0.30 -0.0013 0.0191 -0.0038 -0.0034 -0.0116 0.0108 0.0693 0.0036 -0.0298 
621=0.35 0.0191 0.0538 0.0275 0.0361 0.0137 0.0519 0.1027 0.0286 0.0237 
631=0.40 0.0156 0.0575 0.0389 0.0365 0.0211 0.0655 0.1113 0.0296 0.0211 
641=0.45 0.0167 0.0622 0.0333 0.0381 0.0144 0.0641 0.1220 0.0314 0.0195 
651=0.50 -0.0250 0.0284 0.0072 0.0049 -0.0031 0.0369 0.0468 -0.0201 0.0521 
{>61=0.55 0.0057 0.0227 0.0135 0.0016 0.0034 0.0290 0.0324 0.0076 0.0393 
6 7 1 = 0 . 60 0.0085 0.0355 0.0152 0.0111 0.0045 0.0340 0.0481 0.0114 0.0558 
681=0.65 0.0000 0.0384 0.0147 0.0111 0.0026 0.0366 0.0536 0.0042 0.0622 
612 = 1.00 0.0000 -0.0002 0.0000 0.0000 0.0000 0.0001 0.0001 0.0000 0.0383 
622 二 ().(iO -0.0171 -0.01(；：] -().02<)() -0. ()：'.?)!) -0.022：'. -0.01')：', —(Ul,、丁.、• -0.02 .'>7 -0.0118 
632=0.70 -0.0178 -0.0523 -0.0120 -O.ai.l 1 -tUWll -().()<J73 -0.0313 -O.OIGG 
/j,j.2=().S0 -0.0198 -0.0539 -0.0381 -O.O-llS -0.0271 -O.OGIG -0.1030 -0.0329 -0.0-158 
= 0.0000 0.0305 0.0176 0.()13G 0.0035 O.U33() 0.0490 O.OOG'J 0.0559 
663=0.20 -0.01G4 -0.0163 -0.0007 0.00-19 0.0053 -0.0112 -0.0191 -0.0140 -0.0092 
673=0.30 -0.0078 -0.0118 0.0056 0.0122 0.0112 -0.0068 -0.0158 -0.0053 -0.0032 
683 =0.40 -0.0003 -0.0128 0.0071 0.014 C 0.0135 -0.0077 -0.0186 0.0018 -0.0068 
77=0.50 •‘ 0.0000 0.03G4 0.0011 0.0308 0.0007 0.0021 0.0363 0.0029 0.0406 
Ai = 1.0() 0.0474 0.0108 0.0555 0.0370 0.0G43 0.0579 0.0259 0.0506 0.0067 
A2=2.00 0.0036 -0.0415 -0.0025 -0.0217 0.0022 -0.0185 -0.1307 -0.0067 -0.1157 
A3=0.00 -0.0240 -0.0968 -0.0577 -0.0865 -0.0546 -0.0861 -0.1155 -0.0349 -0.1260 
021=0.50 0.0089 -0.0071 0.0191 0.0282 0.0361 0.0031 -0.0554 0.0047 0.0219 
(/)3I=0.50 0.0389 -0.0531 -0.0282 -0.0283 -0.0083 -0.0664 -0.0859 0.0244 -0.0898 
(?^ 32 =0.00 -0.0247 -0.0540 -0.0312 -0.0401 -0.0308 -0.0458 -0.0648 -0.0260 -0.0194 
n = 200 
No of cases 
converaged 95 95 M M 95 % ^ % 96 
True values of 
parameters 
611=0.30 0.0390 0.0366 0.0373 0.0360 0.0398 0.0482 0.0408 0.0393 -0.0489 
621=0.35 0.0707 0.1210 0.0590 0.0463 0.0719 0.1381 0.1336 0.0730 0.0736 
631=0.40 0.0859 0.1203 0.0856 0.0689 0.0857 0.1214 0.1049 0.0877 0.0560 
641=0.45 0.0654 0.0959 0.0765 0.0671 0.0676 0.1145 0.1258 0.0685 0.0435 
651=0.50 -0.0098 0.0359 0.0084 -0.0273 -0.0098 0.0511 0.0745 -0.0057 0.1062 
661=0.55 0.0025 -0.0009 0.0052 -0.0028 0.0024 0.0101 -0.0117 0.0030 0.0047 
6 7 1 = 0 . 60 0.0099 0.0228 0.0121 0.0154 0.0102 0.0277 0.0123 0.0099 0.0333 
681=0.65 0 .0000 0.0141 0.0040 0.0030 0.0005 0.0138 0.0108 0.0009 0.0336 
6 1 2 = 1 . 0 0 0 . 0 0 0 0 0 . 0 1 0 8 0.0041 0.0027 0.0005 0.0140 0.0177 0 . 0 0 1 0 0.0465 
622=0.60 -0.0745 -0.1128 -0.0550 -0.0427 -0.0748 -0.1166 -0.1204 -0.0763 -0.0981 
632=0.70 -0.0925 -0.1152 -0.0832 -0.0697 -0.0918 -0.1057 -0.0954 -0.0942 -0.0901 
642=0.80 -0.0789 -0.0894 -0.0774 -0.0671 -0.0798 -0.0990 -0.1197 -0.0821 -0.0869 
6 5 3 = 1 . 0 0 0 .0000 0.0455 0.0166 0.0102 0.0024 0.0542 0.0655 0.0045 0.0750 
663 =0.20 0.0416 0.0534 0.0474 0.0402 0.0420 0.0371 0.0494 0.0447 0.0506 
6 7 3 = 0 .30 0.0410 0.0477 0.0486 0.0325 0.0415 0.0331 0.0393 0.0430 0.0413 
683=0.40 0.0440 0.0462 0.0495 0.0349 0.0444 0.0433 0.0343 0.0469 0.0366 
77=0.50 0 .0000 0.0205 -0.0003 0.0212 0.0002 -0.0007 0.0099 0.0000 0.0155 
A i=1 .00 0.1873 0.1543 0.1866 0.1173 0.1847 0.1868 0.1833 0.1981 0.1618 
A2=2.00 -0.1094 -0.1205 -0.1052 -0.1154 -0.1130 -0.1161 -0.1323 -0.1146 -0.1166 
A3=0.00 -0.1453 -0.1813 -0.1601 -0.1097 -0.1427 -0.1823 -0.2124 -0.1584 -0.2376 
4,21=0.50 0.0340 0.0383 0.0324 0.0344 0.0319 0.0005 0.0528 0.0336 0.1479 
</)31=0.50 -0.0419 -0.1107 -0.0814 -0.0145 -0.0431 -0.1455 -0.1090 -0.0526 -0.1208 
(/>32 = 0 00 -0.0709 -0.0845 -0.0786 -0.0670 -0.0697 -0.0854 -0.0691 -0.0732 -0.0893 
Remarks: The values in boldface are fixed 
62 
Table B.7: Simulation result - Bias 
Design G Factor loadings = B2 Factor correlation = <i>2 Ai = 1 A2 = 2 A3 = 3 
Constraints Exact [ l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 99 99 100 99 100 96 100 96 
True value of 
parameters 
611=0.30 0.1203 -0.0669 0.0045 -0.0514 -0.0006 -0.0334 -0.0415 0.1053 -0.0430 
621=0.35 0.0794 -0.0329 0.0061 -0.0253 0.0024 -0.0180 -0.0174 0.0712 -0.0188 
631=0.40 0.0869 -0.0422 0.0042 -0.0329 -0.0003 -0.0234 -0.0250 0.0776 -0.0260 
641=0.45 0.1018 -0.0468 0.0049 -0.0360 0.0001 -0.0267 -0.0256 0.0910 -0.0274 
651=0.50 0.0092 -0.0067 -0.0119 0.0029 0.0032 -0.0076 -0.0018 0.0082 -0.0218 
661=0.55 -0.0155 -0.0184 -0.0051 -0.0157 -0.0022 -0.0055 -0.0188 -0.0153 -0.0233 
6 7 1 = 0 . 60 -0.0042 -0.0110 -0.0052 -0.0073 -0.0008 -0.0053 -0.0113 -0.0046 -0.0179 
681=0.65 0 .0000 -0.0047 -0.0061 -0.0011 -0.0006 -0.0065 -0.0052 0.0004 -0.0144 
612 = 1.00 0.0000 0.0089 0.0083 0.0078 0.0054 0.0074 0.0062 0.0065 0.0113 
;).j.j=o.(in n.no.'io n.oo.-.：', n.nnii (i.m)厂)丨 （").()o:5fi (1.0(1:57 丨).ooii ' n.ooon n.noT-i 
/；3._,=().70 ().00.18 IJ.0(J78 ().(j(jrj!) ().()()73 D.OO IG (l.dU'/J i).1)1)77 ().(KI71 ().0113 
6.12=0.80 ().0()'27 ().()()7G ().()()(i7 ().()()(iS) O.OOGl ().f)(lW> (UKJ7丨 O.OOS � 0.0112 
653 = 1.00 a . 0 0 0 0 -().()()05 0.0019 -0.0019 -0.0002 0.0027 -0.0087 -0.0013 -().0()G2 
663 二0.20 0.0144 0.0111 0.0014 0.0096 0.0013 0.0018 0.0105 0.0114 0.0111 
673 =0.30 0.0130 0.0107 0.0014 0.0091 0.0008 0.0017 0.0098 0.0100 0.0106 
683 =0.40 0.0113 0.0067 0.0020 0.0060 0.0015 0.0025 0.0056 0.0077 0.0067 
/7=0.50 0.0000 0.0032 0.0015 0.0056 O.OOlo 0.0013 0.0101 0.0000 0.0104 
Ai=1.00 -0.0666 -0.0512 -0.0104 -0.0493 -0.0118 -0.0103 -0.0670 -0.0487 -0.0C74 
A2=2.00 -0.0947 0.0467 -0.0122 0.0267 -0.0019 0.0145 0.0367 -0.0978 0.0188 
A3=3.00 0.0230 0.0417 0.0209 0.0246 0.0060 0.0109 0.0565 0.0202 0.0669 
(?:>2i=0.00 -0.1178 0.0636 -0.0062 0.0503 0.0002 0.0316 0.0381 -0.1057 0.0385 
031=0.00 -0.0156 0.0093 0.0191 -0.0017 0.0021 0.0152 0.0096 -0.0105 0.0371 
(fa2=0.00 -0.0022 -0.0106 0.0031 -0.0078 0.0015 -0.0053 -0.0104 -0.0035 -0.0134 
n - 200 
No of cases 
converaged 99 OT ^ 99 M ^ ^ % 96 
True values of 
parameters 
611=0.30 -0.0048 0.0017 -0.0134 0.1811 -0.0076 0.1808 0.0119 -0.0134 0.0101 
621=0.35 0.0067 0.0187 0.0091 0.1250 0.0057 0.1340 0.0269 0.0030 0.0210 
631=0.40 -0.0149 -0.0015 -0.0168 0.1245 -0.0162 0.1355 0.0059 -0.0229 -0.0011 
641=0.45 -0.0153 -0.0014 -0.0170 0.1454 -0.0166 0.1535 0.0118 -0.0236 0.0035 
651=0.50 0.0186 -0.0095 -0.0004 -0.0033 0.0173 0.0002 0.0046 0.0003 0.0096 
6 6 1 = 0 . 5 5 0 . 0089 -0.0001 0 .0103 0 .0083 0 .0090 0 . 0019 0 .0013 0 .0086 -0.0024 
6 7 1 = 0 . 60 0.0178 0.0103 0.0177 0.0173 0.0178 0.0133 0.0149 0.0193 0.0090 
681=0.65 0 .0000 -0.0069 0.0011 0.0010 0.0003 -0.0071 -0.0001 0.0007 -0.0053 
612=1.00 0 .0000 0.0345 0.0216 0.0175 0.0045 0.0363 0.0391 0.0075 0.0447 
622=0.60 0.0014 0.0098 0.0073 0.0059 0.0027 0.0131 0.0130 0.0021 0.0172 
632=0.70 0.0061 0.0178 0.0140 0.0121 0.0079 0.0192 0.0206 0.0082 0.0262 
642=0.80 0.0108 0.0229 0.0190 0.0163 0.0125 0.0251 0.0262 0.0136 0.0321 
653=1.00 0 .0000 0.0469 0.0085 0.0053 0.0007 0.0492 0.0648 0.0013 0.0689 
663 =0.20 -0.0103 -0.0139 -0.0179 -0.0165 -0.0119 -0.0126 -0.0090 -0.0170 -0.0130 
673=0.30 -0.0096 -0.0137 -0.0140 -0.0133 -0.0113 -0.0134 -0.0133 -0.0187 -0.0151 
683=0.40 -0.0026 -0.0046 -0.0061 -0.0084 -0.0042 -0.0010 -0.0003 -0.0109 -0.0040 
r / =0 . 50 0 .0000 -0.0060 -0.0012 -0.0023 -0.0005 -0.0022 -0.0061 -0.0003 -0.0026 
Ai=1.00 -0.0570 0.0190 -0.0016 0.0101 -0.0450 -0.0152 0.0092 -0.0206 0.0280 
A2=2.00 0.0209 -0.0592 -0.0187 -0.1659 0.0124 -0.1183 -0.0360 0.0024 -0.0575 
A3 =3.00 0.0339 -0.1349 -0.0268 -0.0137 0.0271 -0.1546 -0.1778 0.0334 -0.2030 
(?l>2i=0.00 0.0450 0.0107 0.0371 -0.1625 0.0449 -0.1754 0.0029 0.0519 0.0388 
(/b31=0.00 0.0283 0.0259 0.0367 0.0430 0.0304 0.0082 -0.0022 0.0563 0.0704 
032=0.00 -0.0498 -0.0171 | -0.0353 -0.0452 丨-0.0483 -0.0295 -0.0172 -0.0526 -0.0161 
Remarks: The values in boldface are fixed 
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Table B.8: Simulation result - Bias 
Design H Factor loadings = B2 Factor correlation = $ 2 Ai = 1 A2 = 2 A3 = 0 
Constraints “ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
71 = 2000 
No of cases 
converaged 100 99 98 100 100 100 100 100 99 
True value of 
parameters 
611=0.30 0.0793 0.1144 -0.0036 0.1190 -0.0037 0.1042 0.1208 0.0872 0.1787 
621=0.35 0.0579 0.0869 0.0116 0.0909 0.0060 0.0805 0.1099 0.0652 0.1383 
631=0.40 0.0647 0.0997 0.0115 0.1066 0.0045 0.0922 0.1283 0.0733 0.1616 
641=0.45 0.0763 0.1163 0.0152 0.1252 0.0061 0.1064 0.1473 0.0865 0.1870 
651=0.50 0.0087 0.0105 0.0016 0.0273 -0.0091 0.0062 0.0386 0.0100 0.0659 
661=0.55 -0.0085 -0.0134 0.0007 -0.0134 0.0014 -0.0018 -0.0174 -0.0093 -0.0095 
6 7 1 = 0 . 60 0.0008 -0.0028 0.0005 -0.0004 0.0002 -0.0015 -0.0051 0.0009 0.0042 
681=0.65 0 .0000 -0.0021 0.0017 0.0029 0.0001 0.0019 0.0024 0.0005 0.0117 
612=1.00 0.0000 0.0133 0.0107 0.0123 0.0062 0.0170 0.0314 0.0084 0.0377 
-n.oi 11 -an:):)" -o.oni -od.vjT -o noin -n.ni'd", -o.nnod -n.oii'. 
6:i.2=().7() -0.01 11 -0.0271) -(J.01 l:i -0.0101 -IJ.Ol)：)!) -O.O'J.'is -(),i)7(i.s -U.()l_':< -l).(Jl<J7 
/) 12=0.80 -0.0182 -().()：'. 10 -O.OJSJ -(U).l!)._) -().()()(； 1 -().028:J -0.087.", -0.0158 -0.(J5Sfi 
6c,j = i.(J() 0.0000 0.0088 -0.002-1 -0.1K)53 -O.OOO-l 0.0052 0.01-11 -().()013 0.0241 
663 =0.20 0.0182 0.0379 0.0216 0.0501 0.0052 0.0290 0.0767 0.0230 0.0625 
673=0.30 0.0175 0.0420 0.0321 0.0546 0.0125 0.0394 0.0849 0.0234 0.0701 
()83=0.-10 0.0220 0.0509 0.0372 0.0G31 0.0118 0.01-10 0.0919 0.0288 0.0786 
77=0.50 ‘ 0.0000 0.0036 -0.0055 0.0015 -0.002S -0.005.1 -O.OO.IS 0.0021 -0.0032 
Ai=l . ( )0 0.0550 0.1119 0.0727 0.1433 0.0327 0.1014 0.2374 0.QG02 0.1988 
A2=2.00 -0.1085 -0.2044 -0.0382 -0.2275 -0.0178 -0.1712 -0.2695 -0.1381 -0.3190 
A3=0.00 -0.0444 -0.0965 -0.0483 -0.1359 -0.0116 -0.0755 -0.2037 -0.0523 -0.1937 
(?!)2I=0.00 -0.0688 -0.0898 0.0159 -0.0837 0.0069 -0.0852 -0.0599 -0.0802 -0.1207 
9^31=0.00 -0.0078 -0.0244 -0.0124 -0.0510 0.0126 -0.0226 -0.0913 -0.0136 -0.0958 
032=0.00 -0.0050 -0.0059 -0.0096 -0.0019 -0.0090 | -0.0047 -0.0171 | 0.0017 -0.0074 
n = 200 
No of cases 
converaged 96 93 92 94 93 90 91 96 91 
True values of 
parameters 
611=0.30 0.0332 -0.0045 0.0171 0.1723 0.0588 0.2134 -0.0368 0.0333 -0.0210 
621=0.35 0.0444 0.0287 0.0420 0.1294 0.0621 0.15S9 0.0162 0.0518 0.0595 
631=0.40 0.0233 0.0079 0.0213 0.1185 0.0444 0.1737 -0.0110 0.0230 0.0451 
641=0.45 0.0703 0.0413 0.0530 0.1419 0.0597 0.1951 0.0229 0.0581 0.0653 
6 5 1 = 0 . 50 -0.0215 0.0999 0.0804 0.0569 0.0356 0.0531 0.0453 0.0228 0.0840 
661=0.55 0.0167 -0.0174 -0.0120 -0.0004 0.0479 -0.0151 -0.0016 0.0142 0.0439 
6 7 1 = 0 . 60 0.0455 0.0239 0.0329 0.0146 0.0549 0.0194 0.0469 0.0547 0.0773 
681=0.65 0.0000 0.0004 -0.0008 0.0006 0.0001 -0.0052 0.0086 0.0003 0.0187 
612=1.00 0.0000 0.0408 0.0225 0.0183 0.0044 0.0408 0.0484 0.0076 0.0580 
622=0.60 -0.0603 -0.0314 -0.0460 -0.0391 -0.0578 -0.0516 -0.0161 -0.0588 -0.0520 
632=0.70 -0.0487 -0.0183 -0.0293 -0.0202 -0.0454 -0.0380 0.0025 -0.0384 -0.0441 
6 4 2 = 0 .80 -0.0874 -0.0443 -0.0546 -0.0422 -0.0551 -0.0762 -0.0257 -0.0709 -0.0531 
653 = 1.00 0.0000 0.0287 0.0095 0.0055 0.0009 0.0248 0.0437 0.0016 0.0573 
663 =0.20 -0.0025 -0.0137 -0.0037 -0.0017 -0.0592 0.0451 -0.0046 0.0080 -0.0337 
673=0.30 -0.0217 -0.0407 -0.0288 -0.0137 -0.0491 0.0281 -0.0362 -0.0110 -0.0484 
683 =0.40 0.0360 0.0135 0.0235 0.0176 0.0298 0.0654 0.0134 0.0494 0.0320 
r / =0 . 50 0.0000 -0.0073 -0.0033 -0.0039 -0.0037 -0.0022 -0.0193 -0.0007 -0.0155 
Ai=1 .00 0.1534 0.1437 0.1443 0.0995 0.1383 0.2035 0.1333 0.2113 0.1557 
A2=2.00 -0.1232 -0.1135 -0.1199 -0.3064 -0.1471 -0.4265 -0.0698 -0.1302 -0.1132 
A3=0.00 -0.1180 -0.1996 -0.1909 -0.1299 -0.1541 -0.2169 -0.1496 -0.2044 -0.1953 
如 1 = 0 . 0 0 0.0365 0.0488 0.0246 -0.1345 0.0007 -0.1412 0.0504 0 . 0550 0.0473 
<f>3i=0.00 0.0535 -0.0434 -0.0234 -0.0038 -0.0024 -0.0539 -0.0132 -0.0051 -0.0442 
</>32=0.00 -0.0614 -0.0565 -0.0470 -0.0311 -0.0446 -0.0297 -0.0416 -0.0706 -0.0570 
Remarks: The values in boldface are fixed 
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Table C.l: Simulation result - RMSE 
Design A Factor loadings = B l Factor correlation = 4>1 Ai = 1 A2 = 2 A3 = 3 
Constraints— Exact [ l a | l b [ 2a [ 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged ^ 97 ^ 94 100 92 ^ 95 99 
True value of 
parameters 
611 =0.65 0.0612 0.0697 0.0659 0.0657 0.0620 0.0699 0.0704 0.0636 0.0618 
621=0.70 0.0449 0.0518 0.0491 0.0489 0.0458 0.0522 0.0520 0.0461 0.0441 
631=0.75 0.0500 0.0570 0.0537 0.0538 0.0506 0.0570 0.0577 0.0517 0.0492 
641=0 .80 0.0564 0.0638 0.0606 0.0592 0.0570 0.0643 0.0645 0.0580 0.0561 
651=0.85 0.0620 0.0931 0.0845 0.0811 0.0660 0.0951 0.0954 0.0676 0.0925 
B6I=0.90 0.0231 0.0371 0.0324 0.0310 0.0248 0.0375 0.0381 0.0268 0.0366 
6 7 1 = 0 . 9 5 0.0280 0.0452 0.0398 0.0382 0.0306 0.0458 0.0464 0.0324 0.0447 
681=1.00 0.0000 0.0404 0.0314 0.0281 0.0092 0.0410 0.0424 0.0153 0.0401 
612 = 1 .00 0 .0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0258 
/>.2.j=().r)n n.ni')：? 0.0201 n.on)；^  0.0202 n.oinr, n.oior n.o-jor o.oion n.n-Ji^  
/々 ,.」：•.71) O.OliKi (UOJl (urjliu 0.021)1 l).(J]!)7 U.OL'Ul U.U'JDU D.irJlJ-J (U).」.」7 
612=0.80 0.()2()2 O.O'JOl 0.021)7 ().()-2()l O.Ol'OT ().()_'；5() 0.()-'()2 O.O.TjG 
(^M 二丄.()(） 0 .0000 0.031-1 0.0231 U.()2()7 U.0U68 0.0318 0.0332 0.0113 0.1)372 
663 =0.20 0.0299 0.0291 0.0293 0.0295 0.0297 0.0295 0.0293 0.0302 0.0293 
/)73 =0.30 0.0298 0.0292 0.0289 0.0295 0.0295 0.0291 0.0297 0.0297 0.0295 
683=0.40 一 1).0284 0.0275 0.0275 0.0277 0.0281 0.0279 0.0280 0.0277 0.0287 
77=0.50" 0.0000 0.1079 0.0200 0.147-1 0.0274 0.021-1 0.2011 0.0059 0.1997 
Ai=1.0() 0.1025 0.1563 0.1073 0.1838 0.1077 0.10(57 0.2412 0.1051 0.2395 
A2=2.00 0.1111 0.1232 0.1138 0.1267 0.1116 0.1175 0.1355 0.1137 0.1331 
A3=3.00 0.0911 0.2074 0.1731 0.1650 0.1073 0.2067 0.2120 0.1222 0.2246 
<?^21=0.50 0.0733 0.0872 0.0819 0.0808 0.0753 0.0877 0.0878 0.0772 0.0716 
(/)3I=0.50 0.0994 0.1548 0.1386 0.1340 0.1063 0.1552 0.1566 0.1087 0.1587 
032 =0-00 0.0401 0.0392 0.0391 0.0396 0.0396 0.0389 0.0394 0.0402 0.0501 
n = 200 
No of cases 
converaged 97 96 ^ ^ ^ 99 97 ^ 98 
TYue values of 
parameters 
6n=0.65 0.2192 0.2303 0.2146 0.2165 0.2299 0.2849 0.2331 0.2177 0.2912 
621=0.70 0.1608 0.1675 0.1566 0.1621 0.1645 0.2006 0.1742 0.1614 0.2008 
6 3 1 = 0 .75 0.1800 0.1871 0.1760 0.1792 0.1821 0.2197 0.1950 0.1795 0.2136 
6-11=0.80 0.2139 0.2196 0.2085 0.2129 0.2171 0.2451 0.2297 0.2124 0.2425 
6 5 1 = 0 .85 0.2644 0.2654 0.2592 0.2634 0.2641 0.2972 0.2833 0.2623 0.3734 
661=0.90 0.0925 0.1136 0.0942 0.0919 0.0922 0.1178 0.1243 0.0925 0.1305 
671=0.95 0.0874 0.1146 0.0908 0.0927 0.0877 0.1260 0.1389 0.0878 0.1453 
681=1.00 0.0000 0.0958 0.0338 0.0225 0.0039 0.1034 0.1342 0.0076 0.1402 
612=1.00 0.0000 0.0288 0.0156 0.0125 0.0029 0.0301 0.0362 0.0053 0.1003 
622=0 .60 0.0652 0.0662 0.0637 0.0671 0.0652 0.0656 0.0672 0.0652 0.0829 
632=0.70 0.0674 0.0683 0.0654 0.0677 0.0669 0.0679 0.0719 0.0671 0.0881 
642=0.80 0.0693 0.0717 0.0668 0.0703 0.0698 0.0707 0.0745 0.0696 0.0951 
653=1.00 0.0000 0.0974 0.0280 0.0194 0.0033 0.1097 0.1652 0.0064 0.1708 
653=0.20 0.1072 0.1179 0.1034 0.1104 0.1068 0.1172 0.1265 0.1070 0.1257 
673=0.30 0.1016 0.1100 0.0964 0.1059 0.1006 0.1108 0.1268 0.1010 0.1167 
683=0.40 0.0980 0.1081 0.0945 0.0985 0.0973 0.1103 0.1310 0.0973 0.1192 
r /=0.50 0.0000 0.0732 0.0128 0.1095 0.0130 0.0110 0.2409 0.0026 0.2399 
Ai=1.00 0.5477 0.4249 0.4389 0.5429 0.5410 0.4173 0.4826 0.5386 0.4778 
A2=2.00 0.4497 0.4571 0.4314 0.4494 0.4776 0.4534 0.4771 0.4477 0.4539 
A3=3.00 0.5951 0.5395 0.4701 0.5910 0.5902 0.5357 0.6361 0.5855 0.8336 
<A21=0.50 0.2626 0.2716 0.2520 0.2629 0.2757 0.3309 0.2989 0.2631 0.3298 
(/>31=0.50 0.3840 0.4295 0.3844 0.3820 0.3820 0.4540 0.4910 0.3826 0.5691 
</)32=000 0.1829 0.1559 0.1600 0.1730 0.2451 0.2315 0.1559 0.1788 0.2654 
Remarks: The values in boldface are fixed 
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Table C.2: Simulation result - RMSE 
Design B Factor loadings = B l Factor correlation = f>l Ai = 1 A2 = 2 A3 = 0 
Cons t ra i n t s~ Exact [ l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
True value of 
parameters 
fen =0.65 0.0849 0.1124 0.0917 0.0875 0.0859 0.1105 0.1383 0.0875 0.1264 
621=0.70 0.0486 0.1102 0.0580 0.0581 0.0501 0.1053 0.1270 0.0496 0.1238 
631=0.75 0.0525 0.1190 0.0636 0.0723 0.0519 0.1077 0.1402 0.0549 0.1345 
6^1=0.80 0.0611 0.1191 0.0659 0.0731 0.0574 0.1067 0.1447 0.0615 0.1357 
651=0.85 0.1422 0.1473 0.1316 0.1351 0.1289 0.1384 0.1553 0.1349 0.1757 
661=0.90 0.0497 0.0781 0.0545 0.0541 0.0445 0.0749 0.0897 0.0495 0.1025 
671=0.95 0.0381 0.0668 0.0434 0.0384 0.0313 0.0648 0.0795 0.0385 0.0879 
681=1.00 0.0000 0.0630 0.0316 0.0253 0.0058 0.0607 0.0760 0.0104 0.0805 
bi2 = 1.00 0.0000 0.0011 0.0000 0.0000 0.0000 0.0008 0.0050 0.0000 0.0510 
J=n.fin om in o,i;i(v_' n.()n‘—n.nnTS (i.nr.so n.i'ji'i n 1 i7« o n mo n.i -,2n 
/):i2=l).7() O.D；'.；').') 0.1 :Ui.') D.Uli.jU O.OS-JT l).U.')(i2 D.lls'l l).l(ilil) D.Ol.ll D.lG'/i 
/�2=().8() ().()：'.().') O.l；'. I I ().()',(；2 U.()7(;:i ().() 1')!) 0.1 ir.J O.IGI：) ().()：{79 O.lGTl 
653 = 1.00 0.0000 0.1)550 0.0283 ().023G O.OOoG 【).()51!J 0.0701 0.0097 0.0756 
663=0.20 0.1123 0.149G 0.1195 0.1229 0.1128 0.1417 0.1614 0.1135 0.1732 
673=0.30 0.1059 0.1453 0.1148 0.1163 0.1078 0.1369 0.1575 0.1079 0.1659 
683=0.W 0.0895 0,1137 0.1075 0.1100 0.0991 0.13.1(5 0.1570 0.0913 0.1610 
7-/=().5()" 0.0000 0.124G 0.0337 0.1 IGO 0.0357 0.0311 0.1841 0.0078 0.1820 
Ai = l.QO 0.0886 0.2333 0.1270 0.2142 0.1314 0.1021 0.3019 0.1036 0.3007 
A2=2.00 0.0636 0.0865 0.0635 0.0787 0.0614 0.0712 0.1924 0.0634 0.1906 
A3=0.00 0.2067 0.2685 0.2311 0.2555 0.2382 0.2488 0.2853 0.2138 0.3198 
•？^21=0.50 0.1218 0.1854 0.1495 0.1457 0.1450 0.1816 0.2001 0.1358 0.1592 
(/)31=0.50 0.2213 0.2364 0.2150 0.2222 0.2091 0.2245 0.2459 0.2171 0.2637 
(/>32=0.00 0.0500 0.0793 0.0611 0.0639 0.0645 0.0767 0.0816 0.0565 0.0827 
n = 200 
No of cases 
converaged 99 100 100 99 98 ^ 95 100 100 
True values of 
parameters 
611=0.65 0.2389 0.2997 0.2792 0.3088 0.2475 0.3234 0.3687 0.2657 0.3043 
621=0.70 0.2041 0.2570 0.2349 0.2283 0.2125 0.2633 0.3068 0.2228 0.2304 
6 3 1 = 0 . 7 5 0.1943 0.2561 0.2180 0.23G0 0.1973 0.2494 0.3080 0.2241 0.2276 
641=0.80 0.2517 0.2905 0.2965 0.3075 0.2743 0.3235 0.3598 0.2824 0.3038 
6 5 1 = 0 . 85 0.4257 0.3035 0.2642 0.3075 0.3979 0.2874 0.3635 0.4171 0.4197 
661=0.90 0.0972 0.1252 0.1009 0.1283 0.0977 0.1270 0.1505 0.1006 0.1744 
6 7 1 = 0 . 95 0.1052 0.1384 0.1060 0.1514 0.1039 0.1431 0.1467 0.1060 0.1746 
681=1.00 0 .0000 0.0730 0.0172 0.0109 0.0020 0.0787 0.1155 0.0038 0.1422 
6 1 2 = 1 . 0 0 0 . 0 0 0 0 0.0345 0 . 0 1 1 1 0.0090 0.0017 0.0369 0.0955 0.0031 0 . 1 0 6 6 
622=0.60 0.1724 0.2363 0.2078 0.1891 0.1881 0.2274 0.2750 0.2136 0.1950 
632=0.70 0.1529 0.2379 0.1817 0.1859 0.1675 0.1984 0.2547 0.2079 0.1712 
642=0.80 0.1581 0.2119 0.2132 0.2158 0.1996 0.2171 0.2735 0.2287 0.2032 
653=1.00 0 .0000 0.0965 0.0328 0.0245 0.0042 0.1017 0.1444 0.0082 0.1700 ‘ 
663 =0.20 0.2026 0.2331 0.2110 0.2246 0.2022 0.2459 0.2684 0.2125 0.2553 
673=0.30 0.2107 0.2551 0.2179 0.2555 0.2087 0.2678 0.2859 0.2155 0.2629 
683=0.40 0.1768 0.2194 0.1880 0.1952 0.1803 0.2329 0.2541 0.1897 0.2421 
r / =0 . 50 0 .0000 0.1160 0.0188 0.1485 0.0195 0.0164 0.2547 0.0039 0.2787 
A i=1 .00 0.2726 0.3486 0.2947 0.3291 0.2854 0.3087 0.5613 0.2822 0.4147 
A2=2.00 0.3377 0.4651 0.4308 0.4906 0.3456 0.4612 0.4976 0.4361 0.4236 
A3=0.00 0.5820 0.5186 0.5122 0.4979 0.5676 0.4989 0.6479 0.5723 0.4997 
(JI>21=0.50 0.3128 0.3813 0.3475 0.3606 0.3261 0.4188 0.4227 0.3119 0.4291 
()!>31=0.50 0.5682 0.4917 0.4279 0.4559 0.5429 0.4430 0.5622 0.5597 0.6102 
032 =0.00 0.2057 0.2253 0.2061 0.2005 0.2089 0.2344 0.3633 0.1987 0.2255 
Remarks: The values in boldface are fixed 
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Table C.3: Simulation result - RMSE 
Design C Factor loadings = B l Factor correlation = ^>2 Ai = 1 A2 = 2 A3 = 3 
— Cons t ra in ts~ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 92 99 100 100 100 100 
True value of 
parameters 
611=0.65 0.1692 0.1433 0.1470 0.1662 0.1464 0.1513 0.1679 0.1521 0.1591 
621=0.70 0.1030 0.0864 0.0902 0.1018 0.0895 0.0925 0.1013 0.0980 0.0985 
631=0.75 0.1193 0.1004 0.1053 0.1199 0.1046 0.1077 0.1181 0.1107 0.1132 
Jmi=0.80 0.1349 0.1152 0.1188 0.1328 0.1202 0.1215 0.1337 0.1264 0.1276 
651=0.85 0.0567 0.0966 0.0762 0.0715 0.0574 0.0965 0.0839 0.0592 0.1076 
661=0.90 0.0236 0.0280 0.0254 0.0248 0.0235 0.0273 0.0263 0.0236 0.0313 
671=0.95 0.0233 0.0309 0.0262 0.0256 0.0235 0.0305 0.0278 0.0237 0.0347 
681=1.00 0.0000 0.0281 0.0166 0.0125 0.0022 0.0301 0.0213 0.0044 0.0367 
612 = 1.00 0.0000 0.0212 0.0169 0.0162 0.0102 0.0207 0.0175 0.0135 0.0281 
0.0178 n.n^n：? n.nior； n.oin.-, no 1x7 0.0201 n.onw n.ninn no 2：'. 5 
D.OKiT O.D'JlJ：'. O.DIO'J D.UllJl IMIIM O.tl'Ji) I 丨 M,丨丨厂） ".1,卜.-> 
/) 12=0.80 0.0172 l).n2.」l ().()_2()!) 0,021 1 0.1)1 H'J D.O'J'JI ().()_—” 1 I).1)202 O.OJTJ 
65:3 =1.00 O.OOUO U.OGIG ().().13o 0.1J38(J O.OHK) 0.0(328 U.OdUU 0.0179 0.0677 
603=0.20 0.0507 0.0305 0.0295 0.027S 0.0273 0.0308 0.0290 0.0276 0.0312 
673=0.30 0.0489 0.0326 0.0306 0.0277 0.0275 0.0332 0.0312 0.0278 0.0333 
683=0.40. 0.0493 0.03G0 0.0323 0.0305 0.0271 0.0370 0.0338 0.0278 0.0372 
77=0.50 0.0000 0.1155 0.025-i 0.1509 0.0262 0.0221 0.0408 0.0055 0.2iG9 
Ai = 1.00 0.113G 0.1099 0.1107 0.1951 0.1172 0.1 MO 0.1208 0.1121 0.2649 
A2=2.00 0.1752 0.1619 0.1406 0.1822 0.1364 0.1601 0.1786 0.1575 0.1945 
A3=3.00 0.1136 0.2410 0.1914 0.1731 0.1202 0.2390 0.2112 0.1298 0.2945 
(?!)2I=0.00 0.1594 0.1390 0.1577 0.1550 0.1581 0.1465 0.1576 0.1535 0.1571 
(/)3i=0.00 0.0697 0.1318 0.1039 0.0943 0.0722 0.1236 0.1155 0.0762 0.1545 
如 2 = 0 . 0 0 0.0445 0.0730 | 0.0551 0.0535 0.0428 0.0696 0.0660 0.0442 0.0707 
n = 200 
No of cases 
converaged ^ 94 99 100 99 100 99 ^ 99 
True values of 
parameters 
611 =0.65 0.2678 0.3003 0.2712 0.3388 0.2695 0.3772 0.3783 0.2965 0.4269 
621=0.70 0.1835 0.2210 0.1927 0.2344 0.1875 0.2561 0.26G3 0.2148 0.2887 
631=0.75 0.2019 0.2380 0.2071 0.2535 0.2028 0.2828 0.2927 0.2345 0.3179 
6 4 1 = 0 .80 0.2318 0.2581 0.2347 0.2754 0.2315 0.3155 0.3199 0.2643 0.3539 
6 5 1 = 0 .85 0.2707 0.3386 0.2777 0.2749 0.2705 0.3353 0.3955 0.3827 0.4158 
661=0.90 0.0940 0.1077 0.0957 0.0958 0.0943 0.1068 0.1235 0.1087 0.1232 
671=0.95 0.0876 0.1077 0.0903 0.0893 0.0877 0.1130 0.1352 0.0881 0.1368 
681 = 1.00 0 .0000 0.0599 0.0175 0.0126 0.0021 0.0719 0.1067 0.0048 0.1126 
612=1.00 0 .0000 0.0587 0.0372 0.0313 0.0078 0.0587 0.0674 0.0140 0.0954 
622=0.60 0.0637 0.0678 0.0639 0.0641 0.0642 0.0647 0.0690 0.1512 0.0772 
632=0.70 0.0664 0.0741 0.0647 0.0656 0.0655 0.0665 0.0738 0.1275 0.0828 
642=0.80 0.0637 0.0806 0.0643 0.0683 0.0633 0.0708 0.0805 0.1264 0.0948 
653=100 0 .0000 0.1260 0.0361 0.0263 0.0041 0.1316 0.1903 0.0083 0.1852 ‘ 
663=0.20 0.1331 0.2174 0.1348 0.1415 0.1329 0.1520 0.2175 0.1751 0.2204 
673=0.30 0.1293 0.1996 0.1313 0.1368 0.1295 0.1506 0.2025 0.1759 0.2053 
683=0.40 0.1195 0.2047 0.1205 0.1266 0.1192 0.1466 0.2082 0.1779 0.2120 
77=0.50 0 .0000 0.0539 0.0096 0.0753 0.0098 0.0080 0.1546 0.0085 0.1539 
>1=1.00 0.6968 0.6806 0.6630 0.6893 0.6913 0.5379 0.6693 0.7427 0.6600 
A2=2.00 0.4377 0.4034 0.4354 0.5013 0.4348 0.5986 0.4457 0.4360 0.5304 
A3 =3.00 0.7653 0.7655 0.7626 0.7578 0.7621 0.8290 0.9090 1.1917 0.9922 
(/.2i=0.00 0.3272 0.3107 0.3248 0.3235 0.3289 0.3079 0.2993 0.3463 0.3578 
031=0.00 0.3286 0.3794 0.3351 0.3363 0.3283 0.3696 0.4015 0.3370 0.4391 
032=000 0.1716 0.1946 0.1679 0.1800 0.1708 0.2265 0.3009 0.1901 0.4393 
Remarks: The values in boldface are fixed 
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Table C.4: Simulation result - RMSE 
Design D Factor loadings = B l Factor correlation = j>2 Ai = 1 A2 = 2 A3 = 0 
—Cons t ra in ts~ Exact | l a [ l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 99 100 100 99 100 100 100 
True value of 
parameters 
fell =0.65 0.1618 0.1168 0.1428 0.1412 0.1391 0.1074 0.1071 0.1386 0.1490 
621=0.70 0.0995 0.0677 0.0829 0.0845 0.0816 0.0630 0.0631 0.0816 0.0890 
631=0.75 0.1159 0.0795 0.0955 0.0994 0.0950 0.0719 0.0744 0.0970 0.1069 
641=0 .80 0 .1314 0 .0910 0 .1130 0 .1103 0.1094 0 .0824 0 .0817 0 .1075 0 .1222 
651=0.85 0.0719 0.1127 0.1013 0.1000 0.0729 0.1120 0.1174 0.0969 0.1181 
661=0.90 0.0209 0.0225 0.0331 0.0357 0.0203 0.0227 0.0236 0.0372 0.0323 
671=0.95 0.0160 0.0301 0.0193 0.0197 0.0160 0.0299 0.0335 0.0200 0.0410 
681 = 1.00 0.0000 0.0376 0.0123 0.0100 0.0021 0.0369 0.0430 0.0035 0.0544 
612 = 1.00 0.0000 0.0213 0.0171 0.0170 0.0112 0.0221 0.0225 0.0144 0.0370 
=n.(in o.niva 0.021 1 o.oioi n.mni n o 170 o.ni'i 1 fi.02'27 0 (vj^r； 
-- I 
(J.OUi：) U.d'il 1 ().()l!)l) (Mils.、 D.UITT II.OJIT (J.n_'_'U l).Ul!)l lUi:;l!, 
(J.OKil O.O'iJ：'. 0.011)：', D.OI!).', 0.017S (1.1)22.') O.Dl'：'..') 0.0 !)•_> (>.(Ki(i!J 
65it = l-()() O.OOOO 0.0889 0.0136 0.0319 U.OOTl t).()'J()'J 0.1131 0.0136 U.110.1 
6(33=0.20 0.0911 0.0978 0.1033 0.1013 0.0919 0.0893 0.0870 0.1074 0.0866 
/；73 =0.30 0.1014 0.0996 0.1013 0.1021 0.0980 0.0912 0.0898 0.104 4 0.0895 
683=0.40^ 0.1101 0.1079 0.1081 0.1092 0.10(58 0.1009 0.1018 0.1100 0.1012 
；7=().5() 0.0000 0.1113 0.0330 0.1300 0.033G 0.0298 (J.lGoT 0.0077 0.1656 
Ai=1.00 0.0441 0.1188 0.0492 0.13G3 0.0500 0.0190 0.1752 0.0405 0.1750 
A2=2.00 0.1776 0.1285 0.1419 0.1474 0.1383 0.1124 0.1360 0.1403 0.1287 
A3=0.00 0.1024 0.1471 0.1240 0.1209 0.0991 0.1441 0.1594 0.1201 0.1470 
(?i2i=0.00 0.1515 0.1319 0.1552 0.1496 0.1519 0.1221 0.1192 0.1472 0.1436 
031=0.00 0.1322 0.1743 0.1651 0.1646 0.1336 0.1742 0.1778 0.1605 0.1851 
(^ 32 =0.00 0.0769 0.0683 0.0711 0.0590 0.0689 0.0681 0.0724 0.0591 0.0730 
n = 200 
No of cases 
converaged 97 94 98 98 97 96 95 93 95 
True values of 
parameters 
6ii=0.65 0.3472 0.3126 0.2901 0.4407 0.2912 0.4785 0.5077 0.4242 0.3990 
621=0.70 0.2181 0.2604 0.2648 0.2707 0.2129 0.2700 0.2922 0.2507 0.2471 
<>31=0.75 0.2456 0.2920 0.3174 0.3050 0.2214 0.3129 0.3488 0.2745 0.2852 
641=0 .80 0.2587 0.2957 0.2512 0.3338 0.2370 0.3337 0.3653 0.3025 0.3129 
651=0 .85 0.3183 0.2527 0.2961 0.2896 0.2826 0.3137 0.2735 0.2509 0.2672 
661=0.90 0.4719 0.1672 0.1803 0.1796 0.2005 0.1826 0.1347 0.2044 0.1521 
671=0.95 0.3500 0.1159 0.1338 0.1518 0.1482 0.1486 0.1465 0.1312 0.1410 
681 = 1.00 0.0000 0.0499 0.0120 0.0088 0.0015 0.0497 0.0765 0.0031 0.1046 
612 = 1.00 0.0000 0.0626 0.0397 0.0307 0.0081 0.0651 0.0768 0.0145 0.0994 
622=0 .60 0.1832 0.2919 0.2434 0.1168 0.1892 0.1220 0.1713 0.1937 0.1203 
632=0.70 0.1605 0.3055 0.2485 0.2363 0.1625 0.1178 0.1808 0.1657 0.1256 
642=0.80 0.1742 0.2901 0.2005 0.1430 0.1776 0.1431 0.1702 0.1813 0.1489 ^ 
653=100 0.0000 0.1274 0.0298 0.0215 0.0037 0.1347 0.2025 0.0073 0.2065 ‘ 
663=0.20 0.5607 0.3222 0.3060 0.2961 0.3041 0.3306 0.3161 0.3108 0.2894 
673=0.30 0.4382 0.3161 0.3099 0.3076 0.2956 0.3249 0.3382 0.3043 0.2919 
&83 =0.40 0.2596 0.3159 0.2837 0.2659 0.2561 0.3147 0.3227 0.2594 0.2939 
r /=0.50 0.0000 0.0631 0.0126 0.1006 0.0115 0.0108 0.1882 0.0024 0.1789 
Ai=1.00 0.2584 0.4067 0.3165 0.3168 0.3005 0.3243 0.3799 0.3024 0.3679 
A2=2.00 0.5779 0.5058 0.3859 0.6547 0.4073 0.6199 0.6605 0.7137 0.5515 
A3=0.00 0.4461 0.5581 0.4793 0.4686 0.4660 0.4882 0.4859 0.4576 0.4840 
<^21=0.00 0.3044 0.3734 0.3446 0.3355 0.3397 0.3393 0.3454 0.3481 0.3749 
(/)31=0.00 0.4530 0.3691 0.3566 0.3610 0.3532 0.3720 0.3375 0.3447 0.4105 
(^32=000 0.1818 0.2706 0.2210 0.2327 0.2074 0.2373 0.2437 0.2161 0.3363 
Remarks: The values in boldface are fixed 
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Table C.5: Simulation result - RMSE 
Design E Factor loadings = B2 Factor correlation = j>l Ai = 1 A2 = 2 A3 = 3 
—Cons t ra in ts~ Exact | l a | l b | 2a [ 2b | 2c [ 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 96 87 100 94 100 89 89 93 94 
True value of 
parameters 
611=0.30 0.0578 0.0645 0.0611 0.0606 0.0573 0.0590 0.0670 0.0596 0.0586 
621=0.35 0.0441 0.0499 0.0474 0.0473 0.0440 0.0487 0.0517 0.0456 0.0429 
631=0.40 0.0485 0.0520 0.0508 0.0509 0.0479 0.0508 0.0550 0.0488 0.0462 
641=0.45 0.0539 0.0604 0.0572 0.0560 0.0531 0.0569 0.0631 0.0553 0.0517 
651=0.50 0.0718 0.0963 0.0882 0.0865 0.0733 0.0979 0.1011 0.0762 0.0944 
661=0.55 0.0245 0.0415 0.0354 0.0323 0.0266 0.0416 0.0434 0.0289 0.0414 
671=0.60 0.0329 0.0505 0.0441 0.0423 0.0346 0.0503 0.0530 0.0356 0.0495 
681=0.65 0.0000 0.0442 0.0326 0.0269 0.0087 0.0446 0.0461 0.0154 0.0437 
/)i2=i.oo 0 . 0 0 0 0 o.nono o.oooo n.oono n.noon o.nnnn o.oooo . n.oooo 0.0281 
/)v,=o.fif) D.nins； n.n-212 0.0 0.020-^  o.nin：) no 107 n.o-jns o.nior n n-2'27 
-- i I 
/,.,•_,=().70 i).i)2()(,i 丨 ( i . i i _ n ) , N i,.i).」i" ().t丨:Ja、 tur_、n 丨 | ".u-j.」._; 丨丨力二‘⑴ o.u'J：；：； 
/m2=0.8() 0.02 K) ().()'_>:57 U.(r2r)丨>.()-_)2丨（U).」WJ (i.OlM.l ().U:2(il 
= 0.0000 U.();5;J5 ().02.11 ().(J2()0 O.DOGl U.03IG 0.0372 0.0113 O.UIOI 
663=0.20 0.0307 0.0304 0.0296 0.0305 0.0302 0.0306 0.0317 0.0310 0.0300 
/)73 =0.30 0.032-1 0.031-1 0.0312 0.0319 0.032 1 0.0321 0.0332 0.032-1 0.0317 
683=0,10’. 0.0318 0.0297 0.0302 0.0310 0.0315 0.0318 0.0320 0.0320 0.0305 
77=0.50 0.0000 0.1184 0.036-1 0.1411 0.0380 0.0323 0.1625 O.OOSS 0.165S 
Ai=1.00 0.1643 0.2450 0.1741 0.2745 0.1750 0.1791 0.3199 0.1G97 0.3160 
A 2 = 2 . 0 0 0.0962 0 .1264 0 .1002 0 .1307 0 .0982 0 .1003 0 .1416 0 .0985 0.1391 
A3=3.00 0.0869 0.2080 0.1741 0.1636 0.1054 0.2122 0.2224 0.1204 0.2366 
(?!.21=0.50 0.0794 0.0980 0.0895 0.0877 0.0796 0.0949 0.1016 0.0821 0.0804 
031=0.50 0.1279 0.1907 0.1697 0.1623 0.1320 0.1995 0.2047 0.1411 0.2002 
032 =0.00 0.0407 0.0412 0.0399 0.0394 0.0400 0.0382 0.0416 0.0394 0.0496 
n = 200 
No of cases 
converaged M ^ ^ 94 95 94 99 91 98 
True values of 
parameters 
611=0.30 0.2044 0.2210 0.2007 0.2005 0.2039 0.2207 0.2254 0.2063 0.2307 
621=0.35 0.1554 0.177G 0.1577 0.1570 0.1581 0.1776 0.1856 0.1613 0.1682 
631=0 .40 0.1734 0.1959 0.1734 0.1721 0.1734 0.1954 0.2063 0.1749 0.1839 
641=0.45 0.1947 0.2240 0.1973 0.1988 0.1963 0.2207 0.2386 0.1992 0.2250 
651=0 .50 0.2154 0.2418 0.2186 0.3173 0.2179 0.2416 0.4535 0.2164 0.3162 
661=0.55 0.0934 0.1241 0.0966 0.1007 0.0977 0.1182 0.1466 0.0971 0.1448 
6 7 1 = 0 .60 0.0987 0.1313 0.1055 0.1013 0.1023 0.1256 0.1580 0.0989 0.1618 
681=0.65 0.0000 0.1036 0.0315 0.0200 0.0040 0.1016 0.1452 0.0077 0.1474 
612=1.00 0.0000 0.0399 0.0148 0.0111 0.0028 0.0408 0.0470 0.0052 0.1066 
622=0 .60 0.0625 0.0727 0.0634 0.0660 0.0637 0.0730 0.0811 0.0631 0.0909 
632=0.70 0.0695 0.0825 0.0703 0.0833 0.0705 0.0816 0.0954 0.0697 0.1028 
642=0.80 0.0693 0.0805 0.0700 0.0752 0.0694 0.0806 0.0878 0.0683 0.0981 ‘ 
653=1 00 0.0000 0.1076 0.0293 0.0209 0.0033 0.1101 0.1501 0.0067 0.1710 
663=0.20 0.1066 0.1615 0.1098 0.1126 0.1126 0.1654 0.1822 0.1079 0.1759 
673 =0.30 0.1072 0.1463 0.1089 0.1141 0.1081 0.1515 0.1823 0.1029 0.1696 
683=0.40 0.0996 0.1561 0.1003 0.1067 0.1019 0.1634 0.1965 0.0981 0.1807 
r /=0.50 0.0000 0.1121 0.0181 0.1605 0.0183 0.0161 0.2981 0.0037 0.2915 
Ai=1.00 0.8856 0.8427 0.8737 0.9111 0.8948 1.1488 0.9949 0.7439 0.9881 
A2 =2.00 0.4161 0.4310 0.4120 0.4327 0.4191 0.4487 0.4779 0.3633 0.4744 
A3=3.00 0.5853 0.5848 0.5909 0.6823 0.5890 0.8389 0.9443 0.4718 0.8424 
(^21=0.50 0.2725 0.3439 0.2749 0.2823 0.2749 0.3492 0.4647 0.2787 0.5198 
<^31=0.50 0.3730 0.5088 0.4043 0.5223 0.3805 0.5005 0.7509 0.3749 0.7328 
(/»32 =0.00 0.1832 0.1664 0.1731 | 0.2002 0.1819 0.1833 0.1829 0.1772 0.2604 
Remarks: The values in boldface are fixed 
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Table C.6: Simulation result - RMSE 
Design F Factor loadings = B2 Factor correlation = 4>1 Ai = 1 A2 = 2 A3 = 0 
“ C o n s t r a i n t s ~ Exact | l a | l b | 2a | 2b | 2c | 3a [ 3b | 3aR 
n = 2000 
No of cases 
converaged 100 100 100 100 100 100 100 100 100 
TVue value of 
parameters 
611=0.30 0.0673 0.1259 0.0752 0.0758 0.0689 0.0968 0.1968 0.0703 0.1792 
621=0.35 0.0450 0.1184 0.0883 0.0916 0.0560 0.1397 0.1725 0.0515 0.1506 
631=0.40 0.0497 0.1437 0.1301 0.1317 0.0808 0.1765 0.1991 0.0666 0.1790 
641=0.45 0.0514 0.1523 0.1141 0.1176 0.0690 0.1736 0.2163 0.0669 0.1964 
651=0.50 0.1350 0.1573 0.1345 0.1411 0.1325 0.1479 0.1736 0.1393 0.2009 
661=0.55 0.0420 0.0834 0.0511 0.0523 0.0393 0.0795 0.1076 0.0443 0.1111 
6 7 1 = 0 . 6 0 0 .0356 0.0785 0.0424 0.0387 0.0293 0.0752 0.1039 0.0374 0.1063 
681=0 .65 0 . 0 0 0 0 0.0739 0.0311 0.0231 0.0049 0.0740 0.0984 0.0092 0.0995 
612 = 1.00 0 , 0 0 0 0 0.0038 0.0000 0.0000 0.0000 0.0005 0.0105 0.0000 0.0025 
/).,.)二.(1.(;(1 n.n:wr n 1 ：'.!(； n.loin o.ifisc, o.dri'rj (uf;._)fi () h.OIT.、 n.i(;‘_)ri ' -- I I /rcj -I).71) II.I) 11)1 I). Idir, II. I |i;i (I.IM.I n."”、.、 II. JDDI) II.JJI I IUI;_、」 1J.I"71 
/»i_,=:l).8() 0.0 ISO 0.17.!；'. ().1：',：5 1 0.1 111' O.DMIS ".•」•」1 1 r_> O.IKidJ (1.2171 
= O.OOUO 0.0381 0.0318 ().02j!3 0.UU72 U.UGOl D.OSU? O.UllW (J.O'Jl? 
6G3=0.20 0.1022 0.1534 0.1199 0 .1228 0.1().V2 0.150G 0.1800 0.10G3 0.1S58 
/j73 =0.30 0.1018 0.1573 0.1220 0.123 1 0.1068 0.155-1 0.1860 0.1057 0.1891 
/；83=0.-'10 0.0908 O.lGOl 0.1215 0.1225 0.1032 O.IGOS 0.1897 0.0958 0.1903 
77=0.50 0.0000 0.1099 0.0.1.1(5 0.1205 0.0159 0.0126 0.1-lli 0.0118 0.1-113 
A I = 1 . 0 0 0.1631 0.3458 0.2453 0.31S-1 0.2283 0.3000 0.-1295 0.1712 0.-1185 
A2=2 . 00 0.0570 0.2141 0.0675 0.1097 O.OGOO 0.1275 0.3881 0.0624 0.3305 
A 3 = 0 . 0 0 0.2159 0.2911 0.2568 0 .2818 0.2539 0.2763 0.3083 0 .2178 0.3466 
(?I2I=0.50 0.1422 0.2081 0.1743 0 .1716 0.1703 0.2034 0.2401 0.1353 0 .1877 
0 3 1 = 0 . 5 0 0 .2613 0.3055 0.2803 0 .2928 0.2643 0.2988 0.3266 0.2727 0.3414 
(^32 =0-00 0.068 1 0.0904 0.0750 | 0 .0825 0.0876 0.0842 0.0934 0.0632 0.1121 
n = 200 
No of cases 
converaged 95 % M ^ % ^ % 96 96 
True values of 
parameters 
611=0 .30 0 .2786 0.2573 0 .2720 0 .2428 0.2844 0.2821 0.2740 0.2846 0 .2869 
621=0 .35 0.3256 0.2897 0.3172 0.2973 0.3257 0.2850 0.2772 0.3310 0.2796 
631=0 .40 0.2480 0.3229 0.2353 0 .2167 0 .2490 0 .2657 0.3359 0 .2510 0 .2856 
641=0 .45 0.3094 0.2909 0.3008 0 .2927 0 .3058 0.3268 0.3371 0.3087 0 .3346 
651=0 .50 0.2450 0.2443 0.2433 0 .2833 0.2464 0 .3189 0.3629 0.2465 0 .3558 
6(31=0.55 0 .0896 0.1149 0.0852 0 .0973 0.0893 0.1091 0.1446 0.0894 0.1495 
6 7 1 = 0 . 6 0 0 .0987 0.1365 0.0976 0 .1188 0 .0983 0.1312 0.1521 0.0984 0.1568 
681=0.65 0.0000 0.0801 0.0163 0.0112 0.0019 0.0693 0.1295 0.0037 0.1374 
612=1 .00 0 . 0 0 0 0 0.0307 0.0121 0 .0079 0 .0018 0 .0367 0.0451 0 .0033 0.1021 
622=0.60 0.2912 0.2845 0.2672 0.2448 0.2911 0.2697 0.2664 0.2972 0.2725 
632=0.70 0.2137 0.3234 0.1913 0.1753 0.2141 0.2361 0.3157 0.2181 0.2811 
642=0.80 0.2459 0.2331 0.2301 0.2258 0.2420 0.2688 0.3010 0.2472 0.2964 
6 5 3 = 1 00 0.0000 0.0952 0.0344 0.0213 0.0049 0.1034 0.1361 0.0093 0.1637 
663 =0.20 0.1876 0.1921 0.1891 0.1820 0.1878 0.2159 0.2204 0.1903 0.2201 
6 7 3 = 0 .30 0.1989 0.2273 0.2004 0.2161 0.1995 0.2476 0.2488 0.2004 0.2461 
683=0 .40 0 .1830 0 .1863 0 .1823 0 .1765 0 .1838 0.2201 0.2210 0 .1853 0 .2180 
77=0.50 0 .0000 0.1467 0.0230 0.1767 0.0228 0.0202 0.2539 0.0047 0.2468 
Ai=1 .00 0.3892 0.4822 0.4035 0.4460 0.3850 0.4415 0.6515 0.4102 0.6128 
A2=2.00 0.4446 0.3998 0.4302 0.3653 0.4563 0.4557 0.4645 0.4617 0.4676 
A3 =0.00 0.4634 0.4717 0.4769 0.4889 0.4613 0.4976 0.4805 0.4859 0.4900 
(A21=0.50 0.3868 0.4499 0.4040 0.3687 0.3904 0.4354 0.5521 0.3906 0.6129 
如 1 = 0 . 5 0 0.4897 0.5275 0.4689 0.5204 0.4929 0.5222 0.6678 0.4954 0.7451 
<;»32=0.00 0.2246 0.2264 0.2426 0.2329 0.2236 0.2415 0.2135 0.2283 0.2563 
Remarks: The values in boldface are fixed 
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Table C.7: Simulation result - RMSE 
Design G Factor loadings = B2 Factor correlation = $ 2 Ai = 1 A2 = 2 A3 = 3 
Cons t ra i n t s~ Exact | l a | l b | 2a | 2b | 2c | 3a | 3b | 3aR 
n - 2000 
No of cases 
converaged 100 99 99 100 99 100 96 100 96 
True value of 
parameters 
611=0.30 0.1681 0.1486 0.1379 0.1556 0.1362 0.1462 0.1472 0.1631 0.1954 
621=0.35 0.1017 0.0918 0.0860 0.0937 0.0869 0.0888 0.0902 0.0995 0.1240 
631=0.40 0.1186 0.1045 0.1018 0.1072 0.1000 0.1029 0.1037 0.1156 0.1382 
641=0.45 0.1334 0.1242 0.1160 0.1293 0.1138 0.1222 0.1241 0.1305 0.1616 
651=0.50 0.0768 0.1343 0.0959 0.0928 0.0792 0.1340 0.1508 0.0809 0.1739 
661=0.55 0.0307 0.0363 0.0337 0.0327 0.0315 0.0362 0.0366 0.0317 0.0414 
6 7 1 = 0 . 60 0.0293 0.0409 0.0339 0.0329 0.0301 0.0406 0.0459 0.0305 0.0499 
681=0.65 0.0000 0.0407 0.0200 0.0168 0.0027 0.0407 0.0466 0.0056 0.0593 
612 = 1.00 0.0000 0.0173 0.0158 0.0152 0.0102 0.018S 0.0198 . 0.0126 0.0331 
/,._v_>=(uif) 0.0170 0.(.)|、< n.di^ n n."卜s r、.ni、i ci.nis') o.nnrj ru丨丨义、 a(、._)…！ 
/j;j_,=().7l) 11.0171 li.iJl；!：'. " .( I IV, II.I) I：)：； D.DIsl iUM'ir (i.iijiii) (I."卜G "j,_'7‘； 
12 =()•«() ().m,S7 ().()2'27 ".(r_)l(i (U)_」:i-」 O . O ' i l K ； 丨 ( u ) ‘ 」 ⑴ （).ir_)ll ().():i21 
(>53 = 1-00 O.OOOU 0.0G85 U.0-117 ().(J;J<J2 (J.1)09-1 O.OGl：) (J.UTOT 0.0159 U.068G 
；>G3=0.20 0.0312 0.033.1 0.0320 0.0320 0.0310 0.0328 0.0338 0.0310 0.0331 
673=0.30 0.0325 0.0358 0.0339 0.033.1 0.0320 0.0.350 0.035S 0.0322 0.03-lS 
683=0.-10. 0.0350 0.0391 0.()3G8 0.0：569 0.0318 0.0393 0.03!3G 0.0317 0.0；}80 
r/=().50 0.0000 0.1291 0.0377 0.1 MG 0.0383 0.0318 0.1 SG3 0.0088 O.lSGl 
Ai = 1.00 0.1941 0.2883 0.1989 0.3116 0.201G 0.1913 0.3G2G 0.1897 0.3628 
A2=2.()0 0.1753 0.1732 0.1301 0.1941 0.1291 0.1 G04 0.2050 0.1670 0.2175 
A3=3.00 0.1184 0.2702 0.1890 0.1762 0.1260 0.2736 0.2698 0.1317 0.3640 
<^21=0.00 0.1542 0.1491 0.1543 0.1526 0.1530 0.1445 0.1468 0.1530 0.1865 
031=0.00 0.1037 0.1598 0.1422 0.1341 0.1084 0.1602 0.1656 0.1131 0.1912 
(?!)32=0.00 0.0484 0.0595 0.0485 0.0524 0.0416 0.0723 0.0653 0.0529 0.0856 
n = 200 
No of cases 
converaged ^ ^ ^ ^ TO ^ 97 % 96 
True values of 
parameters 
611=0.30 0.2552 0.2516 0.2455 0.3421 0.2543 0.3958 0.2700 0.2571 0.3023 
621=0.35 0.1812 0.1855 0.1790 0.2305 0.1807 0.2720 0.1992 0.1834 0.2175 
631=0.40 0.2051 0.2052 0,2003 0.2489 0.2042 0.2970 0.2137 0.2060 0.2289 
641=0.45 0.2391 0.2238 0.2250 0.2690 0.2382 0.3223 0.2381 0.2405 0.2631 
651=0.50 0.2627 0.3801 0.2852 0.2908 0.2632 0.3534 0.3989 0.2781 0.3750 
661=0.55 0.1088 0.1251 0.1122 0.1084 0.1090 0.1287 0.1349 0.1125 0.1470 
6 7 1 = 0 . 60 0.1135 0.1256 0.1137 0.1189 0.1140 0.1349 0.1499 0.1151 0.1516 
681=0.65 0 .0000 0.0680 0.0170 0.0121 0.0020 0.0748 0.1124 0.0041 0.1286 
612=1.00 0 .0000 0.0560 0.0357 0.0293 0.0075 0.0576 0.0617 0.0128 0.0973 
6 2 2 = 0 .60 0.0629 0.0635 0.0632 0,0630 0.0627 0.0625 0.0643 0.0632 0.0778 
632=0.70 0.0666 0.0671 0.0657 0.0641 0.0661 0.0662 0.0690 0.0665 0.0804 
6 4 2 = 0 .80 0.0716 0.0717 0.0712 0.0714 0.0715 0.0715 0.0733 0.0726 0.0880 
653=1.00 0 .0000 0.1312 0.0365 0.0259 0.0043 0.1377 0.1843 0.0085 0.1912 
663=0.20 0.1365 0.1590 0.1494 0.1426 0.1367 0.1637 0.1619 0.1405 0.1637 
673=0.30 0.1319 0.1637 0.1503 0.1462 0.1322 0.1695 0.1687 0.1367 0.1685 
683 =0.40 0.1254 0.1679 0.1438 0.1412 0.1256 0.1721 0.1701 0.1300 0.1737 
r / =0 . 50 0 .0000 0.0758 0.0140 0.1110 0.0140 0.0124 0.1978 0.0029 0.1952 
A i=1 .00 0.7968 0.7887 0.8073 0.8166 0.7941 0.7648 0.8125 0.8069 0.8187 
A2=2.00 0.3839 0.3915 0.3966 0.5811 0.3815 0.4703 0.3942 0.3958 0.4859 
A3=3.00 0.5542 0.8610 0.5796 0.5485 0.5550 0.8257 0.8820 0.5764 0.9898 
</)21=0.00 0.3175 0.3062 0.3123 0.2886 0.3169 0.3022 0.3317 0.3235 0.4235 
031=0.00 0.3668 0.4305 0.3746 0.3814 0.3664 0.3825 0.4416 0.3921 0.5429 
(/»32=0-00 0-1818 0.1966 0.1891 0.1896 0.1815 0.2235 0.2432 0.1901 0.1975 
Remarks: The values in boldface are fixed 
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Table C.8: Simulation result - RMSE 
Design H Factor loadings = B2 Factor correlation = ^>2 Ai = 1 A2 = 2 A3 = 0 
— C o n s t r a i n t s ~ Exact | l a | l b | 2a | 2b [ 2c | 3a | 3b | 3aR 
n = 2000 
No of cases 
converaged 100 99 98 100 100 100 100 100 99 
True value of 
parameters 
611=0.30 0.1486 0.1667 0.1297 0.1627 0.1214 0.1617 0.1605 0.1513 0.2151 
621=0 . 35 0 . 0937 0 .1139 0 .0873 0 .1098 0 .0766 0 .1163 0 .1210 0 .0974 0 .1478 
631=0.40 0.1096 0.1328 0.0995 0.1297 0.0879 0.1371 0.1423 0.1147 0.1693 
641=0.45 0.1280 0.1542 0.1169 0.1510 0.1022 0.1590 0.1662 0.1320 0.1971 
651=0.50 0.0994 0.1235 0.1145 0.1117 0.1003 0.1226 0.1263 0.1022 0.1352 
661=0.55 0.0325 0.0305 0.0313 0.0326 0.0321 0.0331 0.0299 0.0321 0.0358 
6 7 1 = 0 . 60 0.0196 0.0322 0.0214 0.0202 0.0194 0.0319 0.0338 0.0196 0.0467 
681=0.65 0.0000 0.0391 0.0165 0.0126 0.0024 0.0369 0.0-118 0.0048 0.0611 
612 = 1.00 0.0000 0.0309 0.0201 0.0203 0.0112 0.0112 0,00：?8 • 0.01 10 O.OCfiS 
o.n：'. I：? (1.)'(；：', (i.n.-,(i.」 (1.11."')^  0.0.Til 0.(17" 1.」 (I ().11：',.-,> (1 (),s!)n 
D.D.'kSI (I.OliJi, O.Dlil：) ll.ddT'l U.":;丨丨 I II.us |(, I). 1 l:;-_： (l.ll I llj (I. U) 10 
aj iu ().()丨1丨 （).()7(i-」 ii.iiTin auis is u.o i.',s o.o')') 1 0,1 ir_' o.d 17：; ().r」:ii 
653 = 1.00 0.0000 ().IJ7!J1 (J.0390 0.0300 O.OOG.j ().06(J8 O.IUWJ 0.0125 U.11J8 上 
6 G 3 = 0 . 2 0 0.108-1 0 . 1211 0 . 1262 0 . 1 2 7 7 0 . 1 0 8 9 0 . 1 3 0 9 0 .132G 0 .1121 0 . 1 3 1 3 
/)73=0.30 0.1142 0.1320 0.1339 0.1362 0.1154 0.1-113 0.1 115 0.1192 0.1159 
/；83=0..'10. 0.12-12 0.1 17.1 0.1-102 0.1 193 0.1257 O.loGG O.Hil l f).l:29(i 0.1 G23 
r/=().5() 0.0000 0.1072 0.(M()3 0.1173 0.0121 0.0377 0.1-138 0.0108 0.1 113 
Ai=1.00 0.1179 0.2736 0.2017 0.2733 0.1340 0.2582 0.39G0 0.12-lS 0.3615 
A2=2.00 0.1763 0.2539 0.196G 0.2530 0.1369 0.2G17 0.3143 0.1849 0.3481 
A3=0.00 0.1513 0.2544 0.2189 0.2263 0.1515 0.2764 0.3556 0.1584 0.3165 
(?l)2i=0.00 0.1348 0.1405 0.1382 0.1366 0.1348 0.1494 0.1729 0.1349 0.1991 
如 1=0.00 0.2144 0.2430 0.2394 0.2375 0.2164 0.2435 0.2368 0.2209 0.2439 
fe=O.OQ 0.0769 0.0896 0.0737 0.0842 0.0715 0.0907 0.1095 0.0835 0.0823 
n = 200 
No of cases 
converaged % ^ ^ M ^ ^ ^ % 91 
True values of 
parameters 
611=0 .30 0.2753 0.2629 0.2836 0.3964 0.2895 0.4691 0.2582 0.2808 0.2924 
621=0.35 0.1980 0.185G 0.2072 0.2577 0.2103 0.3008 0.1893 0.2060 0.3834 
6 3 1 = 0 .40 0.2341 0.2385 0.2344 0.2968 0.2340 0.3152 0.2074 0.2474 0.4703 
；Ml =0.45 0.3368 0.2227 0.2464 0.2910 0.2355 0.3311 0.2230 0.2710 0.3414 
651=0.50 0.2858 0.4513 0.4176 0.3524 0.3686 0.3539 0.3496 0.3222 0.3582 
661=0.55 0.1317 0.1415 0.1348 0.0786 0.1665 0.0876 0.1058 0.1287 0.3508 
6 7 1 = 0 .60 0.2787 0.2545 0.2647 0.1204 0.3131 0.2128 0.2758 0.2895 0.3826 
681=0.65 0 .0000 0.0440 0.0151 0.0121 0.0023 0.0550 0.0781 0.0044 0.0839 
612=1.00 0 .0000 0.0635 0.0373 0.0304 0.0077 0.0642 0.0762 0.0132 0.0940 
622=0.60 0.1537 0.1309 0.1484 0.1325 0.1547 0.2005 0.0987 0.1545 0.3770 
632=0.70 0.1752 0.1575 0.1636 0.1416 0.1728 0.1801 0.1215 0.1864 0.4619 
642=0.80 0.3109 0.1738 0.1935 0.1778 0.1737 0.2376 0.1433 0.2265 0.3228 
6 5 3 = 1 00 0 .0000 0.0902 0.0295 0.0212 0.0041 0.1154 0.1515 0.0079 0.1547 
663=0.20 0.2558 0.2829 0.2744 0.2467 0.2776 0.2462 0.2430 0.2540 0.4436 
673=0.30 0.3903 0.4134 0.3943 0.3046 0.4111 0.3599 0.4103 0.3883 0.5018 
683=0.40 0.2690 0.3295 0.3040 0.3081 0.2706 0.3106 0.3054 0.2687 0.3154 
77=0.50 0 .0000 0.0965 0.0185 0.1410 0.0183 0.0157 0.2076 0.0038 0.2134 
Ai=1.00 0.4518 0.5022 0.4577 0.4799 0.4408 0.5273 0.5417 0.7024 0.5639 
A2=2.00 0.5093 0.4248 0.4573 0.7223 0.5133 0.8634 0.3237 0.4937 0.3554 
A3 =0.00 0.4989 0.5280 0.5365 0.4702 0.5334 0.5542 0.5091 0.7036 0.5378 
</.2I=6.00 0.2687 0.3361 0.2813 0.2695 0.2578 0.3523 0.3475 0.3961 0.3894 
(；^31=0.00 0.4667 0.3998 0.4301 0.3892 0.4496 0.4083 0.3866 0.4335 0.4288 
032=0.00 0.2028 0.2536 0.2186 0.2110 0.1860 0.3069 0.2788 0.3014 0.2575 
Remarks: The values in boldface are fixed 
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Appendix D 
Mx input script 
D.l Stochastic constraints Case 1 
！ This is a Mx sample input script for a .siiiiiilatioii design A. 
！ Stochastic constraints on 77 and reference factor loadings. 
！ Case 1: Gamma is diagonal matrix with diagonal elements all equal to sigma. 
！ Start at the estimates obtained from the model with exact constraints. 
groups= 2 
Udefine factors 3 
jjclefinc vars 8 
tjdefiiie neon 4 
G1 
Data NI = 8 NO = 2000 
Rectangular C: simcasel.raw-
Label rl r2 r3 r4 r5 r6 r7 r8 
Begin Matrices; 
B Full vars factors free 
P Stan factors factors free 
E Diag vars vars free 
H Full vars 1 free 
M Full factors 1 free 
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End Matrices; 
F i x B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Value 0 . 0 B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Start 0.65 B i l l 
Start 0.71 B 1 2 1 
Start 0.75 B 1 3 1 
Start 0.80 B 1 4 1 
Start 0.84 B 1 5 1 
Slai-t 0.89 B 1 G 1 . 
Siaii ().!J5 1. 7 1 
Start, i.OO J3 丄 iS 丄 
Start 1.00 B 1 1 2 
Start 0.59 B 1 2 2 
Start 0.69 B 1 3 2 
Start 0.79 B 1 4 2 
Start 1.00 B 1 5 3 
Start 0.20 B 1 6 3 
Start 0.30 B 1 7 3 
Start 0.40 B 1 8 3 
Start 1.02 B i l l 
Start 2.00 B 1 2 1 
Start 2.99 B 1 3 1 
Start 0.0 P 1 2 1 P 1 3 1 P 1 3 2 
Start 0 . 5 E 1 1 1 E 1 2 2 E 1 3 3 E 1 4 4 E 1 5 5 E 1 6 6 E 1 7 7 E 1 8 8 
Mean // + B • M/ 
Covariance Bi<PicB' + E/ 
End Group 
G2 ！Group 2 user-defined fit function 




Mx input script 
D. l Stochastic constraints Case 1 
！ This is a Mx sample input script for a, siiiiiilatioii design A. 
！ Stochastic constraints on 77 and reference factor loadings. 
！ Case 1: Gaiiima is diagonal matrix with diagonal elements all equal to sigiiia. 
！ Start at the estimates obtained from the model with exact constraints. 
groups= 2 
jjdefine factors 3 
tjdcfino vars 8 
jjdefine neon 4 
G1 
Data NI = 8 NO = 2000 
Rectangular C: simcasel.raw 
Label rl r2 r3 r4 r5 r6 r7 r8 
Begin Matrices; 
B Full vars factors free 
P Stan factors factors free 
E Diag vars vars free 
H Full vars 1 free 




F i x B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Value 0 . 0 B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Start 0.65 B i l l 
Start 0.71 B 1 2 1 
Start 0.75 B 1 3 1 
Start 0.80 B 1 4 1 
Start 0.84 B 1 5 1 
Start, 0.89 B 1 G 1 
Stan D.ur, l U 7 1 
Stan 丄 .00 B 1 8 1 
Start 1.00 B 1 1 2 
Start 0.59 B 1 2 2 
Start 0.69 B 1 3 2 
Start 0.79 B 1 4 2 
Start 1.00 B 1 5 3 
Start 0.20 B 1 6 3 
Start 0.30 B 1 7 3 
Start 0.40 B 1 8 3 
Start 1.02 B i l l 
Start 2.00 B 1 2 1 
Start 2.99 B 1 3 1 
Start 0.0 P 1 2 1 P 1 3 1 P 1 3 2 
Start 0 . 5 E 1 1 1 E 1 2 2 E 1 3 3 E 1 4 4 E 1 5 5 E 1 6 6 E 1 7 7 E 1 8 8 
Mean H + Bi^M/ 
Covariance Bi<P'kB' + E/ 
End Group 
G2 ！Group 2 user-defined fit function 
Data NI = 0 
Begin Matrices; 
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U Full neon 1 
G Full neon 1 free 
V Full 1 1 
A Full 1 1 
C Full 1 1 
End Matrices; 
Equate G 2 1 1 H 1 1 1 H 1 2 1 H 1 3 1 H 1 4 1 H 1 5 1 H 1 6 1 H 1 7 1 H 1 8 1 
Equate G 2 2 1 B 1 1 2 
F/piate G 2 3 1 B 1 5 3 
丨.:(丨";"(、（_; 2 1 M] 1 N 1 
Value 0.5 U 丄 1 
Value 1.0 U 2 1 
Value 1.0 U 3 1 
Value 1.0 U 4 1 
Value 5 V 1 1 
Value 0.1 A 1 1 
Value 4.0 C 1 1 
Start 0.5 G 2 1 1 
Start, 1.0 G 2 2 1 
Start 1.0 G 2 3 1 
Start 1.0 G 2 4 1 




D.2 Stochastic constraints Case 2 
！ This is a Mx sample input script for a simulation design A. 
！ Stochastic constraints on r j and reference factor loadings. 
！ Case 2: Gamma is diagonal matrix with diagonal elements sigmaj. 
！ Start at the estimates obtained from the model with exact constraints. 
groups= 2 
{{define factors 3 
pdefine va.rs 8 
:<l(、nil(、licrm I 
C i 
Data, = 8 NO = 2()()() 
Rectangular C: siniCcise'i.raw 
Label rl r2 i,3 r4 r5 rG r7 r8 
Begin Matrices; 
B Full vars factors free 
P Stan factors factors free 
E Diag vars vars free 
H Full vars 1 free 
M Full factors 1 free 
End Matrices; 
F i x B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Value 0 . 0 B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Start 0.65 B i l l 
Start 0.71 B 1 2 1 
Start 0.75 B 1 3 1 
Start 0.80 B 1 4 1 
Start 0.84 B 1 5 1 
Start 0.89 B 1 6 1 
Start 0.95 B 1 7 1 
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Start 1.00 B 1 8 1 
Start 1.00 B 1 1 2 
Start 0.59 B 1 2 2 
Start 0.69 B 1 3 2 
Start 0.79 B 1 4 2 
Start 1.00 B 1 5 3 
Start 0.20 B 1 6 3 
Start 0.30 B 1 7 3 
Start 0.40 R 1 8 3 
Shirt l . ( ) .」mi l 
Start 2.00 13 丄 2 1 
Start 2.99 B 1 3 1 
Start 0.0 P 1 2 1 P 1 3 1 P 1 3 2 
Start 0 . 5 E l l i E 1 2 2 E 1 3 3 E 1 4 4 E 1 5 5 E 1 6 6 E 1 7 7 E 1 8 8 
Mean H + B * M丨 
Covariance B • P 卡 B' + E j 
End Group 
G2 ！ Group 2 
Data NI 二 0 
Begin Matrices; 
U Full 1 1 
W Full 1 1 
X Full 1 1 
Y Full 1 1 
G Full 1 1 free 
H Full 1 1 free 
V Pull 1 1 
Q Full 1 1 
B Full 1 1 
D Full 1 1 
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C Full 1 1 
E Full 1 1 
J Full 1 1 free 
K Full 1 1 free 
End Matrices; 
Equate G 2 1 1 H 1 1 1 H 1 2 1 H 1 3 1 H 1 4 1 H 1 5 1 H 1 6 1 H 1 7 1 H 1 8 1 
Equate H 2 1 1 A 1 1 2 
Equate J 2 1 1 A 1 5 3 
Equate I< 2 1 1 A 1 8 1 
\Vmr O.r, 1:11 
Value i.O W i 丄 
Value 1.0 X 1 丄 
Value 1.0 Y 1 1 
Value 5 V 1 1 
Value 5 Q 1 1 
Value 0.01 B 1 1 
Value 0.1 D 1 1 
Value 1.0 C 1 1 
Start 0.5 G 2 1 1 
Start 1.0 H 2 1 1 
Start 1.0 J 2 1 1 
Start 1.0 K 2 1 1 
Compute (V + C) • (\ln({U - G)'i. (U - G) + V i. B)) + (Q + C) * {\ln{{W 一 
Hy^(W -H) + Qi.D)) + {Q + C)i^{\ln{{X -jyi.{X -J) + Qi.D)) + (Q + 




D.3 Stochastic constraints Case 3 
！ This is a Mx sample input script for a simulation design A. 
！ Stochastic constraints on 77 and reference factor loadings. 
！ Case 3: Gamma is a general positive definite matrix. 
！ Start at the estimates obtained from the model with exact constraints. 
groups= 2 
Jjdefine factors 3 
Ijdefine vars 8 
ii(l(、iiiii、neon I 
c;i 
Data N'l 二 8 NO = 2000 
Rectangular"C: sinicase3.raw 
Label rl r2 r3 i,4 i,5 i,G r7 1,8 
Begin Matrices; 
B Full vars factors free 
P Stan factors factors free 
E Diag vars vars free 
H Full vars 1 free 
M Full factors 1 free 
End Matrices; 
F i x B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Value 0 . 0 B 5 2 B 6 2 B 7 2 B 8 2 B 1 3 B 2 3 B 3 3 B 4 3 
Start 0.65 B i l l 
Start 0.71 B 1 2 1 
Start 0.75 B 1 3 1 
Start 0.80 B 1 4 1 
Start 0.84 B 1 5 1 
Start 0.89 B 1 6 1 
Start 0.95 B 1 7 1 
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Start 1.00 B 1 8 1 
Start 1.00 B 1 1 2 
Start 0.59 B 1 2 2 
Start 0.69 B 1 3 2 
Start 0.79 B 1 4 2 
Start 1.00 B 1 5 3 
Start 0.20 B 1 6 3 
Start 0.30 B 1 7 3 
Start 0.40 B 1 8 3 
Suiii 1."」15 111 
Start 2.00 B 丄 ‘2 1 
Start 2.99 J3 i 3 i 
Start 0.0 P 1 2 1 P 1 3 1 I) 1 3 2 
Start 0 . 5 E 1 1 1 E 1 2 2 E 1 3 3 E 1 4 4 E 1 5 5 E 1 6 6 E 1 7 7 E 1 8 8 
Mean H + B 女 M/ 
Covariance B • P • B' + E! 
End Group 
G2 ！ Group 2 
Data NI = 0 
Begin Matrices; 
U Full neon 1 
G Full neon 1 free 
P Full 1 1 ！ store the degree of freedom +1 (rho+1) 
R Iden neon neon 
End Matrices; 
Equate G 2 1 1 H 1 1 1 H 1 2 1 H 1 3 1 H 1 4 1 H 1 5 1 H 1 6 1 H 1 7 1 H 1 8 1 
Equate G 2 2 1 A 1 1 2 
Equate G. 2 3 1 A 1 5 3 
Equate G 2 4 1 A 1 8 1 
Value 0.5 U 1 1 
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Value 1.0 U 2 1 
Value 1.0 U 3 1 
Value 1.0 U 4 1 
Value 6 P 1 1 
Start 0.5 G 2 1 1 
Start 1.0 G 2 2 1 
Start 1.0 G 2 3 1 
Start 1.0 G 2 4 1 
Hogiii Algebra.： 
-1 、 丨 . （ : H 丨.('./: 
C = + /?• 
End Algebra; 
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