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Stohastična optimizacija v diskretnem času
Povzetek
V nalogi sta predstavljena problema deterministične in stohastične optimizacije v
diskretnem času. Ogledamo si idejo tovrstnih modelov v intuitivnem smislu in moti-
vacijo za njihovo uporabo. Ob upoštevanju smiselnih predpostavk izpeljemo načine
reševanja s pomočjo dinamičnega programiranja in Hamilton–Jacobi–Bellmanove
enačbe tako za končni kot tudi za neskončni horizont v diskretnem času. Za lažje
razumevanje teorije je skozi nalogo predstavljenih več primerov, od povsem prepro-
stih, do malce bolj zahtevnih, ki pomagajo razumeti snov in so hkrati lahko osnova
za bolj sofisticirane modele. Za grafično ponazoritev koristnosti stohastične opti-
mizacije v diskretnem času pa je v nalogi izrisanih tudi nekaj grafov, dobljenih s
simulacijami primerov ob uporabi optimalne kontrole in brez nje.
Discrete-time stochastic control
Abstract
In the paper we present both discrete-time deterministic and stochastic control.
We look at the idea of such models in intuitive sense and the motivation for using
them. Taking into account the reasonable assumptions we develop the solving pro-
cesses using dynamic programming and Hamilton–Jacobi–Bellman equation for both
finite and infinite horizon discrete-time. To help understand the theory better, we in-
troduce numerous examples, from very simple ones to more complex models, which
facilitate understanding of the topic and can be used as a basis for development
of more sophisticated models. Some graphs obtained by simulations of the exam-
ples are also included and serve as a good graphic demonstration of the benefits of
discrete-time stochastic control.
Math. Subj. Class. (2010): 90C40, 93E20
Ključne besede: deterministična optimizacija, stohastična optimizacija, dinamično
programiranje, HJB enačba, vrednostna funkcija, funkcija koristi, optimalna kon-
trola
Keywords: deterministic control, stochastic control, dynamic programming, HJB
equation, value function, utility function, optimal control
1. Uvod
V vsakdanjem življenju pogosto naletimo na probleme, katerih razvoj v priho-
dnosti je neznan, tako da obstaja določeno tveganje za neugoden izid bodisi za
posameznika bodisi za družbo kot celoto. Naravno je, da se slednjemu želimo iz-
ogniti, zato pogosto sestavimo matematične modele, na podlagi katerih lahko vsaj
do neke mere napovemo dogajanje. Motivacija za razvoj stohastične optimizacije
je prišla predvsem iz financ, ko je od 70. let prejšnjega stoletja nagel razvoj trga
in tehnologije investitorje gnal k večjim zaslužkom in boljšo zaščito pred tveganji.
Danes se ti principi uporabljajo tudi v večini ostalih panog, od strojništva do druž-
boslovnih ved, v zadnjih mesecih pa je tudi širša javnost, sicer morda malce nevede,
spoznala idejo stohastične kontrole, ko so različne ustanove objavljale izračune mo-
žnega razvoja trenutne pandemije ob upoštevanju različnih ukrepov.
Model dinamičnega programiranja za stohastično optimizacijo v diskretnem času
temelji na modelu deterministične optimizacije v diskretnem času, zato je v na-
logi najprej predstavljen slednji, na podlagi tega pa se z uvedbo slučajnosti kasneje
razvije še model za stohastično optimizacijo. Najprej so predstavljene potrebne
predpostavke in definirani določeni pojmi, ki jih potrebujemo za reševanje proble-
mov z dinamičnim programiranjem in Hamilton-Jacobi-Bellmanovo (HJB) enačbo
tako v končnem kot tudi v neskončnem času. Nato je izpeljan in predstavljen ce-
loten postopek, temu pa sledi precej preprost zgled, ki napisano teorijo ilustrira in
jo naredi bolj razumljivo. Sledita še dva posebna načina reševanja deterministične
optimizacije v diskretnem času, in sicer problem linearnega kvadratnega regulatorja
ter reševanje s pomočjo Hamiltonove funkcije. Za slednje je predstavljen tudi primer
kontrole nalezljivih bolezni, ki je sicer zelo poenostavljen, a je lahko osnova za razvoj
bolj sofisticiranih modelov.
Stohastično optimizacijo začnemo s primerom, ki je sicer malce iz trte izvit, vendar
dobro prikaže idejo. Rezultati problema, dobljeni s pomočjo programiranja pa še
grafično dokažejo, kako uporabno je tovrstno dinamično programiranje. Motivaciji
sledi najprej formulacija primera na dva načina, in nato na podoben način kot pri
deterministični optimizaciji še izpeljava reševanje s pomočjo HJB enačbe za končen
in neskončen čas. Vmes je za ilustracijo ponovno podanih nekaj lažjih primerov,
na koncu pa je opisana še stohastična optimizacija v diskretnem času ob podanih
pogojnih verjetnostih glede na stanje in kontrolo.
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2. Deterministična optimizacija v diskretnem času
2.1. Formulacija problema. Intuitivno je ideja deterministične optimizacije ozi-
roma determinističnega dinamičnega programiranja zelo preprosta. Za vrednost
neke količine ali stanja, ki nas zanima in ga lahko izmerimo, bi radi dosegli kar se
da ugoden izid oziroma vrednost – od zasnove problema je to lahko bodisi minimum
bodisi maksimum. Funkciji, ki meri ugodnost tega izida, pravimo funkcija koristi;
na njeno vrednost lahko vplivamo tako, da za vsako obdobje izberemo vrednost neke
spremenljivke, ki ima vpliv nanjo.
Pri deterministični optimizaciji ni prisotne nobene slučajne spremenljivke, ki bi
imela vpliv na problem, tako da optimalne izbire ni potrebno prilagajati skozi čas,
ampak že takoj vemo, kako bomo reagirali v vseh prihodnjih obdobjih in tudi, kako
ugoden bo razplet.
Model deterministične optimizacije v diskretnem času ima zahtevane sledeče pred-
postavke:
• imamo podan diskreten čas, torej t ∈ N0;
• razvoj dogodkov (stanje ekonomije, okuženost med epidemijo ipd.) je skozi
čas opisan z dvema spremenljivkama: stanjem xt in kontrolno spremenljivko
ut, katere vrednost določamo mi;
• vemo, kakšno je začetno stanje x0, prav tako je podan razvoj stanja preko
rekurzivne funkcije kontrolne spremenljivke: xt+1 = gt(xt, ut) = g(t, xt, ut) –
včasih predpostavimo neodvisnost te funkcije od časa t, torej xt+1 = g(xt, ut);
• v splošnem imamo r kontrolnih spremenljivk (običajno se bomo osredotočali
na r = 1), ut je torej vektor, za katerega velja ut ∈ U ⊂ Rr za vsako obdobje
t ∈ N0 (iz množice U lahko izbiramo kontrolo) – tako se za vsako zaporedje
kontrol u ≡ {u0, u1, . . . | ut ∈ U} ekonomija lahko giba po velikem številu
dopustnih poti x ≡ {x0, x1, . . .}, ki so določene z xt+1 = gt(xt, ut);
• če imamo podano funkcijo koristi, na podlagi katere lahko ovrednotimo vse
dopustne poti z vrednostjo U(x0, x1, . . . , u0, u1, . . .) in obstaja optimalna kon-
trola u∗ = {u∗0, u∗1, ...}, ki maksimizira U , potem obstaja tudi optimalna pot
za spremenljivko stanja x∗ ≡ {x0, x∗1, . . .}.
Pogosto so zraven dodane še druge predpostavke:
• da se problema lahko lotimo z dinamičnim programiranjem, mora biti za




kjer je f zvezno odvedljiva funkcija;
• časovni horizont je lahko končen (T <∞) ali neskončen (T =∞);
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• β predstavlja časovno diskontiranje oziroma nestrpnost – zaradi 0 < β < 1
velja β0 = 1, limt→∞ βt = 0, torej trenutna korist nam je vredna več kot
enaka korist v prihodnosti;
• funkcija g, s katero rekurzivno računamo vrednosti xt+1 = g(xt, ut), je odve-
dljiva;
• pri maksimizaciji se ne posvečamo robnim rešitvam, ampak upoštevamo le
rešitve v notranjosti.
Pod temi predpostavkami lahko vpeljemo definiciji:
Definicija 2.1 (Najpreprostejši problem optimalne kontrole). Najpreprostejši pro-
blem optimalne kontrole (OCP) je formuliran kot:






kjer ut ∈ U in xt+1 = g(xt, ut) ter za podan x0.
Definicija 2.2 (Problem optimalne kontrole s prostim končnim obdobjem). Pro-
blem optimalne kontrole s prostim končnim obdobjem je formuliran kot:






kjer ut ∈ U in xt+1 = g(xt, ut) ter za podan x0.
Razlika med problemoma je torej le v tem, ali kontrole ut izbiramo do vključno
zadnjega obdobja, ali le do vključno predzadnjega obdobja. Kateri problem bomo
uporabili, je odvisno od tega, kako je definirana naša funkcija koristi.
Dosegljivi kandidati za optimum bodo vse poti {xt, ut}, ki zadoščajo pogoju
xt+1 = g(xt, ut) ob podanem x0 in kateri koli izbiri ut ∈ U v vsakem obdobju
t = {0, . . . , T}.
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2.2. Reševanje z dinamičnim programiranjem in HJB enačbo. Po Bellma-
novem načelu dinamičnega programiranja mora imeti optimalna pot (trajektorija)
lastnost, da so za katero koli začetno vrednost stanja x0 in vrednost stanja xt ter
kontrole ut na začetku obdobja t, spremenljivke kontrole izbrane optimalno za pre-
ostala obdobja, kjer smo vrednost stanja v trenutnem obdobju dobili na podlagi
predhodnih optimalnih odločitev. Vidimo torej, da se bomo reševanja lotili rekur-
zivno.
Reševanje ločimo na dva primera, in sicer glede na to, ali je T končen ali neskončen.
Najprej si ga oglejmo za T <∞, pred tem pa moramo definirati še pojem vrednostne
funkcije.
Definicija 2.3 (Vrednostna funkcija). Vrednostna funkcija za čas τ je
(1) VT−τ (xτ ) =
T∑
t=τ
βt−τf(u∗t , x∗t ).
Opomba 2.4. Vrednostna funkcija za čas τ nam pove največjo možno vrednost
funkcije koristi ob času T − τ oziroma njeno vrednost v primeru optimalne kontrole.





f(xt, ut) + βVT−t−1(xt+1)
}
.
Dokaz. Predpostavimo τ = 0. Potem je



































VT (x0) = max
u0
{
f(x0, u0) + βVT−1(x1)
}
.
Tako smo trditev dokazali za τ = 0, povsem enako pa bi se lotili za poljuben
0 ≤ τ ≤ T. 
Maksimizacije problema optimalne kontrole se pri končnem T torej lotimo rekur-
zivno. Od zadnjega obdobja proti prvemu moramo poiskati zaporedje {VT , . . . , V0}









hkrati pa dobimo tudi optimalno kontrolo in s tem je problem rešen. Vidimo, da v
resnici optimiziramo komplicirano funkcijo s T + 1 spremenljivkami u0, u1, . . . , uT ,
saj najprej na podlagi podane vrednosti x0 lahko določimo kontrolo, preko katere
potem dobimo xt še za t = 1, . . . , T . Na podlagi njihovih vrednosti prilagajamo
kontrolo in tako poskušamo optimizirati komplicirano funkcijo po ut za t = 0, . . . , T .
V primeru neskončnega časa, torej, če je T = ∞, velja, da je V = limj→∞ Vj
neodvisen od j, zato HJB enačba postane:
V (x) = max
u
{





Pri xt in ut smo izpustili indekse, saj bo vrednostna funkcija ob določenih vre-
dnostih stanja in kontrole enaka, ne glede na to, v katerem časovnem obdobju se
nahajamo. Optimalno kontrolo sedaj lahko dobimo preko stacionarne točke (v for-





Če je H ∈ C2 in obstajajo optimalne kontrole u∗t za vsa obdobja, je optimalna
kontrola oblike u∗ = h(x), kjer h(x) imenujemo funkcija odločanja. Ta nam določa
pravilo za optimalno spreminjanje kontrole glede na stanje, v katerem se nahajamo.
Če funkcijo odločanja vstavimo nazaj v HJB enačbo, ta postane:
V (x) = f(x, h(x)) + βV [g(x, h(x))].
Reševanje HJB enačbe sedaj pomeni iskanje funkcije V (x), ki reši to enačbo. V
primeru, da V (x) lahko določimo (eksplicitno ali numerično), lahko določimo tudi
u∗t = h(xt). Velja, da se vrednosti V (x) zaradi računske zahtevnosti običajno išče
numerično, eksaktno računanje je možno le poredkoma.
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2.3. Primer – problem torte in požrešneža. Imamo torto, katere velikost (ozi-
roma preostanek te) v času t je označen z Wt in požrešneža, ki bi jo rad jedel v
T obdobjih. Velikost torte na začetku je W0 = φ, ob koncu pa WT = 0, torej bo
skozi T − 1 obdobij pojedel celo. Požrešnež ima podan psihološki diskontni faktor
0 < β < 1 in logaritemsko funkcijo koristi za vsako obdobje. Želimo ugotoviti, s
kakšno strategijo bo jedel torto, oziroma koliko si je bo privoščil v vsakem obdobju,
da bo skupaj dosegel kar se da veliko korist.
Vemo, da po eni strani zaradi diskontiranja želi čim večji del pojesti v zgodnjih
obdobjih, po drugi strani pa zaradi padanja logaritma proti −∞ ob bližanju ničli
vemo, da ne bo nobenih obdobij, v katerih si ne bi privoščil niti grižljaja. Zaradi
konkavnosti bodo deleži verjetno precej enakomerno razporejeni, kako enakomerno
pa je odvisno od vrednosti β. Izbira logaritemske funkcije je zato za tak zgled zelo
smiselna.
Če količino torte, ki jo požrešnež poje ob času t, označimo s Ct, je naš cilj najti






kjer seveda velja rekurzivna zveza Wt+1 = Wt − Ct, izpolnjena pa morata biti tudi
pogoja W0 = φ in WT = 0. Kontrolo, ki smo jo prej označevali z ut, je torej sedaj
označena s Ct, stanje pa z Wt namesto z xt. Vidimo, da se primera lahko lotimo z






, t = 0, 1, . . . , T − 1.
Optimalno funkcijo odločanja za količino zaužite torte dobimo preko stacionarne








− βV ′T−t−1(Wt+1) = 0.
Tako dobimo










+ βVT−t−1(Wt+1), t = 0, 1, . . . , T − 1.
Ko jo rešimo, dobimo končni rezultat, ki je predpis, po katerem se mora požrešnež








2.4. Problem linearnega kvadratnega regulatorja. Reševanje tega problema
je možno tudi z metodo najmanjših kvadratov za bločne matrike (lotimo se ga lahko
recimo s QR razcepom), vendar je glede na časovno zahtevnost veliko ugodneje
reševanje z dinamičnim programiranjem. Rekurzivna zveza za stanje je oblike
xt+1 = Axt +But, pri podanem x0.
Funkcija "koristi" tukaj predstavlja določene stroške, zato jo želimo minimizirati
in zato izbrati tako kontrolo, da bodo majhni tako x0, x1, . . ., kot tudi u0, u1, . . .,
pri čemer sicer pogosto velja, da nizka vrednost enih lahko hitro poveča druge.
Predpostavimo končen čas, a v skladu s prejšnjim poglavjem bi lahko vzeli tudi




(xTt Qxt + uTt Rut) + xTNQfxN ,
kjer u = (u0, . . . , uN−1) predstavlja vektor kontrol, poleg tega pa so
• Q = QT ≥ 0 stroški stanja (angl. state cost),
• Qf = QTf ≥ 0 stroški končnega stanja (angl. final state cost),
• R = RT > 0 stroški vložka (angl. input costs) – odvisni od kontrole; za-
radi pozitivnosti bo vsak (neničeln) vložek doprinesel vsaj nekaj k skupnim
stroškom.
V problemu je torej cilj najti zaporedje u∗t , t = 1, . . . N − 1, ki minimizira J(u).









kjer je y = Cx. Velja namreč xTQx = xTCTCx = (Cx)TCx = ‖y‖2 in uTRu =
uTρIu = ρ‖u‖2. Vidimo, da ρ, oziroma natančneje √ρ, predstavlja utež med "vho-









Skupni stroški so tako enaki J(u) = Jout(u) + ρJin. Kot že rečeno, bi radi imeli
nizke vrednosti tako stanja (izhodni stroški) kot kontrole (vhodni stroški). Če za-
pišemo skupne stroške kot konstanto, torej J = Jout + ρJin = C, lahko narišemo
graf z osema (Jin, Jout), v katerem lahko prikažemo, kakšne stroške posameznih vrst
povzročijo različne kontrole. Med pari točk, ki se nahajajo v dosegljivem območju
(torej obstaja nek tak u, ki povzroči takšne stroške), kontrole lahko primerjamo med
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sabo po posamezni komponenti in skupnih stroških.
Optimalno kontrolo dobimo tako, da si zamislimo vzporedne premice s smernim
koeficientom −ρ (kar sledi iz enačbe) in poiščemo najnižje ležečo (tisto z najmanjšo
začetno vrednostjo), ki se še dotika dosegljivega območja. Za ta ρ je tako kontrola
u, ki nas pripelje v to točko, optimalna. Ob analizi vseh vrednosti ρ od 0 do ∞
dobimo krivuljo optimalnih kontrol v odvisnosti od vrednosti ρ.
Pojdimo nazaj k problemu in določimo vrednostno funkcijo za čas T − τ . Po
zgornji enačbi je T = N . Tako dobimo:










f(u∗t , x∗t ).
Izkaže se, da lahko zapišemo VT−τ (xτ ) = xTτ Pτxt za Pτ = P Tτ ≥ 0. Vrednosti Pt
lahko kot običajno dobivamo rekurzivno od t = N nazaj. Vrednostna funkcija za
zadnje obdobje znaša V0(xN) = xTNQfxN in zato velja PN = Qf , iz česar potem
izhajamo pri rekurzivnem računanju vrednostnih funkcij v predhodnih obdobjih.




xTt Qxt + uTt Rut + VT−t−1(Axt +But)
)
.
Tako je optimalna kontrola ob času t določena kot
u∗t = arg min
ut
(
uTt Rut + VT−t−1(Axt +But)
)
.
Opisani problem je osnova za bolj sofisticirane oziroma malo zahtevneje formuli-
rane probleme dinamičnega programiranja. Najbolj intuitivna posplošitev je ta, da
se parametra A in B v rekurzivni zvezi za stanje spreminjata v odvisnosti od časa.





(xTt Qtxt + uTt Rtut) + xTNQfxN .
Še ena zanimiva in hkrati precej preprosta je ideja, da merimo odmike oziroma
odstopanja od podanih željenih vrednosti x̄t in ūt. Funkcija koristi je, ob zaradi




(xt − x̄t)TQ(xt − x̄t) +
N−1∑
t=0
(ut − ūt)TR(ut − ūt).
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2.5. Reševanje s pomočjo Hamiltonove funkcije. Nekatere primere determi-
nistične optimalne kontrole v diskretnem času se rešuje s posebnim postopkom in
sicer s pomočjo t. i. Hamiltonove funkcije.
Podobno kot prej označimo kontrolo z u = (u0, u1, . . . , uT−1) in stanje z x =
(x0, x1, . . . , xT ), kjer je x0 podan. Do sedaj smo za rekurzivno enačbo stanja običajno
predpostavljali neodvisnost od časa, kar pa ne velja nujno, zato v splošnem lahko
zapišemo xk+1 = gk(xk, uk) = g(xk, uk, k). Poleg tega lahko tudi funkcijo koristi
malce posplošimo in ji dodamo še en člen - funkcijo φ, ki predstavlja vrednost
količine, ki nas zanima, v času T (v sledečem zgledu kontrole nalezljivih bolezni bo
to število okuženih v zadnjem obdobju "merjenja"). Tako dobimo funkcijo koristi
kot




Pri tem postopku v diferenčno enačbo vpeljemo neko pridruženo funkcijo, s po-
močjo katere dobimo Hamiltonovo funkcijo. S tem se celoten probleme prevede
iz direktnega iskanja optimalne kontrole na določanje kontrole, ki bo optimizirala
Hamiltonovo funkcijo. Pridruženo funkcijo označimo z λ = (λ0, λ1, . . . , λT ), Hamil-
tonova funkcija pa bo za tako λ sledeča:
Hk = f(xk, uk, k) + λk+1 g(xk, uk, k), za k = 0, 1, . . . , T.
Treba je biti pozoren na to, da je λ v enačbi vedno eno obdobje pred ostalimi
spremenljivkami. Ta funkcija je ob izpolnjevanju sledečih zadostnih pogojev ob





λT = φ′(x∗T ),
∂Hk
∂uk
= 0, v argumentu u∗.
V primeru, da imamo podane omejitve a ≤ uk ≤ b za vsak k, jih moramo upošte-
vati pri reševanju zadnje enačbe.
Kot bomo videli, je v sledečem zgledu podanih več različnih stanj, ki jih merimo
(dovzetni za okužbo, okuženi in imuni posamezniki), zato imamo v resnici sistem
rekurzivnih enačb za vsa tri stanja. Celotna ideja reševanja s pomočjo Hamiltonove
funkcije je podobna kot v primeru merjenega enega stanja. Recimo, da imamo m
različnih spremenljivk, ki jih kontroliramo, n stanj, ki jih merimo in T časovnih
obdobij. Sistem rekurzivnih enačb zapišemo kot
xj,k+1 = gj(x1,k, . . . , xn,k, u1,k, . . . , um,k, k),
funkcija koristi pa je podana kot:
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J(u) = φ(x1,T , . . . , xn,T ) +
T−1∑
k=0
f(x1,k, . . . , xn,k, u1,k, . . . um,k, k).
V primeru več stanj ima vsako stanje svojo pridruženo funkcijo, Hamiltonova
funkcija tako postane




λj,kgj(x1,k, . . . , xn,k, u1,k, . . . , um,k, k),








(x1,T . . . , xn,T ),
∂Hk
∂ui,k
= 0, ob izbiri (u∗1,k, . . . , u∗m,k).
2.6. Primer – kontrola nalezljivih bolezni z deterministično optimizacijo.
V modelu bomo predpostavili 3 možna stanja, v katerih se lahko nahaja vsak posa-
meznik. To so:
• S - dovzeten (angl. susceptible),
• I - okužen (angl. infected),
• R - imun (angl. immune).
Posameznik (z izjemo prvih okuženih) proces začne zdrav, skozi obdobja pa se
lahko bodisi okuži preko interakcije z okuženimi bodisi je cepljen, s čimer si zago-
tovi imunost do konca problema. Kot vidimo, za okuženega posameznika ne obstaja
možnost, da bi do obdobja T lahko ozdravel – razlog je v tem, da je model mišljen
za uporabo takoj od izbruhu, torej prvih nekaj dni, kar je običajno tako ali tako
prekratko obdobje za ozdravitev. Kontrolno spremenljivko uk si v tem primeru raz-
lagamo kot delež dovzetnih ljudi, ki bodo cepljeni v tem obdobju.
Iz treh stanj za k = 1, 2, . . . , T − 1 sledi sistem treh rekurzivnih enačb:





Ik+1 = Ik + βSk(1− uk)Ik − d2Ik,
Rk+1 = Rk + ukSk.
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Z β označimo hitrost prenosa okužbe oziroma kužnost, z d2 pa stopnjo smrtnosti
zaradi obravnavane bolezni. Za kontrolno spremenljivko velja 0 ≤ uk ≤ 1 − d2,
kjer je potrebno opozoriti, da v zgledu smrtnost prebivalstva zaradi drugih vzrokov
zanemarimo.
V tem primeru lahko vidimo, da je pri dinamičnem programiranju zelo pomemben
natančen potek dogajanja. V modelu se kot prva stvar zgodi cepljenje, tako se ukSk
posameznikov med časoma t in t+1 "premakne" iz skupine dovzetnih ljudi v skupino
imunih. Po tem pride na vrsto interakcija preostalih dovzetnih z okuženimi, zato se
v skupino okuženih premakne βSk(1− uk)Ik posameznikov.
V model s koeficientoma B in B1 dodamo še stroške cepljenja, ki so, kot vidimo,
zaradi preprostosti podani v obliki kvadratične formule. Tako je naš problem mini-
mizacija sledeče funkcije "koristi":
T−1∑
k=1
(Ik +Bu2k +B1uk) + IT .
Kot lahko vidimo, je cilj istočasno minimizirati tako število okuženih od časa
k = 1 do k = T − 1 kot tudi stroške cepljenja. Problema se lotimo s pomočjo
Hamiltonove formule. Po predpisu (2) je ta enaka















































Ker je φ = IT , velja λ1,T = λ3,T = 0 in λ2,T = 1. V modelu imamo le eno kontrolno
spremenljvko in zato dobimo:
∂Hk
∂uk
= 2Buk +B1 + λ1,k+1(−Sk + βSkIk) + λ2,k+1(−βSkIk) + λ3,k+1Sk = 0,
kjer je treba upoštevati še 0 ≤ uk ≤ 1− d. Tako za vse k = 1, 2, . . . , T − 1 dobimo













Način reševanja takega problema v praksi je zelo zahteven, zato avtorja članka
[1] kot reševanje navedeta numerično reševanje, ki se začne s poskušanjem različnih
vrednosti kontrole. Spodaj je prikazanih nekaj simulacij, ki sta jih izvedla. V tem
primeru je sicer morda malce nesmiselno primerjati rezultate, dobljene ob uporabi
optimalne kontrole, z rezultati, dobljenimi brez le-te, saj to v praksi pomeni popolno
neukrepanje zdravniškega (in/ali farmacevtskega) osebja. Je pa razvidno, da so
bile tudi ob upoštevanju optimalne kontrole potrebne določene "žrtve", saj nekateri
posamezniki niso bili deležni cepiva. To je seveda posledica tega, da smo optimizirali
ne samo število imunih ljudi, ampak tudi stroške. Simulacije so bile izvedene ob
predpostavljenih parametrih S(1) = 100, I(1) = 5, β = 0, 02, d = 0, 2 ter T = 4 in
so vrnile sledeče rezultate:
Slika 1. Razvoj nalezljive bolezni brez kontrole
Vir: [1]
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Slika 2. Razvoj bolezni pri B = 10 in uporabi optimalne kontrole
Vir: [1]
Slika 3. Razvoj bolezni pri B = 0, 01 in B1 = 10
Vir: [1]
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3. Stohastična optimizacija v diskretnem času
3.1. Motivacija – Mabinogionov problem čarobne črede ovac. Idejo za pro-
blem je David Williams, avtor knjige [3], dobil v eni od bajk Mabinogiona, enega
najzgodnejših del angleških proze. V njej pripovedovalec na eni strani reke vidi
čredo belih, na drugi pa čredo črnih ovac. Vsakič, ko se oglasi ena od belih ovac, ena
izmed črnih prečka reko ter postane bela in obratno. Na podlagi tega je formuliral
sledeči problem.
Čarobna čreda je sestavljena iz belih in črnih ovac. Ob vsakem času t = 1, 2, . . . se
oglasi naključno izbrana ovca (ne glede na njeno barvo). Če se je oglasila bela ovca,
ena izmed črnih takoj postane bela, če se je oglasila črna ovca, pa ena izmed be-
lih takoj postane črna. Predpostavimo, da ni nobenih rojstev ali smrti znotraj črede.
Ob vsakem času, takoj po spremembi barve ene od ovac (v kolikor so še ostale
ovce dveh barv in se je sprememba sploh zgodila), lahko izvedemo kontrolo in sicer
tako, da iz črede odstranimo poljubno število belih ovac. Cilj je maksimizirati pri-
čakovano končno število črnih ovac.
Oglejmo si sledeče pravilo odločanja (pravilo A): Ob vsakem času kontrole:
• v primeru, da je črnih ovac več kot belih, ne stori ničesar,
• v primeru, da je črnih ovac manj ali enako kot belih, zmanjšaj število belih
ovac na eno manj kot je število črnih.
Kasneje bomo pri stohastični optimizaciji vrednostno funkcijo sicer namesto z V
označevali z J , toda zaenkrat se držimo do sedaj znanih oznak. Tako definirajmo
vrednostno funkcijo kot V (w, b) za w, b ∈ Z+. Ta nam pove pričakovano končno
število črnih ovac ob upoštevanju pravila A, če je v čredi w belih (angl. white) in b
črnih (angl. black) ovac. Jasno je, da ob upoštevanju pravila velja:
• V (0, b) = b,
• V (w, b) = V (w − 1, b), v primeru, da je w ≥ b in w > 0,
• V (w, b) = w
w+bV (w+1, b−1)+
b
w+bV (w−1, b+1), v primeru, da je w < b, b > 0
in w > 0.
Če označimo z Wn in Bn število belih oziroma črnih ovac v čredi ob času n,
potem v primeru, da se držimo pravila A, ne glede na začetni vrednosti W0 in
B0, za par (Wn, Bn) velja, da je V (Wn, Bn) martingal glede na naravno filtracijo











= V (Wn, Bn). 
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V splošnem, brez predpostavke o uporabi kontrole iz pravila A, pa za w, b ∈ Z+
veljata sledeči stvari (dokaza se nahajata v [3] na straneh 161–163):
• V (w, b) ≥ V (w − 1, b) za w > 0,
• V (w, b) ≥ w
w+bV (w + 1, b− 1) +
b
w+bV (w − 1, b+ 1) za w > 0 in b > 0.
V splošnem je V (Wn, Bn) supermartingal (dokaz je enak zgornjemu, le da tukaj
na zadnjem koraku ob upoštevanju druge alineje sledi ≤ namesto =).
Vemo, da za nenegativne supermartingale velja, da konvergirajo s.g., pri čemer
velja, da je matematično upanje procesa v neskončnosti manjše od vrednosti ob času





≤ V (W0, Bo).
Konvergenca pa pomeni, da mora V (Wn, Bn) priti v stanje absorpcije, kjer so vse
preostale ovce iste barve. Vidimo, da je, ne glede na začetno število posameznih
ovac, pričakovano končno število ovac res najvišje ob uporabi pravila A, kar pomeni
da je kontrola v skladu z njim optimalna.
Na strani 163 v knjgi [3] je dokazano še, da velja
V (k, k)−
(




→ 0, ko gre k →∞,
kar pomeni, da bi ob začetnih 10.000 črnih in 10.000 belih ovcah ob optimalni kon-
troli (torej ob uporabi pravila A), v povprečju končali s 19.824 črnimi ovcami.
Za grafično ponazoritev je spodaj prikazanih še nekaj trajektorij poteka števila
črnih ovac, dobljenih s simulacijami problema ob začetnih 10.000 črnih in 10.000
belih ovcah, v primeru brez kakršne koli kontrole in v primeru upoštevanja pravila
A, tj. optimalne kontrole za ta problem. Prvi graf izgleda malce varljivo in daje
občutek, da brez kontrole dobimo boljše rezultate, kot jih sicer v resnici ob upošte-
vanju dovolj velikega vzorca. Zato je treba opomniti, da je pričakovana vrednost
števila črnih ovac na koncu nekontroliranega procesa enaka 10.000 (napram 19.824
v primeru optimalne kontrole), saj bo to število z verjetnostjo 1/2 enako 0 in z
verjetnostjo 1/2 enako 20.000. Polovica nekontroliranih vzorcev se tako konča z 0
črnimi ovcami, polovica pa simetrično z 20.000.
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Slika 4. Trajektorije števila ovac v primeru brez kontrole
Vir: lastno delo
Slika 5. Trajektorije števila ovac v primeru optimalne kontrole
Vir: lastno delo
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3.2. Formulacija problema. V modelih stohastične optimizacije v diskretnem
času gremo korak naprej od modelov z deterministično optimizacijo. Če v slednji ni
bilo prisotne nobene slučajnosti, pa tukaj ta nastopa v obliki slučajne spremenljivke.
Ideja stohastične optimizacije oziroma stohastičnega dinamičnega programiranja je
tako kontrola nekega razvoja dogodkov, podanega z diferenčno enačbo, na katerega
do neke mere vplivajo tudi slučajni dogodki. Na situacijo seveda tudi tukaj želimo
vplivati tako, da bo za nekega akterja (posameznika, podjetje, družbo kot celoto ...)
čim bolj ugodna.
Z vpeljavo slučajne spremenljivke moramo kontrolo na podlagi izida le-te sproti
prilagajati v vsakem obdobju, prav tako ne moremo v naprej predvideti vrednosti
funkcije koristi, ki jo bomo dobili ob času T . Optimalna kontrola se tako izvaja na
podlagi najboljše možne pričakovane vrednosti funkcije koristi ob vsakem času.
Pri determinističnem programiranju je veljalo xt+1 = gt(xt, ut) = g(t, xt, ut), kjer
xt predstavlja stanje sveta, ut pa je kontrolna spremenljivka, katere vrednost izbi-
ramo sami. Z dodajanjem slučajne spremenljivke Vt v model sedaj stanje sveta lahko
rekurzivno opišemo kot Xt+1 = g(t,Xt, ut, Vt+1), pri čemer sta X0 = x0 in V0 = v0
podana in ut ∈ U (razlog za razločevanje med velikimi in malimi črkami je le v tem,
da mala črka pomeni znani izid slučajne spremenljivke, označene z veliko črko). Ob
vsakem času t je Vt+1 slučajna spremenljivka, ki zavzame neko vrednost iz končne
množice V . Verjetnost, da je Vt+1 = v ∈ V , zapišemo kot Pt(v|vt). Zapis nam kaže,
da je vrednost lahko odvisna od vt iz predhodnega obdobja in tudi časa t.
V splošnem velja še, da je xt ∈ Rn (običajno n = 1) in ut ∈ U ⊂ Rr (običajno
r = 1). Vektor ut je torej stvar izbire (ki mora pogosto zadostovati določenim
omejitvam) za vsak t, skupaj z vrednostjo Vt+1 pa vpliva na razvoj stanja iz Xt v
Xt+1.
3.3. Formulacija v jeziku slučajnih procesov. Problem lahko zapišemo tudi v
jeziku slučajnih procesov. Sicer v nadaljevanju ne bomo uporabljali tega zapisa,
vseeno pa je na problem koristno pogledati tudi z druge plati.
Predpostavimo T časov in označimo T = {0, 1, . . . , T} ter verjetnostni prostor
(Ω,F , P ). Označimo družino slučajnih spremenljivk XT = {Xτ : τ = 0, 1, . . . , T},
kjer je Xt = X(wt) za wt ∈ Ft. Informacije, ki jih imamo na voljo ob času t ∈ T,
so predstavljene s σ-algebro Ft ⊂ F . Tako je {Ft}Tt=0 naraščajoče zaporedje σ-
podalgeber v F . Naj bo še wt = {wτ , τ = 0, 1, . . . , t} za wt ∈ {At}, kjer je
{At} ⊂ Ω množica možnih dogodkov v času t. wt je torej zaporedje naključnih
dogodkov, ki so se zgodili do časa t.
Zaporedji spremenljivk {xt}Tt=0 in {ut}Tt=0, ki predstavljata stanje oziroma kon-
trolo, postaneta zaporedji slučajnih spremenljivk {Xt(ω)}Tt=0 in {ut(ω)}Tt=0 za ω ∈
Ω oziroma procesa, prilagojena filtraciji F = {Ft}Tt=0 na verjetnostnem prostoru
(Ω,F , P ). Z E0(Xt) označimo še nepogojno matematično upanje spremenljivke Xt
in sicer E0(Xt) = E(Xt|F0).
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Za rešitev problema iz množice dopustnih slučajnih zaporedij {Xt, ut}Tt=0, kjer sta
Xt in ut odvisna od naključnega stanja sveta, torej Xt = Xt(wt) in ut = ut(wt) in oba











X1 = g(x0, u0)
. . .
Xt+1 = g(Xt, ut, wt+1), t = 1, . . . , T − 2,
. . .
XT = g(XT−1, uT−1, wT ),












βtf(ut, Xt) | F0
]
.
Negotovost stanja, v katerem se bo svet v prihodnosti nahajal in s tem negotovost,
ki jo je treba ob optimizaciji vzeti v obzir, je torej podana z wt.
Poglejmo še vrstni red posameznih "dogodkov" ob času t. Najprej imamo poznano
stanje xt, na podlagi katerega se odločimo za kontrolo ut (oziroma u∗t ). Za njima
izvemo vrednost Vt+1. Tako se izid slučajne spremenljivke Vt+1 (s čimer dobimo
wt+1) zgodi kot prvi "dogodek" ob času t + 1 – v odvisnosti od tega izida je potem
določena vrednost xt+1, na podlagi katere se odločamo o ut+1. Zaporedje {u∗t}Tt=0 je
kot pri deterministični optimizaciji optimalna kontrola.
Ob času t = 0 bo, ob upoštevanju načela dinamičnega programiranja in dejstva,
da so vse spremenljivke z indeksom t = 0 merljive glede na F0, optimalna vrednost
ob nekem x0 določena kot:
21











































V (x0) = max
u0
{





kjer so u0, x0 in V0 kot rečeno prilagojeni procesi σ-algebri F0 in X1 = g(u0, x0, w1)
znotraj V1 je prilagojen F1. Vse skupaj lahko razširimo na poljubne 0 ≤ t ≤ T in
dobimo:
V (xt) = max
ut
{





Če predpostavimo, da v neskončosti supremumi ne gredo čez vse meje, zgornje
velja tudi za primere, v katerih gre T →∞.
Če {xt}Tt=0 sledi markovskemu procesu s k možnimi stanji, pa lahko HJB enačbo
zapišemo kot
V (xt) = max
ut
{








kjer je π(s) verjetnost, da se bomo nahajali v stanju s.
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3.4. Dinamično programiranje in HJB enačbe. Začnimo s problemom z le
dvema obdobjema. Matematično upanje funkcije koristi je v tem primeru enako
E
[
f(0, X0, u0) + f(1, X1, u1)
]





Kot vemo, sta X0 = x0 in V0 = v0 znana in X1 = g0(x0, u0, V0) = g(0, x0, u0, V1).
Da dobimo maksimum naše funkcije koristi, moramo kot pri deterministični optimi-
zaciji najprej maksimizirati po u1, nato pa še po u0. Maksimizacijo po u1 izvedemo
v odvisnosti od X1 in tako dobljeno označimo z u∗1(X1). To vrednost, dobljeno z
maksimizacijo, potem vstavimo v zgornje upanje, X1 pa po definiciji zapišemo kot
g(0, x0, u0, V1) in tako funkcija koristi postane




1, g(0, x0, u0, V1), u∗1
(
f(0, x0, u0, V1)
))]
.
Sedaj maksimiziramo še pa u0 in dobimo željeno vrednost kontrolne spremenljivke
za obe časovni obdobji. Pri tem je pomembno upoštevati že omenjeni vrstni red, in
sicer da ob odločanju o vrednosti ut za vsak t = 0, 1, . . . , T že poznamo Xt (in Vt),
zato včasih za boljšo predstavo odvisnosti ut pišemo kot ut(Xt, Vt). Kot pri determi-
nistični optimizaciji, tako funkcijo imenujemo funkcija odločanja. Generalizirajmo










Vsa ideja problema je torej poiskati zaporedje odločitev u∗0(x0, v0), . . . , u∗T (xT , vT ),
ki bodo maksimizirale (ali minimizirale, odvisno od problema) funkcijo koristi. Temu
zaporedju pravimo zaporedje optimalnega odločanja.
Ker imamo oznako Vt v modelu že v uporabi za slučajno spremenljivko, defini-
rajmo tukaj vrednostno funkcijo kot J :













To je zožitev prvotnega problema na zadnjih T − t obdobij. Pogojevanje na xt
in vt v enačbi nam pove, da sta te dve vrednosti podani, kar po definiciji problema
vedno velja za vrednosti v prvem obdobju (zaradi zožanja na zadnjih T − t obdo-
bij je t sedaj prvo obdobje). Verjetnost posameznih slučajnih dogodkov vs je sedaj
določena pogojno le na verjetnosti dogodkov od vt+1 naprej. Problema se ponovno
lotimo s Hamilton-Jacobi-Bellmanovo (HJB) enačbo:
J(t− 1, xt−1, vt−1) = max
ut−1
{
f(t− 1, xt−1, ut−1) + E
[




Ker po definiciji velja Xt = g(t− 1, xt−1, ut−1, Vt), lahko to vstavimo v enačbo in
za t = 1, . . . , T dobimo








t, g(t− 1, xt−1, ut−1, Vt), Vt) | vt−1
]}
,
ob času T , kjer začnemo z reševanjem, pa imamo
J(T, xT , vT ) = J(T, xT ) = max
uT
f(T, xT , uT ).
Preko te enačbe dobimo u∗T (xT , vT ) in hkrati J(T, xT , vT ), ki ju uporabimo za
iskanje u∗T−1(xT−1, vT−1) in J(T − 1, xT−1, vT−1) preko zgornje enačbe. Tako rekur-
zivno poiščemo optimalne kontrole vse do u∗0(x0, v0).









+ (1/2)T 21/2 (XT )1/2
]
,
pri čemer velja Xt+1 = utXtVt+1, X0 = 1, Vt ∈ {0, 8}, P [Vt = 8] = 1/2, ut ∈ [0, 1].
Iz enačbe lahko vidimo, da je J(T, xT ) = (1/2)T 21/2 (xT )1/2. Želimo poiskati op-
timalni u := uT−1 (začnemo s tem členom, saj uT nima nobene vloge pri vrednosti
ob času T ) in J(T − 1, xT−1), pri čemer je


























(1− u)1/2 + u1/2
]}
.
Preko stacionarne točke poiščemo optimalno kontrolo:
∂J
∂u
(T − 1, xT−1) = (1/2)T−1 (xT−1)1/2
[
− (1/2)(1− u)−1/2 + (1/2)u−1/2
]
= 0,
iz česar sledi (1 − u)−1/2 = u−1/2, torej 1 − u = u in s tem u = 1/2. Sedaj lahko u
(oziroma u∗) vstavimo v maksimizator in dobimo
J(T − 1, xT−1) = (1/2)T−1 (xT−1)1/2 2(1/2)1/2
= (1/2)T−1 21/2 (xT−1)1/2.
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Sklepamo, da v splošnem velja J(t, xt) = (1/2)t 21/2 (xt)1/2. V tem primeru iščemo
u := ut−1 in J(t− 1, xt−1) iz iste enačbe kot zgoraj, z razliko, da T zamenjamo s t:
















(1− u)1/2 + u1/2
]}
= (1/2)t−1 21/2 (xt−1)1/2.
Zadnji korak sledi iz maksimiziranja preko stacionarne točke na isti način. Kot
rešitev zgleda torej dobimo, da so vse optimalne kontrole med seboj enake, u0 =
u1 = . . . = uT = 1/2, in celo neodvisne od pripadajočih stanj xt. To se z izjemo
takšnih preprostejših zgledov v resnici ne dogaja praktično nikoli.
♦
3.5. Neskončni časovni horizont. Predpostavimo, da sta Pt(vt+1|vt) in g ne-
odvisna od t in da korist za posamezno obdobje lahko zapišemo kot f(x, u)αt
za α ∈ (0, 1], f in g pa naj bosta zvezni. Označimo zaporedje kontrol s π =(
(u0(x0, v0), u1(x1, v1), . . .
)














Xt, ut(Xt, Vt), Vt+1
)
,
pri čemer veljajo običajne predpostavke, in sicer X0 in V0 sta podana, prav tako
so podani g,f in P (v|vt). Izbira kontrole ut je dovoljena znotraj neke množice U .
Kot po navadi je Vt+1 slučajna spremenljivka (lahko diskretna ali zvezna) z gostoto
p(v|vt), neodvisno od t. Maksimum funkcije koristi iščemo med vsemi možnimi π =(
u0(x0, v0), u1(x1, v1), . . .
)
. Kot pri deterministični optimizaciji bomo predpostavili,
da je vsota neskončne vrste, ki jo maksimiziramo, končna. Za poljuben π lahko
definiramo vrednostno funkcijo










Vidimo, da vrednostno funkcijo J(s, xs, vs) dobimo kot supπ Jπ(s, xs, vs). Do-
dajmo še, da velja J(1, x0, v0) = αJ(0, x0, v0). Dokaz je v viru [2] na straneh 9-10.
Tako kot v končnem časovnem horizontu si sedaj poglejmo HJB enačbo, ki se je prej
glasila kot
J(t− 1, xt−1, vt−1) = max
ut−1
{
f(t− 1, xt−1, ut−1) + E
[




Če izberemo t = 1 in upoštevamo αJ(0, x, v) = J(1, x, v), kjer zaradi lažje no-
tacije pišemo x = x0, v = v0 ter J(0, x, v) = J(x, v), dobimo sledečo Bellmanovo
enačbo:
J(x, v) = max
u
{
f(x, u) + αE
[
J(X1, V1) | x, v
]}
,
kjer je seveda X1 = g(x, u, V1).
Spet želimo določiti tak u(x, v), neodvisen of t, da bo določal optimalno kontrolo.
Neodvisnost u od t nam pove, da bo, neodvisno od časa, v primeru trenutnih vre-
dnosti x in v, optimalna kontrola vedno enaka, saj se pričakovana prihodnja korist
ne razlikuje.
Trditev 3.2. V splošnem velja, da je J(x, v) = supπ Jπ(0, x, v) res definirana in
zadošča pogojem za optimalnost v primeru, da za neki števili M1 in M2 velja
(3) M1 ≤ f(x, u) ≤M2 za vse pare (x, u) ∈ Rn × U.
V tem primeru je rešitev ena sama in končna ter enaka J(x, v), u(x, v), maksimi-
zator enačbe z vstavljenim J , pa je optimalna kontrola.
Če (3) ne velja, pa ne moremo z gotovostjo vedeti, ali je optimalna vrednost ome-
jena, zato je treba upoštevati tudi možnost, da je rešitev HJB lahko neskončno.
Tudi, ko (3) ne velja, lahko rešitve dobimo v sledečih primerih:
• Pozitivna neskončnost. Bodisi je g(x, u) ≥ 0 za vse pare (x, u) ∈ Rn × U
in α = 1, bodisi za γ < 0 velja g(x, u) ≥ γ za vse pare (x, u) ∈ Rn × U in
α ∈ (0, 1). V primeru, da nam pod temi predpostavkami uspe najti u(x, v),
ki vrne maksimum Bellmanove enačbe z vstavljenim J(x, v), je u gotovo op-
timalen.
• Negativna neskončnost. Bodisi je g(x, u) ≤ 0 za vse pare (x, u) ∈ Rn × U
in α = 1, bodisi za γ > 0 velja g(x, u) ≤ γ za vse pare (x, u) ∈ Rn × U in
α ∈ (0, 1). O optimalnosti u velja isto kot pri prejšnjem, seveda, ob veljavnih
tukajšnjih predpostavkah.
Dokaz je nekoliko zahtevnejši in se nahaja v viru [2] na strani 11.
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3.6. Pogojne verjetnosti glede na stanje in kontrolo. Do sedaj smo predpo-
stavljali, da je izid slučajne spremenljivke Vt+1 neodvisen od ostalih spremenljivk,
torej od t, vt, xt in ut. V tem poglavju bomo problem posplošili in uvedli to odvi-
snost. Kot vseskozi v tem poglavju je stanje, v katerem se nahajamo, ob znanih x0
in v0, podano kot
(4) Xt+1 = g(t,Xt, ut, Vt+1).
Predpostavili smo že diskretnost slučajne spremenljivke V in zveznost funkcij
f ter g in to, da za vsak čas t velja xt ∈ Rn in ut ∈ U ⊂ Rr. Naj bo sedaj
V = {v0, . . . , vm} zaloga vrednosti Vt+1, za katero vpeljemo oznake: P [Vt+1 = v0] =
P (0)(t, xt, ut, vt), . . . , P [Vt+1 = vm] = P (m)(t, xt, ut, vt). Vidimo, da so te verjetnosti
pogojne, torej lahko označimo P [Vt+1 = v] = Pt(v|xt, ut, vt) za vse v ∈ V . Slu-
čajni dogodek Vt+1 je tako odvisen od časa t, predhodnega slučajnega dogodka vt,
stanja xt in kontrole ut. Če bi se ukvarjali z zveznimi slučajnimi spremenljivkami
Vt, bi namesto verjetnosti posameznih dogodkov kot po navadi uporabljali gostoto







t,Xt, ut(Xt, Vt), Vt
)]
.
Pri računanju pričakovane vrednosti je sedaj treba vključiti še verjetnosti po-
sameznih dogodkov. Recimo, da so v procesu iskanja optimalne kontrole upora-
bljene neke (poljubne) kontrole u0(x0, v0), . . . , uT (xT , vT ). Ker vemo, kakšne so vse
kontrole in poznamo x0 ter v0, bodo vsa naslednja stanja odvisna le od vrednosti
slučajne spremenljivke. To lahko za poljuben 1 ≤ s ≤ T prikažemo z zapisom
Xs = Xs(V1, . . . , Vs).
S p∗(v1, . . . , vt) pa označimo verjetnost, da so se zgodili dogodki V1 = v1, . . . , Vt =
vt. To lahko zapišemo kot produkt
p∗(v1, . . . , vt) = P0(v1|x0, u0, v0) · P1(v2|x1, u1, v1) · . . . · Pt−1(vt|xt−1, ut−1, vt−1).
V enačbi sicer nismo eksplicitno zapisali, vendar velja: u0 = u0(x0, v0), u1 =
u1(x1, v1), . . . , ut−1 = ut−1(xt−1, vt−1). Ko to upoštevamo, vidimo, da je zaradi
xs = xs(v1, . . . , vs) tudi celoten produkt odvisen le od (v1, . . . , vt). Enako velja
za f
(
t,Xt, ut(Xt, Vt), Vt
)





t,Xt, ut(Xt, Vt), Vt
)]







t, xt, ut(xt, vt), vt
))
p∗(v1, . . . , vt).
Notranja vsota teče po vseh možnih kombinacijah (v1, . . . , vt). Za boljšo pona-
zoritev tega, da je p∗(v1, . . . , vt) (in posledično tudi pričakovana vrednost) odvisna
od izbrane kontrole, lahko oznako E nadomestimo z Eu0,...,uT – v enačbi (5) bi to
recimo bilo smiselno.
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Naš cilj je kot vedno najti zaporedje odločitev u∗0(x0, v0), . . . , u∗T (xT , vT ), ki bo ma-
ksimiziralo funkcijo koristi (5) ob podanem razvoju stanja (4). Vrednostno funkcijo
lahko sedaj definiramo kot














V resnici vseskozi privzemamo obstoj maksimuma, tako da bi lahko tukaj (in
tudi v naslednjih nekaj enačbah) namesto sup pisali kar max. Pri računanju mate-
matičnega upanja sedaj upoštevamo pogojne verjetnosti; tako za verjetnost izidov
slučajne spremenljivke Vi za i = t+ 1, . . . , T (vt je podan), vzamemo
Pt
(
vt+1|xt, ut(xt, vt), vt
)
· . . . · PT−1
(
vT |xT−1, uT−1(xT−1, vT−1), vT−1
)
.
Tokrat se HJB enačba, preko katere izvajamo maksimizacijo, glasi
J(t− 1, xt−1, vt−1) = sup
ut−1
{




Pt−1(v|xt−1, ut−1, vt−1) J
(












Ob času T je vrednostna funkcija seveda enaka
(7) J(T, xT , vT ) = sup
uT
f(T, xT , uT , vT ).
Opomba 3.3. V primeru, da želimo minimizirati funkcijo koristi (v tem primeru
je njeno ime malce neustrezno), v vrednostni funkciji le nadomestimo max oz. sup
z min oz. inf. Intuitivno je to jasno, saj enačbo v resnici le množimo z −1.
Izrek 3.4. Denimo, da smo uspeli najti zaporedje parov
(
u∗t (xt, vt), J(t, xt, vt)
)
za
t = 0, . . . , T , za katerega v funkcijah (6) in (7) dobimo supremum za vse (xT , vT ) in
(xt−1, vt−1). Potem je u∗t optimalna kontrola za vse t = 0, . . . , T . Velja tudi obra-
tno: v primeru, da je u∗t = u∗t (xt, vt) optimalna kontrola za t = 0, . . . , T , potem z
vstavljanjem te kontrole v enačbi (6) in (7) dobimo supremum za vse dosegljive (s
pozitivno verjetnostjo) (xT , vT ) oz. (xt−1, vt−1).
Opomba 3.5. Glede na našo predpostavko o obstoju maksimuma lahko v izreku
supremume nadomestimo z maksimumi.
Pri stohastičnem dinamičnem programiranju sta pomembni vprašanji tudi, kaj
sploh lahko opazujemo in katere opažene rezultate si je potrebno zapomniti. Nače-
loma moramo imeti možnost opazovati stanje, ki nas zanima, in vrednost slučajne
spremenljivke, saj se na podlagi teh dveh vrednosti odločamo o kontroli (v primeru
neodvisnosti Pt in f od vt ni potrebno vedeti trenutnega izida slučajne spremen-
ljivke). Vrednosti nobene od teh dveh spremenljivk ni treba shranjevati oziroma
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vedeti njihovih predhodnih vrednosti, saj te ne vplivajo na naše odločanje.
Ne ločimo pa le možnosti oziroma nezmožnosti opazovanja vrednosti posameznih
spremenljivk – njihovo vrednost smo lahko sposobni opazovati le delno. To je le še
ena zanimiva, vendar malce zahtevnejša ideja, kako bi se model dalo še bolj posplo-
šiti. Intuitivno je jasno, da je v večini primerov optimalna kontrola, dobljena na






policy function funkcija odločanja – pravilo, kakšno kontrolo bomo izvajali v
odvisnosti od vrednosti nekih spremenljivk
utility function funkcija koristi – funkcija, ki nam pove, kakšna je korist (ali
strošek) v odvisnosti od vrednosti nekih spremenljivk
adjoint function pridružena funkcija
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