Online parameter controllers for evolutionary algorithms adjust values of parameters during the run. Recently, a new efficient parameter controller based on reinforcement learning was proposed by Karafotias et al. In this method parameter ranges are discretized into several intervals before the run. However, performing adaptive discretization during the run may increase efficiency of an evolutionary algorithm. Aleti et al. proposed another efficient controller with adaptive discretization.
INTRODUCTION
Efficiency of evolutionary algorithm (EA) depends on the parameter choice. Values of the parameters can be set before a run. However, as optimal values of algorithm parameters may change over the course of the run, adaptive parameter adjustment is required.
We consider parameters with continuous values. When adjusting such parameters, parameter ranges are usually discretized into some intervals. Parameter ranges can be discretized a priori, in this case the chosen segmentation is kept during a run. Dynamic discretization may improve algorithm's performance [1] . Aleti et al. proposed entropy-based adaptive range parameter controller (EARPC) [1] which is one of the most efficient controllers with dynamic discretization [3] .
Recently Karafotias et al. proposed another efficient parameter controller [2, 3] based on reinforcement learning (RL) [4] .
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GECCO '16 July 20-24, 2016, Denver, CO, USA We call this method K-controller. Unfortunately, this method was not compared to EARPC. In the K-controller a priori discretization is used. We propose two new methods which combine RL and dynamic discretization. The first of them combines the K-controller and EARPC. The second one splits parameter ranges using RL and KolmogorovSmirnov criterion.
PROPOSED METHODS
In the K-controller, dynamic state space segmentation is used [2] . However, the ranges of the parameters being adjusted are discretized a priori. We propose to improve the K-controller by using the EARPC method for dynamic discretization of parameter ranges. We call this method E+K.
Preliminary experiments showed that there was no significant improvement of the EA efficiency when many states were used. Thus the second proposed method does not use the dynamic state space segmentation, instead a single state of the RL environment is used. The parameter range is discretized using Kolmogorov-Smirnov criterion and it is rediscretized if the expected rewards are close to each other for all actions of the agent. We call this method KS+RL. The detailed description of the proposed methods is available at arXiv 1 .
EXPERIMENTS AND RESULTS
We use (µ + λ) evolution strategy. Mutation strength σ is the adjustable parameter. We expect that σ should become smaller as the global optimum is approached. The range of σ is [0, k], where k is a constant. As k grows, it becomes harder to find the optimal value of σ.
The average number of generations needed to reach the optimum using different parameter controllers is presented in Table 1 . The first three columns contain values of EA parameters k, µ and λ. The next 20 columns contain results of optimizing four functions with different landscapes: Sphere, Rastrigin, Levi and Rosenbrock. For each function, we present the results of the following parameter controllers: the proposed method KS+RL (K+R), the Q-learning algorithm (Q), the K-controller (K), the EARPC algorithm (E) and the proposed method E+K (E+K). The last row contains the total number of the EA configurations on which the corresponding algorithm outperformed the other algorithms. The gray background highlights the best result for each EA configuration. The KS+RL method outperformed the other considered methods on most problem instances. Fig. 1 shows values of σ selected by the two proposed methods and the K-controller during optimization of Rastrigin function. The horizontal axis refers to the current iteration count, the vertical axis refers to the selected value of σ. The selected σ convergences to the optimal value in the proposed method KS+RL (Fig. 1b) . The other methods do not seem to show such performance.
CONCLUSION
We proposed two parameter controllers which discretize parameter range dynamically. One of the proposed methods is based on two existing parameter controllers: EARPC and the K-controller. In the second approach the parameter range is discretized using Kolmogorov-Smirnov criterion and it is re-discretized if the expected rewards are close to each other for all actions of the agent.
The proposed methods were compared with EARPC, the K-controller and the Q-learning algorithm. We tested controllers with 18 EA configurations on four test problems. On most problem instances, the second proposed approach outperformed the other methods. This method improves the parameter value during the whole optimization process contrary to the other methods.
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