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Abstract
We consider the elliptic system of linear elasticity with bounded mea-
surable coefficients in a domain where the second Korn inequality holds.
We construct heat kernel of the system subject to Dirichlet, Neumann, or
mixedboundary condition under the assumption that weak solutions of the
elliptic system are Ho¨lder continuous in the interior. Moreover, we show
that if weak solutions of the mixed problem are Ho¨lder continuous up to
the boundary, then the correspondingheat kernel has a Gaussian bound. In
particular, if the domain is a two dimensional Lipschitz domain satisfying
a corkscrew or non-tangential accessibility condition on the set where we
specify Dirichlet boundary condition, then we show that the heat kernel
has a Gaussian bound. As an application, we construct Green’s function
for elliptic mixed problem in such a domain.
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1 Introduction
In a domain (i.e. a connected open set) Ω ⊂ Rn (n ≥ 2), we consider the
differential operator
Lu =
∂
∂xα
(
Aαβ(x)
∂u
∂xβ
)
, (1.1)
where u is a column vector with components u1, . . . , un, Aαβ(x) are n × n
matrices whose elements a
αβ
i j
(x) are bounded measurable functions which
satisfy the symmetry condition
a
αβ
i j
(x) = a
βα
ji
(x) = a
iβ
α j
(x), (1.2)
1
4
κ1
∣∣∣ξ + ξT ∣∣∣2 ≤ aαβ
i j
(x)ξ
j
βξ
i
α ≤
1
4
κ2
∣∣∣ξ + ξT ∣∣∣2, (1.3)
where ξ is an arbitrary n × n matrix with real entries ξα
i
, κ1, κ2 > 0, and
|ξ| = (ξ, ξ)1/2. Here and below, we will follow the convention that we
sum over repeated indices and notation (ξ, η) = ξiαη
i
α for n × n matrices
ξ = (ξiα) and η = (η
i
α). The operator L defined by (1.1) can also be written in
coordinate form as follows.
(Lu)i =
n∑
α,β=1
n∑
j=1
∂
∂xα
(
a
αβ
i j
(x)
∂u j
∂xβ
)
, i = 1, . . . ,n.
Our assumptions on the coefficients a
αβ
i j
will include the equations of linear
elasticity and in this case, the coefficients a
αβ
i j
(x) are usually referred to as the
elasticity tensor; see e.g. [2, 18]. In the classical theory of linear elasticity, the
elasticity tensor for a homogeneous isotropic body is given by the formula
a
αβ
i j
= λδiαδ jβ + µ(δi jδαβ + δiβδ jα),
where λ > 0, µ > 0 are the Lame´ constants, δi j is the Kronecker symbol.
In this case, the conditions (1.2) and (1.3) are satisfied with κ1 = 2µ and
κ2 = 2µ + nλ. We define the traction τ = τ(u) by the formula
τ(u) = ναA
αβ(x)
∂u
∂xβ
, (1.4)
where ν = (ν1, . . . , νn) is the unit outward normal to ∂Ω.
We consider following boundary value problems, which are the ones
most frequently considered in the theory of linear elasticity.
1. Dirichlet (displacement) problem
Lu = f in Ω, u =Φ on ∂Ω. (DP)
2. Neumann (traction) problem
Lu = f in Ω, τ(u) = ϕ on ∂Ω. (NP)
2
3. Mixed problem
Lu = f in Ω, u =Φ on D, τ(u) = ϕ on N, (MP)
whereD andN are subsets of ∂Ω such thatD∪N = ∂Ω andD∩N = ∅.
In the above, the equation as well as the boundary condition should be
interpreted in a weak sense; see Section 2 for a precise formulation.
In this article, we are concerned with the heat kernel associated with
the mixed problem (MP). By allowing D = ∂Ω,N = ∅ and D = ∅,N = ∂Ω
in (MP), we may regard (DP) and (NP) as extreme cases of (MP) and this
is why we focus on (MP). By the heat kernel for (MP), we mean an n × n
matrix valued function K(x, y, t) satisfying

∂
∂t
K(x, y, t) − LxK(x, y, t) = 0 in Ω × (0,∞),
K(x, y, t) = 0 on D × (0,∞),
τx(K(x, y, t)) = 0 on N × (0,∞),
K(x, y, 0) = δyI on Ω,
(1.5)
where δy(·) is Dirac delta function concentrated at y, I is the n × n identity
matrix, and the equation as well as the boundary condition should be inter-
preted in someweak sense. The heat kernels for (DP) and (NP) are similarly
defined and they are frequently referred to as Dirichlet and Neumann heat
kernels.
We assume that Ω is a bounded (ǫ, δ)-domain of Jones [15] and if D , ∅
and D , ∂Ω, we assume further that it has a Lipschitz portion; if D = ∂Ω,
then we require none of these conditions (see H1 in Section 2.5). We prove
that if weak solutions of the system Lu = 0 are locally Ho¨lder continuous
(see H2 in Section 2.5), then the heat kernel for (MP) exists and satisfies a
natural growth estimate near the pole; see Theorem 3.1. It is known that
weak solutions of L are Ho¨lder continuous if n = 2 or if the coefficients are
uniformly continuous. We also prove that if the gradient of weak solutions
of the system Lu = 0 satisfy the growth condition called Dirichlet property
(see H3 in Section 2.5), then the heat kernel has a Gaussian upper bound;
see Theorem 3.10. The Dirichlet property is known to hold in the case
when Ω is a Lipschitz domain in R2 and D satisfies the corkscrew condition
(see [25]) or when the coefficients and domains are sufficiently smooth and
D¯∩N¯ = ∅ (see [9]). As an application, we construct Green’s function for the
elliptic system from theheat kernel and in thepresence ofDirichlet property,
we show that the Green’s function has the usual bound of C|x − y|2−n (or
logarithmic bound if n = 2); see Theorem 4.3.
A few remarks are in order. The Dirichlet or Neumann heat kernels for
elliptic equations are studied by many authors; see Davies [6], Robinson
[23], Varopoulos et al. [27], and references therein. For the heat kernel
for second-order elliptic operators in divergence form satisfying Robin-
type boundary conditions, we mention Gesztesy et al. [10]. Dirichlet and
Neumann Green’s functions for strongly parabolic systems are studied in
Cho et al. [3, 4] and Choi and Kim [5]. We should mention that our paper,
though technically more involved, is an extension of their method. The
elliptic Green function for (MP) in two dimensional domains is constructed
in Taylor et al. [25] by a different method not involving the heat kernel.
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Previously, Taylor et al. [26] give a construction of the Green function
for a class of mixed problems for the Laplacian in a Lipschitz domain in
dimensions two and higher.
In recent years, there has been increasing interest in the study of elliptic
equations under mixed boundary conditions from a variety of viewpoints.
Haller-Dintelmann et al. [14] consider Ho¨lder continuity of solutions of
a single equation with an interest in applications in control. Mazzucato
and Nistor [20] study the mixed problem for the elliptic system of elas-
ticity in polyhedral domains under mixed boundary conditions. Finally,
a recent monograph of Maz’ya and Rossmann [19] treats mixed problems
for systems in polyhedral domains. We refer to the above works and their
references for background on the study of mixed problems for systems. It
would be interesting to see if the well-posedness results in these works can
be used to obtain fundamental estimates H2 and H3 that we use to obtain
further estimates for the heat kernel.
The organization of the paper is as follows. In Section 2, we introduce
some notation and definitions including the precise definition of the heat
kernel for (MP). In Section 3, we state our main theorems (Theorems 3.1
and 3.10), which we briefly described above. In Section 4, we construct, as
an application, the Green’s function for (MP) and obtain the usual bounds.
We give the proofs for our main results in Section 5 and some technical
lemmas are proved in Appendix.
2 Preliminaries
2.1 Notation and definition
Throughout the article, we letΩ denote a domain inRn and letD and N be
fixed subsets of ∂Ω such that D ∪N = ∂Ω and D ∩N = ∅. We use X = (x, t)
to denote a point in Rn+1; x = (x1, . . . , xn) will always be a point in Rn. We
also write Y = (y, s), X0 = (x0, t0), and reserve notation
Yˆ = (y, 0) = (y1, . . . , yn, 0).
We define the parabolic distance in Rn+1 by
|X − Y|P = max(|x − y|,
√
|t − s|),
where | · | denotes the usual Euclidean norm, and write |X|P = |X − 0|P .
We use the following notation for basic cylinders in Rn+1.
Q(X, r) = {Y ∈ Rn+1 : |Y −X|P < r},
Q−(X, r) = {Y = (y, s) ∈ Rn+1 : |Y − X|P < r, s < t},
Q+(X, r) = {Y = (y, s) ∈ Rn+1 : |Y − X|P < r, s > t}.
We also use B(x, r) = {y ∈ Rn : |y − x| < r} to denote a ball in Rn. For the
vector valued function u = (u1, . . . ,un)T, we denote by ε(u) (called the strain
tensor) the matrix whose elements are
εi j(u) =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
.
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We denote by R the linear space of rigid displacements of Rn; i.e.
R = {Ax + b : A is real n × n skew-symmetric matrix and b ∈ Rn} (2.1)
Note that R is a real vector space of dimension N = n(n + 1)/2 and that
〈u,v〉 =
∫
Ω
u · v dx =
∫
Ω
vTu dx (2.2)
defines an inner product on R. Let us fix an orthonormal basis {ωi}Ni=1 in R
and define the projection operator πR : L2(Ω)n → R by
πR(u) =
N∑
i=1
〈u,ωi〉ωi. (2.3)
The above formula still makes sense for u = δyek, where ek is the kth unit
(column) vector in Rn. For y ∈ Ω, we denote by Ty = Ty(x) an n × nmatrix
valued function such that
Tyek =

πR(δyek) if D = ∅,
0 if D , ∅. (2.4)
Roughly speaking, Ty is an orthogonal projection of δyI on R if D = ∅ and
0 otherwise. We set
B(u,v) = a
αβ
i j
∂u j
∂xβ
∂vi
∂xα
.
It follows from (1.2) the form B is symmetric (i.e., B(u,v) = B(v,u)) and
from (1.3) that
κ−12 B(u,u) ≤ |ε(u)|2 ≤ κ−11 B(u,u). (2.5)
It is easy to verify that (1.2), (1.3) imply (see [22, Lemma 3.1, p. 30])
a
αβ
i j
ξ
j
β
ηiα ≤
1
4
κ2|ξ + ξT| |η + ηT | ≤ κ2|ξ||η|.
Finally, we denote dx = d(x) = dist(x,Ωc) when Ω is clear from the context
and write a ∧ b = min(a, b) and a ∨ b = max(a, b) for a, b ∈ R¯.
2.2 Function spaces
We use the notation in Gilbarg & Trudinger [13] for the standard functions
spaces defined on U ⊂ Rn such as Lp(U), Wk,p(U), Ck,α(U¯), etc. For Γ ⊂ ∂U,
let W1,2(U;Γ) be the subspace obtained by taking the closure in W1,2(U) of
smooth functions in U¯ which vanish in a neighborhood of Γ. Note that we
have W1,2(U; ∂U) =W1,20 (U). We shall denote
W˜1,2(U;Γ) :=

W1,2(U; Γ) if Γ , ∅{
u ∈W1,2(U) :
∫
U
u dx = 0
}
if Γ = ∅.
ForΩ and D as above, we define
V :=

W1,2(Ω;D)n if D , ∅{
u ∈W1,2(Ω)n : 〈u,v〉 = 0, ∀v ∈ R
}
if D = ∅, (2.6)
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where R and 〈u,v〉 are as in (2.1) and (2.2). Notice that V ⊂ W˜1,2(Ω;D)n. For
µ ∈ (0, 1], we denote
|u|µ;U = [u]µ;U + |u|0;U = sup
x,y∈U
x,y
|u(x) − u(y)|
|x − y|µ + supx∈U
|u(x)|.
For spaces of functions defined onQ ⊂ Rn+1, we borrownotationmainly
from Ladyzhenskaya et al. [17]. To avoid confusion, spaces of functions
defined on Q ⊂ Rn+1 shall be always written in script letters. For q ≥ 1, we
let Lq(Q) denote the Banach space consisting of measurable functions onQ
that are q-integrable. For Q = Ω × (a, b), we denote by Lq,r(Q) the Banach
space consisting of all measurable functions on Q with a finite norm
‖u‖Lq,r (Q) =

∫ b
a
(∫
Ω
|u(x, t)|q dx
)r/q
dt

1/r
,
where q ≥ 1 and r ≥ 1. Thus Lq,q(Q) is the space Lq(Q). By C µ,µ/2(Q¯)
we denote the set of all bounded measurable functions u on Q for which
|u|µ,µ/2;Q is finite, where we define the parabolic Ho¨lder norm as follows:
|u|µ,µ/2;Q = [u]µ,µ/2;Q + |u|0;Q
= sup
X,Y∈Q
X,Y
|u(X) − u(Y)|
|X − Y|µ
P
+ sup
X∈Q
|u(X)|, µ ∈ (0, 1].
Wewrite u ∈ C∞c (Q) (resp. C∞c (Q¯)) if u is an infinitely differentiable function
on Rn+1 with compact support in Q (resp. Q¯). We write Diu = ∂u/∂xi
(i = 1, . . . ,n) and ut = ∂u/∂t. We also write Du = Dxu = (D1u, . . . ,Dnu). We
writeQ(t0) for the set of all points (x, t0) inQ and I(Q) for the set of all t such
that Q(t) is nonempty. We denote
||u||2Q =
∫
Q
|Dxu|2 dx dt + ess sup
t∈I(Q)
∫
Q(t)
|u(x, t)|2 dx.
The space W 1,0q (Q) denotes the Banach space consisting of functions u ∈
Lq(Q) with weak derivativesDiu ∈ Lq(Q) (i = 1, . . . ,n) with the norm
‖u‖
W
1,0
q (Q)
= ‖u‖Lq(Q) + ‖Dxu‖Lq(Q)
and by W 1,1q (Q) the Banach space with the norm
‖u‖
W
1,1
q (Q)
= ‖u‖Lq(Q) + ‖Dxu‖Lq(Q) + ‖ut‖Lq (Q).
In the casewhenQ has a finite height (i.e.,Q ⊂ Rn×(−T,T) for someT < ∞),
we define V2(Q) as the Banach space consisting of all elements of W
1,0
2 (Q)
having a finite norm ‖u‖V2 (Q) := ||u||Q and the space V 1,02 (Q) is obtained by
completing the set W 1,12 (Q) in the norm of V2(Q). When Q does not have
a finite height, we say that u ∈ V2(Q) (resp. V 1,02 (Q)) if u ∈ V2(QT) (resp.
V
1,0
2
(QT)) for allT > 0, whereQT = Q∩{|t| < T}, and ||u||Q < ∞. Note that this
definition allows that 1 ∈ V 1,0
2
(Ω × (0,∞)). Finally, we write u ∈ Lq,loc(Q) if
u ∈ Lq(Q′) for all Q′ ⋐ Q and similarly define W 1,0q,loc(Q), etc.
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2.3 Weak solutions
For f , gα ∈ L2(U)n, where α = 1, . . . ,n, we say that u is a weak solution of
Lu = f + Dαgα in U if u ∈ W1,2(U)n and for any v ∈ W1,20 (U)n satisfies the
identity ∫
U
B(u,v) = −
∫
U
f · v +
∫
U
gα ·Dαv. (2.7)
Let ΓD, ΓN be disjoint subsets of ∂U. Recall that the traction τ(u) is defined
by the formula (1.4). We say that u is a weak solution of
Lu = f +Dαgα in U, u = 0 on ΓD, τ(u) = gανα on ΓN
if u ∈ W1,2(U;ΓD)n and for any v ∈ W1,2(U; ∂U \ ΓN)n satisfies the identity
(2.7). Let Ω,D,N be as above. For f ∈ L2(Ω)n, we say that u is a weak
solution of the mixed problem
Lu = f in Ω, u = 0 on D, τ(u) = 0 on N
if u ∈W1,2(Ω;D)n and satisfies for any v ∈W1,2(Ω;D)n the identity∫
Ω
B(u, v) = −
∫
Ω
f · v.
Let Q be a cylinder U × (a, b), where U ⊂ Rn and −∞ < a < b < ∞. For
f ∈ L2,1(Q)n and gα ∈ L2(Q)n, we say that u is a weak solution of
ut − Lu = f +Dαgα
if u ∈ V2(Q)n and satisfies for all φ ∈ C∞c (Q)n the identity
−
∫
Q
u ·φt +
∫
Q
B(u,φ) =
∫
Q
f ·φ −
∫
Q
gα ·Dαφ. (2.8)
Let ΓD,ΓN be disjoint subsets of ∂U. We say that u is a weak solution of
ut − Lu = f +Dαgα in U × (a, b) =: Q
u = 0 on ΓD × (a, b)
τ(u) = −gανα on ΓN × (a, b) =: S
if u ∈ V2(Q)n, u(·, t) ∈ W1,2(U; ΓD)n for a.e. t ∈ (a, b), and it satisfies the
identity (2.8) for all φ ∈ C∞c (Q ∪ S)n. Next, denote Q = Ω × (a, b), and let
f ∈ L2,1(Q)n, gα ∈ L2(Q)n, and ψ ∈ L2(Ω)n. By a weak solution in V2(Q)n
(resp. V 1,0
2
(Q)n) of the problem

ut − Lu = f +Dαgα in Ω × (a, b)
u = 0 on D × (a, b)
τ(u) = −gανα on N × (a, b)
u(·, a) = ψ on Ω,
(2.9)
we mean u(x, t) in V2(Q)n (resp. V
1,0
2
(Q)n) such that u(·, t) ∈ W1,2(Ω;D)n for
a.e. t ∈ (a, b) and satisfying the identity
−
∫
Q
u · φt +
∫
Q
B(u,φ) −
∫
Q
f ·φ +
∫
Q
gα ·Dαφ =
∫
Ω
ψ(x) ·φ(x, a) dx
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for any φ(x, t) ∈ C∞c (Q¯)n that vanishes on D × (a, b) and equals to zero for
t = a. We may identify f ∈ L2,1(Q)n as an element in L1(a, b;V′) in the sense
[ f (·, t)](v) =
∫
Ω
f (x, t) · v(x) dx, v ∈ V,
and consider the problem

ut − Lu = f in Ω × (a, b)
u = 0 on D × (a, b)
τ(u) = 0 on N × (a, b)
u(·, a) = ψ on Ω
u(·, t) ∈ V for a.e. t ∈ (a, b).
(2.10)
In the above, we impose the compatibility condition for ψ that 〈ψ,v〉 = 0
for all v ∈ R in the case when D = ∅. We shall say that u is a weak solution
of the problem (2.10) if u ∈ V 1,0
2
(Q)n, u(·, t) ∈ V for a.e. t ∈ (a, b), and satisfies
the identity
−
∫
Q
u ·φt +
∫
Q
B(u,φ) −
∫
Q
f · φ =
∫
Ω
ψ(x) ·φ(x, a) dx
for any φ(x, t) ∈ C∞c (Q¯)n that vanishes on D × (a, b), satisfies 〈φ(·, t),v〉 = 0
for all t ∈ [a, b] and any v ∈ R, and equals to zero for t = a. Note that if
D , ∅, then a weak solution of the problem (2.10) is also a weak solution
in V 1,0
2
(Q)n of the problem (2.9) with gα = 0 for all α = 1, . . . ,n, and vice
versa. However, when D = ∅, they are not the same in general; note that if
f (·, t) − f˜ (·, t) ∈ R, then they are the same as elements in L1(a, b;V ′).
2.4 Heat kernel for the system of linear elasticity
We say that an n × n matrix valued function K(x, y, t), with measurable
entries Ki j : Ω ×Ω × [0,∞) → R¯, is the heat kernel for (MP) if it satisfies the
following properties, where we denote Q = Ω × [0,∞).
a) For all y ∈ Ω, elements of K(·, y, ·) belong to W 1,0
1,loc
(Q)∩V2(Q\Q+(Yˆ, r))
for any r > 0.
b) For all y ∈ Ω, K(·, y, ·) is a generalized solution of the problem (1.5)
in the sense that K(·, y, t) ∈ W1,2(Ω;D)n for a.e. t > 0 and for any
φ = (φ1, . . . , φn)T ∈ C∞c (Q¯)n that vanishes on N × [0,∞), we have the
identity
−
∫
Q
Kik(x, y, t)
∂
∂t
φi(x, t) dx dt
+
∫
Q
a
αβ
i j
∂
∂xβ
K jk(x, y, t)
∂
∂xα
φi(x, t) dx dt = φk(y, 0). (2.11)
c) For any f = ( f 1, . . . , f n)T ∈ C∞c (Q¯)n, the function u given by
u(x, t) :=
∫ t
0
∫
Ω
K(y, x, t − s)T f (y, s) dy ds
8
is, for any T > 0, a unique weak solution in V 1,02 (Ω × (0,T))n of the
problem 
ut − Lu = f in Ω × (0,T),
u = 0 on D × (0,T),
τ(u) = 0 on N × (0,T),
u(·, 0) = 0 on Ω.
(2.12)
We note that part c) of the above definition gives the uniqueness of the heat
kernel for (MP).
2.5 Basic Assumptions and their consequences
H1. We assume Ω ⊂ Rn, n ≥ 2 is a bounded domain. If D = ∂Ω, we do
not make any further assumption. Otherwise, we assume the (ǫ, δ)-
condition of Jones [15] for some ǫ, δ > 0: For any x, y ∈ Ω such that
|x − y| < δ, there is a rectifiable arc γ joining x to y and satisfying
l(γ) ≤ 1
ǫ
|x − y|, d(z) ≥ ǫ|x − z||y − x||x − y| for all z on γ,
where l(γ) denotes the arc length of γ and d(z) is the distance from z
to the complement of Ω. If D , ∂Ω and D , ∅, we assume further
that D has a portion of Lipschitz boundary; i.e. there exist x0 ∈ D
and a neighborhood V of x0 in R
n and new orthogonal coordinates
{y1, . . . , yn} such that V is a hypercube in the new coordinates:
V = {(y1, . . . , yn) : −a j < y j < a j, 1 ≤ j ≤ n};
there exists a Lipschitz continuous function ϕ defined in
V′ = {(y1, . . . , yn−1) : −a j < y j < a j, 1 ≤ j ≤ n − 1};
and such that
|ϕ(y′)| ≤ an/2 for every y′ = (y1, . . . , yn−1) ∈ V′,
Ω ∩ V = {y = (y′, yn) ∈ V : yn < ϕ(y′)},
D ∩ V = {y = (y′, yn) ∈ V : yn = ϕ(y′)}.
In other words, in a neighborhood V of x0, Ω is below the graph of ϕ
and D is the graph of ϕ.
Basically,we introduce the assumptionH1 is to guarantee themultiplicative
inequality (2.15) and the second Korn inequality (2.18) are available to us.
We recall that the following multiplicative inequality holds for any u in
W1,2(Rn) with n ≥ 1; see [17, Theorem 2.2, p. 62].
‖u‖L2(n+2)/n(Rn) ≤ c(n)‖Du‖n/(n+2)L2(Rn) ‖u‖
2/(n+2)
L2(Rn)
. (2.13)
If we assumeH1, then there is an extension operator E : W1,2(Ω)→W1,2(Rn)
such that the following holds; see [24, Theorem 8].
‖Eu‖L2(Rn) ≤ C‖u‖L2(Ω), ‖Eu‖W1,2(Rn) ≤ C‖u‖W1,2 (Ω). (2.14)
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Then by combining (2.14) and (2.13), for any u ∈ W˜1,2(Ω;D), we obtain
‖u‖L2(n+2)/n(Ω) ≤ C‖D(Eu)‖n/(n+2)L2(Rn) ‖Eu‖
2/(n+2)
L2(Rn)
≤ C‖u‖n/(n+2)
W1,2(Ω)
‖u‖2/(n+2)
L2(Ω)
≤ C‖Du‖n/(n+2)
L2(Ω)
‖u‖2/(n+2)
L2(Ω)
,
where in the last step we used H1 to apply the Friedrichs inequality (or
Poincare´’s inequality if D = ∅):
‖u‖L2(Ω) ≤ C‖Du‖L2(Ω), ∀u ∈ W˜1,2(Ω;D).
We have proved that H1 implies that there is γ = γ(n,Ω,D) such that for
any u ∈ W˜1,2(Ω;D), we have
‖u‖L2(n+2)/n(Ω) ≤ γ‖Du‖n/(n+2)L2 (Ω) ‖u‖
2/(n+2)
L2(Ω)
. (2.15)
If u ∈ V2(Ω × (a, b)) is such that u(·, t) ∈ W˜1,2(Ω;D) for a.e. t ∈ (a, b), where
−∞ ≤ a < b ≤ ∞, then by (2.15) we have (see [17, pp. 74–75])
‖u‖L2(n+2)/n(Ω×(a,b)) ≤ γ||u||Ω×(a,b). (2.16)
Another important consequence of the inequality (2.15) is the following:
For any u ∈ V2(Ω × (a, b)) with b − a < ∞, we have
‖u‖L2(n+2)/n(Ω×(a,b)) ≤
(
2γ + (b − a)n/2|Ω|−1
) 1
n+2 ||u||Ω×(a,b). (2.17)
We refer to [17, Eq. (3.8), p. 77] for the proof of (2.17). Moreover, H1 implies
the following second Korn inequality: (see [8] for the proof)
‖u‖W1,2(Ω) ≤ C
{
‖u‖L2(Ω) + ‖ε(u)‖L2(Ω)
}
. (2.18)
In fact, if u ∈W1,2(Ω; ∂Ω)n =W1,20 (Ω)n, we have the first Korn inequality
‖Du‖2
L2(Ω)
≤ 2‖ε(u)‖2
L2(Ω)
.
Also, we have the following inequalities for any u ∈ V:
‖u‖W1,2(Ω) ≤ C‖ε(u)‖L2(Ω). (2.19)
The inequality (2.19) is obtained by utilizing (2.18) in the proof of [22,
Theorem 2.7, p. 21]. By (2.19) and (2.5), for any u ∈ V, we have∫
Ω
B(u,u) dx ≥ c
∫
Ω
|Du|2 dx. (2.20)
Lemma 2.21. Assume H1 and let ψ ∈ L2(Ω)n and f ∈ L2,1(Q)n, where Q =
Ω × (a, b) and −∞ < a < b < ∞. Then, there exists a unique weak solution u
in V 1,02 (Q)
n of the problem (2.9). Moreover, if we assume that 〈ψ, v〉 = 0 for all
v ∈ R in the case when D = ∅, then there also exists a unique weak solution of the
problem (2.10). If ‖ f‖L2(n+2)/(n+4)(Q) < ∞, then the weak solution u of the problem
(2.10) satisfies an energy inequality
||u||Ω×(a,b) ≤ C
{
‖ f‖L2(n+2)/(n+4)(Q) + ‖ψ‖L2(Ω)
}
, (2.22)
where C depends only on n, κ1, κ2 and the constants appearing in (2.16) and (2.19).
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Proof. With the aid of the secondKorn inequalities (2.18) or (2.19), it follows
from the standard Galerkin’s method and the energy inequality. 
H2. There exist µ0 ∈ (0, 1] and A0 > 0 such that if u is a weak solution of
Lu = 0 in B = B(x0, r), where x0 ∈ Ω and 0 < r ≤ d(x0), then u is Ho¨lder
continuous in 1
2
B = B(x0, r/2) with an estimate
[u]µ0 ; 12 B
≤ A0r−µ0
(?
B
|u(y)|2 dy
)1/2
. (2.23)
Here, we use the notation
>
B
u dx = 1|B|
∫
B
u dx.
It follows from H2 that a weak solution of ut − Lu is also locally Ho¨lder
continuous.
Lemma 2.24. H2 implies that there exist µ1 ∈ (0, µ0) and A1 > 0 such that
whenever u is a weak solution in V2(Q)
n of ut − Lu = 0 in Q = Q−(X0, r), where
X0 = (x0, t0) ∈ Q and 0 < r ≤ d(x0), u is Ho¨lder continuous in 12Q = Q−(X0, r/2)
and we have an estimate
[u]µ1 ,µ1/2; 12Q
≤ A1r−µ1−(n+2)/2‖u‖L2 (Q).
Proof. With the second Korn inequality available to us, the proof is essen-
tially the same as that of [16, Theorem 3.3]. 
Finally, we introduce a condition that was originally considered by
Auscher and Tchamitchian [1] and is referred to as the Dirichlet property.
H3. There exist µ0 ∈ (0, 1] and A0 > 0 such that if u is a weak solution of
Lu = 0 in B ∩Ω,
u = 0 on B ∩D,
τ(u) = 0 on B ∩N,
where B = B(x0, r) with x0 ∈ Ω and 0 < r ≤ diamΩ, then for any
0 < ρ ≤ r, we have∫
B(x0,ρ)∩Ω
|Du|2 dx ≤ A0
(ρ
r
)n−2+2µ0 ∫
B(x0 ,r)∩Ω
|Du|2 dx. (2.25)
The following lemma says that H3 implies H2. Moreover, it shows that if
there is β > 0 such that for all x0 ∈ Ω and 0 < r ≤ diamΩ, we have
|Ω ∩ B(x0, r)| ≥ βrn, (2.26)
then, weak solutions of ut − Lu = 0 with homogeneous boundary data are
Ho¨lder continuous up to the boundary. It is not hard to check that (ǫ, δ)-
domains satisfy condition (2.26), so that domains that satisfyH1 also satisfy
(2.26).
Lemma 2.27. Let Q = Ω × [0,∞), D = D × [0,∞), and N = N × [0,∞). If
Ω satisfies the condition (2.26), then H3 implies that there exist µ1 ∈ (0, µ0) and
A1 > 0 such that if u is a weak solution in V2(Q ∩ Q)n of
ut − Lu = 0 in Q ∩ Q,
u = 0 on Q ∩D,
τ(u) = 0 on Q ∩N ,
(2.28)
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where Q = Q−(X0, r)with X0 = (x0, t0) ∈ Q and 0 < r ≤
√
t0 ∧diamΩ, then u is
Ho¨lder continuous in 1
2
Q∩Q, where 1
2
Q = Q−(X0, r/2), and we have an estimate
rµ1 [u]µ1 ,µ1/2; 12Q∩Q + |u|0; 12Q∩Q ≤ A1r
−(n+2)/2‖u‖L2 (Q∩Q). (2.29)
Proof. See Appendix 6.1. 
3 Main theorems
Theorem 3.1. Assume the conditions H1 and H2. Then there exists a unique
heat kernel K(x, y, t) for (MP). It satisfies the symmetry relation
K(x, y, t) = K(y, x, t)T (3.2)
and thus by (2.12), for any f ∈ C∞c (Ω¯ × [0,∞))n, we have
u(x, t) =
∫ t
0
∫
Ω
K(x, y, t − s) f (y, s) dy ds (3.3)
is, for any T > 0, a uniqueweak solution in V 1,0
2
(Ω× (0,T))n of the problem (2.12).
Also, for ψ ∈ L2(Ω)n, the function u given by
u(x, t) =
∫
Ω
K(x, y, t)ψ(y) dy (3.4)
is, for any T > 0, a unique weak solution in V 1,02 (Ω × (0,T))n of the problem
ut − Lu = 0 in Ω × (0,T),
u = 0 on D × (0,T),
τ(u) = 0 on N × (0,T),
u(·, 0) = ψ on Ω
(3.5)
and if ψ is continuous at x0 ∈ Ω in addition, then
lim
(x,t)→(x0,0)
x∈Ω, t>0
∫
Ω
K(x, y, t)ψ(y) dy = ψ(x0). (3.6)
Moreover, the following estimates holds for all y ∈ Ω, where we use notation
Q = Ω × [0,∞), dy = d(y), and Yˆ = (y, 0).
1) ‖K(·, y, ·)‖
Lp(Q+(Yˆ,r))
≤ Cpr−n+(n+2)/p, ∀r ∈ (0, dy], ∀p ∈
[
1, n+2
n
)
.
2) |{(x, t) ∈ Q : |K(x, y, t)| > λ}| ≤ Cλ−(n+2)/n, ∀λ > d−ny .
3) ‖DxK(·, y, ·)‖Lp (Q+(Yˆ,r)) ≤ Cpr−n−1+(n+2)/p, ∀r ∈ (0, dy], ∀p ∈
[
1, n+2
n+1
)
.
4) |{(x, t) ∈ Q : |DxK(x, y, t)| > λ}| ≤ Cλ− n+2n+1 , ∀λ > d−n−1y .
5) For X = (x, t) ∈ Q satisfying |X − Yˆ|P < dy/2, we have
|K(x, y, t)| ≤ C|X − Yˆ|−n
P
. (3.7)
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6) For X = (x, t) and X′ = (x′, t′) in Q satisfying
2|X′ − X|P < |X − Yˆ|P < dy/2,
we have
|K(x′, y, t′) − K(x, y, t)| ≤ C|X′ −X|µ1
P
|X − Yˆ|−n−µ1
P
, (3.8)
In the above, C are constants depending only on n, κ1, κ2,Ω,D, µ0,A0 and Cp
depend on p in addition.
Remark 3.9. It will be clear from the proof that besides the estimates 1) - 6)
in Theorem 3.1, we also have
7) ‖K˜(·, y, ·)‖
L2(n+2)/n(Q\Q+(Yˆ,r)) ≤ Cr−n/2, ∀r ∈ (0, dy].
8) ||K˜(·, y, ·)||Q\Q+(Yˆ,r) ≤ Cr−n/2, ∀r ∈ (0, dy].
Here, we use the notation
K˜(x, y, t) =

K(x, y, t) if D , ∅,
K(x, y, t) − πR(δyI)(x) if D = ∅.
where πR is as defined in (2.3); see also (5.28). Moreover, ifΩ is such that it
admits a bounded linear trace operator fromW1,2(Ω) to L2(∂Ω), then it can
be shown that for f ∈ Lq1 ,r1 (Ω× (0,T))n and g ∈ Lq2 ,r2 (N × (0,T))n, where qk
and rk (k = 1, 2) are subject to the conditions of [17, Theorem 5.1, p. 170],
the function u defined by
u(x, t) =
∫ t
0
∫
Ω
K(x, y, t − s) f (y, s) dy ds +
∫ t
0
∫
Ω
K(x, y, t − s)g(y, s) dSy ds
is a unique weak solution in V 1,0
2
(Ω × (0,T))n of the problem
L u = f in Ω × (0,T)
u = 0 on D × (0,T)
τ(u) = g on N × (0,T)
u(·, 0) = 0 on Ω.
Theproof is similar to that of the representation formula (3.3) and is omitted.
Theorem 3.10. Assume H1 and H3. There exists the heat kernel K(x, y, t) for
(MP) and it satisfies all the properties stated in Theorem3.1. Moreover, for x, y ∈ Ω
and t > 0, we have the Gaussian bound
|K(x, y, t)| ≤ C(√
t ∧ diamΩ
)n exp
{−ϑ|x − y|2
t
}
, (3.11)
where C = C(n, κ1, κ2,Ω,D, µ0,A0) and ϑ = ϑ(κ1, κ2) > 0. Furthermore, for
X = (x, t) and X′ = (x′, t′) in Q satisfying |X′ − X|P < 12
(
|X − Yˆ|P ∧ diamΩ
)
,
we have
|K(x′, y, t′) − K(x, y, t)| ≤ C
{ |X′ −X|P
|X − Yˆ|P ∧ diamΩ
}µ1
× 1(√
t ∧ diamΩ
)n exp
{
−ϑ|x − y|
2
4t
}
, (3.12)
where µ1 is as in Lemma 2.27.
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4 Applications
4.1 Some examples
1. If the coefficients are constant, then it is well known that H2 holds
with µ0 = 1 and A0 = A0(n, κ1, κ2). In fact, it is also known that if
the coefficients belong to the VMO class, then H2 holds with µ0 and
A0 depending on the BMO modulus of the coefficients as well as on
n, κ1, κ2. Therefore, the conclusions of Theorem 3.1 are valid in these
cases.
2. If the coefficients belong to the VMO class, the domain Ω is of class
C1, and D¯ ∩ N¯ = ∅, then it is known that H3 holds. Therefore, the
conclusions of Theorem 3.10 are valid in this case.
3. If n = 2, then it is well known that H2 holds with µ0 = µ0(κ1, κ2)
and A0 = A0(κ1, κ2). Therefore, the conclusions of Theorem 3.1 are
valid. In fact, if Ω is a Lipschitz domain and D is a (possibly empty)
set satisfying the corkscrew condition, i.e., for each x ∈ ∂D (where the
boundary is taken with respect to ∂Ω) and r ∈ (0, r0), we may find
xr ∈ D so that |x − xr| ≤ r and dist(xr, ∂Ω \ D) ≥ M−1r, where r0 > 0
and M > 0 are constants, then it is known that H3 holds; see [25].
Therefore, the conclusions of Theorem 3.10 are valid in this case.
4.2 Green’s function for the elliptic system
We say that an n × nmatrix valued function G(x, y) is the Green’s function
of L for (MP) if it satisfies the following properties:
i) G(·, y) ∈ W1,1
loc
(Ω) and G(·, y) ∈ W1,2(Ω \ B(y, r)) for all y ∈ Ω and r > 0.
In the case when D = ∅, we require
∫
Ω
v(x)TG(x, y) dx = 0 for any
v ∈ R.
ii) G(·, y) is a weak solution of
−LG(·, y) = δyI − Ty in Ω, G(·, y) = 0 on D, τ(G(·, y)) = 0 on N
in the sense that we have the identity
∫
Ω
a
αβ
i j
∂
∂xβ
G jk(·, y)
∂φi
∂xα
dx = φk(y).
for any φ = (φ1, . . . , φn)T ∈ C∞(Ω¯)n ∩ V ; see (2.4) and (2.6) for the
definition of Ty and V .
iii) For any f ∈ C∞c (Ω¯)n ∩ V , the function u defined by
u(x) =
∫
Ω
G(y, x)T f (y) dy (4.1)
is the weak solution in V of the problem

Lu = f in Ω,
u = 0 on D,
τ(u) = 0 on N.
(4.2)
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We note that with aid of the second Korn inequality (2.19), which is valid
for any u ∈ V , the unique solvability of the problem (4.2) in the space V is
an immediate consequence of Lax-Milgram lemma. We also note that the
property iii) of the above definition together with the requirement
∫
Ω
v(x)TG(x, y) dx = 0, ∀v ∈ R
gives the uniqueness of the Green’s function.
Theorem 4.3. Assume the conditions H1 and H2. Then, there exists a unique
Green’s function G(x, y) for (MP). We have
G(y, x) = G(x, y)T (4.4)
and thus by (4.1), for any f ∈ C∞(Ω¯)n ∩ V , we find
u(x) =
∫
Ω
G(x, y) f (y) dy
is a unique weak solution in V of the problem (4.2). If we assume H3 instead of
H2, then for any x, y ∈ Ω, we have
i) n = 2
|G(x, y)| ≤ C
{
1 + ln
(
diamΩ
|x − y|
)}
, (4.5)
ii) n ≥ 3
|G(x, y)| ≤ C|x − y|2−n, (4.6)
and moreover, for any x, y ∈ Ω satisfying |x − x′ | < 12 |x − y|, we have
|G(x′, y) − G(x, y)| ≤ C|x′ − x|µ1 |x − y|2−n−µ1 . (4.7)
In the above, C is a constant depending on the prescribed parameters and diamΩ
and µ1 ∈ (0, 1) is as in Lemma 2.27.
Corollary 4.8. Let n = 2 and assume H1. Then, there exists the Green’s function
for (MP) that satisfies (4.4). Moreover, if Ω is a Lipschitz domain and D satisfies
the corkscrew condition described in Section 4.1, then the estimates (4.5), (4.7)
hold, and µ1 and C are constants determined by κ1, κ2, Ω, and D .
Proof. Follows from Example 3 in Section 4.1 and Theorem 4.3. 
5 Proofs of main theorems
5.1 Proof of Theorem 3.1
In the proof, we denote by C a constant depending on the prescribed pa-
rameters n, κ1, κ2, µ0,A0 as well as on Ω and D; if it depends also on some
other parameters such as p, it will be written as Cp, etc.
We fix a Φ ∈ C∞c (Rn) such that Φ is supported in B(0, 1), 0 ≤ Φ ≤ 2, and∫
Rn
Φ = 1. Let y ∈ Ω be fixed but arbitrary. For ǫ > 0, we define
Φy,ǫ(x) = ǫ
−n
Φ((x − y)/ǫ)
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and let vǫ = vǫ,y,k be a unique weak solution in V
1,0
2 (Ω × (0,T))n of the
problem 
ut − Lu = 0 in Ω × (0,T),
u = 0 on D × (0,T),
τ(u) = 0 on N × (0,T),
u(·, 0) = Φy,ǫek on Ω,
(5.1)
where ek is the k-th unit column vector in R
n; see Lemma 2.21. By the
uniqueness, we find that vǫ does not depend on a particular choice of T and
thus by setting vǫ(x, t) = 0 for t < 0 and letting T → ∞, we may assume
the vǫ is defined on the entire Ω × (−∞,∞). We define the mollified heat
kernel Kǫ(x, y, t) to be an n × nmatrix valued function whose k-th column is
vǫ,y,k(x, t); i.e.,
Kǫjk(x, y, t) = v
j
ǫ(x, t) = v
j
ǫ,y,k
(x, t).
For f ∈ C∞c (Ω¯ × (−∞,∞))n, fix a, b so that a < 0 < b and supp f ⊂ Ω¯ × (a, b).
Let u be a weak solution in V 1,02 (Ω × (a, b))n of the backward problem
−ut − Lu = f in Ω × (a, b)
u = 0 on D × (a, b)
τ(u) = 0 on N × (a, b)
u(·, b) = 0 on Ω.
Then, it is easy to see that we have
∫
Ω
Φy,ǫ(x)u
k(x, 0) dx =
∫ b
0
∫
Ω
Kǫik(x, y, t) f
i(x, t) dx dt. (5.2)
Next, we define K˜ǫ(x, y, t) by
K˜ǫ(x, y, t) :=

Kǫ(x, y, t) if D , ∅,
Kǫ(x, y, t) − 1[0,∞)(t)πR(Φy,ǫI)(x) if D = ∅,
(5.3)
where πR(Φy,ǫI)(x) is an n × n matrix whose k-th column is πR(Φy,ǫek)(x).
We set v˜ǫ = v˜ǫ,y,k to be the k-th column of K˜
ǫ(·, y, ·). It is easy to verify that
v˜ǫ(·, t) ∈ V for a.e. t > 0. Therefore, for any T > 0, it is the weak solution of
the problem (see Section 2.3 and Lemma 2.21)

ut − Lu = 0 in Ω × (0,T)
u = 0 on D × (0,T)
τ(u) = 0 on N × (0,T)
u(·, 0) = ψǫ,y,k on Ω
u(·, t) ∈ V for a.e. t ∈ (0,T),
(5.4)
where we denote
ψǫ,y,k =

Φǫ ek if D , ∅,
Φy,ǫ ek − πR(Φy,ǫ ek) if D = ∅.
By the energy inequality, we get (see Lemma 2.21)
||v˜ǫ ||Ω×(−∞,∞) ≤ C‖ψǫ,y,k‖L2(Ω) ≤ Cǫ−n/2. (5.5)
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Let f be a smooth function supported in Q+(X0,R) ⊂ Ω × (−∞,∞). Fix
b > t0 + R2 and let u˜ be the weak solution of the backward problem

−ut − Lu = f in Ω × (a, b)
u = 0 on D × (a, b)
τ(u) = 0 on N × (a, b)
u(·, b) = 0 on Ω
u(·, t) ∈ V for a.e. t ∈ (a, b).
(5.6)
The unique solvability of the above problem is similar to Lemma 2.21 and
by setting u˜(x, t) = 0 for t > b and letting a → −∞, we may again assume
that u˜ is defined on Ω × (−∞,∞). Then, similar to (2.22), we have
||u˜||Ω×(−∞,∞) ≤ C‖ f‖L2(n+2)/(n+4)(Q+(X0,R)). (5.7)
By using Ho¨lder’s inequality, we derive from (5.7) that
‖u˜‖L2(Q+(X0,R)) ≤ CR3+n/2‖ f‖L∞ (Q+(X0,R)).
Then by Lemma 5.9 below and the above estimate, we obtain
|u˜|0;Q+(X0,R/2) ≤ CR2‖ f‖L∞(Q+(X0 ,R)). (5.8)
Lemma 5.9. H2 implies that u˜ is continuous in Q+(X0,R/2) and satisfies the
estimate
|u˜|0; 12Q ≤ C
(
R−(n+2)/2‖u˜‖L2 (Q) + R2‖ f‖L∞(Q)
)
, (5.10)
where we denote αQ = Q+(X0, αR). In fact, the same conclusion is true if u˜ is a
weak solution in V2(Q)
n of −ut − Lu = f (or ut − Lu = f ) with f ∈ L∞(Q)n.
Proof. See Appendix 6.2. 
Note that similar to (5.2), we have the identity
∫
Ω
Φy,ǫ(x)u˜
k(x, 0) dx =
∫ ∞
−∞
∫
Ω
K˜ǫik(·, y, ·) f i dX. (5.11)
If B(y, ǫ) × {0} ⊂ Q+(X0,R/2), then (5.11) together with (5.8) yields∣∣∣∣∣∣
"
Q+(X0,R)
K˜ǫik(·, y, ·) f i dX
∣∣∣∣∣∣ ≤ |u˜|0;Q+(X0 ,R/2) ≤ CR2‖ f‖L∞ (Q+(X0,R)).
Therefore, by duality, it follows that we have
‖K˜ǫ(·, y, ·)‖L1 (Q+(X0 ,R)) ≤ CR2 (5.12)
provided 0 < R < dy and B(y, ǫ) × {0} ⊂ Q+(X0,R/2). For X ∈ Q such that
0 < d := |X − Yˆ|P < dy/6, if we set r = d/3, X0 = (y,−2d2), and R = 6d, then
it is easy to see that for ǫ < d/3, we have
B(y, ǫ) × {0} ⊂ Q+(X0,R/2), Q−(X, r) ⊂ Q+(X0,R),
and also that v˜ǫ = v˜ǫ,y,k is a weak solution in V2(Q−(X, r)) of ut − Lu = 0.
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Lemma 5.13. H2 implies that for any p > 0, we have
|u|0;Q−(X,r/2) ≤ Cpr−(n+2)/p‖u‖Lp (Q−(X,r)).
Proof. It follows from the estimate (5.10) in Lemma 5.9 together with a
standard argument described in [12, pp. 80–82]. 
Note that by Lemma 5.13 and (5.12), we obtain
|v˜ǫ(X)| ≤ Cr−n−2‖v˜ǫ‖L1 (Q−(X,r)) ≤ Cr−n−2‖v˜ǫ‖L1 (Q+(X0,R)) ≤ Cd−n,
That is, for X = (x, t) ∈ Q satisfying 0 < |X − Yˆ|P < dy/6, we have
|K˜ǫ(x, y, t)| ≤ C|X − Yˆ|−n
P
, ∀ǫ ≤ 13 |X − Yˆ|P . (5.14)
Next, we claim that for 0 < R ≤ dy, we have
||K˜ǫ(·, y, ·)||Q\Q+(Yˆ,R) ≤ CR−n/2, ∀ǫ > 0. (5.15)
To prove (5.15), we only need to consider the case when R > 6ǫ. Indeed, if
R ≤ 6ǫ, then (5.5) yields
||K˜ǫ(·, y, ·)||Q\Q+(Yˆ,R) ≤ ||K˜ǫ(·, y, ·)||Ω×(−∞,∞) ≤ Cǫ−n/2 ≤ CR−n/2.
Fix a cut-off function ζ ∈ C∞c (Q(Yˆ,R)) such that
ζ ≡ 1 on Q+(Yˆ,R/2), 0 ≤ ζ ≤ 1, |Dxζ| ≤ 4R−1, |ζt| ≤ 16R−2. (5.16)
By using the second Korn inequality (2.20) and (5.14), we derive from (5.4)
that
sup
t≥0
∫
Ω
|(1 − ζ)v˜ǫ(x, t)|2 dx +
"
Q
|Dx((1 − ζ)v˜ǫ)|2 dxdt
≤ C
"
Q
(
|Dxζ|2 + |(1 − ζ)ζt|
)
|v˜ǫ |2 dxdt
≤ CR−2
"
{R/2<|X−Yˆ|P<R}
|X − Yˆ|−2n
P
dX ≤ CR−n, (5.17)
which implies the desired estimate (5.15). In fact, we obtain from (5.17) that
||(1− ζ)K˜ǫ(·, y, ·)||Q ≤ CR−n/2, ∀ǫ > 0. (5.18)
We claim that for 0 < R ≤ dy, we have
‖K˜ǫ(·, y, ·)‖
L2(n+2)/n(Q\Q¯+(Yˆ,R)) ≤ CR−n/2. (5.19)
Indeed, setQ(1) := Ω× (R2,∞) and Q(2) := (Ω \ B¯(y,R))× (0,R2) and note that
by (2.16) and (5.15) we have
‖K˜ǫ(·, y, ·)‖L2(n+2)/n(Q(1)) ≤ Cγ||K˜ǫ(·, y, ·)||Q(1) ≤ CγR−n/2
and similarly, by (2.17) and (5.18), we have
‖K˜ǫ(·, y, ·)‖L2(n+2)/n(Q(2)) ≤ C(2γ + 1)
1
n+2 γR−n/2.
By combining the above two inequalities, we get (5.19).
18
Lemma 5.20. For any y ∈ Ω and ǫ > 0, we have
|{X = (x, t) ∈ Q : |K˜ǫ(x, y, t)| > λ}| ≤ Cλ− n+2n , ∀λ > d−ny , (5.21)
|{X = (x, t) ∈ Q : |DxK˜ǫ(x, y, t)| > λ}| ≤ Cλ− n+2n+1 , ∀λ > d−(n+1)y . (5.22)
Also, for any y ∈ Ω, 0 < R ≤ dy, and ǫ > 0, we have
‖K˜ǫ(·, y, ·)‖
Lp(Q+(Yˆ,R))
≤ CpR−n+(n+2)/p, ∀p ∈ [1, n+2n ), (5.23)
‖DxK˜ǫ(·, y, ·)‖Lp(Q+(Yˆ,R)) ≤ CpR−n−1+(n+2)/p, ∀p ∈ [1, n+2n+1 ). (5.24)
Proof. Wederive (5.23) and (5.24), respectively, from (5.21) and (5.22), which
in turn follow from (5.19) and (5.15), respectively; see [3, Lemmas 3.3 and
3.4]. 
Lemma 5.25. Suppose {uk}∞k=1 is a sequence in V2(Q)n such that supk ||uk||Q ≤
A < ∞, then there exists u ∈ V2(Q)n satisfying ||u||Q ≤ A and a subsequence uk j
that converges to u weakly in W 1,0
2
(Ω × (0,T))n for any T > 0. Moreover, if each
uk(·, t) ∈ V for a.e. t ∈ (0,∞), then we also have u(·, t) ∈ V for a.e. t ∈ (0,∞).
Proof. See [3, Lemma A.1]. 
The above two lemmas contain all the ingredients for the construction
of a function K˜(·, y, ·) such that for a sequence ǫµ tending to zero, we have
K˜ǫµ (·, y, ·)⇀ K˜(·, y, ·) weakly in W 1,0q (Q+(Yˆ, dy))n
2
,
(1 − ζ)K˜ǫµ (·, y, ·)⇀ (1 − ζ)K˜(·, y, ·) weakly in W 1,0
2
(Ω × (0,T))n2 , (5.26)
where 1 < q < n+2
n+1
, ζ is as in (5.16) with R = d¯Y/2, and T > 0 is arbitrary. It is
routine to check that K˜(·, y, ·) satisfies the same estimates as in Lemma 5.20
as well as (5.15) and (5.19); see [3, Section 4.2]. Note that by Lemma 5.25
we have K˜(·, t, y) ∈ V for a.e. t > 0. We define K(x, y, t) by
K(x, y, t) :=

K˜(x, y, t) if D , ∅,
K˜(x, y, t) + 1[0,∞)(t)πR(δyI)(x) if D = ∅.
(5.27)
where πR(δyI) is an n × nmatrix valued function whose k-th column is
πR(δyek) =
N∑
i=1
ωki (y)ωi,
where ωi = (ω
1
i , . . . , ω
n
i )
T ∈ R and
∫
Ω
ωi ·ω j dx = δi j. (5.28)
Then, it is easy to see that K(x, y, t) satisfies the estimates 1) - 4) in Theorem
3.1 because K˜(x, y, t) satisfies all of them as we noted above, and R is a
finite dimensional vector space so that all norms over R are equivalent. For
example, to see the estimate 3) in the theorem holds, observe that
‖Dωi‖L p(Q+(Yˆ,r)) ≤ r‖ωi‖W1,2 (B(y,r))|Q+(Yˆ, r)|
1
p − 12
≤ Cr−n/2+(n+2)/p ≤ C(diamΩ)n/2+1r−n−1+(n+2)/p.
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Since πR(δyek) ∈ R, it is a weak solution of ut − Lu = 0. Therefore, by
repeating the proof for (5.14), we find K(x, y, t) satisfies the estimate (3.7),
while the estimate (3.8) is obtained from (3.7) and Lemma 2.24. We have
thus shown that K(x, y, t) satisfies all the estimates 1) - 6) in Theorem 3.1.
We now prove that K(x, y, t) satisfies all the properties stated in Sec-
tion 2.4 so that it is indeed the heat kernel for (MP). First, note that the
property a) is clear from 1), 3) in the theorem and 8) in Remark 3.9. To
verify the property b), first note that by (5.3) together with (5.26) and (5.27),
we have
Kǫµ (·, y, ·)⇀ K(·, y, ·) weakly in W 1,0q (Q+(Yˆ, dy))n
2
,
(1 − ζ)Kǫµ (·, y, ·)⇀ (1 − ζ)K(·, y, ·) weakly in W 1,02 (Ω × (0,T))n
2
, (5.29)
for any T > 0. Next, suppose φ = (φ1, . . . , φn)T is supported in Ω¯ × (0,T)
and note that by (5.1) we have
∫
Ω
Φy,ǫ(x)φ
k(x, 0) dx =
∫ T
0
∫
Ω
−Kǫµ
ik
(x, y, t)
∂
∂t
φi(x, t) dx dt
+
∫ T
0
∫
Ω
a
αβ
i j
∂
∂xβ
K
ǫµ
jk
(x, y, t)
∂
∂xα
φi(x, t) dx dt.
By writing φ = ηφ + (1 − η)φ, where η ∈ C∞c (Q(Yˆ, dy)) satisfying η = 1
on Q(Yˆ, dy/2), and using (5.29), and taking µ → ∞ in the above, we get
the identity (2.11); see [3, p. 1662] for the details. To verify the property
c), let us denote fˆ (x, t) = f (x,−t) and let uˆ be a unique weak solution in
V
1,0
2 (Ω × (−T, 0))n of the backward problem
−ut − Lu = fˆ in Ω × (−T, 0)
u = 0 on D × (−T, 0)
τ(u) = 0 on N × (−T, 0)
u(·, 0) = 0 on Ω.
By letting T → ∞, we may assume that uˆ is defined on Ω × (−∞, 0). Then,
similar to (5.2), for t > 0, we have
∫
Ω
Φx,ǫ(y)uˆ
k(y,−t) dy =
∫ 0
−t
∫
Ω
Kǫik(y, x, s + t) fˆ
i(y, s) dy ds.
WenoteH2 implies, similar to Lemma5.9, that uˆ is continuous inΩ×(−∞, 0).
By writing f = ζ f + (1 − ζ) f and use (5.29) to get
uˆk(x,−t) =
∫ t
0
∫
Ω
Kik(y, x, t − s) f i(y, s) dx ds
If we set u(x, t) = uˆ(x,−t), then it becomes be a weak solution in V2(Ω ×
(0,T))n of the problem (2.12), and thus by the uniqueness the property c)
is confirmed. Therefore, we have shown that K(x, y, t) is indeed the heat
kernel for (MP).
Now, we prove the identity (3.2). Let
Kˆδil(y, x, s) = vˆ
i
δ,x,l(y, s) = v
i
δ,x,l(y, t − s) = Kδil(y, x, t − s) (5.30)
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and
Φˆx,δ(y, s) = Φx,δ(y, t − s),
where vδ,x,l and Φx,δ are as above. Observe that vˆδ,x,l(y, s) is, for any −T < t,
a unique weak solution in V 1,2
0
(Ω × (−T, t))n of the problem

−vs − Lv = 0 in Ω × (−T, t)
v = 0 on D × (−T, t)
τ(v) = 0 on N × (−T, t)
v(·, t) = Φˆx,δ el on Ω.
(5.31)
Then, similar to (5.2), we have∫
Ω
Kˆδkl(·, x, 0)Φy,ǫ =
∫
Ω
Kǫlk(·, y, t)Φˆx,δ. (5.32)
By repeating the proof of [3, Lemma 3.5], we obtain (3.2) from (5.32) as well
as the the following representation of the mollified heat kernel:
Kǫ(x, y, t) =
∫
Ω
K(z, x, t)TΦy,ǫ(z) dz.
In particular, by continuity of K(·, x, t) and (3.2), we have
lim
ǫ→0
Kǫ(x, y, t) = K(x, y, t). (5.33)
Now, we turn to the proof of the formula (3.4). Let u be the weak
solution in V 1,02 (Ω × (0,T))n of the problem (3.5). Let X = (x, t) ∈ Ω × (0,T)
be fixed but arbitrary and let vˆδ = vˆδ,x,l be as in (5.30). Then, it follows from
the equations (3.5) and (5.31) that for sufficiently small δ, we have
∫
Ω
ψi(y)vˆiδ(y, 0) dy =
∫
Ω
ul(y, t)Φˆδ,x(y) dy.
Therefore, by using (5.30), we obtain
∫
Ω
K
ǫµ
il
(y, x, t)ψi(y) dy =
∫
Ω
ul(y, t)Φˆǫµ,x(y) dy. (5.34)
By (5.15) and (5.33) with x in place of y, we find by the dominated conver-
gence theorem that
lim
µ→∞
∫
Ω
K
ǫµ
il
(y, x, t)ψi(y) dy =
∫
Ω
Kil(y, x, t)ψ
i(y) dy.
By Lemma 5.9, we find that u is continuous at X = (x, t). Therefore, by
taking the limit µ→∞ in (5.34) and using (3.2) we obtain (3.4).
Finally, let u be a weak solution V 1,02 (Ω × (0,T))n of the problem (3.5)
and φ be a Lipschitz function on Ω satisfying |∇φ| ≤ K a.e. for some K > 0.
Denote
I(t) :=
∫
Ω
e2φ |u(x, t)|2 dx.
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Then I′(t) satisfies for a.e. t > 0 the differential inequality
I′(t) = −2
∫
Ω
{
e2φB(u,u) + 2e2φa
αβ
i j
∂u j
∂xβ
∂φ
∂xα
ui
}
dx
≤
∫
Ω
{
−2κ1e2φ|ε(u)|2 + 4κ2e2ψ|ε(u)||∇φ||u|
}
dx
≤
∫
Ω
{
−2κ1e2φ|ε(u)|2 + 2κ1e2φ |ε(u)|2 + 2(κ22/κ1)K2e2φ|u|2
}
dx
≤ 2(κ22/κ1)K2I(t). (5.35)
Then, by repeating the argument in [3, Section 4.4], we obtain the formula
(3.6). The theorem is proved. 
5.2 Proof of Theorem 3.10
By Lemma 2.27 and a remark preceding it, we observe that the conditions
H1 and H3 imply the condition H2 and the condition (LB) in [4]. Then,
by Theorem 3.1, the heat kernel K(x, y, t) exists and by using (5.35) and
repeating the proof of [4, Theorem 3.1] with Rmax = diamΩ, we obtain the
Gaussian bound (3.11). Also, by (2.29), for X = (x, t) and X′ = (x′, t′) in Q
satisfying
2|X′ − X|P < r ≤ r0 := |X − Yˆ|P ∧ diamΩ,
we have
|K(x′, y, t′) − K(x, y, t)| ≤ C|X′ − X|µ1
P
r−µ1−(n+2)/2‖K(·, y, ·)‖L2 (Q−(X,r)∩Q) (5.36)
Note that the estimate (3.11) implies that for 0 < s ≤ (diamΩ)2, we have
|K(z, y, s)| ≤ C
{
|z − y| ∧ √s
}−n
. (5.37)
From the above the estimate, we obtain the estimate (3.12) by repeating the
proof of [3, Theorem 3.7]. More precisely, we consider the following three
possible cases.
i) Case |x − y| ≤ √t < diamΩ: In this case, we have
r0 =
√
t = |X − Yˆ|P and |x − y|2/t ≤ 1.
If |X′−X|P < r0/8, then we take r = r0/4 in (5.36) and use (5.37) to get
|K(x′, y, t′) − K(x, y, t)| ≤ C|X′ − X|µ1
P
r−n−µ1 ,
which implies (3.12). If r0/8 ≤ |X′ − X|P ≤ r0/2, then we have
|x′ − y| ≤ 3r0/2 and r0/2 ≤
√
t′ ≤ r0 < diamΩ
and thus, by (3.11) we get
|K(x′, y, t′) − K(x, y, t)| ≤ |K(x′, y, t′)| + |K(x, y, t)| ≤ Cr−n0 ,
which also implies (3.12).
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ii) Case
√
t < |x − y|: In this case, r0 = |x − y| < diamΩ. Similar to [4,
Eq. (5.22)], for all (z, s) ∈ Q−(X, r0/2) ∩ Q, we have
|K(z, y, s)| ≤ Ct−n/2 exp
{
−ϑ|x − y|2/4t
}
. (5.38)
If |X′−X|P < r0/4, then we take r = r0/2 in (5.36) and use (5.38) to get
|K(x′, y, t′) − K(x, y, t)| ≤ C|X′ −X|µ1
P
r−µ1 t−n/2 exp
{
−ϑ|x − y|2/4t
}
.
If r0/4 ≤ |X′ −X|P ≤ r0/2, then use (3.11) and (5.38) to get
|K(x′, y, t′) − K(x, y, t)| ≤ Ct−n/2 exp
{
−ϑ|x − y|2/4t
}
.
Therefore, we also obtain (3.12) in this case.
iii) Case diamΩ ≤ √t: In this case r0 = d := diamΩ, and the desired
estimate (3.12) becomes
|K(x′, y, t′) − K(x, y, t)| ≤ C|X′ − X|µ1
P
d−n−µ1 exp
{
−ϑ|x − y|2/4t
}
. (5.39)
Since t ≥ d2, for all (z, s) ∈ Q−(X, r0/2) ∩ Q, we have
exp
{
−ϑ|z − y|2/s
}
≤ eϑ/4 exp
{
−ϑ|x − y|2/2t
}
. (5.40)
If |X′ − X|P < r0/4, then we take r = r0/2 in (5.36) and use (5.40) to
obtain (5.39). If r0/4 ≤ |X′ − X|P ≤ r0/2, then by (3.11) and (5.40)
|K(x′, y, t′) − K(x, y, t)| ≤ Cd−n exp
{
−ϑ|x − y|2/2t
}
.
Therefore, we also obtain (3.12) in this case.
The theorem is proved. 
5.3 Proof of Theorem 4.3
Assuming H1 and H2, we construct the Green’s function G(x, y) for (MP)
as follows. Note that (2.19) implies that there is a constant ̺ such that for
any u ∈ V, we have
‖u‖L2(Ω) ≤ ̺‖ε(u)‖L2(Ω). (5.41)
By utilizing (5.41) and following the proof of [7, Lemma 3.2], we get that
for x, y ∈ Ω with x , y, we have∫ ∞
0
|K˜(x, y, t)| dt < ∞,
where K˜(·, y, ·) is as in the proof of Theorem 3.1. We then define
G(x, y) :=
∫ ∞
0
K˜(x, y, t) dt. (5.42)
Then the symmetry relation (4.4) is an immediate consequence of (3.2) once
we show that G(x, y) is the Green’s function. We shall prove below that
G(x, y) indeed enjoys the properties stated in Section 4.2. Denote
Kˆ(x, y, t) :=
∫ t
0
K˜(x, y, s) ds
so that we have
G(x, y) = lim
t→∞
Kˆ(x, y, t).
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Lemma 5.43. The following holds uniformly for all t > 0 and y ∈ Ω.
i) ‖Kˆ(·, y, t)‖Lp(B(y,dy)) ≤ Cp(d2y + ̺2)dn/p−ny , ∀p ∈
[
1, n+2n
)
.
ii) ‖Kˆ(·, y, t)‖L2(n+2)/n(Ω\B(y,r)) ≤ C(r2 + ̺2)r−
n(n+4)
2(n+2) , ∀r ∈ (0, dy].
iii) ‖DKˆ(·, y, t)‖Lp(B(y,dy)) ≤ Cp(d2y + ̺2)d−1−n+n/py , ∀p ∈
[
1, n+2n+1
)
.
iv) ‖DKˆ(·, y, t)‖L2(Ω\B(y,r)) ≤ C(r2 + ̺2)r−1−n/2, ∀r ∈ (0, dy].
Proof. See [7, Lemma 3.23]. 
By the above lemma, elements Gi j(x, y) of G(x, y) satisfy
Gi j(·, y) ∈W1,1(Ω) and Gi j(·, y) ∈W1,2(Ω \ B(y, r)) for any r > 0.
Recall that columns of K˜(·, y, t) are members of V ; see Lemma 5.25. There-
fore, in the case when D = ∅, for any v ∈ R, we have
∫
Ω
v(x)TK˜(x, y, t) dx = 0
and thus, we also have ∫
Ω
v(x)TG(x, y) dx = 0.
We have shown that G(x, y) satisfies the property i) in Section 4.2. For the
proof of the property ii) in Section 4.2, we refer to [7, Section 3.2]. Finally, we
show that the property iii) in Section 4.2 also holds. Let f ∈ C∞(Ω¯)n∩V and
u be defined by the formula (4.1). The integral (4.1) is absolutely convergent
by the property i) of section 4.2. Similarly, Lemma 5.43 implies that
v(x, t) :=
∫
Ω
Kˆ(x, y, t) f (y) dy
is well defined. Observe that
v(x, t) =
∫ t
0
∫
Ω
K˜(x, y, s) f (y) dy ds =
∫ t
0
∫
Ω
K˜(x, y, t − s) f (y) dy ds. (5.44)
Therefore, we have
lim
t→∞
v(x, t) =
∫
Ω
G(x, y) f (y) dy = u(x) (5.45)
vt(x, t) =
∫
Ω
K˜(x, y, t) f (y) dy. (5.46)
By (5.27), the assumption that f ∈ V , and (3.3), we find from (5.44) that v is,
for any T > 0, the weak solution in V 1,02 (Ω × (0,T))n of the problem
vt − Lv = f in Ω × (0,T)
v = 0 on D × (0,T)
τ(v) = 0 on N × (0,T)
v(·, 0) = 0 on Ω.
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By a similar reasoning, (5.46) and the representation formula (3.4) implies
that vt is, for any T > 0, the weak solution in V
1,0
2
(Ω× (0,T))n of the problem
(3.5) with ψ = f . Then, we have (see [7, Eq. (3.42)])
‖vt(·, t)‖L2(Ω) ≤ Ce−κ1̺−2t‖ f‖L2(Ω), ∀t > 0. (5.47)
Observe that by (5.44), (5.46), and the assumption that f ∈ V , we have
v(·, t) ∈ V and vt(·, t) ∈ V for a.e. t > 0.
Also, note that for any φ = (φ1, . . . , φn)T ∈ V and for a.e. t > 0, we have
∫
Ω
a
αβ
i j
∂v j
∂xβ
(·, t) ∂φ
i
∂xα
dx =
∫
Ω
f iφi dx −
∫
Ω
vit(· t)φi dx. (5.48)
Then, by setting φ = v(·, t) in (5.48) and using (5.41), for a.e. t > 0, we have
‖ε(v(·, t))‖2
L2(Ω)
≤ C
(
‖ f‖L2(Ω) + ‖vt(·, t)‖L2(Ω)
)
‖v(·, t)‖L2(Ω)
≤ C‖ f‖L2(Ω)‖ε(v(·, t))‖L2(Ω),
where we have used (5.47). Therefore, by (2.19), for a.e. t > 0, we have
‖v(·, t)‖W1,2(Ω) ≤ C‖ f‖L2(Ω).
Then, by the weak compactness of the spaceW1,2(Ω)n together with the fact
that V is weakly closed inW1,2(Ω)n, we find that there is a sequence {tm}∞m=1
tending to infinity and u˜ ∈ V such that
v(·, tm) ⇀ u˜ weakly in W1,2(Ω)n.
By (5.45), we must have u = u˜ ∈ V and thus, for all φ ∈ V , we get
lim
m→∞
∫
Ω
a
αβ
i j
∂v j
∂xβ
(·, tm)
∂φi
∂xα
dx =
∫
Ω
a
αβ
i j
∂u j
∂xβ
∂φi
∂xα
dx. (5.49)
Then, by (5.49), (5.47), and (5.48), for any φ ∈ V, we obtain
∫
Ω
a
αβ
i j
∂u j
∂xβ
∂φi
∂xα
dx =
∫
Ω
f iφi dx,
which shows u is a weak solution in V of the problem (4.2); see the remark
that appears above Theorem 4.3. Therefore, we verified that G(x, y) defined
by the formula (5.42) also satisfies the property iii) in Section 4.2, and thus
it is indeed the Green’s function for (MP).
Next, we assume H3 instead of H2 and proceed to prove the second
part of the theorem. In the rest of the proof, we shall denote
d := diamΩ.
By Theorem 3.10, we have the Gaussian bound (3.11). In particular, for
X = (x, t) ∈ Q satisfying √t ≤ diamΩ, we have
|K˜(x, y, t)| ≤ C|X − Yˆ|−n
P
. (5.50)
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Similar to [4, Eq. (6.17)], we have
|K˜(x, y, t)| ≤ Cr−ne−κ1̺−2(t−2r2), t ≥ 2r2, 0 < r ≤ d. (5.51)
We set r := 1
2
min(̺, d). If 0 < |x − y| ≤ r, then by (5.42), we have
|G(x, y)| ≤
∫ |x−y|2
0
+
∫ 2r2
|x−y|2
+
∫ ∞
2r2
|K˜(x, y, t)| dt =: I1 + I2 + I3. (5.52)
It then follows from (5.50) and (5.51) that
I1 ≤ C
∫ |x−y|2
0
|x − y|−n dt ≤ C|x − y|2−n,
I2 ≤ C
∫ 2r2
|x−y|2
t−n/2 dt ≤

C + C ln(r/|x − y|) if n = 2,
C|x − y|2−n if n ≥ 3.
I3 ≤ C
∫ ∞
2r2
r−ne−κ1̺
−2(t−2r2) dt ≤ C̺2r−n.
Combining all together we get that if 0 < |x − y| ≤ r, then
|G(x, y)| ≤

C
(
1 + (̺/r)2 + ln(r/d) + ln(d/|x − y|)) if n = 2,
C
(
1 + (̺/r)2
) |x − y|2−n if n ≥ 3. (5.53)
In the case when |x − y| ≥ r, we estimate by (5.50) and (5.51) that
|G(x, y)| ≤
∫ 2r2
0
|K˜(x, y, t)| dt +
∫ ∞
2r2
|K˜(x, y, t)| dt
≤ C
∫ 2r2
0
r−n dt + C
∫ ∞
2r2
r−ne−κ1̺
−2(t−2r2) dt ≤ Cr2−n + C̺2r−n. (5.54)
By (5.53) and (5.54), we get (4.5) and (4.6). Finally, we turn to the proof of
the estimate (4.7). Because we assume H3, the conclusions of Theorem 3.10
are valid. By (3.12) and the definition (5.27), if |X − Yˆ|P ≤ d, then we have
|K˜(x′, y, t) − K˜(x, y, t)| ≤ |K(x′, y, t) − K(x, y, t)| + C|x − x′|
≤ C|x′ − x|µ1 |X − Yˆ|−n−µ1
P
whenever |x − x′ | < 1
2
|x − y|. (5.55)
We claim that for 0 < r ≤ d and t > 3r2, we have
|K˜(x′, y, t) − K˜(x, y, t)| ≤ C|x′ − x|µ1 r−n−µ1 e−κ1̺−2(t−2r2) (5.56)
whenever |x−x′ | < 12 |x−y|. Assume the claim (5.56) for themoment. Similar
to (5.52), in the case when 0 < |x − y| ≤ r := 1
2
min(̺, d), we get
|G(x′, y) − G(x, y)| ≤∫ |x−y|2
0
+
∫ 3r2
|x−y|2
+
∫ ∞
3r2
|K˜(x′, y, t) − K˜(x, y, t)| dt =: I1 + I2 + I3.
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It follows from (5.55) that
I1 ≤ C|x′ − x|µ1
∫ |x−y|2
0
|x − y|−n−µ1 dt ≤ C|x′ − x|µ1 |x − y|2−n−µ1 ,
I2 ≤ C|x′ − x|µ1
∫ ∞
|x−y|2
t−n/2−µ1/2 dt ≤ C|x′ − x|µ1 |x − y|2−n−µ1 .
Also, by (5.56), we obtain
I3 ≤ Cr−n−µ1 |x′ − x|µ1
∫ ∞
2r2
e−κ1̺
−2(t−2r2) dt
≤ C̺2r−n−µ1 |x′ − x|µ1 ≤ C
(̺
r
)2
|x′ − x|µ1 |x − y|2−n−µ1 .
Combining the above estimates together, we obtain (4.7)when0 < |x−y| ≤ r.
In the case when |x − y| ≥ r, by using (5.55) and (5.56), we estimate
|G(x′, y) − G(x, y)| ≤
∫ 4r2
0
+
∫ ∞
4r2
|K˜(x′, y, t) − K˜(x, y, t)| dt
≤ C|x′ − x|µ1r2−n−µ1 + C̺2r−n−µ1 |x′ − x|µ1
≤ C(1 + (̺/r)2)|x′ − x|µ1 (r/d)2−n−µ1d2−n−µ1
≤ C(1 + (̺/r)2)(r/d)2−n−µ1 |x′ − x|µ1 |x − y|2−n−µ1 .
Therefore, we also obtain (4.7) when |x − y| ≥ r. It only remains for us to
prove the claim (5.56). The strategy is similar to the proof of (3.12). Note
that each column of K˜(·, y, t) is a weak solution in V2(Q) of ut − Lu = 0
provided that Q ⋐ Q \ {Yˆ}. Therefore, similar to (5.36), for 0 < r ≤ d and
t > 3r2, we have
|K˜(x′, y, t) − K˜(x, y, t)| ≤ C|x′ − x|µ1 r−n/2−1−µ1‖K˜(·, y, ·)‖L2 (Q−(X,r)∩Q)
whenever |x − x′| < r/2. Then by (5.51), we obtain (5.56). 
6 Appendix
6.1 Proof of Lemma 2.27
We first show H3 implies H2. Suppose u is a weak solution of Lu = 0 in
B(x0, r) ⊂ Ω. By a well-known theorem of Morrey [21, Theorem 3.5.2], we
have
[u]2µ0 ;B(x0 ,r/2) ≤ Cr2−n−2µ0‖Du‖2L2(B(x0,3r/4)).
By using the second Korn inequality, we get Caccioppoli’s inequality for u,
that is, for any λ ∈ Rn and 0 < ρ ≤ r/2, we have
∫
B(x0 ,ρ)
|Du|2 dx ≤ Cρ−2
(
1 + (diamΩ)2
) ∫
B(x0,2ρ)
|u − λ|2 dx.
Then, we get the estimate (2.23) from (2.25).
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Next, we prove the estimate (2.29). We first establish a global version
of [16, Lemma 4.3]. For λ ≥ 0, we denote by L2,λ(U) the linear space of
functions u ∈ L2(U) such that
‖u‖L2,λ(U) =
 supx∈U
0<r<diamU
r−λ
∫
B(x,r)∩U
|u|2 dx

1/2
< ∞.
Lemma 6.1. Let f ∈ L2,λ(B ∩ Ω)n, where λ ≥ 0 and B = B(x0,R) with x0 ∈ Ω¯
and 0 < R < diamΩ. Suppose u is a weak solution of

Lu = f in B ∩Ω,
u = 0 on B ∩D,
τ(u) = 0 on B ∩N.
If we assume H3, then, for 0 ≤ γ < γ0 := min(λ + 4,n + 2µ0), we have
r2−γ
∫
B(x,r)∩Ω
|Du|2 dx ≤ C
(∫
B∩Ω
|Du|2 dx + ‖ f‖2
L2,λ(B∩Ω)
)
(6.2)
uniformly for all x ∈ 1
2
B ∩ Ω¯ and 0 < r ≤ R/2. Here, 1
2
B = B(x0,R/2) and C is a
constant depending only on n, κ1, κ2, µ0,A0, λ, γ, and Ω. We may take γ = γ0 in
(6.2) if γ0 < n. Moreover, if γ < n, then u ∈ L2,γ( 12B ∩Ω) and
‖u‖L2,γ( 12 B∩Ω) ≤ C
(
‖u‖L2(B∩Ω) + ‖Du‖L2(B∩Ω) + ‖ f‖L2,λ(B∩Ω)
)
. (6.3)
Proof. Let x ∈ B(x0,R/2) ∩ ∂Ω and 0 < r ≤ r0 ∧ (R/2), where r0 > 0 is such
that
Ω \
⋃
x∈∂Ω
B(x, r0) ⊃ B(y, δ0) for some y ∈ Ω and δ0 > 0. (6.4)
Denote
N˜ := N ∩ B(x, r), D˜ := ∂(B(x, r) ∩Ω) \ N˜
and let v be a unique weak solution of the problem
Lv = f in B(x, r) ∩Ω, v = 0 on D˜, τ(v) = 0 on N˜.
By testing with v and using the Sobolev inequality, we get
∫
B(x,r)∩Ω
|ε(v)|2 dy ≤ C
(∫
B(x,r)∩Ω
| f |q dy
)1/q (∫
B(x,r)∩Ω
|v|p dy
)1/p
,
where 1/p + 1/q = 1 and q = 2n/(n + 2) if n ≥ 3 and q = 2/(α + 1) if n = 2,
where α ∈ [µ0, 1). We extend v to Ω by setting v = 0 in Ω \ B(x, r). Note
that v ∈ W1,2(Ω)n and Dv = 0 on Ω \ B(x, r). By the Sobolev inequality and
Ho¨lder’s inequality, we then obtain
‖ε(v)‖2
L2(Ω)
≤ Crα‖ f‖L2(B∩Ω)‖v‖W1,2 (Ω).
By the assumption (6.4), we have
c‖Dv‖L2(Ω) ≤ ‖ε(v)‖L2(Ω), ‖v‖W1,2(Ω) ≤ C‖Dv‖L2(Ω),
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for some constants c,C > 0 independent of v, x, and r. Therefore, we have
∫
B(x,r)∩Ω
|Dv|2 dy ≤ Crλ+2α‖ f‖2
L2,λ(B∩Ω).
Let w := u − v. Then, w is a weak solution of Lw = 0 in B(x, r) ∩ Ω. For
0 < ρ < r, we have
∫
B(x,ρ)∩Ω
|Du|2 dy ≤ 2
∫
B(x,ρ)∩Ω
|Dv|2 dy + 2
∫
B(x,ρ)∩Ω
|Dw|2 dy
≤ Crλ+2α‖ f‖2
L2,λ(B∩Ω) + C
(ρ
r
)n−2+2µ0 ∫
B(x,r)∩Ω
|Du|2 dy.
Thus, by [11, Lemma 2.1, p. 86], we obtain (6.2) for x ∈ B(x0,R/2) ∩ ∂Ω
and 0 < r ≤ r0 ∧ (R/2). The general case of the estimate (6.2) is obtained by
combining this case and the interior case, which is already covered by [16,
Lemma 4.3]. The estimate (6.3) is an easy consequence of the estimate (6.2)
and the Poincare´’s inequality; see [11, Proposition 1.2, p. 68]. 
Let u be a weak solution in V2(Q ∩ Q)n of (2.28), where Q = Q−(X0, r)
with X0 = (x0, t0) ∈ Q and 0 < r ≤
√
t0 ∧ diamΩ. Then, we have (see [16,
Lemma 4.2])
ess sup
t0−(r/2)2≤t≤t0
∫
B(x0,r/2)∩Ω
|ut|2(x, t) dx ≤ Cr−6
"
Q∩Q
|u|2 dX,
ess sup
t0−(r/2)2≤t≤t0
∫
B(x0 ,r/2)∩Ω
|Dxu|2(x, t) dx ≤ Cr−4
"
Q∩Q
|u|2 dX.
Also, we have (cf. [4, Lemma 8.6])∫
Q∩Q
|u − λ|2 dX ≤ Cr2
∫
Q∩Q
|Dxu|2 dX; λ :=
?
Q∩Q
u dX.
By using Lemma 6.1 and the above inequalities, we repeat the proof of [16,
Theorem 3.3] with obvious modifications to get
[u]µ1 ,µ1/2; 12Q∩Q ≤ A1r
−µ1−(n+2)/2‖u‖L2 (Q∩Q). (6.5)
Finally, we show that the above estimate and the condition (2.26) implies
|u|0; 12Q∩Q ≤ A1r
−(n+2)/2‖u‖L2(Q∩Q). (6.6)
For Y ∈ 14Q ∩ Q and Z ∈ Q satisfying |Z − Y|P < r/4, we have
|u(Y)|2 ≤ 21−4µ1 r2µ1 [u]2
µ1 ,µ1/2;,
1
2Q∩Q
+ 2|u(Z)|2.
By taking the average over Z and using (6.5), we get
|u(Y)|2 ≤
(
21−4µ1A21 + β
−122n+5
)
r−n−2‖u‖2
L2 (Q∩Q).
By adopting a covering argument, we obtain (6.6), and thus (2.29). 
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6.2 Proof of Lemma 5.9
Recall that u˜ is theweak solutionof the problem (5.6), where f is understood
as an element of L1((a, b);V′). We define
f˜ (x, t) := f (x, t) − πR[ f (·, t)](x), (x, t) ∈ Q := Ω × (a, b).
Note that f = f˜ in L1((a, b);V′). Also, for all t ∈ (a, b), we have
‖πR f (·, t)‖L∞(Ω) ≤ C‖πR f (·, t)‖L2(Ω) ≤ C‖ f (·, t)‖L2(Ω) ≤ C|Ω|1/2‖ f‖L∞(Q),
where we used the fact that all norms in R are equivalent and that πR is an
orthogonal projection. Therefore, we have
‖ f˜‖L∞ (Q) ≤ C‖ f‖L∞(Q). (6.7)
Let u be the weak solution in V 1,02 (Q)
n of the problem

−ut − Lu = f˜ in Ω × (a, b)
u = 0 on D × (a, b)
τ(u) = 0 on N × (a, b)
u(·, b) = 0 on Ω.
Then it is easy to see that u(·, t) ∈ V for a.e. t ∈ (a, b) and thus u is a weak
solution of the problem (5.6). Therefore, by the uniqueness, we conclude
that u˜ = u. In particular, u˜ is a weak solution in V2(Q)
n of −ut + Lu = f˜ .
Because of the inequality (6.7), it is then enough to prove the second part
of the lemma and we refer to [3, Section 3.2] for its proof. 
References
[1] Auscher, P.; Tchamitchian, Ph. Gaussian estimates for second order elliptic
divergence operators on Lipschitz and C1 domains. Evolution equations
and their applications in physical and life sciences (Bad Herrenalb,
1998), 15–32, Lecture Notes in Pure and Appl. Math., 215, Dekker,
New York, 2001.
[2] Ciarlet, P. G. Mathematical elasticity. Vol. I. Three-dimensional elasticity.
Studies in Mathematics and its Applications, 20. North-Holland Pub-
lishing Co., Amsterdam, 1988
[3] Cho, S.; Dong, H.; Kim, S. On the Green’s matrices of strongly parabolic
systems of second order. Indiana Univ. Math. J. 57 (2008), no. 4, 1633–
1677.
[4] Cho, S.; Dong, H.; Kim, S.Global estimates for Green’s matrix of second or-
der parabolic systems with application to elliptic systems in two dimensional
domains. Potential Anal. 36 (2012), no. 2, 339–372.
[5] Choi, J.; Kim, S. Green’s function for second order parabolic systems with
Neumann boundary condition. J. Differential Equations 254 (2013), no. 7,
2834–2860.
[6] Davies, E. B. Heat kernels and spectral theory. Cambridge Univ. Press,
Cambridge, UK 1989.
30
[7] Dong, H.; Kim, S. Green’s matrices of second order elliptic systems with
measurable coefficients in two dimensional domains. Trans. Amer. Math.
Soc. 361 (2009), no. 6, 3303-3323.
[8] Dura´n, R. G.; Muschietti, M. A. The Korn inequality for Jones domains.
Electron. J. Differential Equations 2004, No. 127, 10 pp. (electronic)
[9] Fichera, G. Linear elliptic differential systems and eigenvalue problems.
Lecture Notes in Mathematics, 8. Springer-Verlag, Berlin, 1965.
[10] Gesztesy, F.; Mitrea M.; Nichols, R. Heat kernel bounds for elliptic partial
differential operators in divergence form with Robin-type boundary condi-
tions. arXiv:1210.0667 [math.AP]
[11] Giaquinta, M.Multiple integrals in the calculus of variations and nonlinear
elliptic systems. Princeton University Press, Princeton, NJ, 1983.
[12] Giaquinta, M. Introduction to regularity theory for nonlinear elliptic sys-
tems. Birkha¨user Verlag, Basel, 1993.
[13] Gilbarg, D.; Trudinger, N. S. Elliptic partial differential equations of second
order. Reprint of the 1998 ed. Springer-Verlag, Berlin, 2001.
[14] Haller-Dintelmann, R.; Meyer, C.; Rehberg, J.; Schiela, A. Ho¨lder con-
tinuity and optimal control for nonsmooth elliptic problems, Appl. Math.
Optim. 60 (2009), no. 3, 397–428.
[15] Jones, P. W. Quasiconformal mappings and extendability of functions in
Sobolev spaces. Acta Math. 147 (1981), no. 1-2, 71–88.
[16] Kim, S. Gaussian estimates for fundamental solutions of second order
parabolic systems with time-independent coefficients. Trans. Amer. Math.
Soc. 360 (2008), no. 11, 6031–6043.
[17] Ladyzhenskaya, O. A.; Solonnikov, V. A.; Ural’tseva, N. N. Linear and
quasilinear equations of parabolic type. American Mathematical Society:
Providence, RI, 1967.
[18] Marsden, J. E.; Hughes, T. J. R. Mathematical foundations of elasticity.
Corrected reprint of the 1983 original. Dover Publications, Inc., New
York, 1994.
[19] Maz’ya, V. G.; Rossmann, J. Elliptic equations in polyhedral domains.
Mathematical Surveys andMonographs, 162. AmericanMathematical
Society, Providence, RI, 2010.
[20] Mazzucato, A. L.; Nistor, V. Well-posedness and regularity for the elas-
ticity equation with mixed boundary conditions on polyhedral domains and
domains with cracks. Arch. Ration. Mech. Anal. 195 (2010), no. 1, 25–73.
[21] Morrey, C. B., Jr.Multiple integrals in the calculus of variations. Springer-
Verlag New York, Inc., New York 1966.
[22] Oleıˇnik, O. A.; Shamaev, A. S.; Yosifian, G. A.Mathematical problems in
elasticity and homogenization. Studies in Mathematics and its Applica-
tions, 26. North-Holland Publishing Co., Amsterdam, 1992.
[23] Robinson, D. W. Elliptic operators and Lie groups. Oxford Mathemati-
cal Monographs. Oxford Science Publications. The Clarendon Press,
Oxford University Press, New York, 1991.
31
[24] Rogers, L. G. Degree-independent Sobolev extension on locally uniform
domains. J. Funct. Anal. 235 (2006), no. 2, 619–665.
[25] Taylor, J. L.; Kim, S.; Brown, R. M. The Green function for elliptic systems
in two dimensions. arXiv:1205.1089v1 [math.AP]
[26] Taylor, J. L.; Ott, K. A.; Brown, R. M. The mixed problem in Lipschitz
domains with general decompositions of the boundary. To appear, Trans.
Amer. Math. Soc.
[27] Varopoulos, N. Th.; Saloff-Coste, L.; Coulhon, T.Analysis and Geometry
on Groups. Cambridge Tracts in Mathematics, 100. Cambridge Univer-
sity Press, Cambridge, 1992.
32
