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The conversion of cellulosic biomass into biofuels requires degradation of the biomass 
into fermentable sugars. The most efficient natural cellulase system for carrying out this 
conversion is an extracellular multi-enzymatic complex named the cellulosome. One way 
to enhance the efficiency of the cellulosome for biomass conversion is to improve the 
stability and well as the binding affinity of its constituent domains so that they are 
compatible with industrial processing conditions. In this thesis, we investigate the 
mechanical, thermal stabilities as well as the binding affinity of cellulosomal proteins, 
using molecular dynamics simulations. 
Firstly, steered molecular dynamics computer simulations was used to measure the 
intermolecular contacts that confer high mechanical stability to a family 3 Carbohydrate 
Binding Module protein (CBM3) derived from the archetypal Clostridium thermocellum 
cellulosome. Our simulations identified candidates for site-directed mutagenesis 
experiments in the calcium binding pocket, providing molecular insights into the origins 
of mechanostability in cellulose binding domains and leads for synthesis of more robust 
cellulose-binding protein modules. 
Given that elevated hydrolysis temperatures >50oC significantly enhance industrial scale 
lignocellulose degradation, high thermal stability is important for native functioning of 
cellulosome domains. Atomic resolution results from MD simulations of three cohesin-
dockerin systems (one thermophilic and two mesophilic) provide insight on the 
substantial flexibility of a linker region between alpha-helices H1 and H3 in 
mesophilic dockerins, at high temperatures. Consequently, weaker cohesin-dockerin 
binding energies were calculated at higher temperatures of 350K and 400K, in 
mesophilic systems.  
Binding affinity of four different, six-monomer cellulose glucan chains and ZgGH5 
enzyme, found in the bacteria Zobellia galactanivorans were tested in simulations. 
Results illustrates how the ‘S-shaped’ binding pocket better fits the natural conformation 
of the substrate with β-1,3 linkage between sub-units +1 and -1, with the most favourable 
binding energy value. 
Finally, we present a complete all-atomistic model (approx. 5 million atoms) in order to 
study the assembly of a trivalent designer cellulosome (DC) structure. From the 
simulations, it is clear that the flexible nature and modularity of the scaffoldin influences 
the conformation of the DC. After 50 ns simulations, bending of scaffoldin linkers as well 
as some domain-domain hydrogen bond interaction results in a compacted structural state 
of the DC. 
Our data shed light into the mechanisms driving the physical, mechanical and thermal 
properties of the cellulosome components and therefore provide insight into the rational 
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1.1     The cellulosome  
The synthesis of organic carbon is a major biological process and the primary 
source of energy for life. Using sunlight, organisms including plants and algae convert, 
through photosynthesis, inorganic carbon into organic carbon that can be processed by 
heterotrophic organisms.1 Nowadays, the major source of carbon and energy in nature is 
fibre, i.e. the plant cell wall formed by polysaccharides, mainly cellulose and 
hemicellulose. These two compounds are the first and second most abundant organic 
molecules on Earth, respectively, and offer a renewable, virtually inexhaustible feedstock 
not only for the production of biofuels but also for a variety of fine chemicals. However, 
the secondary cell wall (produced after the cell has stopped growing) is strengthened by 
polymeric (non-polysaccharide) lignin, covalently cross-linked to hemicellulose (Fig. 
1.1). This constitutes a recalcitrant, i.e. difficult to degrade, carbohydrate material called 
lignocellulose. Since biofuels production relies on the transformation by yeast of simple 
sugars into ethanol, a large worldwide effort is currently focussed on the identification2, 3 







Fig. 1.1 A Plant cell wall-bound cellulose and hemicellulose, a potential feedstock for production 
of biofuels and fine chemicals. Shown is a section of a plant cell wall, made up of cellulose micro 
fibrils (green), hemicellulose (blue), pectin (orange) and soluble proteins. The secondary wall is 
omitted for clarity. B Zoom-in on the lignocellulose structure. The secondary cell wall found 
inside the primary cell wall. Cellulose microfibrils are synthesised by rosette complexes which 
float in the plasma membrane. Advanced bionanocatalyst materials based on cellulosome, a 
biological nanomachine, hold a promise for efficient breakdown of lignocellulose into useful 
chemicals. Figure adapted from ref7. 
 
Nature has provided a complex but remarkably efficient means of breaking down 
these recalcitrant fibres and releasing sugars, a process with large net benefits for bacteria 
and fungi. These specialized organisms have evolved complex enzymatic systems 
enabling their growth on plant material rich in cellulose. These enzymes ensure that the  
work required to break down the fibres is less than the energy gain associated with 























The exploitation of the enzymatic conversion of crystalline polysaccharides, often 
called “saccharification”, is crucial for an environmentally friendly means of biofuels and 
fine chemicals production. However, in order to be cost effective and net energy positive, 
the industry requires effective and safe methods for breakdown of biomass waste. 
However, in nature, microorganisms that produce these enzymes typically require weeks, 
months or even years to decompose feedstocks, e.g., fallen tree trunks. Industry requires 
affordable enzymatic systems that can do the job on a much shorter scale, of days or even 
hours, given pre-treatment. Thus, establishing an efficient enzymatic conversion process 
for crystalline polysaccharides is an active area of research.  
In this thesis, we focus on a specialised sub-class of anaerobic bacteria that 
performs enzymatic conversion of crystalline polysaccharides using a range of biological 
nanomachines called cellulosomes (Fig. 1.2). Enzymes, more specifically cellulases, are 
the proteins embedded in the cellulosome complex responsible for its catalytic role in 
cellulose hydrolysis. Detailed knowledge of the nature of the different enzymes involved 
is essential for the understanding of the biological reactions at play during cellulose 
breakdown. The cellulosome complex is composed of a subunit called scaffoldin. The 
scaffoldin is the skeleton of the cellulosome complex, it has a linear multi-protein  
structure. Proteins on the scaffoldin include cohesins (host for enzymatic domains) and a 
carbohydrate binding module that connects the cellulosome to the substrate. Other major 
components of the cellulosome complex include enzymes bound to proteins called 
dockerins. The cohesin-dockerin interactions define the highly organised architecture of 
the cellulosome.  
The structure and function of various cellulosome species have been greatly 
clarified in recent years using a variety of experimental methods,8 but several crucial 




components between species? What role does the balance between mechanostability 
conferred by the nanoarchitecture and flexibility required for functionality play in the 
integrity and collective dynamics of the cohesin, dockerin, carbohydrate binding modules 
(CBMs) and enzymatic subunits (Fig. 1.2) that make up the cellulosome? Can site-
directed mutagenesis provide a route to re-engineering the catalytic units and modify the 
specificity in order to boost turnover rates? In order to fully realise and enable technology 
transfer of suitably re-engineered “designer cellulosome” materials, it is vital to find 
answers to these questions, in the search for a reasonable approximation to the 
cellulosome.9, 10 Designer cellulosome (DC) is a term used to describe artificial 
cellulosome complexes with defined arrangement. The diversity and modularity of 
natural cellulosomes have served as a base towards the idea of engineering these designer 





Fig. 1.2 Schematic of the cellulosome architecture postulated for C. thermocellum and based on 
ref15, 16. The component units and assemblies are described in the text, in Chapter 2 (section2.2). 
Acronyms: CBM is the carbohydrate binding module, SLH is S-layer homology domain, CipA is 
a scaffolding protein and anchoring proteins OlpB, Orf2p, and SdbA refer to the outer-layer 
protein, a scaffoldin, containing two cohesin modules, (and is thus capable of binding two CipA 
molecules), and a scaffoldin dockerin binding protein, respectively. The schematic representation 
of the C. thermocellum cellulosome on the bacterial cell wall shows the dockerin-containing 
















C. thermocellum scaffolding CipA contains nine type I cohesins. The type II cohesins of the 
anchoring scaffoldin (OlpB, Orf2p or SdbA) bind specifically to the C-terminal type II dockerin 
domain of CipA. One single CBM in the primary scaffoldin targets the cellulosome complex and 
the entire cell to the cellulose substrate. The respective specificities of the different cohesin-
dockerin pairs are colour-coded.  
   
In nature cellulosomes function in conditions where shear forces mechanically 
stress cellulosome adhesion to biomass. Accordingly, the mechanical properties of 
cellulosomal components are crucial to understand and improve the cellulosome function. 
The first aim of this thesis is to investigate the mechanostability of the carbohydrate-
binding domain that is subjected to the more intense mechanical stress than other domains 
in the complex and is exceptionally mechanically stable. Ability to regulate the 
mechanical stability of cellulosome proteins will contribute towards the design of a better 
cellulosome. Apart from being highly mechanically stable, a designer cellulosome that is 
stable and active under elevated temperature would be advantageous for efficient biomass 
breakdown. However, most cellulosome species are mesophilic micro-organisms, that is 
they are limited to temperatures up to 50	°𝐶 and consequently do not function well in 
higher temperature reactions such as elevated temperature hydrolysis that is regarded as 
a major process advantage for the enhancement of lignocellulose degradation at the 
industrial scale. The second topic discussed in this thesis, therefore focusses on 
investigating the thermal stability of non-covalent protein-protein interactions that hold 
the cellulosomal components together, namely cohesin-dockerin complexes. Due to 
variability of the composition and structures of hemicellulose, biomass hydrolysis 
requires the consorted effort of a range of enzymes in the cellulosome complex. To build 
an efficient industrial cellulosome with improved synergy, strong enzyme-substrate 
specificity is desirable. The third objective of this thesis is to explore the key interactions 
between cellulosomal enzyme binding cleft and the principle hemicellulose found in 




The overall purpose of this thesis is to gain insight into the structural behaviour 
and properties of cellulosome domains through Molecular Dynamics (MD) computer 
simulations. We therefore investigate the nanomechanics of the binding module, the 
thermal stability of cohesin-dockerin pairs and the binding affinity of enzyme and 
substrate from the cellulosome as presented in the outline below.  
 
1.2     Thesis outline  
 The chapter outline for this thesis is as follows. Chapter I introduces the 
cellulosome biological nanomachine. The detailed cellulosome architecture is presented 
and the concept of designer cellulosomes is outlined. 
Chapter 2 presents a literature review that first gives a brief overview of the 
current state of the art in molecular-level knowledge of how known biological 
nanomachine structures function, to provide context and to illustrate the broad lessons 
available to materials science from biological (evolved) nanostructures.17 This is followed 
by an outline of the hydrolytic enzymes commonly used to breakdown cellulose. The 
literature survey then lists and presents a description of the role of the building blocks in 
the cellulosome multi-enzyme complex. A number of computational studies, using 
techniques including coarse grained, classical molecular dynamics and quantum 
mechanics have so far elucidated experimentally inaccessible details of the roles of some 
cellulosome domains and on the cellulose breakdown mechanism. These studies are 
discussed with particular emphasis on how they have revealed nanoscale design rules 
toward the creation of designer cellulosomes, which are low molecular weight analogues 
of the full biological complex engineered to maximise functionality and minimise 




Chapter 3 outlines the main computational methods used in this thesis, spanning 
from equilibrium molecular dynamics (MD) simulations from which we compute the 
structure, dynamics and energetics (using MM-PBSA Molecular Mechanics Poisson 
Boltzmann Surface Area (solvation) methods). 
Chapter 4 reports simulations of all-atomistic models of native and mutated 
carbohydrate binding module CBM3. Protein sites that regulate the mechanical properties 
of the protein were identified by comparing the stretching and unfolding of wild type 
CBM3 with ~40 mutants.  
In Chapter 5 we investigate the conformational and dynamic factors that govern 
the thermal stability and the binding affinity of cellulosome type I cohesin-dockerin coh-
doc complexes from three different species. Molecular dynamic simulations of each 
complex are carried out at four different temperatures  
Chapter 6 presents results of cellulosomal ligand:cellulase binding simulations, 
performed to predict important residues lining the catalytic active site cleft that govern 
substrate specificity. 
Finally, in Chapter 7 we generate a fully atomistic model of a complete trivalent 
designer cellulosome structure based on proteins synthesised by Vazana et al18.  
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2.1     Cellulose 
Cellulose is a linear homopolymer with (1→4) β-linked D-glucose, which is present in 
plant tissue primarily as an insoluble crystalline matrix of parallel glucan chains (Fig. 
2.1). On the other hand, “hemicellulose” is a polymer formed by a variety of compounds 
(e.g., xylans, xyloglucans, arabinoxylans and mannans) in complex branched structures 
with a wide range of substituents (e.g., acetyl and feruloyl groups). Hemicelluloses are 
usually bound to cellulose and to other hemicelluloses via hydrogen bonding and 
hydrophobic interactions, which help stabilize the cell wall matrix. The high complexity 
of this material requires highly specialized enzymes (and cascades of enzymes) to 
catalyse its breakdown. 
In nature, cellulases, proteins embedded in the cellulosome complex achieve 
cellulose hydrolysis. Following saccharification step, a variety of microorganisms can be 
used for fermenting the products of hydrolysis of polysaccharides to yield desirable end 
products, including ethanol or longer chain alcohols. Agricultural residues, forest wood, 
herbaceous crops and municipal solid wastes have so far been considered as feedstocks 
for ethanol production.1 These materials primarily consist of cellulose, hemicellulose and 
lignin. Once the cellulose is converted to glucose, this compound is easily fermented to 
ethanol by yeast, a process well developed by industry. Conversion of cellulosic stocks 




plant fiber, the benign environmental impact of the alcohol product as a biofuel and the 




Fig. 2.1 A Cellulose microfibrils are composed of strings of cellulose units. Long polypeptide 
chains of β-D-glucose are held together by hydrogen bonds to form a bundle of microfibrils. The 
β-D-glucose units are linked by (1→4) glycosidic bonds. B Cellulase are enzymes that catalyze 
the rupture of 1,4-β-D-glycosidic linkages in cellulose β-D-glucan chains. Endo-1,4-β-D-
glucanase breaks bonds in non-terminal regions, producing oligosaccharides. Analogously to 
glucanase, xylanase attacks 1,4-β-D-xylosidic linkages in xylan hemicellulose, a polymer of b-
(1,4)-D-xylopyranosyl units, yielding various xylooligosaccharides including xylan, xyloglucan 






In addition to the economic and environmental benefit of converting biomass into 
useful chemicals, cellulosome provides materials scientists with a fully worked out 
example of an advanced functional nanostructured material. Other evolved 
“nanomachines” that are beginning to be understood at the molecular level include DNA 
topoisomerase, RNA polymerase and the genetic code translation machinery (involving 
a myriad of components/sites ranging from DNA- and RNA-binding proteins to complete 
ribosomes). The structure and workings of some of these bionanomachines are briefly 
summarised in the section on Biocatalysts below, and they provide rich inspiration for 
rational design of nanomaterials. Characterization of the atomic-scale structure and 
function of the cellulosome remains an intense area of research, one that continues to 
throw up interesting, unexpected and useful insights into nanostructured materials. We 
focus here on recent advances in atomic-scale understanding of cellulosome that feed 
directly into materials engineering; the interested reader is directed to other sources for 
excellent reviews of the chemistry and physics of nanostructured materials,2-17 
2.1.1   Bacterial breakdown of crystalline cellulose 
Millions of years of microbial evolution have produced multi-enzyme 
cellulosome complexes that efficiently degrade plant cell wall polysaccharides, enabling 
simpler sugars to be produced from crystalline cellulose.9, 12 The modular nature of these 
polysaccharide-degrading enzymes in cellulosomes was discovered in the 1980s, and 
their ongoing atomic characterization is crucial to understand their structure-function 
relationships.18-23 A large effort in comparative genomics was able to identify highly-
conserved, functionally-indispensable modules and residues.24, 25 Since the heterogeneity 
and flexibility of the full-length cellulases and cellulosomes are impediments to 
crystallization, small angle X-ray scattering (SAXS) measurements have helped to 




automation used for X-ray diffraction (in particular, the routine use of synchrotron 
radiation, the exploitation of anomalous diffraction methods in protein crystallography, 
and the adaptation of beamlines to perform SAXS on proteins in solution) provide more 
sophisticated experimental approaches to study these challenging and intricate 
cellulolytic assemblies.7, 27-31 
The establishment of standard enzymatic assays on cellulosic substrates has been 
and continues to be a serious issue in identifying, characterizing (and ultimately re-
engineering) designer cellulosome materials. There is a long history of research on 
cellulases and related enzymes (e.g., hemicellulases, pectinases, carbohydrate esterases, 
etc.)11, 32-36 and a vast range of assays have been established (which are critical to their 
study).35, 37-42 Yet, at the time of writing in mid-2015, there is no simple standard assay to 
monitor enzymatic activity during the degradation of crystalline cellulose and complex 
cellulosic substrates (e.g., natural cellulosic material such as wheat straw). Prior 
approaches to enzymatic activity quantification include the use of absorbing dyes that 
react with reducing carbohydrate chain ends, along with enzymatic reaction cascades 
(e.g., glucose-oxidase/horseraddish peroxidase), or chromatographic analysis of 
saccharification products. More recently, spatially localized hydrogel polymerization was 
used as a method to quantify and image reactions at the interface between crystalline 
cellulose and aqueous enzyme solutions.22, 23  Time-lapse AFM imaging has also been 
used to correlate substrate digestability with topological feature.43, 44 
Optimization of cellulosomes requires the establishment of reference assays to 
quantify the efficiency of the different enzymes and their mutants.35 Several factors 
complicate the achievement of this goal. First, the multiplicity of the different types and 
modes of action of cellulases and the wide variety of cellulose breakdown products (Fig. 




and the relative ease of degradation of non-crystalline substrates. Third, the wide variety 
of hemicellulases and their tremendous array of oligosaccharide products (Fig. 2.1). Thus, 
it is not surprising that currently there is no efficient high-throughput activity assay 
relating the enzymes and substrates. This constitutes a serious impediment to advancing 
research towards the realization of designer cellulosomes. Furthermore, the crystallinity 
of cellulose and its occurrence within the solid and compact cell wall of plants means that 
the catalytic reaction must take place in a heterogeneous (solid/liquid) phase.  
Three types of hydrolytic enzymes (glycoside hydrolases) are commonly used to break 
down cellulose (Fig. 2.1), namely: 
a) endoglucanases, endo-acting enzymes which attack the cellulose by randomly 
breaking β-1,4 linkages. They prefer soluble amorphous forms of substrates and 
their affinity decreases with decreasing degree of polymerization. They are not 
active on short fragments (typically, the di-saccharide cellobiose). 
Endoglucanases typically exhibit open active site clefts;45 
b) processive exo-acting enzymes or cellobiohydrolases which degrade single 
cellulose chains from the non-reducing end and processively release cellobiose. 
They prefer crystalline forms of substrate. They typically exhibit closed tunnels;46 
c) β-glucosidases, which degrade a wide variety of  cellulose and  cellobiose from 
the non-reducing ends and release β-D-glucose. Among β-glucosidases there is a 
large variety of β-1,4-glucosidases which specifically attack β-1,4 linkages. A 
particular case is glucan β-1,4-glucosidase which degrades 1,4-β-D-glucan but not 
cellobiose. 
A recently discovered fourth category comprises selective oxidative enzymes 




such as the CBMs 52 revealed the first rational explanations of how these enzymes are 
bound to and diffuse on the surface of the solid substrate. Several roles have been 
attributed to CBMs. These are: (i) bringing the catalytic domain in close proximity to the 
substrate; (ii) enhanced hydrolysis of insoluble substrates through polysaccharide 
structure disruption; (iii) feeding a single cellulose chain into the active site of an 
endoglucanase thereby converting the enzyme to a processive endoglucanase;  and (iv) 
cell surface protein anchoring. 
In parallel, the discovery of the macromolecular self-assembled machinery called 
cellulosome secreted by anaerobic bacteria 53-55 revealed an extremely complex multi-
modular arrangement for cellulose degradation. In this context, it is believed that the 
anaerobic environment induces a selective pressure for the evolution of enzymes which 
assemble in effective machineries for the extracellular degradation of polymeric 
substrates.56 These macromolecular assemblies present a serious challenge to biochemists 
to understand the synergistic interplay of all the components. They also defy structural 
biologists to paint a complete 3D picture57, 58 of how the architectural arrangement of this 
large number of modules and proteins allows the efficiency of the ensemble which can 
match59 or surpass (up to fifty times faster)60 that of extracellular cellulases. 
2.2     Cellulosome structure 
Cellulosome was first identified in the anaerobic thermophilic cellulolytic bacterium 
Clostridium thermocellum.53-55 It is a multi-enzyme complex which was later found in 
other cellulolytic bacteria,9, 61 including C. cellulovorans,62, 63 C. cellulolyticus,64 C. 
josui,65 C. acetobutylicum,66-68 C. papyrosolvens,69, 70 C. clariflavum,71, 72 Acetivibrio 





Cellulosomes are multi-enzyme complexes whose building block is the 
intermodular cohesin-dockerin pair (Fig. 1.2). They are produced by numerous anaerobic 
bacteria to decompose cellulose into simple sugars. This results in a large variety of 
embedded enzymes in terms of size, number and architecture of constituent units in the 
cohesin-based scaffoldins.14 As sophisticated enzyme arrays, cellulosomes involve a 
large range of biological units including cellulases, hemicellulases (e.g., xylanases, 
mannanases and arabinanases), pectine lyases, and carbohydrate esterases. These 
enzymes are then assembled on an intricate protein scaffold (scaffoldin). The CBM 
targets cellulosome to its cellulosic substrate. However, cellulosomes are not 
indiscriminate multi-enzyme nanocatalysts. Rather, they have evolved to generate 
enzymatic arrays of high structural and catalytic complexity to process the various 
lignocellulosic substrates. In the cellulosome, enzymes and structural subunits 
interconnect through non-chemical modularity involving specific high-affinity cohesin-
dockerin interactions.79 More precisely, cellulosomes are complex machineries composed 
of numerous noncatalytic and catalytic subunits. These subunits are the various 
hierarchically organized scaffoldins, and a large variety of catalytically active proteins, 
mainly cellulases. Scaffoldins are very large proteins which comprise a series of 
functional domains or modules, each with a distinct role. Typically at least two cohesin 
domains are attached to each other via linker segments (Fig.1.2). There exist various types 
of domains: cohesin, dockerin, CBM, X-module, and SLH (Fig. 1.2). For example, one 
very well characterized scaffoldin, namely CipA from C. thermocellum, contains nine 
type-I cohesins domains, a single CBM module, and a terminal X-dockerin modular dyad 
(i.e., X-module and type II dockerin).14 Cohesin (~150 protein residues) and dockerin 
(~60-70 residues) domains are of particular importance as their selective and 




cellulosome complex. Indeed, cohesin domains are the main constituent of the non-
hydrolytic scaffoldin protein which hosts the hydrolytic enzymes – cellulases – that are 
the actual catalytic units of the cellulosome (Fig. 1.2). The cohesin-dockerin interaction 
is very strong with a KD in the range between 𝜇𝑀 and 𝑛𝑀.80, 81 Under non-equilibrium 
mechanical tension, certain cohesin-dockerin pairs can reach half of the mechanical 
rupture strength of a covalent bond.82 Cohesin-dockerin interactions from the 
thermophilic C. thermocellum are also very thermally stable in vivo. These receptor-
ligand bonds are therefore primed for high stability under wide ranging and adverse 
conditions. There are three types (I, II, III) of cohesins and consequently three types for 
their dockerin counterparts (Fig. 2.6), but in fact this simple nomenclature is of limited 
use because of the broader sequence divergence of many recently discovered cohesin-






Fig. 2.2 Classification and tertiary structures of cellulosomal components. A shows type I, II and III 
cohesins. CohII (3KCP) and CohIII (2ZF9) are compared to CohI (3KCP) and differences are highlighted 
in red and green. Red colour shows the b-flaps on both CohII and CohIII. Green colour shows the additional 
a-helix on CohII and on CohIII. B shows the corresponding dockerins. DocII (3KCP) and DocIII (4IU2) 
are compared to DocI (4FL4), and differences are highlighted in red, green, and orange. Red colour shows 
the length of the linker and a-helix between the two “EF-hand”-like sequences. Green colour shows the 
absence on DocIII of a well-ordered loop around the calcium ion. Orange colour shows two additional a-
helices found on DocIII. C shows two types of X-modules (3KCP, 4IU2). D shows a carbohydrate-binding 
module (CBM) (1NBC). E shows an SLH domain (3PYW). The three repeats of the same sequence are 












Type-I cohesin (CohI, panel I in Fig. 2.2A) exhibits a jelly-roll topology that folds 
into a nine-stranded β-sandwich.83 Type-II cohesin (CohII, panel II in Fig. 2.2A) exhibits 
the same nine-stranded β-sandwich but differs in few specific points. First, there is a short 
α-helix between two of the β-strands and two other strands are each disrupted by a “β-
flap” that interrupts the structure. Type-III cohesin (CohIII, panel III in Fig. 2.2A) has the 
core nine-stranded jellyroll cohesin topology with two type-II like β-flaps but also 
displays a unique N-terminal loop and dominant α-helix between strands 8 and 9.84-87 
Type-I dockerin (DocI, panel I in Fig. 2.2B) is made of two 22-residue duplicated 
sequences, separated by a linker of 9–16 residues. Each sequence contains two well-
conserved 12-residue loops which bind to a calcium ions and two α-helices. The structure 
is a variation/subtype of the so-called “EF-hand” helix-loop-helix motif.88, 89 Type-II 
dockerin (DocII, panel II in Fig. 2.2B) is made from two loop-helix motifs, termed F-
hand motifs, separated by a 14-residue linker region. Like in type-I dockerin, Ca2+ ions 
are bound to a well-conserved 12-residue loop.80 Type-III dockerin (DocIII, panel III in 
Fig. 2.2B) diverges from the two others. It exhibits two F-hand motifs but the second 
motif misses the 12-residue sequence found in the Ca-binding loop.86 It exhibits a total of 
five α-helices, unlike the other types which contain only three helices. Furthermore, the 
linker between the repeats is much longer as are the helices.85 The X-module exhibits a 
β-stranded structure (Fig. 2.2C). Its function is still not fully understood but it is often 
bound to a CBM (Fig. 2.2D) and recent studies suggest a protection of the cohesin-
dockerin interface against mechanical stress.82 SLH motifs are found at the N-terminus 
of many S-layer proteins (the external constituent of many bacteria cell walls) and at the 
C-terminus of some exo-proteins of Gram-positive bacteria.90 Three types of SLH 




porins.91 Usually, proteins contain three repeats of SLH motifs (Fig. 2.2E), each 
consisting of 50 to 60 amino acids. SLH domain binds to secondary cell wall polymers.92  
All the scaffoldin domains/modules are attached one to the other by a large variety 
of linkers (discussed in detail in the next paragraph). Despite the large number of moving 
parts in the cellulosome, it is important to note that the various cohesins carried by 
scaffoldins do not differ significantly in terms of their recognition of the enzyme-borne 
dockerins. This implies that the incorporation of the enzyme modules within the 
cellulosome framework is managed by the bacterial cell apparatus rather than by the 
sequence and nature of the cohesin units. The CipA scaffoldin (Fig. 1.2) sequence is thus: 
2 type-I cohesins, a CBM, 7 type-I cohesins, and an X-dockerin (type-II) module. This 
module binds via its C-terminal X-dockerin module to the type-II cohesin of another 
scaffoldin, SdbA. The latter scaffoldin is strongly anchored to the cell wall through its C-
terminal S-layer homology module (SLH).73, 93-96 This cellulosome is the paradigm from 
C. thermocellum to which all other cellulosomes are compared. The detailed structures of 
the various scaffoldins found in the species listed above have already been thoroughly 
reviewed, along with genes coding them.7, 9, 74, 78, 84, 97-99  These studies indicate that there 
is a great diversity of cellulosomes associated to the various bacteria species but also each 
species produces different cellulosomes. Differences lie in the number and nature of 
modules involved in a given scaffoldin. Furthermore, there are variations in each module 
as mentioned above (e.g., 3 types of cohesin and dockerin, Fig. 2.2). For example, the 
primary scaffoldin of C. thermocellum involves 9 type-I cohesins with a single type-II 
cohesin anchoring scaffoldin. In contrast, B. cellulosolvens exhibits an 11 type-II cohesins 
primary scaffoldin and a 10 type-I cohesins anchoring scaffoldin.74, 97 CipA binds directly 
to an anchoring scaffoldin (SdbA), but ScaA from A. cellulolyticus binds to an 




I dockerin to 3 specialized cohesin of the anchoring scaffoldin (ScaC),95, 96 Intriguingly, 
the cellulosome system of C. clariflavum closely emulates the A. cellulolyticus system, 
wherein ScaA harbours 8 type-I cohesins, ScaB bears 5 type-II cohesins and ScaC 
contains 4 specialized cohesins.72 Some primary scaffoldins (C. cellulovorans, C. 
cellulolyticum, C. josui and C. acetobutylum) may not be attached to the bacterial cell 
wall and are free in the extra-cellular environment.12, 63 The primary scaffoldin of A. 
cellulolyticus also differs from CipA paradigm by an enzyme which is an integral part of 
the scaffoldin polypeptide subunit.73 Unlike CipA, the major R. flavefaciens scaffoldin 
(ScaB) does not contain any CBM100 and not only accommodates enzymes but also, via 
a type-III cohesin-dockerin interface,101 a smaller scaffoldin (ScaA), which itself bears 
both cellulases and at least one scaffoldin  (ScaC).102 This makes R. flavefaciens 
cellulosome complex one of the most elaborate cellulosome found so far.78, 98 Finally, two 
models of gene organization were identified. In the first, genes coding for multiple 
scaffoldins form a cluster on the chromosome while enzyme genes are scattered in 
different locations over the chromosome.93, 103 In the second, a single scaffoldin and 
multiple enzyme coding genes are found in sequence on the same chromosome.9, 104 .  
One major source of variety, and potential target for re-engineering, is the 
difference in the nature of the linkers connecting the protein modules within a given 
scaffoldin subunit.7, 15, 28, 105, 106 Within the CipA scaffoldin of C. thermocellum, the 
linkers are found to have between 13 and 49 amino acid residues, with 24 residues being 
the average length.7, 14, 16 However, the linkers can be as short as 5 amino acid residues in 
the CbpA scaffoldin of C. cellulovorans or as long as 721 residues for the exceptional 
and rather peculiar (its sequence structure does not correspond to a typical “linker”) linker 
binding the last cohesin module with the SLH of an anchoring scaffoldin (OlpB) of C. 




not occur randomly in scaffoldins but at definite locations between the various domains. 
The type of amino acids involved in the linkers is diverse but with a greater-than-average 
incidence of proline and threonine residues. The non-random evolution of linkers is 
supported by the fact that they are highly glycosylated,53, 55 with recent studies suggesting 
that the glycosylation occurs on threonine residues and partially on serine.109, 110 Indeed, 
glycosylation of peptides is a post-processing mechanism by which glycans (polymers 
made of different sugars) are attached to a protein. This is a complex mechanism which 
involve numerous enzymatic steps. Glycosylation is essential for some proteins to fold 
properly. For others it considerably increases their stability, though it does not affect 
folding, and may also facilitate cell adhesion. There are two main mechanisms for it: i) 
N-linked glycosylation where glycans are covalently attached to a nitrogen atom in the 
side-chain of asparagine or arginine; it occurs in eukaryotes and widely in archaea but 
rarely in bacteria. Ii) O-linked glycosylation where glycans are covalently attached to the 
hydroxyl oxygen of serine, threonine, tyrosine, hydroxyl-lysine, or hydroxyl-proline side-
chains; this type of glycosylation is found among eukaryotes, archaea and bacteria. 
Besides the mechanism, the type of glycans is also characteristic of a given species. 
Scaffoldin linkers contains oligosaccharides which include N-acetylglucosamine, 
galactopyranose and the rare saccharide, galactofuranose.109-112 The fact that linkers are 
O-glycosylated and that they are found, for a given length, at specific locations within the 
scaffoldin, supports the hypothesis of non-random evolution of these linkers and suggest 
an important role in scaffoldin dynamics, substrate adhesion, and/or catalytic activity. 
Finally, it has been proposed that the diversity and the length dispersion of the 
intermodular linkers help maintaining the flexibility of scaffoldins even with a large 




flexibility has been shown to be crucial for designer cellulosomes (DC) to obtain a high 
catalytic activity, as preserving a high level of enzymatic dynamics is essential.31, 113 
Due to the many possible enzyme combinations and combinations of the other 
functional units (interlinked cohesin, dockerin, CBM, X-module, SLH, enzymes; Figures 
1.2 and 2.2) in the scaffoldin subunits, there is great potential to generate a rich structural 
and catalytic diversity. As a result, a single bacterium can contain a range of cellulosomal 
enzyme combinations, which may act collectively to access and degrade plant cell wall 
polysaccharides. The flexible architecture and non-covalent connectivity of the 
cellulosome potentially allows bacteria to rapidly adapt to changes in their substrate 
environment. Different cellulosome-producing bacteria have been identified in multiple 
environments at a wide range of temperatures (between 30°C and 60°C) 108. The 
understanding of cellulosome efficiency and synergy is still in its infancy, which 
constitutes the main barrier towards the industrial exploitation of its capabilities. 
Producing high levels of cellulosomal proteins in expression strains suitable for large 
scale industrial biorefining is also a major hurdle. 
2.2.1   Mechanostability as a Director of Nanoscale Function  
Substantial advances have been made in recent years5, 28, 29, 58, 82, 85, 86, 114-119 and 
generally-accepted (at least in gross features) models exist for cellulosome structure and 
function, but the details of the molecular mechanisms are still poorly understood. For 
example, even appended to a CBM, it is not clear how an endoglucanase would be capable 
of pulling a single polysaccharide chain out of its crystalline environment and force the 
chain productively into its active site cleft; crystal structures120 and sequence 
alignments121 suggest that the shape and charge balance in the pocket induce a local 
distortion of a few units of a cellulose chain. This distortion may be essential for the 




Single-molecule techniques have permitted the study and manipulation of 
individual molecules, providing unprecedented insights into their function and dynamics. 
In particular, single-molecule force spectroscopy (SMFS), applied to proteins,122 allowed 
the mechanical stability of proteins to be studied, a property unrelated to thermodynamic 
stability but highly relevant to proteins that mediate adhesion between different elements, 
like the cellulosome. 123 Interestingly, mechanostability was shown to be highly 
predictable by Steered Molecular Dynamics (SMD) simulations at the single-molecule 
level in both all-atom descriptions 123 and coarse-grained approximations. 123, 124 The role 
of simulations to guide rational re-engineering of cellulosome will be discussed in the 
following sections.   
As an adhesion system, cellulosomes might be expected to be subjected to mechanical 
stress 123. Hence, their mechanical properties may have been a key evolutionary constraint 
conditioning their architecture. Indeed, there are many lines of evidence that strongly 
support the idea of scaffoldin being subjected to mechanical stress:123 
• Detailed inspection of the scaffoldin architecture of different natural cellulosomes 
reveals the presence of  “connecting” cohesin modules between anchoring points 
of the system (CBM and SLH modules (Figs. 1.2 and 2.2) that mediate binding 
between the bacterial cell and its cellulosic substrate) and “hanging” modules 
outside the anchoring points (not expected to be subject to mechanical stress). 
Initial studies on cohesins 123 revealed that modules located in the “connecting” 
region of scaffoldin are extremely mechanically stable,  much more so than those 
in the hanging region.82, 115 
• Sequence analysis of the cohesin modules showed the existence of a mechanical 
resistance region, the so-called mechanical clamp motif, highly conserved among 




All these findings support the mechanical hypothesis of the cellulosome by which 
cellulosomes are expected to be very mechanically stable in order to maintain the 
structural integrity of their scaffold and retain the catalytic units docked to it. 123 
The question remains as to the role of mechanical force in the cellulosome (and 
nano-bio materials in general). Is it something that evolution designed around under given 
external constraints, or can it constitute an essential and useful ingredient for materials 
design? Therefore, it would be useful to understand which molecular mechanisms 
contribute to the mechanical forces of cellulosome domains and consequently the 
enzymatic activity of the complex. Mechanical forces can conceivably play a very 
important role in cellulosome, since bacteria and cellulose particles are both mesoscopic 
objects and as such are not only subjected to Brownian motion, like molecules in solution, 
but will additionally feel longer-range hydrodynamic forces (e.g., in a turbulent cow 
stomach or capillary flow gradients in moist soil).25 Under these conditions maximum 
holding strength and maximum catalytic efficiency seems to be needed. It is therefore not 
surprising that the mechanical strengths measured in cellulosome studies are among the 
highest found so far in biological systems.82, 126-128 
An integrated experimental/simulation co-design approach is required to fully 
understand the processes involved in the catalytic breakdown of lignocellulose in plant 
cell walls into simple sugars. Molecular-level techniques such as X-ray 
diffraction/scattering, atomic force microscopy, non-linear spectroscopy and single-
molecule spectroscopy provide a wealth of information, particularly when allied with 
models for all-atom and coarse-grained molecular dynamics that can provide general 
design rules for rational re-engineering of cellulosome components. 8, 123 Detailed 
knowledge about the various constituents of the cellulosome is essential, in particular for 




crystallisation and X-ray scattering provide the enzyme structure and architecture which 
helps in identifying its biological role in the catalytic processes, and can be later used as 
starting configuration in Molecular Modelling.129 
Small angle X-ray scattering experiments combined with molecular modelling 
simulations allow the study and characterisation of a whole cellulosome. Results 
underscore that the plasticity of the complex through its linkers is an essential feature for 
its catalytic activity.31 
Different cohesins and dockerins have been identified over the years. The type I 
cohesin-dockerin pair (Fig. 2.2) is the building block of the primary scaffoldins 
(catalytically active) with the cohesins making the framework on which the enzymes bind 
via the dockerin module. Primary scaffoldin ends by the so called X-module attached to 
the last type I cohesin, e.g., the ninth one in CipA of C. thermocellum, via a linker. 
Another linker connects the X module with a type II dockerin that binds to a type II 
cohesin. Type II cohesins make the skeleton of a second type of scaffoldin, the anchoring 
scaffoldin. The latter is attached to the cell wall and binds the primary scaffoldin through 
the type II cohesin-dockerin interface to ensure the catalysts remain at the vicinity of the 
bacteria wall. The linkers attaching the different modules within the scaffoldin framework 
are very flexible, providing the scaffoldin the necessary plasticity that allows the 
synergetic work between all its constituents, but the cohesin-dockerin pairs are relatively 
rigid. The interface between the terminal part of a primary scaffoldin and the head of an 
anchoring one can therefore be studied by means of X-ray crystallography and Small 
Angle X-ray Scattering (SAXS).29  
The head of the primary scaffoldin, the N-terminal part, is also of much interest 




thermocellum. The combination of experimental X-ray techniques with molecular 
modelling allows the characterisation of crystals of larger sections of the scaffoldin. 
Indeed, if detailed knowledge of each component of the cellulosome is fundamental, 
understanding their collective behaviour within the full architecture is essential.84 Thus, 
crystallization of the three first cohesins, including the CBM,  and of Coh3-Coh4-Coh5 
of CipA is a step forward in the comprehension of cooperativity, and possible synergy, 
between cellulosome components.28 The N-terminus is highly dynamic and can adopt 
both elongated and compact arrangements.28 This suggests that the two binding modes of 
type-I dockerin (DocI) have little effect on the enzyme functionality. However, the central 
section Coh3-Coh4-Coh5, although relatively flexible, exhibits preference for a compact 
arrangement with the enzymes on the outside.130 Here, the scaffoldin may benefit from 
the two binding modes of DocI as they make it possible to precisely orient the enzymes. 
An example of high-resolution X-ray structure of a cohesin–X-Doc–cohesion interface is 





Fig. 2.3 Volume isosurface representation of Coh9-X-Doc—Coh interface. Coh9 (green), X-module 
(indigo) and dockerin (yellow) belong to CipA scaffoldin from C. thermocellum. The cohesin at the 
interface (red) belongs to ScbA anchoring scaffoldin. PDB code 3KCP. 58 
We conclude this section on physicochemical/mechanical characterization of 
cellulosome by describing the remarkable cellulosome produced by Ruminococcus 
flavefaciens. It contains a large variety of scaffoldins, 5 of the scaffoldins are well-
characterized and a larger number have been suggested.9 These scaffoldins range in size 
from a very short single cohesin anchoring scaffoldin ScaE or single cohesin ScaC and 
ScaD to the 9-cohesin long ScaB that hosts both catalytically active enzymes or other 
short catalytic secondary scaffoldins ScaA. ScaE contains a third type of cohesin 
(CohE)101 that binds both the X-dockerin of ScaB and the X-dockerin of a cellulose 




strong attachment of the bacteria to the substrate. X-ray scattering experiments provide a 
detailed view of the structure of the XDoc-CohE interface.85 The structure reveals an 
atypical calcium-binding loop containing a 13-residue insert on the dockerin. Results 
shows that two charged residues on CohE (Asp153 and Asp165, Fig. 2.4) are responsible 
for a further specific binding, forming ionic interactions with Lys219 and Arg131 of the 
dockerin module. Moreover, Isothermal Titration Calorimetry (ITC) and Differential 
Scanning Calorimetry (DSC) experiments provide the cohesin-dockerin complex 
dissociation constant: 𝐾) = 20.83	1012 M.85 The interaction was also found to be among 
the most mechanically stable non-covalent interactions reported to date.82 ScaE is also 
found to bind not only scaffoldins but also an autonomous cohesin (CohG). It can attach 
to dockerin-bearing scaffoldin on one side while keeping its own dockerin module 
available for binding to ScaE. Then, CohG would serve as a shuttle to deliver scaffoldin 
to the bacterial wall.114 
 
Fig. 2.4 Interface between Ctta X-Dockerin (blue) module and CohE (red) of ScaE of R. flavefaciens. 
Asp153 and Asp165 of CohE are shown in green and Arg131 and Lys219 of X-Doc in orange. PDB access 




2.3     Molecular Modelling 
According to experimental and computational results so far on cellulosome 
subunits, it appears that cellulosome is a cellulose degrading factory, rather than an 
optimized machinery (from engineering point of view) solely dedicated to cellulose 
breakdown. Indeed, all the proteins and modules involved in cellulosomes can be found 
in other biological systems and may not have been specifically developed, through 
evolution, for the cellulosome complex. Dockerin modules are found in a wide range of 
proteins, not all of which are enzymes. For example, bioinformatics screens have found 
serine protease inhibitors and other domains of unknown function containing homologous 
Doc sequences84 that presumably bind to scaffolds using strong Coh-Doc interactions. 
CBMs are found in many enzymes working alone on carbohydrates degradation as found 
in various fungi. Following the factory analogy, each subunit appears as a worker hired 
from other plants or workshops to work synergistically on a specific task (cellulose 
degradation) around chains (primary scaffoldins). This suggests that these components 
may not be optimal, working together in the same environment. In order to improve 
cellulosome efficiency and design artificial versions, it is essential to understand each 
subunit not only in the cellulosome but in other contexts as well. Computational 
techniques are suitable to such an exploratory task as they cover modelling from detailed 
systems at the quantum level to large coarse systems. These methods can generate a 
qualitative description of structures and dynamics at experimental scales as well as be 
used to study reactivity. 
Another aspect which requires attention and where molecular modelling can bring 
answers is the raw substrate material treated in the factory, i.e., cellulose. Enzymatic 
hydrolysis of crystalline cellulose, even when cellulosome is involved, is a slow process 




contains usually between 2000 and 15000 glucose units, making it highly insoluble in 
aqueous buffers. Furthermore, cellulose chains tend to pack together into fibrils ranging 
from the 36-chain elementary fibril to the 1200-chain macrofibril.132 Besides fibrils, 
cellulose can form other types of complex crystals. Seven allomorphs belonging to two 
different groups identified by the polarity of the polymer have been proposed. The first 
group corresponds to naturally occurring allomorphs where the cellulose chains pack in 
a parallel fashion whereas the second group corresponds to artificial allomorphs with 
antiparallel chains. Among the first group, there are two main allomorphs, a triclinic form 
Iα which is easier to hydrolyse, and a monoclinic Iβ which has a lower energy.133, 134 Each 
crystal of these two allomorphs exhibits hydrophobic and hydrophilic surfaces due to all 
hydroxyl groups being equatorial. Iβ form is dominant within higher plants while algae 
contains more Iα. However, both phases can be encountered within the same fibril. This 
shows the challenge for molecular modelling to accurately account for the diverse 
properties of cellulose, which is essential to fully understand the catalytic mechanisms 
used by cellulosome to degrade cellulose. 
2.3.1   Coarse Grained and Mesoscale Modelling 
Due to the size of the cellulosomal subunits, coarse grained (CG) approached have 
been used to perform simulations of models of 9-cohesin scaffoldins (~35000 atoms 
without solvent)135 as well as of 380-residue cohesin-dockerin complexes.136 This method 
provides a computationally less-expensive means of approximating meso scale properties 
by representing groups of atoms (from simple methyls to entire molecules) as beads. This 
decreases the number of degrees of freedom and therefore the number of calculations 
needed. However microsecond all-atom simulations of complex systems involving 
millions of atoms are now feasible due to the recent increase in computational power of 




force field describes the potential energy landscape in which molecules sit and interact 
with each other through non-bonded van der Waals and electrostatic interactions.137 The 
solvent is generally described using an implicit model. Popular coarse grained force fields 
include the Go138 and MARTINI139, 140 models, along with purpose-built variants.123, 136 
In Go models, residues are represented by backbone alpha-carbon “atoms” that interact 
with each other via native and non-native contributions141. The native contributions serve 
to describe intra- and inter-residue interactions. They are modelled by a Lennard-Jones 
potential and calibrated against a contact map to reproduce the native structure of the 
protein. Covalent bonds along the backbone are represented by harmonic, spring-type 
potentials between the beads. This Go approach is more coarse-grained than MARTINI 
models in which atoms are grouped usually in fours into beads of different types: charged, 
polar, apolar, and nonpolar. This classification gives rise to about 20 different beads that 
interact via ten different types of contributions. Bonded interactions in each individual 
residue involve bond, angle, dihedral and improper contributions.  
The approximations described above lack precise atomic and femtosecond 
resolution but permit computationally feasible, qualitative meso scale simulations. In 
such CG simulations, energy components and forces are faster to estimate and larger 
integration steps can be used. Coarse-grained molecular dynamics (CG-MD) have been 
used to study mechanostability of cohesins123 by means of steered molecular dynamics 
methods142 that model protein-unfolding in atomic force microscopy/single-molecule 
force spectroscopy (AFM/SMFS) experiments. In particular, CG-MD successfully 
predicted the mechanostability of a first set of 7500 proteins143 and subsequently one of 
17134 proteins,124 showing, after further improvements,123 that type I cohesins in the 
primary scaffoldin of C. thermocellum are among the 30 most mechanostable proteins in 




bonds and the cystine knot topology have been predicted to yield mechanostability forces 
still larger than the cohesins.124, 144, 145 This method is then well-suited to make predictions 
and develop leads for site-directed mutagenesis experiments to re-engineer existing 
cohesin modules towards improved thermostability of designer cellulosomes while 
preserving cohesin mechanostability. Simulations are also used to validate new 
experimental strategies to perform SMFS, such as mechanically protecting the molecule 
of interest, the guest, into a host protein fused to so-called single-molecule markers 
flanking each side.146 This strategy allows more accurate experiment where the guest 
unfolding sequence of events can be tuned by carefully choosing the mechanostability of 
the host and the markers, making the guest be the last to unfold provided it is more 
mechanostable than the markers. Unfolding of the guest results usually in a final single 
force peak.146 Also, simulations can be used to test the validity and limitations of specific 
experimental designs like those used in biological unfoldases.147 On larger systems such 
as cohesin-dockerin complexes with a bound X-module, CG-MD provides information 
on the different unfolding pathways available to these complexes upon pulling and before 
the anisotropic final breaking of cohesin-dockerin interfacial bonds.136 In the studied 
complex obtained from Ruminococcus flavefaciens (PDB code 4IU3, CohIII-X-DocIII), 
unfolding usually involves many shear points within the cohesin and within the dockerin-
X-module complex, with the exact unfolding pathway depending on the direction of 
pulling. It is shown that the X-module strengthen the dockerin mechanostability resulting 
in unfolding steps with maximum force of 300 pN for dockerin shear mechanism and of 
440 pN for cohesin shear mechanism.148, 149 By contrast, cohesin-dockerin rupture is a 
tensile-based mechanism148, 149 with maximum force between 90 pN and 150 pN. On the 
other hand, an alternative structure from A. cellulolyticus (PDB code 2B59, CohII-X-




rupture stages. Both steps exhibit maximum force between 100 pN and 200 pN which can 
be explained by a reduced number of contacts compared with the 4IU3 structure. The 
unfolding mechanism is either shear-based or tensile-based depending on the pulling 
direction. Another complex 1OHZ, which does not contain an X-module, shows force 
profiles similar to 4IU3 but with maximum forces between 100 and 200 pN, in one set of 
pulling directions. However, in the alternative set of pulling directions, profiles are much 
more similar to those of 2B59. This unfolding mechanism involves both shear and tensile 
ruptures but the cohesin-dockerin breaking is always tensile-based.136 These results 
illustrate the richness of mechanisms that underlie the experimentally measured 
maximum pulling forces, and provide leads for future mutation experiments. Two binding 
modes for cohesin-dockerin complex have been identified in X-ray structure codes 1OHZ 
and a mutant 2CCL. They are related by a rotation of the dockerin by an angle of 180°. 
CG-MD docking simulations show that dockerin attaches to the cohesin binding site 
within 100 nanoseconds and that the full binding mode is achieved within 1 
microsecond.150 This strong binding clamp involves a close packing of hydrophobic 
residues and H-bonds along two helices of the dockerin α1 and α3. The electrostatic pattern 
of the cohesin surface exhibits a negatively charged area related to the binding site and is 
complementary to a positively charged area on the dockerin surface.150 
2.3.2   Atomistic Simulations 
Both cellulose and scaffoldin units (cohesin, dockerin, catalytic peptides, etc.) 
have been extensively studied by atomistic modelling, both to provide parameters for 
more coarse-grained meso scale models and to directly provide an accurate description 
of the phenomena at play in cellulose breakdown by cellulosome. The atomistic models 
involve quantum mechanical (QM) calculations of electronic structures and chemical 




and large-scale van der Waals and electrostatic interfaces, and combinations of quantum 
and molecular mechanics (QM/MM).  
2.3.2.1   Quantum mechanical methods 
Chemical reactions are complex dynamical processes which involve the forming 
and the breaking of bonds together via electron transfer, a quantum phenomenon best 
modelled using so-called “ab initio” first principles methods. A wide range of methods 
have been developed to approximate a solution to Schrodinger’s equation for chemical 
systems, from fast semi-empirical methods to the most exact and computationally 
demanding coupled cluster methods. Density Functional Theory (DFT) has been widely 
used as it is a good compromise between accuracy and computational cost. 
Thermochemical quantities such as heats of formation, ionization energies, proton 
affinities, and dissociation energies are particularly relevant as they are the basic 
information for understanding the stabilities of reactants and products and chemical 
reactions. It is then of primary importance for QM calculations to provide an estimation 
of these quantities within the so called “chemical accuracy”, i.e., with an error within 1 
kcal/mol of the experimental value. Different approaches have been proposed to correct 
QM calculations for some well-known limitations in treating electronic structures, e.g., 
zero-point energy corrections, basis set superposition errors caused by 
appearing/disappearing electron density during chemical reactions and accurate 
descriptions of electron correlation. One well-validated method151 is the G2 theory, one 
of the four versions of the “Gaussian” models152-164, which relies on a growing basis set 
of mathematical functions to describe atomic orbitals and a progressively more 
accurate/expensive treatment of correlation. The main contribution of G2 method is to 
provide test sets of different thermodynamic methodologies. For example, it has been 




listed above and subsequent improvements to an error of 0.84 kcal/mol on 454 values.165 
These Gaussian models have been adapted to other methods like DFT (G3B),166 coupled-
cluster (Wn),167-170 and other types of basis set (CBS).171-174 All these methods are focused 
on very precise treatment of chemical interactions, which limits them to small molecules.  
Another, computationally more amenable, approach proved suitable for the study 
of the hydrolysis mechanism of lignocellulose, yielding a standard heat of formation 
value of β-D-glucopyranose of approximately 250 to 260 kcal/mol in the staggered 
gauche-gauche rotamer conformation.175 The homodesmotic hierarchy approach involves 
using alternative descriptions of the chemical reaction to obtain accurate thermochemical 
quantities using less intensive QM methods.176-181 These methods rely on so-called 
balanced equations, obtained using idealised homodesmotic reactions, a subclass of 
isodesmic reactions in which not only are the type of chemical bonds broken in the 
reactant the same as the type of bonds formed in the reaction product, but in which 
reactants and products contain equal numbers of carbon atoms in corresponding states of 
hybridization. These models were initially categorized in five types for hydrocarbons182 
and later on extended to carbohydrates.175 
In parallel to these procedures to obtain accurate thermodynamics properties, 
techniques have been developed to study reaction paths and reveal the atom-scale details 
of reaction mechanisms. It is very difficult to capture, in non-trivial, chemically 
interesting systems, all the dynamic phenomena (diffusion, re-orientation, etc.) that 
contribute to free energy barriers and in competing thermodynamically-driven and 
kinetically-driven reactions. Static electronic structure calculations are therefore 
inadequate to fully describe a reacting system in which the geometry not only relaxes but 
changes drastically over a short period of time. One commonly used workaround is to use 




provides insights on the chosen configurations, validating some results obtained from CG 
model. For example, the importance of tyrosine residues located around the reactive site 
of maltooligosyltrehalose trehalohydrolase (MTHase).183 in cleaving the bond between 
glucose units in so-called trehalose disaccharides can be addressed. 
Ab initio molecular dynamics is then the leading technique for studying chemical 
reactions. For the reasons discussed above, DFT is the preferred QM method for these 
simulations, particularly when combined with the efficient Car-Parrinello algorithm 
(CPMD).184 This approach can treat hundreds of atoms and timescales of ~100 ps with 
reasonable computational time on parallel computing clusters. For larger systems and 
more complex energy landscapes, many of the accelerated sampling techniques 
developed for classical molecular dynamics can be exploited in ab initio MD, such as 
umbrella sampling185, 186 and metadynamics187. Together these techniques can be used to 
elucidate the mechanisms involved in the experimental pre-treatment prior to any 
enzymatic hydrolysis of cellulose and then fermentation of the simple sugars into ethanol. 
Particularly for potential industrial applications, the preparation of the biomass is a crucial 
step and the most costly one. Use of sulphuric acid at relatively high temperature is one 
of the most efficient approaches.34 However it requires a strict control of the 
thermodynamics and pH conditions to prevent further degradation of glucose and xylose 
which decrease the conversion rate. In both gas phase and in bulk water, the two step 
dissociation of xylose (protonation of the ether oxygen and CO bond breaking) involves 
a single transition state which takes place during the protonation step.188 However, it is 
shown from ab initio molecular dynamics modelling189 that water plays a crucial role 
during this chemical reaction as the computed free energy barrier is at least two times 




kinetic and thermodynamic point of view. This confirms the necessity of an enzymatic 
catalysis for the hydrolysis to take place. 
For larger systems of more than a few hundred atoms, QM/MM models can be 
useful with a QM region, where the reaction takes place, surrounded by a large scale MM 
region accounting for the environment. In this context, the semi-empirical Density 
Functional based Tight Binding (DFTB) approach190, 191 is increasingly used through its 
self-consistent redistribution of atomic charges (SCC) scheme192-194 and other 
implementations like the time-dependent extension195, 196 or Green’s Functions197 for 
transport properties.198-200 QM/MM studies of the catalysis of  glycosylation and 
deglycosylation of cellulose by the cellulase enzymes Cel2A and Cel5A provide the free 
energy profiles with identification of an intermediate state and a transition state.201 The 
latter resembles an oxocarbenium ion.202, 203 The thermophilic enzyme TmCel12A 
exhibits free energy barriers for glycosylation and deglycosylation of 22.5 and 24.5 
kcal/mol, respectively.202 The second barrier is found to decrease with temperature. At 
85°C, a very stable hydrogen-bonded network of three glutamates and an ordered active-
site water molecule is shown to hold the cellulose in a favourable, reaction-ready 
orientation even at this elevated temperature. Similar H-bonding networks appear to play 
a key functional role in maintaining the reactive site of the cellulases.201, 202, 204 Similarly, 
the study of the cellulose glycosidic bond cleavage provides a free energy a barrier of 19 
kcal/mol, showing that the enzyme is responsible for the acid and base action through 
Glu87 and Asp255 respectively. The location of a highly-ordered active-site water 
molecule which is responsible for the nucleophilic attack on cellulose is regularly 
observed, 202, 204, 205 and simulations underline the crucial role of conformational changes 




2.3.2.2   Classical molecular dynamics simulations 
The classical simulation techniques provide a means of extensively sampling the 
potential energy surface (PES) of macromolecules and their interaction complexes. 
Structures are generated using Monte Carlo (MC) or Molecular Dynamics (MD) methods. 
For MC, a new configuration is generated and either kept or rejected based on the 
Metropolis sampling algorithm; when many configurations are generated, properly 
Boltzmann-weighted averages can be obtained for structure and thermodynamic 
properties. MD relies on Newton’s second law of motion to determine new atomic 
positions and velocities at each time step. In both cases, the total energy (MC) and forces 
(MD) are generated using a potential energy surface (force field, FF) that determines the 
quality of the simulation. Force field parameters are generally determined from quantum 
mechanics calculations, scaled where necessary against known experimental 
thermodynamics quantities, e.g, heats of solvation. We will henceforth discuss mainly 
MD but much of the details apply also to MC models.  
MD calculations are based, like static QM calculations, on the Born-Oppenheimer 
approximation. Electron dynamics being thousands times faster than nuclear motion, they 
can be separated and, from the point of view of the nuclei, electronic properties can be 
modelled by an averaged phenomenology. The perturbation theory applied to the 
electron-electron interaction gives rise to the Coulomb interaction (zero order), 
polarisation (first order), and dispersion (second order).  The Coulomb interaction is itself 
a Taylor series corresponding to the multipole expansion. Intramolecular interactions 
result from the projection of the PES on a set of simple coordinates, and each projection 
is modelled by an analytic function. The type of internal degrees of freedom and the fitting 
functions used define the type of force field. Classical force fields like CHARMM,137, 206 




a Fourier series for the torsion angles. Second Generation FF such as CFF or MM3210 
include cross terms (bond-angle potentials for example) and polynomes of higher order 
(not harmonic) to model the interactions. Further refinements can include polarization, 
distributed multipoles, and even allow a first approximation to modelling of chemical 
reactions “on the fly”, ReaxFF.211, 212  
In the same fashion as for proteins, standard force fields for sugar have been 
developed over the last decade like CHARMM,213-219 GROMOS,220 and GLYCAM.221 
Due to the variety of properties these force fields are required to account for, none is able 
to adequately describe small sugars and large cellulose aggregates. Comparisons222, 223 
show that CHARMM and GLYCAM are among the best and the most versatile although 
most properties converge on timescales orders of magnitude larger than the experimental 
ones. Internal structure is relatively well described by these two force fields, particularly 
by CHARMM with which the structure converges ten times faster than with GLYCAM 
and provides a better lattice parameter c. These force fields are suitable to be used in the 
study of hydrolase activity at the cellulose surface.183 Possible calculations involve the 
various binding and solvation free energy methods such as Poisson Boltzmann 
calculations of electrostatic binding free energies and alanine scanning.224-229 Results 
emphasize the importance of active site hydrophobic residues in the adhesion of enzymes 
on cellulose surface. 183 
Due to the size of scaffoldins, modelling of cellulosomes was mainly performed 
by means of coarse grained (CG) models.135 However, attachment of scaffoldins and 
enzymes on cellulose is mediated by a dedicated module, the carbohydrate binding 
module CBM. The latter is of a moderate size and exhibits a recognition mechanism 
towards the hydrophobic surface of cellulose due to specific interactions. All-atom 




confirm results already found by means of CG and/or QM/MM simulations while 
bringing further insight on the clamping mechanism. Thus, adhesion of the CBM is 
directed by aromatic residues among which a series of tyrosine sidechains play a crucial 
role,230, 231 together with a few polar residues (asparagine and glutamine) that form H-
bonds to cellulose.232 More precisely, the tyrosine network induces a distortion on the 
cellulose chain which is instrumental in guiding the polysaccharide towards the charged 
cleft233 of four aspartic acid groups that can coordinate the carboxyl and hydroxyl groups 
and the glycosidic oxygens. The structure of the cleft confirms that CBMs can only bind 
a single chain of at least four subunits.233 Furthermore, energy minima are found for CBM 
conformations corresponding to the length of the degradation unit. The adsorption on the 
hydrophobic surface of cellulose is enthalpically driven; favorable van der Waals’s 
interactions between tyrosine residues and glucose units initiate binding with the 
electrostatic binding in the cleft dominating the overall binding energetics.231 Simulations 
have revealed an intriguing mechanism of molecular motion whereby CBM-enzyme 
complexes diffuse on cellulose by successive leaps.230 CBM is found on two preferential 
sites on the cellulose surface with (anti-)parallel binding depending on the enzyme 
terminus of attachment (C- or N-terminal).234, 235 This also affects complex processing on 
cellulose and the catalytic mechanism of attack on the cellulose chain. Some cellulosomal 
enzymes, despite the CBM module present on the scaffoldin, also contain a similar 
module that shares most of the features as in free enzymes. We note finally here that 
molecular simulations have revealed that some cellobiohydrolase A (CbhA) complexes 
with cellobiose have unusually-extended binding pockets in which tryptophan residues 
on loops at the vicinity of the binding site help bind non-crystalline cellodextrin of 5 or 
more subunits.236 Such functional conformational shifts are becoming more apparent as a 




can reveal information on minor states and relative populations and roles of 
open/intermediate/closed states that are not easily accessible from crystal structures 
alone.237 
Molecular recognition of substrate by the enzyme binding site is key to specificity. 
Nevertheless, it is also necessary to process molecules in and out of the binding pocket 
efficiently. To this end, some cellulose degrading enzymes have evolved transport 
mechanisms to harness Brownian motion and ensure a steady flow of reactant molecules 
into, and products away from, the active site. For example, Cel7A, a cellobiohydrolase 
found in T. reesei, contains a tunnel out of its binding pocket which removes the two main 
products cellobiose and glucose and frees the enzyme to degrade the next section of 
cellulose. Experimental results show that lingering cellobiose, but not glucose, has an 
inhibition effect on cellobiohydrolase.238 Binding free energies obtained by means of 
steered MD simulations and alchemical free energy calculations are 14.4 kcal/mol and 
10.9 kcal/mol for cellobiose and glucose, respectively,239 and this 3.5 kcal/mol difference 
may explain why cellobiose is found to be an inhibitor in experiments while glucose is 
not. The simulations showed that cellobiose is stabilized in the binding pocket by five 
residues including three charged groups, two negatively-charged aspartic acids and one 
positively-charged arginine. Single mutation of these five residues led to a sizeable 
decrease of the binding free energy, down to 6 kcal/mol for one of the aspartic acid 
residues. This shows that there is room for improvement in terms of catalytic efficiency 
of the enzymes involved in cellulosomes by, for example, increasing the speed of the 
diffusion of the reactants and products in and out of the reactive site. 
The key “glue” in cellulosome, cohesin–dockerin binding, relies on an extensive 
H-bonding network and hydrophobic interactions. Polar residues, on the other hand, play 




conformational changes. A single mutation of an interfacial aspartic acid into an 
asparagine results in an increased flexibility of the cohesin and conformational changes 
around the loops.240 These structural modifications reduce the magnitude of the binding 
free energy by about 5 kcal/mol relative to the -17 kcal/mol for the native complex.241  
Combined AFM experiments and SMD simulations on the X-module–dockerin–cohesin 
complex that binds Ctta to the bacterial wall of R. flavefaciens show one of the most 
mechanostable protein-protein interfaces with a rupture force of 600–750 pN at the 
experimental load rate used.82 Ctta is the two-CBM module that mediates bacterial 
adhesion on cellulose.82 The amplitude of the force peak indicates a complexation energy 
that is at least half the strength of a covalent bond. MD simulations show this strong 
interaction is driven by a core of hydrophobic residues surrounded and protected by 
hydrophilic (polar and charged) residues on both cohesin and dockerin. The contact area 
is increased upon pulling which increases cohesin-dockerin binding resulting in a very 
high mechanostability by so-called “catch bonds”. Further simulations where pulling is 
focused on the X-module show that it has an unfolding strength similar to and slightly 
higher than the cohesin–dockerin interface, which is supported by experimental results 
and suggests a force-shielding role of the X-module. We note that R. flavefaciens also 
exhibits an unusual dockerin module which binds scaffoldin A on the primary scaffoldin 
B. Experiments and simulations have probed the details of the cohesion-dockerin 
interface in various species including very recently in the cellulose-degrading bacterium 
R. flavefaciens; a particular valine-alanine motif was identified as important but not the 
sole director of interface formation, with mutation studies showing that the interface can 
in some cases compensate and form alternative, near iso-energetic interfaces5 Similar 




highlighted again the large effect the X-module can have on the cohesin-dockerin 
interaction242 
Multimodular enzymes, enzymes which embed various functional domains 
connected by linkers, are responsible for a majority of cellulose hydrolysis in nature,34 in 
particular cellobiohydrolases TrCel6A and TrCel7A from T. reesei. Linkers in such 
enzymes are highly glycosylated,243-245 e.g., in Cel6A and Cel7A, linkers (41 and 27 
residues, respectively) connect the CBM to the rest of the protein which are mainly O-
glycosylated with also some N-linked glycans (Cel6). MD simulations using codes such 
as NAMD246  and CHARMM247, and subsequent experiments revealed that the linkers do 
not only serve to tether the modules but also assist the CBM into adhesion on cellulose 
surface. The simulations predict that the glycans interact favorably with the hydrophobic 
surface of cellulose inducing conformation changes in the linkers around the CBM, and, 
crucially, the peptide chains also participate in substrate adhesion. Experiments confirm 
these findings with an adhesion rate an order of magnitude larger when glycosylated 
linkers are involved: 𝑘4 = 0.8	1015 M-1, against  𝑘4 = 0.08	1015 M-1 without linkers.248 
Smith et al. in recent studies249-252 showed the feasibility of large scale all-atom 
classical MD simulations. They have studied the impediment effects of lignin on cellulose 
degradation by TrCel7A from T. reesei. In a preliminary work, they demonstrated the 
feasibility of simulation at the µs level for lignocellulosic systems of 3 to 5 million of 
atoms.249 A system is typically composed of 36 chains of cellulose with 80 monomers per 
chain and of 52 molecules of lignin made of 61 monomer each. This approach relies 
mostly on the use of neutral groups and reaction field (RF) rather than the usual Particle 
Mesh Ewald (PME) summation to deal with long-range electrostatics. Indeed, RF scales 
better than PME on a large number of core making it possible to use up to 30K cores 




Microseconds simulations are then a matter of weeks. It is then possible to model systems 
of size and time scale that relate directly to experiments and industrial needs. The model 
of a lignin molecule described above was subsequently used to models lignin aggregates 
of 25 molecules (with a diameter around 84Å) in simulations that were confronted to 
small-angle neutron scattering (SANS) experiments.250 This revealed the size-invariant 
fractal nature of the surface of the aggregates, the high penetration of water in them and 
their complex dynamics as the core of the aggregates is rigid while the surface is fluid. 
This lignin model was also used for simulation of lignin polymer at different 
temperatures. With a total of 17.5 µs of simulations arising from tens of trajectories, 
Smith et al.251 studied in details the structural and dynamical changes lignin and its 
solvation water undergo as temperature increases. Lignin thus evolves form a collapse 
structure with glassy dynamics to an extended shape with faster dynamics for temperature 
above 420 K. These changes are thermodynamically driven by water in the solvation 
shell. At low temperature, lignin collapse structure is driven by unfavorable translational 
entropy of water while the extended structure is enthalpically driven. More recently, they 
focused on precipitation of lignin onto cellulose fiber after pretreatment of lignocellulosic 
biomass and how it impedes subsequent cellulose breakdown.252 Building large cellulose 
fibers (36 chains of 160 monomer each) in crystalline and non-crystalline form with 52 
lignin molecules at different initial locations, they performed a total of 3 µs of non-
equilibrium simulation of 3 million atoms. Results show that hydrophilic regions of 
cellulose tend to attract less lignin precipitate than hydrophobic and crystalline cellulose 
regions. Biomass pretreatment should then maximize hydrophilic non-crystalline 
cellulose. Finally, a 23.7 million atom simulation whose system involves simultaneously, 
crystalline and non-crystalline cellulose fibers, lignin molecules at different location and 




industrial problematic of the lignocellulosic recalcitrance to enzymatic degradation. Not 
only lignin molecules resulting from the pretreatment adsorbs on cellulose surface 
reducing the area accessible to cellulases but it also limits the length of cellulose fibers 
that can be actually processed. Lignin also binds preferentially to cellulose hydrophobic 
surface as Cel7A does. Furthermore, lignin binds on Cel7A CBM module, precisely on 
the tyrosine groups that are know to be responsible for enzymes binding on cellulose 
surface, Y466, Y492 and Y493, increasing its inhibitor effect. Both bindings, 
Cel7A/lignin-cellulose of cellulose/lignin-CBM are competitive between lignin and the 
desired adsorbate. This strengthens the need for pretreatments leading to hydrophilic non-
crystalline cellulose as reengineering CBM tyrosine-based binding mechanism is 
virtually impossible without affecting enzyme-cellulose adhesion.  
Glycoside Hydrolases (GH) are composed of cellobiohydrolases and 
endoglucanases and they hydrolyse cellulose via two mechanisms, namely “inverting” 
and “retaining” mechanisms. The latter has been recently elucidated in the case of 
cellobiohydrolases by means of classical and QM/MM MD simulations, combined with 
umbrella sampling and transition path sampling techniques. 253-255 The simulations 
elucidated the processive two-step catalysis starting at the end of a cellulose chain. The 
first step involves glycosylation of the cellulose chain by protonation transfer via a 
glutamate residue (Glu217). Simultaneously, the nearby nucleophilic residue (Glu212) 
attacks the anomeric carbon to form a bond and consequently the glycosyl-enzyme 
intermediate (GEI) where a cellobiose unit is attached to the enzyme. The second step –
deglycosylation – is promoted by a conformational change of the intermediate which 
allows the approach of a water molecule which attacks the anomeric carbon. This attack 
breaks the bond between the enzyme and the cellobiose and release a proton which is 




two (de)glycosylation steps, this catalysis involves many other steps from uptake of the 
cellulose chain through an aromatic tunnel of tryptophan residues to the processive 
translocation of the enzyme on the cellulose chain. Other steps include the conformational 
change of a glucose ring from the non-catalytically active armchair configuration – 
anomeric carbon sits ∼7 Å from the nucleophile– into a twisted “envelope” or “half-
chair” configuration, which primes the glycosidic bond for catalysis, and cellobiose 
release. The twisted conformation of the sugar ring forms a Michaelis complex with three 
residues of the enzyme (Asp173, Glu212 and Glu217), two of which take part in the 
subsequent glycosylation step. The nucleophile Glu212 is stabilized by forming H-bonds 
with two other residues: Ser174 and Asp214. Asp 259 plays a crucial role in the 
processive step and in cellobiose release as it forms with the latter a long lasting H-
bond.256 Simulations quantify the thermodynamics of the entire process with free energy 
barriers associated with each step, showing that neither the activation step (Δ𝐺 = 2.9 
kcal/mol) nor cellobiose release (Δ𝐺 = 11.8 kcal/mol) are the limiting step but that 
glycosylation is (Δ𝐺 = 15.5 kcal/mol).255 Such insights are key to speeding up rational 
design of nanobiomaterials; structures and reaction schemes which look good on paper 
are often misleading, meaning rigorous, generally multi-scale, modelling is required to 
accelerate progress in materials discovery, optimization and re-engineering.257 
2.4     Towards Designer Cellulosomes 
Designer cellulosome (DC) is a term used to describe artificial cellulosome 
complexes with defined arrangement. The diversity and modularity of natural 
cellulosomes have served as a base towards the idea of engineering these designer 
enzymes258 for an enhanced degradation of recalcitrant cellulosic substrates 259-261. DCs 
are composed of a chimeric scaffoldin (Fig. 2.5), designed to contain multiple copies of 




pre-programmed by incorporating complementary dockerin-bearing enzymes into the 
complex. As cohesin-dockerin recognition appears to be relatively non-specific in their 
native state, a superior control over the organisation of desired components in the 
cellulosome complex is possible with chimeric scaffoldin. 11  Thus, specific combinations 
of enzymes can be integrated at precise positions in the complex, producing homogeneous 
preparations of so-called “nanocatalysts” with cellulosomal and extra-cellulosomal 
combinations. 
 
Fig. 2.5 Native versus designer cellulosome architectures. Uniform specificity between cohesins and 
dockerins in native cellulosome. Chimeric scaffoldin and hybrid enzymes allow for selective interaction 
with hybrid enzymes based on Ed Bayer’s work.6, 262  
2.4.1   DCs as model nanocatalysts 
The nanocatalysis field is advancing beyond the trial-and-error of classical 
catalysis to control chemical reactions by rationally modifying the size, shape, chemical 
composition and morphology of the catalyst to achieve the desired substrate 
discrimination capacity and turnover rates.  This approach aims to drive dynamics 
towards the desired reaction product, which opens up new avenues for atom-by-atom 
design of nanocatalysts with distinct and tunable chemical activity, specificity and 
selectivity 258. However, this discipline is highly focused on inorganic catalysts (typically 
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expensive and pollutant rare-earths or precious metals) and still relies to some extent on 
brute force, trial-and-error methods for discovery and improvement of useful catalyst 
compositions 263-265.  
By contrast, enzymes are ready-made bioorganic catalytic nanoparticles refined 
by millions of years of natural selection, such that some of them are considered 
“catalytically perfect”, with kcat/KM specificity constants approaching the 108-109M-1s-1 
diffusion limit. Thus, enzymes provide excellent “nanomachines” that provide efficient 
nanocatalysis and serve as the ideal starting point from which to set out on rational design 
for industrial applications. 
There are several advantages in using enzymes as nanocatalysts in industry. First, 
they are ideal catalysts with extremely high activity, selectivity and specificity. Second, 
the control of the particle size is extremely precise and reproducible, resulting in a very 
homogeneous population of nanocatalysts. Achieving homogeneity in particle size is one 
of the challenges in inorganic nanocatalysis. Third, they can be produced and re-
engineered very precisely, easily and cheaply by established biotechnological processes 
(including site-directed mutagenesis, protein engineering and directed evolution) to make 
them more suitable for industrial applications. Fourth, they can be easily deactivated (by 
denaturation, cross-linking or hydrolysis) and are biodegradable, which further reduces 
their already minor environmental impact and makes them extremely safe 266. 
2.4.2   Evolution of designer cellulosome studies 
The concept of designer cellulosome (DC) has become a popular notion 11, 267 for 
a potential solution to improve cellulose degradation, but the idea was already predicted 
by Bayer et al in 1994. At the beginning, three main different approaches were suggested 




The first proposed theoretical designer cellulosome envisaged using the method 
of cross linking to the CBM units to attach additional enzymes or other molecules 
producing supercellulosomes from natural cellulosomes 259. Another type of DC, 
heterocellulosomes, were proposed, created from enzyme pools doped with specific 
enzyme–dockerin complexes in order to create cellulosomes with new enzyme 
arrangements. And finally chimeras, employing recombinant cellulosomal modules, were 
also proposed. The concept behind this type of designer cellulosome was based on the 
specific interaction between cohesin and dockerin modules. 
In 2001, Fierobe et al, were the first to report their attempt to construct a small 
artificial cellulosome. They engineered a divalent DC using cellulosomes from two well 
characterised cellulosome systems, C. cellulolyticum and C. thermocellum. The activity 
of chimeric cellulosomes on microcrystalline cellulose was monitored from the amount 
of soluble sugars released (µM) after 24h incubation at 37oC, with 4 ml of Avicel, a type 
of crystalline cellulose 268.  Cellulosome chimeras were found to be about 2-3-fold more 
active than simple mixtures of free enzyme pairs. However, it is interesting to observe 
how in the absence of CBM, the enhanced cellulolytic activity was only about 1.5-fold. 
The presence of targeting CBM therefore, greatly contributes to the overall enzyme 
activity. As an extension to this work published the following year, Fierobe et al 
constructed a library of 75 chimeric cellulosomes 269. The catalytic properties of these 
chimeras were tested on various cellulose sources and a number of synergistic effects 
were observed from varying enzymes and substrate arrangements. Crucially, the study 
revealed that two defined factors, the proximity of cellulosomal enzymes and the presence 
of scaffoldin-borne CBM, play major roles in the cellulolytic activity enhancement. To 
further investigate the effect of CBM on cellulose degradation, scaffoldins containing 2 




showed lower activities mainly due to extra interaction with the substrate, therefore 
restricting mobility of the DC complex across the substrate. This observation is consistent 
with the known fact that cellulosomal scaffolding never contain two or more CBMs 270. 
In conjunction to this experiment, the activities of wild-type cellulosomes purified from 
C. cellulolyticum and one of the most efficient ternary complexes in the study were 
evaluated on two types of cellulose substrates. The cellulosomes were found to be 10- 
and 3-fold more active than the DC on Avicel and bacterial cellulose, respectively 269. 
Bayer et al. showed in 2005 that DCs can be assembled that exploit cooperation between 
cellulases and a hemicellulase from different microorganisms, with enhanced activity on 
straw.271  
Other works reported DCs composed of truncated scaffoldin from C. 
cellulovorans and copies of recombinant cellulosomal endoglucanase enzymes. 
Murashima et al reported increased cellulolytic action on substrate 272 and then later, Cha 
et al demonstrated a chimeric scaffoldin (with up to 4 cohesins) from C. cellulovorans 
combined with both endoglucanase and xylanase, had cellulose degradation activity 1.1-
to 1.8-fold higher than wild type 273. However, in this study, the cohesins were not of 
divergent species like previously demonstrated by Fierobe et al 268, 269, 271. In an interesting 
sidenote, Doi and colleagues reported that C. cellulovorans native scaffoldin contained 
cohesin-dockerin interactions that were more selective than random, as reported earlier 
for C. thermocellum 14 and C. cellulolyticum 274 whereby cohesins of the same species 
recognise all dockerins in the same manner  275.  The study showed hydrolytic activity 
differences as significant as 2.2-fold versus 3.9-fold for mini-DC with 2 different pairs of 
cohesins from the same C. cellulovorans scaffoldin.275.  The study showed hydrolytic 
activity differences as significant as 2.2-fold versus 3.9-fold for mini-DC with 2 different 




Now that the combination of enzymes from different organisms in one single 
scaffold has been realized, the protocol for construction of DCs is quite malleable, 
therefore allowing scientists to further investigate questions about enzyme synergism and 
CBM function.  A 2007 study of cellulosome geometry compares numerous shapes of 
DCs 276. Novel atypical DC geometries and their activities were compared with the 
corresponding cellulosome structure-function properties in nature 276. The new 
cellulosome geometries were found to be about 20 to 25 % less active than the 
“conventional” hybrid cellulosome owing this to multiple cohesin-dockerin interactions 
restricting mobility of catalytic modules. The mobility of catalytic subunits and the use 
of a single CBM to target substrates were shown to be essential factors in these novel 
systems 276. These properties indeed match wild-type cellulosome complexes from the 
clostridia family, however do not apply to elaborate cellulosomes generated by A. 
cellulolyticus or ruminal bacteria with complex organisations of interacting scaffoldins 
96, 97, 100. 
Anaerobic cellulolytic bacterium such as C. thermocellum produces not only 
cellulosomal cellulases (bound to a dockerin module) but also produces a separate free 
cellulase system (Fig. 2.6). Vazana and coworkers created a set of wild type and converted 
DCs to compare the action of combinations of cellulosomal and non-cellulosomal 
cellulases from C. thermocellum on crystalline cellulose 119. Cellulosomal enzymes were 
converted to non-cellulosomal enzymes by swapping the dockerin module of the 
cellulosomal enzyme with a CBM and vice versa. (Non-cellulosomal enzymes have a 
CBM instead of a dockerin. They do not bind to cellulosome scaffoldin, but directly to 
the substrate.) CBM-bearing enzymes (both wild type and converted) were the most 




targeting the enzyme to cellulose is a crucial factor responsible for increased activity 
among the enzyme combinations 119.   
Fig. 2.6 Free cellulase are converted to cellulosomal systems by replacing the enzyme-bound CBM module 
with a dockerin module.  
Alternatively, non-cellulolytic microbes that produce high levels of a desired 
product can be engineered to include a cell-surface cellulase. To this end, the usage of a 
free-cellulase system of Thermofida fusca as a DC was explored 277-280. The main 
objective of these researches is to entirely convert a free cellulase system to a 
cellulosomal system by binding the cellulases to a chimeric scaffoldin. The aerobic 
bacterium T. fusca has been chosen as it contains a limited number of highly active non-
cellulosomal cellulases. Early research concentrated on converting the free cellulase 
systems from T. fusca to cellulosomal mode.277, 278 T. fusca enzymes in cellulosomal 
mode were then incorporated into scaffoldin which served to boost the cellulose 
hydrolysis compared to the free wild-type enzymes As part of this series of papers, the 
effect on enzymatic activity of linker length and dockerin position (relative to the catalytic 
module) was systematically analysed 279. The data indicated that positioning of the 
dockerin on opposite sides of the enzyme resulted in an enhanced synergistic response 
but changing linker lengths (in the range of  9 to 22 residues) between the catalytic module 
and the dockerin had little, if any, effect on the activity 279.  The linker between the 
dockerin and the enzyme, were reported to exhibit pleating when the dockerin binds to 









the cohesin module which suggests that upon binding, the enzyme undergoes a structural 
rearrangement. By contrast, Vazana and colleagues later investigated the spatial 
organization of scaffoldin subunits using a synthetic biological approach and reported 
that DCs assembled using scaffoldins containing longer linkers achieved higher levels of 
activity, compared to scaffoldins containing linkers (ranging from 5 to 31 residues) or no 
linker 281. In this study, the linkers connected cohesin modules in a tetravalent chimeric 
scaffold.  On comparing the two studies (Vazana 2013 and Caspi 2009), it can be observed 
that the high intrinsic flexibility of linkers on the chimeric scaffoldin is a principal factor 
in the activity of cellulase as it may facilitate substrate targeting which is not the case for 
linkers present on the cellulase domain. 
All the DC created so far are minicellulosomes. As they require a low level of 
enzymes, the expression of minicellulosomes is relatively easy. To date, the largest 
scaffoldin-based DC reported is the hexavalent scaffoldin subunit which forms a 
homogeneous multi-enzyme complex 267. Morais and colleagues revealed that the 
hexavalent DC produced higher quantities of all sugars from untreated wheat straw, 
compared to the free enzymes. Until now, minicellulosomes with defined subunit 
compositions have been constructed in vivo 268, 270, 271, 277, 279. These minicellulosomes 
were built using cellulosomal cellulases that have a single catalytic module in each 
individual enzyme.  Xu et al presented a novel DC demonstrating how multi-catalytic 
cellulases increased the hydrolysis of cellulose, due to high effective concentration of 
enzymatic sites 282.  
In general although more efficient than free enzymes, DCs are still not as effective 
as wild-type cellulosomes on cellulose substrates. For the first time in vitro, instead of a 
mini chimeric scaffoldin, a full active cellulosome structure has recently been reproduced 




reached an overall activity of 80% of that of the native cellulosome, in the hydrolysis of 
crystalline cellulose 283.   
Designer cellulosome studies have provided rich insights into the nanoscale 
mechanisms of cellulose hydrolysis, but the cellulosome structure and function still 
remains to be completely clarified. By combining innovative techniques such as X-ray 
scattering (SAXS), cryo-EM and computational methods, Smith and Bayer have reported 
more comprehensive molecular understanding of the conformational event involved in 
the assemble of cellulase to the scaffoldin subunit 84. This recent development in the field 
will bring significant impact in the development of novel forms of artificial cellulosomes.   
2.5     Benchmarking with respect to alternative approaches 
In the market of second generation biofuels and in general in those of other 
lignocellulosic derivatives, there is an increasing need for more efficient and cost-
effective saccharification processes. Most industrial efforts concentrate on the use of 
fungal cellulases and fungal-based enzyme cocktails. Bacterial cellulosomes are still 
restricted to the laboratory level in which researchers concentrate on improving 
cellulosomes using biophysical and biochemical properties that can be measured and 
compared using traditional techniques. However, bulk techniques are very limited in their 
description of the system and there is a clear need to obtain more detailed descriptions 
from these nanoscale systems including properties than can only be measured at this level 
(e.g., mechanostability or exceedingly high affinity interactions). Thus, the remarkable 
mechanostability and the extraordinarily high affinity of some of the interactions of the 
cellulosomal constituents remain to be explained and exploited. In addition to this, current 
computational multi-scale methods allow a first description of this system for verification 




In USA and Japan several groups have reported the use of cellulosomes or related 
composites claiming the possibility of efficient hydrolysis of biomass. For example, 
cellulosomes from the mesophilic bacterium C. cellulovorans were able to completely 
degrade soft biomass (rice straw) 284. In addition, C. thermocellum cells were used to 
degrade the same substrate in an efficient manner 285. Others used cell-surface display of 
“minicellulosomes” on bacteria and yeasts to degrade cellulosic substrates 286, 287. A 
synthetic “cellulosome” for cellulose ethanol production was also constructed 288, based 
on a similar previously published approach.[27].  
By combining the cohesin-dockerin interactions and advancements in protein re-
engineering, new types of synthetic cellulosomes were generated, an example of which 
is the thermostable group II chaperonin called a rosettazyme 288, 289. The rosettazyme is 
an 18-subunit protein complex that can be genetically engineered to bind dockerin-
containing enzymes and function like a cellulosome. The rosettazome linked with a 
cohesin can function as a scaffold for a maximum of four C. thermocellulum cellulases 
288. The main advantage with such a structure is that one single particle can host a larger 
number of enzymes.  The rosettazyme complex showed improved enzymatic activity 
when at least two scaffolds were combined 288.  
A more recent study reported a DC constructed from a scaffold of ankyrin proteins 
(from the Greek word for “fused”, adaptor molecules that help attach cells to tissues) 
combined with endocelluloase catalytic domains. Unlike the “rozetta” particle used in 
rosettazyme288, 289 the arrays in ankyrin are single polypeptide chains with cellulase 
domains internal to the scaffoldin protein.  The results show ankyrin arrays to be a 
promising scaffold for constructing DCs, preserving or enhancing the enzymatic activity 




2.6     Prospect for biofuels as a near-term application of designer 
cellulosomes 
A reliable supply of sustainable energy is critical for the healthy, wealthy and 
peaceful future of our planet. Energy is the world's largest market, with a political and 
strategic impact that is unmatched by any other sector. Most countries, including 
European nations, are currently highly dependent on the finite and non-renewable 
resources of fossil fuels for their energy needs. This allows countries rich in such 
resources to become major players in world politics, frequently at the expense of countries 
that lack them. Biofuels constitute a major alternative to face this problem.266 Among all 
the candidate catalysts, nanocatalysts are very attractive ones as they greatly increase the 
surface-to-volume ratio compared to bulk materials. Thus, they hold promise for 
dramatically faster, cheaper, less toxic and environmentally friendly biofuel production. 
Recent advances in nanocatalysis have prompted a persistent shift in the economic and 
political balance of the fossil fuels market. As for all technological shifts, the control of 
the direction and magnitude of the change is in the hands of developers. Furthermore, 
there are alternative energy sources (some of them renewable and sustainable) that remain 
to be exploited. One of them is fiber, the non-edible plant cell wall cellulosic biomass, 
which is the source for so-called second generation biofuels. 
As described in this review, recycling the photosynthetically fixed carbon present 
in plant fiber is a relatively inefficient biological process due to the chemical and physical 
complexity of plant cell walls, which restricts their accessibility to enzyme attack so that 
only a restricted number of microorganisms (remarkably, some bacteria) have acquired 
the capacity to deconstruct these structural carbohydrates that are extremely recalcitrant 
to degradation. Thus the degradation of polysaccharides to fermentable sugars 




needs of organisms are not necessarily the same as industrial needs, a possible approach 
consists in reverse engineering of available cellulosomes, exploiting the many different 
solutions which have appeared through evolution, in order to integrate them into an 
artificial design. 
Europe imposes that by the year 2020, 20% of the fuel consumption in each of the 
member states should be obtained from renewable sources (including biofuels, which are 
potential major contributors).290 Increasing bioethanol production using standard 
technology would imply a massive investment and would have a strong impact on both 
food resources and environment. Currently in mid-2015, all the bioethanol produced in 
EU and in the whole world is obtained from plant storage polysaccharides. However, 
these are a major food source, and its potential stored energy represents less than 10% of 
that stored in the plant structural polysaccharide cellulose. Thus, the potential to produce 
so-called second generation biofuels from plant lignocellulosic biomass is enormous. Our 
assessment of the current literature indicates that the major impediment to technology 
transfer of DCs remains the lack of knowledge of nanoscale mechanics, dynamics and 
recognition, bottlenecks that are being systematically dismantled using a combination of 
bioinformatics, protein re-engineering, force microscopy, X-ray diffraction/scattering 
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3.1     High performance computing  
As mentioned in Chapter 2, the field of computational chemistry involves some 
of the most computationally expensive current scientific applications and has moved 
beyond the capacity of a single computer for detailed simulations, data analysis and large-
scale computations. A typical MD simulation, involves evaluating millions of interactions 
between particles for billions of time-steps and therefore requires extraordinary amounts 
of computational hardware.1-3 To satisfy this increase in complexity and requirement for 
computational power, tightly combined cluster systems which consist of hundreds of 
processors, terabytes to petabytes of high-performance storage and high bandwidth/low 
latency are linked to make supercomputers, consuming megawatts of power. Other than 
the powerful hardware, the software that runs these systems was created to take advantage 
of the computational power available on a particular system.4, 5 This hardware and 
software combination is classified as the domain of High-Performance Computing 
(HPC). Supercomputers are not only used in the field of computational chemistry but also 
for a wide range of other computationally intensive tasks in fields including quantum 
physics, biomedical engineering, bioinformatics, weather forecasting and climate 
research.  
In HPC, application program interfaces (APIs) such as Message Passing Interface 




efficiently communicate with each other to share memory, current data or intermediate 
results of calculations.6 MPI is a message passing library implementation which provides 
a powerful and portable way for expressing parallel programs. Essentially, an MPI 
specification ensures that data is moved from the address space of one process to that of 
another process through a fast interconnect mechanism.7 These processes are typically 
distributed across multiple nodes of a cluster, but it is also feasible to run multiple 
processes within a single multiprocessor node. As with MPI, OpenMP is a specification 
and not a software package. It is used in thread-based parallelism on shared memory 
machines ranging from desktops to supercomputers. OpenMP specification consists of 
three main components; compiler directives, library functions and environment variables 
that influence and control the program’s performance.  
 
Figure 3.1. The multilevel parallelism framework3 in GROMACS distributes the computational 
work across ensembles of simulations. This figure is from ref3. 
 
When parallel computers are used with MD, the system is split into independent 
units of work. Given that most interactions in the simulations take place locally, domain 
decomposition whereby a spatial domain is assigned to each processor, is an effective 




spatially domain decomposed and dynamically load balanced over MPI. While short-
ranged non-bonded interactions are handled on simultaneous multi-threading (SIMT)-
based GPUs, OpenMP pragmas are used to apply single instruction, multiple data (SIMD) 
operations to parallelize cluster interactions kernels or bonded interactions on CPU cores. 
GROMACS software efficiently groups these various aspects onto the best suited device 
within the heterogeneous architecture (Fig. 3.1) and is therefore one the most widely used 
software for MD simulations.  
 
3.2     Molecular dynamics simulations  
The main method of this thesis is molecular dynamics (MD) simulations which is 
a commonly used technique to calculate the dynamical properties of molecular systems 
like proteins or membranes using statistical mechanics and Newton’s equation of motion 
in the atomistic detail, provided that the properties are observable within the time scale 
accessible to simulations. Molecular dynamics simulations are also useful when 
biological systems cannot be studied by experimental methods. To calculate the dynamics 
of a system, that is the position of each atom in the system as a function of time, Newton’s 
classical equation of motion are solved iteratively for each atom:  
																																																																				𝐹< = 𝑚<𝑎< = 𝑚<
?@AB
?C@
                                         (3.1) 
with the force 𝐹< and the acceleration 𝑎< acting on the 𝑖CE atom of the system. The force 
on each atom is the negative of the derivative of the potential energy with respect to the 
position of the atom:  
                                                                   𝐹< = −
GH
GAB




If the potential energy of the system is known then, given the coordinates of the 
starting structure and a set of velocities, the force acting on each atom can be calculated 
and a new set of coordinates generated, from which new forces can be calculated. This 
procedure is repeated to generate a trajectory corresponding to the evolution of the system 
in time. The time step of the simulation is restricted to 1 fs by the fastest relaxation times 
of the system, the bond and angle vibrations involving hydrogen atoms.  
Accuracy of molecular dynamic simulations is directly linked to the potential 
energy function used to describe the interactions between particles in the system. A force 
field is built from classical potential energy expressions and their associated adjustable 
parameters.8  A classical potential energy function that is used in molecular dynamics 
simulations is defined as a function of the coordinates of each of the atoms. The potential 
energy function is divided into terms representing bonded interactions and non-bonded 
interactions. The bonded interactions terms describe bond stretching (𝑉JKL?), angle 
bending (𝑉4LMNO) and torsion around dihedral angles (𝑉?<E). The non-bonded terms are the 
Lennard-Jones (𝑉PQ) and Coulomb (𝑉RKSN) potentials.  
                𝑉 𝑟 = 	𝑉JKL? + 𝑉4LMNO + 𝑉CKAV<KL + 𝑉PQ + 𝑉RKSNKWJ																																			(3.3) 


































Parameters for bond and angle force fields are the force constants 𝑘J, 𝑘[ and 
equilibrium bond lengths 𝑙OY and equilibrium angles 𝜃OY and for dihedral angles Φ. The 
torsion potential is described by barrier height 𝑉L and its phase 𝛿.  Non-bonded 
interactions which correspond to interactions between particles separated by more than 
three covalent bonds are usually described by Coulomb’s law for electrostatics 
interactions and by Lennard-Jones potential for Van der Waals interactions where 𝑟<f is 
the distance between atoms i and j. Other parameters include the partial charges 𝑞< and 
the Lennard-Jones parameters 𝜖< and 𝜎<.8 
Molecular dynamics is a useful tool as it provides a wealth of detailed information 
on the physical and mechanical properties of peptides and proteins. Nevertheless, MD 
suffers some limitations as this method is computationally demanding and simulations 
are therefore limited to hundreds of nanoseconds at most for big multi-protein complex 
systems. For example, the cumulated simulation time of the cohesin-dockerin studied in 
chapter 5 is too short to observe, for instance the complete unfolding of the mesophilic 
dockerin. Simulations form the millisecond to second time scale are required to observe 
protein unfolding.  
Another theoretical method that can be used to study proteins is the Monte Carlo 
(MC) method. Just like in MD, this method also involves evaluating the potential energy 
of the system, but the difference is that an ensemble conformation is generated by 
performing random displacements of the molecules from one conformation to another 
based on the Metropolis criteria.9, 10 The main benefit of Monte Carlo simulations is that 
it allows access to high energy barriers provided they are narrow. The main disadvantage 
of this method compared to MD is that the dynamics of the system is lost and therefore it 





3.3     Protein mechanical stability - Steered molecular dynamics 
simulations 
Nowadays, numerous experimental methods such as atomic force microscopy 
(AFM) in force spectroscopy mode, centrifuge force microscope magnetic tweezers and 
laser optical tweezers11, 12 are used to probe the mechanical responses of a single 
biomolecule. However, all of these methods only provide limited molecular level detail 
corresponding to the mechanical response of the biomolecular systems. Motivated by 
AFM experiments, steered molecular dynamics (SMD)13-15 has been developed and 
applied for the study of mechanical unfolding of biomolecules.15-18 In addition to 
mimicking the experimental methodologies of protein unfolding, SMD simulations 
provide a unique atom-by-atom dynamic view of the protein mechanical response. A 
description of the standard SMD method is presented below. 
Steered molecular dynamics simulations can be performed in two ways: at 
constant force or at constant velocity. In constant force SMD, a force is applied across 
the protein, often via the N-C termini. This is achieved in silico by specifying that a given 
atom (for example the first Cα in the protein) is held fixed while an external force is 
applied directly to another atom, usually the last Cα in the protein chain. The extension 
length of the protein is monitored throughout the unfolding simulation. In constant 
velocity SMD simulations, rather than moving the Cα atom, at one of the termini at a 
constant velocity (this would be algorithmically difficult), a dummy atom is created and 
it is moved at constant velocity.18 This is achieved by attaching a harmonic spring to one 
end of the domain. The free end of the spring (the dummy atom) is moved at constant 




the steering force.18 Both SMD methods have proved to provide insightful implications 
in the studying the mechanical stability of proteins.19-21  
Stretching velocity and spring constant used in constant-velocity SMD 
simulations regulate the magnitude and fluctuations of the measured force.22-24 Smaller 
velocities perturb the system less drastically and consequently enable us to record more 
details along the reaction coordinate. However due to limitations in computational 
resources, even the lowest stretching velocities used in SMD simulations do not match 
the velocities in equivalent AFM stretching experiments, with difference in orders of 
magnitude between them.18 As a result, force peak values from SMD simulations are 
larger than those measured in experiments.25 Yet, SMD simulations provide insights into 
the possible conformational changes during the unfolding events or help clarify the 
origins of force clamps in the analysis of AFM data.26-29   
3.4     Binding affinity measurement methods 
Protein-protein interactions are involved in almost all biological organisms; 
therefore calculation of protein-protein binding free energies is essential in computational 
biology and chemistry with many important applications in medicine, pharmacology and 
biotechnology.30-33 Methods of calculating protein binding free energies vary 
considerably from one another in terms of physical plausibility, accuracy and 
computational cost. All-atom molecular dynamics simulation with explicit solvent, 
combined with free-energy sampling algorithms, can deliver accurate prediction of 
binding free energies of protein-protein or ligand-protein systems. Relative free energies 
are generally computed using Free Energy Perturbation (FEP)34,  Thermodynamics 
Integration (TI)35 or Molecular Mechanics Poisson–Boltzmann Surface Area (MM-
PBSA)36 methods. While double coupling (DDM)37, Potential of Mean Force (PMF)38 




absolute binding free energies. In this thesis, we apply MM-PBSA formula to calculate 
binding free energies.  
 
3.4.1   MM-PBSA 
The molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) method 
was used to estimate the binding energies DGbind between glucan and protein by 
decomposing into contributions from a gas phase binding energy (DGgas) and the 
difference of solvation energies of the bound (complex) and free (protein, ligand) states 
as represented in the following equation40: 
         ∆Gpqrsqrt 	= 	DGM4V 	+		∆GVKNuKWgNOv −	 	∆GVKNgAKCO<L +	∆GVKNN<M4L? 										(3.5) 
 
DGgas is the binding free energy in the gas phase while ∆GVKNuKWgNOv, 	∆GVKNgAKCO<L and 
∆GVKNN<M4L? are the solvation energies of the complex, protein and ligand, respectively. 
The gas phase binding energy is calculated as the sum of bonded (bond, angle, torsion) 
and non-bonded interactions (van der Waals, electrostatic) minus the configurational 
entropy 𝑆 multiplied by the absolute temperature 𝑇 of the system: 
																																														GM4V 	= 		 𝐸<LC 	+ 	 𝐸z?{ + 𝐸ONO − 𝑇𝑆                         (3.6) 
𝐸<LC is the internal energies (bond, angle, torsion), 𝐸z?{ and 𝐸ONO are the van der Waals 
and electrostatics non-bonded energies, respectively. DGM4V	constitutes the MM part of 
MM-PBSA.  





																																																			GVKN 	= 	 𝐺gKN + 𝐺LKL1gKN 																																																	(3.7) 
Energy contributions are derived separately for each molecular dynamics frame. The 
overall binding energy equation can be written as follows:  
             ∆Gpqrsqrt 	= 		 ∆𝐸<LC + ∆𝐸z?{ +	∆𝐸ONO − 	𝑇∆𝑆 +	∆𝐺gKN +	∆𝐺LKL1gKN 	     (3.8) 
𝐸z?{ and 𝐸ONO can be read directly from the potential energy function of MD simulations. 
For DGsol, 𝐺gKN term is usually obtained by solving the PB equation and 𝐺LKL1gKN term is 
estimated from a linear relation to the solvent-accessible surface area (SASA) model. The 
conformational entropy term, 𝑆, is a sum of translational, rotational and vibrational 
entropies. Translational and rotational entropy terms are calculated with statistical 
mechanics while vibrational entropy is estimated by a normal-mode analysis of the 
vibrational frequencies.  
In this thesis we use the gromacs tool g_mmpbsa41 to calculate the MM-PBSA 
terms for a protein-glucan complex. The vacuum and solvent dielectric constants were set 
at 1 and 80, respectively. The solute dielectric constant was set to 4. These dielectric 
values were selected based on studies done on similar biological complexes42, 43 and also 
based on experimental justification.44 
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Regulating the mechanical stability 
of the cellulose-binding module 
 
4.1     Introduction 
As described in the ‘literature review’ section of this thesis, the cellulosome 
complex links together a diverse set of enzymes necessary for cellulose degradation 
through a “plug and socket” modular interaction.1 The complementary protein domains 
dockerin and cohesin are key components for these interactions, which work in tandem 
with the carbohydrate binding modules (CBM) 2, 3 that target the complex to its cellulose 
substrate.  
The sub-micron sized cellulosomes are constantly moving and rearranging due to 
random Brownian motion, and also experience hydrodynamic shear forces under flow. 
As a result, the CBM domain which is attached simultaneously to the enzyme and the 
substrate (Figure 4.1) is subjected to high mechanical stress. Earlier studies showed that 
cohesins placed in connecting regions (located between two anchoring points on the 
scaffoldin; Figure 4.1) exhibit very high mechanical stability with rupture forces <400 
pN, larger than any known folded protein at the time.4 By contrast, cohesins located in 
the non-connecting or ‘hanging’ region showed much lower mechanical stability.4 
Previous studies have also focused on the mechanostability of cohesin and dockerin 
complexes,1 but comparatively little has been reported on mechanical stability of CBM 




potentially powerful means of amplifying the catalytic activity of bacterial cellulosomes. 
Due to their importance in biomass deconstruction, studies have focussed particularly on 
optimizing properties of the cellulose enzyme units such as increased stability of 
cellulases at elevated temperatures and at non-physiological pH, higher tolerance to end-
product inhibition, and higher catalytic efficiency on poorly soluble cellulosic 
substrates.7, 8 However, the ability of cellulases to depolymerize cellulose and release 
fermentable sugars depends not only on their intrinsic activity but also, crucially, on their 
ability to access individual glucan chains on the cellulose. Stable anchoring via CBM 
domains helps increase the effective enzyme concentration on the cellulose and ensures 





Figure 4.1 A – Schematic representation of scaffoldin subunit CipA of bacteria Clostridium 
thermocellum. Dockerin-containing enzymes are bound to the scaffoldin via complexation with 
cohesins. One single CBM in the scaffoldin anchors the cellulosome complex (and the parent cell) 
to the cellulose substrate. B – The overall three-dimensional structure of CBM3 domain. Cartoon 
representation of CBM3 β-sandwich structure drawn with VMD software11. The top beta sheet is 
coloured navy, the bottom sheet is coloured gold, and the linker regions are coloured light blue. 
C – Strands and loops numbering in the beta structure of CBM3. 
 
The mechanical stability of a protein is now a familiar biological and biophysical 
property, and mechanical forces are known to be important for numerous biological 
systems and processes including protein folding, organelle transport, and muscle 




measured using atomic force microscopy (AFM),13 tuned in its single molecule force 
spectroscopy (SMFS) mode to quantify the force required to unfold a protein domain.14 
Molecular dynamics computer simulations can provide complementary maps of the 
forced unfolding energy landscape, providing experimentally-inaccessible atomic detail 
on dynamics. Steered molecular dynamics (SMD) techniques provide a computationally 
efficient means of modelling AFM experiments15 and can guide the design and 
interpretation of SMFS experiments.16 For example, SMD simulations revealed that high 
mechanical stability in cohesins is commonly associated with a patch of highly localized 
hydrogen bonds between long beta strands.4  
The carbohydrate binding module (CBM) found on the cellulosome scaffoldin, 
anchors the protein complex to the substrate. Proteins along connecting regions, like the 
CBM, are subject to high mechanical stress due to relative movement of the cell and its 
substrate which stretches the scaffoldin between the anchoring points. Hence, the 
mechanical properties of the extremely mechanically stable CBM is important to 
understand and improve the cellulosome function and consequently help design improved 
artificial cellulosomes for industrial applications. The purpose of this chapter is to identify 
the protein residues and regions (e.g., hydrogen bond patches and ion-binding pockets) 
that provide the strongest resistance to unfolding of CBM. We model the carbohydrate 
binding module family 3 (CBM3) protein from the cellulosomal scaffoldin subunit CipA 
of the bacteria Clostridium thermocellum. CBM3 is 155 residues long17 and folds into the 
common beta sandwich structure containing two antiparallel beta sheets (Fig. 4.1), nine 
beta strands (henceforth termed simply “strands”) which are interconnected by hydrogen 
bonds, and a calcium binding pocket. We identify the protein sites that regulate the 
mechanical properties of CBM, by comparing the stretching and unfolding of wild type 




This strategy allows us to identify the most significant mechanostable motifs in native 
CBM, and predict mutations that could further improve the stability of re-engineered 
CBM modules in so-called “designer cellulosomes”18. Furthermore, we were interested 
in studying the effects of introducing a peptide tag (ybbR-tag) as a means of modulating 
the mechanical stability of CBM3. The ybbR-tag has been used previously to site 
specifically immobilize proteins to surfaces for single-molecule mechanical 
experiments19, and has also be used for site-specific post-translational modification of 
proteins20, therefore introduction of ybbR-tags into CBMs could provide a convenient 
additional functional group for assembly of synthetic cellulosomes.  
Table 4.1 List of multiple mutants in CBM3 protein 































Complex charge balancing and conformational plasticity make it difficult to 
modulate the mechanical properties of proteins.21, 22 Yet significant advances have been 
made, some through trial-and-error methods and others in a systematic and rational 
manner. For example, Manteca et al. showed that disulfide bonds behave as mechanical 
lockers to block one unfolding pathway and force unfolding via the pathway with the 
higher energy barrier, thereby increasing the mechanical stability.23, 24 Cao et al. increased 
the mechanical stability of elastomeric proteins by combining improved protein-protein 
interaction25 with engineered metal chelation.26 Improved understanding of how to 
modulate protein stability would benefit drug design in, e.g., targeting disease-causing 
protein variants,27 and would also speed up biophysical characterization of membrane 
proteins.28  
4.2     Results and Discussion  
4.2.1   Quantifying the mechanical stability of CBM 
4.2.1.1   Identifying the force regime of CBM3 unfolding 
  Extensive steered molecular dynamics simulations of CBM3 forced unfolding 
were performed as described in the Methods section. The N-to-C distance between 
opposite ends of the protein was monitored as forces of 350pN, 400pN, 450pN, and 
500pN were applied. Three distinct unfolding events corresponding to high structural 
resistance were observed (Fig. 4.2A). The first part of the trajectories confirms the high 
mechanostability of the CBM3 domain in its native state as it retains its native fold for at 
least five nanoseconds (for forces of 400pN and below). Shortly after, the protein 
undergoes a rapid extension of 126 Å from the 22 Å native N-C distance to form a long-
lived intermediate state (i1) after which the domain extends by a further 120 Å to form 




Structural snapshots of these intermediates show that the first intermediate 
corresponds to the loss of contacts in the N-terminus region of strands 8 and 9. The 
difference between the contact maps for state i1 and the native state (Figure 4.3) reveals 
that all contacts were lost in the region spanning residues 120 to 155, along with some 
rearrangements in hydrogen bond networks. Residues 120-155 span beta strands 8 and 9 
and loop 7-8. The contacts include the hydrogen bond pairs Tyr121-The15, Tyr127-
Lys153, Ser128-Tyr42, Ser128-Gln140, and Tyr144-Thr38 (Fig. 4.2B). Analysis of 
contacts in the i1 and i2 states showed disruption in the C-terminus region of the protein 
with the region spanning residues 1-20 separating from the main beta sandwich structure. 
 
Figure 4.2 A – Molecular dynamics forced unfolding trajectories performed at constant forces ranging 
from 200 pN to 450 pN (unravelling occurs during 50 ns for applied forces of 350pN, 400pN, and 450pN). 
B – Hydrogen bond networks that are broken in constant force (400 pN) SMD simulations as the protein 
unravels from its native fold (zoom-in panels) to intermediate state i1. Residues 120-155 span beta strands 
8 and 9 and loop 7-8 (labelling shown in Fig. 4.1C).  The contacts include the hydrogen bond pairs Tyr121-






Figure 4.3 The difference between contact maps of intermediate states:  A & B – contacts loss 
and gain between native state and i1, C & D -  contacts loss and contacts gain between i1 and i2. 
The prominent red colour in graph A represent the loss in all atomic interactions spanning residues 
120 to 155 when the protein is unfolded from its native state to state i1. B – a number of new 
contacts form due to rearrangement of hydrogen bonds in i1 state of the protein. C - When the 
protein is further unfolded from state i1 to state i2, contacts spanning residues 1 to 20 are 
disrupted. D – shows interactions that that stabilise state i2.  
 
4.2.1.2   Mapping the unfolding landscape of CBM3 
Constant-velocity steered MD simulations were carried out as described in the 
Methods section and the data presented here is for simulations in which the protein was 
pulled from its N-terminus, to compare with SMFS experiments.29, 30 Control simulations 
were performed by pulling from the C-terminus (Fig. 4.4). The most commonly occurring 
pathway (which we label Pathway A, found in 7 out of 10 simulations) for N-to-C pulling 




i1 and i2 discussed in section (a) above. Peaks I and III showed similar trends in all 
trajectories (Fig. 4.5) and their respective average maximum peak heights were calculated 
to be F1 =1023 ± 43 pN and F3 = 1392 ± 73 pN. Depending on which unravelling pathway 
was followed, out of the three pathways observed in 70, 20, and 10% of the CBM3 
stretching simulations respectively, the position and height of peak II varied significantly 
(Fig. 4.5). Paci et al. reported similar-sized shifts in peak position and height for unfolding 
a smaller beta sandwich structure protein, fibronectin type III domain from the human 
form of tenascin (TNfn3).31 The authors suggested that the unfolding pathways for TNfn3 
were broad, compared to other proteins such as the octameric TI 127 poly-protein studied 
using equivalent techniques.15, 32-35 In CBM3, the beta strands not involved in the calcium 
coordination sphere separate during the first 250 Å extension. As they do not always 
separate in the same order, numerous pathways become available. Hence we find 
variation in the shape and height of peak II corresponding to regions where strands 1, 2, 
8 and 9 (Fig. 4.1C) separate, in random order. In the majority of trajectories, beta strands 
separate in the following order, β9, β1, β8 and finally β2. The first peak in most cases is 
due to concerted b8-b9 and b1-b2 rupture, while peak II is due to separation of b3-b8 
and part of b2-b7 (Movie 4.1). The computed force-extension curves for CBM unfolding 
by different pathways are shown in Figure 4.5, with three clear peaks found for the major 









Figure 4.4 Computed force-extension profiles of CBM3 C-to-N unfolding for two pathways. 



























Figure 4.5 Representative computed force-extension profiles for CBM3 unfolding from the N-
terminus repeated nine times with all parameters and starting configurations unchanged. The 
CBM3 domain unfolds via different pathways. The gray data points show the spread of force 
values recorded every 0.5 picoseconds throughout the trajectory, and the black trace marks a cubic 
spline. 
 
The mechanical stability of a protein has been described as a property governed 
by the specific non-covalent interactions in the main regions of the protein.14, 36, 37 In the 




of two anti-parallel beta strands (breaking 12 localized hydrogen bonds) and core 
hydrophobic disruptions causes the first (peak I) force barrier (Fig. 4.6 and Table. 4.2). 
This force peak corresponds to the first 53 Å extension of the protein and reveals loss of 
contacts between residues in both the N and C terminus region with the shearing of pair 
β8-β9, elongating from 11 Å to 30 Å, followed by shearing of the salt bridge Glu5-Lys23 
and then breaking of three sets of hydrogen bond pairs between β1-β2 (20 Å to 50 Å). 
Before any unfolding occurs, in the first 11 Å extension, the average distance between 
the protein sheets changes from 15 Å to 29 Å which causes a significant loss in van der 
Waals contacts (Fig. 4.6B and Fig. 4.7) between residues in the (now stretched) 
hydrophobic core.   
 
Figure 4.6 A – Force-extension curve of the complete unfolding of native CBM3 domain shows 
three peaks. B – Change of protein height in the first 11 Å of pulling extension. Protein 
conformation at 0 Å extension is shown on the left: The beta sheets are tightly stuck to one another 
due to van der Waals forces between hydrophobic residues. Protein conformation at 11 Å 
extension is shown on the right: Partial separation of two sheets results in significant loss in van 
der Waals interactions (Fig. 4.7). Hydrogen bonding and calcium ion interactions also contribute 
to this peak. Events include the shearing of pair β8-β9, elongating from 11 Å to 30 Å, followed 
by shearing of the salt bridge Glu5-Lys23 and then breaking of three sets of hydrogen bond pairs 




average distance between the protein sheets changes from 15 Å to 29 Å which causes a significant 
loss in van der Waals contacts between residues in the (now stretched) hydrophobic core. C – 
Protein structure at Peak II: numerous H-bonds (red dotted lines) between β-strands 8-3 and 2-7 
are disrupted. H-bonds separation occurs in all three peaks and depending on direction of the force 
vector relative to hydrogen bonds, either longitudinal or lateral shearing occurs. D – Protein 
conformation just before the calcium ion pocket is disrupted (Peak III). Yellow sphere represents 




Table 4.2 List of the main contributors to peaks I, II and III.  
 
 
Figure 4.7 A – Interaction energies between amino acids with hydrophobic side chains in the 
native CBM3 during the first 500 Å extension: Electrostatic energies in black, van der Waals in 
red and total energies in green, B – interaction energies in the multiple mutant M17 with five 
hydrophobic residues changed to Alanine. 
 






I 1023 ± 127 
Combination of core 
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III 1392 ± 171 Ca
2+  binding sphere and H-
bonding between β-strands  
b3-b6 and 




The molecular structures sampled around peak II reveal that a number of 
backbone hydrogen patches (Fig. 4.6C) form barriers termed mechanical clamps,32 of 
varying resistance strength. Most hydrogen bonds involved in those barriers are 
perpendicular to the direction of the force vector, which gives rise to longitudinal shearing 
instead of an unzipping (lateral shearing) mechanism for hydrogen bond breaking (Fig. 
4.8-4.9). Moreover, in the majority of trajectories, hydrogen bond rupture between a pair 
of beta strands occurs in stages; at 100 Å extension two hydrogen bond pairs separate 
between both strand pairs β3-β8 and β2-β7 while the remaining three hydrogen bonds 
between β2 and β7 break later at 150 Å extension. This multiple stage bond breaking 
results in a broad peak II compared to the sharp peak III at 250 Å where the calcium ion 
separates from one of the aspartic acid residues (either D46 or D126) in its interaction 
sphere (Fig. 4.6D).  
 
 
Figure 4.8. Lateral shearing mechanism between beta strands 2-7 during N terminus stretching. A – Before 











Figure 4.9 Longitudinal shearing (unzipping of H-bonds) of beta strands 3-6 during N terminus stretching. 
 
4.2.2   Rational design of cellulose binding proteins with tailormade 
mechanostabilities 
 
4.2.2.1   Targeting sites for re-engineering 
The computed unfolding pathway of native CBM highlights the importance of the 
β-strand regions, the hydrophobic core, and the charged calcium-binding sites to the 
overall mechanostability of CBM. A set of in silico mutations were tested for each of 
these regions. In the first set, at least one mutation was made in each β-strand (Fig. 4.10A). 
Residues forming two or more hydrogen bonds with an adjacent strand were targeted in 
order to maximize destabilization in the protein β-structure. Secondly, hydrophobic 
sidechains (Fig. 4.10B) were replaced in an attempt to disrupt the packing interactions in 
the protein core. Finally, one aspartate residue Asp46 of the highly-charged calcium 
binding pocket (Fig. 4.11A) was mutated to Gly to decrease both electrostatic and van 
der Waals interactions with the calcium ion, and was also mutated to the bulkier Pro (Fig. 





Figure 4.10 CBM3 showing the positions of single mutations: A – for β-sandwich destabilization. 
B – Hydrophobic residues that were changed to more polar amino acids. All computed molecular 
structures were visualized using VMD software.11 
 
As well as pulling the full length of the protein, we also stretched CBM from a 
central region to test the effect that an altered pulling geometry has on its stability. 
Brockwell et al. have shown that the mechanical resistance depends on not only the amino 
acid sequence, topology, and the unfolding rate, but is also critically dependent on the 
direction of the applied force.38 Hence we created protein structure models in which an 
11-residue peptide DSLEFIASKLA is added to the CBM3 domain. This ybbR-tag is 
commonly used in single molecule experiments such as SMFS19, 39 either to fuse one end 
of a protein chain to a surface or to label proteins.40 We inserted the ybbR-tag into flexible 
loop 5-6 (Fig. 4.1C) between residues Ser84 and Thr85. This site was selected due to its 
high RMSF (root mean square fluctuations of the backbone Cα atoms) values (1.9 Å vs. 
max of 0.7 Å in the more ordered regions) and because this point is near the center of the 
155-residue protein sequence. Two single mutant variants were also generated along with 




combined effect of pulling from the middle of the protein and weakening the calcium 
binding site.  
 
Figure 4.11 A - Native CBM3 structure after 100 ns of molecular dynamics: the calcium ion is 
drawn as a yellow sphere and two ASP residues interacting with the ion are shown as pink sticks. 
B - The D46P mutant after 100 ns of dynamics: the calcium ion does not interact with mutant 
residue P46 but instead migrates along the surface of the protein to coordinate D139, which 
changes also the native conformation of loop 7-8 (shown as a red line Ca trace). C – ybbR_D46P 
mutant after 100 ns molecular dynamics: the grafted tag allows Asp89 coordinate the calcium, 
creating a third distinct calcium binding site in which the ion migrates across the binding pocket. 
D – Molecular mechanics combined with Poisson-Boltzmann (MM/PBSA) binding free energy 
component analysis between the cation and residues (Thr44, Asp46, Thr122, Asn125 and 




computed H-bond statistics in loop 7-8 in WT and in mutants where the calcium ion is either 
destabilized or deleted. 
 
4.2.2.2   The calcium binding site imposes high mechanostability  
 To verify the effect of calcium binding on the mechanostability of the 
carbohydrate binding module, we performed control simulations with the calcium ion 
deleted. The force-extension profiles were similar to that of the native except for a large 
reduction in peak III (Fig. 4.12). It should be noted that the (artificial) removal of the 
calcium ion gives rise to additional unfolding pathways as beta strands can separate more 
freely. In any case, we estimate using Poisson-Boltzmann electrostatic binding free 
energy calculations a barrier in excess of 200 kcal/mol for Ca2+ removal, which 
corresponds to a vanishingly small probability of CBM losing its calcium ion.41 Zhang et 
al. tested the force-induced unfolding pathway of another protein, Calmodulin, in both 
the presence and the absence of Ca2+ and found that the unfolding order of the N- and C-
terminal regions was related to the calcium binding states as well as the interactions 
between the two EF-hand motifs in Calmodulin.42 




4.2.2.3   Coordination sphere of calcium ion  
The calcium ion is held in a buried cavity by loops connecting β3-β4 and β7-β8 
(Fig. 4.1C), and forms a coordination sphere through electrostatic interactions with seven 
oxygen atoms. On loop 3-4 (which links β-strands 3 and 4), oxygen atoms from residues 
Thr44 and Asp46 form part of the calcium coordination sphere and the other oxygen 
atoms are from residues Thr122, Asn125 and Asp126 on loop 7-8. While Asp126 only 
uses one of its carboxylate oxygen atoms for binding, Asp46 provides a bidentate ligand,17 
and these Asp46 and Asp126 carboxylate oxygen atoms were the last to separate from the 
calcium ion during the forced unfolding simulations. An ordered water molecule 
completes the calcium pentagonal bipyramidal binding sphere, remaining within 3.8 ± 
0.2 Å of Ca2+ during at the 100ns equilibrium molecular dynamics. The lifespan of a 
specific water residue in the binding sphere varied in the range of 3-7 ns in the simulation 
trajectory. When the water residue leaves the sphere, it is replaced by another ordered 
water residue. 
4.2.3   Comparing computed F1 values across all protein variants 
To compare the effect of mutation on the mechanostability of the CBM3 domain, 
the first force peak value (F1) was measured from the force-extension curves (Figures 
4.13-4.18) of each protein variant. The results are illustrated in Figure 4.19. Taking into 
account the occurrence of multiple pathways in the simulations, it is important that the 
force peak we choose as comparator does not vary from one pathway to another. Visual 
inspection of the CBM3 steered molecular dynamics repeat curves (Fig. 4.5) confirms 
that Peak I does not vary according to the pathway taken. For this reason, all mutant force 




4.2.3.1   Beta-strand disruption  
The removal of two or three hydrogen bonds (Fig. 4.6) only slightly destabilizes 
the highly mechanostable CBM3 protein (Fig. 4.13 and Fig. 4.19). This is because beta 
strands are held together by approximately 50 hydrogen bonds and when a few of those 
are disrupted, the remaining 45+ hydrogen bonds are able to preserve the structure or 
form a slightly altered structure by reconfiguring the hydrogen bonding network. The F1 
for most beta mutants is reduced by less than 10% except in the case of E93A which 




Figure 4.13 Force-extension curve for the first 100 Å N-C distance: Beta mutants. The 




4.2.3.2   Destabilizing the hydrophobic core 
Single sites mutations in the hydrophobic interior of the protein have minimal 
effect on the mechanostability of CBM3, yielding F1 reductions of less than 10% (Fig. 
4.14 and Fig. 4.19). By contrast, multiple combined mutations in the hydrophobic core 
and of charged residues (Table 4.1 and Fig. 4.20) gave decreases of up to 19% in F1, with 
quadruple mutant E3A/E5A/D46G/V136A showing the strongest effect. This reduction 
in force stems from a combination of disruptions that allow easier separation of β1 from  
β2 (a main contributor to Peak I (Fig. 4.6 and Table 4.2)) and disruptions in the calcium 










4.2.3.3   Breaking the calcium coordination sphere 
The Ca2+ binding loop of CBM3 plays a prominent role in the intramolecular 
interactions within the protein and therefore its mechanical stability. The calcium sphere 
disruption is marked by the highest peak (III) in native CBM3 force-extension curves 
(Fig. 4.5), and all mutants generated to target the calcium pocket resulted in ~45% 
reduction in peak III. Results for the corresponding peak I were different for each mutant 
(Fig. 4.15).   
Amongst all the substitutions made in the calcium binding pocket, the largest 
decrease in F1 of 23% compared to native, was observed on substituting Asp46 with a 
Pro residue (Fig. 4.15 and 4.19). D46P gives the lowest force peak I among all three sets 
of single as well as the multiple mutants tested (Fig. 4.19). Conformational changes due 
to single residue mutation from Asp to Pro cause major loss in hydrogen interactions (Fig. 
4.11) not only at the mutated site; in particular, Tyr7 and Gln21 do not form hydrogen 
bonds anymore, a long range effect22 that extends 20 Å from the mutation site. Our 
results suggest that Ca2+ in CBM3 has the ability to modulate the conformation of loop 
7-8 (Fig. 4.11), a “hook-like” structure that contributes to CBM3 mechanical stability by 




Figure 4.15 Force-extension the first 100 Å N-C distance: Calcium interactions mutants 
Regulation of protein stiffness by cation binding has been shown in previous 
studies. For example Hocky et al.43 recently discussed how the presence of Mg2+ affects 
not only the structure of actin monomer but also the polymeric filament structure, 
assembly, and mechanical stability. Mg2+ binds to a loop on an actin protein that adheres 
to an adjacent actin subunit, which increases torsional stiffness in the actin filaments.43 In 
CBM3, mutation-induced shifts in the Ca2+ sphere combined with disruptions in loop 7-8 
cause strong destabilization. Similar weakening effects were reported in a recent 
simulation study of an extracellular depolymerase, PhaZ7 from Paucimonas lemoignei, 




Å. Even after 200 ns of free dynamics, the structure did not stabilize due to non-ordered 
motion of flexible loop 281-295.44 
4.2.3.4   Grafting a ybbR-tag into the protein module 
The ybbR-CBM structure did not show an increase in RMSD but its F1, when 
stretched from N-to-C, was lowered by 19% (Fig. 4.16 and 4.19) due to the loosening of 
loop 5-6 when the ybbR-tag is inserted. On the other hand, when pulling directly from 
the tag (which means only half of CBM3 was extended, see Fig. 4.17-4.18), F1 was further 
reduced by 35% and 16% in the case of ybbR_N and ybbR_C (Fig. 4.19) respectively. 
This variation in F1 can be explained by the number of lateral (unzipping) and longitudinal 
shearing events between beta strands pairs. The unfolding pathways of both ybbr_N and 
ybbR_C are shown in Movies 4.1 and 4.2 respectively.  





Figure 4.17 Force-extension curve for the unfolding of first half of CBM3 (Residue 1 to 82). N 



















Figure 4.18 Force-extension curve for the unfolding of second half of CBM3 (Residue 82 to 166). 












Figure 4.19 A – F1 distribution for all point mutants, calculated from at least three repeats. The 
red line represents the average F1 (1023 pN) of native protein and green lines represent the error 
calculated as 95% confidence interval of the mean. B – Percentage decrease in average F1 of 
mutants compared to that of native CBM3.  The free energies of the unfolding intermediates are 
in principle obtainable using Jarzynski's equality45, 46 (also known as the nonequilibrium work 
relation), and could be used in the future to very precisely calculate and compare potentials of 








Figure 4.20 A – F1 distribution for all point mutants, calculated from at least two repeats. The red 
line represents the average F1 (1023 pN) of native protein and green lines represent the error, B – 






4.3     Conclusions 
Our simulation dataset provides atomic resolution details of the forced unfolding 
pathway of a carbohydrate binding module (CBM) protein in its native state as well as 
approx. 40 mutated states. The simulations revealed three defined force peaks in constant 
velocity pulling and three plateaus in constant force pulling simulations, corresponding 
to barriers between three stable folded intermediates and their corresponding unfolded 
states. The first mechanical resistance to the external force application occurs within the 
initial 11 Å extension and arises predominantly due to a combination of core hydrophobic 
disruptions and inter-strand hydrogen bonds between β8-β9 and β1-β2. This is followed 
by a barrier due to lateral shearing of hydrogen bonds between strand pairs β3-β8 and β2-
β7 while the final barrier involves the separation of aspartic acid residue 46 or 126 from 
the calcium ion.  
In the second part of this study, we explored the possibility of lowering the 
mechanical stability of the CBM domain by testing over 20 single mutations as well as 
19 multi-site mutants. Three sets of mutants were investigated in the β-structure, 
hydrophobic core and calcium ion sphere. Single-site mutations on the beta strands made 
little impact as removal of only two or three hydrogen bonds did not cause enough 
structural perturbation to significantly lower the unfolding force of the protein. Compared 
to the native protein, unfolding forces of all beta mutants were reduced by less than 10% 
except in the case of E93A. Similarly, when a single residue in the hydrophobic core was 
replaced by a polar one, unfolding forces were only reduced by 10%, while multiple 
hydrophobic mutations resulted in a decrease of up to 19% in F1. The most significant 
decrease in unfolding force of 23% was predicted for mutating a negative carboxylate in 
the calcium binding sphere (D46P). This mutation resulted in bending of loop 7-8 to form 




The third aim of the study was to investigate the effect of an alternative pulling 
geometry on CBM3 in which only half the protein is unravelled. The data suggest that 
unfolding forces required to extend CBM3 depend strongly upon which part of protein 
was pulled. The C-terminal half of the protein required higher unfolding forces compared 
to the N-terminal half, mainly because the calcium coordination sphere must be broken 
in C-terminus unfolding. In general, judicious choice of mutants coupled with loop 
insertion appears to be a promising means of modulating the mechanostability of protein 
modules, which has immediate applications in synthesis of designer cellulosomes for 
biofuel production. 
4.4     Methods 
4.4.1   Structure preparation and equilibrium molecular dynamics 
The native structure of the CBM3 module was obtained from the RCSB Protein 
Data Bank (PDB code 1NBC)17 and solvated in a box of TIP3P47 water molecules 
measuring approximately 90 Å x 70 Å x 70 Å. The simulation cell was neutralized by 
adding an appropriate number of Na+ and Cl- ions. The mutant structures were prepared 
by simply substituting the natural residue in the starting crystal structure. Following 
energy minimization using the conjugate gradient method, each simulation cell was 
equilibrated and thermalized for 600 picoseconds then maintained at 300K and 1 atm 
using Langevin dynamics with an integration timestep of 2 femtoseconds. The final 
structure obtained following 100 nanoseconds of free dynamics was used as the initial 
protein conformation for the pulling SMD simulations. Molecular dynamics simulations 
were carried out using the NAMD 2.11 code48 with the Charmm36 force field.49-51 All 
bonds involving hydrogen atoms were constrained using the SHAKE algorithm in 
NAMD.52 Non-bonded interactions were calculated using a cut-off of 12 Å for both van 




4.4.2   Steered molecular dynamics (SMD)  
SMD simulations were performed on CBM in both constant velocity and constant 
force modes. The computational protocols and parameters were kept the same as those 
used in the equilibrium simulations except for the size of the water box. In the pulling 
simulations, the box was made large enough to ensure that the protein is surrounded by a 
thick layer of water molecules throughout the complete unfolding (length 600 Å, width 
60 Å, height 60 Å). In total, the water and protein system contained approximately 
200,000 atoms. SMD simulations were carried out by anchoring the C atom of the C-
terminus (fixed atom) and applying an external force to a virtual spring attached to the N 
atom of the N-terminus (SMD atom). Similarly in C-terminus simulations, the protein 
was stretched by anchoring the N atom on the N-terminus while pulling the C-atom on 
the C-terminus. The stiffness k of the spring and the constant pulling velocity (Fig. 4.21) 
were optimized to give the best balance between accuracy and computational cost. A 
spring constant k = 8 kcalmol-1Å-2 and a pulling velocity of 0.05 Å/ps were used in all 
SMD simulations. To gather sufficient statistics, we performed at least two repeat 




Figure 4.21. Force-extension curves of CBM3 steered molecular dynamics simulations at five 
different constant velocities for C-to-N stretching  
 
In the constant force molecular dynamics simulations, a linear function of the 
distance between the N and C terminus atoms (same atoms as were selected in SMD 
simulations) is added to the Hamiltonian of the system. If the magnitude of the force is 
sufficiently large, a relaxation trajectory from the native to the complete unfolded state 
can be observed. Constant forces of 200-450 pN were tested. At sub-300 pN forces, no 
unfolding was observed during the 50 ns simulation time scale. 
 To predict the rupture forces occurring along an alternative pulling pathways, the 
11-residue ybbR-tag with the sequence DSLEFIASKLA was inserted into native CBM 
between residues 84 and 85. Mechanical unfolding of the ybbR-tagged CBM proteins 
was simulated in two ways, which we labelled ybbR_N and ybbR_C. In the ybbR_N 
simulations the N atom of the N-terminus was held fixed while residue Ser86 was pulled. 




C-terminus while pulling Ser86. We also modelled the effect of ybbR-tag insertion in two 
point mutants, D46P and D126G. 
To further probe the origin of the computed MD rupture forces, we extracted also 
binding energy estimates from the equilibrium MD simulations. The MM/PBSA method 
(described in Chapter 2) was used to compute the binding free energies of calcium ion 
and residues in its binding sphere, using GROMACS tool g_mmpbsa.53 The solvent is 
treated as a homogenous dielectric medium with dielectric constant of bulk water (80) 
while the protein and calcium ion are treated as another (buried) dielectric medium with 
a dielectric constant of 4.  
In order to implement g_mmpbsa, 50 ns MD calculations were performed using 
the GROMACS 5.1 code54 with the CHARMM36 protein force field49-51, 55, 56 and TIP3P 
water model.47 The Lennard-Jones interactions were truncated at 1.0 nm and the particle 
mesh Ewald method57 was used to calculate electrostatic interactions with a real space 
cut-off at 1.2 nm. The length of each covalent bond to hydrogen was constrained using 
the LINCS algorithm58 which allowed an integration timestep of 2 femtoseconds. 
Simulations were carried out at 300 K to simulate room temperature using the Velocity-
rescale thermostat.59 The reference pressure was set to 1 bar and compressibility to 4.5 x 
10-5 per bar using the Parrinello-Rahman algorithm.60 The coupling to the isotropic 
pressure reservoir was updated every 5 ps.   
In follow-up studies of the mechanical stability of CBM3 protein, it would be 
beneficial to compute precise free energies of the unfolding intermediates identified in 
this  work, using Jarzynski's equality (also known as the nonequilibrium work relation) 
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Investigating the thermal stability 
of cohesin-dockerin pairs from 
thermophilic and mesophilic 
species  
 
5.1     Introduction 
One of the most efficient types of cellulose degradation systems in nature involves 
a multi-enzyme complex named the cellulosome. Cellulosomes consist of non-catalytic 
‘scaffoldin’ subunit that integrate various enzymes into the complex using 
complementary recognition modules termed ‘dockerin’ and ‘cohesin’ (Figure 5.1). 
Strong, specific cohesin and dockerin (coh-doc) interactions are essential for cellulosome 
assembly and catalysis. In particular, many coh-doc pairs are thought to exhibit dual 
binding modes.1-4 The dockerin domain can adopt two possible orientations that differ by 
~180O rotation on the cohesin surface (Fig. 5.2). The dual binding mode is believed to 
increase the conformational space available to densely packed enzyme on protein 
scaffolds and thus facilitates substrate recognition by catalytic domains within the 
cellulosomal network.2, 5 
 Elevated hydrolysis temperatures >50oC significantly enhance industrial scale 
lignocellulose degradation. Thus, thermostable enzymes are required to withstand the 
harsh process conditions during saccharification-fermentation and consolidated 




lignocellulosic biomass: reduced microbial contamination risks, reduced viscosity, faster 
mass transport, shorter incubation time, and enhanced evaporation of volatile products 
such as ethanol.7, 8 Thus, carrying out the hydrolysis at higher temperature improves 
performance and decreases hydrolysis costs.  
Figure 5.1. Schematic diagram of selected components of a cellulosome. The investigated Coh-
Doc complex is highlighted in green with type I cohesin and dockerin in red and blue respectively. 
 
A wide variety of thermophilic fungi and bacteria produce cellulases, but currently 
only two thermophilic species are known to produce cellulosome: Clostridium 
thermocellum9 and Clostridium clariflavum10, 11. The remaining known cellulosomes are 
from mesophilic microorganisms which limit their applications because the stability of 
the mesophilic cohesin-dockerin complex is significantly decreased at elevated 
temperatures.12  
To date, the largest DC reported is the hexavalent scaffoldin subunit which forms 




subunit compositions, constructed in vivo. 14-18 The scaffoldin in these designer 
cellulosomes present a technical limit since adding another cohesin proves problematic 
due to low expression levels and limited number of available cohesin-dockerin 
specificities.19 Increasing the number of enzymes incorporated in the designer 
cellulosome is critical in order to further improve degradation of cellulose. Therefore, an 
‘adaptor’ scaffoldin which includes an intermediate type of scaffoldin that can both 
incorporate numerous enzymes and also attach to additional scaffoldins is an interesting 
concept to incorporate more enzymes on a designer cellulosome.19 Adaptor scaffoldin are 
mostly from mesophilic cellulosome species and hence are not thermostable.   
Herein we investigate the conformational and dynamic factors that govern the 
thermal stability and the corresponding binding affinity of cellulosome type I coh-doc 
complexes from three different species: one thermophilic (Clostridium thermocellum) 
and two mesophilic (Acetivibrio cellulolyticus and Clostridium cellulolyticum).  Type I 
cohesin-dockerin complex from thermophilic Clostridium clariflavum was not modelled 
due to the lack of X-ray structures. Using atomic resolution molecular dynamics (MD) 
models, we measure the stability of each complex in their dual binding modes at room 





Figure 5.2. The overall three-dimensional structure of the type I cohesin and dockerin complex 
from Clostridium thermocellum, in binding mode I (left) and binding mode II (right). The yellow 
spheres represent the two calcium ions bound to the dockerin. Cartoon representation of the coh-
doc structures were drawn with VMD software.20 
 
5.2     Results and Discussion  
5.2.1   Description of the simulated systems 
The simulation cells were named after the cellulosome type, followed by the 
binding mode and then the temperature at which the molecular dynamics were calculated 
(for example, ac_I_300 is for the coh-doc pair in A. cellulolyticus, in binding mode I and 




Table 5.1. List of the simulated wildtype cohesin-dockerin pair systems with the lengths (in ns) 
of simulations 
 
5.2.2   Computed protein structure and dynamics 
The type I cohesin from C.thermocellum folds into a nine-stranded beta-barrel 
with a hydrophobic core and surrounded by three beta sheets. The dockerin domain from 
C.thermocellum consists of two flexible α-helices (H1 and H3 in Fig. 5.2), bound to two 
calcium ions and connected by a linker that forms part of a small helix loop (H2). The X-
System name Description Lengths (ns) 
ct_I_300 
Clostridium thermocellum binding mode I at 
300K 
500 PDB: 1ohz with robetta 
Cohesin confidence 0.97 
Dockerin confidence 1.00 (2cclB_201) 
ct_I_325, ct_I_350, 
ct_I_400 
Clostridium thermocellum binding mode I at 
325K, 350K and 400K 500 
ct_II_300, ct_II_325, 
ct_II_350, ct_II_400 
Clostridium thermocellum binding mode II at 
300K, 325K, 350K and 400K 500 
cc_I_300 
Clostridium cellulolyticum binding mode I at 
300K (Residues 16 and 17 were mutated to 
Ala and Leu respectively) 500 
PDB: 2vn6 
resolution: 1.9 Å 
cc_I_325, cc_I_350, 
cc_I_400 
Clostridium cellulolyticum binding mode I at 
325K, 350K and 400K 500 
cc_II_300, cc_II_325, 
cc_II_350, cc_II_400 
Clostridium cellulolyticum binding mode II at 
300K, 325K, 350K and 400K 500 
ac_I_300 
Acetivibrio cellulolyticus binding mode I 
simulated at 300K (Residues 15 and 16 were 
mutated to Ile and Asn respectively) 500 
PDB: 4uyq 
resolution: 2.8 Å 
ac_I_325, ac_I_350, 
ac_I_400 
Acetivibrio cellulolyticus binding mode I 
simulated at 325K, 350K and 400K 500 
ac_II_300, ac_II_325, 
ac_II_350, ac_II_400 
Acetivibrio cellulolyticus binding mode II 




ray structures of type I cohesin and dockerin complexes of mesophilic C.cellulolyticum 
and A.cellulolyticus present topologies similar to that of the C.thermocellum cohesin-
dockerin complex.  
The DSSP21 software tool was used to monitor the secondary structure evolution 
of all cohesin and dockerin domains throughout the 500ns simulations at four 
temperatures (300K, 325K, 350K and 400K). The structures of the coh-doc complexes of 
all three species and in both binding modes are preserved at 300K, 325K and 350K. At 
400K, the simulations show strong disorganization of dockerin domains in the coh-doc 
complexes of mesophilic species but the complex from C. thermocellum remains stable 
even at the elevated temperature. These results allow us to use the computed MD 
trajectories to learn how the thermophilic species produce thermostable coh-doc 
complexes and by extension thermostable cellulosome catalysts. Overall, it can be noted 
that mesophilic cohesins are more ordered than their corresponding dockerin partners, 
with only a few flexible regions that are associated with loose end loops. The calculated 
MD structures reveal that all three α-helices in thermophilic ct dockerin are conserved at 
400K while mesophilic ac and cc dockerins were highly unstable at 400K, due to 






Figure 5.2. Overlap of the secondary structure of cc dockerin type I, after 500ns of simulations 
at 300K(green) and 400K (red); front (A) and side (B) view. At the high temperature of 400K, 
H2 and H3 in cc dockerin do not maintain the straight alpha-helix structure.   
 
At the lower temperatures (300K, 325K and 350K), all structures showed Root 
Mean Square Deviation (RMSD) values in backbone non-hydrogen atoms of less than 
0.2 nm (Figures 5.3-5.5). At 400K, thermophilic proteins (ct) displayed similar values 
(average RMSD of cohesin = 0.14 ± 0.03 nm and dockerin = 0.13 ± 0.04 nm) but RMSD 
of mesophilic dockerin increased significantly (and hugely to 0.38 ± 0.08 nm in the last 
300 ns of the ac_400_I simulation). The computed relatively high structural stability of 
all cohesin domains (RMSD of ac cohesin is 0.15 ± 0.03 nm and of cc cohesin is 0.20 ± 
0.03 nm) even at elevated temperatures (350K and 400K) was expected.22-24 The 
contrastingly high flexibility of the mesophilic dockerin domains indicate that its re-







Figure 5.3. Root mean square deviation of protein backbone in simulations of wildtype ct: A, B 

























Figure 5.4. Root mean square deviation of protein backbone in simulations of wildtype ac: A, B 


















Figure 5.5. Root mean square deviation of protein backbone in simulations of wildtype cc: A, B 
– binding mode I (cohesin and dockerin respectively); C, D – binding mode II (cohesin and 
dockerin respectively). 
 
Calculated per-residue root mean square fluctuations (RMSF) identified highly 
flexible regions of the proteins (Figures 5.6-5.8). From the data, it is apparent that the 
flexibility of mesophilic dockerins is highly increased at the elevated temperature of 
400K, in particular in the linker loop area H2 (ac dockerin residues 36 to 43 and cc 
dockerin residues 30 to 37). Cohesins, on the other hand, are more resilient to the increase 
in temperature with small changes in flexibility localized at loose end loops. We therefore 
speculate that efforts to improve the thermal stability of mesophilic cohesin-dockerin 
complexes should be focused on mutating specifically in the dockerin eight-residue H2 





Figure 5.6. Root mean square fluctuations of C-alpha atoms of individual protein in the 
simulations at 300K, 325K, 350K and 400K: A, B represent ct in binding mode I (cohesin and 

















Figure 5.8. Root mean square fluctuations of C-alpha atoms of individual protein in the 
simulations at 300K, 325K, 350K and 400K: A, B represent wildtype ac in binding mode I 
(cohesin and dockerin respectively) while C, D show RMSF in wildtype ac binding mode II 
















 Figure 5.9. Root mean square fluctuations of C-alpha atoms of individual protein in the 
simulations at 300K, 325K, 350K and 400K: A, B represent wildtype cc in binding mode I 
(cohesin and dockerin respectively) while C, D show RMSF in wildtype cc binding mode II 




Figure 5.10. Sequence alignment of cc, ct and ac dockerins. Colour coding: yellow and purple 






Computed solvent accessible surface area (SASA) values (Figures 5.11-5.13) 
indicated that the mesophilic cohesin module remains essentially unchanged while the 
corresponding dockerins undergo conformational disordering at 400K which increases 
their SASA by up to 10%, more specifically in the case of ac_400 (Fig. 5.11). 
Figure 5.11. The average solvent accessible surface area (SASA) of each protein was computed 
and presented in the graphs below: A, B – ct cohesin and ct dockerin respectively. 
 
Figure 5.12. Comparing the average solvent accessible surface area (SASA) of each protein in 




Figure 5.13. Comparing the average solvent accessible surface area (SASA) of each protein in 
wildtype and mutated cc: A, B – cohesin and dockerin respectively. 
 
5.2.3   Computed cohesin-dockerin binding modes  
Hydrogen bonds are the main contributors to the binding affinity of most (non-
hydrophobic) protein complexes. The H-bond data plotted in Figures 5.14-5.16 shows 
that ~3-6 and ~ 8-10 hydrogen bonds stabilize the room temperature mesophilic and 
thermophilic coh-doc complexes, respectively. The thermophilic coh-doc interface 
contains more hydrogen bond network because it has more charged and polar groups on 
its active surface in Fig. 5.17, thermophilic cohesin contains 2-4 more charged residues 
than mesophilic cohesins. To identify critical sites where the cohesin and dockerin 
domains couple via long-lived hydrogen bonds, the frequency of hydrogen bonds in each 
complex was computed over the last 200 ns of molecular dynamics. Several amino acids 
were involved in hydrogen bonds. Those present at least 70% of the time were considered 
critical for the binding affinity.25, 26 Eight strong coh-doc hydrogen bonds formed in 
ct_I_300 and three of those residue pairs form salt bridges: Coh|Glu82-Arg54|Doc, 
Coh|Glu116-Arg24|Doc, Coh|Asp35-Arg24|Doc. In ct_II_300, there are ten H-Bonds, 
three of which form salt-bridges: Coh|Glu82-Arg20|Doc, Coh|Asp83-Lys19|Doc, 
Coh|Glu116-Arg58|Doc. The binding site on the cohesin domain was essentially the same 




Glu82 and Glu116. Re-orientation of the dockerin between binding modes I and II results 
in the formation of two different binding surfaces for dockerin and therefore different 
residues are involved in binding. Even at elevated temperatures of 325K, 350K and 400K, 
ct cohesin and dockerin remained stabilized by at least seven hydrogen bonds in both 
binding modes.  
Figure 5.14. The average number of hydrogen bonds between ct cohesin-dockerin pairs was 
computed at all four temperatures for binding modes I and II respectively.  
 
Figure 5.15. Comparing the average number of hydrogen bonds between coh-doc pair of each 




Figure 5.16. Comparing the average number of hydrogen bonds between coh-doc pair of each 




Figure 5.17. Charged (acidic in red and basic in blue) and polar (green) residues on the active 
site of cohesin domain from: A – ct (Clostridium thermocellum), B – cc (Clostridium 
cellulolyticum) and C – ac (Acetivibrio cellulolyticus). Dockerin binds on the top right corner of 




Mesophilic cc systems presented two to three hydrogen bonds in each of the 
binding modes with only a single salt bridge, Coh|Lys137-Asp15|Doc in cc_II_300 and 
cc_II_350. The main hydrogen bond contributors on cc cohesin did not overlap in the 
two binding modes: crucial binding residues in cc_I_300 are Asn47, Ser85 and Gly128 
and those in cc_II_300 are Tyr49, Ser85 and Lys137. In the second mesophilic coh-doc 
systems, ac_I_300 resulted in five main H-bonds, two of which form salt-bridges: 
Coh|Glu78-Arg22|Doc and Coh|Glu78-Arg58|Doc while ac_II_300 produces six 
hydrogen bonds including three salt-bridges Coh|Glu78-Arg22|Doc, Coh|Glu78-
Arg58|Doc and Coh|Glu128-Arg14|Doc. Before comparing with hydrogen bonding 
calculated at 400 K, it is worth emphasizing that the thermophilic coh-doc pairs present 
stronger hydrogen bond networks even at physiological temperature.  
As expected, the H-bond data for ct is noisier at higher temperatures, but there is 
negligible change in number of hydrogen bonds between ct_300, ct_325, ct_350 and 
ct_400 trajectories, suggesting that a large increase of up to 100K in temperature does not 
significantly weaken binding of the cohesin and dockerin domain. Estimation of 
interaction energies between the thermophilic cohesin and dockerin confirms that the rise 






Figure 5.18. Interaction energies between the cohesin and dockerin modules in native ct: A, B – 
van der Waal’s interactions in binding mode I and II respectively; C, D – electrostatics 
interactions in binding mode I and II respectively. 
 
Figure 5.19-5.20 show that unlike in thermophilic complexes, hydrogen bonding 
in mesophilic cohesin-dockerin complexes are affected by the change in temperature. The 
highest number of hydrogen bonds was observed at 325K, in both mesophilic systems 
with approximately 4 and 9 hydrogen bonds between cc_325 (in binding mode I only) 
and ac_325 (in binding modes I and II) respective cohesin-dockerin pairs. When the 
temperature is raised further (350K and 400K), the protein stability, in particular that of 
dockerin, was found to be significantly affected. As a result, a drop (up to 50%) in the 
number of hydrogen bonds was observed between cc cohesin and dockerin in cc_II_350 
and cc_II_400. Similarly, electrostatics interaction energies were noisier and decreased 




depth hydrogen bonding analysis reveals that new short-lived side chain hydrogen bonds 
have a disruptive effect on the primary hydrogen bonds that made the stable 300K and 
325K coh-doc complexes in mesophilic species. 
 
 
Figure 5.19. Interaction energies between the cohesin and dockerin modules in ac: A, B – van 
der Waal’s interactions in binding mode I and II respectively; C, D – electrostatics interactions in 







Figure 5.20. Interaction energies between the cohesin and dockerin modules in cc: A, B – van 
der Waal’s interactions in binding mode I and II respectively; C, D – electrostatics interactions in 
binding mode I and II respectively. 
 
5.2.4   Effect of water on binding of dockerin to the cohesin domain 
The crucial role of water in protein-protein binding has been observed in various 
studies27-30, whereby ordered water molecules mediate the hydrogen bond network at the 
interface. Their small size (and hence mobility) coupled with the H-bond donor hydrogen 
atoms and H-acceptor oxygen atom, allows water molecules to fill empty spaces between 
proteins and modulate the binding specificity. 31 To take one of the first known cases as 




water-mediated electrostatic contact, as opposed to direct H-bond, with an aspartate 
residue in the trypsin binding pocket.32  
In this study, cohesin and dockerin complexes were analysed for water-mediated 
hydrogen bonding by computing the number of hydrogen bonds formed with water within 
5 Å of the interface.  Out of the three species, only ct exhibited water-mediated hydrogen 
bonds, between Coh|Glu82-Arg54|Doc with occurrence of up to 77%. The water 
mediated hydrogen bond is present (more than 50% occurrence) in all ct simulations 
except in ct_II_400. By contrast, mesophilic complexes do not show any stable water 
mediated hydrogen bonds.  
 
5.2.6   Reengineered region H2  
Results from the wild type cohesin-dockerin simulations suggest that in order to improve 
the thermal stability of mesophilic cohesin-dockerin complexes, efforts should be focused 
on mutating specifically in the dockerin eight-residue H2 linker (Fig. 5.10 and 5.21) 
region. Hence, linker H2 in both ac and cc dockerins were substituted to linker H2 
sequence from the thermophilic ct. Molecular dynamics simulations and analysis of 











Figure 5.21.  Crystal structure of mutated type I dockerin from Acetivibrio cellulolyticus (A) and 
Clostridium cellulolyticum (B). The mutated segment (replaced by corresponding section in 
Clostridium thermocellum dockerin) is represented in red. 
 
To examine whether the mutation induced any changes in the secondary structural 
elements of the dockerin during the 500ns simulations, DSSP plots of the proteins were 
generated. Examination of figures 5.22-5.23 show that the main features (alpha-helices 
H1, H2 and H3) in ac dockerin, are all preserved throughout the entire simulations at 
300K, 325K and 350K and in both binding modes. In mutated dockerin of ac_I_400, 
fluctuations from helical to turn or bend structures are observed in the H2 region of the 
protein, towards the end of the simulation. By contrast, this flexibility in H2 of mutated 
ac dockerin is not prominent when cohesin-dockerin system is in binding mode II. Figures 
5.24-5.25 illustrate that the mutation of the H2 segment in cc dockerin does not stabilise 
the dockerin as the middle section of the dockerin (H2 and connecting loops) repeatedly 
form bends and turns throughout the simulations, even at the low temperature of 325K. 
Mutation of H2 and surrounding loops region disrupts the natural hydrogen bonding 
between H2-H1 and H2-H3 in native cc dockerin which results in the conformational 






Figure 5.22. Time evolution of the secondary structural elements throughout simulations 
















Figure 5.23. Time evolution of the secondary structural elements throughout simulations 

















Figure 5.24. Time evolution of the secondary structural elements throughout simulations 
















Figure 5.25. Time evolution of the secondary structural elements throughout simulations of 
mutated cc dockerin in binding mode II: A at 300K, B at 325K, C at 350K and D at 400K. 
  
RMSF curves (Figures 5.26-5.27) observed for the mutated ac dockerin exhibit 
more or less similar distribution fluctuations to that of corresponding wildtype dockerin. 
Again, in binding mode II, mutated ac dockerin shows a slightly improved stability in 
region spanning residues 38 to 42. However, in mutated cc systems, the dockerin structure 










Figure 5.26. Root mean square fluctuations of C-alpha atoms of individual protein in the 
simulations at 300K, 325K, 350K and 400K: A and B represent mutated ac dockerin in binding 
modes I and II respectively.  
 
Figure 5.27. Root mean square fluctuations of C-alpha atoms of individual protein in the 
simulations at 300K, 325K, 350K and 400K: A and B represent mutated cc dockerin in binding 
modes I and II respectively. Both graphs A and B show that this dockerin is relatively more 
unstable than ac dockerin after mutation along alpha helix H2 region. 
 
The magnitude of hydrogen bonding in the mutated complexes were compared to 
that of the corresponding native cohesin-dockerin systems in Fig 5.18. The number of 
hydrogen bonds between mutated ac either slightly decreased or remained the same with 
the exception of mutated ac_II_400 where the elevated temperature did not have a 




the number of hydrogen bonds at 400K is linked to the improved structural stability, 
discussed above, of the ac dockerin module when bound in mode II. As suspected for cc 
mutant systems, highly flexible dockerin structures result in hydrogen bonding at protein-
protein interfaces (Fig. 5.19). 
5.3     Conclusions 
In this chapter, a comparative study using MD simulations of cohesin-dockerin 
complexes from one thermophilic (Clostridium thermocellum) and two mesophilic 
cellulosomes (Acetivibrio cellulolyticus and Clostridium cellulolyticum) was reported in 
an attempt to investigate the effect of temperature on the thermal stability and binding 
affinity of each complex. Simulations of each modelled cohesin-dockerin system was 
done at 300K, 325K, 350K and 400K. Results from these studies show that the structural 
features of mesophilic dockerins are strongly affected by a rise in temperature as the 
linker region (H2) between alpha-helices H1 and H3 in the dockerin, becomes 
substantially flexible at 400K. Enhanced fluctuations in H2 segment of mesophilic 
dockerins have a destabilising effect on the natural occurring hydrogen bonding at 
the coh-doc interfaces. Up to 60% loss in the number hydrogen bonds was observed.  
Based on these results, we proposed mutations focussed along the H2 region in 
dockerin domains, as a possible structural stabilization approach for the mesophilic 
complexes at elevated temperatures. The H2 region in ac and cc dockerin was replaced 
by the corresponding H2 in thermophilic ct. Results show that mutated region H2 
remained stable at the temperature of 400K in one of the two binding modes: binding 
mode II for mutated ac and binding mode I for mutated cc. Mutated ac dockerin was more 
stable relative to the mutated dockerin cc. In terms of binding affinities, both ac and cc 




cohesin-dockerin pairs at elevated temperatures of over 325K, given that the fold is kept 
in the respective dockerins.  
In this study we were able to pinpoint region within the mesophilic dockerins that 
need to be rationally designed in order to improve the thermal stability and binding 
affinity of cellulosomal cohesin and dockerin, at elevated temperatures. Similar to the 
study carried out in chapter 4 careful choice of mutants within H2 region in dockerins 
appears to be a promising method for regulating the thermal stability and binding affinity 
of mesophilic cohesin-dockerin protein pairs, which can be applied to the synthesis of 
designer cellulosomes for biofuel production. 
5.4     Materials and methods 
5.4.1   Overview of the simulated systems  
High-resolution crystal structures of all coh-doc pairs were retrieved from the 
Protein Data Bank: A. cellulolyticus (ID: 4UYQ33), C. cellulolyticum (ID: 2VN63) and C. 
thermocellum (ID: 1OHZ34). To supplement limited X-ray data of cohesin-dockerin pairs, 
the full set of dual binding modes for all three protein complexes were modelled using 
the solved dual binding modes of C. thermocellum coh-doc as templates,1, 34 combined 
with  homology models using the Robetta server.35  Fig. 1 details the two coh-doc binding 
modes and details of the model building and simulation protocols are presented below.  
5.4.2   Atomistic molecular dynamics of cohesin-dockerin  
All MD calculations were performed using the GROMACS 5.1 code36 with the 
CHARMM36 protein force field 37-41 and TIP3P water model.42 Periodic boundary 
conditions were employed in all directions and the typical box size was 130 x 130 x 130 
Å with the complex fully immersed in bulk water. The Lennard-Jones interactions were 




interactions with a real space cut-off at 1.2 nm. The length of each covalent to hydrogen 
was constrained using LINCS algorithm44 which allowed an integration timestep of 2 
femtoseconds. Simulations were carried out at 300 K to simulate room temperature and 
also at an elevated temperature of 400 K, controlled using the Velocity-rescale 
thermostat.45 The reference pressure was set to 1 bar and compressibility to 4.5 x 10-5 per 
bar using the Parrinello-Rahman barostat.46 The coupling to the isotropic pressure 
reservoir was implemented every 5 ps.   
The starting structures were minimized using the steepest descent algorithm and 
then thermalized and equilibrated in three steps (at temperatures of 100K, 200K and 
300K), each for 100 ps. Each system was then subjected to 500ns of free molecular 
dynamics. To reproduce physiological salt conditions, the simulations were carried out 
with salt concentrations of 137 mM NaCl and 10 mM CaCl2 with counter ions introduced 
to neutralize the total charge of each simulation cell. 
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Mixed-Linked Glucan Binding 




6.1     Introduction 
Mixed-linked β(1,3;1,4)-glucans (MLG) are commonly present either in the cell 
walls of grasses or in the endosperm of cereals such as barley, rice, or wheat.1, 2 These 
glucans function as a major store of metabolizable glucose in the grain/plant3 and is 
therefore an important source of carbon. MLGs consist of an unbranched chain of β-D-
glucopyranose residues linked by (1,3) and (1,4) bonds. The polysaccharide typically 
takes the form below4  
…G3G4G4G3G4G4G4G4G3G4G4G4G3G4G4G3G… 
where ‘G’ is β-D-glucopyranose, and ‘3’ and ‘4’ indicate (1,3) and (1,4) bonds, 
respectively; the highlighted domains are effectively cellotriose while cellotetraose units 
are linked by (1,3) bonds.5 The pattern of distribution of these two linkages varies 
according to the plant botanical origin and growth conditions. MLG-specific enzymes are 
called lichenases or mixed-linked-glucanases and are abundant in nature. According to 
the CAZy (Carbohydrate Active Enzymes) database (http://cazy.org) the sequence of 
these lichenases are found in numerous glycoside hydrolase (GH) families such as GH5, 
GH9, GH16, GH17 and GH26. 
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Among these different GH families, to date most characterized β-(1,3;1,4)-
glucanases are found in GH16 and GH5. With more than 6000 available sequences, 
family GH5 is amongst the largest in the CAZy database. GH5 enzymes are retaining 
enzymes meaning they conserve (do not invert) the anomeric configuration and they 
operate via the classical Koshland double-displacement mechanism of glycoside 
hydrolysis6 The first solved crystallographic structure of a family GH5 enzyme was that 
of Clostridium thermocellum endoglucanase CelC solved in 19957 and was considered a 
pure β-(1,4)-glucanase. However, since then a variety of related structures including 1,6-
galactanase, 1,3-mannanase and 1,4-xylanase have been reported8 . 
In this chapter, we have modelled and analyzed the detailed structure of the single 
GH5 native enzyme ZgGH5, found in the marine flavobacteria Zobellia galactanivorans.  
The inclusion of lichenases such as ZgGH5, in the combination of enzymes (in designer 
cellulosomes) used in biofuel production from biomass will make a significant contribution in 
accessing mixed-linked glucans, which are abundant in many cereals.9 In order to crystallize 
the protein with its substrate, a mutation of the catalytic residue (Glu268 to Ser) was 
done.10 Due to the nucleophilic attack of Glu268 onto β(1,4) linkage, the substrate 
degrades in the active site which therefore makes it difficult to crystallize the protein-
glucan complex. We therefore included ZgGH5 mutant E268S in our studies so we could 
predict and compare substrate specificities in the mutant complex crystallised by our 
collaborators10 and the native enzyme. Molecular dynamics (MD) simulations were 
performed to predict important residues lining the catalytic active site cleft that govern 
substrate specificity. The input starting protein structures for the calculations were 
generated using the experimental crystal coordinates, and the cellulose substrate (not 
resolved in the X-ray structure) was built in to the protein binding pocket. Specifically, 
four different, six-monomer cellulose glucan chains were tested in the simulations: a 
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glucan chain with β-1,4 linkage between all sugars, and three mixed-linked glucans with 
β-1,3 linkage at different positions (Figure 6.1). The simulations are summarized in 
Tables 6.1-6.2 together with details of the model construction and simulation protocols. 
Each model was named according to the position and type of linkage present in the sugar 
substrate: β(1,4) for β-1,4 linkages between all units; -1/+1 β(1,3) for β-1,3 linkage 
between units -1 and 1; +1/+2 β(1,3) for β-1,3 linkage between units +1 and +2; +2/+3 



















 Figure 6.1. Snapshots of the initial frame from the simulated systems (right) and an enlarged 
view of the substrate alone (left): A – system 14 with β-1,4 linkages between all units, B – system 
13_1_1 with β-1,3 linkage between units -1 and +1 (marked by the blue dot in the lefthand panel 
and the orange sphere in the righthand panel), C – system 13_1_2 with β-1,3 linkage between 
units +1 and +2, D – system 13_2_3 with β-1,3 linkage between units +2 and +3. Protein mutant 
E268S is shown in “New Cartoon” representation and colored according to secondary structure 
and overlaid with a space-filling cyan, transparent surface; glucan is shown in “Licorice” 
representation and the β-1,3 linkage depicted with an orange vdW sphere. Water and ions are 














simulations Lengths (ns) 
1 14 Protein with 6 glucose 
units substrate with 1,4 
linkages 
0 3 520, 520, 520 
2 13_1_1 Protein with 6 glucose 
units substrate with 1,3 
link at position  -1 1 
1 3 250, 509, 535 
3 13_1_2 Protein with 6 glucose 
units substrate with 1,3 
link at position 1 2 
1 3 500, 242, 528 
4 13_2_3 Protein with 6 glucose 
units substrate with 1,3 
link at position 2 3 
1 3 355, 503, 223 
 
Table 6.1. List of the simulated systems with the number of simulations and lengths (in ns) for 
native protein. 
 






simulations Lengths (ns) 
1 14_M Mutated protein E268S 
with 6 glucose units 
substrate with 1,4 
linkages 
2 5 232, 336, 
500, 250, 521 
2 13_1_1_M Mutated protein E268S 
with 6 glucose units 
substrate with 1,3 link 
at position -1 1 
4 5 500, 500, 
500, 515, 521 
3 13_1_2_M Mutated protein E268S 
with 6 glucose units 
substrate with 1,3 link 
at position 1 2 
2 5 500, 500, 
500, 350, 200 
4 13_2_3_M Mutated protein E268S 
with 6 glucose units 
substrate with 1,3 link 
at position 2 3 
1 5 500, 500,  
415, 510, 522 
 
Table 6.2. List of the simulated systems with the number of simulations and sampling lengths (in 
ns) for mutated protein E268S. 
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6.2     Results and discussion 
6.1.1   Proteins structure and dynamics during the simulations 
To verify the structural characteristics of ZgGH5WT and mutated ZgGH5, the 
secondary structure evolution of each protein was computed over the simulation time, in 
each system. Both native and mutated structures show preservation of the protein 
secondary structure throughout the simulations, even in cases where the glucan substrate 
leaves the binding pocket. An example of the DSSP (Dictionary of Secondary Structure 
of Proteins) figures for ZgGH5WT and mutated ZgGH5 is presented in Figure 6.2A and 
6.2B respectively. 
 
Figure 6.2. DSSP analysis of ZgGH5 enzyme: A-native; B-mutated  
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Figures 6.3-6.4 show the Root Mean Square Deviation (RMSD) of backbone non-
hydrogen atoms in proteins during all simulations. The RMSD in both mutant and native 
cellulase were within 0.2-0.3 nm, indicating stable protein structure throughout the 
simulations. To find the regions of each protein where the main fluctuations take place, 
the Root Mean Square Fluctuation (RMSF) was calculated as a function of residue 
number (corresponding to the C-alpha atom of the residue) and presented in Figures 6.5-
6.6. These show that the fluctuations in the simulations generally occur at the same 
sequence positions with residues 30-35, 70-71, 107-109 and 152-156 that are in the more 

















Figure 6.3. Root mean square deviation of backbone non-hydrogen atoms in wildtype ZgGH5 
simulations: A, B, C – -1/+1 β(1,3) (repeats 1-3 respectively); D, E, F – +1/+2 β(1,3); G, H, I - 
+2/+3; J, K, L - 1 β(1,4) (repeats 1-3). Simulations were not continued, once the glucose chain 








Figure 6.4. Root mean square deviation of backbone non-hydrogen atoms in mutated ZgGH5 
simulations: A, B, C – -1/+1 β(1,3) (repeats 1-3 respectively); D, E, F – +1/+2 β(1,3); G, H, I - 
+2/+3; J, K, L - 1 β(1,4) (repeats 1-3). Simulations were not continued, once the glucose chain 





 Figure 6.5. Root mean square fluctuations of Ca atoms in the wildtype ZgGH5 simulations: A, 
B, C – -1/+1 β(1,3) (repeats 1-3 respectively); D, E, F – +1/+2 β(1,3); G, H, I – +2/+3 β(1,3); J, 






Figure 6.6. Root mean square fluctuations of Ca atoms in the E268S mutant ZgGH5 simulations: 
A, B, C – -1/+1 β(1,3)_M (repeats 1-3 respectively); D, E, F – +1/+2 β(1,3)_M; G, H, I – +2/+3 





6.1.2   Substrate dynamics – cellulose in the binding site 
In many of the simulations, the substrate dissociates from the protein within the 
first 100 ns of the simulation time. The glucan chain stays bound to the wild type protein 
binding site only in simulations 13_1_1 repeat 2 (1 out of 3 repeats), 13_1_2 repeat 3 (1 
out of 3 repeats) and 13_2_3 repeat 2 (1 out of 3 repeats). In the mutant protein, the glucan 
chain stays bound to the protein in simulations 14_M repeats 3 and 5 (2 out of 5 repeats), 
13_1_1_M repeats 2, 3, 4 and 5 (4 out of 5 repeats), 13_1_2_M repeats 1 and 3 (2 out of 
5 repeats) and 13_2_3_M repeat 1 (1 out of 5 repeats). Overall, substrates with -1/+1 
β(1,3) and +1/+2 β(1,3) stayed bound to the protein binding site in 5 and 3 out of 8 repeats, 
respectively. 
RMSD analysis (Fig. 6.7-6.8) of the glucan chain heavy atoms in the simulations 
in which the glucan stays bound, reveal that in particular, the sugar chain 13_1_1 stays 
strongly bound to both the native (RMSD 0.24 ± 0.04 nm) and mutated cellulase (RMSD 
0.26 ± 0.04 nm). The next most favourable ligand to stay in a bounded state is 13_1_2, 
followed by 13_2_3. The 1_4 b glucan chain either escapes the binding pocket (3 out of 
5 repeats) or stays loosely bound to the mutated enzyme (2 out of 5 repeats) with high 
RMSD values of up to 0.44 ± 0.14 nm. In all other simulations, we observe unstable 
binding of a substrate or detachment from the binding site to solution; and we did not 









Figure 6.7. Root mean square deviation of glucan backbone structure atoms in native 
ZgGH5WT: A, B – β(1,4) (repeats 1 and 2 respectively); C – -1/+1 β(1,3) (repeat 2); D – 













Figure 6.8. Root mean square deviation of glucan backbone structure atoms in mutated 
ZgGH5: A, B – β(1,4)_M (repeats 3 and 5 respectively); C, D, E, F – -1/+1 β(1,3)_M 
(repeats 2-5 respectively); G, H– +1/+2 β(1,3)_M (repeats 1 and 3 respectively); I – +2/+3 
β(1,3)_M (repeat 1). 
 
6.1.3   Sugar – protein interactions 
The number of hydrogen bonds between the protein and substrate were computed 
to identify protein residues contributing strongly to glucan binding (Figures 6.9-6.10). At 
least six hydrogen bonds (Tables 6.3-6.4) provide stable binding of the glucose chain to 
both native and mutated enzymes; the most important binding pocket residues are Asn22, 
Glu145, Thr198, His220, Tyr222, Trp301, Asn303, and Glu308. The results suggest that 
glucan chain with -1/+1 β(1,3) exhibits the most favourable affinity for mutated ZgGH5 
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as it stays strongly bound to the protein (6 or more hydrogen bonds) in 80% of the 
simulations. The computed MD structures in Fig.6.11 show that Thr198 and Tyr222 
stabilize the +3 sub-site, Trp155 and Glu154 form H-bonds with +2, His220 and Tyr225 
bind to +1, Glu145 binds to -1, and Asn303, Trp301, Tyr27 and Asn22 bind to the -2 sub-
site. Aromatic residues also play a role in carbohydrate recognition and orientation 
(Fig.6.11). Eight aromatic residues Tyr27, His100, Trp155, His220, Tyr222, Tyr225, 
Trp301 and Phe309 (Fig. 6.11B) coordinate the substrate as it hydrogen bonds with 









Figure 6.9 Timelines of hydrogen bonds for glucan binding to wild type GH5: A, B, C – 13_1_1 
(repeats 1-3 respectively); D, E, F – 13_1_2; G, H, I – 13_2_3; J, K, L – 14. All hydrogen bonds 
between enzyme and glucan are lost when the glucan unbinds and leaves the enzyme binding cleft 











Figure 6.10. Timelines of hydrogen bonds for glucan binding to mutant E268S: A, B, C – 
13_1_1_M (repeats 1-3 respectively); D, E, F – 13_1_2_M; G, H, I – 13_2_3_M; J, K, L – 14_M. 
All hydrogen bonds between enzyme and glucan are lost when the glucan unbinds and leaves the 








Simulation Name Average number of hydrogen bonds and 
standard deviation 
Time used in 
analyses (ns) 
14 (1, 2)  3.07 ± 1.43;  2.70 ± 1.71   300 - 500 
13_1_1 (2)  7.31 ± 1.96   300 - 500 
13_1_2 (3)  4.00 ± 1.84   300 - 500 
13_2_3 (2)  4.26 ± 1.85   300 - 500 




Simulation Name Average number of hydrogen bonds and standard deviation 
Time used in 
analyses (ns) 
14_M (3, 5) 4.44 ± 1.69;  5.97 ± 2.34 300 - 500 
13_1_1_M (2-5) 7.90 ± 1.89;  6.32 ± 1.64;  6.69 ± 1.99;  7.63 ± 2.05 300 - 500 
13_1_2_M (1, 3) 4.85 ± 1.48;  6.05 ± 1.56 300 - 500 
13_2_3_M (1) 5.53 ± 2.22 300 - 500 
 
Table 6.4 Average number of hydrogen bonds between glucose chain and protein – 





Figure 6.11. Snapshot of the -1/+1 β-1,3 linked glucan strongly bound to E268S ZgGH5 enzyme. 
(A)  The residues involved in hydrogen bonding with the glucan subsites from +3 to -3 are 
highlighted. At least 6 stable hydrogen bonds form between the sugar chain and protein: THR198 
and TYR222 bind to the +3 sub-site, TRP155 and GLU154 bind to +2, HIS220 and TYR225 bind 
to +1, GLU145 binds to -1 while ASN303, TRP301, TYR27 and ASN22 bind to the -2 sub-site. 
The glucan chain is shown as grey (carbon), red (oxygen) and white (hydrogen) sticks and protein 
residues involved in H-bonding with the glucan are drawn as green (carbon), blue (nitrogen), red 
(oxygen), and white (hydrogen) ball-and-sticks. The position of the β-1,3 linkage is marked with 
an orange circle. (B) Eight aromatic residues along the binding cleft in GH5 make close contacts 


















Figure 6.12. Percentage of occurrence of interatomic contacts < 0.35 nm in the last 200 ns of the 
simulations of mutant E268S: A –  -1/+1 β(1,3)_M repeat 2, B – -1/+1 β(1,3)_M repeat 3, C – 
+1/+2 β(1,3)_M repeat 1, D – +1/+2 β(1,3)_M repeat 3, E – +2/+3 β(1,3) repeat 1, F – β(1,4) 
repeat 3. 
 
6.1.4   Binding energies results 
Computed binding energies (Table 6.5) show significantly stronger substrate 
binding to mutated ZgGH5 than ZgGH5WT (-38.2 ± 10.6 kcal/mol vs. -22.5 ± 8.5 kcal 
/mol). The largest magnitude binding energies were recorded for the glucan substrate with 
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-1/+1 β(1,3) (-42.7 ± 9.0 kcal/mol) and is consistent with its low RMSD (<0.31 nm, Figs. 
6.7-6.8). By contrast, b-1-4 glucan resulted in the lowest magnitude binding energy to 
mutant GH5 and was therefore considered the least favourable to bind. 
In the most stable binding trajectories, the glucose chain makes close contacts to aromatic 
residues and is further stabilised by H-bonding to approx. six polar and charged residues. 
The ‘S-shaped’ binding pocket better fits the natural conformation of the -1/+1 β(1,3)-
linked glucan than the linear all β(1,4) ligand.  
The computed binding energies stem from favourable van der Waals energy, 
electrostatic energy, and SASA energy, which are offset by polar solvation energy which 
opposes binding. For β(1,4) systems (least favourable binding), the average van der Waals 
energy, electrostatic energy, polar solvation energy and SASA energy were -33.0, -30.0, 
42.5 and -27.8 kcal/mol, respectively. The van der Waals energy contribution among the 
three different substrate chains that included a β-1,3 linkage varied from -34.0 to -46.8 
kcal/mol, electrostatic energy varied more strongly from -42.1 to -76.3 kcal/mol with the 
corresponding compensating polar solvation energy penalties varying from +44.6 to 
+88.9 kcal/mol. The highest magnitude values of van der Waals, electrostatic and polar 
solvation energy were recorded in systems with β(1,3) linkage between the -1 and +1, 
again supporting the hypothesis that -1/+1 β(1,3) results in strong interactions between 
substrate and the GH5 binding pocket. The estimated free energies of binding are 
relatively high compared to studies carried out on similar proteins,11, 12 which may be due 
to force field effects and/or choice of dielectric constant for the buried protein pocket;13 
nevertheless the rank orderings of substrate binding should be predictive unless different 
substrate topologies cause large-scale resculpting of the binding pocket and/or diffuse to 






Table 6.5. Calculated binding energies (kcal/mol) between glucan chain and protein. Notes: 
aDEvdw van der Waals contribution; DEele, electrostatic contribution; the sum of DEvdw and DEele 
represent gas-phase energy; DGpolar, polar solvation energy; DGnonpolar, non-polar solar energy; the 
sum of DGpolar and DGnonpolar is the solvation free energy; DGbind = DEele + DEvdw + DGpolar + 
DGnonpolar. Error values were obtained by calculating standard deviation. 
 
 
6.3     Conclusions 
All four polypeptides (β-1,4, β-1,3_1_1, β-1,3_1_2, and β-1,3_2_3) bind to the 
aromatic-rich cleft of both native and mutated GH5 in at least one of the numerous repeat 
simulations (3 in native and 5 in mutated systems) and the binding stability throughout 
the MD simulations was found to vary depending on the type of substrate. β-1,3 linkage 
between sub-units +1 and -1 has the most favourable binding energy value and shows 
higher affinity for the mutated GH5 compared with wild type GH5. The same residues on 




	 ∆Evdw ∆Eele ∆Gpolar ∆Gnonpolar ∆Gbind 
native	
ZgGH5	
-1/+1 β(1,3)_II -44.2 ± 3.4 -48.5 ± 11.7 72.3 ± 7.6 -6.9 ± 0.3 -27.3 ± 8.5 
+1/+2 β(1,3)_III -38.5 ± 4.2 -32.1 ± 10.5 59.7 ± 10.2 -6.5 ± 0.6 -17.4 ± 8.4 
+2/+3 β(1,3)_II -38.8 ± 3.9 -39.4 ± 11.3 61.7 ± 9.5 -6.4 ± 0.5 -22.9 ± 8.6 
mutated	
ZgGH5	
β(1,4)_III_M -32.9 ± 6.8 -29.4 ± 15.6 41.8 ± 12.2 -6.7 ± 0.9 -27.3 ± 12.8 
β(1,4)_V_M -33.1 ± 6.4 -32.5 ± 10.5 43.2 ± 11.4 -5.9 ± 0.9 -28.3 ± 11.8 
-1/+1 β(1,3)_II_M -41.0 ± 4.2 -42.1 ± 14.6 44.6 ± 9.1 -3.3 ± 1.7 -41.8 ± 9.2 
-1/+1 β(1,3)_III_M -40.3 ± 4.7 -55.0 ± 13.7 57.5 ± 8.9 -6.9 ± 0.5 -44.6 ± 9.2 
-1/+1 β(1,3)_IV_M -43.4 ± 3.5 -49.5 ± 11.0 56.8 ± 7.3 -6.8 ± 0.4 -42.9 ± 8.2 
-1/+1 β(1,3)_V_M -46.8 ± 3.8 -76.3 ± 13.6 88.9 ± 8.3 -7.3 ± 0.4 -41.5 ± 9.3 
+1/+2 β(1,3)_I_M -38.7 ± 4.0 -46.5 ± 12.8 54.0 ± 8.5 -6.4 ± 0.6 -37.6 ± 9.8 
+1/+2 β(1,3)_III_M -34.0 ± 6.7 -46.1 ± 12.8 48.1 ± 11.6 -5.7 ± 0.9 -37.6 ± 12.7 
+2/+3 β(1,3)_I_M -41.2 ± 7.5 -44.8 ± 13.2 50.2 ± 12.1 -6.4 ± 0.8 -42.3 ± 12.6 
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variation in structural curvature of β-1,4, β-1,3_1_2 and β-1,3_2_3 glucan chains 
significantly affected their position in the binding pocket as well as their binding energies. 
Both hydrogen bonding and hydrophobic interactions contribute to the stable complex 
formation as shown by the MM-PBSA energy analysis. Based on the data obtained in this 
study, it can be concluded that substrate with β-1,3 between sub-units +1 and -1 (13_11) 
has the highest affinity for GH5 amongst all four glucan chains. 
6.4     Methods 
6.4.1   Atomistic Molecular Dynamics Simulations – protocols 
The CHARMM36 force field14-16 was used to describe protein and glucan, with 
water simulated using the CHARMM36-compatible TIP3P model.17 Periodic boundary 
conditions were employed in all three dimensions. The length of each covalent bond to 
hydrogen atom was preserved using the LINCS algorithm18 which allowed a 2 fs time 
step. The simulations were carried out at constant pressure (1 bar) and temperature (310 
K) using the Parrinello-Rahman and velocity-rescale methods, respectively 19, 20. For 
pressure, an isotropic scaling was employed, and the temperatures of the solute and the 
solvent were coupled separately. Lennard-Jones interactions were truncated at 1.0 nm and 
the particle mesh Ewald method21 was used to compute all electrostatic interactions with 
a real space cut-off at 1.0 nm, 6th order beta spline interpolation, and a direct sum tolerance 
of 10-6. Simulations were run at physiological salt concentrations of 150 mM KCl and 
counter ions were introduced to neutralize the total charge of the system. The binding of 
each glucan chain was simulated eight times (three repeats for native and five repeats for 




6.4.2   Binding energy calculations 
The molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) method 
was used to estimate the binding energies DGbind between glucan and protein. In this work 
we use the gromacs tool g_mmpbsa23 to calculate the MM-PBSA terms for the protein-
glucan complex. Note the bonded contribution is by definition zero in the single-
trajectory approach23 and the entropy term is assumed negligible for similar ligands 
binding to the same pocket.24 Therefore, binding energy is calculated as follows:  
∆Gpqrs = 	∆E}} +	∆G~ +	∆Grr~														(6.1) 
DEMM denotes the gas-phase energy consisting of electrostatic and van der Waals 
interactions, DGpolar represents polar solvation energy, and DGnonpolar is the nonpolar 
solvation energy. Subsequently, the energy components DEMM, DGpolar and DGnonpolar of 
each complex were calculated for 100ns of simulations when the glucan is stably bound 
to the protein. The vacuum and solvent dielectric constants were set at 1 and 80, 
respectively. The solute dielectric constant was set to 4.  
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Molecular Dynamics simulations of 
a trivalent Designer Cellulosome  
 
7.1     Introduction 
In an attempt to speed up the catalytic action of the evolved cellulosome for 
exploitation in industrial bioprocessing, the designer cellulosome (DC) approach was 
suggested.1-4 DCs comprise a synthetic chimeric scaffoldin and a number of enzymes. 
The artificial scaffoldin is composed of a carbohydrate binding module (CBM) which 
targets the entire DC complex to the substrate as well as numerous cohesin domains 
originating from different bacterial species. These cohesins of divergent specificities, 
bind their complementary (same species) dockerin-module, anchored by different 
enzymes. Compared to native cellulosomes, the DC allows precise control over the 
composition and positions of enzymes of choice on the compact, mini-cellulosome 
platform. Studies have shown how the controlled incorporation of cellulases into 
synthetic DCs had an enhancing synergistic effect among enzyme components.5-8 
Despite the considerable number of experimental studies on DCs,2, 9-12 the 
atomistic details of the mechanism of DC assembly and action is not known, rather 
inferred from experimental and simulation studies of the native cellulosome.13, 14 In this 
chapter we aim to generate all atom model of a complete trivalent designer cellulosome 
structure based on the proteins engineered by Vazana et al15 (Fig. 7.1A). Our model, 
consists of three cellulosomal enzymes and an artificial scaffoldin. The chimeric 
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scaffoldin consists of three divergent cohesin modules of different species together with 
a CBM module. These include the third cohesin of ScaB from B. cellulosolvens,16 the 
third cohesin of ScaC from A. cellulolyticus,17 the second cohesin and the CBM3a of 
CipA from C. thermocellum.18-20 Three cellulases from C. thermocellum are used in 
combination with the chimeric scaffoldins: an exoglucanase Cel48S21, an endoglucanase 
Cel8A22 and the multimodular processive endoglucanase Cel9R23, 24. The Cel48S 
exoglucanase was used with its native dockerin. To create the DCs, the endoglucanase 
Cel8A is fused to the divergent B. cellulosolvens ScaA dockerin while the Cel9R 
combination of modules are attached to the divergent ScaB dockerin from A. 
cellulolyticus (Figure 7.1B). Molecular models of this solvated DC contain more than five 







Figure 7.1 A - Architecture of the trivalent designer cellulosome. The component units are 
described in the text. B – Structure of the DC shown in cartoon representation. The colour coding 
is as follows: Scaffoldin in black and grey, Cel9R enzyme, dockerin and CBM3c are in red, Cel8A 
cellulase and corresponding dockerin are in green and Cel48S cellulase-dockerin complex are 















7.2     Results and discussion  
7.2.1   DC conformation - ruled by structure of scaffoldin 
The stability of secondary structure elements and conformational changes of the 
simulated designer cellulosome complex were assessed by plotting root mean square 
deviation (RMSD) and radius of gyration (Rg) values (Fig. 7.2) throughout the complete 
50ns trajectory. Figure 7.2 show that after approximately 30ns of all-atom simulations, 
the Rg of the DC is slightly decreased from 8.6 nm to around 7.0nm. Similarly, the RMSD 
of the full DC, plateaus to ~ 4.0nm, in the last 30 ns section of the simulations, indicating 
a conformational change around 30ns.  
 
Figure 7.2 Root mean square deviation (backbone) and radius of gyration of the DC are shown 
in panel A and B, respectively.  
 
To obtain further structural details about the dynamic behaviour of the complex, 
the RMSD and Rg of each component from the DC were monitored and Figure 7.3 reveal 
that the change in conformation is mainly due to the scaffoldin and not the enzymes. Due 
to high flexibility of the linear linkers between cohesins and the CBM, the scaffoldin 
possess large conformational freedom. Visual analysis of the trajectory reveal that the 




simulations while all three enzyme-dockerin complexes remain structurally unchanged 
and stable with RMSD values of ≤	1nm and Rg in the range of 2.7-3.2nm.  
 
Figure 7.3 Root mean square deviation (backbone) and radius of gyration of individual DC 
components are shown in panel A and B, respectively; C and D compare the initial and final 
conformational structure of the DC and the scaffoldin, respective.  
 
7.2.2   Role of linkers in DC conformation 
At the start of the simulation, the end-to-end distance of linkers L1, L2 and L3 in 









simulation, bending along all three scaffoldin linker regions as well as enzyme complex 
rotations allow the DC to settle into a quasi-equilibrium state with all scaffoldin linker 
end-to-end distances converging towards a common value of 4 nm. Both the radius of 
gyration and the end-to-end distance of the linkers confirm that the scaffoldin linker 
structures are more compact at the end of the simulations compared to initial structures. 
The end-to-end distance and Rg were measured for the remaining linkers (between the 
dockerin domains and corresponding enzymes), LR1, LR2, LA1, LS1 (Fig. 7.5).  
 
Figure 7.4 End-to-end distance and radius of gyration of scaffoldin linkers: panel A and B, 
respectively; structural representation of the scaffoldin with corresponding colour coding of 









Figure 7.5 End-to-end distance and radius of gyration of cellulase linkers: panel A and B, 
respectively; structural representation of the DC with corresponding colour coding of linkers. 
 
7.2.3   Hydrogen bonding in DC  
The relative orientation of protein domains in the DC is not only controlled by the 
respective linkers between the proteins but is also governed by domain-domain 
interactions. Superposition of DC domains demonstrated that during 50 ns simulation, the 
arrangement of the rest of proteins adjusted relative to the scaffoldin domain in order to 
maximise inter-domain contacts while preserving the strong cohesin-dockerin binding. 
Thus, enzymes Cel8A and Cel9R rotated around the rest of the protein to keep their 
respective dockerins in contact with the cohesins in the compressed scaffoldin structure. 








hydrogen bonds between Cel8A and cohesin1, between residue pairs: Cel8A|GLU161-
ARG282|Coh1, Cel8A|ARG200-ASP287|Coh1, Cel8A|Tyr165-LYS227|Coh1, 
Cel8A|TYR156-ARG287|Coh1 and Cel8A|SER187-ASP281|Coh1 (Fig. 7.6). Similarly, 
two hydrogen bonds formed between Cel9R and cohesin2, between residue pairs 
Cel9R|GLU339-LYS380|Coh2 and Cel9R|GLU339-LYS512|Coh2 (Fig. 7.7). These 
hydrogen bonds contribute to the final (more compact) structure of the scaffoldin and 
consequently to that of the DC.  
Figure 7.6 Scaffoldin (black) and Cel8A (green) at beginning (A) and after 50ns (B) of all-
atomistic simulations; residues involved in H-bonds between Cel8A and cohesin1are in purple. 
 
Figure 7.7 Scaffoldin (black) and Cel8A (red) at beginning (A) and after 50ns (B) of all-atomistic 


























7.3    Conclusions  
We have developed an all-atom model of an entire trivalent designer cellulosome, 
which complements ongoing efforts to characterise the DCs using Small Angle X-ray 
Scattering (SAXS) and develop higher throughput coarse grained (CG) models. This all-
atom model was used to simulate the assembly of three component enzymes on a chimeric 
scaffoldin. A sequential dynamic pathway of the conformational transitions of the DC is 
observed from the simulation trajectory. Results indicate that a more compact DC 
structure is promoted as linkers between scaffoldin protein domains are prone to bending. 
The subsequent re-arrangement of the rest of proteins relative to the scaffoldin domain 
induce the formation of a total of seven stable hydrogen bonds between Cel8A-cohesin1 
and Cel9R-cohesin2. This DC model provides insight into the biological structural 
organisation of a trivalent engineered cellulosome and will be a useful tool for the design 
of more complex designer cellulosomes for the efficient conversion of cellulosic material 
to biofuel. 
7.4     Materials and methods 
7.4.1   Model building  
Figure 7.8 below, lists the high-resolution crystal structures of all enzymes, coh-
doc pairs and CBMs retrieved from the Protein Data Bank to setup the trivalent DC model 
used in this study. To supplement limited X-ray data, DC protein sequences11 (obtained 
from collaborators) were modelled using solved cellulosome domains as templates, 
combined with  homology models using the Robetta server.25 Cohesin sequences used in 
the DC include the third cohesin of ScaC from A. cellulolyticus,17 the third cohesin of 
ScaB from B. cellulosolvens,16 and the second cohesin of CipA from C. thermocellum.26 
The cellulases used in this model are all from C. thermocellum: an exoglucanase Cel48S 
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(ID: 1L1Y)21, an endoglucanase Cel8A (ID: 1CEM)22 and a processive endoglucanase 
Cel9R (ID: 1G87 as template & Rosetta)23, 24. The Cel48S exoglucanase was used with 
its native dockerin (ID: 2MTE)27. To create the DCs, the endoglucanase Cel8A is fused 
to the divergent B. cellulosolvens ScaA dockerin (ID: 4UYP used as template & Rosetta) 
while the Cel9R combination of modules are attached to the divergent ScaB dockerin (ID: 
4UYP)17 from A. cellulolyticus (Figures 7.1B and 7.8). Molecular models of this solvated 
DC contain more than five million atoms.  
 
Figure 7.8 Protein Data Bank structures used in modelling of the DC.  
 
7.4.2   Atomistic molecular dynamics of the DC  
All MD calculations were performed using the GROMACS 5.1 code28 with the 
CHARMM36 protein force field 29-33 and TIP3P water model.34 The periodic simulation 
box has a volume of 	4.3	×	10	Å (350×350×350Å) with the complex fully immersed 
in bulk water. The initial configurations were generated from preliminary SAXS 
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(obtained from collaborators) data. The starting structures were minimized using the 
steepest descent algorithm and then thermalized and equilibrated in three steps (at 
temperatures of 100K, 200K and 300K), each for 100 ps. Each system was then subjected 
to 50ns of free molecular dynamics. To reproduce physiological salt conditions, the 
simulations were carried out with salt concentrations of 137 mM NaCl and 10 mM CaCl2 
with counter ions introduced to neutralize the total charge of each simulation cell. 
The Lennard-Jones interactions were cut off at 1.0 nm and the particle mesh 
Ewald method35 was used to calculate electrostatic interactions with a real space cut-off 
at 1.2 nm. The length of each covalent to hydrogen was constrained using LINCS 
algorithm36 which allowed an integration timestep of 2 femtoseconds. Simulations were 
carried out at 300 K to simulate room temperature controlled using the Velocity-rescale 
thermostat.37 The reference pressure was set to 1 bar and compressibility to 4.5 x 10-5 per 
bar using the Parrinello-Rahman barostat.38  
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Mechanical stability of protein is important for functioning of cellulosome 
domains in particular for industrial applications. The carbohydrate binding module family 
III characterized in chapter 4 is one of the most mechanically stable protein amongst the 
cellulosomal components. Our data predicts that electrostatic interactions in the calcium 
binding pocket modulate the mechanostability of the cellulose-binding module, which 
provides an additional design rule for the rational re-engineering of designer cellulosomes 
for biotechnology. This new molecular insight into the origins of mechanostability in 
cellulose binding domains gives leads for synthesis of more robust cellulose-binding 
protein modules. On the other hand, simulations predict that insertion of a flexible strand 
can promote alternative unfolding pathways and dramatically reduce the 
mechanostability of the carbohydrate binding module, which gives routes to rational 
design of tailor-made fingerprint complexes for force spectroscopy experiments.  
In addition to the mechanical stability, thermostability is a crucial property for 
industrial applications of cellulosome since elevated hydrolysis temperatures >50oC 
significantly enhance industrial scale lignocellulose degradation. In chapter 5 we study 
the conformational and dynamic factors that govern the thermal stability and the binding 
affinity of cellulosome type I coh-doc complexes from three different species: one 
thermophilic (Clostridium thermocellum) and two mesophilic (Acetivibrio cellulolyticus 
and Clostridium cellulolyticum). Results from these 500ns trajectory calculations show 
that the structural features of mesophilic dockerins are strongly affected by rise in 
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temperature. The connecting region (H2) between alpha-helices H1 and H3 in the 
dockerin, becomes highly flexible at 400K, which destabilises the coh-doc complexes 
with up to 60% loss in hydrogen bonding. This is reflected in the absolute free energy 
of binding, measured using potential of mean force (PMF) simulations. Higher 
temperatures of 350K and 400K lower the affinity between mesophilic cohesin and 
dockerins, but do not lower binding affinity in the corresponding thermophilic protein 
complexes. However, replacing H2 region in mesophilic species by the H2 region of 
the thermophilic only slightly improve their stability in one of the two binding modes, 
during the 500ns simulation time. However this might still be the beginning of 
complete unfolding of the dockerin which would indicate that the structural loss in 
H2 is a consequence and not the cause of the instability of mesophilic species. 
Another major property that could contribute towards building an improved 
designer cellulosome is the binding affinity of enzyme and cellulose chain. In chapter 6, 
MD simulations were performed to identify key residues lining the catalytic active site 
cleft that govern substrate specificity of glycoside hydrolase family 5 (GH5) enzyme. 
Like in chapters 4 and 5, hydrogen bonding was shown to govern the stability of the 
protein-ligand complex too. Although all four types of glucan chain bound to the enzyme, 
the most favourable binding energy was found to be dependent on the structure of the 
glucose chain. In the case of the GH5 enzyme, glucose chain forming a slight ‘S’ shape 
was shown to stabilize as it forms maximum hydrogen bonds and hydrophobic 
interactions with residues along the enzyme binding cleft.  
In order to study a designer cellulosome, we therefore combined the knowledge 
acquired on the individual cellulosome components. Despite the considerable number of 
experimental studies on DCs, the atomistic details of the mechanism of DC assembly and 
action is not known and is rather inferred from experimental and simulation studies of the 
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native cellulosome. To that end, we generate an all-atom model of a complete trivalent 
designer cellulosome structure. The stability of secondary structure elements and 
conformational changes of the simulated designer cellulosome complex were assessed 
and we found that the radius of gyration Rg of the DC is slightly decreased from 8.6 nm 
to around 7.0 nm. Further analyses reveal that the change in conformation is mainly due 
to the scaffoldin, not the enzymes, and more precisely the high flexibility of the linear 
linkers tethering the different modules of the scaffoldin: cohesins (coh) and the CBM. A 
more compact DC structure is promoted as linkers between scaffoldin protein domains 
are prone to bending. The subsequent re-arrangement of the rest of proteins relative to the 
scaffoldin domain induce the formation of a total of seven stable hydrogen bonds between 
Cel8A-cohesin1 and Cel9R-cohesin2. This DC model provides insight into the biological 
structural organisation of a trivalent engineered cellulosome and will be a useful tool for 
the design of more complex designer cellulosomes for the efficient conversion of 
cellulosic material to biofuel. 
Combined, these individual studies contribute to the overall understanding of the 
natural functioning of the cellulosome. Due to its complex structure, the cellulosome is 
challenging to work with and this research therefore provides a background to the 
understanding the function of the single components of this multi-enzyme complex. In 
follow-up studies of the mechanical stability of CBM3 protein, it would be beneficial to 
compute precise free energies of the unfolding intermediates identified in this work, using 
Jarzynski's equality to directly compare potentials of mean force (PMF) for the native 
protein and promising mutants. A follow-up study that will contribute to the research on 
improving thermal stability of mesophilic dockerins is to use a rational design method, 
for example introducing a number of disulphide bonds in the dockerin could stabilize its 
secondary structure even at elevated temperature.  
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