Graph-theoretic methods have seen wide use throughout the literature on multi-agent control and optimization.
connected graph. A partial sampling of works using this assumption (or a related variant) includes [24] , [30] , [36] , [35] , [31] , [6] , [19] , [2] , [17] , [32] , [27] , [26] , [28] , [40] , [12] , [25] . In addition, some works derive convergence rates or other results that explicitly use the length of such intervals, including [12] , [36] , [25] , [35] , [6] , [2] , [32] , [28] , [26] . In applying these results, one may wish to determine the time needed for the system to attain a connected union graph. To the best of our knowledge, no study has been undertaken that addresses this problem for unions of random graphs, despite their frequent use in multi-agent systems.
Owing to the success of Erdős-Rényi graphs in modeling some time-varying multi-agent communications [23, Chapter 5], we consider unions of random graphs generated by a slight generalization of the Erdős-Rényi model. In particular, we examine the connectedness of such graphs and their unions. Formally, this paper first lower-bounds the number of graphs needed to make their "expected union" connected (in a precise sense). It then finds a lower bound for the probability that a union of random graphs is connected as a function of graph model parameters.
Our results use spectral properties of the Laplacian of a union of random graphs. We utilize the first order statistic of the set of non-trivial eigenvalues to bound the expected value of the Laplacian's second-smallest eigenvalue, called the algebraic connectivity [13] of the underlying union graph. This bound in turn enables a lower bound on the probability of the algebraic connectivity exceeding some given threshold.
Random graphs' Laplacians are random matrices, and thus our approach relies on the spectral properties of random matrices of a particular form. One common approach to analyzing the spectra of random matrices is to let the dimension of the matrix grow arbitrarily large [9] , [14] , [38] ; the work in [7] considers similar asymptotic results focused specifically on Laplacians of random graphs. For random graphs, a common approach is to derive results in which the size of the graph grows arbitrarily large, and doing so enables results that hold for almost all graphs [4] . While there is clear theoretical appeal to such results, our focus on multi-agent systems leads us to consider non-asymptotic results precisely because such systems are always comprised by a fixed, finite number of agents. Our results are therefore stated for graphs with a given finite number of nodes, and they will require a novel non-asymptotic approach.
In addition, while some work on random graphs considers edge probabilities that bear some known relationship to the number of nodes in a graph [20] , [34] , we do not do so here. The use of random graphs to model multi-agent communications is inspired by applications in which poor channel quality, interference, and other factors make communications unreliable. In such cases, the probability of a communication link being active may not bear any known relationship to the size of the network. We therefore proceed with edge probabilities and network sizes that are fixed and not assumed to be related.
The rest of the paper is organized as follows. Section II reviews the required elements of graph theory and gives a formal statement for the problem that is the focus of this paper. Section III computes the first order statistic of the eigenvalues of random graph Laplacians and certain statistical properties of the eigenvalues to enable the results of Section IV. Section IV then presents the main results of the paper and solves the problem stated in Section II, including numerical solutions to several instantiations of the problem studied. Finally, Section VI provides concluding remarks.
II. REVIEW OF GRAPH THEORY AND PROBLEM STATEMENT
In this section, we review the required elements of graph theory. We begin with basic definitions, including the definition of algebraic connectivity, and then review the Erdős-Rényi model for random graphs and introduce a generalization that we use. Throughout this paper, all uses of the phrase "random graphs" refer to Erdős-Rényi-type graphs. Then we formally state the statistical graph connectivity problem solved in this paper. Below, we use the notation [n] := {1, . . . , n} for any n ∈ N and | · | to represent the cardinality of a set.
A. Basic Graph Theory
A graph G = (V, E) is defined over a set of nodes, denoted V , and describes connections between these nodes in the form of edges, which are contained in an edge set E. For n nodes, n ∈ N, the elements of V are indexed over [n] . The set of edges in the graph is a subset E ⊆ V × V , where a pair (i, j) ∈ E if nodes i and j share a connection, and (i, j) ∈ E if they do not. This paper considers graphs which are undirected, meaning an edge (i, j) is not distinguished from an edge (j, i), and simple, so that (i, i) ∈ E for all i. The degree of node i ∈ V is defined as
which is equal to the number of vertices sharing an edge with vertex i. One main focus of this paper is connected graphs.
Definition 2.1 (E.g., [15] ): A graph G is called connected if for all i ∈ [n] and j ∈ [n], i = j, there is a sequence of edges one can traverse from node i to node j, i.e., there is a sequence of vertices {i } k =1 such that E contains all of the edges
The results of this paper are developed in terms of graph Laplacians, which are defined in terms of the adjacency and degree matrices of a graph. The adjacency matrix A(G) ∈ R n×n associated with the graph G is defined element-wise as
When there is no ambiguity, we will simply denote A(G) by A. Because we consider undirected graphs, A is symmetric by definition. The degree matrix D(G) ∈ R n×n associated with a graph G is the diagonal matrix
, which we will denote D when G is clear from context. By definition, D is also symmetric. The Laplacian of a graph G is then defined as L(G) = D(G) − A(G), which will be written simply as L when G is unambiguous.
The results of this paper rely in particular on spectral properties of L. Letting λ k (·) denote the k th smallest eigenvalue of a matrix, it is known that λ 1 (L) = 0 for all graph Laplacians [23] , and thus we have
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The value of λ 2 (L) is central to the work in this paper and some other works in graph theory, and it gives rise to the following definition.
Definition 2.2 ([13]):
The algebraic connectivity of a graph G is the second smallest eigenvalue of its Laplacian,
This paper is dedicated to studying the statistical properties of λ 2 = λ 2 (L) for random graphs and unions of random graphs. Toward doing so, we now review the basics of the random graph model we study.
B. Random Graphs
Several well-known random graph models exist in the literature [10] , [37] , and Erdős-Rényi graphs in particular have been successfully used in the multi-agent systems literature. Erdős-Rényi graphs can model, for example, unreliable, intermittent and time-varying communications in multi-agent networks [23] , and we therefore consider the Erdős-Rényi model in this paper. Under this model, a graph on n vertices contains each admissible edge with some fixed edge probability p ∈ (0, 1). Therefore, for each i ∈ [n] and j ∈ [n] with i = j, an Erdős-Rényi graph
We denote the sample space of all Erdős-Rényi graphs on n nodes with edge probability p by G(n, p), and we denote the set of Laplacians of all such graphs by L(n, p). We will primarily study the following variant of the Erdős-Rényi model, which contains the typical Erdős-Rényi formulation as a special case.
Definition 2.3:
Let G be a connected graph on n vertices. An Erdős-Rényi graph corresponding to G is a random graph on n vertices with an edge set E which satisfies
. Correspondingly,
.
We denote the sample space of all Erdős-Rényi graphs corresponding to G by G(G, p). We note that G(n, p) = G(K n , p), where K n represents the complete graph on n vertices.
Some well-known results in the graph theory literature assume that p has some known relationship to n [3] , or else that the number of edges in a random graph has some relationship to the number of nodes in the graph [11] .
While the theoretical utility of these relationships is certainly clear from those works, these relationships will often not hold in multi-agent systems simply because their communications are affected by a wide variety of external factors. We therefore proceed with a value of p ∈ (0, 1) that is not assumed to have any relationship to the value of n. In the study of multi-agent systems, it is also common for algorithms and results to be stated in terms of unions of graphs, which we define now.
Definition 2.4: For a collection of graphs {G k = (V, E k )} T k=1 defined on the same node set V , the union of these graphs, denoted U T , is defined as
, the union graph U T contains all edges from all T graphs in the union.
C. Problem Statement
A common requirement in some multi-agent systems is that the communication graphs in a network form a connected union graph over intervals of some fixed length. To help determine when this occurs with random interactions, we solve the following problem in this paper.
Problem 1: Given a connected graph G and probability p, find a lower bound for the probability that a given graphĜ ∈ G(G, p) is connected. That is, find a lower bound for P λ 2 (Ĝ) > 0 .
While this problem is defined in terms of a single random graph, we can use it to derive results for a union of random graphs because such unions are themselves equivalent to single random graphs, albeit with a different edge probability.
Lemma 2.5: Let U T (G, p) denote the set of all unions of T random graphs on n nodes with edge probability p,
Observe that the edge between i and j is absent in each G k with probability (1 − p) T . Then
With Lemma 2.5, results pertaining to individual random graphs can easily be applied to unions of such graphs.
Section III next provides theoretical developments that enable the solution to Problem 1 in Section IV.
III. ORDER STATISTICS OVER RANDOM EIGENVALUES
Solving Problem 1 will require bounds on the expected algebraic connectivity of a random graph of interest.
This section derives such bounds in terms of known quantities by relating the expected algebraic connectivity of a random graph to other spectral properties.
Let G be a connected graph with m edges and n vertices labeled by [n]. Let d i be the degree of vertex i in G.
LetĜ ∈ G(G, p) be a random graph with Laplacian L whose eigenvalues are denoted λ 1 (Ĝ) through λ n (Ĝ). Let be a random variable equal to λ i with probability 1 n−1 for i ≥ 2. Take N independent samples of , denoted 1 , . . . , N , and place the results in ascending order to create the list 1:N , 2:N , . . . , N :N , where j:N denotes the j th largest sample out the N total samples. Then 1:N is by definition the first order statistic for the samples { j } N j=1 . Analyzing these order statistics forĜ, we obtain the following relationship to the expected value of λ 2 (Ĝ). 
Observe that
Furthermore, by definition we have
where the last line follows from the fact that E [λ 1 ] = 0 for all graphs G.
Substituting Equations (2) and (3) into Equation (1) gives
Next, we note that E [tr L] = n i=1 pd i by construction of the Laplacian. Using r = 1 n−1 , we have Toward doing so, we state the following lemma. (4), [1] ): Let X 1 , X 2 , . . . , X m be jointly distributed with common mean µ and variance σ 2 . Then the k th order statistic of this collection, denoted X k:m , has expectation bounded according to
Lemma 3.2 (Equation
We now work to apply Lemma 3.2 to 1:N . 
Next, set r = 1 n−1 . Let L be the Laplacian ofĜ, and denote its ij th off-diagonal entry by X ij . If (i, j) ∈ E, then X ij = 0. If (i, j) ∈ E, then
i.e., X ij is a Bernoulli random variable when (i, j) ∈ E. Then X ii = 1≤j≤n,j =i X ij . By definition we have
where the second equation follows from the value of µ and the fact that the eigenvalues of L 2 are the squares of the eigenvalues of L.
We then expand to find
which follows from the independence of X ij and X ik (because edges are independent). Re-arranging terms, we find
which follows from the Handshake Lemma.
With m, n ∈ N, d = (d 1 , d 2 , . . . d n ) is a real n-vector, and 0 ≤ p ≤ 1, we define S(m, n, p, d) = 2mp(n − 1)(2 − p) + p 2 (n − 1)
For the remainder of the paper, d will denote the degree sequence of G (in any order). A direct simplification of the σ 2 above shows that it is equal to 1 (n−1) 2 S(m, n, p, d) 2 . Lemma 3.4: Let G be connected and letĜ ∈ G(G, p). Then, for 1:N the smallest randomly sampled eigenvalue ofĜ, we have
Proof: Note that because any Laplacian is positive semi-definite, E [ 1:N ] ≥ 0. Then we apply Lemma 3.2 with k = 1 to the values found in Lemma 3.3 to find that
Next, we leverage this bound on 1:N to bound the expectation of λ 2 .
Lemma 3.5: Let G be connected and letĜ ∈ G(G, p), whereĜ has Laplacian L. For λ 2 := λ 2 (L), we have
Proof: We put Lemma 3.1 and Lemma 3.4 together to find that
and solve this for E [λ 2 ].
We will also require a bound on λ 2 (L 2 ), which we present next.
Lemma 3.6: Let G be connected and letĜ ∈ G(G, p) have Laplacian L. Then
Proof: By definition, we have λ 2 (L 2 ) ≤ 2 k for an arbitrary k. Then
which follows from Equation (7) . Combining like terms, we find that
With these basic relationships involving λ 2 now established, the next section presents a solution to Problem 1.
IV. PROBABILISTIC CONNECTIVITY OF RANDOM GRAPHS AND UNIONS OF RANDOM GRAPHS
This section translates the bounds on 1:N derived in Section III for single random graphs into bounds on λ 2 for random graphs and unions of random graphs. We then present our solution to Problem 1. In this section, we use the notation R(N, n) = 1 − ((n − 2)/(n − 1)) N −1 .
A. Solution to Problem 1 
We now present the main results of the paper, namely a solution to Problem 1.
Theorem 4.2: (Solution to Problem 1) Let a connected graph G on n nodes be given, along with p ∈ (0, 1).
LetĜ ∈ G(G, p) and let L denote its Laplacian with second-smallest eigenvalue λ 2 . Then
Proof: We apply Lemma 4.1 with θ = 0 using the estimates for E [λ 2 ] from Lemma 3.5 and E λ 2 (L 2 ) from Lemma 3.6. Because Equation (8) holds for all N ∈ N, it holds in particular for the maximum over N .
Maximizing over N is finitely terminating, as shown in the following remark.
Remark 4.3:
Observe that for a given G(G, p), the parameter N ∈ N must satisfy
to attain a positive value in the numerator of Equation (8). Thus the maximum occurs over this range of N , and, because this range is finite, searching for the maximum is finitely terminating. T ≥ T * where T * is given by,
Proof: Using Lemma 2.5, this follows from Theorem 4.2 by replacing p withp(T ).
In the next section, we consider several specific families of graphs and compute explicit lower bounds for the solution to Problem 1 for these families as n and p range across several orders of magnitude.
V. SPECIFIC GRAPH RESULTS
This section illustrates our main results for two classes of underlying graphs: complete graphs and complete graphs minus a cycle.
A. Complete Graph
We consider random graphsĜ ∈ G(K n , p), where K n is the complete graph on n nodes and p ∈ (0, 1). We note that this is equivalent to considering conventional Erdős-Rényi random graphs and these results therefore may be of independent interest. Theorem 5.1: Let K n denote the complete graph on n vertices and letĜ ∈ G(K n , p) have Laplacian L with second-smallest eigenvalue λ 2 . Then
Proof: We apply Theorem 4.2 with d i = n − 1 for all i and m = n(n−1)
2
. Simplfying and factoring completes the proof.
Similar to Theorem 4.4, we have the following corollary for unions of graphs in G(K n , p). We next examine numerical results. Figure 2 shows the probability of connectedness for a single random graph for 1 ≤ n ≤ 10, 000 and 0.8 ≤ p ≤ 1. We see that increasing n provides a modest increase in the probability of connectivity, while increasing p makes connectivity substantially more likely.
B. Complete Graph Minus a Cycle
To illustrate our results beyond conventional Erdős-Rényi graphs, we now consider random graphs in which some edges never appear. Formally, define K n \ C n to be the complete graph on n vertices less the edges of a cycle on n vertices. Then we consider random graphsĜ ∈ G(K n \ C n , p). Figure 4 shows the probability that a single graphĜ ∈ G(K n \ C n , p) is connected for 1 ≤ n ≤ 10, 000
and 0.8 ≤ p ≤ 1. We find that, for a fixed pair (n, p), the probability of connectivity is less than it is for the same (n, p) in Figure 2 . This is intuitive, as a graph in G(K n \ C n , p) has fewer ways to attain connectivity than graph in G(K n , p). 
VI. CONCLUSION
We presented results bounding the probability of connectivity for random graphs and unions thereof. These results can be applied to multi-agent applications in both control and optimization, where some convergence rates explicitly depend upon the time needed to attain a connected union graph. Future work includes extensions to time-varying probabilities and heterogeneous edge probabilities.
