ABSTRACT. The bilinear generating function (the Poisson kernel) for the associated continuous qr-ultraspherical polynomials, first studied by Bustoz and Ismail and later generalized by Ismail and Rahman, is obtained, essentially as a product of a 2<t>ii a 302, and a 4<j>3 basic hypergeometric series. Some related generating functions also are given.
Introduction
The continuous g-ultraspherical polynomials, C n (x;p | g), introduced by Rogers [18, 19, 20] , can be defined by the generating function where 0 < q < 1, x = cos0 (0 < 6 < TT), \t\ < 1, and oo j=o k (ai> a2,...»ofc; 9)00 = JJ(aj; 9)00; (1-2) J=l see [7] . Setting (3 = 0 in (1.1), one obtains the generating function for the continuous g-Hermite polynomials H n (x \ q) = (q; q)nC n (x; 0 | q): [21, Problem 23] and [22] , Rogers [17] found the following extension of (1.5) see [7] and [3] , and QW? is a special case of a very-well-poised basic hypergeometric series: see [7] for conditions of convergence and other properties of these series. One can see that the Poisson kernel in (1.7) reduces to (1.6) when f3 = 0, except for a constant factor. Formula (1.7) is admittedly more complicated than (1.6), but it does exhibit one of the basic properties of the Poisson kernel, namely, the positivity in some domain of P and t. The importance of positivity of these bilinear sums in Fourier analysis was pointed out by many authors, see, for example, Askey [1] . But there is renewed interest in Poisson kernels of orthogonal polynomials for a different reason. Wiener [23] showed in 1933 how the classical topic of Fourier integrals could be approached from the point of view of classical orthogonal polynomials, in particular, by using Mehler's formula (1.5). One can show that the expression on the right-hand side of (1.5) approaches a multiple of exptyxy), the usual kernel of Fourier transform, as t -)■ i on the unit circle. This was suggested by Askey as a suitable starting point for a systematic ^-extension of Fourier Analysis, which resulted in a number of recent publications [2, 4, 15] . It turns out that the most important piece of information that one needs from the Poisson kernel is the location of poles in the complex t-plane, as far as the Fourier transformation is concerned. One can see that the poles of the kernel in (1.7) are exactly the same as those of the simpler kernel in (1.6). Calculations with more general systems of polynomials, starting with the 2-parameter continuous g-Jacobi polynomials [9] up to the 4-parameter Askey-Wilson polynomials [16] reveal that this phenomenon persists through the entire Askey-Wilson family. Let us recall that the Askey-Wilson polynomials are defined by [3] ao, ac, aa p n (x;a,&,c,d | q) = 4</>3 x = cos0, which satisfy an orthogonality relation similar to (1.9) if max(|a|, |6|, |c|, |d|) < 1. Note that C n (x;f3 \ q) is a special case of (1.13) (except for a constant factor) that corresponds to setting a = vT^j & = V^? c = -y/fi, d = -y/fiq; see [3, 5, 7] . In this paper, we wish to generalize (1.7) in a different direction. Recall that C n (x;/3 | q) satisfies the three-term recurrence relation
with C_i(#;/3 | q) = 0, Co(x;/3 | q) = 1, -1 < x < 1. Bustoz and Ismail [6] introduced an association parameter a and studied the properties of the associated g-ultraspherical polynomial C%(x;/3 \ q) that satisfies the recurrence relation In Section 4, we will find an alternative form of (1.17), as well as a few other generating functions. In Section 5, we will compute some bilinear generating functions. The main result of this paper that follows from (5.1) and (5.5) is -o).
Note that iff is a multiple of the Poisson kernel for C%(x; /3 | #). This shows that the poles are only slightly shifted by a factor of q a , but otherwise remains the same as in (1.7). Unfortunately, we were unable to simplify (1.19) to a form where the positivity would become obvious as it is in (1.7). It is only in the case when a = 0 that the two 403 series in (1.19) combine to an 8^7 which is what we have in (1.7), but otherwise the computation seems quite difficult.
In deriving the formulas mentioned above, our main tool has been the generating function (1.17) as well as the following moment representation of C%(x; /? | #): with di/{(i k e" %9 ;/?,#) the same as (1.21) and with 0 replaced by -6. We prove this important result in Section 3. The idea of this moment representation of orthogonal polynomials is not new. Karlin [13] used such a representation to study the sign regularity of determinants of classical orthogonal polynomials. Carlitz and Al-Salam used them in the 1960s (see the references in [11] and [12] ). Ismail and Stanton [11] constructed several moment representations explicitly with special emphasis on the Al-Salam-Chihara and continuous g-ultraspherical polynomials. Implicit use of moment representations of the continuous g-ultraspherical polynomials was also there in formulas (7.4.4) and (7.4.7) of [7] . The derivation of (1.20) and (1.21) was facilitated by an alternate form of the polynomial solution of the three-term recurrence relation for the associated Askey-Wilson polynomials found in [10] . We carry out this alternate derivation in Section 2. In Section 6, we will give the q -¥ 1 limit of formulas (1.18) and (1.19), as well as the explicit form of the associated ultraspherical polynomials.
The associated Askey-Wilson polynomials
In [10] , Ismail and Rahman found a representation of the associated Askey-Wilson polynomials, p^x; a, 6, c, d), as a linear combination of the two linearly independent solutions of the three-term recurrence relation 2xp^ {x; a, 6, c, d) = ,4 n+a p£ +1 (x; a, 6, c, d) where z = e %B , x = cos 0, and
One can show by using Bailey's transformation formula [7, 111.(37) ] for very-wellpoised 8^7 series that r Q; + n (z; The initial conditions then fix the coefficient L a and M a : This is the form that will enable us to represent C%{x;fi \ q) as the moment of a probability measure.
Associated q-ultraspherical polynomials as moments
Using the quadratic transformation formula [7, (3. see also [14] . Setting 6 = 092, c = -a, d = -aq* in (2.10), using (3.1), and simplifying the coefficient, we obtain p" (a;; a, 092,-0,-09 one can see that (3.5) is a generalization of [7, (7.4.4) ] as well as of the formula (5.11) of [11] . Replacing a by /?2, we find that (1.20) follows from (3.5).
Some generating functions for C%(x\fi \ q)
Formula (3.5) is obviously the most convenient form for deriving generating functions for C%{x; /3 | q). For example, it is easy to see that for any A (A; q)n l n _ (l-O (A*t; (7) gz ,qzt
On the other hand, transforming the second 2^1 series on the right-hand side of (3.5) by [7, It also follows from (3.5) that 
Some bilinear generating functions for C%(x;P \ q)
In this section, we shall compute a few bilinear generating functions. Hence, ; 9,9 (5.7)
Some limiting formulas
We will compute the q ->• 1 limits of formulas (3.4) and (5.5). We believe that these formulas are new. It is clear from the expressions on the right-hand side of (3.4) and (5.5) that one cannot take the term-by-term limits. One has to do some transformations of the qseries involved in these formulas. Using (III. 1) and (III. 3) of [7] , in that order, we find that ,. Tal To ensure convergence of the two 2F1 series on the right-hand side, we assume, as before, that Re(A) > |.
We now shall express the series over n on the right-hand side of (6.8) as a double integral. First, by Euler's integral representation [7, (1.11.10 )], we have r(a + n + l)r(A) F 1 a + n + l,l-A a+n+l+A ' ; e 220 r(a + 1 + n + A) 0<6><7r, n = 0,l,.
Since and, by [6, (3.13) + <9^->-0, (6.13) with |t| < 1. Using (6.13), one can easily find the limit of K^(x,y).
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