Introduction
The detection and diagnosis of faults in complex machinery is advantageous for economical and security reasons (Tavner et al., 2008) . Recent progress in computational intelligence, sensor technology and computing performance permit the use of advanced systems to achieve this objective. Two principal approaches to the problem exist: model-based techniques and model-free techniques. The model-based line of research (Isermann, 2006; Simani et al., 2003) needs analytical model of the studied process, usually involving time dependent differential equations. One advantage is that the faults are an intrinsic part of the model. Deviations from the expected values are recorded in a residual vector which represents the state of health of the process. Frequently, the post-processing of the residual vector is approached by computational intelligence based techniques like statistical classifiers, artificial neural networks, and fuzzy logic. The use of these techniques however should not cause the impression that the classification of the process state is based solely on knowledge extracted from example data. An important drawback of model-based approaches is the necessity to establish an analytical model of the process which is a nontrivial problem. An experimental process setup in a controlled laboratory environment can be described by a mathematical model. Often the process is embedded in a control loop which naturally demands that inputs, controlled variables, and sensor outputs are modeled. In real-world processes the availability of an analytical model is often unrealistic or inaccurate due to the complexity of the process, so that false diagnosis can be caused by inappropriately designed models. Hence, the model-free techniques are an alternative method in case where an analytical model is not available. In this chapter we describe model-free fault diagnosis in industrial process by pattern recognition techniques. We use the supervised learning paradigm (Bishop, 2007; Duda et al., 2001; Theodoridis & Koutroumbas, 2006) as the primal mechanism to automatically obtain a classifier of the process states. We will present a pattern recognition methodology developed for automatic processing of information and diagnostic decision making on industrial process. The fundamental drawback of the model-free approach is the necessity to provide a statistically significant number of labeled example data for each of the considered process classes. If only a small number of patterns are available in the training phase, the statistical classifiers might be misled and very sensitive to noise. Nevertheless, the extraction of knowledge about the process states principally from a set of example patterns has some attractive properties and permits the application of well studied pattern recognition paradigms to this important problem of fault detection and diagnosis. Sometimes in the model-free approach a partial model of the faults is used (for instance in bearing fault diagnosis, where the expected frequency features are calculated from the specification of the bearing and the shaft frequency (Li et al., 2000) ). This fact however should not mislead the reader that a model-based approach to fault diagnosis is used in that case. The central mechanism to describe a process situation is a d-dimensional feature vector x = (x 1 · · · x j · · · x d ) T together with a class label ω i . This feature vector is the result of an information processing pipeline depicted in Fig. 1 . A similar information processing philosophy was proposed by Sun et al. (2004) , however without any feature selection which we consider fundamental for an optimized performance of the fault diagnosis system. Some raw measurements delivered from sensors attached to the process can be immediately used as features x j without any pre-processing. For instance a thermometer or manometer attached to some chemical reactor tank will provide the continuously valued temperature or pressure which can be passed to the next information processing stage without further treatment. The health of an electrically powered machine can often be characterized by its current consumption. In vibration analysis (Scheffer & Girdhar, 2004) , the accelerometer is the main sensor and delivers displacement values X(t) in the time domain which can mathematically be derived to velocityẊ(t) and accelerationẌ(t) values. Usually the raw time domain signal is submitted to statistical processing (Samanta & Al-Balushi, 2003) , Fourier transform (Li et al., 2000) , wavelet coefficient extraction (Paya et al., 1997) , envelope analysis (McFadden & Smith, 1984) , or any other method that provides stationary values. This process is known as feature extraction on the measurement level. For instance, an accelerometer velocity signalẊ(t) of a motor transformed to the frequency domain by a Fourier transform produces frequency values F(u) which can be considered extracted features at each of the frequencies u. This leads us to an essential problem of feature extraction, namely the production of large amounts of features. We need subsequent steps after the feature extraction on the measurement level to reduce the dimension of the finally used feature vector x to a reasonable size. This can be achieved again by feature extraction, this time on the information processing level, and finally by feature selection, to retain only a relatively small amount of features which additionally are the most discriminative ones. For instance, all frequencies u of a Fourier spectrum could be submitted to Principal Component Analysis (a linear feature extractor based on statistics) to reduce the dimensionality of the data (Jolliffe, 2002) . Finally, the retained principal components could be fed to a feature selection algorithm in order to produce, for instance, a unique feature vector x to describe the whole process situation. The basic strategy of obtaining a highly discriminative, low dimensional process state descriptor in the form of a single feature vector can be resumed in the following main steps:
1. Get as many raw measurements from as many sensors of a process as possible; 2. Submit the raw measurements to as many feature extraction techniques as possible, plausibly applicable to the specific problem;
3. Reduce the high dimensional data to only a few final features which simultaneously are the most discriminative descriptors of the process; 4. Induce a classifier for fault diagnosis.
The first item is usually restricted by the available sensors which can be used for data acquisition. For instance a motor pump produces electrical, acoustic, and vibrational patterns (Al Kazzaz & Singh, 2003) which all could be used if appropriate sensors are available. The second methodology opens up a huge variety of signal processing techniques which are only restricted by the nature of the signal, the available software, and computing resources. From a vibration signal one might calculate wavelet coefficients (Paya et al., 1997) , Fourier coefficients (Li et al., 2000) , statistical measurements (Samanta & Al-Balushi, 2003) , and frequencies obtained from envelope analysis (McFadden & Smith, 1984) . A review of some well-known processing techniques, such as statistical features in the time and frequency domain, to extract detailed information for induction machine diagnosis will be presented. Fourier methods to transform the time-domain signal to the frequency domain, where further analysis is carried out, is also discussed in this chapter. Using these techniques the state of machine can be constantly monitored and detailed analysis may be made concerning the health of the machine. The use of as many feature extraction methods as possible raises the chances that the most discriminative information is somehow captured by some of these features. If a prior restriction to only a limited set of features is defined, one might loose www.intechopen.com
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valuable aspects hidden in the signal. Finally, we use feature selection techniques to emphasize the importance of each feature for the classification task and this information could be used for instance to retain the most discriminative information in a low dimensional vector. The final stage of the construction of the monitor of the process condition is the training of a classifier, using labeled examples. Different strategies for the construction of the final classifier based on the result of the feature selection stage can be followed. The simplest one is to use the selected feature set as a filter for training and classification. More sophisticated techniques determine the final classification as the result of a multi-level decision process based on an ensemble of distinct classifiers (Duda et al., 2001 ). The goal is to elevate the performance of the final classifier relative to the individual classifier performances. The individual classifiers might differ for instance in the feature set that is used. The chapter is organized in the following manner: Section 2 gives an overview of existing techniques to calculate features from raw signals. Then the calculus of new features from existing ones by information processing methods is approached in section 3. Special attention is given to the information filtering done by feature selection in section 4. When the feature model has been defined, we are interested in the expected quality of our fault classifier. This question is analyzed in section 5. As a practical benchmark of some of the presented techniques, section 6 illustrates their application to an interesting real-world, complex diagnosis task in the context of oil rig motor pump fault diagnosis. We investigate the described fault diagnosis methodology using pattern recognition techniques using real examples of rolling element bearing fault and misalignment fault of rotating machines. Final conclusions are drawn in section 7.
Measurement level feature extraction
Any conclusion about the condition of a process is based on the patterns which are obtained from sensorial devices attached to the dynamic system that in general constantly changes its state. Which sensors will be used should be considered as an integral part of the design of the whole diagnostic system. An ideal situation is a continuous on-line monitoring with many distinct sensors which deliver the data about the electrical, acoustic, and vibration activities. Usually this ideal situation is not encountered due to technical or budget restrictions or since the specificity of the application requires particular sensors. After preprocessing, the sensor patterns are available as digital information that can be processed by a specialized hardware or general purpose computer. A principal distinction is made with respect to the domain of the signal. The original continuous signal s(t) in the time domain is discretized into n samples s 1 , . . . , s n that were acquired during a finite sampling interval. The number of samples depends on the duration of the acquisition and the sampling frequency. The Fourier transform provides the signal in the frequency domain. A mixed time-frequency domain is encountered when time dependent signals are processed by short-term Fourier transforms or wavelet transforms. In the following we compile some representative feature extraction methods that are widely used in the literature related to pattern-recognition based fault diagnosis.
Statistical features in the time domain
When we consider the original discretized time domain signal, some basic discriminative information can be extracted in the form of statistical parameters from the n samples s 1 , . . . , s n (Stefanoiu & Ionescu, 2006 One of the most important basic features that can be extracted directly from the time-domain signal is the RMS which describes the energy of the signal. It is defined as the square root of the average squared value of the signal and can also be called the normalized energy of the signal:
Especially in vibration analysis the RMS is used to perform fault detection, i.e. triggering an alarm, whenever the RMS surpasses a level that depends on the size of the machine, the nature of the signal (for instance velocity or acceleration), the position of the accelerometer, and so on. After the detection of the existence of a failure, fault diagnosis is performed relying on more sophisticated features. For instance the ISO 2372 (VDI 2056) norms define three different velocity RMS alarm levels for four different machine classes divided by power and foundations of the rotating machines.
Peak-to-Valley (PV) alias Peak-to-Peak (PP)
Another important measurement of a signal, considering a semantically coherent sampling interval, for instance a fixed-length interval or one period of a rotation, is the peak-to-valley value which reflects the amplitude spread of a signal:
Peak
If we consider only the maximum amplitude relative to zero s re f = 0 or a general reference level s re f , we get the peak value:
Often the peak is used in conjunction with other statistical parameters, for instance the peakto-average peak 1 n ∑ n−1 i=0 s i or peak-to-median peak n−1 median i=0 s i rates (Ericsson et al., 2005) .
Crest factor
When we relate the peak value to the RMS of the signal, we obtain the crest factor:
which expresses the spikiness of the signal. The crest factor is also known as peak-to-average ratio or peak-to-average power ratio and is used to characterize signals containing repetitive impulses in addition to a lower level continuous signal. The modulus of the signal should be used in the calculus.
Kurtosis
The analytic definition of the kurtosis is κ = −3 + µ 4 /σ 4 with µ 4 = E{(s − E{s}) 4 } being the fourth moment around the mean and σ 4 being the square of the variance. Considering the n samples s 1 , . . . , s n , we determine the sample kurtosis as:
wheres denotes the estimated expected value of the signal (average). The kurtosis expresses an aspect of spikiness of the signal, although in a higher order than the crest factor, and describes how peaked or float the distribution is. If a signal contains sharp peaks with a higher value, then its distribution function will be sharper.
Further statistical parameters
Besides the RMS, variance, and kurtosis, Samanta & Al-Balushi (2003) further present the skewness (normalized third central moment) γ 3 = µ 3 /σ 3 and the normalized sixth central moment γ 6 = µ 6 /σ 6 as statistical features in bearing fault detection. In the context of gearbox fault detection, Večeř et al. (2005) describe further statistical features frequently used as condition indicators: the energy operator
energy ratio, that is, ratio of the standard deviations of the difference signal and the raw signal
where difference signal d is defined as the remainder of the vibration signal after the regular meshing components are removed; sideband level factor (sum of the first order sideband about the fundamental gear mesh frequency divided by the standard deviation of the time signal average), sideband index (average amplitude of the sidebands of the fundamental gear mesh frequency); zero-order figure of merit
where A i is the amplitude of the i-th gear mesh frequency harmonics; kurtosis of the differential signal (FM4 parameter); kurtosis of the residual signal (a synchronous averaged signal without the gear mesh frequency, its harmonics, drive shaft frequency, and its second harmonics) or envelope normalized by an average variance (NA4 parameter and NB4 parameter). The reader interested in more details is referred to (Lei & Zuo, 2009; Večeř et al., 2005) .
Statistical features in the frequency domain
Especially when leading with signals from processes that produce periodic signals, like rotating machinery, the Fourier transform (Bracewell, 1986 ) of a one-dimensional signal is an information conserving fundamental analytic functional F {s(t)} = F(u) that decomposes the signal into additive sine and cosine terms in the complex domain, i.e. F(u) = ℜ(u) + jℑ(u). The phase angle information φ(u) = arctan (ℑ(u)/ℜ(u)) is a valuable source of information when for instance the relative movement of different parts of a rotating machine at a given frequency u should be analyzed (Scheffer & Girdhar, 2004) . The vast majority of analytic work is however done with the magnitude |F(u)| = ℜ 2 (u) + ℑ 2 (u) of the Fourier transform, also known as the Fourier spectrum or generally the frequency spectrum or simply the spectrum of s(t). The Fourier spectrum will be symmetric and hence only one half has to be kept. Usually the discrete signal buffer of n′ samples is interpolated to a length n which is a power of two in order to be able to apply the Fast Fourier Transform algorithm of complexity O(n log n).
The spectrum constitutes a new discrete signal of n/2 samples f 1 , . . . , f n/2 which serves as the basis to extract more features. For the sake of simplicity we once again presume that we have n samples, instead of n/2. The Root Mean Square (RMS) can also be calculated in the frequency domain. Often we are interested on RMS of particular bands interest, for instance the bands around the harmonics in rotating machinery, i.e. the multiples of the fundamental shaft rotation frequency. In order to calculate the features of specific bands, the interval of the particular spectra has to be considered, either as absolute intervals or as percentages (for instance 2% of the frequency value to lower and higher frequencies). It should be clear that in terms of statistical pattern recognition, the features x j can assume any of the numerical descriptors that can be obtained from the frequency domain, such as: single frequencies, RMS of bands or the whole signal, and all conceivable functional mappings of the signal. We do not question the information content of the obtained features at this moment. Surely, some features will contain much more valuable discriminative power than others. Some features may even contaminate the descriptive behavior of the feature vector that describes that condition of the process. The information filtering will later be done by the feature selection step.
Especially for the analysis of acoustic signal which might for instance represent the noise emissions caused by a fault, the Cepstrum is the inverse Fourier transform of the logarithm of the magnitude of the Fourier transform of signal s, i.e. F −1 {log (|F {s(t)}|)}, (Theodoridis & Koutroumbas, 2006) .
Time-frequency domain features
There are analytic techniques that try to capture frequency content at different time instances, as it were a hybrid representation of the signal regarding the changing intensities over time and simultaneously looking at repetitive patterns during limited time intervals because the signal is non-stationary. In fault diagnosis there certainly exist fault signatures that respond adequately to these techniques, for instance the brush seizing faults in a DC servo motor described by Sejdić & Jiang (2008) .
Short-time Fourier transform (STFT)
When we multiply a signal with a finite window function and take the Fourier transform of the product, we calculate the STFT. For instance, Al Kazzaz & Singh (2003) used the STFT to obtain the spectra of overlapping signal segments of a vibration signal and then averaged www.intechopen.com
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the set of spectra in order to reduce random vibration and the noise in the signal. When the window function is a Gaussian, we obtain the Gabor transform (Gabor, 1946) .
Wavelet transform
The wavelet transform (Chui, 1992) has the advantage of a flexible resolution in the time and frequency domains when compared to the short-time Fourier transform which has a fixed window size. Like in the case of the Fourier transform, we can distinguish among continuous wavelet transform, wavelet series expansion, and the discrete wavelet transform. The latter is used in software implementation in digital signal processing to obtain the wavelet coefficients which describe the signal in terms of multiples of wavelet basis function. An important distinction is between orthogonal and non-orthogonal basis functions. The dyadic wavelet family furthermore facilitates the efficient implementation of the discrete wavelet transforms, since the translations and scales are powers of two. In the majority of research work, the orthogonal dyadic wavelet basis is used (Loparo & Lou, 2004; Paya et al., 1997; Singh & Al Kazzaz, 2004; . A good introduction to the theory of wavelets with an application of gearbox fault detection can be found in (Wang & McFadden, 1996) . In that application nonorthogonal wavelet basis functions are used to capture the transients of a fault signal, justified by two drawbacks of the orthogonal bases, namely not having enough scales to describe the scaled versions of the transients and the different calculated coefficients describing the same transients at different time instants. We restrict the definition to the discrete orthogonal dyadic wavelet transform (Castleman, 1995) . Given a basis function, or mother wavelet ψ(s) of the signal function s, the set of functions which are scaled and translated versions of the
are the dyadic orthogonal wavelet functions. The coefficients of the discrete dyadic wavelet transform can be obtained as:
where the signal s is sampled at n discrete instances at intervals ∆t and l = 0, 1, . . . , log 2 n − 1, k = 0, 1, . . . , 2 l − 1. In the context of signal analysis this transform can also be viewed as a multiresolution recursive filter bank for different scaled and translated versions of the same signal signature. Dyadic wavelets that furthermore have a compact support are for instance the Haar or Daubechies wavelets (Castleman, 1995) .
Other time-frequency analysis techniques
Recently, Yan et al. (2009) have presented the Frequency Slice Wavelet Transform (FSWT). It constitutes a parameterized generalization, and can be specialized into the Fourier transform, the Gabor transform, the Morlet wavelet transform (Goupillaud et al., 1984) , and the WignerVille distribution (Wigner, 1932) .
should it not be reasonable to use some statistical features from the time domain together with a few wavelet coefficients, possibly from different wavelet types, then further joining some RMS value from several different bands of a frequency spectrum ? One could argue that this produces a huge amount of features, possibly worthless for diagnostic purposes, introducing features that contaminate the valuable parameters of our system. The answer to this objection is the use of subsequent information filtering steps in the processing pipeline. Later we will describe the use of feature selection to retain only the most useful features that finally characterize the process states. For now we can think of merging all available features produced by the procedures described above in to a new feature vector x := (x 1 · · · x j · · · x d ) T that will be processed by the next information processing methods.
High level feature extraction
In the previous section we gave a slight overview for methods which can calculate features from a raw signal acquired from a technical process with the intention to use it for fault diagnosis. There exist a series of methods which take existing feature vectors and transform them into other feature vectors eventually reducing the dimension of the original descriptor and/or improving its discriminative behavior with respect to the fault classes. One principal distinction can be made between linear and non-linear methods.
Linear methods
When the components y l , l = 1, . . . d ′ of the new feature vector y are all linear combinations
x of the components x j of the original feature vector x, then we obtain a linear feature extractor. The m lj are the real valued elements of a matrix M that implements the extraction easily as y = M T x. Linear methods have the advantage that they are mathematically tractable by well studied applied linear Algebra. Linear feature extraction is an unsupervised technique, working without the knowledge to which class a pattern belongs. This can easily destroy discriminative information. For instance in Principal Component Analysis it can happen that the variance in a newly extracted component is higher than in another, ranking it before the lower variance component, although the class separability in the second less important component might be better.
Principal Component Analysis
Principal Component Analysis (PCA) (Jolliffe, 2002) is the most well studied technique to map the existing feature vectors x to linearly uncorrelated and lower dimensional feature vectors y, eventually sacrificing new components with a small variance. The first two or three principal components additionally can be visualized, exposing the mutual relationship of the patterns. From the total of n d-dimensional pattern samples x (1) , . . . , x (n) that describe process situations we estimate the meanμ = 1 n ∑ n k=1 x (k) and covariance matrix
is then submitted to an eigenanalysis which delivers d eigenvalues λ j and the corresponding eigenvectors φ j which are ordered following a descending order of the corresponding eigenvalues to form the feature extractor Φ = (φ 1 , . . . , φ d ). If we extract y = Φ T x we obtain a linearly uncorrelated feature vector y of the same dimension d. If we delete the columns Hotelling transform, or Proper Orthogonal Decomposition (POD). When the data has been centered to its global mean and all components are preserved, PCA is also equivalent to Singular Value Decomposition (SVD).
Independent Component Analysis
Another linear feature extractor is Independent Component Analysis (ICA) (Hyärinen et al., 2001) which has the task to separate independent signals from mixed signals. This could be interesting to recognize the contributions of different faults in a signal, or find the latent independent variables that mix together to the observable variables (features) in a process. Again, from the original feature vector x a new feature vector s is extracted by a linear transform (matrix multiplication) as s = Wx, where the extractor W is a d ′ × d matrix, called the demixing matrix. The d ′ independent components s j are maximized with respect to their nonGaussianity, an information based criterion for independence, often measured by kurtosis or negentropy. A few representative applications of ICA in the context of fault diagnosis are for instance (Jiang & Wang, 2004; Lee et al., 2006; Pöyhönen et al., 2003) .
Non-linear methods
Any non-linear mapping y = Φ(x), where the original d-dimensional feature vector x is transformed to the H-dimensional extracted feature vector y can be considered a non-linear generator of new features that might be more discriminative than the original information. As an example take the classical XOR problem, linearly not separable, where the mapping
from the original bi-dimensional space enables linear separability in the mapped tridimensional space. When a classifier g(x) = w T Φ(x) is a linear combination of the basis functions φ h we deal with a Generalized Linear Discriminant Function (GLDF) (Duda et al., 2001) . A great variety of feature extraction techniques falls in this category, for instance polynomial combinations of the original features, radial basis functions, Multilayer Perceptrons (when omitting the activation function in the output layer), or any other calculus of new features not definable as a matrix multiplication of a linear extraction matrix with the original feature vector (Theodoridis & Koutroumbas, 2006 ). When we need only a similarity measure between two mapped feature vectors Φ(x) and Φ(x') without having to define the mapping explicitly, but only its dot product, we define a kernel k(x, x ′ ). Examples are the polynomial mapping k(x, x ′ ) = (x · x ′ + 1) r calculating all monomials up to degree r and the Gaussian radial basis function k(x, x ′ ) = exp(−γ||x − x ′ || 2 ) with shape parameter γ. These kernels are especially needed in Support Vector Classification and Regression (Theodoridis & Koutroumbas, 2006 ). If we solve a regression problem by replicating the input vector x as the target vector in a Perceptron with one hidden layer, and if the number of neurons H in the hidden layer is smaller than the dimension d of x, we have an auto-associative feedforward neural network, applied for example by (Skitt et al., 1993) in the context of machine condition monitoring. The extracted feature vector is composed by the components y h = z(w T h x), h = 1, . . . , H, where z(.) is the activation function, usually the logistic function:
or the hyperbolic tangent:
Kohonen's Self-Organizing Map (SOM) (Kohonen, 1998) organizes neurons in a 1-D, 2-D, 3-D, or higher-dimensional topological map. After the map is trained there is a single responding neuron (the winner) inside the maps lattice. The discrete position could be taken as an extracted feature vector. High-dimensional patterns can be mapped to a lower dimensional map by the Sammon plot (Sammon Jr., 1969) which tries to preserve the mutual distances among all patterns in the original and mapped pattern space. Although the mapping is principally conceived for visualization in two or three dimensions, theoretically any dimension lower than the original d can be chosen for feature extraction. The auto-associative feedforward neural network, Kohonen map, and Sammon map have been applied to non-linear feature extraction by (De Backer et al., 1998) , besides a collection of methods called multidimensional scaling.
Feature selection
In the previous two sections we gave a slight overview of methods which can calculate features from a raw signal acquired from a technical process with the intention to use it for fault diagnosis. There exist a series of methods which take existing feature vectors and transform them into other feature vectors eventually reducing the dimension of the original descriptor and/or improving its discriminative behavior with respect to the fault classes. This was called high level feature extraction. On the other hand, we can filter out some of the existing features and retaining others, such forming again a new feature vector, without modifying the original individual features. This is feature selection. This stage is of great importance because the feature extraction by several distinct extraction methods probably generates a large quantity of features that can have a marginal importance for classification or even jeopardize the classifier performance if they are used. Hence, the objective of this stage is to express the importance of the features in the classification task. The quality criterion can be individual, but the multidimensional nature of the process descriptors demands the analysis of feature sets, because of the interdependency relations within a feature set. An early excellent compilation of feature selection techniques is given by Devijver & Kittler (1982) . Guyon & Elisseeff (2003) give an introductory treatment about this subject in the field of Machine Learning. A paper collection about computational methods of feature selection is Liu & Motoda (2007) . A feature selection algorithm is basically composed of two ingredients, namely a search strategy algorithm and a selection criterion. The search strategy is about which of the feature subsets are analyzed and the selection criterion associates a numerical value to each of these subsets, thus permitting the search for the subset that maximizes the criterion. Kudo & Sklansky (2000) do an extensive experimental comparison on standard machine learning databases with basically all existing algorithms at the time of the publication. The simplest evaluation of a quality criterion of features is by individually calculate the criterion and then rank the whole set of available features. This strategy of course ignore completely the multidimensional nature of the descriptors of the process. Nevertheless, when the original feature set is very large, it is a useful preprocessing step. If, for instance, the classification performance of a single feature is not better than random classification, this suggests that it contains no information at all and can be discarded prior to a more sophisticated search. We call this search strategy Best Features (BF). Sequential Forward Selection (SFS) and Sequential Backward Selection (SBS) are greedy algorithms that add or delete a feature at a time without permission to later on eliminate or join it again relative to the currently selected feature set. Their generalized version that permit an exhaustive search within a small candidate set added or deleted at a time are Generalized Sequential Forward Selection (GSFS) and Generalized Sequential Backward Selection (GSBS). The Plus-L-Take Away-R (PLTR) strategy permits backtracking for a fixed number of steps, thus allowing to eliminate previously selected features or joining previously deleted features.
When allowing backtracking as long as it improves the quality criterion of the currently selected feature set, we have the floating versions of PLTR, called Sequential Forward Floating Selection (SFFS) and Sequential Backward Floating Selection (SBFS) (Pudil et al., 1994) . When the criterion always increases monotonically when joining an additional feature, we are able to apply the Branch-and-Bound (BB) strategies. The most prominent algorithm is the original of Narendra & Fukunaga (1977) which was refined later to the improved BB (Yu & Yuan, 1993) and relaxed BB methods (Kudo & Sklansky, 2000) . The biggest drawback of BB methods is that the most natural selection criterion is the error rate and this is not monotonically increasing or its complement decreasing. Besides, even with the exhaustive implicit visit of all leaves of the search tree, the algorithm is computationally still expensive. Another line of research for search strategies are Genetic Algorithms (GA) (Estevez et al., 2009; Oh et al., 2004; Pernkopf & O'Leary, 2001) . The basic idea is to combine different feature subsets by a crossover procedure guided by a fitness criterion. The advantage of GAs for feature selection is the generation of quite heterogeneous feature sets that are not sequentially produced. Each feature selection subset search strategy must define a criterion J which defines the quality of the set. When a classification or regression task will be performed based on the features, and the very performance of the system is used as the quality criterion, the whole feature selection is called a wrapper. The most common wrapper methods use the estimated classification accuracy of the subsequent classifier as the quality criterion. This implies that a classification architecture and an error estimation algorithm must be defined. For instance a 10-fold cross validation together with a Support Vector Machine could be used. A regression wrapper would probably take the expected approximation error as J. A filter selection algorithm defines the selected subset before a regression of classification is done by the set. Selection criteria related to filters can principally be grouped into interclass distances, probabilistic distances and information-based criteria (Devijver & Kittler, 1982) . A more detailed description for search strategies and selection criteria is given in the following sections.
Search algorithms in feature selection
If we want to select d features X d = {x k i |i = 1, . . . , d; k i ∈ {1, . . . , D}}, from an available pool of D features Y = {x j |j = 1, . . . , D}, an exhaustive search would take ( D d ) iterations which is computationally unfeasible for even moderate number of features. So we have to rely on suboptimal search strategies. Let us suppose that we a have a selection criterion J that is able to evaluate the quality of a candidate set Ξ k , composed of k features. We are interested in that candidate set of cardinality k that maximizes the criterion, hence we are looking for the set X k with J(X k ) = max
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For k = d we obtain a satisfactory feature set that maximizes the selection criterion for d features.
Best Features (BF) is simply evaluating J({x j }) for each feature j = 1, . . . , D, ordering the features in descending order relative to J and setting the selected set X d to the first d features of the ordered set. This mechanism ignores the multidimensionality of the problem, but on the other hand in an O(D) complexity selects a feature set. As it was already mentioned the application of BF is recommended as a preprocessing step if an extremely large number D of features is available. Sequential Forward Selection (SFS) (Devijver & Kittler, 1982) starts with an empty set. Consider that k features have already been selected by SFS which are included in the feature set X k . If Y is the total set of all D features Y \ X k is the set of D − k candidates ξ j . Test each candidate together with the already selected features and rank them following the criterion
Then the updated selected feature set is given as X k+1 = X k ∪ {ξ 1 }. The algorithm is initialized by X 0 = ∅ and stops at X d . Although SFS is an algorithm that considers mutual dependencies among the involved features, it has the main drawback of not allowing the posterior elimination of a feature ξ j , once it has been selected. Sequential Backward Selection (SBS) (Devijver & Kittler, 1982) which starts with all features Y as being selected and then discards one feature at a time, until D − d features have been deleted, i.e. d features have been retained as the selected ones. Consider that k features have already been discarded fromX 0 = Y to form feature setX k . In order to obtain the feature set with one more feature discarded, rank the features ξ j contained in setX k , so that
Then the updated selected feature set is given asX k+1 =X k \ {ξ 1 }, i.e. the worst feature ξ 1 is discarded. The SBS strategy is computationally more demanding than the SFS algorithm, since the criterion J has to be evaluated with generally more features. As in the case of SFS, the SBS does not allow the posterior reintegration of a feature ξ j , once it has been discarded. The Plus L-Take Away R selection algorithm (Devijver & Kittler, 1982; Pudil et al., 1994) tries to overcome the drawbacks of the SFS and SBS methods by allowing to discard a feature that has already been selected and reintegrate a feature into the selected pool after it has been discarded thus avoiding the nested nature of the sets chosen by SFS and SBS. If the parameter L is greater than R then the we start with the SFS algorithm to join L features to the selected pool. Then R features are discarded by the SBS procedure to get a set X L−R . We repeat the joining L features by SFS and discarding R features by SBS until d features have been reached in X d . The parameters L and R must appropriately be chosen to match d and not overreach the minimum 0 and maximum D. If L < R then we start with the whole feature set Y and the SBS algorithm to first discard R features. Then L features are joined again by SFS. The SBS-SFS pair is repeated until reaching d features. PLTR in contrast to the greedy forward and backward algorithms SFS and SBS allows a backtracking step, although with a fixed size that can discard already selected or include already discarded features. If we allow the backtracking for an arbitrary number of times as long as the quality criterion J is improving, we arrive at the floating techniques (Pudil et al., 1994) . As a representative for a complete sequential search strategy algorithm, we present the Sequential Forward Floating Search (SFFS) in algorithm 1. The second condition in line 9 is a very simple mechanism to avoid looping. It remembers the last included feature by SFS and does not allow the immediate exclusion by SBS. More sophisticated looping prevention techniques could be conceived.
Algorithm 1 is easily simplified to the SFS algorithm by omitting the inner loop between line 6 and line 14.
Algorithm 1 SFFS
Input:
A set Y of D available features Y = {x j |j = 1, . . . , D}, the number of desired features d. Output: The feature set X with cardinality |X| = d that maximizes the selection criterion. conditional_Exclusion ← false;
8:
Determine best candidate for exclusion x SBS from X using SBS 9:
if J(X \ {x SBS }) > J(X) AND x SBS not included in the last SFS step then 10: conditional_Exclusion ← true; 11: {Excluding the feature improves criterion J} 12:
end if 14: until ( NOT conditional_Exclusion OR |X| = 1 ) 15: until |X| = d
All search algorithms previously presented in this section are based on the idea of building a unique feature set that presents an optimal classification performance, and in each iteration the set is improved by the insertion or removal of some features. The output of such method leads naturally to the idea of a order of importance (ranking) among the selected features. However, one may be interested in obtaining several potentially good feature sets, in order to assign the final classification label after the inspection of the performance of each of those sets, rather than relying on a unique set. Genetic Algorithms (GA) (Opitz, 1999) can naturally be used to meet this requirement. They are is inspired by Darwin's biological natural selection, in which different individuals combine and compete among themselves in order to transmit their winner genes to future generations. In GA-based feature selection, each individual is a feature set, and their individual quality (fitness) can be measured, for example, as the error rate of a classifier built on the corresponding features. If |Y| is the cardinality of the global pool of features to be selected, a natural way of representing an individual is as a binary string composed of |Y| bits, so that the value 1 in the i-th bit indicates the presence of the i-th feature in the feature set represented by that individual, and the value 0 indicates its absence. The algorithm starts with the creation of the initial individuals (by a random or heuristic-based method), and in each generation, the best individuals are more likely to be selected to transmit their bits (genes) to future generations. This transmission involves the combination of the bits of each "parent" in order to create a "child", which will have, for instance, the first half of its bits coming from the first parent, and the second half coming from the second parent. To increase the diversity of individuals, the mutation operator can be used, so that each bit has a small probability of being flipped. Finally, after the passage of several generations, the population will be composed of distinct individuals with a high fitness value, or equivalently several 
Selection criteria in feature selection
The previously defined selection algorithms all need to define a multivariate selection criterion J which judges the quality of the candidate feature set. One of the obvious choices in a classification context is to choose those features that minimize the error of the classifier, thus creating the basic wrapper feature selector. Since we do not have any parametric description of the class specific stochastic processes, we have to estimate the error rate. To do that we need first to define the classifier architecture and then the error estimation method. As a simple rule of thumb one can use the 1-Nearest Neighbor classifier together with the Leave-One-Out error estimation procedure (Devijver & Kittler, 1982; Duda et al., 2001; Theodoridis & Koutroumbas, 2006) . The use of a multilayer perceptron as the classifier together with a cross-validation error estimation method is computationally unfeasible, since during selection, for discarding of a single feature or joining another, we would have to completely train the network and estimate its classification accuracy. Filter criteria J(X) of a feature set X allow to obtain the selected feature set before a regression or classification is done. One can expect that there is a strong correlation between a high value of a filter criterion and a good regressor or classifier. For instance when we have two classes and the distances among the samples of the same class (intraclass distance) is low and the distances between each sample of one class and the samples of the other class are high (interclass distance), we can expect a low error rate of a classifier. For the definition of an interclass feature selection criterion, one has to define first a metric
j ) between a sample x (k) which belongs to class ω i and sample x (l) which belongs to class ω j . Usually the Euclidean distance ||x 
Consider two probability density functions p a (x; θ a ) and p b (x; θ b ) of a d-dimensional continuous random variable x, defined by their functional forms p a , p b and parameter vectors θ a , θ b respectively. A probabilistic distance measure J between the two probability density functions is a functional that measures the difference ∆ integrated over the domain R d of x:
The metric ∆ should be positive, zero if the values of the two functions coincide, and correlated to the their absolute difference (Devijver & Kittler, 1982) . In the context of classification the a priori probabilities
for the two classes ω a , ω b can additionally be incorporated into the probabilistic distance, hence in this case we have
In general J is defined for probability density functions (pdf) that could come from distinct functional families, for instance a univariate Normal distribution p a (x; µ, σ 2 ) and a Gamma distribution p b (x; k, θ). In practice however only pdfs with the same functional form p a = p b are compared. Hence the pdf p under consideration becomes implicit and the functional forms are dropped from the argument list, so we have a function
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The probabilistic distance between two multivariate Gaussian is the best studied distance. Assuming that the data obey this distribution one can obtain closed form distance measure based only on the means µ i and covariance matrices Σ i of the classes ω i . For an overview of probabilistic distances see for instance Rauber et al. (2008) . Information based criteria for feature selection, especially mutual information was applied by Estevez et al. (2009) . The idea is to measure the increment of information that a feature produces and rank the feature candidate sets following this information gain.
Performance estimation
A very important step in the design of a fault diagnosis system that is based on supervised learning of an automatic classifier is to estimate the quality of the resulting diagnosis system. Once again, like in the case of feature selection we can devise performance criteria and cross validation algorithms that give us an idea what we can expect from the fault classifier.
Data partition for performance estimation
If we had knowledge about the class-conditional probability distributions, an analytic calculus of the error rate would be possible. Since in practice only data is available, we divide the complete data set of n samples into at least a training set and a test set. Another division divides the data into three sets, where the additional validation set is normally used to either tune system parameters and/or serve as a test set. When the final classifier is defined the totally isolated test set that neither has be used to obtain good features, nor tune classifier parameters is used to estimate the performance. The Hold-out method arbitrarily divides the n samples into n − t training samples and t test samples, trains the classifier and submits the training samples to it. Eventually the splitting is repeated and the mean of the runs is taken as the final score of the performance criterion. K-fold cross validation also known as rotation divides the n samples arbitrarily into k sets of cardinality k n . Then k times each of the sets with n k samples is retained as the test set, and the remaining (k − 1) n k samples are used for training the classifier. Then the performance measure is obtained by submitting the training samples to the trained classifier. The accumulated individual criteria obtained by the k runs is the final estimated performance criterion. If we set k = n we have the leave-one-out estimation. A further estimation method is the over-optimistic resubstitution where the same set of n samples is used for training and test. The early textbook of Devijver & Kittler (1982) gives a more profound analysis of the data set division methods.
Classifier performance criteria
The estimated accuracy of a classifier by using the above mentioned data partition techniques is the classical and most obvious quality label of a classifier. A 100% accuracy is the ideal goal but in practice can only be envisioned due to the innumerous sources of uncertainty of a real world application. Especially in fault diagnosis a high classification accuracy might be misleading. Imagine a two-class condition monitoring system where the fault has an a priori occurrence of 1%. If we can detect normal situations in 98% of the time, our system is not a very good predictor. An alternative way to compare the performance of a classifier is the Receiver Operating Characteristic (ROC) graph (Fawcett, 2006) . This is a technique for visualizing, organizing and selecting a two-class classifier based on its performance in a two-dimensional space where the true positive rate (tpr) (also called hit rate or recall) is plotted on the Y axis and the false positive rate (fpr) is plotted on the X axis. The inference method of the classifier must provide a numerical continuous score, ideally the a posteriori probability of the positive class P(ω POS |x). Each point in the ROC graph represents one specific classifier. One classifier is supposed to be better than the other if its position is to the northwest of the first. Any classifier on the diagonal is said to follow a random guessing strategy whilst a classifier below the diagonal performs worse than random guessing and may be said to have useful information, but applying it in an incorrect way. The ROC analysis is very important to compare classifiers considering unbalanced classes problem, such as a machine fault diagnosis since the number of negative class examples is almost always greater than the positive ones. Metrics such as accuracy are sensitive to changes in class distribution. In the context of fault diagnosis often two-class problems are tackled, allowing the direct counting of the false positives and false negatives. For several different fault classes a specialist for each class can be created, merging all other classes into the negative class. The performance criterion derived from the ROC graph employed in our research is the area under the ROC curve (AUC). For details on how to efficiently calculate the AUC parameter, see (Fawcett, 2006) . A final comment could be made about the classifier used to make the final decision about the diagnosed fault. An aspect in fault detection and diagnosis which in our opinion is often exaggerated in its importance is the classifier architecture. Frequently in conference proceedings and journal papers the part that realizes the classification stage of the diagnosis system is emphasized too much, for instance artificial neural networks (Duda et al., 2001) . A sophisticated classifier cannot compensate for a poorly modeled feature description of the process. In our understanding it is worth to invest more in the signal processing and feature extraction and selection part of the system. This in general permits the use of a simpler classifier, for instance from the family of Nearest-Prototype (Devijver & Kittler, 1982) , or Quadratic Gaussian (Duda et al., 2001) . We often use the K-Nearest Neighbor classifier due to its non-parametric nature and ability to give good qualitative performance estimates, justified by the Cover and Hart Inequality in Nearest Neighbor Discrimination (Duda et al., 2001) . The Support Vector Machine (Theodoridis & Koutroumbas, 2006) is an interesting alternative and also often used in our work.
Real-world application
Several publications have also discussed the detection of faults in industrial processes but only using well behaved data from a controlled laboratory environment. When an experimental benchmark is used, the fault classes are perfectly known permitting a doubtless labeling of the data sample for supervised learning. Machine simulations can assist in several aspects of system operation and control, being useful to do preliminary investigations about the capability of the method, though it cannot completely simulate all real-world situations. There are a number of factors that contribute to the complexity of the failure signature that cannot be simulated. Most industrial machinery contains components which will produce additional noise and vibration whereas a simulated environment is almost free from external vibrations. To investigate the performance of the previously presented fault diagnosis method using pattern recognition techniques, real acquisitions were obtained from various oil extraction platforms. We will apply some of the previously presented methods to diagnosis two of the most common defects in rotating machines of oil extraction rigs: bearing fault and misalignment fault. A statistically significant amount of real examples were available. Measurements were regularly taken during five years from 25 different oil platforms operating along the Brazilian coast. A total amount of 3700 acquisitions was collected. Of this total, only 1000 examples had some type of defect attributed by a human operator relying on his experience. The remainder of the examples represented normal operational conditions. Each acquisition labeled as a fault presents some kind of defect that can be divided into electrical, hydrodynamic, and mechanical failures, and may present several types of defects simultaneously. Normal examples, that is, examples without any defect were not used in this experiments. An example is called "normal" when the level of overall RMS is less than a pre-set threshold. In this way we could distinguish a faulty example from an example in good condition without training a sophisticated classifier, doing only a simple pre-processing. The considered motor pumps are composed of one-stage horizontal centrifugal pumps coupled to an AC electric motor. Accelerometers strategically placed at points next to bearings and motors allow the displacement, velocity or acceleration of the machine over time to be measured, thus generating a discrete signal of the vibration level. Fig. 2 shows a typical positioning configuration of accelerometers on the equipment. In general, the orientations of the sensors follow the three main axes of the machine, that is, vertical, horizontal, and axial. Vibration signals are collected by means of a closed, proprietary vibration analyzer equipped with a sensor in the time domain and vibrational signal techniques were applied within the system.
Bearing fault diagnosis
We are interested in investigating a well-known method for monitoring the bearing condition applied to real world data obtained from rotating machines of oil extraction rigs using automatic pattern recognition techniques. A basic model of a bearing usually has rolling elements, inner and outer raceways, and a cage. The bearings, when defective, present characteristic frequencies depending on the localization of the defect (Mobley, 1999) . Defects in rolling bearings can be foreseen by the analysis of vibrations, detecting spectral components with the frequencies (and their harmonics) typical for the fault. There are five characteristic frequencies at which faults can occur. They are the shaft rotational frequency F S , fundamental cage frequency F C , ball pass inner raceway frequency F BPI , ball pass outer raceway frequency F BPO , and the ball spin frequency F B . The characteristic fault frequencies equations, for a bearing with stationary outer race, can be found in Mobley (1999) Table 1 . Class distribution of the examples defect and some bearing element happens, a short duration pulse is produced. This pulse excites the natural frequency of the bearing, resulting in an increase of the vibrational energy. The defect diagnosis based on the characteristic fault frequencies follows a set of consecutive stages usually denominated as envelope detection (or amplitude demodulation) (Harris & Piersol, 2002; McFadden & Smith, 1984) . The envelope is an important and indicated signal processing technique that helps in the identification of the bearing defects, extracting characteristic frequencies from the vibration signal of the defective bearing, because the mechanic defects in components of the bearing manifest themselves in periodic beatings, overlapping the low frequency vibrations of the entire equipment, for instance caused by unbalance of the rotor of the pump. The objective is to isolate these frequencies and their harmonics, previously demodulated by the Hilbert transform (Čížek, 1970) . With this analysis it is possible to identify not only the occurrence of faults in bearings, but also identify possible sources, like faults in the inner and outer race, or in the rolling elements. The first step in amplitude demodulation is signal filtering with a band-pass filter to eliminate the frequencies associated with low frequencies defects (for instance unbalance and misalignment) and eliminating noise. The frequency band of interest is extracted from the original signal using a FIR filter (Harris & Piersol, 2002; Oppenheim et al., 1998) in the time domain. The envelope can be calculated by the Hilbert transform (Čížek, 1970) . Given a signal h(t) in the time domain, the Hilbert transform is the convolution of h(t) with the signal 1 πt , that is,
The envelope of the signal in the discrete form is then given by
Since each considered example always presents at least one kind of defect (not only bearing defect), the approach to deal with this multilabel classification problem was to generate a binary rolling bearing classifier in the following way: all examples without any bearing fault constitute the negative class while the examples containing at least one kind of bearing defect belong to the positive class. The training base was created considering that each acquisition is formed by all signals collected by each sensor placed on each bearing housing of the motor pump. Table 1 shows the proportion of positive and negative examples where the positive class means the class of examples containing any rolling element bearing defect and the negative class is the class of examples that have no bearing fault. There are two important steps in the fault detection process. The first is to perform signal processing to generate the feature vector used in the subsequent classification step and the second step consist of inducing a classifier. In this experiment we extract features from some important bands of the envelope spectrum. We consider narrow bands around the first, the second, the third, the fourth, and the fifth harmonic of each characteristic frequency. Another useful information used was the RMS calculated from the spectrum of acceleration and from the envelope spectrum of each measurement point. In this experiment we use the Support Vector Machine (SVM) (Bishop, 2007; Theodoridis & Koutroumbas, 2006) classifier trained with its best number of selected features so its performance is maximized. We used the radial basis as the kernel function with the spread parameter gamma equal to 8, and set the cost parameter C of the C-SVM to 0.5. A detailed description about the real bearing fault examples and the mentioned classification approach can be found in (Mendel et al., 2009 ). Fig. 3 shows a ROC graph generated for the SVM induced classifier. Cross-Validation (10-fold) was used to estimate the classifier performance using the area under the ROC curve (AUC) as the performance criterion. With these experiments we are able to conclude that envelope analysis together with pattern recognition techniques really provide a powerful method to determine the condition that a bearing is defective or not.
Misalignment fault diagnosis
Misalignment is a mechanical problem with a high probability of occurrence. This kind of fault refers to problems related to the coupling between the shaft of the motor and the shaft of the pump, and occurs when they are parallelly oriented but do not coincide (parallel misalignment), or when they are not parallel but do coincide (angular misalignment). Both situations usually occur simultaneously, with a characteristic signature of a high vibration at the first, the second and the third harmonic of the main shaft rotation frequency, in both radial and axial directions. Fig. 4 shows the frequency spectrum of the velocity signal obtained from an accelerometer positioned near of the main shaft of a defective motor pump, in the case of misalignment and no other fault simultaneously. An experiment of misalignment diagnosis that is done inside a well controlled laboratory environment enables the emergence of the characteristic signature of the fault, and the induced classifiers can achieve a very high accuracy in the misalignment detection. In a real world situation, however, the complexity increases considerably. Many other types of mechanical defects generate vibrations in the same frequencies as misalignment, for instance unbalance and mechanical looseness, and in that cases the total RMS energy in such frequencies tends to accumulate in a manner that is difficult to predict. The possibility of correct diagnosis then depends on the analysis of the situation in other frequency bands in which the signature of other defects should be sought, as well as the absence of misalignment influence. Based on that, it is clear that the determination by a human expert which are the relevant frequency bands to be analyzed by the classifier is a non-trivial task. Therefore, an interesting approach to this problem is the methodology outlined in section 1, namely the extraction of a large amount of features (which are mostly the RMS energy of some important bands of the frequency spectrum), followed by the feature selection stage in order to seek for feature sets that maximize the misalignment diagnosis performance. Our experiments with the above presented motor pump faults database showed that the use of a single specific feature set to describe the whole process for the misalignment detection gives marginal results. A better approach has proved to be the training of several different misalignment classifiers, each one using a different feature set, and obtain the final classification of an unknown example combining the class result given by each one of these classifiers. This approach permits to alleviate the occasional presence of noisy information in a specific feature set, as other sets are also used for classification. The simplest approach to determine which are the different feature sets, each one generating a distinct classifier, is to perform the feature selection process by using an incremental selection algorithm, which gives as output the order in which each feature was selected (the feature rank). So, different feature sets can be obtained distinct from each other by the amount of features they have (for instance, a set composed of the first 15 selected features). Though sets with a greater number of features completely contain the sets with fewer features in a sequential search algorithm like SFFS, the classifiers still present different results, and this difference is emphasized by the usage of a cross-validation method in order to automatically tune the numerical parameters for each of the final selected feature sets. This approach was described in (Wandekokem et al., 2009 ) and the final classifier results will be shown here. To perform the experiments, we divided the complete database into a pair of training data and test data, each one with data obtained from oil rigs that are not used in the complementary base, and keeping the approximated proportion of 2/3 of the examples in the training database and the remaining 1/3 in the test database. We repeat that division process three times, evaluating three different experiments. While it is necessary to use data obtained from some oil rigs in more than one training database, the test databases for these experiments are disjoint. The first step in our evaluation is to select features with the SFS algorithm for each training database, using as the selection criterion the estimated accuracy of a SVM classifier by a 10-fold cross-validation, with the fixed parameters cost C = 0.5 and γ = 8.0. Selecting as the feature sets to be used in the final classifier ensemble are the 20 feature sets that maximize the criterion of the feature selection, and automatically tuning the values of their C and γ parameters by a cross-validation method. The final score value assigned to a test example can be calculated as the arithmetic mean of the scores assigned to by each of these 20 SVM classifiers. The scores are continuous values ranging from 0 to 1, and can be seen as the probability estimates of the example belonging to the positive class (defective pattern). Hence, as we used 0.5 as the score threshold value, an example with a final score below 0.5 was classified as the negative (non-defective) class. Table 2 presents, for each one of the three pairs of training and test databases, the class distributions and accuracies achieved by the final classifier architecture. A more robust approach should explicitly seek different classifiers, which will produce a high quality classifier ensemble, a desired situation in which the performance of the ensemble surpasses the performance of each one of its individual classifiers. The use of genetic algorithms can meet this requirement, as individuals that represent very distinct feature sets can be individually searched and developed. However, this approach still poses challenges, such as the determination of which classifiers (individuals) among the available ones will be used to compose the final classifiers ensemble and is left for future research.
Conclusion
We first gave an overview of feature models that can be used for fault diagnosis, obtained from sensors attached to an industrial process. We distinguished between feature extraction on the measurement level that provide the principal descriptors of the process condition like spectra or statistical parameters, and feature extraction on the information level, like Principal Component Analysis. In order to filter out the enormous amount of features, possibly generated by the extractor techniques, we employ feature selection to obtain the final set of characteristic descriptors for the process situation. Besides, we discussed performance criteria of a diagnosis system relevant to a specific application in fault diagnosis, like the area under the ROC curve. As an example application we pointed out a automatic fault diagnosis system for motorpump defects in a real-world environment of oil rigs. Given the variety of processes in which faults may occur, it is impossible to cover all relevant techniques that are useful for their detection. Our intention was to transmit our experience derived from a concrete problem in this very interesting and challenging field of research. We will try to further study sophisticated methods and apply them to automatic fault detection and diagnosis in order to improve the quality even more.
