In this paper we present a version of the (static) tra c equilibrium problem in which the cost incurred on a path is not simply the sum of the costs on the arcs that constitute that path. We motivate this nonadditive version of the problem by describing several situations in which the classical additivity assumption fails. We also present an algorithm for solving nonadditive problems that is based on the recent NE/SQP algorithm, a fast and robust method for the nonlinear complementarity problem. Finally, we present a small example that illustrates both the importance of using nonadditive costs and the e ectiveness of the NE/SQP method.
Introduction
Paraphrasing Wardrop 34] , the (static) tra c equilibrium problem is to nd a set of path ows that satisfy certain demand constraints and have the property that the cost on all used paths connecting an origin-destination pair is equal and less than or equal to the cost on all unused paths connecting that pair. In order to prove existence/uniqueness results and develop convergent algorithms, this problem has been formulated as a nonlinear program (NLP) 5], a nonlinear complementarity problem (NCP) 2, 33], a variational inequality problem (VI) 10, 11, 12, 30] , and a xed-point problem (FP) 4] .
Though the tra c equilibrium problem generally is stated in terms of path ows, paths usually are considered to be a nuisance by the developers of algorithms. There are two reasons. First, path \names" generally consist of the list of links or nodes that constitute the path, and these \names" can become quite long and hence di cult to store and manipulate. Second, since the path set cannot (e ciently) be completely enumerated, the number of paths is not known a priori, thereby complicating memory management and creating other software engineering di culties.
In order to avoid the nuisance of storing and manipulating paths, it is quite common (in both the theoretical literature and in practice) to assume that the cost on a path is the sum of the costs on the links that make up that path. This assumption makes it possible to use (what is generally referred to as) an arc formulation of the problem and not store path ows.
The purpose of this paper is twofold: (1) to show that, although it is convenient, the additivity assumption is inappropriate in a variety of di erent situations and (2) to describe a method for solving a nonadditive version of the problem. The particular model and algorithm we present allows for asymmetric elastic demand functions and asymmetric and nonadditive cost functions. Though we do not discuss it here, these results can also be applied to probabilistic versions of the problem (e.g., stochastic user equilibrium and entropy models), although we do not discuss such cases here.
Equilibrium with Nonadditive Path Costs
The (static, deterministic) tra c equilibrium problem (TEP) is typically set on a network comprising a set of arcs, A, and a set of nodes, N, with cardinalities n A and n N , respectively. Associated with this network is a set of origin-destination pairs, I, with cardinality n I . People travel between a particular origin-destination (O-D) pair i 2 I on a path in the set P i , the set of paths connecting O-D pair i. The cost experienced by a person using path p is given by C p : R n P + ! R + where n P denotes the cardinality of the set of paths P = i2I P i .
In the most general version of this problem, path costs can be a function of the entire vector of path ows and the number of people traveling between O-D pair i, and the demand function D i : R n I + ! R + is a function of the vector of (minimum) O-D travel costs, (min r2P j C r (F) : j 2 I). In this case, an equilibrium is typically de ned as follows (see 7] for a discussion of alternative de nitions):
De nition 1 A path ow vector, F 2 R n P + , is said to be an elastic tra c equilibrium i F p > 0 ) C p (F) = min r2P i C r (F) (1) for all i 2 I, p 2 P i , and X p2P i F p = D i (min r2P j C r (F) : j 2 I) (2) for all i 2 I.
The inelastic equilibrium problem is a special case of the elastic problem in which D i ( ) is constant.
Additive Costs
Perhaps the most natural way to formulate the TEP as an NLP, NCP, VI, or FP is to use path variables. However, these formulations have not been widely used because they are thought to be di cult to solve. In particular, when path variables are used, either the paths must be completely enumerated before the algorithm begins or the paths must be identi ed \on the y". The rst solution is computationally burdensome, and the second is thought to be cumbersome because the incidence relationship between paths and arcs must be maintained and manipulated and the number of paths is not known a priori.
To overcome these di culties, one often assumes that the cost on a path p is simply the sum of the costs on each arc in p. Speci cally, letting = ap ] represent the arc-path incidence matrix, c : R n A + ! R n A the arc cost function, and f 2 R n A + represent the arc ow vector, the additive model assumes C(F) = T c(f); (3) with f = F; here C is the vector of path cost functions.
The signi cance of this assumption is that it allows the path ow variables to be removed from the objective function of the NLP formulation of TEP (in the case of symmetric arc cost functions) and from the inequality in the VI formulation of TEP (in the case of general arc cost functions). Although the path ow variables remain in the constraint set, it becomes possible to solve TEP without storing path ows. This has two important implications from a software development standpoint. First, it means that the number of decision variables that need to be stored is known in advance (i.e., n A + n I ), thus greatly simplifying memory allocation. Second, the decision variables that are being stored can be easily identi ed (i.e., by their arc number in the case of arc ows and by their O-D number or associated pair of node numbers in the case of O-D demands/costs).
Situations in Which Costs Are Not Additive
Unfortunately, although they have been essentially ignored in the past by both researchers and practitioners, there are many situations in which the additivity assumption is inappropriate. These situations are particularly important today, in light of recent legislation such as the Intermodal Surface Transportation E ciency Act (which promotes congestion pricing programs) and the Clean Air Act Amendments (which mandate a reduction in automobile emissions in many cities). That is, a variety of transportation policies are being considered today that cannot adequately be evaluated by using additive path costs.
Nonlinear Valuation of Travel Time
The cost on a path typically includes, at a minimum, the time costs and the money costs of using that path. Using an additive model, one typically 4 assumes that the arc cost functions have the following form: c a (f) = a + 1 t a (f) + 2 t a (f) for all arcs a, where a is the (distance-based) nancial cost of using arc a, (e.g., tolls and distance-based operating costs such as maintenance), t a (f) is the time to traverse arc a given the current arcs ows f, 1 is the time-based operating costs (e.g., gasoline consumption), and 2 is the dollar value of time.
However, it has often been observed 19] that people value time nonlinearly. That is, small amounts of time have relatively low value whereas large amounts of time are very valuable. As a result, one must rst calculate the total time on the path and apply the value of time function to this total. Assuming that time-based operating costs are still a linear function of the total travel time, one is left with path cost functions of the following form:
where g p ( ) is an increasing function that converts time to money for path p. In actual applications, g p is unlikely to vary across paths although one can imagine situations in which the value of time varies with the attributes of the path (e.g., how pleasant the path is).
Nonadditive Tolls and Fares
When discussing the nonlinear valuation of travel time we assumed that the toll on a path was simply the sum of the tolls on the arcs that make up that path. Unfortunately this is often not the case. It is quite common for both highway tolls and transit fares (which are of interest because it is quite common to consider multimodal equilibria) to be nonadditive. For example, consider the following fares on the BART system: In fact, almost no toll roads or transit systems in the United States have an additive toll/fare structure. Instead, one must work with the pathspeci c nancial costs directly, which, even ignoring nonlinear value time functions, makes the path cost functions nonadditive.
Emissions Fees
It has long been argued that emissions fees should be used to internalize the externalities associated with automobile emissions. This strategy may result in nonadditive costs for two reasons. First, there is some evidence that emissions of hydrocarbons and carbon monoxide are a nonlinear function of travel times. Second, there is little doubt that social costs are a nonlinear function of emissions 20]. Hence, in order to set tolls equal to the the di erence between the social marginal cost and the private average cost, they will need to be path-speci c. Such a path-speci c toll structure immediately leads to nonadditive path cost functions.
The Nonlinear Complementarity Formulation
Combining the three observations above, one sees that a general path cost function would have the following form:
: ap t a (f) 1 A ; (4) where p now denotes the path-speci c ncancial costs (which are allowed to vary with ow levels to allow for di erent kinds of pricing schemes). Most existing \path ow" formulations of TEP continue to be appropriate when using such a nonadditive path cost function. For our purposes, the most important of these is the NCP formulation 2]. In this formulation, the problem is to nd the (path ows, O-D costs) vector pair (F; u) such that
where ? is the path{Origin{Destination pair incidence matrix.
We make the weak assumptions that the functions C and D are di erentiable and that for each path p, the function C p is positive. Additionally, we assume that D i is a nonnegative function for all i 2 I. As a result, an equivalent system has ? T F ? D(u) In what follows, we will need to assume that the tra c equilibrium problems being solved are guaranteed to have a solution. We make use of the following result, which is Theorem 5. 3 An Algorithm for Solving the Nonadditive Problem
As discussed above, perhaps the biggest advantage of the additive model is that it can be solved without the necessity of storing path ows. Many of the most widely applied algorithms take advantage of this fact 14, 23, 26, 27] . However, two types of schemes do generate and store path ows as needed: simplicial decomposition and column generation. In simplicial decomposition, the set of feasible ows is given as a bounded convex polyhedron so that each element can be described as a convex combination of the extreme ows of this set. The algorithms of this type proceed by working on the convex hull of a working set of extreme points, checking for termination conditions to be met. The weights associated with the current set of extreme points are then taken to be the decision variables. As a result, a signi cantly smaller number of variables is needed. Some recent examples of the simplicial decomposition approach include the work of Pang and Yu 29], who combined a linearization of the VI form of the problem with simplicial decomposition, and Lawphongpanich and Hearn 22], Smith 31, 32] , and Marcotte and Gu elat 25], whose simplicial decomposition approaches used a so-called gap function, a nonnegative measure that was zero only at an equilibrium point. For an extensive history on this approach, the interested reader should see the recent survey by Larsson and Patricksson 21] .
In the column generation approach, path ows are generated only when needed, thereby reducing the computational burden. The key is to have the algorithm identify those paths that will have ow on them in an equilibrium solution. Examples of column generation methods as applied to the TEP include the early work of Leventhal A Review of the NE/SQP Method NE/SQP is a recent method for solving general nonlinear complementarity problems. It is has been shown to be globally convergent and fast (Qquadratic rate) as well as robust, in the sense that the direction-nding subproblems are always solvable 28, 17] .
For a function G : R n + ! R n , NCP(G) is to nd an x 2 R n such that x 0; G(x) 0; and G(x) T x = 0:
The basis for the NE/SQP method is to solve NCP(G) by rst transforming it into the problem of nding the zero of a certain set of nonsmooth equations.
Speci cally, let the function H : R n + ! R n be de ned by H(x) i = min(x i ; G i (x)) i = 1; ; n: (6) It is not hard to see that a zero of this function H corresponds exactly to a solution to NCP(G). Unfortunately, because of the presence of the min operator, this function is not di erentiable (in the sense of Fr echet), so that standard algorithms such as Newton's method cannot directly be applied. However, NE/SQP is actually a nonsmooth extension of the Gauss-Newton method as applied to this function H.
Very much related to H is the norm function : R n + ! R n + de ned by (x) = 1 2 kH(x)k 2 ; (7) where we take k k to be the Euclidean norm throughout this paper. As a result, we see that NCP(G) can be cast as the nonsmooth, nonconvex optimization problem minimize x (x) such that x 0:
The basic scheme with NE/SQP is as follows: having an estimate x k of the solution, a new iterate x k+1 is generated according to the rule x k+1 = x k + k d k ; where d k is a suitable search direction and k is the associated step length needed for global convergence of the method. The calculation of the search direction entails the solution of a certain convex quadratic program (QP), which we will now explain. Having the iterate x k , the associated direction-nding convex quadratic subproblem is of the form
Note that the direction d = 0 is always feasible to this QP because each iterate x k is maintained nonnegative; see (8) . As a result, the feasible region is a nonempty polyhedron. Hence, taken together with the fact that the objective function is a quadratic bounded below by zero, this QP will always have a solution (by the Frank-Wolfe theorem 15]). In addition, this is a relatively easy QP to solve because it has a convex objective function and simple bound constraints.
Two conditions are su cient to guarantee the convergence of the NE/SQP method. The rst condition is s-regularity and generalizes the idea of nonsingularity.
De nition 2 A nonnegative vector x is said to be s-regular if the following linear inequality system has a solution in y: Using NE/SQP to Solve the Elastic, Nonadditive TEP
In this section, we modify the basic NE/SQP method presented above for use with the NCP formulation of the tra c equilibrium problem as given in (5) . The essential idea is to keep a working set of paths W whose elements can have nonzero ow. The associated path ows vector of size n W 1 is denoted as F W ; here n W = jWj. The remaining inactive paths have their ow automatically set to zero and the associated indices are collected into the set W where j Wj = n W . It is understood that the number of active paths n W is generally much less than the number of total paths n P . In combination with the n I O-D minimum times collected into the vector u, we attempt to solve the associated NCP of size n W +n I rather than the NCP with the n P +n I complete set of variables. The collection of indices for each of these reduced NCPs is given by S = W I, where jSj = n S = n W + n I .
Of course the selection of which paths will be in the initial working set is important as well as the method for updating the set W. We discuss these issues in more detail in what follows. A crucial point in making the path generation NE/SQP method work is to identify conditions that will allow us to conclude that we have actually solved the overall NCP of size n = n P + n I without enumerating all paths.
We will provide a lemma that will outline these conditions, but rst we need to introduce some notation that associates the functions used in the NE/SQP method with the size of the reduced NCP under consideration.
We can expand the function G( ) given in (5) (13) where A ; A denote respectively, rows and columns of the matrix A indexed by the sets and .
The reduced NCP automatically sets the inactive path ows equal to zero (i.e., F W = 0) and ignores the components G F W so that we get the reduced NCP as
We have made the rather weak assumption that for path p, the cost function C p (F) does not depend on paths with zero ow; that is, C p (F) = C p (F W ). 
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Note that, without loss of generality, we have arranged the vector x so that the rst n S components relate to x i for i 2 S. The related reduced QP subproblem is thus of the form
Lastly, let the forcing function z S : R n + R n ! R + be de ned as
(20) Note that by setting all the inactive paths to zero, without loss of generality, we can express the functions above in terms of the vector x S rather than the entire vector x T = (F T W u T F T W ). We see that the functions H; ; , and z take the n vector x as their argument of which n W of the components are xed at a value of zero. In that sense, one can think of them also as taking vectors of size n S as their arguments. The important point is that from (13) , including the values of F W = 0 into the vector x or leaving them o makes no di erence in the value of (G F W ; G u ) and related functions. We will rst show that (i) and (ii) imply that x is a solution to TEP. Since S (x S ) = 0, we see that the rst summand is zero. Also, since x j = 0 for all j 2 W and j (x) = 1 2 x 2 j for all j 2 W \ (I x (x) I e (x)), the second term is also equal to zero. And lastly, for any path j 2 W \ I G (x), with associated O-D pair k, letting the matrices = ap ] and ? = pi ], we must have G j (x S ) = C j ? X i2I ji u i < 0 = x j or that path j has less cost than u k . So in light of the shortest path premise
(ii), the set W \ I G (x) must be empty. Noting that the empty sum is equal to zero, we see that (i) and (ii) imply that (x) = 0 or that x is a solution to NCP(G).
As for the other direction, we note rst that is the sum of nonnegative Clearly, j cannot be in I x I e , because if so, this would mean that F j G j (x) < 0, a contradiction to the fact that path ows are maintained non-
a contradiction. Consequently, we see that condition (ii) is satis ed. 2
The importance of this result is that we need only solve NCPs of reduced size and check shortest path conditions to actually solve the overall NCP. This result is the main justi cation for the path generation method. It is assumed that the shortest path calculations can be performed e ciently on the n I origin-destination pairs and that the reduced NCPs of size n S = n W + n I are still computationally manageable.
The path generation NE/SQP approach can now be presented. The main idea is to apply NE/SQP to the reduced NCP of order n S = n W + n I . If a correct set of active paths W is selected, then, barring any lack of descent in (due to the condition S (x k S ; d k S ) = S (x k S ) or the lack of regularity at an accumulation point), by Lemma 1, if all the variables u i represent times less than or equal to the shortest O-D paths, solving the smaller problem is su cient to solving the overall NCP of size n P + n I .
During an intermediate step of this modi ed NE/SQP algorithm, the method may stall because the wrong set of active paths has been identi ed. Stalling here means that S (x k S ) = 0, but there still exists an inactive path p serving O-D pair k with lower cost than the current value of u k . In particular, then we must have G p (x k S ) < 0. As a result, a change of the index sets W and W is needed. Note that we have ignored the case that S (x k S ) = S (x k S ; d k S ), which could also have produced nondescent or stalling in . Ignoring this case is reasonable because in the numerical experiments in 28, 17] , this condition was not checked yet convergence of the method was not hampered. Also, even if this condition were encountered during the running of the algorithm, we could just restart at a new point.
Of course, it is important to consider which path or paths should be brought into the working set W. The relevance of this lemma with the algorithm being presented is that at iteration k i , since a new path p is to be added, we must have
We will use this condition in later computations.
At iteration k i , we are given the current set of indices S k i = W k i I and the current iterate x k i S k i as well as the new counterparts S k i +1 = W k i +1 I and x k i +1 S k i +1 . For notational simplicity, we will denote, respectively, the In what follows, we will present calculations that will be useful for avoiding a complete resolving of the QP subproblem at iteration k i . Notationally, we will take the matrix M SS (x S ) and add columns and rows referring to the new paths being added. The result is a matrix of the following form (the argument x S has been dropped for notational convenience):
where N is the set of indices for the new paths being added, n N = jNj, M SS 2 R n S n S , M SN 2 R n S n N , M NS 2 R n N n S , and M NN 2 R n N n N . It is not hard to see that when jNj > 1, the new value of (i.e., S 0 ) will also necessarily increase and the previous logic remains valid 3 We note that the quadratic program given in (23) always has a solution. To see this we rst write out the associated KKT optimality conditions. 
These conditions constitute a linear complementarity problem (LCP) with data (A; b). We will make the weak assumption that @Cp @Fp > 0 for all paths p. Then, since A is the sum of two matrices with nonnegative entries one of which has positive diagonals (i.e., M T NN M NN ), by Theorem 3.8.15 in 9], A is a Q-matrix for which the LCP above has a solution for all possible b.
It should be clear that great computational savings may be achieved by computing a search direction in the manner described above, essentially avoiding solving the QP subproblem of size n S 0 . The complete algorithm for the modi ed NE/SQP method can now be summarized as follows:
Step 0: Initialization Select parameters ; 2 (0; 1), and set k = 0. Arbitrarily select n W ; F 0 W 2 R n W + and u 0 2 R n I such that the network is strongly connected given W. Step 1: Generate Search Direction
Having the sets W(= W k ); W(= W k ); S(= S k ), and the vector x S , solve the QP (19) with solution d S .
Step 2: Update 
Proof
From the NE/SQP algorithm and the description of the path generation approach above, we see that either we increase the cardinality of W k at each iteration or we stop because the conditions (i) and (ii) of Lemma 1 have been satis ed. In the latter case, we will have solved NCP(G) so we consider the other possibility. Since the number of paths is nite, we see that eventually, W k = P and we will be solving the overall NCP for which convergence is guaranteed by the NE/SQP method. 2 22 
Numerical Examples
To provide concrete evidence of the importance of including nonadditivities and the potential viability of solving nonadditive problems, we now present some illustrative numerical examples. For these examples, unless otherwise speci ed, we have selected a starting point by solving n I shortest path prob- 
The Network
The network used for these examples is shown in Figure 1 . This network has 9 nodes, 28 arcs and a large number of paths connecting any two nodes. The travel time on each link is given by a so-called Bureau of Public Roads (BPR) function with the form t a (f a ) = A a + B a f a K a 4 ; (26) where A a denotes the free-ow travel time in minutes on arc a, K a denotes the practical capacity of arc a in hundreds of vehicles, and B a is the congestion parameter for arc a. The value of the parameters for each arc are shown in Table 1 .
An Example with Separable Demand Functions
There are 72 origin-destination pairs in this example, and a logit function was used to model the O-D demand. This demand function can be thought of as representing the number of people that choose to drive rather than take transit given the cost of the two competing modes. Speci cally, the demand functions had the form D i (u i ) = Q i 1 1 + e (? i +! i u i ) (27) where Q i can be interpreted as the total demand across all modes for O-D i, i can be interpreted as the di erence in the attractiveness of the two modes connecting i, and ! i is a sensitivity parameter for i. The speci c Table 2 . In order to provide some intuition into the meaning of these parameters, they were determined in such a way as to represent transit travel times of approximately twice the auto free-ow times and transit fares between $5.00 and $15.00 (depending on the O-D pair (28) where p represents the tolls on path p and the parameters were set to = 1 and = 3. Again, to provide some intuition, a plot of the cost on a representative path versus the total travel time on that path is shown in Figure 2 .
The particular choice of our nonadditive path cost functions allowed us to solve the shortest-path problems in the usual way; see the appendix for details. Other more general choices for nonadditive costs do not necessarily work out as well. Tables 3, 4 , and 5, which contain the equilibrium arc ows/costs, O-D demands/ ows, and path ows/costs (on the used paths), respectively. Two factors need to be checked to demonstrate that this is an equilibrium. First, the actual amount of ow betwen every O-D pair must equal the demand for that O-D pair given the path costs; this is easily seen to be true in Table  4 . Second, the cost on all used paths connecting a particular O-D pair must be equal and not greater than the cost on any unused paths; the fact that all used paths have equal cost can easily be seen in Table 5 . That these costs exceeded the cost on all unused paths is somewhat more di cult to verify, but is in fact the case. A total of 113 paths was generated, though only the 85 paths with positive ow are shown.
The results with tolls are shown in Tables 6, 7 , and 8. In this case the total number of paths generated increases to 116, and the total number of used paths falls to 83. Not surprisingly, the ow on the tolled arcs (2, 10, 12, and 20) decreases as a result of the toll, as does the ow on the paths that use these arcs (e.g., 1-4, 1-4-7, 2-1-4, and 2-1-4-7 for arc 2, which has a tail node of 1 and a head node of 4). Of the remaining 24 arcs, the ow decreases on 10 and increases on 14. As can be seen from looking at Tables 4 and 7 , these changes in arc ows are primarily a result of changes in path ows, since the total demands remain relatively constant. The only exception is the O-D pairs that are \directly" a ected by the tolls (e.g., 1-4, 1-7, and 4-7).
The Impact of Nonadditive Cost Functions
To illustrate the impact of using nonadditive cost functions, we took the above example one step further and solved for an equilibrium both with and without the toll assuming additive costs. Speci cally, we identi ed a linear value of time function (namely, $5.50 per half hour) that would yield results similar to the nonadditive model when there were no tolls. We then compared the predictions that would be made by the two models in the presence of tolls.
The results for the nonadditive and additive cases when there are no tolls are given in Table 9 . As can be seen the solutions are quite similar; the largest di erence in arcs ows is only 6%.
In the presence of tolls one would expect the two models to make very di erent predictions. In particular, for \shorter" paths one would expect the additive/linear model to predict smaller changes due to tolls, and for \longer" trips one would expect the additive/linear model to predict larger changes. The di erence is because for the additive model, the toll is a smaller portion of the total path cost for short trips (as compared with the nonadditive/nonlinear model) and a larger portion of the total path cost for long trips (again as opposed to the nonadditive/nonlinear model).
The results of the two models in the presence of tolls are given in Table  10 . As expected, the results of the two models are quite di erent. As shown in Table 11 , the \short" paths 1-4, 1-4-7, and 2-1-4 have fairly similar ows in both the additive and nonadditive case, while the \long" path 2-1-4-7 has very di erent ows in the two cases. (Of course, when making such comparisons it is important to recall that equilibrium path ows are not unique.)
The implications can be quite important from a policy perspective. In particular, a toll designed to reduce congestion would have a much smaller impact than would be predicted by using an additive model with a linear 26 value of time function.
An Asymmetric Example
We now present an example to illustrate that this method can also be applied to problems with asymmetric demand functions (note that the path cost functions above are already asymmetric even though the arc cost functions are separable).
In particular, we assume that while the total demand from each origin is known, the proportion of that demand bound for each destination is unknown. We use an exponential gravity model of the form D ij = 125:0 e ?0:1u ij P k2N e ?0:1u ik ; (29) where (with a slight abuse of notation) D ij is the demand for O-D pair ij and u ij is the (minimum) O-D travel cost.
The solution for this problem is shown in Tables 12, 13 , and 14. This solution is clearly an equilibrium.
Not surprisingly, O-D pairs that are relatively far apart (e.g., 1-9, 1-6) have signi cantly lower demand than those that are closer together (e.g., 1-2 and 1-4). Also not surprisingly, those paths with high cost (e.g., 1-5-8-9, 3-5-4-7) have relatively low ow whereas those with low cost (e.g., 1-2, 9-6) have relatively high ow.
Perhaps the most interesting result from this example is that while 108 paths were generated, only 76 are used in the equilibrium solution. Indeed, we were consistently able to nd solutions in which a single path was used for many O-D pairs and at most two or three were used for all O-D pairs. We found this to be quite surprising because we expected to be able to nd equilibria in which only ve or more paths were used for most O-D pairs. The result suggests that path enumeration may not be such a tedious task after all.
Conclusions and Future Work
We have demonstrated two points in this paper. First, using both qualitative arguments and numerical examples, we have shown that many of today's important transportation policy questions cannot be answered using existing models that employ additive path cost functions. Second, we have shown that algorithms for solving large-scale, elastic, nonadditive tra c equilibrium problems probably can be developed. Several important tasks remain to be completed before the ideas presented here can be applied, however.
First, it will be necessary to formulate and estimate realistic path cost/utility functions. Clearly, a considerable amount of research has already been done on such factors as value of time functions, fuel consumption functions, vehicle operating cost functions, and travel disutility functions. However, the task of incorporating all of this research into a exible, uni ed path cost/utility function still remains.
Second, work needs to be done to ensure that either the NE/SQP method or other methods can be used to solve large-scale problems. This will, at a minimum, involve developing methods for e ciently storing and manipulating path variables, calculating shortest paths when the costs are nonadditive. It would also be informative to see a comparison of di erent algorithms, since their performance on nonadditive problems is likely to be quite di erent from that on additive problems. For example, we have already learned that diagonalization methods do not work very well on nonadditive problems, apparently because the diagonalized subproblems are very bad approximations of the true problem.
In addition, it is important to consider how the ideas developed here can be applied to other path-based network equilibrium problems. For example, the simultaneous route and departure-time equilibrium problem 16] is most easily formulated using path variables. As another example, researchers have struggled with including entropy terms in TEP 6] because they include path variables. The ideas developed here should both facilitate the solution of those problems and allow them to be expanded to include nonadditive costs.
Appendix A A Special Case of Nonadditive Path Cost Functions
As mentioned in the introduction, while it is quite common to assume that path costs are an additive function of link costs, there are many situations in which this assumption does not hold. In most such cases it is necessary to use a path formulation of TEP. However, there is one class of nonadditive path costs for which this is not necessary. In particular, suppose that C p (F) = g P a2A ap c a ( F)] for all p 2 P, where g : R + ! R + is mono-tone increasing. Then, it turns out that one can nd an equilibrium for the nonadditive problem by solving an appropriate additive problem. This result may be somewhat surprising because it is not true of complementarity problems in general. In other words, given G : R n + ! R n and x 2 R n + such that G i (x) 0 i = 1; : : :; n (30) G i (x)x i = 0 i = 1; : : :; n; (31) it is not, in general, the case that g G i (x)]x i = 0 i = 1; : : :; n; (32) even when g is monotone increasing. For example, suppose that x j > 0 for some j 2 f1; : : :; ng. Then it must be the case that G j (x) = 0. However, this does not imply that g G j (x)] g(0) = 0.
As it turns out, the TEP is not an ordinary complementarity problem. ) (33) for all i 2 I and p 2 P i . Then, it follows that
for all i 2 I and p 2 P i . Proof
We know that 
) g " X The implication of this result is that we can ignore the transformation g and solve an equlibrium problem with simple additive costs, since the feasible regions for the two problems are identical. That is, if we letC p (F) = P a2A ap c a ( F) for all p 2 P and nd an equilibrium forC it will also be an equilibrium for C.
When demand is elastic (and the inverse demand function exists), a similar result holds. In particular we have the following theorem.
Theorem 6 Suppose g is invertible and F 2 R n P + satis es the conditions that Remark:
It is interesting to note that we can generalize g and still get the same results as shown above. The key idea is that the functions g and min should
commute. The result below describes necessary and su cient conditions on the function g to make this true. The nonadditive formulation that we have employed uses gp = g for all paths p but adds tolls. Selectively including or excluding tolled links (if the number of tolled links is small) allows all shortest-path calculations to be performed in a conventional manner despite the nonadditive costs.
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With x = x min this forces the desired result.2
The importance of this result is that functions that are not monotone increasing can also be used, for example, g(x) = sin(x) with D = 0; ] would be valid.
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