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Abstract 
 
Hydrogen is known to be present as an impurity in amorphous oxide semiconductors at the 0.1% 
level. The behavior of hydrogen and oxygen vacancies in amorphous In-Ga-Zn-O is studied using 
density functional supercell calculations. We show that the hydrogens pair up at oxygen vacancies in 
the amorphous network, where they form metal-H-metal bridge bonds. These bonds are shown to 
create filled defect gap states lying just above the valence band edge and they are shown to give a 
consistent mechanism to explain the negative bias illumination stress instability found in oxide 
semiconductors like In-Ga-Zn-O (IGZO).  
 
Introduction 
Amorphous oxide semiconductors such as InGaZn oxide (IGZO) are replacing hydrogenated 
amorphous silicon (a-Si:H) as the main large-area semiconductor for display applications for both 
drivers of organic light emitting diodes, and for pixel switches in active matrix liquid crystal displays, 
because of their higher electron mobility [1,2]. The high mobility of these oxides arises from the s-
like character of their conduction band edge states, which are less sensitive to disorder [1-4]. Roughly 
speaking, for IGZO, the In supplies the mobility, the Zn makes the system amorphous by the mixed 
ion effect and Ga helps to make oxygen deficiency more costly.  
However, despite these advantages, IGZO suffers from some instabilities, particularly the 
negative bias illumination stress (NBIS) instability [5-10], whose mechanism is still contentious. The 
instability is essentially a persistent photoconductivity caused by the photo-excitation of electrons 
from defect gap states lying just above the valence band edge into the conduction band. The gap states 
are seen by hard x-ray photoemission spectroscopy (XPS) [11,12].  
The have been several models for this effect, but each model has problems. The instability has 
been linked by many groups to the oxygen vacancy because the vacancy is a common defect in 
oxides, and the instability tends to be worse in oxygen deficient samples [13-17]. The O vacancy is 
also a ‘negative U’ defect, which produces an energy barrier which inhibits the recombination of the 
photo-excited electrons and so gives rise to the persistent photoconductivity [18,19]. However the 
vacancy states lie too high in the gap compared to their energy as seen by photoemission.  
Another possibility is that the instability is due to oxygen interstitials, which have been seen in 
various random network models, and which, unlike vacancies, give rise to states in the right energy 
range just above the valence band edge [20-24]. This defect can also have a negative U property in 
some cases. However, the interstitial is an oxygen excess defect, and processing the films to remove 
oxygen deficiency is known to reduce the instability [16,17]. 
The third possibility is that the instability is due to hydrogen [25-26]. It has been proposed that the 
instability is due to single hydrogen atoms undergoing a deep to shallow transition and becoming a 
donor, and thereby creating the photoconductivity. However, this model also does not correspond to 
an oxygen deficiency. On the other hand, annealing IGZO in water vapor at certain temperatures or in 
low levels of hydrogen can reduce the number of active defects [27,28]. Generally, hydrogen and 
water have some unusual behaviors in these oxides and this would benefit from a deeper 
understanding [29-32].  
We have recently proposed that the instability is caused by a hydrogen atom pair at an oxygen 
vacancy, based on calculations using amorphous (a-) ZnO as a simple model system [33]. This model 
is an adaption of the defect in c-ZnO previously studied by Du and Biswas [34]. The hydrogen pair 
were shown to give rise to filled states in the lower part of the band gap of ZnO, just where they are 
observed by XPS in a-IGZO [11]. The infra-red signature of bridging metal-H bonds, a key aspect of 
the hydrogen atom pair defect, has also been observed by Bang et al [35]. The defect is an oxygen 
deficient defect and also has the negative U property. 
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However, hydrogen has a range of behaviors in crystalline ZnO, for example as an interstitial 
donor [36-40] but generally hydrogen has a lower concentration in crystalline ZnO than the carrier 
concentration seen in the photo-excited state of a-IGZO, or the density of gap states seen in 
photoemission. Also, ZnO is not readily made amorphous [41], so it is also useful to study the defect 
behavior in amorphous IGZO itself.  
Thus, it would be useful to show that the hydrogen pair model applies to a-IGZO itself, to show 
why the amorphous IGZO or a-ZnO can absorb more hydrogen than the crystalline oxides, and to 
show why the hydrogen tends to exist as the compensated state not as the donor state when present in 
larger quantities. To do this, we study the oxygen vacancy in c-ZnO, a-ZnO and IGZO, to find its 
dependence on disorder, and on composition in IGZO. We then calculate the properties of two 
hydrogens at the O vacancy, and how this defect formation energy varies with disorder, and how it 
varies from ZnO to IGZO. Overall, it is found that disorder lowers the cost of creating the O vacancy, 
and this allows higher H concentrations. It is also found that hydrogen in higher concentrations as in 
the amorphous phase tends to pair up into a compensated state. Thus, hydrogen in amorphous IGZO 
tends to follow Anderson’s model that an electron-lattice coupling tends to open up a band gap at the 
Fermi level, which overcomes any doping effects. 
 
Methods 
The calculations of defect geometries are carried out using the ab-initio plane-wave density-
functional code CASTEP [42]. We use norm-conserving pseudopotentials, retaining the Zn 3d, 4s and 
O 2s, 2p orbitals in the valence shell. Initially, the generalized gradient approximation (GGA) is used 
to represent the electronic exchange-correlation function. Energy minimization continues until the 
residual force on each atom is below 0.001eV/Å. The simple GGA grossly under-estimates the band 
gap in the post-transition metal oxides like ZnO [43-46]. The GGA+U method is used to improve this. 
It applies an empirical repulsive potential U to both the Zn 3d states and O 2p states to widen the gap 
[43-45]. It has a similar computational cost as GGA itself, and it is used in this paper for molecular 
dynamics calculations to generate random network structures and for relaxing large supercell models. 
However, it does not fully open up the gap, and it is less reliable for the hydrogen states.  
Thus for the electronic spectra and total energy calculations such as for defect formation energies, 
we use the screened exchange hybrid functional [47]. This is a parameter-free functional which mixes 
in a fraction of exact (Hartree-Fock) exchange with the local density approximation exchange-
correlation functional, screened as a function of distance. It gives the correct band gaps, but is over 
x100 slower than GGA.  
Another hybrid functional, by Heyd, Scuseria and Ernzerhof (HSE) [48], is also used in some 
cases to calculate defect formation energies in the random networks. In this case, the fraction of 
Hartree-Fock exchange is increased from the standard value of 25% up to 37.5% in order to fit the 
ZnO band gap, following Oba [49]. However, this version does slightly under-estimate the binding 
energies of the Zn 3d states compared to experiment [50].   
    The defect formation energies of the intrinsic defects are calculated within the scheme of Lany and 
Zunger [51] to correct for finite size effects for the charged defects. The formation energies of each 
charge state are given by  
 
Hq(EF,μ) = [Eq – EH] + q(Ev+∆EF) + ∑α nα(μα0 +∆μα)    [1] 
 
where q is the charge on the system, Eq is the energy of charged system with a defect, EH is the energy 
of charged system with no defect. EV is the valence band maximum (VBM) and EF is the Fermi level 
with the respect to VBM. nα is the number of atoms of species α, μα is the relative chemical potential 
of element α. We note that the first two terms are equal to the difference between the total energy of 
charged defect system and total energy of the neutral defect-free system. Oba et al [49] have 
cpreviously studied the finite size effects for ZnO and noted that 96 atom supercells are enough to 
allow for corrections. 
     Generally, defect formation energies are quoted at the thermodynamic equilibrium limits, such as 
O-rich given by the O chemical of the O2 molecule, or the O-poor limit given by the Zn/ZnO 
equilibrium. In the Zn-O-H system, this is complicated because the H2/H2O equilibrium is in the same 
energy range, so that the relevant limit here is the O-poor/H-rich limit [34]. 
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Results  
Bulk ZnO 
 
Fig. 1(a) shows the band structure of bulk crystalline wurzite ZnO calculated by the sX 
functional. The calculated band gap is 3.4 eV, which equals the experimental value. The Zn 3d states 
lie at -7.7 eV [50]. The calculated heat of formation is -3.87 eV per O atom.  
The amorphous ZnO models of 96 atoms were built in several stages. First, a random network of 
ZnO is created by a high temperature molecular dynamics (MD) anneal of crystalline ZnO at 2000 K 
for 20 ps. It is then cooled down to 300 K in 20 ps. Finally, the system is relaxed to an energy 
minimum.  
The density of a-ZnO is set at 4.62 g/cm3 compared to 5.44 g/cm3 for c-ZnO [52]. The heat of 
formation of a-ZnO is calculated to be -3.28 eV per O atom in HSE compared to 3.87 eV per O atom 
for c-ZnO (Table 1). The density of a-ZnO has a considerable effect on its heat of formation, and also, 
as we see shortly, on the formation energy of its O vacancies. 
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Fig. 1. (a) Band structure of wurzite ZnO using the sX functional. (b) An amorphous ZnO random 
network, (c) the partial density of states on the bulk 4-fold and 3-fold Zn and O sites compared. (grey 
= Zn, red = O) and (d) its coordination number distribution. 
 
ZnO is basically a sp3 bonded network. It can be compared to the random networks of III-V 
compounds like a-GaAs. Unlike a-GaAs, a-ZnO is a fully chemically ordered network with no like-
atom bond, Fig 1(b) [53]. As in a-GaAs, the other possible defect in a-ZnO is the mis-coordinated 
atom for example 3-fold Zn or 3-fold O. This type of defect was recognized early on in a-GaAs 
[54,55]. In previous calculations on the III-V network a-AlN, the fraction of 3-fold sites depended on 
the basis set [56,57], but this is less of a problem when a plane wave basis set is used. 
Fig. 1(b) shows one of the calculated a-ZnO random networks. The presence of a bond between 
adjacent atoms was analyzed using the bond overlap population rather than in terms of bond 
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distances. The bond overlap integral is the overlap integral of the occupied plane-wave states 
projected onto localized orbitals on atomic sites, S=<a|b>. A cut-off at S=0.05 is used to define 
whether a bond exists or not. The coordination distribution is shown in Fig. 1(d). We find there are no 
like-atom bonds in the network, and that there are under 3% of 3-fold or 5-fold Zn and O sites.  
Fig 1(c) shows the partial density of states (PDOS) on the 4-fold and 3-fold Zn and O sites of the 
random network. We see that the states of the ‘defect’ 3-fold sites lie around the band edges of the 
majority 4-fold sites, but they do not form states within the band gap. In this sense, they could be 
considered to be like 3-fold sites on a non-polar (110) surface of c-ZnO. 
 
Bulk c- and a-IGZO 
 
     
 
Fig 2. (a) unit cell of c-IGZO. (b) The four different O vacancy sites in c-IGZO, shown in yellow. (red 
= O, grey = Zn, blue = Ga, brown = In). 
 
    Fig 2(a) shows the unit cell of crystalline IGZO [58,59,60]. The unit cell is long and thin, which is 
less convenient for supercell calculations. Each metal atom has a different coordination, Zn is 4-fold 
tetrahedral, Indium is 6-fold octahedral, while Ga has a 5-fold coordinated site with 3 bonds within a 
plane and two apical sites along Oz. The oxygen sites are a mixture of 4-fold and 3-fold coordination. 
The structure has features of a layered structure with Ga-O bonds almost forming a plane on which is 
built a layer of tetrahedral Zn sites with oxygens, followed by the octahedrally coordinated In sites.  
(a)      (b)  
Fig. 3. (a) Random network of a‐IGZO: with blue=Ga, brown=In, grey=Zn, red=O. (b) the partial 
density of states (PDOS) of each atom type, including at a H bridge site. The Zn 3d PDOS is cut‐off at 
the top. 
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  Fig 3(a) shows a 116 atom random network of a-IGZO. The density of a-IGZO is taken as 6.04 
g/cm3 compared to 6.36-6.4 g/cm3 for the crystalline phase, from experiment [61,62,23]. In this 
network, most Zn atoms have 4-fold coordination and most In and Ga are 5-fold or 6-fold coordinated 
as in other works [59,60,23]. There are only metal-oxygen bonds. Fig 3(b) gives the PDOS of 
crystalline IGZO for sX. The band gap is 3.1 eV. 
    The heat of formation of crystalline IGZO can be calculated to be -3.91 eV per O atom in HSE with 
α=0.375%. This heat of formation is very close to that of ZnO. This arises because In2O3 has lower 
heat of formation per O, but Ga2O3 has a higher heat of formation than ZnO.  
    The heat of formation of a-IGZO is -3.60 eV per O atom in HSE, compared to -3.91 eV per O atom 
for the crystal. This is a smaller change on amorphization for IGZO than for ZnO, showing that IGZO 
can be amorphized more easily. This is expected for a three cation system. 
 
 crystalline  amorphous  
ZnO -3.87 (5.44 g/cm3) -3.28 (4.62 g/cm3) 
Ga2O3 -4.21  
In2O3 -3.92  
IGZO -3.91 (6.4 g/cm3) -3.60 (6.04 g/cm3) 
H2O -3.34  
H2 -4.09  
 
Table 1. Calculated heats of formation per O atom (eV), from HSE with mixing fraction α=0.375. 
Mass densities for each phase are also given. 
 
O vacancies in ZnO  
 
    There is a single type of O vacancy in ZnO, where the vacancy site is surrounded by four Zn atoms, 
each with a Zn sp3 hybrid directed to the vacancy [19]. In c-ZnO, the vacancy formation energy is 
calculated to be 4.62 eV in the O-rich limit and 1.28 eV in the O-poor limit. 
    Normally, the vacancy formation energy is calculated in the O-rich limit (where the O chemical 
potential is half that of the O2 molecule) and in the O-poor limit (where the O chemical potential is 
that of the metal oxide/metal equilibrium.) However, for the case of oxides containing hydrogen, the 
O-poor limit can be defined instead as that of the H2/H2O equilibrium which lies at -3.34 eV, just 
below that of the Zn/ZnO equilibrium.  
 
Oxygen 
vacancy 
Formation energy (eV/O)  
O rich O poor (H2/H2O 
equil) 
VO/2H0 
O-poor 
Vo (xtal) 4.62 1.28 1.97 
Vo1 0.96 -2.32 -0.15 
Vo2 1.08 -2.21 0.23 
Vo3 2.40 -0.88 -2.51 
Vo4 2.82 -0.46 -0.28 
Vo5 2.88 -0.40 -1.35 
Vo6 3.79 0.51 -3.43 
Vo7 4.19 0.91 1.16 
 
Table 2. Formation energies of 7 representative O vacancies in a-ZnO compared to a vacancy in c-
ZnO. Note the large range. Also given are the formation energies of the neutral VO/2H complexes in 
c-ZnO and a-ZnO in the O-poor/H-rich limit. The energy of this complex in the O-rich limit is 6.57 
eV larger. 
 
    In a-ZnO, we have examined 7 representative oxygen vacancies. These are found to cover a wide 
range of  formation energies, from 0.96 eV to 4.19 eV in the O-rich limit, or -2.32 eV to 0.91 eV in 
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the O-poor limit (Table 2). These defect formation energies are a large change from those in c-ZnO. 
Fundamentally, this occurs because of the lower density of a-ZnO and also because of the relative 
instability of a-ZnO compared to c-ZnO. This means that the O vacancy and the surrounding network 
can relax its atomic configuration considerably in a-ZnO and so reduce its formation energy. 
 
O vacancies in IGZO 
  
  Turning to IGZO, there are four chemically distinct types of O vacancy sites in crystalline IGZO, as 
shown in yellow in Fig. 2(b) and enlarged in Fig 4.  Table 3 shows their defect formation energies in 
the O-rich and O-poor limits as calculated in HSE (=0.375). The formation energy varies with the 
vacancy, according to the types of bond broken to form the vacancy [63]. To rationalize this, we have 
given the bond strengths an empirical ‘composition index’ of 1 for Ga-O, 0.5 for Zn-O and -1 for In-
O. The formation energies are found to vary roughly in proportion to this index, see Fig 6.   
   We have then created 8 representative oxygen vacancies in a-InGaZnO. These are found to have a 
range of formation energies, as given in Table 4. Again, the vacancy formation energy depends 
primarily on the type of bonds broken to form the vacancy, as in the crystal. We plot in Fig 6 the 
vacancy formation energy in the O-poor limit in a-IGZO against this index. It is seen to give a good 
description of the variation, showing that chemical disorder is the main component of the formation 
energy rather than the structural disorder.     
     It is particularly noticeable that the range of defect formation energies for O vacancies in a-IGZO 
(1.4 eV) is much smaller than that in a-ZnO (3 eV) and much closer to their formation energy in the 
crystal. This indicates that IGZO is able to tolerate disorder more easily than a-ZnO. Also a-IGZO is 
5.96% less dense than c-IGZO where a-ZnO is 17.7% less dense than c-ZnO.  
 
 
(a)
 
(b)
(c)  
(d)  
 
Fig. 4. The coordinations of the four chemically different O vacancy sites in c-IGZO. 
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Fig. 5. Formation energy for various O vacancies in c-IGZO and a-IGZO vs. an empirical 
‘compositional index’ as given in Tables 3 and 4.  
 
 Formation energy (eV/O) Number of neighbors 
Oxygen 
vacancy 
O rich O poor 
(H2/H2O equil) 
VO/2H0 
O-poor/ H-rich limit 
In Ga Zn index 
Vo1 4.90 1.56 2.57 3 0 1 -0.5 
Vo2 5.41 2.07 2.49 0 1 3 2.5 
Vo3 5.21 1.88 2.26 0 3 0 3 
Vo4 5.10 1.76 3.09 3 1 0 -2 
 
Table 3. Vacancy formation energy in the O-poor limit (HSE =0.375) and the type of metal 
neighbors for different O vacancies for c-IGZO. Also given is the formation for the neutral VO/2H 
complex. 
 
 Formation energy (eV)  Number of neighbors 
Oxygen 
vacancy 
O rich O poor 
(H2/H2O equil) 
VO/2H0, O-
poor limit 
In Ga Zn index 
Vo1 4.62 1.28 1.66 1 2 1 1.5 
Vo2 4.56 1.22 1.57 1 1 2 1 
Vo3 3.94 0.60 0.76 1 0 3 0.5 
Vo4 4.81 1.48 1.91 1 1 2 1 
Vo5 4.85 1.51 -0.12 0 1 3 2.5 
Vo6 4.77 1.43 2.25 1 1 2 1 
Vo7 3.89 0.56 1.07 2 1 0 -1 
Vo8 3.28 -0.06 1.62 2 1 0 -1 
 
Table 4. Vacancy formation energy in the O-poor and O-rich limit, and the number of metal neighbors 
for various O vacancy configurations in a-IGZO. Also given is the formation energy for the neutral 
VO/2H complex. 
 
Hydrogen configurations at c-ZnO defects and surfaces 
 
   We now discuss hydrogen bonding configurations, first in ZnO and then in IGZO. As a reference 
system, the hydrogen bonding in silicon is easily described. Si has four sp3 hybrids each possessing 
one electron. When a Si sp3 hybrid bonds to a hydrogen, each atom contributes one electron to the Si-
H electron-pair bond. 
   In ZnO, the Zn-O bond is also a 2-electron bond. However these are polar, with Zn contributing 
only ½ electron and O contributing 3/2 electron. This still allows filled bonding states to be formed as 
long as there are only Zn-O bonds. Electron counting has a profound effect on the possible bonding 
configuration of hydrogen, as it does in other systems, following Pashley and others [64,65]. At the O 
vacancy, the missing O means that the four Zn sp3 hybrids pointing into the vacancy have only ½ 
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electron each. When these try to bond to hydrogen, this leaves 3/2 electrons for a Zn-H bond and 2.5 
electrons for a O-H bond. Specifically, they would not be able to form four filled Zn-H bonds at the 
vacancy. Pairs of configurations are formed to avoid these fractional electrons. 
 
Table 5. Electron count for various bonding configurations in ZnO. 
Bond Electron count Total count 
Zn-O ½ + 3/2 2 
Zn-H ½ + 1 1.5 
≡Zn-H-Zn≡ ½ + 1 + ½  2 
≡Zn-O-H 3/2 + 1 2.5 
 
 
(a) 
    
(b) 
 
Fig. 6. A non-polar ZnO(110) surface with both O-H and Zn-H groups. A PDOS for monovalent OH 
and ZnH groups.  
 
 
(a) 
 
(b) 
 
Fig. 7.  A  ZnO(110) surface with –O-H, Zn-H and Zn-OH groups, and (b) their PDOS. The top of the 
bulk valence band is set to 0 eV. 
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(a)   (b)  
 
Fig. 8. Energy comparison between (a) Zn-H and (b) Zn-H-Zn structure. Formation Energy is 0.58eV 
for (a), and 0.95eV for (b). 
 
The bonding possibilities must the satisfy ‘electron counting rules’, to give a completed valence 
shell and a Fermi energy lying in midgap. We consider this by referring to species attached to the non-
polar (110) surface of cubic ZnO. The (110) surface has alternating Zn and O dangling bonds on each 
surface atom [63]. Fig. 6(a) shows the (110)ZnO surface with hydrogens attached to the surface Zn 
and O sites to make Zn-H and O-H units. This combination has a completed valence shell. Fig. 6(b) 
shows the PDOS of the various groups where the Zn-H bond gives rise to filled Zn-H states at +0.5 
eV and +1.5 eV above the valence band edge (there are two states because the surface unit cell has 
two Zn-H units). The Zn-H bond length is 1.54Å. The orbital shown in Fig 6(a) is the 1.5 eV state. 
There is also a filled bonding state at -5.0 eV at the bottom of the valence band. The O-H group gives 
a filled state at -5.8 eV. Here the O is back-bonded to three Zn sites.  
Fig. 7(a) shows this surface where one of the surface Zn-H groups is replaced by a monovalent    
–OH group bonded to a Zn site. Here, the O-H bond gives rise to a filled state at -6.0 eV in Fig 7(b).  
 
Fig 7(b) shows that O-H groups as would occur  for a hydrogenated Zn vacancy cannot be the 
origin of NBIS, as they only produce states in the lower valence band, not in the gap. 
 
Fig. 8(a) shows the creation of a Zn-H-Zn bridge bond embedded on a (100)ZnO surface. The 
(100) surface is polar, but the system can be made charge-balanced by removing 50% of the surface 
oxygens and substituting a H as an Zn-H-Zn bridge for this O, and by putting an H on top of the other 
surface oxygen site. In the PDOS in Fig. 8(b) the Zn-H-Zn bridge gives a state at +1.0 eV and at -6.0 
eV, which is similar to that of Zn-H-Zn group at the (VO/2H)0 vacancy complex. The Zn-H bond 
length in this case is 1.63 – 1.69 Å. The purpose of these various calculations is to give confidence in 
our calculated energy levels in more complicated systems such as –ZnO:H or hydrogenated vacancies. 
Finally, we calculate the relative stability of the terminal Zn-H and bridging Zn-H-Zn groups. 
This is done for the reaction in Fig. 8, giving that the Zn-H-Zn group is more stable than the terminal 
Zn-H group by 0.37 eV. Thus although in principle single Zn-H bonds can form, energetically the Zn-
H-Zn bridge is slightly more stable. 
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Fig. 9(left). The H2 molecular unit in the O vacancy VO2+ in ZnO. (right) the PDOS of H and Zn sites 
at the defect. The orbital charge densities of the states at -7.2 eV and +4.8 eV are shown on the left.   
 
  
Fig. 10(left). The configuration of VO(2H)0 with bridging Zn-H-Zn groups. (right) PDOS of the H and 
adjacent Zn sites. The charge density of the filled orbitals at -5 eV and +1.0 eV are given on the left. 
 
We now consider some behavior of hydrogen at defects in c-ZnO, before passing onto a-ZnO and 
a-IGZO. Fig. 9 shows the calculated structure of the hydrogen atom pair at the oxygen vacancy in its 
2+ state, (VO/2H)2+. In this case, the four Zn sp3 hybrids are all empty, and the two hydrogens use 
their two electrons to form a H2 molecule within the V2+ vacancy. The H2 bonds within itself, and it 
forms essentially no bonds to the surrounding Zn sites, because the sp3 hybrids are empty. Fig. 4(b) 
shows the partial density of states (PDOS) spectrum on the H site and on the adjacent Zn sites, and for 
the bulk Zn, O sites for reference. The H2 molecule forms two states, a filled bonding state at -7.2 eV 
and an empty anti-bonding state at 4.8 eV in the conduction band. Fig. 9(left) shows the charge 
density of these two states, bonding at -7.2 eV and antibonding +4.8 eV. Their orbital characters are 
consistent with these assignments. 
Fig. 10(left) shows the calculated structure of the neutral complex (VO/2H)0. Here, the hydrogen 
atoms are separated and each forms a Zn-H-Zn bridge bond to two adjacent Zn sites of the O vacancy. 
Fig 10(right) shows the PDOS on the H site and on the adjacent Zn sites. We see that there are filled 
localized states on H lying at -5.0 eV, and a filled state on the H and Zn sites lying in the gap at +1.5 
eV. Fig. 10(left) shows the charge density for the state at -5.0 eV. Overall, the charge density is 
strongly localized on the hydrogen which is in fact an anion, H-, so the defect is VO2+/2H- overall. Fig 
10 also shows the charge density for the filled state at +1.5 eV.  
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Fig. 11 Schematic molecular orbital diagram of the VO/2H complex in ZnO, in (a) the +2 and (b) the 
neutral charge state. 
 
We can analyze the bonding in the bridging configurations using a defect molecule of three local 
orbitals, the |s> state on the hydrogen and two Zn sp3 hybrids, |Zn1> and |Zn2>, as in Fig. 11. For the 
(VO/2H)2+ case where the H2 molecule forms, and for the bulk valence band maximum lying at 0 eV, 
we obtain that the H 1s orbital lies at EH = -1.2 eV, and the two-center H-H interaction is VHH = -6.0 
eV. The overall energy levels are shown on the left of Fig. 11. For the neutral (VO/2H)0 case, the two 
hydrogens in the vacancy form two separate Zn-H-Zn bridges with a 3-center bond. The orbitals form 
three states as on the right of Fig 11. The Zn states form a symmetric combination |+> = (1/√2)(|Zn1> 
+ |Zn2>) and an anti-symmetric combination  |-> = (1/√2)(|Zn1> - |Zn2>). The |+> state interacts with 
|s> to form the bonding combination at -5.5 eV and a filled anti-bonding combination in the gap at 
+1.3 eV. This leaves an empty |-> state lying at +5 eV in the conduction band. Overall, the hydrogen 
|s> state is essentially 100% filled because of 50% contributions from each of the -5.5 eV and +1.3 eV 
states. This enables us to assign the empty state at ~5 eV as the |-> state which was difficult from the 
PDOS, due to its broadening by resonance with the conduction band. 
 
 eV 
E(Zn sp3) 1.5 
E(H) -1.2 
V(Zn-H) -2.05 
V(Zn-Zn) -4.3 
V( H-H), in H2 -6.0 
 
Table 5. Orbital interactions in defect molecule model of the VO/2H complex in its +2 and neutral 
charge states. 
 
The Zn sp3 state lies at roughly EZn = +1.5 eV, the Zn-Zn interaction is given by VZn,Zn = -4.3 eV 
and the Zn-H interaction is VZn,H = -2.05 eV. It is notable that the Zn sp3 state energy is not compatible 
with the higher Zn,p energy derived when fitting the bulk ZnO band structure as in Kobayashi et al 
[66]. Note that, overall, the vacancy complex has two bridges with C2v symmetry, but once in the 
amorphous network, the individual Zn-H-Zn bridges can separate and their states can be analyzed 
individually, as in Fig 11. 
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Fig. 12.  Correlation of defect formation energies of Vo and Vo/2H in (a) c-ZnO, (b) c-IGZO and 
(c) a-IGZO. (d) Defect formation energy for Vo/2H vs bonding index for a-IGZO. 
 
      Fig 12(a) shows the correlation between the formation energy of the O vacancy and of the VO/2H 
complex for a-ZnO, both in the O-poor limit, using data from Table 2. Although the two formation 
energies are weakly correlated, it shows that the VO/2H complex tends to become less stable as the 
basic VO becomes more stable. Thus less stable O vacancies bind 2H more strongly. Fig 12(b,c) 
shows a similar plot for formation energies of Vo/2H vs Vo for c-IGZO and a-IGZO, using data from 
Tables 3 and 4, respectively. For a-IGZO there is no clear trend. Fig 12(d) shows the VO/2H formation 
energy plotted against the compositional index of Table 3. 
     Fig 13 shows the stable configurations of two hydrogens at the four various O vacancies in c-IGZO 
shown previously in Fig 5. Fig 12(d) shows the Vo/2H defect formation energy for different defects 
vs bonding index, and that the most stable complex occurs for the vacancy with mostly Zn neighbors. 
This may be because it satisfies valence best, rather than having the strongest bonds. 
 
 
(a)    (b)
(c)  
(d)  
13 
 
 
Fig. 13. Different O vacancy configurations in an c-IGZO network: blue=Ga, brown=In, grey=Zn, 
red=O. 
    From this data, we can now plot the average defect formation vs Fermi energy for various charge 
states for the O vacancy with different hydrogen contents in c-IGZO as in Fig 14(a). This shows that 
the neutral VO/2H is 2.5 eV endothermic in the O-poor limit, and that the H+ interstitial is more stable 
than the 0 or +2 charged complex. This is the same situation as in c-ZnO [33]. The large formation 
energy means that there will not be a large concentration of 2H defects formed in c-IGZO. It also 
means that the hydrogens tend to be isolated and act as donors, as the H+ energy is lower over a 
significant range of Fermi energies.   
   This behavior can be compared with that of average defect formation vs Fermi energy for the O 
vacancy and hydrogenated complex in amorphous IGZO as given in Fig 14(b). First, we see that the 
vacancy formation energy is lower in a-IGZO than in the crystal. This is because of the smaller 
density of a-InGaZnO, which allows the O vacancy to relax more and lower its energy. The effect is 
not quite as large as in a-ZnO but it still occurs. Next, the hydrogens enter the vacancy and form two 
bridge bonds. There is an energy gain for the two interstitial Hi sites in forming the bridge bonds. In 
contrast to the situation for the crystal, the stable configuration for H in a-IGZO is either neutral 
VO/2H or VO2+/H2 (red line). The Hi+ state (green line) always has a higher energy. Thus, the paired 
compensated configuration always has lower energy than the isolated interstitial doping configuration. 
The formation energy of VO/2H is relatively small. This means that at typical deposition temperatures 
of 250 - 300C there will be significant concentrations of this defect in a-IGZO. The PDOS 
calculations in Fig 10(b) find that this defect gives rise to a filled defect state band just above the 
valence band edge at +0.6 eV. This is slightly closer to the VB top than in a-ZnO. This the defect 
band seen in hard XPS [11,12]. As noted earlier, the vibrational signature of the bridge bonds at 1400 
cm-1 are seen in the IR spectra [35]. 
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Fig. 14. Defect formation energy v. Fermi energy for hydrogen states at O vacancies in different 
charge states in IGZO. (a) crystal, (b) amorphous. Note that in the crystal, the V/2H complex passes 
through charhe states +2, +1 and 0 configuration sequentially As EF is raised, whereas in amorphous 
IGZO it goes from +2 to 0 directly. Also, the formation energy of neutral Vo/2H is much lower (0.7 
eV) which explains the much higher H content of the amorphous phase. 
 
     The formation energy vs Fermi energy behavior shown in Fig. 14(b) with the +1 state being always 
above the 0 and +2 states is that of a negative U defect. Thus, this defect complex shares this property 
with the basic O vacancy defect [43,44]. Therefore the vacancy/ 2 H complex will also have a 
recombination barrier to photo-excited defects, consistent with a persistent photoconductivity [10]. 
   Finally, Fig 15(a) shows two bridging metal-H-metal units in an amorphous IGZO network. The 
metal atoms involved in the bridges are shown in dark color. Fig 15(b) shows a typical a-ZnO netwro 
kcontaining a mixture of Zn-H-Zn brdge units and hydrogens bonded to oxygen atoms. As there are 
two of the latter sites, overall this network has EF in midgap. 
 
        
Fig. 15(a).  Random network of InGaZn oxide with a neutral 2H unit at an O vacancy, forming two 
metal-H-metal bridge units. Darker balls are the atoms in the bridge units. (b) typical a-ZnO network 
with hydrogen atoms in different configurations. 
Discussion 
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    The above model accounts for the NBIS effect. It gives rise to filled defect states in the lower band 
gap that can be photo-excited. The Vo/2H defect complex has a negative U so it has a barrier to 
recombination. It corresponds to an oxygen deficiency, which is consistent with the instability being 
lessened by oxygen plasma or high pressure O2 treatments [15,16]. On the other hand, hydrogen has a 
beneficial effect in IGZO in passivating defects [27,31,67]. 
     The formation energy of the defect complex is on average less than 1 eV in the amorphous phase, 
which explains its high concentration in as deposited films, which are seen in hydrogen desorption 
experiments [35]. The preference for the 2H or 0H configuration explains why the compensated phase 
is preferred.  
      It is interesting to compare the behavior of H in IGZO with its behavior in a-Si:H. Hydrogen is 
introduced into a-Si to passivated the Si dangling bonds, and so reduce the gap state density. 
Hydrogen is also thought to insert into weak Si-Si bonds and thereby sharpen up the tail state 
distribution [68,69]. 
    There are some similarities between the behavior of H in IGZO and in a-Si:H. However, IGZO has 
many differences to a-Si:H. The conduction band of a-IGZO many fewer tail states than a-Si:H [4]. 
The main effect if this is that EF can be moved above the conduction band mobility edge into the 
extended states by field effect or doping [4]. This differs from a-Si:H. Here, the localization of tail 
states is greater, and they are the more directional p-states [1].  
      In a-Si:H the dopants undergo a rearrangement process, that pins EF below the mobility edge 
[70,71], and thus doping is unable move EF into the extended states. 
      Now, interstitial hydrogen is a shallow donor in ZnO [36] and in a-IGZO.  Why can the hydrogen 
sometimes lead to high levels of doping, and in other cases to no doping? The difference is that the 
normal donors in ZnO or IGZO all have s-like orbital character, so they do not undergo these 
reactions. On the other hand, once an O vacancy has been formed, its sp3 hybrids are directional with 
p-like character, and are highly localized, especially when reacting with two hydrogens. Thus, the 
network undergoes the Anderson negative U reaction to produce a zero density of states at EF by an 
electron-lattice coupling [72], and give rise to a compensated structure. The process is enabled by the 
closeness of the O chemical potential of water/hydrogen to that of the metal oxides. 
 
Summary 
 
We have carried out comprehensive density functional calculations on the oxygen vacancy and 
hydrogen defects in a-ZnO and in amorphous InGaZn oxide. These have been used to understand the 
origins of the negative bias illumination stress instability. The hydrogen pair trapped at an oxygen 
vacancy is found to be a defect that satisfies most of the conditions required.  
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