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Abstract – We present a new Monte Carlo method to calculate Casimir forces acting on objects
in a near-critical fluid, considering the two basic cases of a wall and a sphere embedded in a
two-dimensional Ising medium. During the simulation, the objects are moved through the system
with appropriate statistical weights, and consequently are attracted or repelled from the system
boundaries depending on the boundary conditions. The distribution function of the object position
is utilized to obtain the residual free energy, or Casimir potential, of the configuration as well as
the corresponding Casimir force. The results are in perfect agreement with known exact results.
The method can easily be generalized to more complicated geometries, to higher dimensions, and
also to colloidal suspensions with many particles.
Introduction. – Casimir forces appear whenever
a medium with long-range fluctuations is confined
to a restricted geometry. They were predicted by
H. B. G. Casimir in 1948 as attractive forces between two
conducting plates in vacuum, caused by fluctuations of the
electromagnetic field [1]. Analogously, in thermodynamic
systems the so called critical Casimir forces appear near
a continuous phase transition, induced by the long-range
correlated fluctuations of the order parameter [2]. One of
the experimental evidences for this effect is the change of
thickness of critical liquid films, which was measured by
Garcia and Chan for 4He films [3] close to the λ-point and
near the 3He-4He tricritical point [4]. The Ising class was
experimentally studied by Fukuto et al. [5] with binary
wetting films. Hertlein et al. [6] were able to measure the
critical Casimir force between a single colloidal sphere and
a flat surface in a binary liquid due to the measurement
of the distribution function of the distance between the
particle and the surface. Recently, Casimir forces were
used by Nguyen et al. [7] to control the critical aggrega-
tion of colloids in binary liquids. A theoretical description
of the critical Casimir force between two spheres as well
as between a sphere and a surface in arbitrary dimension
was given in [8], while two arbitrarily shaped objects in
two dimensions were recently discussed in [9]. In the last
few years, Monte Carlo (MC) simulations were used, e. g.,
by Hucht [10] and Vasilyev et al. [11] to examine critical
Casimir forces and especially the form of the according
scaling functions, which is – in most cases – not possible
analytically. Recently, a new MC algorithm to compute
the critical Casimir force between a sphere and a surface
was introduced by Hasenbusch [12]. While this method
allows a very accurate determination of Casimir forces,
practically it is limited to one object degree of freedom.
The Casimir force per unit area A = Ld−1‖ of a sys-
tem in film geometry Ld−1‖ × L⊥ with periodic boundary
conditions (BC) in L‖-direction at reduced temperature
t = T/Tc−1 near the critical temperature Tc is defined as
βFC(t, L⊥, L‖) ≡ − 1
A
∂
∂L⊥
Fres(t, L⊥, L‖), (1)
with β = 1/kBT . The total residual free energy Fres,
also known as Casimir potential in the context of colloidal
particle aggregation [6, 7, 13], is given by
Fres(t, L⊥, L‖) ≡ F (t, L⊥, L‖)− V fb(t)− 2Afs(t), (2)
with total free energy F (t, L⊥, L‖), bulk free energy den-
sity fb(t), surface free energy per area fs(t) and Volume
V = L‖A. All free energies are measured in units of kBT .
Following Fisher and de Gennes [2], the Casimir force
FC fulfills the scaling ansatz 1
βFC(t, L⊥, L‖) ' L−d⊥ ϑ(x, ρ) (3)
1 Throughout this work, the symbol ' means asymptot-
ically equal in the respective limit, e.g., f(L) ' g(L) ⇔
limL→∞ f(L)/g(L) = 1.
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near Tc and for large L⊥, L‖. The universal finite-size
scaling function ϑ(x, ρ) depends on the temperature scal-
ing variable x and aspect ratio ρ,
x ≡ t
(
L⊥
ξ+0
) 1
ν
, ρ ≡ L⊥
L‖
, (4)
with critical exponent ν and correlation length amplitude
ξ+0 defined by ξ(t > 0) ' ξ+0 t−ν .
An analogous ansatz can be made for the residual free
energy Fres and the residual free energy per surface area
fres ≡ Fres/A,
fres(t, L⊥, L‖) ' L−(d−1)⊥ Θ(x, ρ), (5a)
Fres(t, L⊥, L‖) ' ΦC(x, ρ), (5b)
with universal finite-size scaling functions ΦC and Θ ful-
filling
ΦC(x, ρ) = ρ
1−dΘ(x, ρ), (6)
see Ref. [14] for details2. On the other hand, ϑ(x, ρ) and
Θ(x, ρ) satisfy the scaling relation
ϑ(x, ρ) = (d− 1)Θ(x, ρ)− x
ν
∂Θ(x, ρ)
∂x
− ρ∂Θ(x, ρ)
∂ρ
. (7)
At the critical temperature t = 0 and for ρ → 0 the
Casimir force simplifies to
βFC(0, L⊥,∞) ' L−d⊥ (d− 1)∆C, (8)
with the universal Casimir amplitude in film geometry,
∆C ≡ Θ(0, 0).
The mobile wall. – Common theoretical methods
[10–12,15] to obtain critical Casimir forces involve the cal-
culation of the free or internal energy of certain fixed ge-
ometries, e.g., films with constant thickness L⊥, combined
with a derivative of the energy with respect to L⊥. These
methods, though quite successful, imply a few drawbacks:
1) they can only be used for simple geometries as the slab
geometry or the surface-sphere geometry; 2) they usually
require knowledge of the corresponding bulk energy; and
3) it is necessary to perform a thermodynamic integration
in order to get the free energy.
In this work we will choose a completely different way
and determine the residual free energy and the Casimir
force dynamically within systems with geometrical degrees
of freedom. Therefore, this method is very similar to the
experiments on colloidal particles as performed by Hertlein
et al. [6].
The system under study is a d-dimensional Ising model
with spin variables σ = ±1, nearest-neighbor couplings J
and Hamiltonian
H = −J
∑
〈ij〉
σiσj −
∑
σi∈Bµ
bµσi. (9)
2 The Casimir potential obeys ΦC(x, ρ) = Θ(xρ
1
dν
− 1
ν , ρ), with Θ
from Eq. (12) in Ref. [14].
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Fig. 1: (color online) Sketch of the system with a mobile wall
at position z.
We assume periodic BCs in the ‖ directions, while the BCs
in the ⊥ direction are modeled using the boundary fields
bµ = {±1, 0} (for fixed or open BCs), acting on the top
(µ = s1) and bottom (µ = s2) boundary spins σi ∈ Bµ.
Within the spin medium we place a parallel intermediate
wall at position 0 < z < L⊥, such that spins above (µ =
w1) and below the wall (µ = w2) also become boundary
spins, see Fig. 1. The wall is mobile and, depending on
the combination of BCs, is attracted or repelled from the
system boundaries3.
The partition function of the system with wall reads
Z =
∑
z
∑
{s}
e−βH(L⊥,L‖;z) =
∑
z
e−F (t,L⊥,L‖;z)
= Zbs
∑
z
e−Fres(t,L⊥,L‖;z) ≡ ZbsZres. (10)
The constant Zbs contains the bulk and surface terms,
which are independent of the wall position and cancel out
in the following. As a consequence, the probability distri-
bution function of the wall position z becomes
h(t, L⊥, L‖; z) =
1
Zres
e−Fres(t,L⊥,L‖;z) (11a)
and fulfills the ansatz h(t, L⊥, L‖; z) ' h˜(x, ρ; ζ), with
scaling function
h˜(x, ρ; ζ) =
1
ΣC
e−ΦC(x,ρ;ζ). (11b)
Here we introduced the reduced wall position ζ = z/L⊥,
whereas the normalization ΣC ensures that
∫ 1
0
dζ h˜(ζ) = 1.
As the wall separates the system into two non-inter-
acting subsystems with thickness z and L⊥−z, we can cal-
culate the asymptotic form of ΦC(x, ρ; ζ) = ρ
1−dΘ(x, ρ; ζ)
as the sum of two contributions, with
Θ(x, ρ; ζ) =
Θ(1)(ζ
1
ν x, ζρ)
ζd−1
+
Θ(2)(ζ¯
1
ν x, ζ¯ρ)
ζ¯d−1
, (12)
where ζ¯ ≡ 1−ζ, and Θ(1,2) denote the residual free energy
scaling functions, Eq. (5a), of subsystems 1 and 2.
In analogy to Eq. (1), the Casimir force per area acting
on the wall is given by the derivative of the residual free
3A similar geometry has been investigated in the framework of
QED Casimir forces [16].
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energy per area with respect to z,
βFC(t, L⊥, L‖; z) = − ∂
∂z
fres(t, L⊥, L‖; z), (13)
with corresponding scaling form
ϑ(x, ρ; ζ) =
ϑ(1)(ζ
1
ν x, ζρ)
ζd
− ϑ
(2)(ζ¯
1
ν x, ζ¯ρ)
ζ¯d
. (14)
We first focus on the critical point T = Tc, where x = 0.
In the limit of a thin two-dimensional Ising film, d = 2, ν =
1, and ρ 1, and equal subsystem boundaries considered
in this work, Eqs. (12) and (14) simplify to
Θ(0, 0; ζ) = ∆C
(
ζ−1 + ζ¯−1
)
, (15a)
ϑ(0, 0; ζ) = ∆C
(
ζ−2 − ζ¯−2) , (15b)
with universal Casimir amplitude for antisymmetric
boundary conditions ∆C = 23pi/48 [17]. These predic-
tions are now checked within MC simulations.
MC method. – In the MC simulations we consider
a ferromagnetic Ising model with spin variables s = ±1,
nearest neighbor coupling J = 1 and Hamiltonian
H = −
L‖−1∑
x=0
L⊥+1∑
y=0
sx,y(sx+1,y + sx,y+1) (16)
under a single-spin-flip algorithm. The intermediate wall
at position z as well as the BCs at the surfaces are realized
via lines of fixed spins according to sx,0 = sx,L⊥+2 = bs =
1 and sx,z = bw = −1, leading to L⊥ spin degrees of
freedom per surface area. The intrinsic time scale is one
MC sweep, i.e., when on average all free spins had the
chance to be updated once.
The wall position is updated once every MC sweep. The
direction of the motion is chosen randomly with probabil-
ity 1/2 for a step up or down, and the wall interchanges
its position with the next row of spins in the chosen direc-
tion under spin conservation. Therefore the couplings in
x-direction are not changed, and the energy difference is
given by
∆Eµ = −
L‖−1∑
x=0
(sx,z+µ − sx,z)(sx,z+2µ − sx,z−µ), (17)
with µ = ±1 for up/down steps, respectively. With this
energy difference, the wall move is accepted or rejected via
the usual Metropolis algorithm.
Note that in this method we do not require a separation
of time scales to obtain equilibrium configurations, with
spin dynamics much faster than object dynamics, because
the object position update fulfills detailed balance. Specif-
ically, a movement of the wall via Eq. (17) is only accepted
if the spin system is in equilibrium for the new wall posi-
tion. This is different from a realistic dynamics like, e.g.,
Brownian motion, where a separation of time scales is in-
deed necessary.
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Fig. 2: (color online) The distribution function h˜(x, ρ; ζ),
Eq.(11b), of the rescaled wall position ζ for temperature x = 0
and aspect ratio ρ = 1/4 is shown as a solid line, together with
the rescaled histograms of the MC simulations with thickness
correction δL = 0.87(10). The inset shows the uncorrected
data.
From the data of the MC simulations with 106 MC
sweeps per system size the distribution function, Eq. (11),
is calculated as a histogram of the time series of the
wall position z. The examined system sizes are L⊥ =
{9, 13, 21, 29, 45, 61}, whereas z = {1, 2, . . . , L⊥ + 1} due
to the fixed boundaries at z = 0 and z = L⊥+2. The sim-
ulations are run at the critical temperature x = 0 and with
constant aspect ratio ρ = 1/4, which gives the subsystems
an average aspect ratio of ρ(1,2) = 1/8. This aspect ratio
satisfies the condition ρ  1 [14] and we can use the ar-
gument ρ = 0 in the corresponding scaling functions. The
results are shown in the inset of Fig. 2 and display non-
negligible corrections to scaling from the discrete lattice.
In the following we will demonstrate that these correc-
tions to scaling can be largely eliminated by a thickness
correction δL per surface to the system length L⊥, leading
to the effective thickness [15]
Leff = L⊥ + 4 δL (18)
and effective wall position
zeff = z − 1 + 2 δL. (19)
With these definitions, the reduced wall position reads
ζ = zeff/Leff , and Eqs. (5) become
fres(t, L⊥, L‖) ' L−(d−1)eff Θ(x, ρ), (20a)
Fres(t, L⊥, L‖) '
(
Leff
L⊥
)−2(d−1)
ΦC(x, ρ). (20b)
Note that both x and ρ have to be calculated with Leff
instead of L⊥, leading to the factor of two in the exponent
of Eq. (20b), see Eq. (6). For δL = 0.87(10) the data sets
of the different system sizes nicely collapse onto a single
curve as shown in Fig. 2.
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Fig. 3: (color online) Effective Casimir amplitude over 1/L⊥ as
determined from the numerics. The crosses are from the TM
calculations, the other symbols are from MC simulations. The
solid line is ∆C,eff(L⊥) from Eq. (23), while the inset shows
Leff(L⊥) = ∆C/fres(0, L⊥, L‖). Even for small L⊥ the higher-
order corrections to Leff are small and can be neglected.
The finite-L corrections to the Casimir amplitude ∆C
for the 2d Ising case in slab geometry ρ → 0 and with
symmetric BCs can be calculated exactly from Eqs. (2.5)
of Ref. [17]. Substituting ϕ → φ/L⊥ in the integrand,
expanding around L⊥ = ∞ and integrating by terms
over φ ∈ [0,∞] gives the large-L expansion of the resid-
ual free energy f
(‡)
res (0, L⊥,∞). The antisymmetric case
f
(±)
res (0, L⊥,∞) is obtained from Eq. (3.1ff) of Ref. [17].
Inserting these results into Eq. (20a) we derive the effec-
tive thickness
L
(℘)
eff = L⊥ + 2δL+
a(℘)
L⊥
(
1− 1 +
√
2
L⊥
)
+O(L−3⊥ ), (21)
with 2δL = 1 + 1/
√
2 for two surfaces. Hence the first-
order correction δL turns out to be independent of the BC
symmetry, whereas the next-order correction reads a(‡) =
−7pi2/480 for symmetric BC and a(±) = 247pi2/11040 for
antisymmetric BC. Note that in the derivation of the cor-
rection amplitude a(±) we identified two typos in Eq. (3.4)
of Ref. [17], which correctly reads
γ1 =
pi
2M
−
√
2pi
4M2
+
pi
4M3
(
1− pi
2
24
)
−
√
2pi
8M4
(
1− pi
2
6
)
+O(M−5) (22)
with M = L⊥+ 1. The M−4 term is required for the L−2⊥
correction in Eq. (21).
Since our MC simulations are in very good agreement
with the predicted distribution function, we now use them
to numerically determine the Casimir amplitude ∆C and
its finite-size corrections. Therefore we plot the effective
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Fig. 4: (color online) The distribution function h˜(x, ρ; ζ) of the
rescaled wall position ζ for aspect ratio ρ = 1/4 is shown for
three values x = {−5, 5, 20} of the temperature scaling vari-
able. The symbols are results from the MC simulations with
adapted δL (see text), the black lines are theoretical predic-
tions from Eq.(11b) and Eq.(26).
Casimir amplitude
∆C,eff(L⊥) ≡ L⊥fres(0, L⊥, L‖) ' ∆C L⊥
Leff
(23)
over 1/L⊥, see Eqs. (5a) and (20a), and find ∆C = 1.50(3)
and δL = 0.9(1) in good agreement with the exact ρ→ 0
results ∆C = 1.5053 . . . and δL = 0.85355 . . . . Addition-
ally, we calculated the numerically exact residual free en-
ergy of one film using standard numerical transfer matrix
(TM) methods with corresponding BCs and given thick-
ness and aspect ratio. The total residual free energy is
the sum of two such systems, and varying the wall posi-
tion is equivalent to a corresponding change in the thick-
ness and aspect ratio of the subsystems. From the resid-
ual free energy we calculated the distribution function for
L⊥ = {5, 7, 9, 11, 13} and ρ = 1/4, rescaled and normal-
ized it and subsequently used Eq. (11) to fit ∆C. Figure 3
shows the data from the TM calculations in comparison
with the MC simulations together with ∆C,eff(L⊥) from
Eq. (23). The inset of Fig. 3, showing the numerically
calculated Leff(L⊥) = ∆C/fres(0, L⊥, L‖), demonstrates
that higher-order corrections to Leff can indeed be safely
neglected.
We now turn to temperatures T 6= Tc. In the case of
the two-dimensional Ising model, where the correlation
length exponent ν = 1, the scaling variables x(1,2) of the
subsystems are linear in ζ and given by
x(1) = ζx, x(2) = ζ¯x, (24)
see Eq. (12). The global scaling variable simply becomes
x = x(1) + x(2), (25)
since both subsystems have the same temperature. For
p-4
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ρ→ 0 the scaling function of the system reads
Θ(x, 0; ζ) =
Θ(±)(ζx)
ζ
+
Θ(±)(ζ¯x)
ζ¯
, (26)
where the residual free energy scaling function Θ(±)(x) for
a strip with ± BC is known exactly from the work of Evans
and Stecki [17].
The simulations were run for L⊥ = {13, 21, 29} and
x = {−5, 5, 20}, where we used the exactly known correla-
tion length amplitude ξ+0 = [2 ln(1+
√
2)]−1. As explained
above we calculated x and ρ using Leff instead of L⊥, us-
ing δL = {0.875(50), 0.75(5), 0.20(5)} for x = {−5, 5, 20}.
The results are displayed as symbols in Fig. 4 together
with the distribution functions derived from Eq. (26) and
again show a convincing data collapse. For large values
of x the Casimir force becomes small in the center of the
system, leading to a flat histogram in this region. This is
shown exemplarily for x = 20.
The mobile sphere. – Finally we present first re-
sults for a mobile sphere with radius R confined in a d-
dimensional system with thickness L⊥ at criticality T =
Tc. Due to the periodic BCs in || direction, we can restrict
the motion of the sphere to perpendicular moves without
loss of generality. Then the sphere position z is restricted
to R < z < L⊥ −R, and we define the reduced sphere co-
ordinate ζ = D/(L⊥ − 2R), with sphere-surface distance
D = z −R, see Fig. 5.
Analogously to Eq. (11), the sphere-position distribu-
tion is given by
h(0, L⊥, L‖, R; z) =
1
Zres
e−Fres(0,L⊥,L‖,R;z) (27a)
' h˜(0, ρ, r; ζ) = 1
ΣC
e−ΦC(0,ρ,r;ζ) (27b)
with residual free energy or Casimir potential Fres, asso-
ciated scaling function ΦC, and the reduced sphere radius
r = R/L⊥. Since the system no longer divides up into
two subsystems, the free energy does not separate as in
the wall case. Furthermore, we do not know of any con-
formal mapping that can be used to exactly calculate the
Casimir force in this effective three body setup. Neverthe-
less, we can compare the simulations with known results
for small distances ζ.
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Fig. 5: (color online) Sketch of the system with a mobile sphere
at position z.
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Fig. 6: (color online) Critical Casimir potential ΦC(0, ρ, r; ζ)
of the sphere geometry for aspect ratio ρ = 1/4 and reduced
sphere radius r = 1/16. The exact asymptotics, Eq. (28), and
the fit function, Eq. (29), are shown as dashed and solid lines,
respectively. The inset shows the distribution function of the
sphere position ζ, Eq. (27).
In two-dimensional systems, the critical residual free en-
ergy at small ζ is given by [8]
ΦC(0, ρ, r; ζ) ' ∆<C(r) ζ−1/2, (28a)
with amplitude
∆<C(r) = 2pi∆C (2r
−1 − 4)−1/2. (28b)
We simulated an Ising system with antisymmetric sphere-
surface BCs and aspect ratio ρ = 1/4 just as in the wall
case, and considered a sphere with fixed reduced radius
r = 1/16. Note that the crossover to the long distance
behavior (D  R) of Eq. (28a) predicted in Ref. [8] can
only occur for a reduced sphere radius r . 0.006 in the
considered film geometry4.
Figure 6 shows the reduced residual free energy of the
system for L⊥ = {95, 127, 191} from the MC simulations,
obtained as logarithm of the histogram shown in the inset.
We again use an effective thickness Leff = L⊥+2δL as well
as an effective sphere radius Reff = R + δR to eliminate
leading scaling corrections [12]. With δL from Eq. (21) we
find δR = 1.1(5), slightly larger than δL.
As the sphere is realized using fixed spins having a dis-
tance smaller than R to the center of the sphere at posi-
tion z, we expect additional corrections due to the rugged
sphere surface especially for small R. However, the sat-
isfactory data collapse especially for small ζ emphasizes
that these additional discretization effects are negligible
for our considered system sizes, where 6 ≤ R ≤ 12.
Figure 6 also includes the exact curves for the sphere
close to one of the two surfaces, Eqs. (28), as well as a fit
4This value is obtained by equating the two expressions given in
Eq. (17) of Ref. [8] at ζ = 1/2.
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to the data of the form
ΦC(0, ρ, r; ζ) ' ∆
<
C(r)√
ζ(1− ζ) + a ln [ζ(1− ζ)] . (29)
Here we made a product ansatz with logarithmic correc-
tions and fit parameters a = −0.21(1), ΣC = 0.0107(1),
leading to a satisfactory approximation. We note that the
present geometry leads to substantial deviations from the
small ζ results. Additional simulations for smaller aspect
ratios ρ suggest that a is approximately proportional to ρ.
Conclusions. – In summary, we presented a new
method to directly simulate critical Casimir forces acting
on objects in a near-critical fluid using Monte Carlo meth-
ods. We considered the two cases of a wall and a sphere,
moving within a two-dimensional Ising medium. Depend-
ing on their boundary conditions, the objects are attracted
or repelled from the system boundaries. Our analysis is
based on the position distribution function of those ob-
jects, which is independent of any bulk and surface con-
tributions which usually have to be taken into account for
a correct determination of the Casimir force. From this
distribution function the residual free energy, or Casimir
potential, and the Casimir force can easily be calculated.
For the wall case we compared the Monte Carlo results
near the critical point Tc both with exact results and with
numerical transfer matrix calculations, verifying the va-
lidity of the method. We verified that scaling corrections
from symmetry breaking boundaries can be largely elim-
inated using an effective length Leff [12, 15]. The results
for the sphere geometry are consistent with the theoretical
predictions available for small sphere-surface distances.
The presented method can easily be generalized [18] to
more complicated geometries, to systems with multiple
objects like colloidal suspensions [13, 19] or inclusions in
biological membranes [20], as well as to higher dimensions.
An efficient cluster version of the algorithm is under de-
velopment and will be presented elsewhere.
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