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Abstract
A study of the effects of system boundaries on bistable front propagation in nonequi-
librium reaction-diffusion systems is presented. Two model partial differential equations
displaying bistable fronts, with distinct experimental motivations and mathematical struc-
ture, are examined in detail utilizing simulations and perturbation techniques. We see that
propagating fronts in both models bounce, trap, pin, or oscillate at the boundary, contingent
on the imposed boundary condition, initial front speed and distance from the boundary. The
similarities in front boundary interactions in these two models is traced to the fact that they
display the same front instability (Ising-Bloch bifurcation) that controls the speed of propa-
gation. A simplified dynamical picture based on ordinary differential equations that captures
the essential features of front motion described by the original partial differential equations,
is derived and analyzed for both models. In addition to addressing experimentally impor-
tant boundary effects, we establish the universality of the Ising-Bloch bifurcation. Useful
analytical insights into perturbative analysis of reaction diffusion systems are also presented.
xi
1. Introduction
The identification, classification, and quantification of physical phenomena–the effects–
and the underlying causes, is the central theme in modern scientific investigations. Even
before the time when modern scientific method was in its nascent state, the notion of cause
and effect was an integral part of human intuition. The birth of modern science, especially
modern mathematics, saw cause and effect change from an instrument of intuition to a
rigorously quantifiable scientific tool.
Examples of the relationship between cause and effect in the form of physical laws are
abound. According to Newton, a force applied on an object, the cause, produces the effect
of acceleration. A voltage across a resistance produces a proportional current, the famous
Ohm’s law. The basic motif in all these examples is a one to one relationship between cause
and effect, where one identifies the cause and relates it, through a suitable mathematical
framework, to the effect.
Physical processes where causes produce discernible effects, and where causes are in-
dependent of the effects themselves, fall in the realm of Linear phenomena. At the root
of linearity is the concept of proportionality, where a change in the cause produces a pro-
portional change in the effect, and as a corollary, superposition, where the sum of effects
of individual causes are the same as the aggregate effect of the sum total of all causes.
This well understood and pervasive line of “linear thinking”, has its moments of distinction
in being able to explain natural phenomena ranging from fundamental physical principles
like the Schrodinger equation in Quantum mechanics, to being able to explain “everyday
phenomena” like elastic vibrations of a solid beam.
More often than not, cause and effect have a much intricate relationship. The cause
produces the effect, which in-turn changes the cause, which then again results in a change in
the effect, and so on. On the grandest physical scale, the laws of gravity in the formulation of
General Relativity, exemplify this nontrivial relationship between cause and effect. The cause
of gravity is the bending of space-time by the presence of a massive object, which in-turn
experiences gravitational force, resulting in a change in the mass profile, which then leads
to a change in the space-time configuration. This abstruse connection between cause and
effect falls in the domain of “non-linear”, as opposed to the easily understandable “linear”
phenomena.
Non-linear systems tend to exhibit intuition defying behavior, where the principles of
proportionality and superposition are inadequate to gain an understanding. For example,
in a linear problem, a slight change in the initial state of a system, results in only a slight
change in its subsequent evolution. Moreover, based on proportionality and superposition,
one can in principle make precise predictions about a linear system’s evolution. Such niceties,
however, do not carry over to the non-linear realm. A slight change in the initial conditions
can lead to a drastic change in the system’s evolution, even to such an extent, where no
predictions at all can be made.
Systems exhibiting non-linear phenomena are fairly diverse. In physics, Einstein’s equa-
tions of general relativity are inherently non-linear. Here, as alluded to before, capturing the
relationship between mass and space-time distortion, where mass distorts space-time and
the distorted space-time attracts the mass, can only be carried out via non-linear equations.
Optical materials, where the polarization due to an external electromagnetic field is no longer
proportional to the external field, respond in a non-linear fashion to incident light, giving rise
1
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to the well established and active field of Nonlinear optics. In order to understand nuclear
deformation, physicists routinely use non-linear models that seek to explain the evolution
of nuclear structure when the nucleus is submitted to external perturbations. In chemistry,
while considering reaction kinetics, nonlinearities are a common occurrence. The same goes
with the so called “predator-prey” models in ecology. In biology, the prevalent understanding
of bio-chemical processes like electrical activity in neurons or synchronization in the activity
of cardiac tissue, to name a few, involve considering non-linear behavior.
The day to day notions of proportionality and superposition, no longer valid in the non-
linear realm, give way to a wide variety of tools drawn in from various disciplines that address
the nonlinearity. Non-linear dynamics–the study of non-linear phenomena, is a collection of
such tools and methodologies based on a rigorous mathematical framework. These tools and
methodologies allow for the classification of a non-linear phenomena, as it stands within the
framework of non-linear dynamics, regardless of the particular physical system in which it
arises. For example, deterministic chaos, a phenomena where one loses total predictability
about the future evolution; where the motion is erratic and intermittent, has been found
in many physical systems. Using the tools of non-linear dynamics, universal characteristics
of chaotic dynamics, such as, how chaos actually develops, and various measures of the
complexity of chaotic behavior, are developed. These characteristics can then be sought in
specific experiments or their mathematical models, whether it may be chaos in electrical
circuits, chaotic behavior in actual neuron firing patterns and the associated mathematical
models, or the chaotic fluctuation in the populations of rabbits and foxes in a predator-prey
model.
All the tools of non-linear dynamics are garnered towards exploring and exploiting the
universality in the behavior of diverse non-linear physical systems and their mathematical
models. The preeminent tool among these is that of Bifurcation theory (1). Simply put, a
bifurcation is an abrupt qualitative change in the possible types of behaviors a non-linear
system can exhibit as system constraints are changed to beyond a certain critical threshold.
Moreover, close to the threshold of a bifurcation, mathematical constructs known as normal
forms which capture the bifurcation mechanism, can be evaluated. According to bifurcation
theory, the number of normal forms are limited in number, and any bifurcation occurring
anywhere–irrespective of the physical system or mathematical model–has to have one of the
prescribed finite number of normal forms (4). Hence, exploring similarities of non-linear
behavior in apparently distinct scientific fields, via tools like normal forms, provides a venue
for an interdisciplinary merging of ideas.
Mathematically, the nonlinearities in a physical phenomena are captured by a variety
of modeling techniques. Ordinary differential equations (ODE) are well suited to model a
finite number of interacting species (1). For example, a predator-prey model consisting of
two interacting species, rabbits and foxes, is appropriately cast as an ODE. The evolution of
the populations of the two species is the solution of the ODE. If one is to examine not only
the populations as they change over time, but also their spatial distribution in a habitat
such as a national park, the appropriate model to consider is a partial differential equation
(PDE) (3; 2). Here, although, there are two biological species, the number of spatial points
in the habitat are infinite. Therefore, the populations of rabbits and foxes at each spatial
point in the habitat constitute an infinity of interacting species. ODE model finite degrees
of freedom, usually capturing temporal evolution. PDE model infinite degrees of freedom,
where both spatial and temporal evolutions are captured.
Apart from ODE and PDE, nonlinearities are often modeled by discrete differential equa-
tions (DDE), integral equations, or integro-differential equations. The model equations may
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exhibit a variety of non-linear phenomena. A brief list of possibilities is given below,
Fractals: A self-similar geometric object with a fractional dimension. The structure of
a fractal remains invariant under a scale transformation. In other words, a fractal
object looks the same if one magnifies it. Moreover, the rich complexity introduced
by self similarity of fractal objects require them to be classified as having non integer
dimensions.
Non-linear waves: Wave like solutions of non-linear PDE which resemble ordinary linear
waves, but usually do not have the property of superposition.
Solitons: A pulse like solitary wave solution of PDE. Unlike waves, Solitons are spatially
localized structures. Tsunamis or tidal waves are a dramatic example of solitons.
Spatio-temporal patterns: Solutions of PDE that have some kind of spatial or temporal
periodicity associated with them. Patterns include, spatially periodic Turing patterns,
oscillatory Hopf patterns, spirals and so forth (3; 2)
The mathematical models, studied using analytical tools, such as, Bifurcation theory and
singular perturbation analysis–akin to perturbation theory in Quantum mechanics, typically
used to extract the normal form of a bifurcation in a mathematical model– in conjunction
with numerical simulations, extract the physics and provide a thorough understanding of
non-linear phenomena in a wide variety of experiments (1).
Primarily, there are two complementary schools of thought dealing with non-linear phe-
nomena. Simply put, one of them deals with analyzing complexity arising from out of
simplicity, and the other deals with extracting simplicity out of complexity. Typically, the
former school examines complex phenomena like chaos produced by simple ODE or DDE.
While, the latter school typically examines complicated infinite dimensional PDE and seeks
to extract a simplified understanding of the exhibited non-linear phenomena. This simpli-
fication is either achieved by reducing the system to a less complicated PDE which is still
infinite dimensional, or even more strikingly, reduce the infinite degrees of freedom to a fi-
nite number in the form of ODE. These simplifications are usually referred to as amplitude
equations and order parameter equations respectively (3; 2). My research falls in this lat-
ter category. The broad area I examine is pattern formation in spatially extended systems
modeled by PDE.
Spatio-temporal pattern formation in non-equilibrium spatially extended systems has
been an active area of research for the past two decades (2; 3). The physical systems can
be driven out of equilibrium in a variety of ways. Heating a container filled with gas or
fluids, introducing enzymes at a steady rate in a chemical reaction, driving a set of coupled
oscillators through an external periodic force, are all examples of driving systems out of equi-
librium. Conventionally, one constructs an easily controllable and calibrated experimental
system, for example a spatially extended chemical reactor (5; 6), where non-equilibrium pat-
tern formation is observed. Thereafter, from a theory perspective, both spatial and temporal
evolution of the underlying pattern forming entities (for example, chemical concentrations,
orientation of the polarization in Liquid crystals etc.) is conveniently modeled by partial dif-
ferential equations with space and time as the independent variables. Furthermore, controls
or constraints in the experiment usually appear as independent parameters in the model
PDE.
Theoretical studies of these model non-linear PDE can be tentatively regarded as a three
step process. Firstly, one looks for bifurcation scenarios leading to pattern formation, where
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destruction of one pattern and appearance of another takes place as independent parameters
in the PDE are varied. This can be accomplished in a few cases by a direct solution of the
PDE, or more generally via numerical simulations.
Secondly, one examines the stability of a particular pattern. This is done by examining
the behavior of small perturbations to the pattern. If all the perturbations decay, then the
pattern is stable. A pattern loses stability for a critical value of the independent parameter
if one or more of the perturbations grow instead of decaying. One identifies the exact mathe-
matical form of these growing perturbations–known as critical eigenmodes. The growth rate
of these eigenmodes are the critical eigenvalues. Technically, this procedure is referred to as
linear stability analysis in literature (1).
The growth of critical eigenmodes responsible for the instability of a pattern does not
continue indefinitely. The nonlinearities in the system stop–or more technically, saturate–
the unstable eigenmodes from growing further, where the final result is the destruction
of the old unstable pattern and the appearance of a new stable pattern. Close to the
bifurcation threshold, the loss of stability and saturation of the critical eigenmodes, and
the emergence of the new pattern, can be captured by deriving amplitude equations that
extract the dynamics produced by the coupled interaction of the various unstable modes.
The derivation of these amplitude equations, accomplished through a variety of techniques
like symmetry considerations or singular perturbation analysis, constitutes the third step.
The reduced amplitude equations for the relevant modes, also known as normal forms
have a unique property of being universal. The universality here implies that the form of
the amplitude equations for a particular type of bifurcation is independent of the details
of the system under consideration. Hence, from a non-linear dynamics point of view, the
appearance of periodic stripe patterns in a PDE modeling Calcium transport in cell Biology
and the observation of periodic patterns in experiments conducted on Liquid crystals, may
have the same underlying bifurcation mechanism and hence in a sense are equivalent.
The application of the theory of normal forms to various types of partial differential equa-
tions ranging from fluid systems where convection is the primary mechanism that mediates
pattern formation, to reaction-diffusion equations, where patterns arise from a competition
of temporal growth rates determined by the reaction terms and spatial scales set by diffusion
1, has lead to a thorough understanding of patterns arising in experiments. These include,
spatially periodic Turing patterns (5; 6) observed in chemical reactions taking place in a re-
actor, temporal oscillations (Hopf bifurcations) (7; 8), or patterns produced by a combined
influence of Turing and Hopf instabilities (9; 10).
In an experimental context, pattern formation may take place in a variety of different
ways. As mentioned before, a pattern loses stability and a new pattern emerges when
perturbations grow in the form of unstable eigenmodes. Frequently, these perturbations
in an experiment are present in the form of thermal noise, and lead to the growth of the
unstable mode globally; all throughout the spatially extended system.
Pattern formation may also be mediated by propagating disturbances known as fronts.
Broadly speaking, fronts are spatially localized structures separating different regions con-
sisting of phases of the same entity or regions of different entities in a spatially extended
system. For example, domain walls separating different regions of magnetization in a ferro-
magnet, propagating weather fronts separating a mass of cold dry air from a mass of warm
humid air, forest fire fronts, shock wave fronts in fluid systems, fronts of chemicals in a
chromatography blot, and so on. Instead of a pattern growing globally, a pattern in a spa-
1This point of view was first adopted by M. C. Cross and P. C. Hohenberg in Ref. (2)
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tially extended system could emerge through front propagation, where one phase or entity
is replaced by the other as the front passes by. This invasion of one phase by the other as
the front propagates may occur simultaneously in different regions of space, resulting finally
in some sort of steady state pattern.
Apart from their role as intermediaries in pattern formation, fronts are interesting objects
to study by themselves. Information transmission in neurons is understood in terms of prop-
agating front like structures– known as pulses–of electrical activity created by an imbalance
of ions. In order to stop forest fires, one needs to know the exact behavior of fire fronts.
Whether or not to wear a sweater tomorrow is determined by how well the meteorologists
are able to forecast the descent of the latest cold front.
Fronts in non-linear spatially extended systems are usually classified according to the sta-
bility characteristics of the phases they separate. The front can either separate stable and
unstable spatially extended uniform phases, or separate two stable spatially extended uni-
form phases. Both categories of fronts have been studied extensively in literature (11; 12; 13).
In theoretical models of traveling fronts, where an unstable spatially extended phase is in-
vaded by a stable spatially extended phase, traveling fronts with a wide range of velocities
are possible mathematical solutions. While, in numerical simulations of these models and
experiments, only a unique velocity is selected. Therefore, the theoretical emphasis in this
case is on deriving a velocity selection criteria. The theoretical emphasis in studying fronts
in bistable systems (systems in which fronts connect two stable uniform phases) is on the
front structure itself. Front structures in these systems might undergo bifurcations–for in-
stance, a stationary front might start propagating as system parameters are changed. The
identification and classification of these bifurcations, and their effects on front velocity and
structure form the core of investigations conducted on these bistable fronts.
Fronts in particular, and similar localized structures which are classified as defects or
coherent structures 2 (2), in general, constitute an important element of “real patterns”
(patterns found in realistic experimental situations). On one hand, as mentioned above,
these localized patterns serve as transients or intermediaries leading to pattern formation
in realistic experimental conditions. Also, on the other hand, defects are almost always
present in real patterns found in the laboratory. Hence, the motivation for the study of
fronts and other localized structures is threefold – from the point of view of transients in
realistic pattern formation, as elements of non-ideal patterns found in realistic experimental
situations, and as an important non-linear phenomena in their own right.
Another important aspect of real patterns is the influence of finite spatial size of the
experimental apparatus and the effect of boundary conditions. In realistic experimental
situations the spatial extent of the system under consideration is always finite, and one
or more types of boundary conditions are always present. Theoretical studies of pattern
forming systems based on PDE have to incorporate these finite size and boundary effects for
a complete picture to emerge.
Pattern formation in a spatially finite system can be drastically different from its idealized
infinite counterpart. Any function in an infinite system, through its Fourier transform, can
be represented as a weighted sum of Fourier modes. Therefore, any type of perturbation of
a pattern in an infinite system can be represented as a Fourier transform; a weighted sum
of various independent Fourier perturbations. An immediate consequence of a finite size
is the restriction on the number of types of perturbations a pattern in a finite system can
2M. C. Cross and P. C. Hohenberg refer to localized structures creating irregularities in an ideal pattern
as defects, and other localized structures as coherent structures
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experience. One may recall that in a finite system the number and types of Fourier modes
are dependent on the size of the system and the boundary conditions imposed. The types
of functions (perturbations) represented by a weighted sum of this reduced band of Fourier
modes is restricted in scope compared to the types of functions that can be cast as a Fourier
transform in an infinite system.
Amplitude equations that explain pattern formation in an infinite system through the
coupled dynamics of all unstable modes, may not be valid in the finite system. For instance,
an unstable mode in an infinite system might not be present in the finite size limit, since it
might no longer be possible to represent it as a weighted sum of the now restricted number
of possible Fourier modes in the finite system. Also, new types of modes, not unstable
in the infinite size limit, might become unstable in the finite limit. In all these cases one
would have to modify the amplitude equation to ensure that it incorporates all these mode
modifications. Numerous studies addressing this issue have been performed. For a thorough
review see (2) and the references therein, especially (14; 15; 16).
Apart from their direct influence on pattern formation, as expressed by the modifications
amplitude equations may undergo, boundary conditions and finite spatial sizes also influence
localized structures like fronts. Fronts and other localized structures serve as transients and
intermediaries in pattern formation. Hence, through influencing the dynamics of fronts,
boundary conditions and finite spatial sizes may also effect pattern formation indirectly.
Also, from the point of view of fronts being important non-linear phenomena in their
own right, the study of front dynamics in finite systems under the influence of prescribed
boundary conditions becomes imperative. Questions, such as, how would a signal in the Axon
of a neuron, which is a pulse of propagating electrical activity, behave when it encounters the
Axon of another neuron, how would a reaction front in a chemical reactor interact with the
reactor boundaries, how exactly domain walls in Ferromagnets behave when in proximity
to the sample boundary, and how can tumors be best treated by targeted chemotherapy
at their surface, can all be answered once one knows the exact mathematical mechanisms
behind front interactions with boundaries.
The main motivation behind this dissertation is the need to understand the role of bound-
ary conditions and finite system size on spatially localized structures in non-linear spatially
extended systems. To this end, in this dissertation, we examine fronts in bistable spatially
extended systems. We present a comprehensive study of these bistable fronts, utilizing a
whole array of analytical and numerical tools, with regard to the influence boundaries and
finite system sizes have on their dynamics. The analytical techniques used primarily include
singular perturbation theory, Green’s functions, theory of dynamical systems, bifurcation
theory, and to a lesser extent, Spectral theory. The numerical element of our study is based
on implicit finite difference schemes, and the primary programming language is FORTRAN.
Also, in certain instances, we have benefited from the use of software packages like XPP,
which automate the numerical examination of the stability, and bifurcation scenarios of
solutions of ODE.
We study two categories of model PDE. In these model equations, bistability can be
achieved by adjusting one or more system parameters. The first model is a FitzHugh-
Nagumo type reaction-diffusion model (13). Such models are relevant usually in chemical or
biological contexts, where different species (dependent variables in the PDE) evolve on easily
discernible spatial and temporal scales. In such systems, methods like adiabatic elimination,
or equivalently, slaving principles, where faster evolving species are slaved to the slowly
evolving species, can be used to effectively reduce the number of species in the model PDE.
The two component Fitz-Hugh Nagumo model is a prototypical model derived after such
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an adiabatic elimination. In physical contexts, where separation of spatial and temporal
time scales of different interacting species is not possible, a new class of models distinct
from the Fitz-Hugh Nagumo type have to be introduced. The simplest form of such a
model involves two interacting species. The Parametrically forced complex Ginzburg-Landau
equation (CGLE) has been the prime two component candidate (12), and has been employed
in studying bistable fronts in various contexts including Liquid crystal systems and non-linear
optics (17; 18; 19).
The simplicity of the aforementioned two component PDE models makes them amenable
to mathematical analysis. We study these two models close to a front instability, where
the accompanying bifurcation is termed as the Ising-Bloch or front bifurcation in literature
(13; 12). The core of this dissertation revolves around analyzing the influence of boundary
conditions on the motion of bistable fronts in these two distinct PDE categories, requiring
the use of different analytical tools in each specific case. Yet, in the end, the conclusions we
draw reflect the underlying similarities – owing to the fact that we operate near the same
bifurcation – in the way these fronts are affected by the boundaries in both models.
2. Preliminaries
We begin this chapter by introducing the concept of bistability in spatially extended
non-linear systems. We then discuss fronts in bistable media, concentrating specifically on
bistable fronts in the two model PDE we study. We present the structural and stability
properties of these fronts, and analyze in detail the change in stability and structure associ-
ated with the Ising-Bloch or front bifurcation. We end this chapter by enumerating various
experimental systems where bistable fronts and the associated front bifurcation has been
observed.
2.1 Bistable Media and Fronts
Before we formalize the notion of bistability, basic tools used in the analysis and classification
of non-linear models are introduced. We shall make use of a set of coupled ODE with a finite
number of components, a simple yet useful modeling technique, to introduce concepts, such
as, fixed points, invariant manifolds, steady states, and so forth. Most of the conceptual
tools developed for analyzing ODE can be carried over to PDE modeling spatially extended
systems. This is due to the fact that PDE, after a suitable discretization, can be cast in the
form of coupled ODE–a technique frequently used in obtaining numerical solutions of PDE.
Consider the following set of evolution equations,
dXi/dt = Fi({Xj}, λ) i = 1, ..., n, (2.1)
modeling the time evolution of n interacting species Xi. The independent parameter set λ,
which represents the influence of controllable quantities; for example, flow rate of enzymes,
diffusion constants etc., in the underlying physical system, has been written down explicitly.
The solutions of these equations are trajectories in an abstract n-dimensional space
spanned by the variables (X1, X2, ..Xn), usually referred to as phase space in literature.
In general, finding out all the trajectories for a non-linear model system is an impossible
mathematical task. However, some knowledge about the trajectories can be gained by set-
ting
Fi({Xj}, λ) = 0. (2.2)
The solutions of Eq. (2.2) are known as fixed points. These fixed points can either be stable
or unstable. In an informal sense, trajectories that are close enough to stable fixed points,
end up at these stable fixed points and do not evolve further. Whereas, trajectories do not
end up at unstable fixed points.
Various formal notions of stability of fixed points are used in literature (4; 1). The most
frequently used and simplest criteria is that of Linear stability. Having found a fixed point
of Eq. (2.1), denoted by (X1a, ...Xna), one follows the evolution of the trajectories which are
small perturbations about this fixed point. Let δXi represent the perturbation of the species












where we have restricted ourselves to the first order in δXi. The eigenvalues of the ma-
trix ∂Fi({Xja}λ)/∂Xk contain all the information about the stability of the fixed point
(X1a, ...Xna). The eigenvalues, in general, are complex numbers with a real and imaginary
part. A positive real part corresponds to a growth of the perturbations, with the magnitude
of the real part as the growth rate. While, a negative real part corresponds to a decay of the
perturbations. The fixed point is stable, when all the perturbations decay. This is possible,
if and only if, the real parts of all the eigenvalues are negative.
While the real parts of the eigenvalues represent growth or decay rates of the perturba-
tions, the imaginary parts correspond to oscillatory behavior. This, in a certain sense, is
analogous to the propagation of light in materials, where the real and imaginary parts of
the wavevectors correspond to the attenuation and propagation of the electromagnetic wave
respectively. The imaginary part of the eigenvalues can be used to further categorize the
fixed points. In two dimensional systems, a nonzero imaginary part with a negative real part
signifies a stable spiral fixed point. Here, the decay of the perturbation in conjunction with
the oscillatory behavior produces a spiraling in of the trajectory towards the fixed point.
Conversely, if the real part of the eigenvalue is positive, the fixed point is an unstable spiral.
Furthermore, fixed points such as sources and sinks where the associated eigenvalue is a real
number, can also be identified. Here, the perturbations show either a pure decay or growth
without any oscillatory behavior. The trajectory is directly attracted to the fixed point if
there is a decay of the perturbation, or directly repulsed from it, in case the perturbation
grows.
The knowledge about the fixed points and their Linear stability can be immediately
transformed into some understanding of the trajectories in the full non-linear problem. This
is due to the Hartman-Grobman theorem (4), which in a “lose sense” means that, if, the
spectrum of the linearized problem does not have zero or purely imaginary eigenvalues,
then, the trajectories in the linearized problem are qualitatively similar – connected by
a homeomorphic transformation– to the non-linear problem. In other words, the phase
portraits of the non-linear problem and the associated linear version, which are pictorial
representations of all possible trajectories, look similar. More concretely, there is a one-to-
one correspondence between trajectories in the non-linear problem and its linear counterpart,
provided that the fixed points are either stable or unstable.
In addition to fixed points, which are zero dimensional objects, there exist other finite
dimensional subsets of the phase space, such that, a trajectory once inside this subset always
remains there–more formally, finite dimensional objects embedded in the phase space that
are bounded and are mapped onto themselves during the evolution generated by Eq. (2.1).
These objects are called invariant manifolds, and the fixed points are a special class of zero
dimensional invariant manifolds. An often encountered example of a non-trivial invariant
manifold is the limit cycle, which is a closed orbit enclosing an unstable spiral fixed point.
Trajectories, both inside and outside the limit cycle, are attracted towards this closed orbit.
Once the trajectory is on the limit cycle, it never leaves it, and the ensuing motion always
traces the orbit, resulting in a periodic motion.
The best alternative to the full solution of the non-linear problem, which is usually
intractable, is the sum total of the invariant manifolds in that non-linear system. The
invariant manifolds provide a good handle on the regions of the phase space where the
trajectory is likely to be located, given an initial starting point. Typically, a trajectory
is repulsed by unstable fixed points, and is attracted towards stable fixed points, or other
attracting objects, such as, limit cycles. For example, the population of rabbits and foxes
in a predator-prey model may vary initially, followed by a gradual stabilization to a steady
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value ( a stable fixed point). Or the populations may oscillate over a period of a few years
(limit cycle). The cyclical increase and decrease in the populations of the predators and prey
occurs when there is a huge initial disparity in their numbers. Whereas, their populations
attain a steady state if initial there are just enough rabbits for the foxes to consume.
Having introduced non-linear evolution equations, fixed points, and invariant manifolds,
we now examine the notion of bistability. Bistability simply implies that two fixed points
of a system of non-linear equations are simultaneously stable. We illustrate this with the
simple example of a one component non-linear evolution equation,
dX/dt = µX −X3. (2.4)
The fixed points of this system obtained by setting the left hand side (LHS) of Eq. (2.4)
to zero are, X = 0,±√µ. For a negative value of µ, only the X = 0 fixed point is stable.
For µ > 0, we have two stable fixed points, X = ±√µ. Hence, this system is bistable for
a positive value of the control parameter µ, as opposed to being monostable for a negative
value of the control parameter.
The idea of bistability in an ODE can be extended to a PDE as well. Consider Eq. (2.4)
again, with an additional diffusive term added on;
∂X/∂t = µX −X3 + ∇2X. (2.5)
Now, the diffusive term in Eq. (2.5) has no contribution to the dynamics if the solution is
spatially homogeneous–same constant value everywhere in space. Hence, the PDE above
is in a bistable regime, as before, when µ > 0, and X = ±√µ everywhere in space. The
analogs of stable fixed points in an ODE system are stable spatially homogeneous solutions
in a PDE.
In a spatially extended bistable system, different regions of space may exhibit one or
the other stable spatially homogeneous solution. For instance, in one spatial dimension,
Eq. (2.5) may have X = −√µ as a solution in some region along the x-axis and X = √µ
in another. These two spatially homogeneous solutions in different regions of space would
then be connected by a spatially varying solution, known as a front or a domain wall. Figure
2.1 shows the solution of Eq. (2.5) in the bistable regime, with the two homogeneous states
being joined by a connecting front solution.
The notion of bistable fronts in a one component spatially extended system can be ex-
tended to multiple component systems. As mentioned in the opening chapter, two con-
trasting categories of multiple component bistable fronts can be realized. The first category
includes bistable fronts where the spatial variation of different components inside the front
core happens on different scales. The logical extreme of such a case is the rapid spatial
variation of one set of components while another set stays constant. Such a singular limit
can be achieved in a class of two component Fitz-Hugh Nagumo reaction diffusion models.
The second category of bistable fronts involve all the species varying with the same spatial
scale inside the front core. A simple model exhibiting such fronts is the parametrically forced
complex Ginzburg Landau equation (CGLE); a two component model where the front core
comprises of the two species varying on the same spatial scale. In the forthcoming sections











Figure 2.1: Plot of a bistable front or domain wall for the model Eq. (2.5), with parameter
µ = 1. The connecting solution in this case is known in closed from; X(x) = tanh (x/
√
2).
2.2 Fitz-Hugh Nagumo (FHN) Model
Reaction-diffusion models, where different spatio-temporal scales for the interacting species
are present are usually predominant in the study of chemical or biological patterns. These
models can be used in a variety of ways to supplement experimental observations. In litera-
ture, two distinctive methodologies with a different scope and emphasis on how these models
supplement experimental observations have emerged.
On one hand, the focus is on mimicking, as best as possible, the underlying experimental
system. This involves accounting for almost all the interacting species (for example, final and
intermediate reactants and products, as well as, all the enzymes in a chemical reaction). The
resultant PDE are complicated by the presence of numerous components. The only tractable
methods available to study these multicomponent PDE are direct numerical simulations.
While, mimicking actual experiments by mathematical models provides a reasonable insight
into the role of the individual species in producing a pattern, it is often impossible to make
general statements about mechanisms responsible for that pattern. The predictions become
experiment specific, and its is impossible to distinguish the minimum ingredients needed to
produce the pattern.
On the other hand, while choosing a model to study, experimental details of the under-
lying system are disregarded. This choice is based upon– but not restricted to–the adiabatic
elimination of the fast variables in the multicomponent PDE. The simplest possible model
that exhibits the gross features of a wide variety of experiments serves as an alternative
to the complicated multicomponent models that mimic one particular experiment. These
simple models involve one or two components, and are amenable to mathematical analysis.
General information regarding mechanisms that produce a particular pattern in a wide array
of experiments is easily extracted from these models.
The FHN model, described below, is a simple model that shares gross features with
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Figure 2.2: Plot of the nullclines in the bistable regime of the FHN model. The parameters
are a1 = 9 and ao = 0.1. The fixed point in the middle is unstable , while, the fixed points
at the extremities are stable.
Belousov-Zhabotinsky (BZ) and the Chlorite-Iodide- Malonic-Acid (CIMA) reactions (25;
26). Also, in a biological context, FHN type models have long been the cornerstone in
theoretical studies of action potentials in cardiac and nerve tissue (27). The FHN model
(13; 20; 21; 22; 23; 24), which reads
∂u
∂t
= ε−1(u− u3 − v) + δ−1uxx
∂v
∂t
= (u− a1v − ao) + vxx, (2.6)
is a two component reaction-diffusion model with the spatio-temporal profile of the two
species given by the dependent variables u(x, t) and v(x, t). The parameter ε sets the relative
time scales on which the two species vary. δ is the ratio of the diffusion constants for the
two fields. The parameters a1 and ao characterize renormalized local reaction parameters,
possibly after an adiabatic elimination of faster reacting species. Three different regimes
are distinguished by the way the nullclines of Eq. (2.6), given by, u − u3 − v = 0 and
u− a1v + ao = 0, intersect. The regime of interest in this work is that of bistability. Figure
2.2 shows the plot of the two nullclines intersecting at three fixed points; two of which are
stable. This model exhibits the parity symmetry, (u, v) → (−u,−v), when the parameter
ao = 0. This symmetry, as we shall see later on, is reflected in any bifurcation that the
system Eq. (2.6) undergoes for a small value of ao.
A preliminary numerical integration of Eq. (2.6) demonstrates the existence of front
solutions connecting the spatially homogeneous stable states given by the intersection of the
nullclines. Before we delve further into a detailed discussion of fronts in this model, a few
remarks about the non-equilibrium nature of the system Eq. (2.6) are due.
In equilibrium phase transitions, close to criticality, large domains of different phases
coexist. These domains are separated by domain walls, which is a region separating the
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domains characterized by a rapid variation of the order parameter. This spatial configuration
of the order parameter, where domains are separated by domain walls, is attributed to the
minimization of a free energy which can be defined for equilibrium processes. It is easily
realized that fronts and stable homogeneous states in the PDE system are analogous to
domain walls and phase domains respectively in the theory of phase transitions. Hence, if,
a suitable functional, analogous to the free energy for phase transitions, can be found for
the PDE system, the system is considered to be an equilibrium system, or else, its a non-
equilibrium system. This can be illustrated by choosing a special case of Eq. (2.6), where
one sets ε = 0 (13). With this choice, one can rewrite Eq. (2.6) as,
ut = −δΓ/δu, (2.7)
where Γ is a functional given by,
Γ =
∫
[−u2/2 + u4/4 + uv + u2x/2]dx. (2.8)
Configurations of the system close to the minima of this functional are attracted towards it,
leading to an equilibrium state. The LHS of Eq. (2.7) is zero in this case, and the system
rests on the minima. In general, for an arbitrary choice of ε, no free energy functional can
be extracted. Such systems are termed nonvariational, as opposed to variational systems for
which a free energy functional can be found. In these nonvariational systems no equilibrium
states can be realized, although, they can still have steady states characterized by zero
temporal evolution. Pattern formation in non-equilibrium systems is, thus, appropriately
modeled by nonvariational PDE, and the FHN model is aptly so.
2.2.1 Fronts in the FHN Model
Having emphasized the non-equilibrium nature of the FHN model, we now explore fronts,
both stationary and propagating, exhibited by this system. We operate in the bistable
regime, with the two stable spatially homogeneous solutions denoted by (u±, v±). For ao =





1 − 1/a1. Connecting solutions or fronts joining (u+, v+) to (u−, v−),
where we have assumed that (u+, v+) is the asymptotic state as x→ +∞, and (u−, v−) the
asymptotic state when x → +∞, can be found by a straightforward numerical solution of
Eq. (2.6). A stationary front solution of Eq. (2.6) is shown in Figure 2.3. Both fields, u(x)
and v(x), pass through zero at the same point in this front structure. Such stationary fronts
are called Ising fronts, a terminology derived from the study of domain walls in Ferromagnets.
Varying the system parameters, specifically the combination η =
√
εδ, leads to, at a
certain critical value η = ηc, the stationary Ising front losing its stability to two counter-
propagating fronts. These fronts, again from a terminology derived from ferromagnetic
systems, are called Bloch fronts. Figure 2.4 shows the two counter-propagating Bloch fronts,
the arrows representing the direction of propagation.
The Ising-Bloch bifurcation is at the heart of the stationary front losing its stability
to the two counter-propagating fronts (28). The (u, v) → (−u,−v) parity symmetry is
manifested in this bifurcation, with the two counter-propagating fronts having equal but

















Figure 2.3: Plot of a two component stationary Ising front obtained by numerically integrat-
ing the FHN model. Spatially homogeneous states, (u+, v+) and (u−, v−), are to the left and
the right of the front structure respectively.
with the order parameter being the front velocity, denoted by c. The parity symmetry can
be broken by choosing a nonzero ao. This immediately leads to the pitchfork unfolding
into a saddle node. The Ising front is no longer stationary, and the bifurcation involves the
appearance of an additional pair of a stable and an unstable propagating front solution. A
pictorial representation of the two bifurcation scenarios is given in Figure 2.5.
The ratio ε/δ can be used to manipulate the relative size of the front structure in the
two concentration fields. For ε/δ << 1, the u(x, t) field varies sharply in space, while, the
v(x, t) field can be considered to have a constant value in this region of rapid variation of
the u(x, t) field. This fact, as we shall see in later chapters, simplifies the analytical study
of fronts in the FHN model by relegating the u(x, t) field, through the methods of singular
perturbation theory, to a secondary role. Hence, the effective front dynamics involves just
one field instead of the more complicated two.
2.3 Parametrically Forced Complex Ginzburg Landau
Equation (CGLE)
We introduced the FHN model in the previous section, where the relative size of the two
component fields inside the front can be set as desired. Contrastingly, we now introduce
a simple two component model–the CGLE. Here, unlike the FHN model, both the fields
comprising the bistable front vary on the same spatial scale. Therefore, an analytical study
of such fronts involves more complications, as the two fields have to be treated simultaneously


































Figure 2.4: (a) A left traveling Bloch front solution of the FHN model. (b) A right traveling




























Figure 2.5: (a) The pitchfork bifurcation of fronts in the FHN model for ao = 0. The order
parameter is the front velocity c, and its dependence on the bifurcation parameter η is shown.





= (γ + iν)A + (1 + iα)∇2A− (1 + iβ)|A|2A+ µA∗ + ε . (2.9)
As the nomenclature implies, the CGLE consists of a complex Ginzburg Landau equation
(CGLE) submitted to external forcing. The CGLE itself is aptly considered as the generic
model describing the slow phase and amplitude modulations of a spatially distributed assem-
bly of coupled oscillators near its Hopf bifurcation (29). For a zero value of the parameters ν,
ε, and µ, the system Eq. (2.9) has the continuous time translation symmetry. For a non-zero
ν, µ, this symmetry is broken, and instead, we have a discrete time symmetry, which trans-
lates into the requirement A→ A exp (ιπ). The term µA∗ in Eq. (2.9), with µ as the forcing
amplitude, represents the forcing of the auto-oscillators at twice the natural frequency, and
the parameter ν is a small detuning. A nonzero ε, which represents forcing at the natural
frequency, breaks the A→ A exp (ιπ) symmetry.
Another perspective on the system Eq. (2.9) immediately emerges by making ν, β, and
α, collectively called non-variational parameters, assume a zero value. In this case Eq. (2.9)













(X2 + Y 2)2 − µ(X2 − Y 2)}dx. (2.12)
The functional Γ has the same form as the free energy in the X − Y model of ferromagnetic
phase transitions. The parameter µ is the amplitude of the weak anisotropy. The existence
of a variational limit as the parameters ν, β, and α smoothly approach zero, provides a
unique venue to explore differences between equilibrium and non-equilibrium processes. As
we shall see now, even a small non-zero value of the non- variational parameters has a drastic
non-trivial effect on the type of front solutions exhibited by Eq. (2.9).
2.3.1 Fronts in the CGLE
In the variational limit, Eq. (2.9) exhibits three front solutions. In the bistable regime these






(µ+ γ)]1/2x} + i0, (2.13)
























Figure 2.6: Stationary Ising front in the variational limit of the CGLE. The imaginary
component is zero at all points in the domain.
are the Bloch front solutions. The stationary Ising wall, which is stable for µ > µc = γ/3,
loses stability to two stationary Bloch fronts for µ < µc. The Bloch fronts are distinguished
by their chirality, given by the value of the Y component at the point where the X component
crosses zero. This process can be regarded as a bifurcation of Ising fronts to Bloch fronts
(30), although, unlike the Ising-Bloch bifurcation encountered in the previous section for
the FHN model, stationary Ising fronts bifurcate to stationary Bloch fronts. Plots of these
stationary fronts are shown in Figure 2.6 and Figure 2.7.
Introduction of small non-variational parameters leads to a drastic change in the type
of front solutions exhibited by Eq. (2.9), and the associated bifurcation scenario. In this
regime, subject to the constraint µ2 > (ν − βγ)2/(1 + β2)2, one still has bistability, with
the stable homogeneous states given by, A = R exp (iφ), where cos 2φ) = (−γ +R2)/µ, and
sin (2φ) = (ν − βR2)/µ (12). A direct numerical integration of Eq. (2.9) demonstrates the
existence of stationary Ising fronts. Unlike Ising fronts in the variational case, these Ising
fronts have a non-zero imaginary component. As the parameter µ is varied, the stationary
Ising front bifurcates into two counter-propagating Bloch fronts, in a fashion similar to the
fronts in the FHN model. The symmetry A → A exp (ιπ) due to a zero value of ε, which
can be regarded as the analog of the parameter ao in the FHN model, manifests itself with
the counter-propagating fronts having equal but opposite velocities. The normal form of the
bifurcation is again a pitchfork with the order parameter as the front velocity. A non- zero
ε unfolds the pitchfork into a saddle node. The fronts in this non-variational regime are
plotted in Figure 2.8 and Figure 2.9.
2.4 Experiments
In this section we present a brief outline of the experimental contexts in which non-equilibrium


























Figure 2.7: (a) Stationary Bloch front in the variational limit of Eq. (2.9) (b) Stationary















Figure 2.8: Stationary Ising front in the CGLE for non-zero nonvariational parameters. The
imaginary component is no longer trivially zero.
arenas, Liquid crystal systems, chemical reactions, and non-linear optical media, have all
shown, in bistable regimes, fronts of the Ising-Bloch variety.
A popular chemical reaction with multiple diffusing species exhibiting bistable fronts is
the ferrocyanide-iodide-sulfite (FIS) reaction (31; 32; 33). This reaction is carried out in
a polyacrylamide gel which allows the reactants to diffuse, and at the same time inhibits
flows. The reaction is constantly replenished with the reactants through a diffusive contact
with a reservoir on one side of the gel–a characteristically non-equilibrium process. Pattern
formation in this system is interpreted as being mediated by Ising-Bloch fronts, and the
transitions between them through the the Ising-Bloch bifurcation (34).
Another chemical system, with only one diffusing species, has also been studied in the
context of the Ising-Bloch bifurcation. Here, catalytic CO oxidation on a Pt(100) surface is
studied. The selection of a one dimensional geometry in the form of channels on the Pt(100)
surface allowed Haas and co-authors (35) to examine one dimensional Bloch front motion in
these channels. They were able to measure front velocities, and a sudden qualitative change
in the allowed front velocities, which was identified as the Ising- Bloch bifurcation in this
system.
Liquid crystal systems, where domain walls are driven out of equilibrium by the applica-
tion of an external rotating magnetic field, have shown transitions of the Ising-Bloch Type
(19; 36). In fact, under certain restrictive conditions, the dynamics of an order parameter
related to the orientation of the liquid crystals, has been shown to obey the CGLE. There-
fore, the theoretical predictions made by studying the CGLE can be directly correlated to
observed experimental effects on the order parameter–hence, providing an arena where a
thorough comparison of experiment and theory can be made.
Finally, Ising-Bloch fronts have been theoretically predicted in optical parametric oscil-
lators (OPO) with spectral filtering (17), and lasers with parametric amplification. In optics
terminology, propagating Bloch fronts are called Dark solitons, and have been recently ob-






























Figure 2.9: Broken chirality due to nonvariational effects leads to Bloch front motion. (a)
Left traveling Bloch front, and (b), the counter-propagating counterpart.
3. Boundary Effects in the FHN Model
In the previous chapter we introduced non-equilibrium bistable fronts in the FHN model.
A thorough understanding of these fronts in spatially infinite media, to a certain extent,
makes it possible to extract their role as intermediaries in pattern formation in bistable
media. For example, a domain may grow via propagating Bloch fronts at its edges, until,
the system parameters are varied to take the system into the Ising regime, in which case the
domain seizes to grow as Ising fronts do not propagate.
In realistic experimental situations however, the medium is always finite. A complete
insight into the pattern forming role of fronts in finite media, therefore, requires the incorpo-
ration of the effects of finite size and boundary conditions on the dynamics of fronts. As an
illustration, consider again, among other possible scenarios, a domain that grows via Bloch
front propagation at its edges. The domain will continue to grow until the propagating Bloch
fronts meet the boundaries of the system, thereupon, the fate of the domain depends on the
ensuing dynamics of the Bloch front determined by its interaction with the boundary.
The goal of the present chapter is to analyze both numerically and analytically the
influence of finite system size and boundary conditions on the dynamics of Ising-Bloch fronts
in the FHN model. We begin, briefly outlining the numerical techniques used, followed by a
thorough study of the influence of various types of boundary conditions (including Dirichlet
and Neumann boundary conditions) on Ising-Bloch front motion. The analysis of front
dynamics presented here culminates into a derivation of reduced order parameter equations
(OPE) in terms of the front velocity and position. These OPE, as we shall see, give a simple
and direct grasp of the various mechanisms behind exotic front motion produced as a result
of boundary influence.
3.1 Numerical Methods
The coupled reaction-diffusion PDE are solved by an implicit finite difference Crank-Nicholson
scheme. Implicit schemes, as opposed to explicit schemes, employ matrix inversions, where
quantities in future times are obtained as the solution to a set of linear algebraic equations.
This leads to a better stability criteria for the numerical scheme (38).
We illustrate the algorithm with a simple example. Let
Ut = DUxx +N(U), (3.1)
be a non-linear PDE with U as the dependent variable, D the diffusion constant, and N(U)






[Ut+∆t/2,j+1 − 2Ut+∆t/2,j + Ut+∆t/2,j−1] +N(Ut,j), (3.2)
where ∆t is the time step, j labels the spatial grid, and h is the grid spacing. Eq. (3.2)
is a set of linear algebraic equations, which upon inversion gives the value of the solution
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after half a time step; at future time t+ ∆t/2. With T as the appropriate inversion matrix
(tridiagonal in this case) Eq. (3.2) can be rewritten compactly as,
Ut+∆t/2 = T
−1[Ut + ∆tN(Ut)/2]. (3.3)
The value of the field U after one time step ∆t, is given by,
Ut+∆t = 2T
−1[Ut + ∆tN(Ut+∆t/2)/2]. (3.4)
Therefore, one time step in the algorithm involves two tridiagonal matrix inversions. The
implicit scheme is always stable. The accuracy is determined by the constraint |D∆t/h2| < 1.
For multiple fields, each with their own diffusivity, this criteria needs to be valid for the
largest diffusion constant. The algorithm is second order accurate in both time and space.
Making the space and time steps smaller while following this constraint provides the desired
accuracy in the numerical solutions.
3.2 Problem Setup
We now address the effect of boundary conditions on the motion of Ising-Bloch fronts in
the FHN model. In actual experiments, the controlled imposition of boundary conditions
may be carried out by minor modifications of the apparatus already used in examining other
properties of bistable fronts, such as, front velocity and structure. For example, in the (FIS)
reaction (34) carried out in a polyacrylamide gel, keeping reservoirs of reactants in contact
with the gel is a well tested and calibrated method of maintaining the desired reactant con-
centration inside it. Therefore, maintaining a fixed concentration at the system boundaries,
we suggest, can be accomplished by placing the boundary in contact with an appropriate
reservoir. Fixed concentrations at the boundary correspond to Dirichlet boundary condi-
tions. Also, blocking the flow of reactants at the system boundaries, which is usually the
case in most experiments performed, provides zero flux boundary conditions.
Examining fronts in spatially finite systems, or alternatively, fronts close to a boundary,
requires gaining an insight into certain specific properties of infinite system fronts that are
modified when they come in contact with a boundary. From a theory perspective, fronts,
which are localized structures, in infinite media possess a symmetry termed as translational
invariance. In a transitionally invariant system, solutions remain unchanged under a transla-
tion of the origin. Alternatively, a stationary or translating front in an infinite system is the
same mathematical object regardless of its position. The introduction of finite system sizes
and boundary conditions breaks this translational invariance. Hence, an important task
in analyzing fronts in finite systems is to quantify the extent of this broken translational
invariance.
Mathematically, the most important consequence of translational invariance in a system
is the existence of a non-trivial null space for the operator obtained by linearizing the model
non-linear PDE. Consider the general PDE
ht = £h +N(h). (3.5)
Here h is a vector of dependent variables, £h are the linear terms, and N(h) are the non-
linear terms. Let ho be a stationary localized solution of Eq. (3.5). By taking a derivative
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with respect to the spatial coordinate x on the right hand side of Eq. (3.5), and realizing
that the left hand side is zero for the stationary solution, one obtains,
£hox +N
′(ho)hox = 0, (3.6)
where the prime denotes the derivative with respect to the dependent variables. This sim-
ply means that, the spatial derivative of the stationary localized solution about which the
linearizing is carried out, is the non-trivial zero eigenvector of the linearized dynamics of the
original PDE Eq. (3.5).
When the system size is finite or the front is near a boundary, one no longer expects the
zero eigenvalue associated with translational invariance to be present. In fact–we will prove
this later on–as a translating front approaches a boundary, the zero eigenvalue gradually
departs from zero, with an increasing absolute value. The amount of departure from zero
as a function of front distance from the boundary is dependent on the type of boundary
condition imposed. Quantifying this departure from zero, is central to analyzing boundary
influence on fronts.
Another important aspect of Ising-Bloch front motion in infinite systems is the represen-
tation of their dynamics by reduced order parameter equations (OPE). Intuitively, as one
pictures fronts, one imagines a localized object with a position and velocity. OPE cast this
intuitive idea into a rigorous mathematical statement. We already know that the Ising-Bloch
bifurcation is a pitchfork with the front velocity as the order parameter. Hence, close to the
bifurcation threshold we can write down(24),
∂c
∂t




Here, the first equation is simply the pitchfork bifurcation normal form for some critical
bifurcation parameter ρ, while, the second equation trivially states that velocity is the time
derivative of position. Eq. (3.7) represents a system of uncoupled ordinary differential equa-
tions for the order parameters front velocity c and position x. The uncoupled form of these
equations is a restatement of translational invariance–front velocity is independent of posi-
tion.
An immediate consequence of broken translational invariance, regardless of how it is
broken, is the coupling of the evolution equations for front velocity and position, modifying
the set Eq. (3.7). For instance, the introduction of a space dependent advective field (28),
modeling for example, the effects of an external electric field in chemical reactions involving
ionic species (39), breaks the translational invariance. The small advective field can influence
the motion of Ising-Bloch fronts in novel ways. The coupling of the set Eq. (3.7) produced by
the advective term results in oscillations of Ising-Bloch fronts, where the fronts intermittently
change their direction of propagation close to a Hopf bifurcation.
Broken translational invariance due to the influence of boundaries, indeed, will couple the
front velocity and position. One of our main goals is to derive and analyze this coupling for
various possible boundary conditions that can be imposed. We will discover that boundaries
can induce exotic non-uniform front motion, that includes fronts bouncing at the boundaries,
fronts trapped or annihilated at the boundary, and fronts oscillating near the vicinity of the
boundary. The mechanism behind the onset of a particular kind of exotic front motion, and
the precise nature of the boundary conditions role in producing it, forms the subject matter
of the remaining chapter.
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3.3 Dirichlet Boundary Conditions
We begin this section, putting forth the details of our numerical study of Ising-Bloch fronts
interacting with boundaries where Dirichlet boundary conditions have been imposed. Our
numerical simulations serve a two-fold purpose; (1) They are essential to examining boundary
interactions in parameter regimes, where a mathematical analysis carried out by deriving
reduced OPE is an intractable task. (2) Numerical simulations are helpful while verifying the
validity of an analytical calculation, allowing for, the comparison of trajectories generated
by solving the reduced OPE with that of the original infinite dimensional PDE.
Next, we carry out a mathematical analysis of the advertised boundary interaction. We
will operate in parameter regimes close to the Ising-Bloch bifurcation threshold, implying
small Bloch front velocities. Also, we would require to employ a certain singular limit marked
by contrasting spatial scales in the front structure of the two reacting fields in the FHN model.
The analysis leads to the derivation of OPE capturing exactly how front velocity and position
are coupled by Dirichlet boundary conditions.
3.3.1 Numerical Study
We solve the FHN model Eq. (2.6) by the employing the previously described implicit Crank-
Nicolson scheme. Dirichlet boundary conditions are imposed at both ends of the domain,
which is typically composed of 400 to 800 grid points with a time step of 0.01. The boundary
values at one end are fixed at the spatially homogeneous solutions of Eq. (2.6). At the other
end we are free to vary the boundary condition. In our numerical simulations, we keep
the domain large compared to the spatial extent of the front, so that the influence of the
boundary is only felt when the front is close enough to it. Furthermore, this allows us to
selectively resolve the effect of boundary conditions imposed at one end of the domain, while,
not worrying about the other end, which is at infinity. We verified that the grid and time
steps were small enough to ensure that the solution converged.
By a suitable choice of initial conditions a Bloch front or its counterpropagating partner
can be generated, see Figure 2.4. Bloch fronts created far away from a boundary gradually
relax to translating with a uniform velocity. The time scale of this relaxation is determined
by the closeness in parameter space to the Ising-Bloch bifurcation threshold. It is readily
seen from the set Eq. (3.7), that a large value of ρ − ρc sets a fast time scale on the fronts
relaxation rate to a uniform velocity (fixed points of Eq. (3.7)), whilst, a small value implies
a slow time scale. Therefore, to produce a uniformly translating front in simulations carried
out close to the bifurcation threshold, one either requires large system sizes–to allow room
for the slow relaxation– or one has to artificially translate the front back to the center of
the computational domain as it nears a boundary; repeating the process until a uniformly
translating front is obtained far from the boundary.
In our simulations (40), we focus on the interaction of incoming Bloch walls with bound-
aries, where Dirichlet boundary conditions are imposed on the two fields u, and v in the
FHN model. Particularly, we look at how front cores of incoming fronts are perturbed by a
whole range of boundary conditions. Fronts coming into the boundary from infinity in both
models either rebound or get trapped depending on the Dirichlet boundary values. A front
that traps loses its core structure and evolves into the nearest available stable (attracting)
configuration of the fields, which in this case is the non-trivial stationary (NTS) solution















Figure 3.1: A typical non-trivial stationary solution which trapped fronts evolve into for the
FHN model.
tion for the FHN model. This solution is comprised of a spatially homogeneous part, and
an inhomogeneous part that connects the spatially homogeneous solutions to the Dirichlet
boundary value. Rebounding phenomena close to the boundary is characterized by the core
of an incoming front flipping into the core of its counterpropagating partner, resulting in the
front moving away. The time evolution of a bouncing front is shown in Figure 3.2, and that
of a trapped front is shown in Figure 3.3.
We, for a wide set of Dirichlet boundary values, examined extensively the evolution of
incoming Bloch fronts as they encountered the boundary. Our exhaustive observations are
plotted in Figure 3.4, which is the plane of Dirichlet boundary values imposed on the two
fields u, and v. The “transition curve” displayed in the phase diagram, separates two regions
characterized by whether, the incoming fronts bounce for boundary values in that region, or
whether they get trapped.
Apart from observing a transition from bounced to trapped fronts at the transition curve,
we observed certain peculiarities in how the Bloch fronts interact with the boundaries for
boundary conditions near the transition curve. As one closes in on the transition curve
from the trapping (bouncing) region, the fronts take longer to get trapped (bounce) at the
boundary. This suggests that the transition from trapping to bouncing, or vice versa, is
a critical phenomena–or alternatively a bifurcation of some sort–that is at the center of
the slowing down in the dynamics. Bifurcations, as we have emphasized all along, involve
slow critical modes, and to a certain extent, our numerical simulations seem to suggest the
existence of a bifurcation at the heart of the bouncing-trapping transition. We will explicitly
extract the analytical details of this bifurcation scenario in later sections, where we shall
conclude that the slowing down is present due to a critical eigenvalue of the derived OPE
coupling front velocity to position.
We recall that incoming Bloch fronts evolve into NTS solutions of Eq. (2.6) when trapped
at the boundary. These NTS solutions are linearly stable by virtue of Bloch fronts evolving
into them when trapped. Hypothetically, one could associate the loss of stability of these




























Figure 3.2: A plot of snapshots of the computational domain consisting of the translating
front at different times. This plot shows a typical scenario of an incoming front bouncing at
the boundary, where Dirichlet boundary conditions have been imposed. We show only the




































-0.5  0  0.5  1  1.5  2  2.5  3
V
U
Figure 3.4: Transition Curve from a region of trapped Bloch fronts to bouncing ones for the
FHN model. U boundary value on the X axis, V boundary value on the Y axis. The model
parameters are a1 = 2.0, δ = 0.14, and ε = 0.05.
transition curve in the phase diagram and enters the bouncing region, the NTS solutions that
were linearly stable in the trapping region of the phase diagram, lose stability. Consequently,
incoming Bloch fronts do not evolve into these–now unstable–NTS solutions, and perhaps,
the bouncing then ensues.
This hypothesis can be easily tested by performing a numerical linear stability analysis.
Eq. (2.6) can be linearized about the NTS solution denoted by (uo(x), vo(x)). The eigenvalues
of the linearized equations
∂∆u
∂t
= ε−1[1 − 3u2o + δ−1∂2x]∆u− ε−1∆v
∂∆u
∂t
= ∆u+ [∂2x − a1]∆v, (3.8)
where ∆u, and ∆v are small perturbations, can be found by a suitable numerical algorithm.
The NTS solutions are stable in the trapped region, as the real components of all the nu-
merically evaluated eigenvalues are negative. Moreover, the NTS solutions remain linearly
stable in the bouncing region. Keeping these stability facts in mind, we can immediately
abandon our hypothesis. Even though NTS solutions are stable in the bouncing region,
incoming Bloch fronts do not evolve into them. Consequently, the critical behavior is not
governed by the loss of stability of these solutions. The dispelling of our hypothesis, indeed,
gives credence to the idea that front interactions with boundaries has to be look upon as the
result of the coupling of front velocity and position.
In addition to slowing down of front dynamics, we also observed that, close to the tran-
sition curve trapped and bouncing Bloch fronts can co-exist. Astonishingly, for a certain
boundary condition, a uniformly translating front created at infinity would come into the
boundary and bounce, while, a front created in the vicinity of a boundary, with the same
boundary condition in place, would trap. More precisely, we choose a boundary value inside
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the trapping region, close to the transition curve. A Bloch wall is launched from infinity
towards the boundary, As the wall approaches the boundary, the simulation is stopped. The
field configuration is saved and used as the initial condition for the next simulation run. In
this new run we make a small change in the Dirichlet boundary value and move across the
transition curve into the bouncing region. If the front core in the saved configuration is close
enough to the boundary, the front will get trapped, even if Dirichlet boundary values that
make a front coming in from infinity bounce, are imposed. An analytical explanation of this
phenomena based on the coupling of the front velocity and position due to the presence of
boundary conditions will be given shortly in the next section.
In the forthcoming sections, we try to make sense of our numerical observations regarding
front interactions with a boundary where Dirichlet boundary conditions have been imposed.
To this end, we shall try two approaches. Firstly, we present an adiabatic analysis of front-
boundary interactions, relying upon nullclines of Eq. (2.6) in a frame of reference moving
with the translating front. As we shall see, an adiabatic analysis relying on nullclines has a
limited scope. The actual flows do not follow the nullclines, except under certain restrictive
constraints. Also, phenomena like front rebounding and oscillations are fundamentally non-
adiabatic. Therefore, we finally present a fully non-adiabatic approach to understanding
non-uniform front motion resulting from front-boundary interactions.
The culmination of the analysis in both the adiabatic and the non-adiabatic approaches
is representing the motion of the front by only a few relevant parameters. The description
of the front based on the infinite dimensional PDE is reduced to a description based only on
the front velocity and position with respect to a suitable origin–in this case the boundary.
This reduction allows for a succinct extraction of the mechanisms behind front-boundary
interactions
3.3.2 Adiabatic Analysis
Consider Eq. (2.6). The nullclines of this set, in a frame co-moving with the front at a
velocity c, are the solutions of,
ε−1(u− u3 − v) + δ−1uxx + cux = 0
(u− a1v − ao) + vxx + cvx = 0, (3.9)
with the appropriate boundary conditions imposed on u and v. The hallmark of an adiabatic
description of front motion is the assumption that the explicit time dependence of the fields
v and u can be ignored in a frame of reference co-moving with the front. In other words,
it is assumed that the fronts undergo a fast relaxation process, whereby the explicit time
dependence of front motion (in the co-moving frame) is just a short lived transient phase.
This short duration relaxation leads to uniformly translating fronts moving with velocities
extracted from the solutions (nullclines) of Eq. (3.9). Therefore, in the adiabatic limit, a
front solution of Eq. (2.6) characterized by a rapidly relaxing front velocity, is expected to be
a transient, whereupon at the end of the transient phase, the front is a solution of Eq. (3.9),
now characterized by a uniform velocity.
In general, it is impossible to write down in a closed form, solutions of Eq. (3.9), ex-
cept maybe, spatially homogeneous solutions for natural boundary conditions in an infinite
medium. Therefore, from an analysis perspective, it is essential to find a limiting case of the




















Figure 3.5: Plot of a Bloch front for the FHN model in the singular limit characterized
by a sharp spatial variation of the u field, while the v field varies slowly. The parameters
are ε = 0.001, δ = 1.0, and a1 = 9.9. The front structure in this singular limit should be
contrasted with a front not in the singular limit Figure 2.4.
Such a limiting case was provided by Ikeda and co-authors (41), who, following the work
of (42), considered a general reaction-diffusion equation in the bistable regime, given by,
ετut = ε
2uxx + f(u, v)
vt = vxx + g(u, v), (3.10)
and proved the existence of a singular limit, in which closed form front solutions can be
easily constructed.
The singular limit requires ε to be a small parameter, and τ = O(1/ε). In the case of the
FHN model, the limit translates into requiring a small value of
√
ε/δ, and a finite value of√
εδ. This fact was first recognized by Hagberg et..al (13), who then proceeded to develop
singular limit front solutions for the FHN model.
We make use of this singular limit in a semi-infinite domain to construct solutions of
Eq. (3.9), where Dirichlet boundary conditions are imposed at the boundary. In this singular
limit, the u(x, t) field varies on a very sharp spatial scale at the core of the front. The slowly
varying v(x, t) field can be regarded as a constant, denoted by vf , in this region of rapid
variation of the u(x, t) field. Figure 3.5 is a pictorial representation of such a front, which
has been numerically evaluated.
To construct the front solution, the singular perturbation techniques used here, as is the
case in treating boundary layers (43; 44), require dividing the problem Eq. (3.9) into multiple
(two in this case) spatial scales. The problem of finding a solution in the region of rapid
variation of the u field–the analog of a boundary layer–is termed the inner problem. Defining
µ = ε/δ, η =
√
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Figure 3.6: Same Bloch front as in Figure 3.5, but with its boundary interaction being
considered. The boundary condition on the v field is vb, and the domains of the left and
right outer problems (OP) are also shown.
the boundary layer reduces to (13),
uxx + ηcux + u− u2 − vf = 0
u(∓∞) = u±(vf) = ±1 − vf/2. (3.11)
The v field assumes a constant value vf inside the boundary layer. At the edges of this
boundary layer, the u field obeys the boundary conditions prescribed above; u(∓∞) =
u± = ±1 − vf/2, where one linearizes u − u3 − v = 0 about (u, v) = (±1, 0) to obtain






Therefore, the inner problem essentially affords a one to one correspondence between the
front velocity and the front profile dictated by the parameter vf .
As seen in Figure 3.6, where we have introduced back the original spatial scaling, the
interaction of the front with the boundary is completely dictated by the behavior of the
slowly varying v field. The u field plays a passive role by forming boundary layers at the
front core, and another layer close to the boundary as shown. The problem of solving for
the v field profile, taking into account the boundary condition v = vb at the left boundary
constitutes the outer problem (OP). Moreover, the OP can be divided into two domains–
as seen in Figure 3.6–to the left, and to the right of the boundary layer at the front core.
Mathematically, setting the origin at the front position, and realizing that to the left and to
the right of the boundary layer at the front position, the u field follows the v field according
to the relationship u− u3 − v = 0, we have,
vxx + cvx + u±(v) − a1v = 0
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v(−xo) = vb, v(∞) = v+. (3.13)
Here, u+(v) and u−(v) are the solutions of u− u3 − v = 0 for x < 0 and x > 0 respectively.
The left boundary is situated at x = −xo. Furthermore, as mentioned earlier, when we use
the approximation u± = ±1−v/2, which has a better validity for a large a1 (13), the system
Eq. (3.13) simplifies to,
vxx + cvx − q2(v − v+) = 0, x < 0
v(−xo) = vb v(0) = vf ,
vxx + cvx − q2(v − v−) = 0, x < 0
v(∞) = v− = −q−2 v(0) = vf , (3.14)
where q2 = a1+1/2. The value of the v field inside the boundary layer, v(0) = vf , is matched
to the solutions of the right and left OP. In the asymptotic limit x→ ±∞, Eq. (3.13) reduces
to u±(v)− a1v = 0, and realizing that u± = ±1− v/2, one immediately obtains v± = ±q−2.
Hagberg and co-authors have derived and analyzed a set of equations similar to Eq. (3.14)
(24) in the context of zero flux boundary conditions, and for a nonzero ao. However, we choose
to work with Dirichlet boundary conditions here, since it better exemplifies the limitations
of an adiabatic approach to boundary interactions. For example, as highlighted in our
numerical study, the coexistence of bouncing and trapped fronts, a phenomena unique to
Dirichlet boundary values imposed at the boundary, can only be reasonably explained by a
full non-adiabatic analysis.
We now proceed to solve Eq. (3.14). The left OP and the right OP consist of second
order linear differential equations, where a matching of the solutions at the boundary layer
needs to be carried out. This amounts to the requirement that the field v and its derivative
vx be continuous at the boundary layer. The general solution of the left OP is given by,













Incorporating the boundary conditions into the general solutions, and imposing the conti-
nuity of v and its derivative vx at the boundary layer, we obtain the condition,
α1A+ α2B = α2D, (3.15)
with
A = (vf − v+) −
(vf − v+) exp (−α1x0) − (vb − v+)
exp (−α1x0) − exp (−α2x0)
B =
(vf − v+) exp (−α1x0) − (vb − v+)
exp (−α1x0) − exp (−α2x0)
D = (vf − v−).
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Recalling that vf = −
√
2ηc/3, obtained by solving the inner problem, Eq. (3.15) affords
a relationship between the front velocity c and the front position from the boundary x0.
More concretely, Eq. (3.15) represents a reduced description of the information contained in
Eq. (3.9), where, as opposed to using infinite dimensional fields to describe front motion, a
much simplified description in terms of just two order parameters suffices.
The adiabatic description of front motion based on nullclines is now analyzed by solving
Eq. (3.15). In the limit of a front sufficiently far away from the influence of the boundary
x0 → ∞, the front velocity is independent of front position. In this limit, Eq. (3.15) reduces
to
α1(vf − v+) = α2(vf − v−), (3.16)
with three position independent velocity branches, c = 0, c = ±
√
(9/2η2q4) − 4q2. The
zero velocity branch corresponds to a stationary Ising wall solution. The non-zero veloc-
ity branches correspond to counterpropagating Bloch walls. The absence of position and
boundary condition dependence in Eq. (3.16) verifies the presence of translational invariance
in the model system. Physically, depending on the initial conditions, a Bloch front created
far away from the influence of boundaries is expected to relax into propagating with the
uniform velocity c =
√
(9/2η2q4) − 4q2, or its negative counterpart.
As mentioned earlier, the usefulness of the adiabatic approach is contingent upon how
closely the nullcline branches are followed by actual front trajectories. If the fronts take too
long to relax to following the nullcline, the adiabatic description of front motion is unsat-
isfactory. On the other hand, if the relaxation rate is high, the front velocity immediately
relaxes to the constant value given by the nullcline solutions. The time scale of this relax-
ation is determined by invoking Eq. (3.7). Setting the time derivatives to zero (adiabatic
limit), we obtain the relaxation time scale t = c2 = ρ − ρo, which for the FHN model is
T = (9/2η2q4) − 4q2. Figure. 3.7 depicts a typical relaxation of the front velocity to the
nullcline value.
We now focus on the effects of the boundary condition vb on the nullcline solutions.
Furthermore, we access whether the nullclines provide a satisfactory explanation of front
interactions with boundaries, typified by non-uniform front motion like bouncing and trap-
ping. The numerical solutions of Eq. (3.15) for the boundary condition vb in four distinct
cases are shown in Fig. 3.8. The nullclines (dark curves), in all the three cases have the same
behavior far away from the boundary. The interesting distinctions between the four regimes
are noticed close to the boundary.
Rebounding phenomena in Fig. 3.8(a) involves the trajectory relaxing to the upper null-
cline branch as it moves in towards the boundary, followed by a characteristic transition from
the upper nullcline branch to the lower branch. Thereafter, the trajectory follows the lower
branch and moves away from the boundary. The limitations of the adiabatic approach are
immediately apparent. The transition from one nullcline to the other is marred by a drastic
departure of the trajectory from all of the nullcline branches. The “jump” from one nullcline
branch to another, therefore, is by nature a non-adiabatic phenomena. In Fig. 3.8(b) and
Fig. 3.8(c), one can hardly notice a qualitative difference between the nullcline branches close
to the boundary. Yet, the trajectories have drastically different interactions with boundaries.
In the first case the trajectory rebounds at the boundary. While, in the second case it traps.
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Figure 3.7: A typical velocity relaxation to the nullcline value. The dotted curves denote the
nullclines from solving Eq. (3.15). The dark curve represents the relaxing velocity obtained
from a direct numerical simulation of Eq. (2.6). a1 = 9.0, ε = 0.001, δ = 1.0, and vb = 0.062.
As expected, the nullclines themselves are independent of front position far away from the
boundary.
involves the trajectory encountering, close to the boundary, the extension of the upper null-
cline branch. These two cases are a further evidence of the failure of the adiabatic approach.
There is no way to predict, using just the nullcline branches, as to whether an incoming
front would bounce or trap at the boundary. Finally, even in the best case scenario for the
adiabatic analysis depicted in Fig. 3.8(d), the trajectory does not follow the nullcline as it
traps at the boundary.
Having emphasized the limitations of ignoring explicit time dependence in the adiabatic
approach based on nullclines, we now proceed to develop a fully non-adiabatic understanding
of front interactions with boundaries.
3.3.3 Non-Adiabatic Analysis
Consider Eq. (3.9), describing the motion of Ising-Bloch fronts in the adiabatic limit. Intro-
ducing explicit time dependence into Eq. (3.9) to obtain,
ut = ε
−1(u− u3 − v) + δ−1uxx + cux
vt = (u− a1v − ao) + vxx + cvx, (3.17)
leads to the full non-adiabatic consideration of Ising-Bloch front motion in a frame of refer-
ence co-moving with the fronts.
We now proceed to derive reduced equations describing Ising-Bloch front interactions with
the boundary in terms of order parameters front velocity and position, which are analogous






































Figure 3.8: The dark curve are the nullclines obtained by solving Eq. (3.15). The dashed
curves are direct numerical solutions of Eq. (2.6). In all cases the parameters used are,
ε = 0.001, δ = 1.0, a1 = 9.5. (a) The boundary value vb = −0.072, (b) vb = 0.070, (c)
vb = 0.072, and (d) vb = 0.150.
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with the adiabatic analysis, we consider an inner problem (IP) and an outer problem (OP),
although, in the present case we have the added complexity of a moving boundary layer.
In the IP, as before, the restriction of a small ε/δ, and a finite η =
√
εδ, leads to a
sharp spatial variation of the u field, where the v field assumes a constant value vf . This
alternatively means a separation in the spatial scales of the IP and the OP. However, since
we are now considering explicit time dependence, a separation in time scale of the IP and
the OP is also required. The time scale of the outer problem is governed by the relaxation
time scale T calculated in the last section. The IP is characterized by the rapid variation of
the u field on the fast time scale Tf = ε
−1. Therefore, the long time asymptotics of the front
motion are dominated by the slow time scale T .
The separation of space and time scales between the IP and the OP leads to an intuitively
appealing description of the two component front. The front core comprising the IP can be
thought of as a point particle with a definite position and velocity. The slowly varying v in
the OP can be regarded as a field associated with this particle that allows it to sense the
boundary. Owing to the fact that the time scale in the IP is fast compared to the OP, the
explicit time dependence in the IP can be ignored. Therefore, the solution of the IP in the
non-adiabatic case remains the same, as it was for the IP in the adiabatic approximation
Eq. (3.11).
All the interesting features associated with the front-boundary interaction are contained
in the outer problem, which in the present non-adiabatic regime reads,
vt + q





v(0, t)vr + 1 r ≤ 0
vt + q





v(0, t)vr − 1 r ≥ 0
v(−x, t) = vb , v(∞, t) = −q−2. (3.18)
Here, we have utilized the relationship Eq. (3.12), and r = −x is the distance of the left
boundary from the front.
We solve Eq. (3.18) perturbatively. The starting point of the perturbative expansion is
to find a stationary Ising wall solution. Since the Ising walls have zero velocity, and recalling
Eq. (3.12), we obtain vf = 0 for Ising walls. Further setting the time derivatives in Eq. (3.18)
to zero (stationary Ising wall), we get
vrr − q2v + 1 = 0 r ≤ 0,
vrr − q2v − 1 = 0 r ≥ 0, (3.19)
with v(0+) = v(0−) = 0 and v(∞) = −q−2. This ensures that that the Ising wall has vf = 0.
The solution to Eq. (3.19) is,
v(0) = −q−2(eqr − 1) r ≤ 0,
v(0) = q−2(e−qr − 1) r ≥ 0. (3.20)
Hence for the Ising wall at r = −x, we have, v(0)(−x) = (1 − e−qx)/q2.
In our perturbative calculation, we consider traveling Bloch wall solutions as small pertur-
bations to this uniquely defined Ising wall. Since the Bloch walls have a Dirichlet boundary
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condition v(−x) = vb, the perturbative correction to the Ising wall should have a boundary
value vc = vb − (1 − e−qx)/q2 which changes as the front moves.
Let v be the perturbation. Then,
v = v + v(0). (3.21)
v is expanded in powers of c, the small perturbation parameter. Since the front bifurcation
is a pitchfork, η is expanded in powers of c2.
v(r, t, T ) =
∞∑
n=1
c(n)v(n)(r, t, T )
η = ηc(x) − c2η1(x) + c4η2(x). (3.22)
T = c2t is the slower time scale responsible for nonsteady front motion. The coefficients of
powers of c in the expansion of η are functions of x to incorporate the broken translational
invariance due to proximity of the fronts from the boundary.
Using the perturbation expansion Eq. (3.22) and the definition of the perturbation

























































The original non-linear outer problem Eq. (3.18) has now reduced to a hierarchal set of linear
problems through the use of the perturbation expansion.
Equation. (3.23) are a set of linear diffusion-type non-homogeneous partial differential
equations. At each order of the perturbation, we have a different source term −ρ(n), which
makes the problem non-homogeneous. Also, adding to the inhomogeneity, we have Dirichlet
boundary conditions imposed at the boundaries. The solution of such non-homogeneous
problems, where the inhomogeneity is not only present as additive source terms, but also
as inhomogeneous boundary terms, is most conveniently obtained using the methodology of
Green’s functions. Therefore, the general solution, given that we have obtained an appro-
























G(r, t|r′, ti)v(n)(r′, ti) dr′. (3.25)
The last term on the right hand side incorporates initial conditions, and can be made zero
by choosing an appropriate initial condition. The first term gives the influence of the sources
−ρ(n) on the evolution of the v field. The second term incorporates the influence of the
non-homogeneous boundary conditions–Dirichlet in the present case.
The question now arises as to how to find an appropriate Green’s function. The Greens
function for the operator L = ∂t − ∂rr + q2 in Eq. (3.23) is formally obtained by solving,
L[G(r, t|r′, t′)] = −δ(x − x′)δ(t− t′). After Fourier transforming the spatial coordinate and
Laplace transforming the time coordinate, followed by taking inverse transforms, one obtains,











This is the formal Green’s function useful in a spatially infinite system, where the influence
of boundary conditions is not sought. However, the problem at hand requires the explicit
consideration of boundary conditions. In the present case Dirichlet boundary conditions
are of specific interest. Therefore, in the formal solution Eq. (3.23), the Green’s function
should have a zero value at the boundary, so that the non-homogeneous Dirichlet boundary
conditions may then be introduced as the coefficient of the derivative of the Green’s function.
To obtain a Green’s function which has a zero value at the boundary, we recourse to the
use of the concept of images. Analogous to the introduction of image charge distributions
in electrostatics, a common practice while considering grounded conducting boundaries, we
choose the image of the Green’s function defined by Eq. (3.26). Thereafter, we subtract the
image from the original Green’s function to obtain,





















where the second term is the image of the first and G = 0 at r = −x, the boundary.























ρ(n)(r′, t′) dt′ dr′. (3.28)
Equation. (3.28) looks pretty formidable at first glance. However, progress in its simpli-
fication and extracting the essential physics can be made by realizing the following. Unlike
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a pure diffusion process, the Green’s function for the present problem–essentially a reaction-
diffusion problem– consists of an extra product term e−q
2(t−t′), which arises due to the re-
action processes in the original PDE. Therefore, due to the combined effect of the reaction
and diffusion processes, the Green’s function terms in Eq. (3.28) contain exponentials of
functions of time t′ that possess a maxima at some time t′o. Hence most of the contribu-
tion to the integral comes around this maximum value, which is approximately given by
t− t′o = |r−r′|/2q for the first integral, and t− t′o = |r+r′ +2x(t′o)|/2q for the second. If the
width of the maxima peak is less than these time differences, we can take the limit t → ∞
in the integrals above.
Intuitively, a pure diffusion process involves a gradual smoothening of an initial state of
the system typified by unevenly distributed species and hence large gradients. In reaction-
diffusion systems, the organizing effect of reaction processes provides a counterbalance to the
smoothening effect of diffusion. The competing reaction and diffusion processes may lead to
a stable uneven distribution of the species, which are fronts in the present case. Furthermore,
as a consequence of both reaction and diffusion, the configuration of fields at present time t in
Eq. (3.23) is determined by the time behavior of sources in an earlier small time window, in
which reaction and diffusion mechanisms combine to produce the maximum rate of change of
the v(r, t) field. At all other times, either reaction or diffusion is individually dominant and
not able to produce a combined high rate of change of v(r, t). This is unlike pure diffusion,
where all the time history of sources is required to give the field configuration at present
time.
In light of the discussion above, one realizes that the time integrals in Eq. (3.28) can be
removed through the method of steepest descent. Typically, in a steepest descent calculation,




H(t) exp(F (t))dt, (3.29)
with H(t) a slowly varying function of t, and F (t) a sharply varying function with a minima




























a(r + r′ + 2x) + b

 ρ(n)(r′) dr′, (3.31)
where,
g = e−q|r−r
′|/2q, p = (ẋ±
√
ẋ2 + q2)/2q2, f = q2p+ 1/4p,
a = ẍp2, b = 2ẋ2p2 + 2ẋp+ 1/2.
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The first factor g in the bracelets in Eq. (3.31), is devoid of any explicit dependence of the
front distance x from the boundary. The only dependence on x comes in through the limits
of integration [−x,∞]. Therefore, far away from the boundary g dominates the evolution
of the front. The size of the second factor in the braces is governed by x. This factor
asymptotically approaches zero in the limit of infinite front distance from the boundary.
Hence, this proximity dependent contribution to the integral is responsible for sensing the
boundary. Notice that ẋ and ẍ, the velocity and acceleration of the front are involved in
the reduced Green’s functions in Eq. (3.31). If ẋ and ẍ are neglected in the expressions
above (justifiably so since we are close to the front bifurcation), solving Eq. (3.23) reduces
to solving
q2v(n) − v(n)rr + ρ(n) = 0, n = 1, 2, 3.. (3.32)
This is exactly what one would obtain if the time dependence in the set Eq. (3.23) were
to have been removed. Therefore, if we are not interested in evaluating the influence of
boundaries, we may just as well directly remove the time derivatives in Eq. (3.23), without
having to perform a tedious steepest descent calculation. Nevertheless, the the incorporation
of boundary effects requires a careful consideration –via a steepest descent calculation– of
how exactly one may remove the explicit time dependence.
Solving Eq. (3.31) further for n = 1, 2, 3 Appendix. A, and requiring the smoothness of




































































Hence S1, S2 and so σ depend on x, ẋ, ẍ. Neglecting ẋ and ẍ in S1 and S2, σ reduces to,
σ =
4q3
2 + (1 + 2qx)e−2qx
. (3.34)
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The spatial dependence of the parameter σ captures the broken translational invariance
due to the proximity of the front to the boundary. A check of consistency reveals that
far away from the boundary one recovers σ = 2q3, or ηc = 2
√
2q3/3. Recalling that c =√
(9/2η2q4) − 4q2, and right at the bifurcation threshold the velocity is zero, once again
we obtain η = ηc = 2
√
2q3/3. Moreover, the spatial dependence of ηc indicates that the
relaxation time scale T is now dependent on the distance of the front from the boundary.
The dependence of σ on the front velocity ẋ and front acceleration comes indirectly
through the integrals S1 and S2, where one may approximate these integrals by assuming
that the front velocity and acceleration are small. Due to this form of σ, where its dependence
on velocity and acceleration is ignored and its spatial derivative falls off sharply with x, all










At this stage we have extracted the effects of front proximity to the boundary in the first
integral of the general solution Eq. (3.25). The explicit consideration of the exact Dirich-
let boundary values must proceed through evaluating the surface terms (second term in
Eq. (3.25)).
Taking the derivative of G with respect to r′ in Eq. (3.27) and substituting it in the








× [r + x(t′)] exp
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where the surface term consisting of the value of the Green’s function at the boundary
vanishes due to our specific choice Eq. (3.27).
Now, Eq. (3.35) represents the evolution of the order parameter vf , which is proportional
to the velocity; vf = −cη
√
2/3. While, φ1 represents the complete influence of the boundary
conditions on the front, we are only interested in the contribution of the boundary terms on
vf , the value of the v field at the front position r = 0. In other words, we need only evaluate
φ1|r=0. This extra term gets added on to vf , the value of the v field at the front position,
thus incorporating the influence of the specific Dirichlet boundary condition vb on the front
velocity. From now on φ1 will stand for φ1|r=0.
Non-steady front motion, ie., the acceleration of fronts, is central to phenomena like front
bouncing or trapping. Mathematically, this acceleration is given by v̇f . Since, φ1 represents
the correction to vf , or alternatively the front velocity, due to specific Dirichlet boundary
values, the time derivative of φ1 represents the influence of Dirichlet boundary values in



























Incorporating these boundary effects in Eq. (3.35), vf → vf + φ1, and v̇f → v̇f + φ2, we
get











Eq. (3.12) and Eq. (3.38) constitute the coupling of the two degrees of freedom c and x or
equivalently vf and x in the presence of a spatial inhomogeneity introduced by Dirichlet
boundary conditions.
One of the stationary points of the system above is (x, vf) = (− ln(1 − vbq2)/q, 0). This
is the point closely connected with the dynamics we now describe. We look at the parameter
vb in three different regimes, vb < 0, 0 < vb < 1/q
2, and vb > 1/q
2. The region of physical
interest is x > 0. vf > 0 implies a front moving towards the boundary and vf < 0 is a front
moving away.
Although, the convolution integrals φ1 and φ2 represent the complete influence of bound-
ary conditions, we wish to approximate them to obtain a simpler picture that preserves the
qualitative features of the complete integrals. The integrals involve exponentials of functions
that have a maxima at time t′o, and hence most of the contribution is around this maxima.
For small front velocities this maxima is given by t− t′o = x/2q. The width of this maxima
peak is given by (x/2q)
3
2 . If x/2q >> (x/2q)
3
2 ,which it is for a very sharp peak, a steepest
descent approximation can be made. A greater inequality implies a better approximation.
The approximation gives, φ1 = −vc(x)e−qx and φ2 = ∂φ1/∂t = −3φ1q/x, where it is again
assumed that the velocities are small.
In the regime vb < 0 the fixed point is in the negative x region and is an unstable spiral.
The term involving 1/x in the expression for φ2 prevents flows from crossing the negative x
region to the positive one and vice versa. Therefore the fixed point does not influence the
x > 0 flows. Figure 3.9 shows the nullclines and the typical flows. The Grey flow curves
show the turning around of fronts at the boundary. It is notable that the nullclines are not
followed well by the flow curves and cannot predict the dynamics of front reversal. Generally,
the flows will agree better with the nullclines when the relaxation rate, determined by ηc−η,
is larger, although the jump from one nullcline to another can only be explained by the
dynamical equations.
As one increases vb and enters the 0 < vb < 1/q
2 regime, the fixed point crosses over into
the x > 0 region. The fixed point now influences the flows close to the boundary. Instead of
being an unstable spiral it now is a saddle with two distinct real eigenvalues, giving rise to















0 1 2 3 4 5 6 7 8
v f
x
Figure 3.9: The dark curves are the nullclines, Grey curves are the solutions to Eq. (3.38)
with different initial conditions. These are the typical flows in the regime vb < 0, where
incoming fronts always bounce. There are no fixed points and vb = −0.1, a1 = 9.9, ε = .001,
δ = 1.0.
where λo = 4q
2σ
√






ln (1 − vbq2)
]
. (3.40)
As vb → 1/q2, the fixed point moves away from the boundary towards positive infinity and
λ+ → λo, which is the eigenvalue for an unstable Ising wall far from the boundary influence.
Also, in the same limit, λ− → 0, where the zero eigenvalue is associated with spatial homo-
geneity (translational invariance). This explains the critical slowing down observed in the
last section. Trajectories wandering close to this fixed point near criticality (vb → 1/q2) will
rebound or trap on a slower time scale, compared to a relatively faster dynamics when the
fixed point is further away from criticality.
The time scales close to the fixed point are controlled by λ, which has two constituents,
λo and λx. λo is associated with the slow time scale T = c
2t, which depends on the distance
to the front bifurcation ηc − η, and can be made arbitrarily small. Therefore, close to the
front bifurcation, λo can be neglected in Eq. (3.39) and the eigenvalues reduce to |λ±| =
√
λx.
This is the new time scale determined solely by the influence of boundary conditions and is
the dominant time scale in the nonadiabatic limit of extremely slow velocities. Bloch wall
trajectories close to the saddle, which either trap or bounce, evolve on this time scale.
Typical flows are plotted in Fig. 3.10. The triangle shows the fixed point. The dashed
lines are the invariant sets, with arrows showing the direction of flow. The invariant sets
separate basins of attraction of flows towards the boundary and basins of reflection away
from it. This explains the coexistence region. If the initial velocity and position of the front
is inside the attraction basin, it gets trapped at the boundary, if not, it rebounds. The
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Figure 3.10: Flows in the coexistence region 0 < vb < 1/q
2. Dark curves are the nullclines,
which intersect at the fixed point. Grey curves are the solutions to Eq. (3.38), with different
initial conditions. The dashed lines represent the invariant manifolds separating basins of
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Figure 3.11: Flows in the regime vb > 1/q
2. Again there are no fixed points present and all
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Figure 3.12: This shows the actual simulation of Eq. (2.6) for vb = 0.088, a1 = 9.9, ε = .001,
δ = 1.0 The thick dark lines are the nullclines. The thin lines are the trajectories.
where initial conditions are fixed and varying the boundary values leads to a crossover of the
initial condition from a basin of attraction to that of repulsion. It should be noted that the
coexistence region can only be explained by the presence of the fixed point and the dynamics
associated with it. An adiabatic analysis relying on nullclines is not the complete picture.
For vb > 1/q
2 the fixed point no longer exists. Figure 3.11 shows the flows in this regime.
Incoming fronts always get trapped. Since no fixed points are present, the flow qualitatively
does what the nullclines do, as is the case in the vb < 0 regime.
Summarizing, transition from bouncing to trapped fronts is governed by a fixed point
close to the boundary. This fixed point gives rise to the coexistence behavior, and is absent
in regimes where only trapping or bouncing occurs. We conclude our analysis by pointing
out that solutions of Eq. (3.35), with approximated φ1 and φ2, agree well qualitatively with
the solution of the FN model Eq. (2.6) plotted in Fig. 3.12.
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Figure 3.13: Snapshots of an incoming front that traps at the boundary and evolves into the
nontrivial stationary solution. The y-axis ranges from (−1, 1). The x axis is from (0, 12).
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Figure 3.14: Snapshots of an incoming front that bounces at the boundary and evolves into
its counterpropagating counterpart. The y-axis ranges from (−1, 1). The x axis is from
(0, 12).
4. Boundary Effects in the CGLE
The last chapter was devoted to understanding and analyzing the interaction of Ising-
Bloch fronts with boundaries in the FHN model. It was possible to perform an analysis
of this precise interaction by considering a special singular limit in the FHN model. In
this limit, the spatial and temporal variation of one of the fields comprising the front could
be extricated from the spatial and temporal variation of the other field. This lead to the
introduction of boundary layers, and the related inner and outer problems. By solving the
inner problem and matching the fields to the right outer problem and left outer problem, we
were able to derive OPE that extracted the mechanisms behind front boundary interactions.
In the CGLE Eq. (2.9) it is not possible, by choosing appropriate system parameters, to
disentangle the spatial and temporal dynamics of the fields, ReA and ImA constituting the
front solution. Hence, the analytical techniques utilized in the last chapter do not apply to
the present case. We begin the present chapter by presenting a numerical study–analogous
to a similar study of the FHN model presented earlier– of the interaction of Ising-Bloch
fronts with boundaries in the CGLE. Thereafter, we analyze the results of our numerical
study based on new analytical tools that we have developed.
4.1 Numerical Study
The numerical simulations of the CGLE Eq. (2.9) again involved using an implicit Crank-
Nicolson scheme detailed earlier. The number of grid points used ranged from 400 to 1600,
with a typical time step of 0.01. The computational domain size was large compared to
the size of a typical front solution. Analogous to the study of the FHN model, we varied
Dirichlet boundary conditions at one end, while the boundary conditions at the other end
were kept fixed. We now list the main features of our numerical study of the CGLE.
Initial conditions: By a suitable choice of initial conditions, Bloch fronts propagating in
either directions can be generated. As was the case with the FHN model, to generate
uniformly translating fronts in simulations carried out close to the bifurcation thresh-
old, we had to adopt the procedure of artificially translating a front back to the center
of the computational domain until a uniformly translating front was obtained.
Front-boundary interaction: The behavior of Ising-Bloch fronts in the CGLE, as they inter-
act with a boundary, is similar to Ising-Bloch fronts in the FHN model. Both bouncing
and trapping of incoming Bloch fronts is observed. Trapped fronts evolve into the NTS
solutions Fig. 4.1, as do fronts in the FHN model. Fronts bounce due to the core of an
incoming front flipping into the core of its counter-propagating partner. A bouncing
to trapping transition curve in the plane of boundary values ReA and ImA is shown
in Fig. 4.1. A similar transition curve for the FHN model is shown in the last chapter
Fig. 3.4.
Critical slowing down and coexistence: In a manner similar to fronts in the FHN model,
as one closes in on the transition curve Fig. 4.1 from either side, fronts take longer to

















Figure 4.1: (a) A typical Nontrivial stationary solution to which trapped fronts evolve into
for the CGLE. The spatially homogeneous solutions are connected to the Dirichlet boundary
values. α = −0.1, µ = 0.31, β = −0.15, and γ = 1.0.
at. This is again indicative of a bifurcation at the heart of the bouncing to trapping
transition, which we analyze in detail in later sections of this chapter. Also, close to
the transition curve, trapped and bouncing fronts may coexist depending on whether
a Bloch front comes in from infinity or whether it is created in the vicinity of the
boundary. We recall similar features discussed in detail for the FHN model.
Linear stability analysis: As was the case in the FHN model, we examined the stability of




= (1 + iα)∇2δψ + [γ + iν − 2(1 + iβ)|ψo|2]δψ
+[µ− (1 + iβ)ψ2o ]δψ∗ . (4.1)
Once again, the NTS solution does not lose its stability as one crosses the transition
curve, implying that the bouncing-trapping transition is not due to the loss of stability
of the NTS solution.
In conclusion, our numerical study demonstrates that front boundary interactions in the
CGLE and the FHN model show similar features.
4.2 Analysis
Various non-trivial possibilities regarding front-boundary interactions in the CGLE were















Figure 4.2: Transition Curve from a region of trapped Bloch fronts to bouncing ones for the
CGLE. ReA boundary value on the X axis, ImA boundary value on the Y axis. α = −0.1,
µ = 0.31, β = −0.15, and γ = 1.0
numerical observations by developing a thorough analytical understanding of the phenomena
observed in our simulations. While analyzing similar front-boundary interactions in the FHN
model, the ability to manipulate the relative spatial and temporal scales of the two governing
fields comprising the front, provided an avenue to introduce the well known techniques of
boundary layer theory, thus leading to a succinct mathematical understanding of the relevant
mechanisms.
In the CGLE Eq. (2.9) a separation in space and time scales of the two fields ReA and
ImA is not possible. Unlike the FHN model, where the parameter ε was the ratio of the
time scales, and δ the ratio of the diffusion constants (spatial scales), the terms (γ + iν)A
and (1+ iα)∇2A in the CGLE suggest that ReA and ImA vary on the same temporal scales
and spatial scales respectively. Therefore, the method of boundary layers is unsuitable for
analyzing front-boundary interactions in the CGLE.
The question now arises as to how are we to analyze front-boundary interactions in the
CGLE. The answer comes in the form of the adjoint or dual space. Analogous to the well
known notion of Bra and Ket vectors in Quantum mechanics, where the Bras are vectors
in an adjoint or dual space of the space spanned by the Kets, a perturbation theory of
non-linear PDEs– characterized by a series of linear PDEs–about a front structure profile,
involves both the given non-linear PDE and its adjoint. As we shall see in subsequent
sections, the simultaneous consideration of the given problem and its adjoint, provides a
powerful methodology, which is not only applicable to the CGLE, but is also applicable to
a wide range of coherent or localized structures.
Unlike quantum mechanics however, where most operators representing observables are
self adjoint, operators obtained by linearizing non-linear PDE about a known solution, in
general, are not self adjoint. Hence, extracting the Bras is not as straightforward as it is
for Quantum mechanical problems. Moreover, possibly due to underlying symmetries in the
original problem, these non self adjoint operators may have a non-trivial null space, ie., zero
eigenvalue eigenvectors, rendering them singular operators. Therefore, a perturbation theory
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based on taking a simple inverse of the linear operator is not feasible.
What we are hinting at here is a singular perturbation theory for non self adjoint oper-
ators, specifically tailored to deal with spatially localized structures such as the Ising-Bloch
fronts that we consider. At each order of a singular perturbation theory, consistency re-
quirements based on the Fredholm alternative theorem (43; 45), lead to what are known as
solvability conditions. The implementation of solvability conditions in semi-infinite intervals–
since we deal with front boundary interactions– is imperative to any singular perturbation
calculation. We develop a general prescription that consistently implements solvability con-
ditions in a semi-infinite interval. By applying these prescriptions to Ising-Bloch fronts in
the CGLE, we obtain an analytical picture of the front boundary interactions.
We present a discussion of solvability conditions and their modification in a semi-infinite
system in the next section. In the subsequent section, for a generic system displaying Ising-
Bloch fronts, we present a front boundary interaction picture, based on the techniques of
solvability condition modification that we have developed. Thereafter we address front-
boundary interactions specifically in the CGLE.
4.2.1 Solvability Conditions, Goldstone Modes, and Semi Infinite
Intervals
Spatially localized structures (localized structures) or coherent objects are solutions of non-
linear PDE that are marked by a local, and rapid variation of the constituent fields. This
non-uniformity in the fields decays as one moves away from the localized structure (localized
structure), giving way to regions of uniformly distributed fields. Ising-Bloch fronts, as one
would have realized by now, are a type of localized structure, with the rapidly varying front
region connecting the uniform bistable solutions. Other examples of localized structures in-
clude pulses, solitons, fronts, and domain walls (2). Most analytical treatments of localized
structures are based on the physical input that these structures can be treated as “coherent
objects”, where on large length and time scales, effective parameters like position, and ve-
locity, attributed to these coherent objects, can be used to extract their reduced dynamical
description.
A common practice in understanding the response of localized structures to perturbations
like external forces, interaction with other localized structures (46; 48), noise, or internal in-
stabilities (22; 30), is a perturbative expansion about the isolated localized structure solution.
For example, we recall the perturbative expansion about the stationary Ising wall solution,
in powers of the front velocity, to obtain the translating Bloch wall solution in the previous
chapter. This perturbative expansion, more often than not, leads to the consideration of
a solvability condition on equations of the form Lφ = ψ, where it is required that ψ be
orthogonal to χ, ie., (ψ, χ) = 0, the modes in the null space of the adjoint homogeneous
problem L†χ = 0. (ψ, χ) = 0.
The origin of the non-trivial kernel (null space) often lies in underlying continuous symme-
tries in the system under consideration. One may recall that, for example, certain symmetries
in Hamiltonians gives rise to conservation laws–invariance under infinitesimal translations
amounts to conservation of linear momentum, and invariance under infinitesimal rotations
means conservation of angular momentum. While dealing with localized structure solutions
of PDE, for instance, since a localized structure profile and the same profile translated in-
finitesimally are both solutions of the underlying non-linear equation, the difference of the two
profiles provides a zero (neutral or Goldstone) mode. Strictly, the zero mode is the derivative
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of the localized structure profile, and the underlying symmetry is translational invariance.
Zero modes extracted from symmetry arguments may then be employed straightforwardly
into solvability integrals.
The argument above works if the system size is infinite. For a localized structure near a
system boundary, due to the relevant boundary conditions that have to be imposed there,
the localized structure solution and its infinitesimally translated counterpart are no longer
solutions of the same equation. Hence, translational invariance is broken. Therefore, in this
case, one has to contend, not only with the incorporation of the boundary data into the
solvability condition, but also the appropriate treatment of broken translation invariance.
A few general observations can be made regarding spatially localized solutions of non-
linear PDE irrespective of the details of the spatial profile of the fields comprising the struc-
ture. Consider a general non-linear PDE,
∂tU = LU +N(U). (4.2)
where U(x, t) is the solution vector, L is the linear part of the dynamics, N(U) are the non-
linear terms. We define a stationary localized solution of Eq. (4.2), given by, U0(x), with the
asymptotics U(x) → 0; x → ±∞. Physically, these asymptotics represent a localized struc-
ture far away from the influence of the system boundaries. Also, in principle, the definition
of stationary localized structures includes uniformly translating localized structures, which
are essentially stationary (∂U/∂t = 0) in a co-moving frame.
Linearizing Eq. (4.2) about U0(x), and taking a derivative with respect to x on both
sides, results in,
LU0x +N ′(U0)U0x = 0;U0x(±∞) = 0, (4.3)
where the prime denotes a differential with respect to the field. The derivative of the localized
structure profile with respect to x, A(x) = U0x, is a zero eigenvalue (neutral or Goldstone)
mode of the operator £ = L + N ′(U0). The existence of this zero eigenmode, obtained by
taking derivatives, is a restatement of translational invariance, whereupon one requires that
both the operator L and the non-linear terms N(U) do not have an explicit dependence on the
spatial coordinate x. It is reasonable to assume that, owing to the underlying translational
invariance, the adjoint £† has a corresponding zero eigenvector, given by the solution of
£†A† = 0. A detailed discussion of this issue may be found in (53) and the references
therein.
Given such a localized structure in a spatially infinite system, questions about its stability
and its response to external perturbations naturally arise. While examining the stability of
U0(x), or perhaps, the influence external perturbations might have on it, we consider,
∂t(U0 + δU) = L(U0 + δU) +N(U0 + δU)
+ p(U0 + δU, x), (4.4)
where δU characterizes the deviation from the stationary localized structure profile, and
p(U, x) encompasses a general small external perturbation. Carrying out a perturbative
expansion of Eq. (4.4), we obtain,
∂tδU = [L +N ′(U0)]δU +N ′′(U0)(δU)2/2 + p(U0, x)
+p′(U0, x)δU + p
′′(U0, x)(δU)
2/2 + O[(δU)3]. (4.5)
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Rearranging terms,
[L +N ′(U0)]δU = f ;
f = ∂t(δU) − {N ′′(U0)(δU)2/2 + p(U0, x)
+ p′(U0, x)δU + p
′′(U0, x)(δU)
2/2 + O[(δU)3]}, (4.6)
and realizing that the operator £ = L + N ′(U0) has a Goldstone mode, the solvability of
Eq. (4.5) requires,
(f, A†) = 0, (4.7)
where the brackets indicate an inner product or the projection of the dynamical terms f onto
the Goldstone mode (its corresponding adjoint) A†. Equation. (4.7) represents a constraint
on the evolution of δU solely based on the requirement of solvability, and therefore should
encompass all transitionally invariant systems exhibiting localized structures. In other words,
Equation. (4.7) represents the generic response of a localized structure to a wide variety of
perturbations, both internal and external.
From an informal and intuitively appealing point of view, the Goldstone mode with its
associated zero eigenvalue is a slow (relevant) mode, which coupled with other slow modes in
the system, should dominate the dynamics. The projection in Eq. (4.7) is a formal procedure
to capture the slow dynamics associated with this Goldstone mode.
We have lain out the central role of solvability conditions, or alternatively, projections
onto Goldstone modes, while examining the dynamics of localized structures in spatially
infinite systems. Now, we seek to extend this methodology of projections onto the Gold-
stone mode to semi-infinite intervals, as we are interested in localized structure-boundary
interactions.
In the infinite system, the Goldstone mode is A = U0x, where £A = 0, with boundary
conditions A(±∞) = 0. Correspondingly, the adjoint is given by, £†A† = 0, with boundary
conditions A†(±∞) = 0. Now, imagine a localized structure located near a boundary at a
x = −l, with the origin fixed at the location of the localized structure. The presence of the
boundary at a finite distance from the localized structure breaks the translational invariance
in the problem. Although, A† is still a solution of £†A† = 0 in the finite system, it does not
assume the homogeneous boundary values A†(−l) = 0, A†(∞) = 0. Consequently, A† is no
longer the zero eigenvalue adjoint eigenvector of the homogeneous problem in the semi-finite
interval [−l,∞]. However, we still expect A† to play a central role in the dynamics of the
localized structure, all be it in a slightly modified form A†l = A
† + δA†l , where l denotes
the proximity of the localized structure to the boundary, and δA†l is a proximity dependent
correction to A†. We require that in the limit l → ∞, A†l → A†, and δA†l → 0. This
expectation is reasonable on physical grounds. The slow dynamics of the localized structure
far away from the boundary involves A† as a relevant constituent by virtue of it being a slow
mode. As the localized structure gradually nears the boundary, we still expect A†, in its
modified form A†l , to be the relevant (slow) constituent of the dynamics.
Proceeding with the determination of A†l leads us to two possible scenarios. The first
scenario involves extracting A†l as a solution of
£†A†l = 0, A
†
l (−l) = 0, A†l (∞) = 0, (4.8)
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with the implication that A†l = A
† + δA†l is still a zero eigenvector in the finite system. The





l (−l) = 0, A†l (∞) = 0. (4.9)
Here we require that, as the localized structure gradually closes in on a boundary, the zero
eigenvector A† is modified to A†l , and the zero eigenvalue gradually migrates away from zero,
assuming the value λl. Hence, as l → ∞, λl → 0, and A†l → A.
The first scenario can be disregarded using uniqueness arguments. If Eq. (4.8) is the
correct scenario, then δA†l should obey, £
†δA†l = 0, δA
†
l (−l) = −A†(−l), δA†l (∞) = 0, with
the unique solution δA†l = −A†. Therefore, since A†l = A†+δA†l , Eq. (4.8) only has the trivial
solution A†l = 0. The uniqueness of homogeneous and inhomogeneous problems involving
linear differential operators on semi-infinite intervals can be proved by a transformation that
takes the semi-infinite interval into a finite interval, followed by the utilization of theorems
on uniqueness available for finite intervals. Moreover, for differential operators similar to the
CGLE, ie., operators with exponential decay asymptotics, proofs similar to the one discussed
here should be applicable.
For the CGLE, consider the operator D1 Eq. (4.24) in a semi-infinite interval [−l,∞].
Using the transformation t = 1 − e−(l+x), the problem
D1Y = [∂
2
x + 2 − 6 tanh2(x)]Y = 0,




(1 − t) +
2 + 6 tanh2(l + ln(1 − t))
(1 − t)2
]Y = 0,
Y (0) = 0 ; Y (1) = 0. (4.11)
Equation. (4.11) has a regular singular point at t = 1, and thus has a unique solution. Similar
considerations apply to the operator D2 defined in later sections. Therefore, homogeneous or
inhomogeneous problems involving the operator £, which is comprised of the operators D1,
and D2, should have unique solutions in a semi-infinite domain. For operators that possess
exponential decay asymptotics (true for a wide variety of models of physically occurring
localized structures), a transformation of the type used here, can always be found in order
to prove the uniqueness. This leads us to conclude that the modification of A† in a finite
system is appropriately represented by Eq. (4.9).
We now seek to extend the projection criteria (solvability condition) Eq. (4.7) by utilizing
the extension of A† to A†l provided by Eq. (4.9). For arbitrary functions u (not the field U
in Eq. (4.2)) and v, and using integration by parts, we have,
(£u, v) = (u,£†v) + surface terms. (4.12)
We assume for simplicity that the operator £ is comprised of second order differential terms
only, as is the case for a wide variety of reaction-diffusion systems. Writing out explicitly
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the surface terms in Eq. (4.12);
(£u, v) = (u,£†v) + v(b)ux(b) − v(a)ux(a)
+ vx(a)u(a) − vx(b)u(b). (4.13)
x = a and x = b are the location of the boundaries. If needed, the surface terms for more
general operators, without any restrictions on the differential terms, can also be evaluated
using integration by parts.
The left boundary is at x = −l, while the other boundary is situated at x = ∞. Invoking
Eq. (4.9), and substituting v = A†l , u = δUl (the subscript l denotes that δU is now considered
in a finite system) in Eq. (4.13), we obtain,
(£δUl, A
†
l ) = (f, A
†
l ) = (δUl, λlA
†




This is the sought after extension of the solvability criteria Eq. (4.7) for the case of a finite
system. Also, as l → ∞, Eq. (4.14) reduces to (f, A†) = 0. We recall that the operator £
is obtained by linearizing about the localized structure U0(x). Therefore, δUl(−l) is simply
the difference U(−l)−U0(−l), where U(−l) is the Dirichlet boundary value imposed on field
U , the solution of Eq. (4.2).
The extension developed so far is by no means unique. While seeking to derive Eq. (4.14),
we had the consideration of non-homogeneous Dirichlet boundary conditions on the field U
in mind. In order to account for other possible boundary conditions on U , appropriate
extensions can be developed, following techniques similar to those discussed above. For
example, one can consider the effects of non-homogeneous Neumann boundary conditions





lx(−l) = 0, A†lx(∞) = 0. (4.15)
Here, the derivatives, rather than A†l itself, assume zero values at the boundary. Further-
more, an extension of the adjoint eigenvector A†l for a general set of homogeneous boundary
conditions, with homogeneous Dirichlet and Neumann boundary conditions as special cases,
may also be developed.
Summarizing, at the heart of a reduced description of the dynamics of spatially localized
structures lies the extraction of dynamics associated with the slow modes. Common to
all spatially localized structures in infinite systems is the Goldstone mode associated with
translational invariance. Solvability conditions or projections onto the Goldstone represented
by Eq. (4.7) is a formal way of extracting the slow dynamics associated with the Goldstone
mode. In spatially finite systems, or alternatively, when a localized structure is near a
boundary, the translational invariance is broken. In order to derive a projection criteria
(solvability condition) equivalent to Eq. (4.7), but valid in the finite system, we consider finite
system size extensions of the Goldstone mode. The exact form of the extension is determined
by the boundary conditions. Next, we apply the techniques and criteria developed so far
to analyze the dynamics of non-equilibrium Ising-Bloch front motion, as the fronts interact
with a boundary.
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4.2.2 Boundary Effects in a Generic Ising-Bloch System
Ising-Bloch fronts provide an interesting arena to apply the methods developed in the last
section. Along with the usual Goldstone mode associated with translational invariance, the
slow manifold for Ising-Bloch fronts also includes a spatially localized slow mode responsible
for the Ising-Bloch bifurcation. Chirality preserving stationary Ising fronts (12), bifurcate
into a pair of chirality broken, counter-propagating Bloch fronts. This is immediately appar-
ent by examining the Ising front Fig. 2.8, where the fields are odd functions about the center
of the front. Contrastingly, no such feature is seen in Fig. 2.9. The slow mode responsible for
chirality breaking, is an even function that gets added on to the original Ising wall solution
to actually produce the broken chirality (30; 49; 50).
The slow manifold for Ising-Bloch fronts comprised of the coupled dynamics of the Gold-
stone mode and the chirality breaking mode, manifests itself in the form of order parameter
equations (OPE) (22; 30; 50) coupling the order parameters, front velocity and front posi-
tion. The front velocity is a measure of broken chirality induced by the chirality breaking
mode. The Goldstone mode is at the heart of front translations captured by infinitesimal
changes in the front position, the other order parameter.
For a generic spatially extended system exhibiting Ising and Bloch fronts, we denote a
stationary Ising wall solution by U0(x). The Goldstone mode in this case is simply U0x. Close
to the Ising- Bloch bifurcation threshold, propagating Bloch wall solutions can be regarded
as perturbations of the stationary Ising wall solution (12), with the front velocity controlling
the strength of the perturbations. We recall a similar expansion Eq. (3.22) carried out in
the context of the FHN model. Therefore, we have,
Ub = U0 + δU
= U0 + cδU1 + c
2δU2 + c
3δU3 + ... (4.16)
Ub is the perturbed Bloch wall solution, c is the velocity, and the deviation δU has been
expanded in powers of the front velocity.
For convenience we transform into a frame of reference moving along with the Bloch wall.
This transformation amounts to ∂t(δU) → ∂t(δU) − c(U0x + δUx). Invoking Eq. (4.6) and
substituting into it the expansion of δU , while at the same time disregarding the influence




− c[U0x + cδU1x + c2δU2x] − c2N2 − c3N3 + · · · (4.17)
N2 and N3 represent the coefficients of second order and third order velocity terms respec-
tively.
Equating terms which are first order in velocity c in Eq. (4.17), we obtain,
£δU1 + U0x = 0. (4.18)
This alternatively amounts to having a double zero eigenvalue at the Ising-Bloch bifurcation
threshold (30; 50), where along with the zero Goldstone mode, we have another eigenvalue
associated with the bifurcation that passes through zero. The Goldstone mode U0x and the
generalized eigenvector δU1 obtained from Eq. (4.18), span the slow manifold. The chirality
breaking mode is then constructed as a linear combination of these two modes (30).
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Employing the projection criteria Eq. (4.7) for an Ising-Bloch front close to the bifurcation
threshold, ie., the solvability of Eq. (4.17), results in,
(δU1, A
†)∂tc = c(U0x, A
†) + c2(δU1x +N2, A
†)
+ c3(δU2x +N3, A
†) + · · · (4.19)
This is the general form of the order parameter equations for the velocity of Ising-Bloch fronts
close to the bifurcation threshold. The particular form of the inner products in Eq. (4.19) is
system specific. If one assumes further symmetries in the system, for example U → −U , inner
products that are coefficients of even powers of the velocity in Eq. (4.19) vanish, resulting in
the normal form of a pitchfork bifurcation. The inner product (U0x, A
†) in Eq. (4.19) controls
the distance from the Ising-Bloch bifurcation threshold, where for consistency (Ising-Bloch
bifurcation is a pitchfork) it is further required that (U0x, A
†) ∼ c2, ∂tc ∼ c3 (30; 50). Hence,
all the terms in Eq. (4.19) are of size c3.
In order to evaluate the effects of boundary data on the dynamics of Ising-Bloch fronts, we
invoke the extended solvability criteria Eq. (4.14). For generic Ising-Bloch fronts interacting
specifically with Dirichlet boundaries, the extended solvability criteria assumes the form,
(δU1l, A
†
l )∂tc = c(U0x, A
†




+ c3(δU2lx +N3, A
†
l )
+ λl(cδU1l + c
2δU2l + c
3δU3l + · · · , A†l )
+ A†lx(−l)δUl(−l) − A†lx(∞)δUl(∞). (4.20)
The constituent modes of the slow manifold require appropriate modifications in order to
capture the effects arising due to confinement by boundaries. While, the modification of
the adjoint Goldstone mode A† to A†l is generic to any confined localized structure, or
alternatively, a localized structure being considered in the vicinity of system boundaries, the
modification of the generalized eigenvector δU1 to δU1l is a unique characteristic of Ising-
Bloch fronts.
We further simplify the slow manifold Eq. (4.20) by making the following system detail
independent observations. Consider the term, f0 = λl(cδU1l + c
2δU2l + c
3δU3l + · · · , A†l ), on
the right hand side of Eq. (4.20), in which the inner product f1 = λl(cδU1l, A
†
l ) has the largest
contribution by virtue of it involving the first power of the velocity c. Now, as mentioned
before, all terms should be of size c3, a requirement imposed for the Ising-Bloch bifurcation
to be a pitchfork. Therefore, f1 ∼ λlc ∼ c3, which is restated as λl ∼ c2. Moreover, the
size of λl is controlled by the distance of the Bloch fronts from the boundary. If the front
is far away from the boundary, that is, if λl ∼ O(c3), then f1 ∼ O(c4), and its contribution
to Eq. (4.20) can be neglected. As the front motions towards the boundary, so that λl ∼ c2,
then f1 ∼ c3 contributes to Eq. (4.20), and the ensuing front dynamics. If the front gets
too close to the boundary, ie., λl ∼ c, then f1 ∼ c2, and the scaling requiring that all the
terms be of size c3 breaks down. In other words, if λl ∼ c, the effects of the boundary are
too strong for them to be accurately considered as small perturbations on the dynamics of
Ising-Bloch fronts. Consequently, the size of λl serves as a measure of the strength of the
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boundary perturbation. In light of the present discussion, Eq. (4.20) simplifies to
(δU1l, A
†
l )∂tc = c(U0x, A
†











The surface terms at infinity contribute zero, since by construction A†l (∞) = 0.
In the forthcoming sections we examine in detail the confined system behavior of Ising-
Bloch fronts in the CGLE. We derive explicitly the semi-infinite interval modifications of the
vectors A†l , δU1l, and the eigenvalue λl. Thereafter, we obtain OPE describing the coupling
of the Goldstone and chirality breaking modes for the CGLE.
4.2.3 Derivation and Study of OPE in the CGLE
A simplified version of the CGLE Eq. (2.9), where the non-variational parameters α, and β
assume zero values, reads,
∂τF = (γ + iν)F − |F |2F + µF ∗ + ∂2XF + ε. (4.22)
We briefly recount the analytical work of (30) concerning the dynamics of Ising-Bloch fronts
in the CGLE valid for an infinite system size. This lays down the framework for the subse-
quent consideration of finite system sizes and boundary effects.
For ε = 0 and in the bistable regime determined by the constraints, |ν| < µ, γ >
−
√





Here κ = γ +
√
µ2 − ν2 and φ is given by solving sin(2φ) = ν/µ. Bloch wall solutions of
Eq. (4.22) are then obtained as a perturbation to the Ising wall,
Fb(x, t) =
√
κ[tanh(x) + u(x, t) + iw(x, t)]eiφ, (4.23)
where the space-time scaling t = κτ/2, x =
√











x + 2 − 6 tanh2(x),
D2 = ∂
2
x + 1 − 2 tanh2(x),














For clarity and continuation of the conventions used in the previous sections, we stress the
following points. Firstly, we recognize that δU = {u, w}T . Secondly, δU obeys
∂tδU = £δU + Ñ , (4.24)
which when compared with Eq. (4.6), leads to the realization that Ñ = N ′′(U0)(δU)
2/2 +
O[(δU)3. Thirdly, the operator £ is obtained when linearizing is carried about the solution
U0(x). In the present case the stationary solution is the Ising wall FI(x) =
√
κ tanh(x)eiφ,
and U0(x) = tanh(x), where the constant factor
√
κeiφ should be dropped if the perturbation
δU = {u, w}T is defined through Eq. (4.23).
Consider Eq. (4.19), valid for a general system displaying Ising-Bloch fronts. For the





























Equation. (4.19) possesses three stationary states, two counter-propagating Bloch walls and a
stationary Ising wall. These steady states exchange stability via the Ising-Bloch bifurcation
at the critical bifurcation parameter 3µc =
√
9ν2 + γ2. The components of the vectors
δU = cδU1 + c
2δU2 + .., U0 and A
†, in an infinite system, exponentially decay to zero as one
moves away from the front both to the left and to the right. This signifies that Ising and
Bloch walls are localized structures that are not influenced by boundary conditions imposed
on either boundary sufficiently far away. Also, evaluating the inner products in Eq. (4.19)












No explicit dependence on x in Eq. (4.27) indicates translational invariance, a residue of
infinite system size.
Now, as elaborated in the previous section, £†A†l = λlA
†
l for a finite system or equivalently
when a front is close to the boundary. For each front position with respect to the boundary
there exists a unique A†l and λl, and in the limit of infinite front distance from the boundary
l → ∞, we have A†l = A†, and λl = 0.
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We now calculate A†l and the associated value of λl. The only constraint on A
†
l is that
it should be zero at both the boundaries (homogeneous problem), since we wish to examine
the influence of Dirichlet boundary conditions (non-homogeneous problem). Close to the
















= £†1 + (µ− µc)£†2. (4.28)
The operator £†2 is regarded as a perturbative correction to the operator £
†
1. Since the Ising-
Bloch bifurcation is a pitchfork, µ − µc, which determines the strength of the perturbative
correction, is proportional to the square of the front velocity. Hence, to obtain A†l and λl we
first examine £†1 the dominant term in £
†.
The operators D1 and D2 populate the diagonals of £
†
1, and in an infinite system possess
zero eigenvectors given by Z1 = sech
2(x) and Z2 = sech(x) respectively. These are the only
zero eigenvectors satisfying the constraint of being zero at positive and negative infinity.
Now, we make the following observation. Imagine a traveling Bloch front far away from the
boundary, where Dirichlet boundary conditions have been imposed. The front does not sense
the presence of the boundary and the condition D1Z1 = D2Z2 = 0 holds. This is because the
solutions Z1 and Z2 asymptotically approach zero on either side of the front. As the front
closes in on the boundary, such that it is barely able to sense it (Z1 and Z2 have small finite
values at the boundary), the eigenvectors Z1 and Z2 are modified to Z1l and Z2l respectively,
as they are constrained to have zero values at the boundary. Meanwhile, in a semi-infinite
or finite domain, the only solutions to D1Z1l = D2Z2l = 0 which have a zero value at both
boundaries are the trivial solutions Z1l = Z2l = 0. Hence, the requirement that the solutions
Z1l(Z2l) are only slight modifications of Z1(Z2) and are not trivial zero solutions demands
that these solutions obey D1Z1l = λ1lZ1l and D2Z2l = λ2lZ2l.
We now examine the modifications that Z1(Z2) smoothly undergo in a finite system as
the front approaches the boundary. Figure. 4.3(a) shows the plot of Z1 in Grey, where the
left boundary is at a finite distance l from the peak. Z1 has a finite nonzero value at the
boundary. We require that the modified eigenvector Z1l have a zero value at the boundary
and not be all that different from Z1 elsewhere. We make the ansatz that this can be
accomplished by subtracting from Z1 its image to the left of the boundary. Therefore we
have Z1l = sech
2(x) − sech2(x + 2l). Figure. 4.3(b) shows in black squares the plot of our
analytical guess and the dark line represents the numerically calculated Z1l. The plot shows
a good agreement between our guess and the actual numerically evaluated Z1l. This is so
because in the asymptotic limit exp 2x >> 1, the operator D1 takes the form D1 = ∂
2
x − 4,
and the image is approximately a zero eigenvector of this operator in the same limit.
The introduction of images into a semi-infinite problem is by no means a coincidence.
Images are a common occurrence whenever boundary data is involved. For the extension A†l
(correspondingly Z1l and Z2l) to assume a zero value at the boundary, the introduction of
the image becomes a natural necessity. Furthermore, we wish to stress that the concept of

















-2 -1  0  1  2  3  4  5  6
l
(b)
Figure 4.3: (a) Shows the plot of Z1. The peak is at a distance of l = 2 from the boundary.
(b) The numerically obtained Z1l is plotted as the black curve, and the dark squares represent
the analytical guess
for other systems, with linear operators having similar properties of exponential asymptotics.
We can now employ our guess for the eigenvector Z1l in a variational principle to evaluate
an upper bound, λ↑1l, on the eigenvalue λ1l, given by,
|λ1l| < |λ↑1l| = (Z1l, D1Z1l)/(Z1l, Z1l). (4.29)
A further refinement in guessing an analytical form for Z1l may be made by introducing an
extra variational parameter a1. Consequently, we have Z1l = exp (a1x)[sech
2(x) − sech2(x+
2l)]. Manipulation of this parameter provides a better guess of the change in shape of the
peak in the actual modified eigenvector Z1l. Figure. 4.4(a) compares the numerical and
variationally calculated eigenvalues as a function of the distance l of the front from the
boundary. The eigenvector Zl2, and eigenvalue λ2l for the operator D2 can be guessed in
a similar fashion with, Zl2 = exp (a2x)[sech(x) − sech(x + 2l)]. Figure. 4.4(b) shows the
comparison of the numerically calculated and variationally determined eigenvalues for D2.
The numerical component of our calculations of the eigenvalues λ1l and λ2l was performed
by using a finite difference approximation to the operators D1 and D2. We then proceeded
by using the standard QR algorithm on the matrix obtained by finite differences. The grid
spacing was adjusted until we obtained convergence. The eigenvectors were calculated using
inverse iterations. The number of iterations was increased until the eigenvector converged.
Having determined the eigenvalues and corresponding eigenvectors for the operators D1
and D2 in a semi-infinite domain, we now proceed to obtain A
†
l and λl. The first row in


























Figure 4.4: (a) The dashed curve represents the numerically calculated eigenvalues of D1 as
a function of the front distance l from the boundary. The Black curve are the variationally
calculated eigenvalues with Z1l = sech
2(x) − sech2(x + 2l). The squares signify a better
variational calculation of the eigenvalues using Z1l = exp (a1x)[sech
2(x)− sech2(x+ 2l)]. (b)
The dashed curve represents the numerically calculated eigenvalues of D2 as a function of
the front distance l from the boundary. The Black curve are the variationally calculated
eigenvalues with Z2l = sech(x) − sech(x + 2l). The squares signify a better variational
calculation of the eigenvalues using Z2l = exp (a2x)[sech(x) − sech(x + 2l)].
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D1, therefore, considering the equation £
†A†l = λlA
†
l , we immediately obtain λl = λ1l.
We recall that in the limit of infinite front distance from the boundary l → ∞, we have
A†l → A†. Combining this asymptotic limit constraint with the requirement that the sought











As required, A†l → A† in the limit of infinite front distance from the boundary and the
components of A†l are always zero at both boundaries. A more rigorous derivation involving
a step by step consideration of the operators L†1 and L
†
2 in a perturbative scheme also yields
Eq. (4.30).
We now focus on incorporating the effects of the Dirichlet boundary values Xb and Yb, the
values of the real and imaginary components of the field F in Eq. (4.22), into the dynamics
of fronts close to the boundary. Bloch walls are regarded as perturbed Ising walls, with
the perturbation δUl. The boundary value of this perturbation at x = −l is obtained by
fixing F (−l) = Xb + iYb and subtracting from it the value that the Ising wall assumes
FI(−l) =
√













Summarizing, we have determined the modifications that the infinite system adjoint
eigenvector A† undergoes in a finite system. The modifications are constrained by the re-
quirement that the modified adjoint eigenvector A†l always have zero values at the boundary.
This requirement demands that the eigenvalue associated with the modified adjoint eigen-
vector is no longer zero. We have determined this eigenvalue, which in the limit of infinite
system size goes to zero.
To extract a reduced description of the influence of Dirichlet boundary conditions on the
motion of Ising-Bloch fronts, we invoke Eq. (4.21), and substitute into it the explicit forms of
A†l and λl derived in the previous section. Consider the term f1 = λl(cδU1l, A
†
l ) on the right
hand side (RHS) of Eq. (4.21). For the CGLE, as seen in Eq. (4.30), the first component of
A†l , denoted by, A
†
l1, is smaller by a factor of c
2 than the second component A†l2. This is so
because µc − µ ∼ c2. Hence, while evaluating f1, we need only consider the inner product
of the second component of the generalized eigenvector, δU1l, denoted by δU1l2, and A
†
l2.
The generalized eigenvector δU1 is known Eq. (4.26), and its finite system modification δU1l
needs to be evaluated (only the second component δU1l2) to evaluate the inner product in
f1.
To evaluate δU1l2 we recall that Z2 = sech(x), with D2Z2 = 0. The second component
of δU1, is given by δU12 = [8γ/9πν]sech(x). Hence, D2δU12 = 0. In a confined system
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with the left boundary at x = −l, Z2 is modified to Z2l = sech(x) − sech(x + 2l), requiring
that the homogeneous boundary condition, Z2l(−l) = 0, holds good. In the confined system
δU12 is modified to δU1l2. However, to obtain δU1l2, the requirement that it obeys the
inhomogeneous boundary condition cδU1l2(−l) = δUl2(−l), since δUl = cδU1 + O(c2), needs
to be imposed. Therefore we construct δU1l2(x) = cδU12−Qsech(x+2l), followed by imposing









We, finally have the ingredients to calculate all the inner products in Eq. (4.21). The bulk





l ), and the surface term A
†
lx(−l)δUl(−l) in Eq. (4.21). Therefore, although, strictly
speaking, the inner products containing higher order terms c2(δU1lx +N2, A
†




l ), in Eq. (4.21), should be evaluated in the finite domain [−l,∞], we approximate them
by taking the inner product in the infinite interval [−∞,∞].































In deriving Eq. (4.33) we have used Z1l = sech
2(x) − sech2(x + 2l) and Z2l = sech(x) −
sech(x+2l), where λl = λ1l is given by Eq. (4.29), and p = 0.36 Eq. (4.27). Equation. (4.33)
along with ∂tl = −c represents the coupling of the two degrees of freedom, front velocity c
and position l, by the influence of Dirichlet boundary conditions imposed at the boundary.
As required, in the limit of infinite front distance from the boundary Eq. (4.33) reduces to
Eq. (4.27).
We now examine the consequences of the coupling of the front velocity and position close
to the boundary. Firstly, we report the findings of our numerical simulations of Eq. (4.22),
which is a system with infinite degrees of freedom. Secondly, we corroborate these findings
by solving the reduced, two degree of freedom OPE we have derived.
We performed numerical simulations of Eq. (4.22), where Bloch fronts were created at
infinity (far from the boundaries) and launched towards a boundary. The velocity of these
Bloch fronts was chosen to be one of the steady states of Eq. (4.27) resulting in uniform
front translation with this velocity until the fronts closed in on the boundary. Near the

















Figure 4.5: The transition curve for the full model Eq. (4.22) plotted in dark squares, the
same curve obtained from the reduced OPE Eq. (4.33), plotted as a dashed line. Here,
ν = 0.3, γ = 1.0, µ = 0.448.
were either trapped or bounced back. Bloch fronts that bounce evolve into the counter-
propagating Bloch front near the boundary and move away. Trapped Bloch fronts, as opposed
to bouncing Bloch fronts, evolve into non-trivial steady state solutions (See Ref.(40)) of the
CGLE Eq. (4.22).
We summarize our numerical observations of Bloch front behavior as a function of the
boundary conditions Xb and Yb in Figure. 4.5 . This phase diagram in the plane of boundary
values reveals a curve separating regions of bouncing and trapped fronts represented by dia-
monds. We compare these results with the transition curve predicted by the reduced model
Eq. (4.33), plotted as the dashed curve in Figure. 4.5. The plots show a good agreement
(within 0.5%) between the two transition curves. This is a striking result considering the
fact that in calculating A†l and λl we have employed approximate vectors Z1l and Z2l.
Bouncing fronts gradually slow down as they near the boundary, attain zero velocity at
a certain critical distance from it, and finally move away as the sign of the velocity flips.
As we change the boundary values and get closer to the transition curve, bouncing fronts
attain zero velocity at a much smaller critical distance from the boundary, until eventually
right at the transition curve they reach the point of closest approach to the boundary. As we
cross the transition curve and move into the trapping region, approaching fronts no longer
attain zero velocity close to the boundary, their velocity never flips sign, and hence they
never bounce. The distance from the boundary of the point of closest approach depends on
where exactly on the phase diagram the transition curve is crossed.
The agreement between the transition curves obtained from the full model Eq. (4.22)
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and the reduced model Eq. (4.33) is better when the point of closest approach is further
away from the boundary. This is because, as detailed earlier, the vectors Z1l and Z2l are
better approximations to the actual solutions of D1Z1l = λ1Z1l and D2Z2l = λ2Z2l, further
away from the boundary. Consequently, a better guess of these vectors, valid close to the
boundary, should improve the agreement between the transition curves, even if, the point
of closest approach is closer to the boundary. However, the approximate vectors we use are
sufficient for the purpose of establishing the usefulness of our general method that accounts
for the broken translational invariance in a spatially finite system through the extension of
solvability conditions. Our method incorporates into it the eigenvalue λl, the most direct
measure of broken translational invariance, which can be obtained accurately via a variational
principle using relatively crude guesses for the eigenvectors.
We now, by examining Eq. (4.33) in more detail, extract the mechanism behind the
transition from bouncing to trapped fronts as Dirichlet boundary conditions are changed.
Figure. 4.6(a) shows the nullclines, invariant manifold, and trajectories of Eq. (4.33) inside
the bouncing region of the phase diagram. A saddle, present at the point of intersection
of the nullclines, controls the flows in this bouncing regime. Far away from the boundary,
situated at x = 0 in the plot, the nullclines are three parallel straight lines that represent two
counter-propagating Bloch wall steady state solutions, and a stationary Ising wall solution
of Eq. (4.27). The bouncing involves the Bloch front initially flowing towards the saddle.
Thereupon, influenced by the unstable manifold, the front flows away.
Figure. 4.6(b) still depicts flows inside the bouncing region, but much closer to the transi-
tion curve. In this regime bouncing and trapped fronts can coexist. The invariant manifolds
demarcate two basins, one of attraction towards the boundary, and the other of repulsion
away from it. Inside the repulsion basin all incoming Bloch fronts bounce with the same
mechanism as in Fig. 4.6(a). All the flows in the attraction basin are directed towards the
system boundary, with no possibility of a bounce. Figure. 4.6(b) shows both bouncing and
trapped Bloch front trajectories in their respective basins. We reported on the the coexis-
tence region in our numerical study of Eq. (4.22) in Ref.(40). Here, we have provided an
analytical explanation of this phenomena.
The flows in the trapping region close to the transition curve are shown in Figure. 4.7(a)
. Trapped Bloch fronts, created at infinity and on the upper branch of the nullcline (corre-
sponding to one of the steady states of Eq. (4.27)), lie inside the basin of attraction towards
the boundary. Consequently, the transition from bouncing to trapped fronts is marked by
the initial front velocity and position moving from the basin of repulsion (Fig. 4.6(b)) to
the basin of attraction (Figure. 4.7(a)) as the boundary values are varied. Deep inside the
trapping region the saddle no longer exists, and we have a sink instead (Fig. 4.7(b)). All
incoming Bloch front trajectories end up at this sink.
Summarizing, the nonuniform motion of Bloch fronts close to the boundary is governed
by the fixed point of Eq. (4.33), giving rise to bouncing, trapping, and coexistence of the
two. Well inside the bouncing region this fixed point is a saddle. Deep into the trapping




















Figure 4.6: (a) The plot deep inside the bouncing region, the nullclines are thin black curves,
the thick curves correspond to the trajectories in the phase plane, and the invariant manifolds
are plotted as dashed lines. Here, ν = 0.3, γ = 1.0, µ = 0.448, Xb = −1.116, and Yb =
−0.4262. (b) Plot still in the bouncing region, but close to the transition curve. The same




















Figure 4.7: (a) Plot in the trapping region close to the transition curve. The same plotting
scheme and parameters used, with boundary values Xb = −1.11, Yb = −0.4262. (b) The
plot deep inside the trapping region, the nullclines are thin black curves, the trajectory is
the thick curve. Here, ν = 0.3, γ = 1.0, µ = 0.448, Xb = −1.09, and Yb = −0.4262.
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Figure 4.8: Snapshots of an incoming front that traps at the boundary. The y-axis ranges
from (−1, 1), and the x-axis ranges from (0, 15).
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Figure 4.9: Snapshots of an incoming front that bounces at the boundary. The y-axis ranges
from (−1, 1), and the x-axis ranges from (0, 15).
5. Effects of Broken Parity Symmetry and
Noise
While studying front-boundary interactions in the previous chapters, the Ising-Bloch
bifurcation was chosen to be a perfect pitchfork Fig. 2.5(a). In other words, our two models
had stationary Ising fronts which bifurcated into two Bloch fronts that propagated in opposite
directions with the same velocity. This property of the Ising-Bloch transition is a reflection of
the parity symmetry (u, v) → (−u,−v) in the FHN model, A→ −A in the CGLE, imposed
by choosing a0 = 0 in Eq. (2.6) and ε = 0 in Eq. (2.9).
In this chapter, we examine front-boundary interactions, where the constraint of the
Ising-Bloch transition being a pitchfork is relaxed by choosing nonzero a0, and ε in Eq. (2.6),
and Eq. (2.9) respectively. Consequently, the Ising fronts are no longer stationary, and the
front bifurcation leads to the emergence of a pair of stable and unstable Bloch fronts–a saddle
node normal form Fig. 2.5(b). The saddle node normal form of the front bifurcation leads
to novel front-boundary interaction mechanisms that not only involve front bouncing and
trapping at the boundary, but also front oscillations.
5.1 Dirichlet Boundary Conditions, Nonzero a0, FHN
Model
The order parameter equations describing the slow manifold, when Dirichlet boundary condi-
tions are imposed at the boundary, are given by Eq. (3.12) and Eq. (3.38). Disregarding the
spatial inhomogeneity introduced by the boundary conditions for the moment, and account-











ẋ = − 3√
2η
vf . (5.1)
Instead of being a pitchfork normal form, Eq. (5.1) represents a saddle node due to the
introduction of a nonzero s.
Although, s may be determined by a tedious calculation along the lines of the one per-
formed in Appendix A, we present a short-cut method. For a nonzero a0, and in an infinite
system, an Ising wall solution may be constructed by the following set of equations,
vrr − q2v + 1 = 0 r ≤ 0,
vrr − q2v − 1 = 0 r ≥ 0, (5.2)
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with the conditions v(0) = vf , v(∞) = v−, v(−∞) = v+, and v± = (±1 − a0)/q2 (24).




























Setting v̇f to zero in Eq. (5.1), and comparing it to Eq. (5.4), we obtain s = −4a0/3.
Finally, the OPE describing front boundary interactions for the broken parity symmetry
case, and Dirichlet boundary conditions imposed at the boundary, are given by,










ẋ = − 3√
2η
vf , (5.5)
where φ1 and φ2 are obtained from Eq. (3.36) and Eq. (3.37) respectively.
While analyzing Dirichlet boundary conditions in chapter 2, we had distinguished three
parameter regimes vb < 0, 0 < vb < 1/q
2, and vb > 1/q
2 for the parity symmetry preserving
case (a0 = 0). Incoming fronts always bounce in the vb < 0 regime, both bouncing and
trapping is observed in the 0 < vb < 1/q
2 regime, and incoming fronts always trap for
vb > 1/q
2. We reexamine these distinct parameter regimes in the context of the broken
parity symmetry (a0 6= 0).
The solution of Eq. (5.5) in the regime vb < 0 and small a0, depicted in Fig. 5.1, is
not all that different from the trajectories in the a0 = 0 case Fig. 3.9. However, for a
substantially larger a0 = −5E−6 Fig. 5.2, we see a drastic qualitative change in the phase
portrait. The flows are controlled by a limit cycle, leading to the oscillation of incoming
fronts close to the boundary. Also, there is only one nullcline branch at infinity instead of
the usual three, indicating that we only have the translating Ising front solution. Therefore,
the inhomogeneity introduced at the boundary by the combination of Dirichlet boundary
conditions and broken parity symmetry, induce the oscillation of an incoming Ising front.
Again, the phase portrait in the regime 0 < vb < 1/q
2 and small a0 Fig. 5.3, is similar
to the portrait in Fig. 3.10. In contrast, for a0 = −5E−6, the portrait Fig. 5.4 shows that
the trajectories are controlled by a saddle and a limit cycle (thick closed curve). In this
case, dependent on the choice of initial front velocity (equivalently vf ) and distance from the
boundary, incoming fronts may trap or oscillate near the boundary.
Finally, when vb > 1/q
2, the phase portrait for a small value of a0 Fig. 5.5 and zero a0
Fig. 3.11 show no substantial difference. For a large a0 Fig. 5.6, we only have one nullcline
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Figure 5.1: A typical portrait in the vb < 0 regime, with vf on the y axis and front-boundary
distance on the x axis. The parity symmetry is broken due to a non-zero a0 = −5.0E−8.
q = 3.224, η = 0.0316, and vb = −0.1. The solid Green curve represent the nullclines, the
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Figure 5.2: A typical portrait of flows in the vb < 0 regime, with vf on the y axis and
front-boundary distance on the x axis. The parity symmetry is broken due to a non-zero
a0 = −5.0E−6. q = 3.224, η = 0.0316, and vb = −0.1. The solid Green curve represent the
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Figure 5.3: A typical portrait in the 0 < vb < 1/q
2 regime, with vf on the y axis and
front-boundary distance on the x axis. The parity symmetry is broken due to a non-zero
a0 = −5.0E−8. q = 3.224, η = 0.0316, and vb = 0.083. Solid Green curve represent the
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Figure 5.4: A typical portrait of flows in the 0 < vb < 1/q
2 regime, with vf on the y axis and
front-boundary distance on the x axis. The parity symmetry is broken due to a non-zero
a0 = −5.0E−6. q = 3.224, η = 0.0316, and vb = 0.083. The solid Green curve represent the







0 2 4 6 8 10
Figure 5.5: A typical portrait in the vb > 1/q
2 regime, with vf on the y axis and front-
boundary distance on the x axis. The parity symmetry is broken due to a non-zero a0 =
−5.0E−8. q = 3.224, η = 0.0316, and vb = 0.1. The solid Green curve represent the
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Figure 5.6: A typical portrait of flows in the vb > 1/q
2 regime, with vf on the y axis and
front-boundary distance on the x axis. The parity symmetry is broken due to a non-zero
a0 = −5.0E−6. q = 3.224, η = 0.0316, and vb = 0.083. The solid Green curve represent the
nullclines, the solid black curves are the trajectories.
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5.2 Zero flux Boundary Conditions, Nonzero a0, FHN
Model
Instead of fixing the values of the constituent fields at the boundaries (Dirichlet boundary
conditions) through contact with an appropriate reservoir, one may have a system imper-
vious to the flow of the constituent species across the system boundary. This situation
is captured mathematically by imposing zero flux (flow) boundary conditions, where the
normal derivative of the constituent fields at the boundaries is required to be zero.
The derivation of zero flux boundary effects proceeds along the same lines as the deriva-
tion for the Dirichlet boundary condition case. Once again, the starting point of our pertur-
bative calculation is an expansion of the Bloch wall solution about the stationary Ising wall
v(0)(r) Eq. (3.20). Let the boundary be located at r = −x, where r = 0 is the location of
the front structure, with v(0)(−x) = (1 − e−qx)/q2. Since the Bloch walls obey the zero flux
boundary condition vr(−x) = 0, the derivative of the perturbative correction to the Ising
wall v = v − v(0), assumes a boundary value vcr(−x) = −v(0)r (−x) = e−qx/q.
For zero flux, or more generally Neumann boundary conditions imposed at the boundary,
we construct an appropriate Green’s function by adding, rather than subtracting Eq. (3.27),
the image. The Green’s function reads,













































ρ(n)(r′, t′) dt′ dr′. (5.7)
The only difference between Eq. (5.7) and its counterpart for Dirichlet boundary conditions
Eq. (3.28) is a plus sign indicating the addition of the Green’s function and its image.






(2 − e−2qx)/4q3 − S1 − S2
]−1
.
















Uptill this point we have evaluated the effect of the interior source terms for Neumann
boundary conditions imposed at the boundary.
















the analog of φ1 Eq. (3.36). Similarly, we define χ2 = ∂χ1/∂t, the analog of φ2 Eq. (3.36).
Incorporating these boundary terms into Eq. (5.7), vf → vf + φ1, and v̇f → v̇f + φ2, we
get,











The boundary effect terms χ1 and χ2 are evaluated by performing a steepest descent








































(−21 + 120qx) − 7027425405e
−2qx
4194304x7q7
(−25 + 224qx).., (5.12)
where the series has a faster convergence for a larger q.
The complete mechanism behind Ising-Bloch front interaction with an impervious bound-
ary (zero flux boundary conditions), captured by the reduced OPE Eq. (3.36) and Eq. (3.12),
is now examined. Firstly, for a0 = 0, the solution of the OPE is depicted in Fig.5.7. In-
coming fronts bounce at the boundary, a situation that qualitatively resembles the vb < 0
regime for Dirichlet boundary conditions. As expected, there are three nullcline branches at
infinity–two Bloch wall branches and a stationary Ising wall branch. For a small non-zero
a0 Fig.5.8, we still observe bouncing of incoming fronts. The nullcline structure is slightly
different compared to the a0 = 0 case, with the central nullcline branch now corresponding
to a uniformly translating Ising wall.
Increasing a0 further in magnitude results in the collision of the central nullcline branch
with the lower nullcline branch, leading to the situation depicted in Fig.5.9. The nullclines
are multivalued close to the boundary. The incoming fronts, instead of rebounding, now
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Figure 5.7: A typical portrait of the flows with zero flux boundary conditions imposed at
the boundary. vf is plotted on the y axis and the front boundary distance is plotted on
the x axis. The solid Green curve represents the nullclines, the solid black curves are the
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Figure 5.8: A typical portrait of the flows with zero flux boundary conditions imposed at
the boundary. vf is plotted on the y axis and the front boundary distance is plotted on
the x axis. The solid Green curve represents the nullclines, the solid black curves are the
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Figure 5.9: A typical portrait of the flows with zero flux boundary conditions imposed at
the boundary. vf is plotted on the y axis and the front boundary distance is plotted on
the x axis. The solid Green curve represents the nullclines, the solid black curves are the
trajectories. a0 = −0.0005, a1 = 9.897, ε = 0.001, and δ = 1.0.
boundary, spiral in onto a limit cycle until the trajectory finally coincides with the limit
cycle. This oscillatory phenomena is inherently non-adiabatic in nature, evidenced by the
fact that the trajectories never actually follow the nullcline branches.
The analysis presented here explains, using complete non-adiabatic considerations, the
experimental observations in (24). The experiment in question concerns a non-equilibrium
ferrocyanide-iodate-sulfite (FIS) reaction in a two dimensional chemical reactor gel, which
inhibits any non-diffusive transport of the reacting agents. The non-equilibrium nature of
the experiment is due to the constant inflow of reacting species into the gel. In a spherical
geometry, Haim and co-authors report the observation of breathing (oscillating) circular
spots inside the reactor. They attribute this oscillation to Ising-Bloch fronts interacting
with impervious reactor boundaries.
Apart from bouncing and oscillations of incoming fronts at the boundary, Haim and co-
authors report on a trapping mechanism, where an incoming front is pinned in the vicinity
of the boundary. This pinning mechanism distinguishes itself from the trapping mechanism
discussed in chapter 3, in the way fronts are trapped at the boundary. Dirichlet boundary
conditions result in the annihilation (loss of internal structure) of an incoming front if it
traps at the boundary. In contrast, incoming fronts may be pinned at impervious boundaries
without losing their internal structure.
5.3 Parity Broken Fronts in the CGLE
Analogous to the FHN model, the parity symmetry (A → −A) in the CGLE Eq. (4.22) is
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Figure 5.10: The dashed lines are the nullclines, the dark curves are trajectories of Eq. (4.33)
with s = 1.0 × 10−5, γ = 1.0, µ = 0.3, yb = −0.04262, and xb = −1.122
ε results in the normal form Eq. (4.27) picking up an extra term, given by the inner product
({εu, εw}, A†l ). Here, ε ∼ c3 fulfills the requirement that all terms are of size c3. Since, the
first component of A†l , denoted by, A
†
l1, is smaller by a factor of c
2 than the second component
A†l2, the inner product ({εu, εw}, A†l ) is approximated by s = (εw, A†l2). Finally, for Dirichlet
boundary conditions imposed at the boundary and broken parity symmetry, this additional
inner product appears on the right hand side of Eq. (4.33).
For a small s, the phase portrait is shown in Fig. 5.10. Incoming fronts bounce at the
boundary. At infinity, we still have three nullcline branches, the central branch is the non-
stationary Ising wall. Increasing s further results in the front boundary interaction shown in
Fig. 5.11, where an incoming front oscillates at the boundary. As was the case in the FHN
model, the nullclines are multivalued close to the boundary. At infinity, the single nullcline
branch represents the uniformly translating Ising-front.
5.4 Effects of External Parametric Noise
Modeling non-equilibrium spatio-temporal dynamics by partial differential equations has its
drawbacks. PDE models implicitly assume that fluctuations in the non-equilibrium system
under consideration play a minimal role. In other words, PDE models are good approxi-
mations to complex systems far away from phase transitions, where the cooperative effect
of fluctuations giving rise to long range order become important. In fact, PDE may be
considered as a mean field description of the actual complex non-equilibrium system.
To understand the role of fluctuations in non-equilibrium systems, one may completely
abandon the PDE based study (54), or one may augment the PDE by introducing fluctuations
through noise sources. The latter strategy is the formalism of stochastic partial differential
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Figure 5.11: The dashed lines are the nullclines, the dark curves are trajectories of Eq. (4.33)
with s = 5.0 × 10−5, γ = 1.0, µ = 0.3, yb = −0.04262, and xb = −1.122
of study (55). The SPDE may be arrived at by starting with a master equation followed
by some coarse graining procedure. In cases where the noise source is external, a coarse
graining procedure that involves internal degrees of freedom is not necessary. In any case,
we assume that the final form of the SPDE is available to us.
Apart from inducing phase transitions, external parametric noise has a non-trivial influ-
ence on pattern formation in non-equilibrium systems. The presence of noise may shift the
threshold of the appearance of a certain pattern, may induce patterns that are non existent
in the absence of noise, or in the present context may have a non-trivial influence on fronts
(55). Little is known about the influence of noise on patterns in bistable systems, specifically
when the pattern formation is mediated by Ising-Bloch fronts. In this section we describe
preliminary results of the Langevin dynamical simulations we carried out in the FHN model
with external parametric noise.
5.4.1 Simulations
A general SPDE has the form,
∂φ(x, t)
∂t
= f(φ(x, t),∇, α) + g(φ(x, t),∇)η(x, t), (5.13)
where φ(x, t) is a general field, α are a set of modeling parameters, ∇ represents the spatial
derivatives of the field, and η(x, t) represents the stochastic process or noise term. In general
we have,










with σ as the noise intensity, λ as the correlation length, and τ as the correlation time. For
the white noise case, C is just the product of two delta functions.
The numerical implementation of Eq. (5.13) is carried out by the its spatial discretization,







Integrating Eq. (5.15) gives,













































′′)dt′′ + O(∆t3/2). (5.18)
In the case where gij is a constant, the noise in Eq. (5.13) is additive, else the noise is
considered to be multiplicative or parametric (dependent on the magnitude of φ(x, t)). As
for the noise distribution itself, the simplest case is that of white noise in space and time,
where 〈ηi(t)ηj(t′)〉 = 2σ δij∆xd δ(t− t′). Here, d is the spatial dimension, and ∆x represents the
spacing between adjacent grid points. If the length and time scales of deterministic processes
in a system are larger than that of the external fluctuation, the external fluctuation may be
modeled as a white noise. In case of local coupling of the noise to the field gij = giδij, the










































′)dt′ + O(∆t3/2). (5.20)
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Combining Eq. (5.20) and Eq. (5.15) results finally in the desired numerical Langevin
dynamics scheme











gkl(φ(t))XjXl + O(∆t3/2), (5.21)














∆tγi, where γi are
gaussianly distributed random numbers with zero mean and variance equal to one.
We write down a stochastic version of the FHN model, given by
∂u
∂t
= ε−1(u− u3 − v) + δ−1uxx
∂v
∂t
= (u− a1v) + vxx − vη(x, t). (5.23)
η(x, t) is a white noise in space and time, and the coupling of the noise to the field v is
local. The particular form of this coupling arises if one regards a1, the flow rate (24), as a
fluctuating parameter. We handled the integration of the deterministic terms in Eq. (5.23),
of the form fi(φ(t))∆t in Eq. (5.21), by the Crank-Nicolson scheme described in chapter 3.
It is immediately clear by looking at the form of the coupling terms that fluctuations
in the fields will be larger for a larger value of the v field. We simulate Eq. (5.23) with a
homogeneous steady state as the starting configuration imposing periodic boundary condi-
tions. At low noise intensities the initial homogeneous steady state starts fluctuating, and
the average value of the fields are different from what they were initially Fig. 5.12.
We observe nucleation of domains on further increase of noise intensity σ, shown in
Fig. 5.13. The domains themselves are comprised of two Ising fronts facing each other.
Eventually, the nucleated domains settle into a periodic pattern. Figure. 5.14 depicts a
typical pattern induced by noise, an interesting phenomena, since noise on its own is usually
associated with the destruction of order. In the present case it induces ordered patterns and
stabilizes them.
When we switch off the noise sources in the ordered pattern, it either disappears into a
homogeneous state, or stabilizes at a different periodicity Fig. 5.15. In other words, patterns
that are unstable in the absence of noise are stabilized by the presence of noise. Simulations
provide evidence of noise induced patterns, but we still do not understand quantitative details
of why a certain wavelength is selected, or what is the noise intensity threshold beyond which
the noise induced pattern appears.
Some insight into the effects of noise may be gained by using an averaging procedure
known as Novikov’s theorem on a lattice. For a noise in discrete space, given by











Figure 5.12: The u, v fields for the initial homogeneous state are plotted as dashed lines.
The solid lines give a typical realization of the new homogeneous state after noise is turned
on. a1 = 3.5, ε = 0.1, δ = 10.0, a0 = 0, σ = 0.005, and the grid spacing ∆x = 0.01










Substituting the noise correlation Eq. (5.24) into Eq. (5.25), one obtains,
〈g(φi(t))ηi(t)〉 = C0〈g(φi(t))g′(φi(t))〉, (5.26)
where the prime denotes the derivative of the multiplicative coupling term g(φ) with respect
to the field φ.
Hence, one may rewrite a general stochastic partial differential equation,
∂φ
∂t




= φxx + f(φ) + C0g
′(φ)g(φ) + g(φ)η(x, t) − C0g′(φ)g(φ), (5.28)
where the noise term g(φ)η(x, t) − C0g′(φ)g(φ) has a zero mean value. The term f(φ) +
C0g
′(φ)g(φ) is interpreted as the systematic contribution of the noise to the dynamics of the
original system Eq. (5.27).
Invoking Novikov’s theorem in averaging Eq. (5.23), the mean values obey
∂u
∂t
= ε−1(u− u3 − v) + δ−1uxx
∂v
∂t




















Figure 5.13: The u, v fields are plotted as dashed and solid lines respectively. a1 = 1.5,








Figure 5.14: The u, v fields are plotted as dashed and solid lines respectively. a1 = 1.5,














Figure 5.15: The u, v fields are plotted as dashed and solid lines respectively. a1 = 1.5,
ε = 0.1, δ = 8.0, σ = 0.03, a0 = 0. Noise stabilized pattern on the left evolves to the pattern
on the right when noise is turned off.
where 〈v(x, t)η(x, t)〉 = σ/∆x〈v〉 (Novikov averaging). It is readily seen that the param-
eter a1 has a new effective value a1 − σ/∆x. The shifting of the homogeneous steady
states to a new value for a small noise intensity as depicted in Fig. 5.12 is explained by
the new effective value of the parameter a1. The homogeneous steady states given by




1 − 1/a1/a1) change to their new effective values as the noise is turned
on.
The averaging procedure, valid in the small noise limit, is inadequate in explaining the
appearance of the periodic pattern. The nucleation of the domains comprising the periodic
pattern is a dynamic process, which is not understood by examining the evolution of the
averaged fields Eq. (5.29). Close to the nucleation threshold, fluctuations in the original
homogeneous state are large, and may not be neglected. In our view, a complete explanation
of the appearance of the periodic pattern should involve examining the higher moments of
the relevant fields.
6. Conclusions
The contribution of this work to the area of pattern formation in non-equilibrium sys-
tems may be broadly classified into three major themes. Firstly, this work adds onto the
understanding of the effects of system boundaries on patterns in spatially extended non-
equilibrium systems. Secondly, this thesis explores and validates the universality of the
Ising-Bloch or front bifurcation via a comparative study of boundary effects on Ising-Bloch
fronts in two distinct models. Thirdly, we have been able to develop new insights into
the analysis of reaction-diffusion models, which are not only relevant in the context of the
systems examined in this thesis, but may also be used in analyzing other model systems.
We have demonstrated that system boundaries have a non-trivial effect on front propa-
gation in bistable reaction-diffusion systems. This is of central importance, since patterns in
bistable systems usually involve localized front like structures separating domains of uniform
states, where the growth and decay of the domains is mediated by the propagation of these
fronts. Moreover, actual experiments always involve boundaries and finite system sizes. This
thesis, therefore, addresses theoretically, an issue of practical importance.
We have cited numerous, potential or already reported, experimental contexts throughout
this work, where our theoretical study is applicable. Our analysis of the FHN model explains
in detail the phenomena of breathing domains reported in (24). We successfully address the
mechanism behind inherently adiabatic phenomena of front bouncing, oscillation, trapping or
coexistence of all these at the system boundary. We suggest two potential experiments where
our results may be further validated. One of them involves imposing boundary conditions on
liquid crystal systems using the tried and tested method of applying external electric fields.
The apparatus could resemble the one reported in (19), with extra electric fields providing the
right boundary conditions. Another simple experiment involves a coupled non-linear circuit
reported in (52). Desired boundary conditions may be imposed here by minor modifications
of this circuit.
A detailed mathematical understanding of bistable front dynamics constitutes the first
step towards controlling their motion. This is of interest especially in application oriented
devices. Structures in equilibrium or variational systems may be easily controlled by manip-
ulating the underlying potentials. In contrast, for non-equilibrium or nonvariational systems,
no such potentials exist. Therefore, in order to control non-equilibrium structures, one has
to have detailed knowledge of the dynamic response of these structures to external pertur-
bations, which could then be used to control their motion. Boundary conditions represent a
natural way of introducing external control perturbations.
Our study systematically reveals the similarities in Ising-Bloch front motion in the two
models analyzed, establishing the universality of the Ising-Bloch bifurcation phenomena. On
a peripheral level, the FHN model and the CGLE represent two distinct systems, both in
the experimental contexts they model and their mathematical structure. However, front
solutions in the bistable regime of these models behave as if they were the same entity, with
certain universal attributes associated to them.
We have established qualitative similarities in front boundary interactions in these mod-
els, utilizing in each instance different analytical tools. Fronts in both models may bounce,
trap, oscillate, or get pinned by the influence of system boundaries. The circumstances under
which each scenario is realized in both models are similar. Dirichlet boundary conditions
imposed at boundaries produce either trapping, bouncing or coexistence of the two, for an
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incoming front in both models, provided the parity symmetry is preserved. The origin of
this behavior is traced to a fixed saddle point of reduced order parameter equations for the
respective models. Similar order parameter equations are derived for the case when the par-
ity symmetry is broken. These equations capture the phenomena of front oscillation near the
boundary, where repetitive transitions from propagating Ising fronts to propagating Bloch
fronts and vice versa, result in the observed oscillations.
The main thrust of this thesis has been the analysis of front boundary interactions by
reduction of the original infinite dimensional partial differential equations, with their respec-
tive front solutions, to simple ordinary differential equations for a finite number of degrees
of freedom. This reduction successfully treats the fronts as though they are point particles,
completely defined by their position and velocity. The reduced order parameter equations
represent the coupled dynamics of all the relevant (slow) modes in the respective models.
For bistable fronts, close to the Ising- Bloch bifurcation, there are two relevant modes, the
neutral or Goldstone mode arising due to translational invariance and the spatially localized
mode responsible for the Ising-Bloch bifurcation.
We have presented new mathematical insights into the analysis of reaction- diffusion
systems. The approximate solutions to non-linear reaction-diffusion equations are pertur-
batively derived through an expansion about a linearized version of those equations. The
linearized reaction-diffusion problem still involves local reaction terms, plus diffusion terms.
As discussed in chapter. 3, the combination of reaction and diffusion processes results in a
Green’s function of the linearized problem, which is localized in time. Based on this prop-
erty, a perturbative expansion of the Green’s function is easily developed using the method
of steepest descents. This provides a controlled method of developing a perturbative solution
of the fully non-linear problem, irrespective of the details of the particular reaction-diffusion
model.
While analyzing front boundary interactions in the CGLE, we developed techniques that
extend solvability conditions to incorporate the influence of all possible boundary conditions.
Solvability conditions are central to perturbative calculations involving linear operators that
have a non-trivial set of adjoint zero eigenvectors (null space). As elaborated in chapter. 4,
perturbative calculations reduce the original non-linear problem to a series of linear problems
that require consistency criteria given by solvability conditions for their solution. Moreover,
for localized solutions of non-linear PDE, solvability conditions may be directly used to obtain
their response to boundary conditions, as illustrated by our extended solvability criteria.
The techniques we have developed are quite general in nature, and their applicability is not
restricted to bistable fronts discussed in the present thesis. Boundary effects on localized
structures like pulses, solitons, fronts, and domain walls, found in other contexts, may be
easily analyzed using our technique of solvability condition extension.
Future theoretical work on Ising-Bloch fronts may involve the study of the influence of
noise on front motion, and further, its influence on pattern formation in bistable systems.
We have already initiated a study of noise effects on bistable fronts. Preliminary results show
that bistable media may be organized by noise into periodic domains, where each domain is
comprised of two Ising-Bloch fronts. The reason behind this noise induced organization, plus
the stability and structural properties of the periodic pattern are questions that immediately
arise.
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a(r + r′ + 2x) + b

 ρ(1)(r′) dr′, (1)






r . Performing the integrals in Eq. (1) results in,






































Simplifying further, we have,














































We have calculated the form of v(1)(r) for r ≥ 0, to the right of the boundary layer. Calcu-
lating v(1)(r) to the left of the boundary layer, ie., r ≤ 0, we obtain,








































which on simplification reads,

















Notice that v(1)(r) is continuous at r = 0, the location of the boundary layer. Furthermore,
the value of v(1)(r) at the front position, v
(1)
|r=0, appears as an undetermined parameter on




























+ S1(r = 0) + S2(r = 0)
}−1
. (7)
So far we have performed the calculation for the first order in velocity c. At the second













. The second term involving v(0)r in
ρ(2) has been already dealt with while performing the first order calculation. Therefore, we
need only solve for the effects of the first term in ρ(2). v(1)r is given by,
























where the subscript r denotes a derivative with respect to r.
Before proceeding with the second order calculation, we make a few observations that
drastically reduce the tedium. Firstly, the Green’s function in Eq. (3.31) has two parts, one
that is independent of the front distance from the boundary x, and the other part that is
dependent on x. We call the former part homogeneous, while the latter inhomogeneous.
The homogeneous part has different functional forms for r > r′ and r < r′. In contrast, the
inhomogeneous part has the same form regardless of whether r > r′ or r < r′. Due to this,
integrals of the products of the inhomogeneous part of the Green’s function and the source
terms have the same functional form for r > 0 and r < 0. Consequently, these integrals
contribute x dependent terms to v(1)(r), v(2)(r), and v(3)(r), that have the same functional
form for r > 0 and r < 0.
Secondly, the derivatives v(1)r (r), v
(2)
r (r), are present in the source terms at the second
and third order in the velocity c. The integrals that involve products of the x dependent
terms, contributed by these derivatives, and the homogeneous part of the Green’s function,
also have the same functional form for r > 0 and r < 0. Therefore, while imposing the
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continuity criteria on v(3)(r) at r = 0, the two types of integrals discussed above have a
redundant contribution. Hence, we need not evaluate these integrals in the second and third
order calculation.






























r′ σ, we obtain,










































where we have not calculated the redundant integral contributions discussed above. Finally,
adding effects of all the source terms, v(2)(r) takes the form,













































































The only new contributions to the term above are v
(1)




r σ. Firstly, we evaluate
the integrals involving v
(1)
T . Now, we have
v
(1)
T (r ≥ 0) = (σv
(1)






T (r ≤ 0) = (σv
(1)
T |r=0 + σTv
(1)
|r=0)(e
qr − qreqr)/2q3, (12)
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where the subscript T denotes the time derivative. Taking the product of this term with the
Green’s function in Eq. (3.31) and integrating, we obtain,
J(r ≥ 0) =
(σv
(1)













J(r ≤ 0) = i
(σv
(1)





































































r σ in the Green’s integral Eq. (3.31), results in,




























































We now have all the relevant integrals to write down v(3)(r), which reads










































































































































The smoothness of v(3)(r) at r = 0 requires that its derivatives are continuous at this


























Since vf = cv
(1)




















2q2. Employing this value of η1 in Eq. (17), and
using vf = cv
(1)














which is Eq. (3.33).
Vita
Aniruddha Yadav was born on February 17, 1976, in Nagpur, India. Aniruddha did his
schooling at various locations in India as his family moved frequently, during which time he
developed a strong interest in Physics. He graduated high school in 1993 with a concentration
in the basic sciences. Upon the completion of undergraduate studies in Physics at the Indian
Institute of Technology Madras (Chennai), India, in 1998, Aniruddha was awarded the degree
of M.Sc in Physics. He moved to the United states in 1998 to pursue a doctorate in Physics,
which he expects to receive in December 2005.
98
