ABSTRACT. A Löwner variational method is developed that allows to calculate arbitrary continuous coefficient functionals of the second, third and fourth coefficients of schlicht functions. Optimal control problems involving ordinary differential equations
The Löwner differential equation (2) for the schlicht function f : → yields the differential equation (3)ȧ n (t ) = na n (t ) + n −1 k =1 2k a k (t )κ(t ) n-k or in integrated form (4) a n (t ) = −e for the coefficients a n (t ) , a n (0) = a n if n ≥ 2. For a single slit mapping κ : [0, ∞) → is a continuous function with |κ(t )| = 1. Substituting x = e -t and putting α n (x ) = a n (t ) yields the equivalent differential equation
n-k for n ≥ 2 where µ : (0, 1] → is a continuous function that satisfies µ(x ) = κ(t ). Let g n (x ) =
x n α n (x ) and g 1 (x ) ≡ 1 then (5) takes the form
n-k or in integrated form 2k t n-k-1 g k (t )µ(t ) n-k d t if n ≥ 2. Notice that g n (1) = a n and g n (0) = 0 if n ≥ 2. These representations hold in particular if µ is continuous or a step function with a finite number of steps. In the sequel the function µ : (0, 1] → (and κ synonymously) will be called a generating function of the schlicht function f : → , since because of (7) and the identity theorem it uniquely determines the coefficients of the schlicht function f . No assumption whether the function f ∈ S uniquely determines the generating function is needed in the sequel.
Some further preparations are necessary in order to formulate Theorem 1, in particular a special class of step functions needs to be introduced. For every m ∈ consider the equidis- into a Löwner chain f (., t ) that satisfies the differential equation (2) . f s in turn generates a point
., a n (f s )) ∈ n through formula (7). Let m n denote the subset of n that is generated by step functions s ∈ T m ([0, 1]) in this way.
A property is said to hold almost everywhere(a.e.) on a set X if it holds everywhere on X except for a subset of measure zero. The gaussian function [x ], x ∈ will also be needed, it denotes the largest integer ≤ x .
Theorem 1.
For m , n ∈ let n , m n and T m ((0, 1]) be defined as above and let Φ : n → denote a continuous functional. Suppose that for every m ∈ there exists a function f m ∈ S such that Proof. Let ǫ > 0 be arbitrary and leth ∈ S denote a function that maximizes Re Φ. Since the single-slit mappings lie dense in S there exists a single slit mapping
Since h is a single slit mapping there exists a continuous generating function µ :
for x ∈ (0, 1). For every k ∈ the step function t k generates a uniquely determined function
and, since µ is a generating function of h
Applying the Lebesgue dominated convergence theorem, the product rule for limits and (11) to (12) by induction yields the relations
for every x ∈ (0, 1] and every m ≥ 2. Since Φ is continuous (14) with x = 1 implies that there exists a N (ǫ) ∈ so that for m > N (ǫ)
On the other hand since (a
and (a 2 (f m ), .., a n (f m )) ∈ m n . Buth ∈ S was chosen as an extremal function that maximizes ReΦ and hence (10),(15) and (16) imply that 
Since the mapping Ψ ↔ µ is an isometric isomorphism and since the union of countable sets of measure zero is again a set of measure zero the subsequence (s m (k ) ) of (s m ) converges uniformly a.e. on 
Proof. For x ∈ (0, 1) the closed form representation s (x ) = c [nx ]+1 holds and s (1) = c n . Then (7) yields
Taking the limit lim (6) with n = 2) in (7). This yields
This proves (20). To prove (21) substitute g ′ 2 (t ) = −2s (t ) in (7) for n = 4. Then
Apply integration by parts to (23) and substitute g
Now use (22) to evaluate the integral expression in (24) on the subinterval ((k −1)/n, k /n) where
Summing these expressions and substituting into (24) yields (21).
Lemma 1 allows to express the real and imaginary parts of the second, third and fourth co- Table 1 shows the results for some functionals. Here the γ k , k = 1, 2, 3 denote the logarithmic coefficients of schlicht functions(see [1] , chapter 5 for a definition of the logarithmic coefficients). The first two functionals of Table 1 are associated with the Milin-constant(see [1] , chapter 5 for a definition of these functionals and their relation to the Milin-constant), the third functional of Table 1 is the modulus of the fifth coefficient of odd schlicht functions and the fourth functional is the modulus of the seventh coefficient of odd schlicht functions. In particular the calculations reveal that Leemans result( [5] ) that 1090/1083 1.006463 is the maximum of the modulus of the seventh coefficient of odd schlicht functions which are typically real does not extend to the whole class of schlicht functions.
Numerical evidence indicates that the maximum of the functional in the first column might be attained by a typically real function. The next Lemma supports this assumption.
Lemma 2. Let T denote the class of typically real functions and S the class of schlicht functions.
Then
where λ 0 is the zero of the equation
Proof. The first and second logarithmic coefficients γ 1 and γ 2 by (3) satisfy the equationsγ 1 (t ) =
and the second equation is equivalent to the equation
Let γ 1 (0) = γ 1 and γ 2 (0) = γ 2 then integrating the last equation yields
Suppose that Ima 2 = 0 and Ima 3 = 0, then also Imγ 2 = 0 and Imγ 1 = 0 and
)e −2λ then the Valiron-Landau Lemma( [1] ,chapter 3) yields γ
A necessary condition that F (λ) attains its maximum is 0 = 4e −2λ (λ 2 −λ 3 )−3λ+1. for n = 3 shows that δ 3 < 0.03 the value given in the Lemma might well be the Milinconstant.
Theorems similar to Theorem 1 were given by Tammi 
Proof. Let x = e −t and let (f n ) be a maximizing sequence that satisfies (8), which exists by Theorems 1, 2. For n ∈ with the notations as above suppose that s n ∈ T n ([0, 1]) is a generating step function of f n defined by a 2 and a 3 where c
. If a function h ∈ S satisfies (8) and has representations (19), (20) for
., n then the differentiability-criterion for stationary points from multivariable differential calculus can be applied and yields the equations
Use (19) to obtain the equivalent system
and additionally the subsequence (f n (k ) ) of (f n ) also converges locally uniformly in to an extremal function f . Choose an arbitrary but fixed x ∈
.
By the Cantor intersection theorem
This proves (26). If c 1 = 0 and c 2 = 0 then by (26) Imκ(t ) ≡ 0 or Reκ(t ) = −(1/2)c 1 e t . Therefore there exists a t 0 ∈ [0, ∞) such that Imκ(t ) ≡ 0 and Reκ(t ) = ±1 if t ≥ t 0 . To prove (29) observe that for t ∈ [t 0 , ∞) by (4) the second coefficient a 2 (f (., t )) of the function f (., t ) is given by 
if 0 < x < δ. Therefore (34) implies that every accumulation point of the normal family for some α, β ∈ . Then there exists an extremal function f ∈ S, f (z ) = z + ∞ n =2 α n z n that maximizes ReΦ and a Löwner chain f (z , t ) = e t z + ∞ n =2 a n (t )z n with f (z , 0) = f (z ), z ∈ such that the generating function µ(x ) = κ(t ) associated with the Löwner chain f (z , t ) satisfies the equation Proof. Let x = e −t and let (f n ) be a maximizing sequence that satisfies (8), which exists by Theorem 1 and Lemma 1. For n ∈ with the notations above suppose that s n ∈ T n ([0, 1]) is a generating step function of f n defined by
for k = 1, .., n. Then the functions f n ∈ S satisfy (8) and have representations (19), (20) and (21) for a 2 (f n ), a 3 (f n ) and a 4 (f n ) with c
., n. Hence, since Φ is continuously differentiable in a neighbourhood of 4 it follows that s n (k ) (x ) exists. Then for every n ∈ there exists a number m (n) ∈ , 1 ≤ m (n) ≤ n such that (m (n) − 1)/n < x < m (n)/n and for j = m (n) the last equation is equivalent to the equation 
