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Abstract
Displaying answers directly on the search results page has been shown to have a positive
effect on a user’s search experience. It leads to good abandonment, a scenario in which
users have already found what they require on the results page and therefore do not need
to read the documents. A substantial amount of a user’s time can then consequently
be saved. However, research on finding answers to non-factoid queries has not been
extensively explored, even though these types of queries represent the most frequently
asked questions on the Web. This situation then raises a need to improve the answers
to non-factoid queries in search results. In this thesis, we try to solve this issue by
improving search result summaries. We performed an answer-biased summarization
of documents in the search results. These answer-biased summaries are expected to
contain answers to the user’s query. The main challenge of this task is the lexical gap
between the query and the sentences containing answers in the document. The answer-
bearing sentences may share different vocabularies with the queries. We propose some
techniques to improve the extraction of answer-biased summaries from documents.
First, we utilize the related content from community question answering (CQA) site to
guide the selection of sentences that bear answers. Three optimization-based and one
learning-to-rank based methods are proposed. The effect of the quality of the related
CQA content on the accuracy of the generated summaries is also analyzed. Next, we
use the semantic and context information for generating answer-biased summaries from
documents. Finally, we extend our work on answer-biased summarization for ad-hoc
retrieval. Here, the quality features extracted from the summaries are incorporated
into ranking functions. Our results show that the related CQA content can be used to
improve the creation of answer-biased summaries from documents. There is a significant
effect of the CQA content quality on the accuracy of optimization-based summaries.
However, such significance is not found on learning-to-rank-based summaries. Further,
the semantic and context features are also shown to boost the accuracy of answer-biased
summaries. Then, in our extension work on ad-hoc retrieval, the result shows that our
ranking methods using answer-biased summaries can give significant improvement over
state-of-the-art ranking models.
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Chapter 1
Introduction
This thesis investigates a new approach for improving search result summaries. We
generate a summary from each retrieved document that is designed to contain answers
to the user’s query, called an answer-biased summary. By directly presenting answers in
the search result summaries, users are expected to be able to address their information
needs more quickly. Therefore, it can alleviate the need to read the full documents;
furthermore it can increase user satisfaction with search results.
This chapter provides an overview of this thesis. Section 1.1 explains the motiva-
tion of this thesis. The rationale of our work conducted in this thesis, as well as its
significance and the challenges are described in Section 1.2. The scope of this thesis is
presented in Section 1.3. The objectives of this work are covered in Section 1.4. Our
research questions are detailed in Section 1.5. Finally, the structure of this thesis is
outlined in Section 1.6.
1.1 Motivation
Web queries have traditionally been classified into three categories: navigational, trans-
actional, and informational (Broder, 2002). Navigational queries are aimed at finding a
particular site, for example: YouTube or Facebook. Transactional queries have the spe-
cific intent of performing a certain activity on the site, such as shopping or downloading
a file. In contrast to the first two query categories, informational queries are triggered
by the need for certain information. According to the results in previous work (Broder,
2002; Rose and Levinson, 2004), most Web queries are informational. After analyzing
the 400 queries from the AltaVista search engine log, Broder (2002) found that 48% of
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queries are informational. In a later work, Rose and Levinson (2004) also conducted
a log analysis of the same search engine; however, they used a total of approximately
1,500 queries. They found that more than 60% of queries are informational.
In general, we further divide informational queries into two different types: factoid
and non-factoid. Note that we use the terms “query” and “question” interchangeably in
this thesis, since most of our queries are in the form of questions. Factoid queries could
simply be answered using a single fact or entity, for example: “Who is the president
of the United States?” or “president united states” in the concise form of a keyword
query. In contrast, non-factoid queries may require longer text as answers, which could
be a small number of sentences or multiple Web pages, for example: “What are methods
to control type 2 diabetes?” or “What are the goals and political views of the Green
Party?”.
In traditional search engines, the results to a given query typically consist of a
ranked list of documents. Each document is represented by the title, the URL (Uniform
Resource Locator), and the summary (or snippet). The summaries displayed on a search
results page are typically biased towards the given queries, so users can better decide
which documents are worth examining to find the required information.
Search engines have made some significant improvements in satisfying user informa-
tion needs by displaying direct answers on a results page. These single direct answers
are always displayed for some popular factoid queries, such as: weather and currency
(Chilton and Teevan, 2011; Williams et al., 2016b). In addition, they also often appear
in the search results for some entity queries that draw answers from semantic graph
structures,1,2 such as persons and places. Figure 1.1 illustrates some examples of direct
answers for factoid and entity queries. Such answers enable users to find the required
information directly on the results page, alleviating the need to read the full document.
As a result, user information needs can be satisfied more quickly.
Previous studies have demonstrated some benefits of presenting answers directly
on the search results page. This reduces users’ interactions with search results and
improves their satisfaction with these results (Chilton and Teevan, 2011; Bernstein
et al., 2012; Lagun et al., 2014; Williams et al., 2016a,b). Furthermore, it also leads
1http://googleblog.blogspot.com.au/2012/05/introducing-knowledge-graph-things-
not.html (accessed: 10th April 2017)
2http://searchengineland.com/google-launches-knowledge-graph-121585 (accessed: 10th
April 2017)
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Figure 1.1: Some examples of direct answers for factoid (left) and entity (right) queries
from the Google search engine
to good abandonment (Li et al., 2009; Williams et al., 2016a,b), where users find what
they need on the results page and do not need to read the full document. Direct
answers provide the most benefit to users who search on devices with limited screen
sizes and low bandwidths (e.g., mobile searches) as clicking through can result in the
user incurring additional costs.
Some major search engines have begun to present direct answers for some non-
factoid informational queries.3 These answers are in the format of single passages
displayed at the top of search results, so-called featured snippets. Figure 1.2 displays an
example of featured snippets. According to the Moz search engine result page (SERP)
features tracker,4 in 2017, these passages appeared in 15% of queries submitted to
Google. This means that there are a large number of queries for which the featured
snippets are not displayed in the search results. Some existing featured snippets, on
the other hand, are reported to have poor or incorrect content.5,6,7 This raises a need
to improve the answers for non-factoid queries.
3http://searchengineland.com/google-search-onebox-answers-getting-detailed-182747
(accessed: 29th July 2017)
4http://mozcast.com/features (accessed: 12th April 2017)
5http://searchengineland.com/googles-one-true-answer-problem-featured-snippets-
270549 (accessed: 15th April 2017)
6http://searchengineland.com/when-google-gets-it-wrong-direct-answers-with-
debatable-incorrect-weird-content-223073 (accessed: 15th April 2017)
7http://searchengineland.com/google-gun-fail-261602 (accessed: 15th April 2017)
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Figure 1.2: Some examples of featured snippets from the Google search engine
Although non-factoid queries represent the most frequently asked questions on the
Web (Jijkoun and de Rijke, 2005; Nguyen et al., 2016), research on finding answers
to these queries has not been extensively explored. Much of the research on question
answering (QA) has focused on factoid and list questions, which are the main themes
of the TREC question answering (QA) track (Dang et al., 2007). Some past work
was conducted to generate passage-level answers to a non-factoid query using a trans-
lation model (Soricut and Brill, 2006), paid crowdsourcing (Bernstein et al., 2012),
community-based answers (Weber et al., 2012), and query-likelihood passage retrieval
(Keikha et al., 2014b).
1.2 Problem Statement
Different from all the aforementioned work described in Section 1.1, we explore the
idea of using automatic summarization to generate search result summaries that are
expected to contain answers to non-factoid queries, called answer-biased summaries. In
this case, an answer-biased summary is extracted from each retrieved document in the
search results. We argue that summarization techniques can be beneficial because the
answers to non-factoid queries can consist of a number of sentences scattered throughout
the underlying document (Keikha et al., 2014b).
Improving search result summaries may offer a potential benefit of driving good
abandonment (Li et al., 2009). This is consistent with the finding from previous work
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Figure 1.3: An example of a search result from the Google search engine for a query
“What are methods to control type II diabetes?”
that users sometimes address their information needs by viewing document summaries
only (Cutrell and Guan, 2007; Williams et al., 2016a). By removing the document
reading step, a substantial amount of a user’s time can be saved. This is supported by
a finding reported by Smucker and Clarke (2012) that users spent as much as 67% of
their time looking for information in search results by reading Web pages.
In contrast to search result summaries that are mainly indicative of matching queries
(i.e., query-biased), as illustrated in Figure 1.3, our answer-biased summaries are de-
signed to hint at the whereabouts of likely answers. This aims to satisfy user needs
more quickly by alleviating the need to read the document. Answer-biased summaries
are useful when the featured snippets of particular queries are not available or have a
low quality. As previously mentioned, according to the Moz SERP features tracker,
featured snippets do not appear for most of the queries (i.e., 85%) submitted to Google.
In addition, answer-biased summaries are also more beneficial than a single featured
snippet when the queries require users to view answers from various sources. For ex-
ample, a query displayed in Figure 1.3 requires answers from many different sources
that provide information about some methods for controlling type 2 diabetes.
A challenge in extracting answer-biased summaries is the lexical gap between the
query and the sentences containing answers in the document, since the answer-bearing
sentences may share many different vocabularies with the queries. Current passage
retrieval methods that focus on topical relevance have been shown to be ineffective in
finding answers (Keikha et al., 2014b). This indicates that more knowledge is required
to identify answers to the query in the document. A recent forum that is related
to answering non-factoid questions in real time is the TREC LiveQA (Live Question
Answering) track (Agichtein et al., 2015). The quality of the best performing run in
this track is shown still far from human level. This further emphasises the complexity
of this task in finding answers to non-factoid questions.
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1.3 Scope of the Thesis
This thesis covers three main works on answer-biased summarization. The first two
works investigate some approaches to addressing the lexical mismatch problem in gener-
ating answer-biased summaries from retrieved documents. The last work is an extension
of answer-biased summaries for ad hoc retrieval. In our first work, the related content
from Community Question Answering (CQA) is proposed to locate answer-bearing sen-
tences in the documents. In our second work, semantic and context information are
examined to bridge the vocabulary gap between query-sentences. In our third work,
the quality features extracted from answer-biased summaries are utilized to improve
document ranking.
1.4 Research Objectives
1. The shared objective of our first and second work is to generate summaries
of retrieved documents that are expected to bear answers to the given query,
called answer-biased summaries. The aim of these summaries is to satisfy user
information needs more quickly by alleviating the needs to read the full document.
2. The objective of our third work is to exploit the information extracted from
answer-biased summaries for improving document ranking. The underlying idea
is that the summaries of relevant documents are more likely to contain answers
than the summaries of non-relevant documents. Therefore, the quality of answer-
biased summaries is exploited to better indicate the relevance of documents.
1.5 Research Questions
RQ1: Can related CQA (Community Question Answering) content be used
to improve the creation of answer-biased summaries from documents?, and
Does the quality of related CQA content affect the accuracy of the generated
summaries?
Community question answering (CQA) sites are platforms that allow users to post
questions, while other users can provide answers. We propose using external informa-
tion from related CQA content to locate answer-bearing sentences in the documents. It
is known that similar information needs to the “tail queries” in a Web search may drive
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questions posted on CQA sites (Liu et al., 2012). CQA sites, such as Yahoo! Answers,
contain a large number of questions and human-curated answers. This data is valuable
for the research on non-factoid question answering. Not only because the curated an-
swers can be reused, but also because the rich set of question-answer structures can be
exploited to improve answer finding. We hypothesize that this information could be
useful in assisting with the identification of answer-bearing sentences.
To answer RQ1, the CQA content that is related to the given query is used to
guide the extraction of answer-biased summaries from documents. The results are then
evaluated against state-of-the-art query-biased summaries and relevant passages. We
further examine the effect of the quality of CQA content on the generated summaries.
For this purpose, document summaries are generated using different quality levels of
CQA content. The results are then examined to test whether there is a significant
effect of CQA quality on the generated summaries. This is discussed in more detail in
Chapter 3.
RQ2: Can semantic and context information be used to improve the
creation of answer-biased summaries from documents?
Semantic and context information is exploited to bridge the lexical gap between
queries and sentences. The underlying idea to use semantic information is to calculate
the query-sentence similarity in terms of the similarity of their semantically related
terms. The semantic representations of queries and sentences are built so that those
with the same meanings will have more similar representations. Next, context informa-
tion is used based on the relation of a particular sentence to its neighbouring sentences.
The use of context information is based on an idea by Yang et al. (2016) that answer
sentences are more likely to be surrounded by other answer sentences.
To answer RQ2, the query-sentence semantic similarities, as well as the context in-
formation are incorporated into a learning-to-rank-based summarization method. This
method is then compared to state-of-the-art factoid question answering and query-
biased summarization methods. This is discussed in more detail in Chapter 4.
RQ3: Can incorporating quality features from answer-biased summaries
improve document retrieval?
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Our intuition is that the summaries of relevant documents are more likely to contain
answers to a query than the summaries of non-relevant documents. We thus hypothe-
size that answer-biased summaries can be used to increase the effectiveness of ad hoc
retrieval. In this work, the quality features extracted from answer-biased summaries
are proposed to improve document ranking. More specifically, these features are incor-
porated into ranking functions to re-rank initially retrieved documents.
To answer RQ3, a set of quality features is extracted from answer-biased summaries
that are generated using external CQA content (mentioned in RQ1 and RQ2 above).
These features are incorporated into document ranking functions: the sequential depen-
dence model (SDM) by Metzler and Croft (2005) and the quality-biased SDM (QSDM)
by Bendersky et al. (2011a). Our ranking functions that exploit summary quality fea-
tures are then compared to state-of-the-art ranking models. This is discussed in more
detail in Chapter 5.
1.6 Thesis Outline
This thesis is organized as follows. Chapter 2 presents a literature review of the related
work. Chapter 3 explains our first work of using related CQA content to improve
the extraction of answer-biased summaries from documents. Chapter 4 describes our
second work of exploiting semantic and context information to improve the extraction
of answer-biased summaries from documents. Chapter 5 describes our third work which
entails an extension of answer-biased summaries for ad hoc retrieval. Some supporting
information in our work, including a summary of our participation at TREC LiveQA
track is presented in Appendices. Finally, the conclusion of this thesis as well as future
work are presented in Chapter 6.
1.7 Thesis Structure
This thesis is presented as a sequence of largely self-contained chapters, where each
focuses on a different RQ. As described in section 1.6 above, this thesis contains three
main chapters that describe the detail of our work. Chapter 3 focuses on RQ1 on the
use of CQA content for answer-biased summarization of documents. Chapter 4 focuses
on RQ2 on the use of semantic and context features for answer-biased sumarization of
documents. Chapter 5 focuses on RQ3 on the use of answer-biased summaries for ad-
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Table 1.1: The structure of main chapters in this thesis
Chapter 3 Chapter 4 Chapter 5
Dataset - a subset of WebAP (Keikha
et al., 2014b) data: “descrip-
tion” queries, documents, and
ground truth answers
- related CQA answers
- quality judgment of related
CQA answers
- a subset of WebAP (Keikha
et al., 2014b) data: “descrip-
tion” queries, documents, and
ground truth answers
- GOV2 collection (Bu¨ttcher
et al., 2006) and “title” topics
from TREC Terabyte track
2004–2006
- ClueWeb09B collection
(Clarke et al., 2012) and
“title” topics from TREC
Web track 2009–2012
- related CQA answers
Evaluation metrics ROUGE - ROUGE
- NDCG@3
- P@3
- NDCG@10
- NDCG@20
- P@10
- P@20
- MRR
- MAP
Key experiments - extracting summaries using
mixed quality of CQA content
- extracting summaries using
individual quality of CQA
content
- analyzing the effect of CQA
content quality on the sum-
mary accuracy
- comparing document sum-
maries with CQA answers
- extracting summaries when
the related CQA content may
be unavailable
- extracting summaries using
semantic and context features
- analyzing the correlation
between term-overlap-based
and sentence-ranking-based
measures
ranking documents using
answer-biased summaries
Further investiga-
tions or analysis
- using key concepts of queries
for retrieving related CQA
content
- using another publicly avail-
able dataset (MSMARCO)
- ablation analysis
- using translation and CQA
features in addition to the se-
mantic and context features
- ablation analysis
- ranking documents using
different summaries (e.g.
query-biased summaries)
- ranking documents using
answer-biased summaries
that were generated using a
locally-indexed CQA data
- analyzing the effect of
varying parameter value in
ranking effectiveness (i.e.
summary length and number
of CQA answers)
- breakdown analysis ac-
cording to the initial ranking
effectiveness and query length
hoc retrieval. Each chapter details the methodology, the experiments, and the results
to answer the corresponding RQ. Some chapters overlap in terms of the experimental
settings (e.g. the use of similar datasets or evaluation metrics), but some are disjoint as
those settings are specific for a certain chapter only. To help the readers in understand-
ing the difference of the experimental settings that were adopted between chapters, we
map out the structure of each chapter in Table 1.1. This table will give readers clear
consistent comparisons between chapters.
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Chapter 2
Related Work
This chapter describes previous research that is related to this work. Section 2.1 re-
views existing work on presenting answers in search results, including several studies
on the effectiveness of such answers. Section 2.2 describes related work on factoid ques-
tion answering (QA). This information provides insight into the focus of QA research,
and how our work is different to this research field. Section 2.3 explains Community
Question Answering (CQA) as well as studies that utilizes the CQA data. This infor-
mation is related to our work, since our proposed techniques utilize the content from
such a system. Sections 2.4 and 2.5 detail previous approaches to non-factoid question
answering and summarization. These research fields are closely related to our work,
which focuses on answer-biased summarization for non-factoid queries (see Chapters 3,
4, and Appendix D). Table 2.1 presents the relation of our work on answer-biased sum-
marization to some previous studies. This table is provided to help readers in clearly
understanding the difference between our work on answer-biased summarization and
some related work in the literatures.
Finally in Section 2.6, we review previous approaches to document ranking. This
information is provided in relation to our work on ad hoc retrieval using document
summaries (see Chapter 5).
2.1 Answers in Search Results
In search engines at the time, answers are often displayed for a small percentage of
popular needs that are mostly factoid queries, such as: weather, time zone, and cur-
rency. (Chilton and Teevan, 2011; Williams et al., 2016b). Answers to other entity
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Table 2.1: The feature-by-work matrix of related work
Example of
work
Query (or
Question)
type
Aimed to
find answers
Input Output Features
query-biased sum-
marization
Ko et al.
(2008),
Leal Bando
et al.
(2015))
keywords 7 document relevant
summaries
(query-biased
summaries)
topical rele-
vance
question answering Savenkov
and
Agichtein
(2016)
verbose,
factoid
3 knowledge base single fact or
list
question entity,
knowledge base
predicates,
external text
data (e.g. web
search results,
CQA),
passage retrieval Go´mez et al.
(2007)
verbose,
factoid
3 document col-
lection
ranked list of
passages
distance den-
sity n-gram
passage retrieval Keikha
et al.
(2014b)
verbose,
non-factoid
3 document col-
lection
ranked list of
passages
topical rele-
vance
answer sentence re-
trieval
Yu et al.
(2014)
verbose,
factoid
3 document col-
lection
ranked list
of answer
sentences
deep learning
answer sentence re-
trieval
Yang et al.
(2016))
verbose,
non-factoid
3 document col-
lection
ranked list
of answer
sentences
topical rele-
vance, seman-
tic, context
CQA answers re-
trieval
Xue et al.
(2008)),
Park and
Croft (2015)
verbose,
non-factoid
3 CQA collection ranked list of
CQA answers
topical rele-
vance, transla-
tion model
answer-biased
summarization
(i.e. this work
addresses RQ1 and
RQ2 in this thesis)
verbose or
keywords,
non-factoid
3 document answer-biased
summaries
topical rele-
vance, CQA
answers, se-
mantic, con-
text
queries, such as people, places, and movies, are sometimes also presented by drawing
results from semantic graph structures.1,2 By displaying answers directly in a search
results page, users are expected to find their required information more quickly.
An examination of thousands of search interactions conducted by Li et al. (2009)
has found strong evidence of users wanting answers, not links to documents. They used
large-scale query logs to analyze Web search queries for which there are no clicks on the
result page, so-called abandoned queries. The authors have concluded that displaying
answers on the results pages potentially leads to good abandonment (i.e., the case in
which users are not required to read the documents to find the answer). Smucker and
Clarke (2012) have reported that users spend two-thirds of their search time reading
documents. This means that good abandonment has an impact on the substantial
1http://googleblog.blogspot.com.au/2012/05/introducing-knowledge-graph-things-
not.html (accessed: 10th April 2017)
2http://searchengineland.com/google-launches-knowledge-graph-121585 (accessed: 10th
April 2017)
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saving of a user’s time by avoiding the document reading step.
Another study by Stamou and Efthimiadis (2010) has confirmed that searchers
wanted to view answers quickly. They conducted a lab-based user study to understand
users’ inactivity and click decisions in search results. They have found that for 27%
of the queries they studied, users intended to look for answers directly on the search
results page and did not aim to click through to the search results.
Recent studies have shown that presenting answers directly on the search results
page leads to a reduction in user interactions (e.g., clicks) and an increase in a user’s
satisfaction with the search results (Chilton and Teevan, 2011; Bernstein et al., 2012;
Lagun et al., 2014; Williams et al., 2016b). Chilton and Teevan (2011) used query log
data to analyze user behaviour when a direct answer is returned on the search results
page. They focused on a subset of 15 answer types for popular factoid queries, such as:
currency, weather, and dictionary. They have found that such answers can reduce user
engagement (i.e., clicks) with the search results page.
Lagun et al. (2014) conducted user studies to investigate the effect of direct an-
swers on mobile search users. The direct answers to factoid queries, as well as Knowl-
edge Graph answers, were examined in their studies. They have found that the pres-
ence of relevant answers increases user satisfaction and enables users to complete the
task faster, scroll less further down the page, and spend less time below the answers.
Williams et al. (2016b) further studied the effects of different answer types on the be-
haviour and satisfaction of mobile users. Their results have shown that user behaviour
and satisfaction rates differ for different answer types.
Answers on the results page provide the most benefit to users who search on devices
with limited screen sizes and low bandwidths, for example, a mobile search. This can
be explained because mobile search users may avoid opening documents because of
network latency, formatting or usability issues. Kamvar et al. (2009) analyzed how
users’ information needs and search patterns differ between mobile devices and personal
computers. They have found that mobile users issued fewer queries per session than
PC users, indicating that they are less willing to explore topics in depth. This may be
because the mobile environment is less convenient for exploration.
Bernstein et al. (2012) investigated the effectiveness of passage-level answers for less
popular queries that are mostly non-factoid. This is different from Chilton and Teevan
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(2011), Lagun et al. (2014), and Williams et al. (2016b) who dealt with factoid answers.
Bernstein et al. initially built passages to answer so-called “long tail queries” using a
combination of query log analysis and paid crowdsourcing techniques. Tail queries
represent less popular information needs that together address a large proportion of
search traffic. The result of their user studies has demonstrated that the answers
improve users’ ratings of search quality and the ability of users to solve the needs
without clicking through to a result.
In 2014, the commercial search engine Google began to present single passages,
so-called featured snippets, to answer non-factoid queries on the search results page.3
However, according to the Moz SERP feature tracker4 in 2017, the featured snippets are
not available for 85% of the queries submitted to Google. Some featured snippets are
also reported to have debatable and incorrect content.5 Therefore, research on finding
answers to non-factoid queries is important for quickly satisfying a large amount of user
information needs for which search engines either do not present featured snippets, or
have featured snippets of a poor quality. To tackle this issue, we investigate a new
approach to improving search result summaries (snippets) by generating a summary
from each retrieved document that is expected to contain answers to the user’s query,
called an answer-biased summary.
Previous work has suggested that improving result summaries (i.e., generating more
intelligent summaries) can drive good abandonment (Li et al., 2009). This suggestion is
confirmed by the result of a user study conducted by Williams et al. (2016a) that showed
good abandonment can be driven by some elements on a results page other than direct
answers, e.g., search result summaries. An eye tracking study of Cutrell and Guan
(2007) has also supported this notion. They have found that the time spent completing
informational tasks can be reduced when the length of query-dependent contextual
summaries is increased. This implies that some information needs may be addressed
by viewing snippets without clicking through to the results. These aforementioned
works strengthen our motivation to enhance search result summaries by generating
answer-biased summaries from retrieved documents.
3http://searchengineland.com/google-search-onebox-answers-getting-detailed-182747
(accessed: 29th July 2017)
4http://mozcast.com/features
5http://searchengineland.com/when-google-gets-it-wrong-direct-answers-with-
debatable-incorrect-weird-content-223073 (accessed: 10th April 2017)
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2.2 Factoid Question Answering
In this section, general information about question answering (QA) systems is first
described, including the system components and the commonly supported question
types. Then, the main question types that have become a focus of QA research are
explained (i.e., factoid and list questions). Next, a few approaches that have been
applied in previous work on factoid QA are detailed. Finally, the applicability of
factoid QA systems for non-factoid questions is pointed out to relate the information
in this section to our work.
Question answering (QA) is an information retrieval task that returns answers in
response to natural language questions. Hirschman and Gaizauskas (2001) have pointed
out that a typical QA system has the following components: collection preprocessing,
question analysis, candidate document selection & analysis, answer extraction, and
response generation. Some commonly supported question types in this research include
factoid, list, and definition questions (Kolomiyets and Moens, 2011). Different types of
questions generally rely on different techniques to extract answers.
In the past, much of the attention in the research on QA focused on answering
factoid and list questions. This can be seen from the question types that were used
in the TREC QA (Question Answering) track for almost a decade (Dang et al., 2007).
Factoid questions can simply be answered using single entities, for example: “Who is
the president of United States?”. On the other hand, list questions expect a set of
entities as the answer, for example: “What movies did James Dean appear in?”.
Much research on factoid QA has tried to improve passage ranking in order to in-
crease the chance of extracting correct answers. Go´mez et al. (2007) retrieved a set of
passages from Web search engines, and then applied a distance-based model to evaluate
the density of query n-grams that occurred in the passages. Those containing relevant
n-grams that are narrowly distributed in the passage have been assigned higher scores,
indicating a higher probability of containing the answer. Yu et al. (2014) have proposed
a deep learning approach to ranking answer sentences based on their relatedness to the
question. Using a sentence model based on a Convolutional Neural Network (CNN) over
bigrams, their method has achieved state-of-the-art performance. Severyn and Mos-
chitti (2015) have recently proposed a deep learning approach using a CNN technique
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for re-ranking short text (e.g., sentences). They learned the optimal representations of
text pairs, and a similarity function to relate them. The results have shown that their
model can improve state-of-the-art methods in answer sentence selection.
In contrast to the above-mentioned work, some other work on factoid QA also uti-
lized knowledge bases to find the answers. Yahya et al. (2012) have developed a natural
language QA system over structured knowledge bases (i.e., Yago). The questions were
translated into SPARQL queries to be submitted to a knowledge base. Furthermore,
Yin et al. (2016) proposed a neural network model that generates answers for factoid
questions based on the facts in a knowledge base. Their method was shown to outper-
form an embedding-based QA model as well as a neural dialogue model trained on the
same data. Savenkov and Agichtein (2016) recently studied the use of external text data
in addition to knowledge bases. Their results have shown that text resources improve
question answering using a knowledge base (Knowledge Base Question Answering) in
terms of question interpretation, candidate answer generation from the knowledge base,
and answer ranking.
The methods used in factoid QA typically do not perform well on non-factoid ques-
tions. A recent method in factoid QA that has superior performance on TREC QA
track data (i.e., Convolutional Neural Network) has also been shown to perform poorly
for these types of questions (Yang et al., 2016). The reason for this is that there are dif-
ferent complexities between factoid and non-factoid questions, which results in different
answer needs. Non-factoid questions require longer text as the answer. For example,
consider a question that comes from TREC Terabyte topics: “What allegations have
been made about Enron’s culpability in the California Energy crisis?”, cannot be satis-
fied with just one factoid, or a list of entities. We believe that passage-level summaries
that contain answers are more appropriate for addressing this type of questions.
2.3 Community Question Answering (CQA)
In this section, we first explain general information about Community Question An-
swering (CQA) systems, including the functionalities, types, and statistics of the use of
these systems. Next, the supporting factors of the increasing use of CQA systems are
presented, followed by information about user participation in these systems. Finally,
the use of CQA data for several research purposes is detailed.
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Community Question Answering (CQA) sites are services composed of user-generated
content that are often used to find answers to questions directly. They allow users to
post questions and elicit answers from other peers in the community. Furthermore,
CQA sites allow users to share their knowledge and communicate their ideas.
In general, CQA sites can be divided into two types: specific and general-purpose
sites. The former focuses on specific topics, for example, StackOverflow6 which only
contains questions related to programming issues. The latter, on the other hand, covers
a broad range of topics. An example of a general-purpose CQA site is Yahoo! Answers7,
which allows users to ask questions about many different topics. There are 26 topic
categories in Yahoo! Answers, such as: Beauty & Style, Computers & Internet, and
Health.8 In Yahoo! Answers, people can ask questions and assign them to a predefined
category.
Some CQA sites, such as: Yahoo! Answers, Baidu Knows, Naver, Stack Overflow,
and Quora, have been gaining rapid popularity. In June 2012, the number of unique
visitors to the Quora site grew to 1.5 million per month.9 Another CQA site, Yahoo!
Answers, had more than 120 million users worldwide and compiled 400 million answers
by late 2007.10 According to the Quantcast statistics, in 2016, over 3.0 million people
in the U.S. accessed Yahoo! Answers per month.11
The increasing use of CQA is influenced by the inability of Web search engines
to satisfy user information needs (Liu et al., 2012). One possible reason is because
users struggle to formulate effective queries for a Web search engine. To retrieve more
focused search results, users usually need to issue keyword queries consisting of a small
number of words to the search engine. This is different from a CQA platform, which
allows users to write natural language questions that are as long as they want. Another
possible cause may be the lack of relevant content on the Web that can satisfy user
information needs. In addition, the high complexity of user needs may also lead to
ineffective Web search results. In these cases, users may perceive that real humans
6http://www.stackoverflow.com
7http://answers.yahoo.com
8https://answers.yahoo.com/dir/index
9http://www.digitaltrends.com/social-media/silently-but-surely-quora-is-growing-
rapidly-thanks-to-google/ (accessed: 12th May 2015)
10http://www.slate.com/articles/technology/technology/2007/12/a_librarians_worst_
nightmare.html (accessed: 12th May 2015)
11https://www.quantcast.com/answers.yahoo.com (accessed: 2th December 2016)
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could answer their questions better than a machine.12
Liu et al. (2012) analyzed user transition from searching queries on the Web to
asking questions on CQA sites. They conducted a large-scale log analysis of user intent
and behaviour that lead to this switching. They have found that 2% of Web search
sessions lead to a question being posted on a CQA platform. They have obtained
several findings as follows: (i) queries that are more likely to fail in Web searches
tend to be longer, use more verbose natural language, and have more unique and
complex needs; (ii) most of the searchers ask questions right after clicking on CQA pages
retrieved by Web search engines; (iii) searchers tend to ask informational questions,
while regular askers tend to put forth conversational questions; and (iv) searchers expect
faster response times, whereas regular askers are willing to put in more effort into their
searches.
Several works have analyzed user participation in CQA (Adamic et al., 2008; Choi
and Shah, 2016). Adamic et al. (2008) clustered the questions asked in CQA based on
their content. They have found that many users only participate in a narrow topic area
while some users can participate in a wide range of topics. Choi and Shah (2016) ana-
lyzed the motivation behind a user asking a question on CQA sites. They investigated
this issue using an Internet-based survey, a diary study, and interviews. They have
found that the most significant motivational factors are cognitive needs (e.g., learning
factual information and seeking other peoples’ opinions or advice). Personal integra-
tive needs and tension-free needs are the next most frequent motivational factors. The
former is related to gaining insight into or finding support for some values, which can
further increase their self-confidence and their knowledge. The latter is related to
having fun or finding enjoyment on CQA sites (e.g., making online friends).
The sheer amount of CQA data has attracted the attention of many research ac-
tivities, such as analyzing the quality of CQA answers (Shah and Pomerantz, 2010;
Pelleg et al., 2016); predicting the satisfaction of information askers and Web searchers
(Liu et al., 2008, 2011a); answering factoid, “how-to”, and advice-seeking questions
(Bian et al., 2008; Weber et al., 2012; Braunstain et al., 2016); enhancing document
summaries (Chiang et al., 2014); and summarizing CQA answers (Pande et al., 2013;
He and Dai, 2011).
12http://techcrunch.com/2010/10/23/google-vs-humans/ (accessed: 12th May 2015)
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Shah and Pomerantz (2010) investigated techniques for predicting whether the given
CQA answer is of a high quality using a logistic regression model. The model was
built using automatically extracted features from questions, answers, and users in the
dataset. They have found that predicting high quality answers is an extremely difficult
task. The answerer’s profile and the order of the answers in the list have been found to
be the most significant features for this prediction task. In addition to analyzing answer
quality, Pelleg et al. (2016) also examined the effect of deploying the quality analysis
result into a live CQA system. They have found that their algorithmic quality scoring
outperformed the best answer chosen by the asker or the crowd. It also improves
the accuracy of content recommendation, promotes longer dwell times, and deeper
exploration of results.
Liu et al. (2008) built a model to predict whether askers will be satisfied with
the answers to their questions posted on CQA sites. The result has shown that the
asker’s history is a critical element to the success of their prediction system. The use of
this history information enabled their system to outperform human assessors who did
not benefit from this information. While in this work Liu et al. (2008) analyzed the
first-order effect of CQA (the satisfaction of original askers with the CQA answers),
in later work Liu et al. (2011a) studied the second-order effects of CQA. In this later
work, they predicted the satisfaction of Web searchers with CQA answers. The authors
have defined three characteristics for Web searcher satisfaction: query clarity, query-
to-question match, and answer quality. Two methods were used to incorporate the
features from each of these characteristics: direct (i.e., all features were used in a
single regression model) and composite (i.e., three separate models were built using the
features of each characteristic, then the results were used to build the final prediction
model). The composite method has shown a significantly higher level of accuracy than
the direct method.
Bian et al. (2008) have presented a ranking framework for factual information re-
trieval from CQA archives to generate relevant, factual, and high-quality answers. They
integrated relevance, user interaction and community feedback information into a uni-
fied ranking framework. Weber et al. (2012) exploited high-quality tip answers from
CQA sites to answer queries with a “how-to” intent. They built a classifier of high
quality tip answers, and returned those that most matched the query as the results.
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Braunstain et al. (2016) utilized CQA answers to rank the sentences from Wikipedia
pages that provide support to the answers to advice-seeking questions. In this case, the
sentences from Wikipedia were used as a supportive evidence for CQA answers. They
built a support retrieval model using relevance-oriented and support oriented features.
2.4 Non-Factoid Question Answering
Finding answers to non-factoid questions remains a critical challenge in Web question
answering. One difficulty is the vocabulary mismatch between questions and answers.
Keikha et al. (2014b) have shown that state-of-the-art passage retrieval methods that
focus on topical relevance are not effective for this task, while document interpolation
and query expansion also do not help to improve results. Yang et al. (2016) have
further shown that an existing method for factoid question answering is not sufficient
for finding answers to non-factoid questions. This highlights that more knowledge is
required to find answers to non-factoid questions.
A recent forum that is related to answering non-factoid questions is the TREC
LiveQA (Live Question Answering) track (Agichtein et al., 2015, 2016). It was run for
the first time in 2015 with more realistic and challenging problems than the previous
QA tracks, which predominantly focused on factoid questions. The task given in this
track is to provide real-time answers to live questions submitted by real users on a CQA
site (e.g., Yahoo! Answers). A successful system in this track should be both effective
and efficient in answering non-factoid questions, since there is also a time constraint
applied in this task — the 1,000-character answer to each question must be returned
within a maximum of one minute. The results of this track show that the quality of
the best-performing run is still far from the human level (Agichtein et al., 2015, 2016).
This indicates the complexity of the non-factoid question answering task.
We divide previous approaches to non-factoid question answering into two types
according to the source from which the answers are generated. First, there are the
methods that retrieve answers from CQA collections by performing question and/or
answer ranking. Second, there are the methods that extract answers from Web docu-
ments. More details are provided in the following subsections.
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2.4.1 Question and Answer Ranking in CQA Collections
Most of the previous work on non-factoid question answering retrieved answers from
CQA collections (Jeon et al., 2005a,b; Xue et al., 2008; Surdeanu et al., 2008; Shtok
et al., 2012; Weber et al., 2012; Zhou et al., 2012; Blooma and Kurian, 2012; Park and
Croft, 2015; Feng et al., 2015). They used existing CQA answers to answer the non-
factoid questions that users asked. Different approaches were used, such as question
and answer similarity (Jeon et al., 2005a,b; Surdeanu et al., 2008; Shtok et al., 2012),
translation models (Jeon et al., 2005b; Xue et al., 2008; Surdeanu et al., 2008; Park
and Croft, 2015), user profiles (Zhou et al., 2012; Blooma and Kurian, 2012), and deep
learning (Feng et al., 2015).
Jeon et al. (2005a) retrieved answers associated with questions that are semantically
similar to the user’s question. Similarity between answers was used as a ranking method
to find the most semantically similar questions. Shtok et al. (2012) reused past resolved
questions in CQA to reduce the rate of unanswered questions. In the first stage, they
tried to find the most similar past question. Then in the second stage, they applied a
classifier to decide whether or not to serve the answer to this past question. A number
of features were used to build the classifier, such as word statistics, and question-answer
similarity. Weber et al. (2012) exploited CQA answers to answer tips (i.e., “how-to”)
queries. They used answers from the most similar questions in CQA as a tip answer
for the given query. The tip answers were extracted from CQA answers and the model
to classify high-quality tips was built. The most relevant tip in relation to the given
query was then displayed as the result.
In follow-up work by Jeon et al. (2005b), a translation-based retrieval model for
answer retrieval was proposed. The word translation probabilities were trained using a
set of semantically similar question pairs, and the similarities between the answers were
used to estimate the probabilities for a translation-based retrieval model. Xue et al.
(2008) proposed a CQA retrieval model by combining a translation-based language
model for the question part with a query likelihood language model for the answer part.
Their method has outperformed the vector space model, BM25, and query likelihood.
Surdeanu et al. (2008) investigated answer re-ranking for non-factoid questions using a
range of features extracted from large online CQA collections. In addition to translation
and similarity features, they also used two other feature categories: density and Web
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correlation features. They have found that their proposed technique can significantly
outperform BM25 ranking. Park and Croft (2015) explored the idea of using key
concepts in a translation model for query expansion to improve answer retrieval in a
CQA collection. These key concepts were used as a translation context. The authors
have shown that their method is superior to methods that do not use key concepts.
Zhou et al. (2012) and Blooma and Kurian (2012) exploited user information for
performing answer ranking in CQA. Zhou et al. (2012) combined user profile informa-
tion with some QA features to re-rank answers in CQA. The result has shown that
user profile information (especially engagement and authority-related information) is
useful for evaluating the quality of answer candidates. In contrast to Zhou et al. (2012)
who adopted a machine learning approach and a set of features, Blooma and Kurian
(2012) applied a graph-based approach. They proposed Quadripartite Graph-based
Clustering (QGC) to identify similar questions in social question answering corpora.
The proposed approach used the relationship between a question with answers and
users (i.e., askers and answerers). The method is composed of two steps: quadripartite
graph construction and agglomerative clustering on the constructed graph.
Feng et al. (2015) applied a deep learning approach to the task of answer selection
for non-factoid questions. Their approach does not rely on features or other linguistic
tools. They selected the best <question, answer> pair with the highest matching
degree. They proposed some methods that give significant improvements to bag-of-
words method and weight dependency model.
The task of answer ranking in CQA collections has recently been explored in Se-
mEval (Semantic Evaluation) 2015-2017 workshops. SemEval13 is an on-going series of
workshops on semantic evaluation. In 2015, the Community Question Answering task
(i.e., Task 3) was organized for the first time at SemEval (Nakov et al., 2015). It in-
cluded two subtasks: (a) classifying answers to the question as good, bad, or potentially
relevant; and (b) answering a YES/NO question with yes, no, or unsure.
The Comunity Question Answering task was continued in SemEval in 2016 and 2017
(Nakov et al., 2016, 2017), and it was extended to include new subtasks. For English,
four subtasks are given in SemEval 2016 Task 3: (A) Question-Answer Similarity: rank
the answers in the given question-answer thread according to their relevance to the
13http://alt.qcri.org/semeval2015/
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question; (B) Question-Question Similarity: re-rank the related questions (that are
retrieved from the collection) according to their similarity to the given new question;
and (C) Question-External Answer Similarity: find good answers (from the collection)
to the given new question. The results of this task in 2016 and 2017 have drawn similar
patterns in that the top-performing systems used neural networks and syntactic kernels
techniques.
2.4.2 Answer Extraction from Web Documents
Some previous work has studied the extraction of answers from Web documents (Sori-
cut and Brill, 2006; Bernstein et al., 2012; Wu et al., 2015; Chen et al., 2015b; Yang
et al., 2016; Braunstain et al., 2016). Soricut and Brill (2006) studied question an-
swering beyond factoid questions. They proposed the use of a translation model for
answer/question terms to answer non-factoid questions. Their approach has demon-
strated reasonable performance for a variety of complex, non-factoid questions.
Bernstein et al. (2012) extracted inline direct answers for search results using log
analysis and paid crowdsourcing service techniques. An analysis was performed from a
large-scale query log to identify document candidates that were highly likely to contain
answers. The answers were then extracted using a crowdsourcing service by asking
people to annotate the document candidates. We argue that Bernstein et al.’s method
is expensive and not practical for application to all possible information needs, since it
relies on the manual annotation of answers.
Wu et al. (2015) exploited knowledge from a social question and answer collection
to build a binary classifier of noisy sentences for each question focus. Noisy sentences
are sentences in the document that are classified as not having the same expression as
the answers to the given questions. Question focus is the set of keywords that indicate
the question type (e.g. “hazard” is the question focus of “What are the hazards of global
warming?”). It is also referred to as “key concept” in some previous work (Bendersky
and Croft, 2008; Park and Croft, 2015). We argue that Wu et al.’s approach is less
practical in a real setting, because a classifier was trained for each question focus,
whereas in the real setting, a large amount of question focus exists. Braunstain et al.
(2016) built a support retrieval model to retrieve sentences from Wikipedia that provide
a support to the recommendation/opinion answers in CQA. The sentences were ranked
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by their presumed support of human answers. In general, they used sentences from
Web documents to support CQA answers.
Chen et al. (2015b) exploited semantic information to assist in the retrieval of sen-
tences containing answers to the query. They created a sentence-level semantic repre-
sentation using ESA (Explicit Semantic Analysis) (Gabrilovich and Markovitch, 2007)
and Word2Vec (Mikolov et al., 2013) approach to improve the effectiveness of answer
sentence retrieval. Yang et al. (2016) extended this work of Chen et al. by adding the
combination of semantic and context features to address the lexical mismatch problem
in answer sentence retrieval. The result shows that both semantic and context features
can significantly improve the baseline methods that do not use such information.
2.5 Document Summarization
Summarization is the process of generating a condensed version of a document that
covers the topic described in the document. People benefit from document summaries
that allow them to quickly obtain an understanding of the main point of the document.
As a result, the decision regarding whether a certain document is relevant could be
made faster.
Summarization tasks can be classified into some categories. Based on the way the
summaries are generated, there are extractive and abstractive summarization. In the
former, a summary is generated by extracting some important sentences from a docu-
ment, whereas in latter, further modification is made to the sentences, such as revision,
fusion, and compression (Nenkova and Kathleen, 2011). Summarization can also be
divided according to the number of source documents to summarize. Single-document
summarization deals with a summary generation from one document. When a summary
is generated from many documents, it is classified as multi-document summarization.
Other classifications are generic and query-biased summarization. A generic summary
is produced with respect to the content of document without any additional clues, while
a query-biased summary is generated with respect to the given query. In this work, we
explore a different type of summary that is expected to contain answers to the user’s
query, that is referred to as answer-biased summary in this thesis.
Luhn (1958) performed the earliest work on summarization using a sentence ex-
traction approach. He argued that an important sentence is one that covers many
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descriptive words, which are located in close proximity to each other. The descriptive
words were identified based on their frequency of occurrences. Most research on doc-
ument summarization focuses on extracting relevant summaries that cover the main
point of a document, either generic or query-biased summaries (Watanabe et al., 2014;
Chiang et al., 2014; Tombros and Sanderson, 1998; Takamura and Okumura, 2009; Yu-
lianti et al., 2016b; Ageev et al., 2013; Ko et al., 2008; Losada, 2010; Leal Bando et al.,
2015).
Tombros and Sanderson (1998) later studied the generation of query-biased sum-
maries and the advantage of presenting these summaries in the search results. They
have found that the use of query-biased summaries significantly improves both the ac-
curacy and the speed of user relevance judgements. This finding had a large impact on
the way in which the commercial search engines generate summaries. In search engines
at the time, the document summaries are typically biased towards the query to help
users to identify relevant documents more quickly.
Much research on document summarization focuses on generating relevant sum-
maries that help users to quickly obtain an overview of the main point of documents.
Little attention has been paid to generating document summaries that contain answers
to the query, unlike the focus of this work. Previous works have studied many differ-
ent techniques for generating relevant summaries. Some of them are reviewed in more
detail next.
Some previous work has formulated the summarization task as a maximum coverage
problem (Filatova and Hatzivassiloglou, 2004; Takamura and Okumura, 2009; Watan-
abe et al., 2014). Filatova and Hatzivassiloglou (2004) first modelled summarization as
a maximum coverage knapsack constraint by selecting important text and minimizing
information overlaps between them. Takamura and Okumura (2009) later proposed
a model that maximizes word coverage while minimizing the redundancy of sentences
containing similar information. Watanabe et al. (2014) adopted Takamura and Oku-
mura’s approach to generate personalized snippets. They generated summaries with
the maximum coverage of words that often co-occur with recommendation pages.
Furthermore, some work has used a learning-to-rank approach for generating docu-
ment summaries. This approach is traditionally used for ad hoc retrieval to automati-
cally learn the function to rank documents according to certain known information. In
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the summarization field, this approach is used to rank relevant sentences in the docu-
ment to produce summaries. Metzler and Kanungo (2008) and Ageev et al. (2013) used
this approach to generate query-biased summaries. While Metzler and Kanungo (2008)
exploit query-based and document features, Ageev et al. (2013) also incorporated user
behaviour features.
Some approaches to document summarization exploit a query expansion technique
in summary generation (Ko et al., 2008; Zhao et al., 2009; Leal Bando et al., 2015). Ko
et al. (2008) performed query expansion from assumed relevant sentences to generate
search result summaries. The importance score of each sentence was estimated using the
term selection value of expanded query terms. They have shown that their summaries
are more effective than the actual summaries from search engines at the time. Zhao
et al. (2009) applied query-expansion in the graph-based algorithm for query-biased
multi document summarization. The proposed method used sentence-to-sentence and
sentence-to-query relations to select the expansion words that are informative and rel-
evant to the query. Leal Bando et al. (2015) also used the query expansion technique
to improve the creation of query-biased summaries. However, they obtained expansion
terms from the top initially retrieved documents. They have concluded that query
expansion can benefit the sentence selection process of query-biased summaries.
Some previous works have also utilized external resources to enhance the relevant
summaries of documents. They used social media, such as blog comments (Hu et al.,
2008; Parapar et al., 2010), CQA (Chiang et al., 2014), and tweets (Yulianti et al.,
2016b). Hu et al. (2008) and Parapar et al. (2010) summarized the blog posts by
considering the comments left by the reader. Chiang et al. (2014) used CQA together
with Wikipedia to generate search result summaries that could provide a comprehensive
overview of the given query. CQA content was used to label the category of the users
query, while Wikipedia was used to extract a set of attributes for terms that are related
to the category. Yulianti et al. (2016b) used comments on the microblog Twitter, to
extract more relevant summaries from Web documents.
In contrast to all the above-mentioned work, some previous work has also studied
answer summarization (He and Dai, 2011; Liu et al., 2011b; Pande et al., 2013; Wang
et al., 2014; Wei et al., 2016). The summaries are not generated from Web documents,
but are extracted from CQA answers. Liu et al. (2011b) formulated answer summa-
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rization in CQA as query-biased multi document summarization. They proposed a
framework for generating complete, relevant, and trustful answer summaries. A two-
layer graph-based random walk model that incorporates user authority and document
answers is employed to determine the relevant and trustful concepts. The summary is
generated using an approach based on the maximum coverage problem with knapsack
constraint. He and Dai (2011) studied the summarization of yes/no questions in CQA.
They produced a class of answers (i.e., “Yes”, “No” or “Neutral”) by combining the
relevance and opinion information.
Pande et al. (2013) summarized all answers to a particular question in CQA to ad-
dress the issue of an “incomplete answer problem”. Their work was motivated by the
case in which the best answer may have missed some information that would answer
a certain aspect of the question, and such information may be contained in other an-
swers. Wang et al. (2014) summarized answers on CQA sites by encapsulating different
perspectives for a given opinion question and a set of relevant answers. A submodular
function-based framework was proposed that covers relevance, information coverage,
and diverse view points. Wei et al. (2016) modelled a Markov random walk on a graph
that is parameterized by the heterogeneous features of answers to compute the ranking
scores of these answers. These scores are combined with the relevance of the answers to
construct top-K answers that are then used to generate a query-focused summary-style
answer.
2.6 Document Ranking
Document ranking (ad hoc retrieval) is one of the most important topics in Information
Retrieval. This research topic is closely related to our work on using document sum-
maries for ad hoc retrieval, which is described in Chapter 5. Much research has been
performed to improve the effectiveness of document ranking. A few previous studies
on this research topic are reviewed in the following text.
We categorize ad hoc retrieval based on the scoring extent (i.e., document or pas-
sage) and the text resource for the relevance estimation (i.e., local or external). Local
collection is the information sources being searched by a retrieval system; and all other
sources outside this data belong to external collection. This categorization is described
in Table 2.2. This distinction is made to be general and, as a result, it excludes methods
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Table 2.2: Ad hoc retrieval methodologies broken down into two axes, based on the
scoring extent (rows) and the text resource (columns) used in the relevance estimation.
Document Passages/Summaries
Local
BM25, language model, SDM
Pseudo relevance feedback
Quality-biased ranking (QSDM)
Passage-based LM
External
External expansion
Weighted dependence model (WSD)
Social-media anchors
unexplored
that addressed more specific retrieval problems (e.g., exploiting user signals (Agichtein
et al., 2006)).
Past work in the top-left of the table focused on attempts to improve the relevance
estimation of a document using the local collection. Later research can be divided
into two directions: one exploring the use of more focused text representations, such
as passages or summaries (top-right), and the other exploiting external resources for
improving the relevance estimation of documents (bottom-left).
A considerable amount of effort was invested in both directions. However, the
intersection that is displayed in the bottom-right side of the table has been unexplored.
Our proposed ranking methods using document summaries fall into this bottom-right
area of the table (see Chapter 5). The following subsections detail each cell of the table.
2.6.1 Document-Based Scoring Using Local Collection
The study of ad hoc retrieval conventionally focused on the estimation of document
relevance using information purely within the test collection. Common retrieval mod-
els, such as BM25 (Robertson, 1997), language models (Ponte and Croft, 1998), and
SDM (Metzler and Croft, 2005), all fall into this category. Robertson (1997) ranked
documents by their probability of belonging to a relevant class. Ponte and Croft (1998)
proposed a language modelling framework based on a query generation process. Later,
Metzler and Croft (2005) modelled term dependencies via Markov random fields us-
ing the text features based on the occurrences of single terms, ordered phrases, and
unordered phrases. This Sequential Dependency Model (SDM) has consistently demon-
strated strong effectiveness in previous work (Metzler and Croft, 2005; Bendersky et al.,
2010).
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Later developments used a range of techniques, such as: pseudo-relevance feedback
(Lavrenko and Croft, 2001), link analysis (Kurland and Lee, 2010), and the use of the
quality aspect of documents (Bendersky et al., 2011a). Lavrenko and Croft (2001)
implemented pseudo-relevance feedback within a language modelling framework. The
pseudo-relevance feedback technique assumes that the initially retrieved top-ranked
documents are relevant and then extracts the most frequent terms from them to im-
prove retrieval effectiveness. Kurland and Lee (2010) leveraged link-based methods
that exploit implicit asymmetric relationships between documents. They built a graph
of documents that are connected by the generation links that are induced by language
models.
Bendersky et al. (2011a) integrated document quality features in a quality-biased
SDM (QSDM) framework. The underlying principle of this method is to promote high-
quality documents early in the result list. They have shown the effectiveness of their
approach over text-based and link-based techniques. To the best of our knowledge,
none of the previous works have reported superior performance to QSDM ranking.
2.6.2 Document-Based Scoring Using External Collection
Attempts have been made in previous works to use external resources to improve the
relevance estimation of documents (Diaz and Metzler, 2006; Xu et al., 2009; Bendersky
et al., 2010, 2011b, 2012; Lee and Croft, 2013; Xiong et al., 2017). Diaz and Metzler
(2006) incorporated information from large external corpora, such as the Web collec-
tions, using a language modelling technique for pseudo-relevance feedback. They re-
ferred to this process as external expansion. They have found that external expansion is
more effective than traditional pseudo-relevance feedback and simulated relevance feed-
back using local or target collections. Xu et al. (2009) explored the use of Wikipedia
as a resource for pseudo-relevance feedback for query-dependent expansion to improve
the effectiveness of document retrieval. They explored field-based query expansion by
combining the evidence from different fields of Wikipedia. They have demonstrated
that the proposed methods significantly outperform the baseline relevance model.
Bendersky et al. (2010) incorporated the term/concept statistics derived from exter-
nal corpora, such as Google n-grams, MSN query logs, or Wikipedia, into the Sequential
Dependence Model (SDM). They enhanced the original SDM by assigning a relative
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importance weight to each concept (i.e., single terms, ordered phrases, and unordered
phrases). Their proposed method is referred to as the weighted dependence model
(WSD). The results have shown that the WSD can give significant improvements to
the standard bag-of-words model and unweighted SDM. Further improvements to the
WSD method were achieved in their later work (Bendersky et al., 2011b, 2012) that
also used similar external resources to their earlier work. Bendersky et al. (2011b)
enhanced the original WSD method by also learning the importance weights for the
latent concepts that are associated with the query through pseudo-relevance feedback.
Then, in their later work, Bendersky et al. (2012) built a unified framework for effective
query formulation from multiple information sources.
Lee and Croft (2013) used information extracted from social media, such as blogs
and forums, that are linked by Web documents to improve ad hoc retrieval. The
information contained in the linked social media are referred to as social anchors. They
have found that incorporating social anchor features leads to significant improvements
over state-of-the-art approaches. Recent work by Xiong et al. (2017) proposed a word-
entity duet framework that utilizes knowledge bases (e.g., Freebase and Wikipedia) for
ad hoc retrieval. In their approach, two different representations are used to model the
query and documents: words and entities. A four-way interaction between the query
and the document is exploited to generate ranking features: query words to document
words (Qw-Dw), query entities to document words (Qe-Dw), query words to document
entities (Qw-De), and query entities to document entities (Qe-De). This method has
been shown to significantly outperform both word-based and entity-based rankings.
2.6.3 Passage-Based Scoring Using Local Collection
Early work on combining evidence from passages for ad hoc retrieval was explored by
Kaszkiel and Zobel (1997) using arbitrary passage retrieval. Their method divides a
document into a set of passages with a specified length starting at every word. The
similarity between each of these passages and the query is computed, and the highest
similarity score is used as the document’s similarity. The documents are then ranked
according to their highest ranked passage. Salton et al. (1993) further employed text
passages to compute the local similarity between documents and queries after the doc-
uments are initially ranked based on global similarity. Their results have shown that
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this global-local text matching can improve the precision and recall of retrieval systems.
In later work, Bendersky and Kurland (2008) incorporated the best-matching pas-
sage into the document language model by Ponte and Croft (1998). They have shown
that their method can significantly improve retrieval effectiveness. This work was fur-
ther extended by Krikon and Kurland (2011), who combined cluster-based information
(in addition to passage-based information) and document content for ad hoc retrieval.
They combined this information using two different retrieval methods: probabilistic and
learning-to-rank approaches. The result has shown that their methods significantly out-
perform a state-of-the-art query expansion approach. In addition, their methods are
also more effective than those that use passage-based information only or cluster-based
information only.
Relatively little work has considered using document summaries, as another pas-
sage representation, to improve retrieval effectiveness. Sakai and Spa¨rck-Jones (2001)
studied the use of generic summaries for document indexing to improve retrieval ef-
fectiveness and/or efficiency. They have shown that document summaries are viable
surrogates for original full texts in precision-oriented searches and pseudo-relevance
feedback. Lam-Adesina and Jones (2001) investigated the use of document summaries
for term selection in pseudo relevance feedback. They selected terms from the sum-
maries of initial top-ranked documents to perform query expansion. They have found
that their method improves the retrieval effectiveness of using a whole document for
selecting expansion terms. This selection of terms from document summaries has also
been found to reduce the query drift when no relevant documents are retrieved at the
initial top rank.
More recently, He et al. (2012) combined summary into a document language model
(Ponte and Croft, 1998). This method has a similar framework to the passage language
model by Bendersky and Kurland (2008), except it uses the summary instead of the best
matching passage of a document to be integrated into the document language model.
The authors have demonstrated that combining summaries and documents improves
the retrieval effectiveness of a document language model baseline.
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2.6.4 Passage-Based Scoring Using External Collection
To the best of our knowledge, using an external collection to better estimate the rel-
evance of summaries for ad hoc retrieval has not been discussed in past works. This
specific research topic is still largely unexplored. As described in Section 2.6.3 above,
much of the prior work has focused on using external collections to directly estimate
the relevance of documents. Our work on using summaries for ad hoc retrieval explores
this issue in detail, and a CQA resource is used as the external collection (see Chapter
5 for more detail).
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Chapter 3
Using Community Question
Answering and User Queries for
Answer-Biased Summarization
3.1 Introduction
Community Question Answering (CQA) sites are platforms that allow people to ask
questions to be answered by other people in the community. It enables people to
obtain answers to a range of complex questions. According to Choi and Shah (2016),
cognitive needs are the most significant motivation for a user to ask a question on a
CQA platform. These needs are related to finding factual information, seeking advice
or opinions, and self-learning.
In many cases, people tend to switch to CQA sites when their information needs
could not be satisfied in Web search results (Liu et al., 2012). There are many reasons
for the inability of Web search engines to provide the required information, for exam-
ple, the high complexity of user needs, the lack of relevant documents on the Web, and
people’s difficulties in composing effective queries. In other cases, people may also ask
their questions directly on CQA sites because they prefer to receive human answers.1
These cases contribute to the increasing use of CQA in the last decade. As described
in Section 2.3, some examples of popular CQA sites are Yahoo Answers, Quora, and
StackOverflow. By late 2007, Yahoo! Answers had more than 120 million users world-
wide, and it had compiled 400 million answers.2 In June 2012, the number of unique
visitors to Quora grew to 1.5 million per month.3
1http://techcrunch.com/2010/10/23/google-vs-humans/ (accessed: 10th April 2017)
2http://www.slate.com/articles/technology/technology/2007/12/a_librarians_worst_
nightmare.html (accessed: 10th April 2017)
3http://www.digitaltrends.com/social-media/silently-but-surely-quora-is-growing-
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QID 843: “Who is Pol Pot and what did he do?”
Pol Pot led the Khmer Rouge regime that is held responsible for the deaths of up to two million
Cambodians. Although Pol Pot was the most notorious leader, the Khmer Rouge regime had a
collective leadership. The United States continues to oppose any political role for the Khmer
Rouge itself.
QID 794: “How are pets or animals used in therapy for humans and what are the benefits?”
Health Correlates of Pets in Older Persons. companion dogs for handicapped people confined to
wheelchairs and “hippotherapy”, horseback riding as part of a therapeutic program. animals as
facilitators of psychological or physical therapy. American Veterinary Medical Association Human-
Animal Bond Committee Delta Society–Board Member Veterinarian MacArthur Animal Hospital
Washington, D.C.
Figure 3.1: Example of answer-biased summaries
In Web search engines, people commonly formulate their information needs into
queries that consist of a small number of keywords. The ranked list of documents
is then retrieved in response to the given query. With the increasing use of CQA, we
believe that many questions have been previously asked in CQA that could be related to
a current query. We hypothesize that the answers to related questions in CQA could be
a useful source of evidence to assist with the extraction of an answer-biased summary
from each retrieved document. In this work, we propose using external information
from related CQA content to help with the identification of answer-bearing sentences
in a document.
We argue that extracting summaries from Web documents could add more value to
the existing CQA answers. In the situation where CQA sites do not contain questions
that are exact matches (but they are somewhat related) to the queries, the generated
answer-biased summaries could be more beneficial than CQA answers. For example, the
summaries displayed in Figure 3.1 benefit from the related CQA content for which the
questions are displayed in Table 3.1. The queries displayed in Figure 3.1 were taken
from the test collection in the TREC Terabyte track (Bu¨ttcher et al., 2006). These
queries are also part of our dataset (see Section 3.2.1 for details). From the table, we
can see that the related CQA content does not have questions that exactly match the
query. However, they can benefit the generated summaries by extracting a sentence
that contains answers to the given query. The italicized sentences in the figure denote
answer-bearing sentences in the document.
Extracting text from a retrieved document can still be useful, even when a CQA
site covers questions that exactly match the query. In this case, a broad coverage of
rapidly-thanks-to-google/ (accessed: 10th April 2017)
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Table 3.1: Example of question titles in the related CQA content for QID 843 (left)
and QID 794 (right)
Pol pot compared to hitler ?
Saddam Hussein or Pol Pot?
An FBI File on Pol Pot?
How did Pol Pot rise to power?
Why exactly did Pol Pot want ’Year Zero’?
What precipitated the mass killing in Cambo-
dia under Pol Pot’s Cambodia?
How did Pol Pot came to power??
How do non-human animals benefit from being
used by humans?
Human and animal bond question?
Can a therapy pet help you with Anxiety?
How do animal rights advocates/vegans view
the use of therapy animals for people with spe-
cial needs?
What types of services do therapy dogs provide?
I’m a renter with a service animal used for ther-
apy, and have a doctors letter, But landlords
won’t rent to me?
Query: “What programs have been used in schools to prevent bullying of students?”
Related CQA content:
Question title: What kind of intervention can students use to prevent or stop bullying?
Question detail: What is something more effective and creative than a bully box? Thanks for any
input, because I hope to curb the problem at my high school. God bless.
Best answer: Every school needs a bully prevention/intervention program. Lots of info: “About
Bullying in the Schools.”
Text passage extracted from Web document:
Sample 1: Establishing school-wide rules and applying consistent sanctions against bullying;
Holding regular classroom meetings to discuss problems of bullying and violence with children.
Increasing supervision of children at school; Rewarding children for good social behaviors; Holding
school-wide assemblies on violence; and Making use of videos, books, and other resources on
bullying. Bullying Prevention Program On-Site Coordinator and Coordinating Committee The
Bullying Prevention Program Coordinator and Coordinating Committee are responsible for
spearheading the efforts to implement a bullying prevention program at each school.
Sample 2: Like the Bullying Prevention Program, the Good Behavior Game uses classroom behavior
management as the primary means of reducing problem behaviors. The Good Behavior Game
targets elementary school children and seeks to improve their psychological well-being and decrease
early aggressive or shy behavior.
Figure 3.2: Example of related CQA content and answer passages extracted from Web
documents
information contained in Web documents can complement the existing CQA answers.
Figure 3.2 presents an example of CQA content for which the question exactly matches
the query. This CQA question was judged as highly relevant to the query (the details
of the process for collecting the quality judgment are explained in Section 3.2.3). How-
ever, as we can see in the figure, which presents an example of a question related to
the prevention of bullying in schools, the corresponding best answer does not provide
enough information as a response to the query. In this case, the text passages extracted
from Web documents can complement the existing answers by providing some concrete
examples of a different type of school’s programme to prevent bullying.
In this chapter, we answer RQ1: “Can related CQA (Community Ques-
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tion Answering) content be used to improve the creation of answer-biased
summaries from retrieved documents?, and Does the quality of related CQA
content affect the accuracy of the generated summaries?”. Three optimization-
based methods are proposed using related CQA content and user queries, namely: (i)
query-biased method ; (ii) CQA-answer-biased method ; and (iii) expanded-query-biased
method, where expansion terms were derived from related CQA content. A learning-to-
rank-based method is also proposed that incorporates a feature extracted from related
CQA content. We examine the effectiveness of our proposed methods using related
CQA content for generating answer-biased summaries from documents. The effect of
the quality of the CQA content on the generated summaries is further analyzed. We also
conduct a further investigation to examine the effectiveness of our proposed methods
using another dataset. Finally, based on our experimental results, we provide a recom-
mendation for the best use of our proposed approaches with regard to the availability
of different quality levels of the related CQA content.
This chapter is organized as follows. Section 3.2 explains the data collection pro-
cess. Section 3.3 describes our proposed summarization methods together with the
baseline and evaluation methods. Section 3.4 explains the experiments of generating
the answer-biased summaries of documents when the related CQA content for each
query is available and when the related CQA content for some queries may be un-
available. Two scenarios are examined when the related CQA content for each query
is available: (i) using a mixed quality of CQA answers; and (ii) using the individual
quality of CQA answers. Section 3.5 presents a further investigation of the effect of
using the key concepts of queries, and the effectiveness of our proposed methods us-
ing another dataset. A discussion about the overall result obtained in this chapter is
presented in Section 3.6. Finally, this chapter is summarized in Section 3.7.
3.2 Data Collection
This section explains the process of collecting all the required data in our experiments.
The flow of this process is illustrated in Figure 3.3. Our initial data consist of queries,
documents, ground truth answers, and related CQA content. They were used in the
experiment using a mixed quality of CQA content (see Section 3.4.1.1). The queries,
documents, and ground truth answers were taken from a publicly available dataset,
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Figure 3.3: The flow of data collection process
while the related CQA content was obtained by submitting our queries to the CQA
search system.
A crowdsourcing-based experiment was conducted to collect the quality judgment
of our related CQA content. This judgment was performed on the relevance of CQA
questions and answers. The CQA questions were judged on four relevance levels (Sor-
munen, 2002): irrelevant, marginally relevant, fairly relevant, and highly relevant, while
the CQA answers were judged on five relevance levels (Keikha et al., 2014b): bad, fair,
good, excellent, and perfect. The details of this quality judgment process are explained
in Section 3.2.3. Our initial data were first grouped based on question relevance, re-
sulting in four question relevance level groups. The same initial data were then also
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grouped based on answer relevance, thus resulting in five answer relevance level groups.
The grouped data were then used in the experiment using the individual quality of the
CQA content (see Section 3.4.1.2).
The details of the data collection process are explained in the following subsections.
Section 3.2.1 explains the queries, documents, and ground truth answers. Section 3.2.2
describes the process of obtaining the related CQA content for each query. Section 3.2.3
details the procedure to collect the quality judgments for the related CQA content in
our dataset.
3.2.1 Queries, Documents, and Ground Truth Answers
Given a non-factoid query and a corresponding set of documents, our task is to generate
an answer-biased summary from each document. In this case, a test collection of
documents, queries, relevance judgments, and ground truth answers are needed. For
this purpose, we use the WebAP4 dataset which consists of 82 description queries, each
with the top-50 corresponding documents, and annotated answer passages to serve as
ground truth answers.
The WebAP dataset was created based on the GOV2 collection and description
queries from the TREC Terabyte track (Keikha et al., 2014a,b). TREC5 is a series of
workshops that explores some Information Retrieval tasks (i.e., tracks). The Terabyte
track was held in 2004-2006 with the aim of developing an evaluation methodology
for terabyte-scale document collections (Bu¨ttcher et al., 2006). The dataset used in
the Terabyte track consists of the GOV2 collection, a set of topics (each containing a
title, description, and narrative field), and a relevance judgment of documents in the
collection. A document was judged as relevant if it contains useful information about
the given topic.
To build the WebAP dataset, Keikha et al. (2014a,b) initially ran the queries us-
ing a Sequential Dependence Model (Metzler and Croft, 2005) retrieval function. The
queries were taken from the description part of the topics. The relevant documents were
selected from the 50 top-ranked documents using the information provided in the rele-
vance judgments. They were then examined manually for answer passage annotation.
To annotate passages, the authors used five levels of relevance based on completeness
4https://ciir.cs.umass.edu/downloads/WebAP/
5http://trec.nist.gov
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Query : What would cause a lowered white blood cell count?
Answer :
(Perfect) Cancer chemotherapy can dramatically lower the CD4 count. In gen-
eral, the CD4 count goes down as HIV disease progresses.
(Excellent) HIV binds to the surface of CD4 cells, enters them, and either re-
produces immediately killing them in the process, or remains in a resting state,
reproducing when the cell becomes active.
(Good) The T-cell count can vary, depending on such differences as the time of
day and the test was done, what laboratory did the test, and whether certain
health problems were present the day the blood was drawn.
Figure 3.4: Example of annotated answer passages
and conciseness criteria (perfect, excellent, good, fair, and bad). A perfect answer ad-
dresses the questions completely without covering any irrelevant information. A fair
answer may be incomplete or contain some noise. Good and excellent answers are
better than fair, but worse than perfect answers.
Across the 8,027 answer passages identified, 43% were annotated as perfect, 44%
excellent, 10% good, and 3% fair. The average length of a passage was 45 words. Figure
3.4 presents a sample of queries and answer passages in the WebAP dataset.
To examine the effectiveness of our approach to finding answers in a document, we
only used documents that are relevant to the query because answers do not exist in the
non-relevant ones. We are aware that by using this condition, we do not investigate
the results of answer-biased summaries generated from non-relevant documents. We
realized that it might be interesting to observe whether the summaries for non-relevant
documents can also have many term overlaps with ground truth answers. In addition,
examining how users perceive/judge these answer-biased summaries that are generated
from non-relevant documents is also worth exploring. We will examine the effect of
applying our methods to non-relevant documents in future work.
We took up to 10 documents for each query from the WebAP dataset to ensure
that each query has a similar proportion of documents. This setting ensures a bal-
anced number of documents for each query as is commonly used in previous work on
query-biased summarization (Ko et al., 2008; Tsegay et al., 2009). This balanced set-
ting is important, especially in our experiment to analyze the effect of the quality of
related CQA content on the generated summaries, so that the results are not biased
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to some queries that have much more relevant documents. More specifically, the top
10 relevant documents for each query were used in our experiments. Next, to ensure
that we obtained high-quality ground truth answers, we created them by focusing only
on “perfect” and “excellent” answers. Passages from lower relevance levels might in-
clude partial answers or marginally relevant texts, which do not fulfill our standard of
answer quality. Queries that did not have ground truth summaries were removed. In
total, there are 80 queries, 710 documents, and 3,298 ground truth answers in the final
dataset.
On average, documents in the collection are long. The average number of sentences
per document is 255.63, while the average number of sentences in our ground truth
answers is 2.67. On average, there are only 7.1% of sentences in the document that
contain some level of answer to the query. The statistics for sentences that were judged
to contain perfect, excellent, good, and fair answers are 3.6%, 2.7%, 0.6%, and 0.1%,
respectively. This indicates that the task of extracting answer-biased summaries is
challenging.
3.2.2 Related CQA Content
To obtain related CQA content for a particular query, we simply used the retrieval
function provided by the CQA website. We chose to use Yahoo! Answers (YA) because
of the coverage of question topics, which suits our general Web queries better. As
described in Section 2.3, YA is a general-purpose CQA that contains questions from
a variety of topics. For simplicity, we use only one such CQA site in our experiment.
However, it is possible to obtain those data from multiple CQA sites.
For retrieving related CQA content, each query was submitted to the YA search
engine on October 10th, 2015, and the top 10 results were taken. From each of these
results, we extracted a YA <question, best answer> pair. A question in YA can have
many answers, but only one of them can be the best answer, selected either by the
original asker or the community. The best answers from the top 10 matching questions
are then collectively served as related CQA content. Figure 3.5 describes an example
of a related CQA content for the following query: “What would cause a lowered white
blood cell count?”.
Of the 80 queries in our dataset, 45 have returned results from the YA search
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Figure 3.5: An example of YA question and its corresponding best answer
engine, while the rest have 0 results. In total, 305 YA <question, best answer> pairs
were retrieved for these queries, and the average number of results for each query is
6.8. Those 45 queries and the corresponding 419 documents and 1,892 ground truth
answers are to be included in our experiment described in Section 3.4.1. The remaining
queries are also investigated in the experiment described in Section 3.4.2.
3.2.3 Quality Judgment of Related CQA Content
To analyze the influence of different levels of CQA content quality on the generated
summaries, we took a crowdsourcing approach to annotate the retrieved CQA data. We
used a crowdsourcing service CrowdFlower6 (CF) to collect the quality assessments of
all the related CQA content used in our experiment. Note that automatically predicting
the quality of CQA answers (Shah and Pomerantz, 2010; Pelleg et al., 2016; Liu et al.,
2011a) is beyond the scope of this thesis.
Section 3.2.3.1 describes the design of our task in CF to collect the quality judgments
of the related CQA content. Section 3.2.3.2 presents the result of these judgments.
Section 3.2.3.3 details the process of splitting our data according to the quality of the
related CQA content.
3.2.3.1 CrowdFlower Design
For each question that we posted on CF, a search query and a YA <question, best
answer> pair related to the query were presented. CF workers were asked to assess
6http://crowdflower.com
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Figure 3.6: Screenshot of our instruction in CrowdFlower (CF)
Figure 3.7: Screenshot of one of our questions that was presented to the CrowdFlower’s
workers
the relevance of both the YA question and the answer with respect to the query. A
four-level ordinal scale was used for question relevance (Sormunen, 2002): 0=irrele-
vant, 1=marginally relevant, 2=fairly relevant, and 3=highly relevant. Then, following
previous work (Keikha et al., 2014b), a five-level ordinal scale was used for answer rel-
evance: 0=bad, 1=fair, 2=good, 3=excellent and 4=perfect. We used a different scale
for answer relevance because not only do we consider the amount of useful information
that is contained in the answer, but we also emphasize the conciseness of the answer,
which is related to whether it contains noise (or irrelevant materials). These criteria
are not fulfilled in Sormunen’s level. An explanation about each of the question and
answer relevance levels is presented in Figure 3.6.
Figure 3.7 displays an example of our questions posted to CF. For each of our
questions, we asked workers to judge the relevance of the YA question and the corre-
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sponding best answer to the query. CrowdFlower presents our questions to the contrib-
utors for each page. We designed a page to consist of five questions with a payment
of 15 cents/page. Each of our questions in CF was judged by five workers. In total,
there were 305 questions in our experiment, following the total amount of related CQA
content in our dataset.
At CF, quality control is performed by applying gold questions, which can be con-
sidered as trap questions. The CF workers who cannot achieve a high level of accuracy
in answering these questions will not be considered as trusted workers. Therefore, they
will not be paid, and their answers will be removed.
We created some gold questions to filter out untrusted answers in two different
ways. First, we displayed a random YA <question, best answer> pair taken from
different queries. The workers will fail this gold question if they do not judge it to be
“bad” for its answer relevance. Second, we replaced a YA answer for a particular query
with a “perfect” answer taken from our ground truth answers. The workers will fail if
they judge this question to be “bad” for its answer relevance. The average accuracy
of trusted contributors in answering gold questions is 97%. We collected 1,528 trusted
and 48 untrusted judgments, and the total cost spent was $71. The ethics approval
was obtained from the College Human Ethics Advisory Network of RMIT University
to conduct this crowdsourcing work (see Appendix C for details).
3.2.3.2 CrowdFlower Results
To obtain an overall score of question and answer relevance, we took mean scores across
five judgments rounded to the nearest integer. To analyze the agreement among judg-
ments given by multiple contributors, we computed the ICC (Intra-Class Correlation)
coefficient (Shrout and Fleiss, 1979) using the following settings: a one-way random
model, absolute agreement, and average measures. This measure was chosen as the
judgments were ordinal variables, and the experiment was not fully cross designed
where each question was judged by a different set of random contributors (Hallgren,
2012). Furthermore, SPSS software was used to perform the computation of the ICC
coefficients. The resulting ICCs for question and answer relevance are 0.69 (p < 0.01)
and 0.76 (p < 0.01), respectively. They belong to the good and excellent agreements re-
spectively, according to the guidelines defined by Cicchetti (1994). This indicates that
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Figure 3.8: Distribution of question relevance
Figure 3.9: Distribution of answer relevance
the CF workers had a high degree of agreement on the absolute values of judgments.
Figure 3.8 illustrates the result distribution for question relevance. We can see that
most YA questions were judged as marginally and fairly relevant questions. There are
only a few YA questions judged as highly relevant, which means that cases in which
questions in YA ask for exactly the same information as the query in our dataset are
quite rare.
Figure 3.9 illustrates the result distribution for answer relevance. Most of the YA
answers were judged as having a medium quality in answering the query. This is evident
in the bars in the figure that are dominated by fair, good, and excellent categories.
The relation between question and answer relevance judgments can be seen in Figure
3.10. The x-axis represents the different relevance levels of YA answers with respect
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Figure 3.10: Distribution of question and answer relevance
to the query. The y-axis represents the number of YA questions in each level. Most of
the answers judged as bad originated from irrelevant questions, while perfect answers
mostly came from highly relevant questions. This further supports the validity of our
collected judgments.
As depicted in the figure, there is one highly relevant question with an answer that
was judged to be of bad quality. We inspected this YA instance, and we found that it is
related to query 802 “What is the impact of volcano eruptions on global temperature?”.
The question asked in this YA instance is as follows: “Will this volcano eruption raise
temperatures? How will the cap and tax program deal with things like this?”. It is
composed of multiple questions that ask about different things. They are often referred
to as “sub-questions” (Wang et al., 2010; Chan et al., 2012; Pande et al., 2013). The first
sub-question in this YA instance asks whether volcano eruptions result in increasing the
temperature, while the second sub-question asks about a solution that could be given
by the cap and tax program to handle this problem. The first sub-question obviously
discusses the query, and therefore the CrowdFlower’s contributors judged the question
relevance as “highly relevant”. However, the best answer in this YA instance does not
give the required information to the first sub-question. It only responds to the second
sub-question as follows: “By putting money in the pockets of those who lobbied for cap
and trade and the likes of Al Gore, and who’s to say that 0bama is not getting his cut
deposited in a bank in Africa somewhere?”. As a result, CrowdFlower’s contributors
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Figure 3.11: An example of grouping our data based on question relevance for a given
query (scenario: all relevance levels are covered in the related YA answers)
judged the answer relavance as “bad”. This case indicates that an exactly matching
question may also have bad answers. Therefore, this may influence the accuracy of
identifying the quality of related CQA content based on question relevance (this is
discussed in Section 3.4.1.2).
To understand the relationship between the relevance of both questions and answers
with respect to a given query, a Spearman correlation was calculated. The resulting
value is r=0.71 (p < 0.01), which demonstrates that there is a strong positive relation-
ship (Evans, 1996) between these two variables.
3.2.3.3 Grouping Data According to the Quality of Related CQA Content
The quality of the related CQA content was rated in two ways: (i) question relevance;
and (ii) answer relevance. The data were grouped based on these quality proxies.
Figure 3.11 illustrates an example of the data grouping process based on the question
relevance for a particular query for which the related YA answers were assessed as
having three irrelevant, two marginally relevant, three fairly relevant, and two highly
relevant questions. In this case, the answers from three irrelevant YA questions, the
query, and all documents as well as the ground truth answers associated with the
query were put into a group labelled Q irrelevant. The same procedure was applied
to populate the other three question relevance level groups: Q marginally relevant,
Q fairly relevant, and Q highly relevant.
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Figure 3.12: An example of grouping our data based on question relevance for a given
query (scenario: some relevance levels are not covered in the related YA answers)
Table 3.2: The statistics of data in each group
Question Relevance Level Group Answer Relevance Level Group
Group #Q #D #YA Group #Q #D #YA
Q irrelevant 28 258 66 A bad 22 205 49
Q marginally relevant 33 308 103 A fair 33 306 80
Q fairly relevant 28 270 111 A good 34 318 101
Q highly relevant 9 84 25 A excellent 24 233 62
A perfect 9 83 13
Note that it is most likely that the related YA answers for a particular query do
not cover all the question relevance levels. For example, the related YA answers for
a particular query could be assessed as having six irrelevant and four highly relevant
questions. In this case, the data corresponding to this query will not exist in two other
groups: Q marginally relevant and Q fairly relevant. This case is illustrated in Figure
3.12. As a result, the number of queries and documents in each group could be different.
A similar process was applied to group the data based on the answer relevance
of the related CQA content. After grouping the data based on question relevance and
answer relevance, we have four question relevance groups and five answer relevance level
groups. The statistics of the number of queries, documents, and YA answers in each
group are described in Table 3.2. We used these groups in our subsequent experiment
to extract the answer-biased summaries of documents using the individual quality of
the CQA content (see Section 3.4.1.2).
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3.3 Methods
This section explains our proposed methods for extracting an answer-biased summary
from each document. Section 3.3.1 describes three proposed optimization-based meth-
ods that work based on the maximum word coverage. Section 3.3.2 presents a learning-
to-rank-based method using a learning-to-rank approach.
3.3.1 Optimization-based Methods
This section first describes the original summarization algorithm proposed by Takamura
and Okumura (2009), and it then introduces three methods for improving this basic
algorithm. Takamura and Okumura’s algorithm has been demonstrated to surpass the
DUC (Document Understanding Conference) 2004 best-performing method (Takamura
and Okumura, 2009). The DUC7 is a series of workshops on text summarization that
enables researchers to participate in large-scale experiments. This result shows the
effectiveness of Takamura and Okumura’s algorithm.
The algorithm formulates the summarization task as a maximum coverage problem.
In this case, coverage means how well a summary covers non-redundant important
words. The algorithm selects a combination of sentences that maximize the coverage of
important words while removing redundancy, using only a small number of sentences.
It also takes into account the sentences’ relevance to the document. The algorithm
does not work based on a sentence ranking approach; instead, it uses optimization to
select the best combination of sentences to compose the summary. We used CPLEX8
(version 12.6) to solve the optimization problem using a branch-and-bound method.
The summarization algorithm of Takamura and Okumura (2009) is as follows:
maximize (1− λ)
∑
j
wjzj + λ
∑
i
(
∑
j
wjai,j)xi
subject to xi ∈ {0, 1} for all i,
zj ∈ {0, 1} for all j,∑
i
cixi ≤ K,∑
i
xiai,j ≥ zj for all j.
(3.1)
7http://duc.nist.gov
8http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
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where wj is the weight of word ej in the document, zj is a binary value that denotes
the coverage of word ej in a summary, aij is a binary value that denotes the coverage of
word ej in sentence si, xi is a binary value that denotes the selection status of sentence
si, and ci denotes the cost of selecting sentence si — in this case it is the number of
words in sentence si.
The algorithm is optimized to set the binary variables to the variables zj and xi.
The first part of the formula
∑
j wjzj denotes the total weight of unique words in the
summary. This part favours a set of sentences that have maximum word coverage and
less redundancy. Next, the second part of the formula
∑
i(
∑
j wjai,j)xi denotes the
total weight of the words in the selected sentences. This part favours a set of sentences
that are relevant to the document (without considering term redundancy). The λ
parameter controls the levels of redundancy and relevance to the document content.
The first constraint,
∑
cixi ≤ K, specifies that the length of a summary cannot
exceed K. In this work, K is set to 50 words, following the settings in recent work
related to answer finding (Keikha et al., 2014b). Using this constraint, the length of
each summary is guaranteed to be less than or equal to 50 words.
The second constraint,
∑
aijxi ≥ zj , relates to the word coverage in the summary,
where word ej is covered when at least one sentence containing this word is selected.
For example, a document contains three sentences: s1, s2 and s3. Sentences s1 and s2
consist of word e1, while sentence s3 consists of word e2. Variables a11, a21, and a32
were therefore set to 1. If sentence s1 is selected to enter the summary, then variables
x1 and z1 will be set to 1 so that the constraint a11x1 + a21x2 ≥ z1 regarding the
coverage of word e1 is satisfied. As a result, sentence s2 is less likely to be selected than
sentence s3, since it does not improve the word coverage in the summary.
Equation 3.2 displays the formula to determine the importance of words in the
document. We call this method DocOpt, since it uses the optimization of the algorithm
in Equation 3.1 and determines the importance of words based on document content:
wj = tfj,doc × idfj (3.2)
where tfj,doc is the frequency of word ej in the document, and idfj is the inverse
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Figure 3.13: Overview of the QueryOpt method
document frequency of word ej in the GOV2 Web collection, calculated as follows:
idfj = ln(1 +
n
dfj
) (3.3)
where n is the total number of documents in the Web collection, and dfj is the number
of documents in the Web collection that contain word ej . In our experiment, a pre-
processing step was performed by removing stop words, and stemming using the Krovetz
stemmer on documents as well as related CQA content.
In this work, we propose three variants of this initial DocOpt summarization method:
QueryOpt (query-biased), AnswerOpt (CQA-answer-biased), and ExpQueryOpt (expanded-
query-biased) methods.
3.3.1.1 QueryOpt (query-biased)
Figure 3.13 illustrates an overview of the QueryOpt method, which adapts the above
method to generate query-biased summaries. It intuitively generates summaries that
cover as many important query words as possible and simultaneously minimizes redun-
dancy. Words in the document are weighted based on their occurrences in the query
(see Equation 3.4). The calculated weights of the words are then incorporated into
the summarization algorithm described in Equation 3.1 that is optimized to generate
summaries. In this work, we set the λ value in Equation 3.1 to 0.1, following the best
setting in our runs on the TREC LiveQA track (Chen et al., 2015a).
The calculation of the word weighting in the QueryOpt method is as follows:
wj = tfj,query × idfj (3.4)
where tfj,query is the frequency of word ej in the query. As a result of this weight-
ing formula, the sentences in the document are represented by the query terms that
50
Figure 3.14: Overview of the AnswerOpt method
they contain. So, this method is more effective when the queries (or questions) are
long because it helps the algorithm to better distinguish the sentences that cover a
higher number of important query words. This is the case in the TREC LiveQA track
(Agichtein et al., 2015) which uses long questions in its task. The effectiveness of this
method on the LiveQA track is discussed in more detail in Appendix D. This method
is also highly efficient, since the optimization stage only takes into account query words
and the sentences containing those words.
3.3.1.2 AnswerOpt (CQA-answer-biased)
Figure 3.14 illustrates an overview of the AnswerOpt method, which identifies words
that are likely to be used in related CQA content using Equation 3.5. Words that often
appear in many pieces of related CQA content are intuitively assigned a high weight
as they are assumed to indicate answers to the query. The optimization of Equation
3.1 is then performed to generate summaries that cover as many of these answer-likely
words as possible. It is worth mentioning that this approach is different to pseudo-
relevance feedback (Diaz and Metzler, 2006) because the related CQA content is not
used for ranking purposes. However, the term statistics from the related CQA content
are exploited to determine the importance of words before they are incorporated into
an optimization-based algorithm.
As specified in Section 3, the related CQA content for a particular query consists
of the best answers to the top 10 matching questions. Since having multiple CQA
answers bears some resemblance to using multiple representations in term weighting
(e.g., BM25F (Zaragoza et al., 2004)), the relative importance of answers are also taken
into account. The answer to a matching question that is retrieved in the lower position
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Figure 3.15: Overview of the ExpQueryOpt method
is likely to be less relevant. Therefore, a penalty of the log of an answer’s position in
the CQA search result list is applied. The answer’s position is defined by the CQA
search results relevance ordering.
wj = (
N∑
p=1
tfj,answer p
ln(1 + p)
)× idfj (3.5)
where tfj,answer p is the frequency of word ej in the answer at the p-th position, and N
is the total number of related CQA answers to the query.
3.3.1.3 ExpQueryOpt (expanded-query-biased)
Figure 3.15 illustrates an overview of the ExpQueryOpt method. This method first
applies query expansion from related CQA content. For each document to summarize,
Equation 3.4 is calculated to weight the words in the document based on their related
CQA content. The top k words with the highest weight are then used to expand the
original query. Next, using the expanded query, the QueryOpt method as described in
Section 3.3.1.1 above was applied. Here, words in the document are weighted based on
their occurrences in the expanded query using Equation 3.4. To generate ExpQueryOpt
summaries, we experimented with a different number of expansion terms k, starting
from 1 to 10.
3.3.2 Learning-to-rank-based Method
Figure 3.16 illustrates the overview of our learning-to-rank-based method. Given a
document, query, and its related CQA content, the method extracts a set of sentence
features to rank the sentences in the document using the learned model. It uses a
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Figure 3.16: Overview of our learning-to-rank-based method
learning-to-rank approach to learn the sentence ranking model, which is then applied
to re-rank the sentences in the document. The top-ranked sentences are taken as a
summary.
We propose incorporating a single new feature extracted from related CQA content
with six Metzler and Kanungos features (MK) that have been shown to perform well
in previous work (Metzler and Kanungo, 2008; Ageev et al., 2013; Yang et al., 2016).
This proposed method is referred to as MK++. The CQA feature is calculated using
Equation 3.6. It is a total weight of the words in the sentence, where the weight
calculation is based on the related CQA content, as described in Equation 3.5 in the
AnswerOpt method above. Sentence S that contains many words ej that indicate
answers to the query Q is assigned a high CQA feature value:
fCQA(Q,S) =
∑
ej∈S
wj (3.6)
The six MK features consist of four query-dependent and two query-independent fea-
tures (Metzler and Kanungo, 2008). These features are extracted after stopwords are
removed and Krovetz stemming is applied. The details of these features are as follows:
• Exact Match. A binary feature indicating whether the exact query occurs in
the sentence. It is computed as follows:
fEXACT (Q,S) = I(Q substring of S) (3.7)
where I is a binary function that returns 1 if the argument is satisfied.
• Term Overlap. The fraction of query terms that occur in the sentence. It is
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computed as follows:
fOV ERLAP (Q,S) =
∑
ej∈Q I(ej ∈ S)
|Q| (3.8)
• Synonym Overlap. The fraction of query terms as well as their synonyms that
occur in the sentence. The synonyms for each query term are obtained from
WordNet.9
fOV ERLAP−SY N (Q,S) =
∑
ej∈Q I(SY N(ej) ∈ S)
|Q| (3.9)
where SY N(ej) denotes the set of synonyms of word ej , including the word ej
itself. The binary function I(SY N(ej) ∈ S)) will return 1 if word ej or any of the
synonyms of word ej is contained in sentence S. As a result, the above formula
calculates the fraction of query terms in which they or any of their synonyms
occur in sentence S.
• Language Model Score. This score is obtained using the Indri search engine
(version 5.9). It is calculated as the log likelihood of the query being generated
from the sentence:
fLM (Q,S) =
∑
ej∈Q
tfej ,Q log
tfej ,S + µP (ej |C)
|S|+ µ (3.10)
where tfej ,Q is the frequency of word ej in query Q, tfej ,S is the frequency of
word ej in sentence S, |S| is the number of words in sentence S, µ is a smoothing
parameter, and P (ej |C) is the background language model.
• Sentence Length. The number of terms in the sentence:
fLENGTH(S) = |S| (3.11)
• Sentence Location. The relative location of the sentence within the document:
fLOCATION (S,D) =
sentnumD(S)
maxS´ sentnumD(S´)
(3.12)
where sentnumD(S) is the sentence number for S in documentD, and maxS´ sentnumD(S´)
9http://wordnet.princeton.edu
54
is the total number of sentences in document D.
3.3.3 Baseline Methods
To examine the effectiveness of our proposed methods, the results for several baselines,
including state-of-the-art methods, are reported. This section details all baselines that
are used in our experiments.
3.3.3.1 Lead
This method produces the leading 50 words in the document (including the title) as a
summary. This method has been used frequently in previous work (Watanabe et al.,
2014; Tombros and Sanderson, 1998; Shen et al., 2007) as a strong baseline for relevant
summaries.
3.3.3.2 DocOpt
This method produces a generic summary using an approach proposed by Takamura
and Okumura (2009), which has been described in Section 3.3.1.
3.3.3.3 MEAD
MEAD10 is a publicly available toolkit for text summarization (Radev et al., 2004). It
was developed by the Computational Linguistics And Information Retrieval (CLAIR)
group at the University of Michigan. It implements multiple summarization algorithms
such as position-based, centroid-based, TF*IDF, and query-based methods.
We used MEAD v3.12 to generate query-based summaries by utilizing Centroid,
Position, Length, and QueryCosine features. This summary has been used as a strong
baseline in reflecting the document relevance (He et al., 2012). We followed the guide-
lines provided in the MEAD documentation (Radev et al., 2006) for query-biased sum-
marization. As described in this documentation, we set the parameter for the Centroid,
Position, Length, and QueryCosine features to 1, 1, 9, and 1, respectively.
10http://www.summarization.com/mead/
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3.3.3.4 RelSent
This method generates query-biased summary using query expansion from assumed
relevant sentences Ko et al. (2008). Sentences that contained query words were assumed
to be relevant. A comparison with this baseline allows us to examine the merit of using
external CQA resources in the expansion process. This method has been shown to be
superior to search engine snippets (Ko et al., 2008).
Using Ko et al.’s approach, noun words that appeared in relevant sentences were
used as candidate terms for query expansion. Perl module Lingua::EN::Tagger11 was
used to extract noun terms from sentences. The relevance weight of these noun terms
was initially calculated according to the distribution of the terms in relevant and non-
relevant sentences. For this purpose, the probability model by Robertson and Jones
(1976) was used (see Equation 3.13). Then, the top k terms with the highest relevance
weights were selected to expand the query.
wt = log
(r + 0.5)(NR− nr + 0.5)
(R− r + 0.5)(nr + 0.5) (3.13)
where wt is the relevance weight of term t, R is the number of relevant sentences for
initial query Q, r is the number of relevant sentences for initial query Q that contain
term t, NR is the number of non-relevant sentences for initial query Q, and nr is the
number of non-relevant sentences for initial query Q that contain term t.
Sentences in the document were scored based on the expanded query. All sentences
that contained initial query terms were included in the calculation. The importance
of the sentence was estimated using both the relevance weight of the expanded query
terms and the sentence location. The top sentences with the highest importance scores
were then selected as the summary. To implement this method, we followed the best
parameter setting reported in the original paper (i.e., α was set to 0.4 and five terms
were used to expand the query). In the original paper, it was demonstrated that the
effectiveness of this method does not change substantially (remains stable) when using
three or more terms to expand the original query (i.e., the number of expanded query
11http://search.cpan.org/dist/Lingua-EN-Tagger/Tagger.pm
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terms is four or more).
score(Si) = α×
∑
eqtj∈Si weqtj
max
∑
eqtj∈Si weqtj
+ (1− α)× (1− i− 1
N
) (3.14)
where score(Si) is the importance score of sentence S that is located in the ith position
in the document, weqtj is the relevance weight of jth expanded query term, and N is
total number of sentences in the document.
3.3.3.5 LCA (Local Context Analysis)
This is a novel method that produces a summary using the query expansion from
related CQA content by applying the Local Context Analysis (LCA) technique. A
comparison to this baseline helps us to understand how our proposed summarization
methods perform against other methods that are based on the same external CQA
resources. LCA was initially proposed by Xu and Croft (2000) to improve document
ranking by expanding a query with important terms that often co-occur in top ranked
documents. Later work by Losada (2010) and Leal Bando et al. (2015) utilized LCA
to perform query expansions to improve the generation of query-biased summaries.
However, none of the previous work has applied query expansion using external CQA
resources for document summarization.
We implemented the LCA technique at a document level (Leal Bando et al., 2015) to
obtain expansion terms from related YA answers. Each related YA answer was treated
as a top-ranked document in the initial ranking. All the related YA answers for a given
query Q were split into sentences, resulting in the set of sentences SS = {s1, ..., sn}.
Here, n is the total number of sentences in the set SS. All terms t that exist in the
related YA answers were weighted according to their co-occurrences with the query Q
using the following formula:
f(t, Q) =
∏
qi∈Q
(δ + co degree(t, qi))
idf(qi) (3.15)
co degree(t, qi) = log10(co(t, qi) + 1)×
idf(t)
log10(n)
(3.16)
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co(t, qi) =
∑
sj∈S
f(t, sj)× f(qi, sj) (3.17)
where t is a term that exists in the related YA answers, qi is the i-th query term,
co degree(t, qi) is the score that indicates the degree of co-occurrence of terms t and qi,
f(t, sj) is number of occurrences of term t in sentence sj , and f(qi, sj) is the number
of occurrences of term qi in sentence sj .
The top k terms with the highest weights were used to expand the query. We set k
to 45, following the best setting of Leal Bando et al. (2015). Then, following Leal Bando
et al. (2015) and Losada (2010), the sentences were ranked according to their similarity
with respect to the expanded query using the sentence ranking method by Allan et al.
(2003) as follows:
score(s,Q) =
∑
t∈Q
log(ft,Q + 1) log(ft,s + 1) log(
N + 1
0.5 + sft
) (3.18)
where ft,Q is the frequency of term t in queryQ, ft,s is the frequency of term t in sentence
s, N is number of sentences in the document, and sft is the number of sentences in the
document that contain term t.
3.3.3.6 QL (Query Likelihood)
Query Likelihood is a state-of-the-art passage retrieval method to produces relevant pas-
sages from documents. We used Galago12 retrieval system to implement this method.
This passage was used in recent work by Keikha et al. (2014b) to examine the ef-
fectiveness of a current passage retrieval method in finding answers. To generate a
representative passage for a document, we first retrieved passages in the document
with respect to the query. The passage retrieved in the top rank was then used as
the QL passage. The length of a passage was set to 50 words, with an overlap of 25,
following the setting in previous work (Keikha et al., 2014b).
3.3.3.7 MK
This is a state-of-the-art query-biased summarization approach by Metzler and Ka-
nungo (2008) that has been shown to perform well in previous work (Metzler and
12http://www.lemurproject.org/galago.php
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Kanungo, 2008; Ageev et al., 2013; Yang et al., 2016). A learning-to-rank approach
and six MK features that have been explained before were used to generate a summary.
In the original paper, the authors trained the MK model using an annotation of
relevant sentences. In this work, the model was trained using the annotation of answer
passages, which thus makes our MK summaries a stronger baseline than the query-
biased summaries generated in the original paper (Metzler and Kanungo, 2008).
3.3.4 Evaluation Metrics
The quality of 50-word summaries was evaluated using ROUGE (Lin, 2004), a well-
known summarization metric that is calculated by comparing automatic summaries
with ground truth summaries. In this work, ROUGE scores were calculated by com-
paring the produced summaries with the ground truth answers in our dataset (see
Section 3.2.1). As our results on all ROUGE variants exhibit similar trends, we chose
to report only the ROUGE-1 (unigram overlap) and ROUGE-2 scores (bigram over-
lap) for brevity. The formula to calculate all ROUGE variants can be obtained in the
original paper (Lin, 2004).
In the calculation of ROUGE scores, when an automatic summary has many ground
truth summaries, there are two options to aggregate the scores: take the average value
or the maximum value. We used the latter option of taking the maximum value of term
overlaps between the generated summary and the ground truth answers, following the
suggestion of Keikha et al. (2014b). They found that evaluating answer passages using
ROUGE measures by taking the maximum value (instead of the average value) results
in better correlation with human judgments.
3.4 Experiments
A series of experiments were carried out to investigate the effectiveness of our proposed
methods. The availability of related CQA content to the query was taken into account
because certain methods were built on such resources (i.e., AnswerOpt, ExpQueryOpt,
and MK++). Two scenarios were considered in our experiments. First, we present the
experiments when the availability of related CQA content for each query is guaranteed.
Then, it is followed by the experiments when the related CQA content for some queries
may be unavailable.
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3.4.1 Extracting Summaries When the Related CQA Content is Available
In this scenario, the summaries were generated in the situation where the related CQA
content for each query is available. We used a subset of the WebAP data that contains
45 queries that have related CQA content. The 419 documents and 1,892 ground truth
answers were associated with these queries. Some experimental settings were conducted
in this scenario. Sections 3.4.1.1 and 3.4.1.2 present the accuracy of the answer-biased
summaries that were generated using a mixed and the individual quality of the CQA
content, respectively. The comparison between the answer-biased summaries and the
CQA answers are described in Section 3.4.1.3. An example of generated answer-biased
summaries is described in Section 3.4.1.4.
3.4.1.1 Using Mixed Quality of CQA Content
In this setting, an original set of related CQA content for each query was used to
generate summaries. Recall that the related CQA content for each query consists of
the best answers to the top 10 matching questions, which were retrieved by the YA
search engine (see Section 3.2.2). This setting simulates a condition of using a mixed
quality of CQA content in the summary generation. All our proposed methods were
set up following the descriptions in Section 3.3. All the baselines described in Section
3.3.3 were used for comparison purposes.
To generate DocOpt and AnswerOpt summaries, we performed a nine-fold cross
validation (CV) to optimize λ in Eq 3.1 in the range of [0.0, .., 1.0] with a step of 0.1,
that maximizes the ROUGE-2 score. The choice of a nine-fold CV makes a balanced
subdivision of the 45 queries. The average optimal λ value across the nine folds for
DocOpt and AnswerOpt was found to be 0.28 and 0.2 respectively.
In conducting nine-fold Cross Validation (CV), we initially partitioned the data into
nine folds. There were then nine iterations to tune the lambda value. For each iteration,
the n-th fold (n=1 to 9) was used as the testing data, while the remaining folds were
used as the training data. For each iteration, we tried to find the lambda value that
maximizes the ROUGE-2 score of generated summaries in the training data, and then
used it to generate document summaries in the testing data. The ROUGE results of
summaries (as displayed in Table 3.3) were obtained by averaging the ROUGE scores
of generated summaries in the testing data. Because there were nine iterations, the
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Table 3.3: Summary accuracy using mixed quality of CQA content
Method ROUGE-1 ROUGE-2
Lead 0.305 0.087
MEAD 0.375 0.128
DocOpt 0.404 0.175
RelSent 0.431 0.212
LCA 0.476 0.264
QL 0.494 r 0.278 r
MK 0.515 r,l 0.297 r,l
QueryOpt 0.528 r,l,q 0.325 r,l,q,m
AnswerOpt 0.517 r,l,q 0.291 r
ExpQueryOpt 0.519 r,l,q 0.302 r,l
MK++ 0.520 r,l,q 0.310 r,l,q,m
Note: The proposed methods are printed in boldface. Superscripts r, l, q, and
m indicate a significant difference (p < 0.05) respectively against RelSent, LCA,
QL and MK, as measured by two-tailed paired t-test.
nine-fold CV consequently results in nine optimal lambda values. In the paragraph
above, we report the average lambda value across nine folds just because we wanted
to inform readers about the average values of optimal lambda that were resulted in
our cross validation experiments. Therefore, the readers may have the insight of the
estimation of optimal lambda values (whether it is small or large value).
To generate MK and MK++ summaries, we used the coordinate ascent (CA) al-
gorithm to train a linear model over the annotation of the answer passages. Answer
relevance was mapped into numerically graded relevance, i.e., bad=0, fair=1, good=2,
excellent=3, and perfect=4. A nine-fold CV was applied to learn the optimal weight of
each of our features. The choice of nine-fold CV allows for a balanced subdivision of the
45 queries. NDCG@k is used as a metric to optimize in the learning process, and k is
set to three based on the average number of sentences in the 50-word summaries in our
initial experiment (i.e., 2.7). The cross validation was repeated 10 times to avoid data
over-fitting. We used a learning-to-rank tool RankLib13 (version 2.5) to implement the
CA algorithm.
Table 3.3 summarizes the experimental results. Lead, MEAD, and DocOpt were
found to be the least effective. Therefore, the significance tests were only computed
against RelSent, LCA, QL, and MK as the stronger baselines.
While RelSent was shown effective in producing relevant snippets (Ko et al., 2008),
it failed to extract accurate answer-biased summaries. The LCA baseline, which uses
13https://sourceforge.net/p/lemur/wiki/RankLib/
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CQA answers to perform query expansion, also can only achieve comparable perfor-
mance to the QL. The learning-to-rank-based model MK gave a stronger result than
both LCA and QL.
The two methods with the highest accuracy were QueryOpt and MK++. They
managed to outperform all the baselines significantly. Although the score of QueryOpt
was slightly higher than MK++, the difference was not significant based on a t-test (the
corresponding p-values for ROUGE-1 and ROUGE-2 are 0.39 and 0.28 respectively).
The fact that QueryOpt achieved the highest ROUGE-2 score in this experiment echoed
our previous results on the TREC LiveQA track (Chen et al., 2015a). Our participation
on this track is discussed in detail in Appendix D.
All of our variants of optimization-based methods (i.e., QueryOpt, AnswerOpt, and
ExpQueryOpt) enhanced the original DocOpt method. The enhanced method MK++
was also found to significantly outperform the original MK, affirming that using CQA
in answer finding has a clear advantage that benefits the state-of-the-art techniques.
All of our proposed methods are superior to RelSent according to both the ROUGE-
1 and ROUGE-2 scores. This demonstrates that in the case of answer-biased sum-
maries, our methods give improvements to the method that applies query expansion
from relevant sentences. In comparison to LCA, all of our methods also give signifi-
cant improvement, except for AnswerOpt in terms of the ROUGE-2 scores. This result
demonstrates the effectiveness of our methods against the existing methods that also
exploit similar information from related CQA content. In many cases, our methods can
surpass QL, which is considered as a state-of-the-art passage retrieval method. Two of
our methods, QueryOpt and MK++, also improved the accuracy of a state-of-the-art
query-biased summary MK.
ExpQueryOpt failed to improve the QueryOpt method. In terms of the ROUGE-2
score, ExpQueryOpt and AnswerOpt also could not improve the state-of-the-art QL
and MK, although their accuracies were still shown to be comparable. We suspect
that the CQA content quality may have an influence on this result. This hypothesis
is investigated in the next experiment of using individual quality of the CQA content.
The effect of query expansion on the accuracy of ExpQueryOpt summaries generated
using a different quality of CQA content is discussed in detail in Section 3.4.1.2. The
ExpQueryOpt result reported in Table 3.3 was generated using an optimal parameter
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Table 3.4: The accuracy of ExpQueryOpt method on different k values
k 1 2 3 4 5 6 7 8 9 10
ROUGE-2 .302 .298 .295 .278 .277 .279 .279 .285 .289 .289
value by tuning k=1. This is one of limitations in our observation for ExpQueryOpt
in which the parameter tuning was conducted on the testing data. However, we can
see the ROUGE-2 result of the ExpQueryOpt on different k values in Table 3.4. The
lowest result is still comparable to QL.
3.4.1.2 Using the Individual Quality of CQA Content
In this setting, summaries were generated using the individual quality of the related
CQA content. This setting simulates the existence of an “answer quality predictor”
(Shah and Pomerantz, 2010; Liu et al., 2011a; Pelleg et al., 2016), and it is conducted to
better understand the accuracy of our proposed methods when using different qualities
of CQA content. More specifically, we wanted to investigate the effect of the quality
of related CQA content on summary accuracy. We used the data that were split into
groups based on the quality of their related CQA content (see Section 3.2.3.3).
The summarization methods that use CQA content were re-run in this experiment.
They include our proposed methods, namely AnswerOpt, ExpQueryOpt and MK++,
as well as a baseline method LCA. They were run to generate the summaries of doc-
uments in each question and answer relevance level group using their related CQA
content in the corresponding group. Recall that as described in Table 3.2, there were
four question relevance and five answer relevance level groups. For example, a document
that is illustrated in Figure 3.12 is a member of two question relevance level groups:
“Q irrelevant” and “Q highly relevant”. The document in group “Q irrelevant” is con-
sequently summarized using its six irrelevant YA answers that exist in the group. Next,
the document in group “Q highly relevant” is summarized using its four highly relevant
YA answers. Note that for each group, all methods generated summaries from the same
set of documents.
The parameters for the AnswerOpt, MK++, and MK methods were set based on
the previous experiment of using a mixed quality of CQA content in Section 3.4.1.1.
Recall that a nine-fold cross validation that was performed for each of the AnswerOpt,
MK++, and MK method in Section 3.4.1.1 results in nine optimal values of their
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parameters (see the explanation for this in Section 3.4.1.1 on pages 60-61). These
parameter values were then averaged and used to generate the AnswerOpt, MK++,
and MK summaries in this section. Note that in this case, we did not conduct any
cross validation as we did before in Section 3.4.1.1 on using a mixed quality of CQA
content. It is because as displayed in Table 3.2, the number of queries in each question
and answer relevance level group is imbalanced. There are a few groups that have a
small number of queries, and the parameter optimization is less effective for smaller
groups. For fairness, therefore, we used the average optimal parameter obtained from
the previous experiment of using a mixed quality of CQA content in Section 3.4.1.1.
The summarization methods that do not use CQA content, including QueryOpt, as
well as the baseline methods RelSent, QL, and MK, were not re-run. In this setting,
the Lead and MEAD baselines were omitted because we wanted to focus on the top
baselines. In Section 3.4.1.1, we present that the accuracy of these two baselines are the
lowest. For each question and answer relevance level group, we took the result of the
QueryOpt, RelSent, QL, and MK summaries from the previous experiment of using a
mixed quality of CQA content that is described above. The result of these summaries
will not change, since they are not affected by the quality of the CQA content.
As described in Section 3.2.3.3, we used two different proxies of CQA quality: ques-
tion relevance and answer relevance. In the following text, we first explain the result of
summary accuracy using answer relevance as the quality proxy, and the corresponding
result using question relevance as the quality proxy is described thereafter. We further
present the effect of varying the number of expansion terms on the accuracy of the
generated summaries in each group. Then, the section concludes with the result of the
effect of query expansion on the accuracy of the generated summaries in each group.
Summary Accuracy Using Answer Relevance as Quality Proxy
Figure 3.17 illustrates the result of each method in each answer relevance level group.
Since the result of ROUGE-1 also indicates similar trends, we chose to report only
the ROUGE-2 scores. Methods that use related CQA content to generate summaries
are indicated by solid lines, and those that do not use such content are indicated by
dashed lines. The access to related CQA content (solid lines) tends to respond with
increased summary quality to the improved underlying answer relevance. This trend is
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Figure 3.17: Summary accuracy on each answer relevance level group
not apparent for those methods without such access (dashed lines). The accuracy of the
AnswerOpt and ExpQueryOpt summaries improved with the increasing quality of the
CQA content. The accuracy of the learning-to-rank-based MK++ summaries appears
to be stable across various levels of CQA content quality, but increased markedly on
perfect answers.
The results of MK++ appear to be comparable to QueryOpt on the groups A bad,
A good, and A excel. Although the MK++ seems to be superior to QueryOpt on the
group A fair, the difference is not significant based on a t-test (p=0.06). These results
are in line with the results obtained in Section 3.4.1.1, when these summaries were
generated using a mixed quality of CQA answers. However, when the summaries are
generated using perfect answers, MK++ significantly outperforms QueryOpt.
Table 3.5 describes the significant differences between each method against RelSent,
LCA, QL, and MK in each answer relevance level group. The accuracy of the An-
swerOpt summaries that were generated using low-quality CQA content cannot im-
prove any baseline methods. This is caused by the inaccuracy of the word weighting,
which in turn results in failure in the identification of answer sentences. When us-
ing medium-quality CQA content, AnswerOpt was significantly more accurate than
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Table 3.5: The significant differences between methods in each answer relevance level
group
A bad A fair A good A excel A perfect
RelSent
LCA r r
QL r r r,l r
MK r,l r,l r,l r r,q
QueryOpt r,l,q r,l,q r,l,q r,l
AnswerOpt r r,l r,l r,l,q
ExpQueryOpt r,l r r,l r,l,q,m r,l,q,m
MK++ r,l,q,m r,l,q,m r,l,q,m r,l,m r,l,q,m
Note: Letters r, l, q, and m mean significantly better than RelSent, LCA, QL, and MK (p < 0.05).
RelSent and LCA, while it also managed to outperform QL when high-quality (i.e.,
perfect) CQA content was used. ExpQueryOpt was significantly better than LCA in
almost all groups, while it further improved QL and MK when higher-quality (i.e.,
excellent and perfect) CQA content was used. MK++ was quite robust, in which it
was significantly more accurate than almost all baselines for all quality levels of CQA
content. This is because of the generalization effect that resulted from the learned
model. From Figure 3.17 and Table 3.5, we draw a main finding that CQA content
that does not necessarily contain perfect answers to the query is useful for extracting
answer-biased summaries from documents.
To examine whether there was a significant effect of CQA content quality on the
accuracy of summaries, we calculated a one-way ANOVA test (using a 0.05 signifi-
cance level). This test was performed on each system summary that was generated
using related CQA content. The result shows that there is a significant effect of CQA
content quality on the accuracy of LCA (F (4, 1140) = 2.531, p = 0.039), AnswerOpt
(F (4, 1140) = 10.809, p < 0.01), and ExpQueryOpt (F (4, 1140) = 6.746, p < 0.01)
summaries. No significant effect of CQA quality was found with MK++ summaries
(F (4, 1140) = 2.311, p = 0.056).
To understand which pairs of answer relevance level groups are significantly differ-
ent, a Tukey post-hoc test was then performed on LCA, AnswerOpt and ExpQueryOpt.
For LCA, the significance is found in one group pair: A fair and A perfect. For Ex-
pQueryOpt, the significance was found in four group pairs: (i) A bad and A perfect ;
(ii) A fair and A excellent ; (iii) A fair and A perfect ; and (iv) A good and A perfect.
The highest number of significance case was found for AnswerOpt with six group pairs:
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(i) A bad and A excellent ; (ii) A bad and A perfect ; (iii) A fair and A excellent ; (iv)
A fair and A perfect ; (v) A good and A perfect ; and (vi) A excellent and A perfect.
This can be explained because the AnswerOpt method directly uses the term statistics
in the related CQA content to determine the importance of words in the document. In
contrast, LCA and ExpQueryOpt use such content only to obtain the expansion terms
for the original query.
We also computed a one-way ANOVA for other summaries that do not use related
CQA content in their generation processes. Here, we examined whether there was a
statistically significant difference of the ROUGE-2 scores between answer relevance level
groups for RelSent, QL, MK, and QueryOpt summaries. If significance was found for
any of these methods, then the significant effect of CQA quality that was found above
for LCA, AnswerOpt and ExpQueryOpt might be due to chance. In other words, those
significant effects are not really due to the effect of the quality of CQA content. The
result shows that none of these methods encounter a significant effect of CQA quality:
RelSent (F (4, 1140) = 0.700, p = 0.592), QL (F (4, 1140) = 0.750, p = 0.558), MK
(F (4, 1140) = 1.174, p = 0.320), and QueryOpt (F (4, 1140) = 0.517, p = 0.724). This
suggests that the significance we found above for LCA, AnswerOpt, and ExpQueryOpt
are due to the effect of CQA quality.
Summary Accuracy Using Question Relevance as Quality Proxy
We present the result of summary accuracy when the quality of the related CQA
content was identified based on question relevance. Figure 3.18 illustrates the result
of each method in each question relevance level group. Similar to Figure 3.17, which
is presented above, the dashed lines illustrate the result of methods that do not use
related CQA content, while the solid lines depict those that do. In general, AnswerOpt,
ExpQueryOpt, and MK++ still appear to be inclined with an increasing trend. The
trend of LCA seems to be more arbitrary than the one displayed in Figure 3.17.
Table 3.6 describes the significant difference between each method against RelSent,
LCA, QL, and MK. Similar to the result in Table 3.5, the accuracy of the AnswerOpt
summaries that were generated using low-quality CQA content also cannot improve any
baseline methods. When using a higher CQA quality, their accuracies were increased,
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Figure 3.18: Summary accuracy on each question relevance level group
and they were able to produce more accurate summaries than RelSent and LCA. In
contrast to the result in Table 3.5 above, both AnswerOpt and ExpQueryOpt summaries
that were generated using a medium or high quality of CQA content could not improve
QL and MK. The result of MK++, on the other hand, is consistent with the results
that we obtained in Section 3.4.1.2 above. The accuracy of the learning-to-rank-based
method MK++ appears to be robust in which it was still accurate when using low-
quality CQA content. It was significantly better than almost all baselines in each
question relevance level group.
A one-way ANOVA test was again computed to examine the significance of the
CQA quality effect. The result shows that there was a significant effect of CQA con-
tent quality on the AnswerOpt (F (3, 915) = 5.234, p = 0.007) and ExpQueryOpt
(F (3, 915) = 2.663, p = 0.047) summaries. On the other hand, significance was not
found for MK++ (F (3, 915) = 2.355, p = 0.071) and LCA (F (3, 915) = 0.825, p =
0.480). A Tukey post-hoc test revealed that the ROUGE-2 scores of the AnswerOpt
summaries in the group Q highly relevant were significantly different from those in the
group Q irrelevant (p = 0.008). For the ExpQueryOpt summaries, no group pairs were
found to have a significant difference.
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Table 3.6: The significant differences between methods in each question relevance level
group
Q irrel Q margin rel Q fair rel Q high rel
RelSent
LCA r r
QL r,l r
MK r,q r,l r r,l,q
QueryOpt r,l,q r,l,q r,l
AnswerOpt r,l r r,l
ExpQueryOpt r r,l r,l r
MK++ r,l,q,m r,l,q,m r,l,q,m r,l,q,m
Note: Letters r, l, q, and m mean significantly better than RelSent, LCA, QL, and MK
(p < 0.05).
We also computed a one-way ANOVA for other summaries that do not use related
CQA content. The result is consistent with the previous results that are displayed
in Section 3.4.1.2 above. It shows that none of the other methods encounter signif-
icant differences in ROUGE-2 scores between answer relevance level groups: RelSent
(F (3, 915) = 1.109, p = 0.344), QL (F (3, 915) = 1.839, p = 0.138), MK (F (3, 915) =
1.501, p = 0.213), and QueryOpt (F (3, 915) = 0.825, p = 0.480).
To understand which quality proxy had a higher correlation with summary accuracy,
we calculated the Spearman correlation between the quality proxies and the ROUGE-2
scores of summaries that were generated using CQA content in such quality. The corre-
lation coefficients between the question relevance and ROUGE-2 scores of AnswerOpt,
ExpQueryOpt, and MK++ are 0.168, 0.099, and 0.094 respectively. When answer rel-
evance is used, the correlation coefficients become 0.262, 0.120, and 0.072 respectively.
All the correlation coefficients are found to be significant (p < 0.01). For our proposed
algorithms that encounter a significant effect of CQA quality (i.e., AnswerOpt and Ex-
pQueryOpt), answer relevance correlates slightly better with summary accuracy than
question relevance does. This could be explained because, as mentioned in Section
3.2.3.2, highly relevant CQA questions may also have answers of a bad quality.
Effect of Varying the Number of Expansion Terms
The results of ExpQueryOpt displayed in Figures 3.17 and 3.18 are based on an opti-
mized number of expansion terms k in the range of 1 to 10. The result for all other k
values is illustrated in Figure 3.19. It appears that summaries generated using lower-
quality CQA content tend to obtain high accuracy for small k values, while those
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Figure 3.19: Varying k value on each question relevance level group (left) and answer
relevance level group (right)
generated using high-quality CQA content tend to achieve high accuracy for medium
k values. Our interpretation is that when the related CQA content is of a low quality,
adding more terms is more likely to add noise, since they are not relevant to answering
the query. In contrast, when the related CQA content is of a high quality, expansion
terms are likely to be more relevant.
For each line displayed in Figure 3.19, a paired t-test was computed between the
results of summaries using the most and the least optimal k values. The signifi-
cant differences are found in two question relevance level groups (i.e., Q irrelevant
and Q fairly relevant) and four answer relevance level groups (i.e., A bad, A good,
A excellent, and A perfect). This indicates that tuning the k value is essential for
achieving optimal effectiveness. When the quality of the related CQA content is rela-
tively low, we suggest setting k to a low value. On the other hand, when the quality is
high, a medium k value is recommended.
The right-hand side of the figure shows that the line for A bad is higher than for
A fair. Recall that ExpQueryOpt is an extension of QueryOpt, and in Figure 3.17, it
appears that that the accuracy of QueryOpt for A bad was also higher than for A fair.
Then, notice that this trend also appears for other summaries that were generated
using query-based techniques: RelSent, LCA, and QL. This indicates that the ground
truth answers in A bad share more similar vocabularies with the queries than those in
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Table 3.7: The effect of query expansion on summary accuracy
Question Relevance
Level Group
I
(%)
D
(%)
U
(%)
Answer Relevance
Level Group
I
(%)
D
(%)
U
(%)
Q irrel (k=1) 15.1 28.7 56.2 A bad (k=2) 19.0 27.8 53.2
Q margin rel (k=1) 16.6 23.7 59.7 A fair (k=1) 17.0 26.8 56.2
Q fair rel (k=6) 31.1 37.4 31.5 A good (k=3) 26.7 34.9 38.4
Q high rel (k=7) 34.9 32.5 32.5 A excellent (k=2) 27.0 26.6 46.4
A perfect (k=5) 44.6 26.5 28.9
A fair.
Effect of Query Expansion
An analysis is performed to understand the effect of query expansion on the accuracy
of the ExpQueryOpt summaries in each question and answer relevance level group. For
this purpose, we calculated the proportion of summaries for which the accuracies are
improved (I), decreased (D), and unchanged (U) by the expansion. This is measured
by comparing the accuracy of summaries generated with and without using query ex-
pansion. The version without using query expansion is actually QueryOpt. The result
is displayed in Table 3.7. An optimized k value that produces the best result for Ex-
pQueryOpt in each question and answer relevance level group is also presented in the
table.
By using query expansion, the proportion of summaries with improved accuracies
is found to be higher for groups with better CQA content quality. An exception is
for the statistics of A fair as compared to A bad. This could be explained by the
minimal difference between “bad” and “fair” CQA quality. The proportion of improved
summaries is the highest in groups Q highly relevant and A perfect. The proportion
of decreased summaries for Q fairly relevant and Q highly relevant are higher than the
ones for group Q irrelevant and Q marginally relevant. It is because the optimal k
value for the first two groups are higher than the last two, so the chance of introducing
an error is also higher as a result of selecting inaccurate terms.
3.4.1.3 Document Summaries vs CQA Answers
We investigated the effectiveness of applying the idea of Weber et al. (2012) that used
the most relevant answer from CQA as a response to the query. For this purpose, we
used the top related CQA content as the answer to a given query. More specifically,
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Table 3.8: The number of cases in which the ROUGE scores of document summaries
are better, worse, or equal to those of CQA answers
ROUGE-1 ROUGE-2
Better Worse Equal Better Worse Equal
AnswerOpt 324 78 17 313 80 26
ExpQueryOpt 317 71 31 332 67 20
MK++ 334 78 7 340 65 14
the top related CQA content for each query is the one retrieved in the top result by
the YA search engine.
The quality judgment of the top related CQA content for each of the 45 queries
in our dataset was initially examined. We found that the number of bad, fair, good,
excellent, and perfect answers across the top related CQA content for 45 queries are
9, 8, 19, 7, and 2, respectively. Therefore following Weber et al. (2012), there are only
2 queries that can be answered perfectly using CQA answers. The top related CQA
content for these 2 queries were examined, and they were found to be lengthy: 202
and 680 words. It is not clear whether this long text is effective when presented as an
answer on a search engine results page, since it is almost the length of a full document.
In Weber et al.’s work, they even applied a restriction of only using CQA answers that
are maximum of 160 characters.
We conducted an analysis to demonstrate the advantage of the proposed method
that uses related CQA content to extract answer-biased summaries, over the less so-
phisticated method that uses CQA answers directly. We drew this comparison with
respect to the approach of Weber et al. (2012), by comparing the ROUGE scores of
our summaries and those of the top related CQA content. To be fair, the length of
the CQA answers is made into 50 words by taking the leading text. This is sensible
since the answers in CQA generally address the question starting at the beginning of
the text. The 45 queries that have related CQA content, together with their associated
419 summaries that were generated using related CQA content in this work, were used
in this analysis. The number of cases in which the ROUGE score of our summaries are
better, worse, and equal to the score of the top related CQA content are displayed in
Table 3.8.
We can see that the number of cases in which our summaries are found to be
better than CQA answers is much higher than the number of times they are worse.
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Table 3.9: The accuracy of document summaries and the leading text of CQA answers
ROUGE-1 ROUGE-2
Top related CQA content 0.355 0.085
All related CQA content 0.342 0.086
AnswerOpt 0.517 0.291
ExpQueryOpt 0.519 0.301
MK++ 0.520 0.310
It highlights the benefit of our approach of using related CQA content to improve the
creation of the answer-biased summaries of documents.
Table 3.9 displays the ROUGE results of the related CQA answers and our answer-
biased summaries. We computed the ROUGE scores of the top related CQA content as
well as the ROUGE scores of all related CQA content. However, their result does not
show a large difference. It appears that using CQA content to help with the extraction
of answer-biased summaries is more effective than using such content directly to answer
the query. It is because, as mentioned above, most of the related CQA content contains
some level of answer to the query, but only a few of them contain perfect information
to answer the query.
3.4.1.4 Example of Answer-biased Summaries
Figure 3.20 displays an example of answer-biased summaries that were extracted from
document “GX013-38-0620682” associated to QID 843: “Who is Pol Pot and what
did he do?”. These summaries were generated using related CQA content that is not
necessarily a perfect match to the query. More specifically, related CQA content with
fairly relevant questions were utilized for generating these summaries. Table 3.1 that
is presented earlier in Section 3.1 displays the CQA questions that are fairly relevant
to this query, in which the corresponding answers were used to guide the extraction of
summaries presented in the figure. The corresponding answers to these CQA questions
are presented in Appendix A.
As can be seen from Table 3.1, the related CQA questions ask for different infor-
mation regarding Pol Pot, and there is no perfect match to a query. With this fact,
however, we can see from Figure 3.20 that the answers to those fairly relevant ques-
tions are still useful for improving the creation of the answer-biased summaries of a
document. The AnswerOpt, ExpQueryOpt, and MK++ summaries benefit from the
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AnswerOpt (ROUGE-2: 1.00) : Pol Pot led the Khmer Rouge regime that is held responsi-
ble for the deaths of up to two million Cambodians. Although Pol Pot was the most notorious
leader, the Khmer Rouge regime had a collective leadership. The United States continues to
oppose any political role for the Khmer Rouge itself.
ExpQueryOpt (ROUGE-2: 1.00) : Pol Pot led the Khmer Rouge regime that is held respon-
sible for the deaths of up to two million Cambodians. Are any American officials attempting to
go up to view the body from Phnom Pen - the Ambassador, perhaps? MR. RUBIN: I haven’t
heard of his plans.
MK++ (ROUGE-2: 1.00) : POL POT/CAMBODIA – The US government cannot confirm
that Pol Pot is dead, but “we have no reason to dispute the rather compelling reports of his
death,” Rubin said. Pol Pot led the Khmer Rouge regime that is held responsible for the deaths
of up to two million Cambodians.
QueryOpt (ROUGE-2: 0.08) : POL POT/CAMBODIA – The US government cannot con-
firm that Pol Pot is dead, but “we have no reason to dispute the rather compelling reports of his
death,” Rubin said. The spokesman said that “if the death of Pol Pot is confirmed, we support
the Cambodian government’s call for an autopsy.
MK (ROUGE-2: 0.2) : POL POT/CAMBODIA – The US government cannot confirm that
Pol Pot is dead, but “we have no reason to dispute the rather compelling reports of his death,”
Rubin said. We have no basis for suggesting that Pol Pot is alive. Although Pol Pot was the
most notorious leader, the Khmer
QL (ROUGE-2: 0.08) : EPF401 04/16/98 TRANSCRIPT: STATE DEPARTMENT NOON
BRIEFING, APRIL 16, 1998 (Pol Pot/Cambodia, Russia/Iran/missiles) (4620) State Depart-
ment Spokesman James Rubin briefed. POL POT/CAMBODIA – The US government cannot
confirm that Pol Pot is dead, but “we have no reason to dispute the rather compelling reports
Figure 3.20: Example of answer-biased summaries
related CQA content that originates from these questions. These summaries achieved
a perfect ROUGE-2 score by extracting sentences that contain a ground truth answer
to the query (italicized in the figure). They significantly improve a state-of-the-art
relevant passage QL and query-biased summary MK.
The accuracy of QueryOpt displayed in the figure is inferior. It can be explained
because after the stopping and stemming process, the query became short (i.e., “pol
pot”). Recall that the weighting procedure in QueryOpt results in the sentences being
represented by the query terms that they contain. Due to the fact that the pre-processed
query is short, it is highly likely that many sentences will have the same representation.
Therefore, the QueryOpt algorithm lacks information to distinguish sentences that are
actually better in bearing answers to the query.
ExpQueryOpt improves QueryOpt by expanding the query with terms that were
extracted from related YA answers: “khmer”, “cambodia”, “phnom”, “rouge”, “war”,
and “people”. This example shows that using external information from related CQA
answers that are not necessarily a perfect match to a query could help to bridge the
lexical chasm between queries and answers.
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Table 3.10: Summary accuracy of documents associated with queries without related
CQA answers
Method ROUGE-1 ROUGE-2
Lead 0.336 0.120
MEAD 0.415 0.160
DocOpt 0.428 0.188
RelSent 0.425 0.188
QL 0.483 r 0.262 r
MK 0.539 r,q 0.331 r,q
QueryOpt 0.526 r,q 0.310 r,q
MK++ 0.553 r,q,m 0.352 r,q,m
Note: The proposed methods are printed in boldface. Superscripts r, l, q, and
m indicate a significant difference respectively against RelSent, LCA, QL and
MK (p < 0.05).
3.4.2 Extracting Summaries When the Related CQA Content May be Un-
available
In the previous scenario, we focused on queries with related CQA content. However, it
does not provide much insight into how the proposed methods respond to the availability
of CQA resources. In this experiment, we used 291 documents and 1,406 ground truth
answers that are associated with 35 queries that do not have related CQA content in our
dataset. Some summarization methods could not be applied in this experiment because
of the unavailability of related CQA content. They include the proposed optimization-
based methods AnswerOpt, and ExpQueryOpt, as well as a baseline method LCA.
The learning-to-rank-based method MK++ can still be run by using the dataset
with related CQA content to build the model. The training process was initially con-
ducted using 419 documents that were associated with 45 queries that have related
CQA answers. Then, the model was used to generate the summaries of 291 documents
associated with 35 queries in this experiment. For consistency with the learning-to-
rank-based baseline, this proportion of training and testing data was also applied to
the method MK.
As can be seen in Table 3.10, our proposed methods QueryOpt and MK++ consis-
tently perform well. They significantly outperform state-of-the-art techniques. MK++
is shown to be the best system according to both ROUGE-1 and ROUGE-2 scores.
It suggests that a model trained on queries with related CQA content remains useful
for enhancing the answer-biased summaries of documents for queries without access to
related CQA answers. MK++ seems to be less sensitive to the change in CQA quality.
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The settings to split the training/testing data that was often used in previous work
are 90%/10% (through a 10-fold CV) (Bian et al., 2008; Yulianti et al., 2016a; Yang
et al., 2011) and 80%/20% (through a five-fold CV) (Zhou and Croft, 2005; Yang
et al., 2016). Note that the 10-fold CV demonstrates a data split of 90% for training
and 10% for testing that is conducted 10 times, while five-fold CV demonstrates a
data split of 80% for training and 20% for testing that is conducted five times. These
settings mainly emphasize the use of more data for the training process in order to learn
a better model. The use of 45 queries for training and 35 queries for testing that is
applied in our experiment here is composed of a 56%/46% proportion. This means that
the proportion of our training data is smaller than what is used in common settings.
However, as presented in Table 3.10, this setting can still produce high accuracy for
MK++. It implies that higher accuracy can potentially be achieved when more training
data are available.
3.5 Further Investigation
This section explains our further exploration of using the key concepts of a query and
examining the effectiveness of our proposed summarization methods on another dataset,
namely MSMARCO (Nguyen et al., 2016). The first investigation is conducted
3.5.1 Using the Key Concepts of a Query
Much research has explored the advantage of using the key concepts of queries (also
called question focus (Wu et al., 2015)) for improving the ranking of documents (Ben-
dersky and Croft, 2008) and CQA answers (Park and Croft, 2015). Focusing on the
more important part of the query allows for more effective term weighting and may
result in improved ranking effectiveness. Recall that in this work we used long queries
in the WebAP dataset for the sake of consistency with those that were used to retrieve
documents and generate human-annotated answers in the dataset. Therefore, we want
to investigate whether the use of the key concepts of queries can help to improve the
accuracy of generated summaries. We used a similar set of documents and ground truth
answers as used in Section 3.4.1.
The key concepts of queries were obtained from the query title field in the query
specification file of TREC. For example, the titles for queries “What would cause a
76
Table 3.11: Summary accuracy using key concepts of queries
Method ROUGE-1 ROUGE-2 ∆ ROUGE-1 ∆ ROUGE-2
MEAD 0.375 0.128 0.000 0.000
RelSent 0.435 0.215 + 0.004 + 0.003
LCA 0.471 0.265 - 0.005 + 0.001
QL 0.511 0.295 + 0.017 + 0.017
MK 0.517 0.300 + 0.002 + 0.003
QueryOpt 0.514 0.310 - 0.014 - 0.015
AnswerOpt 0.542† 0.330† + 0.025 + 0.039
ExpQueryOpt 0.534 0.311 + 0.015 + 0.009
MK++ 0.513 0.299 - 0.007 - 0.011
Note: The proposed methods are printed in boldface. † means there is significant difference over
respective methods that use original queries (p < 0.05).
lowered white blood cell count?” and “What evidence is there that aspirin may help
prevent cancer?” are “low white blood cell count” and “aspirin cancer prevention”
respectively. Here, we assumed that such titles can be used as ideal representatives of
the key concepts for our queries.
All methods that use query information were re-run using the key concepts of
queries. The related CQA content was then obtained by submitting the key concepts
of a query to the YA search engine. The results are displayed in Table 3.11. The scores
displayed in column “∆ ROUGE-1” and “∆ ROUGE-2” are the difference of ROUGE
scores between using key concepts and not. They were obtained by subtracting the
ROUGE scores in Table 3.11 from those in Table 3.3 (see Section 3.4.1.1). For any
method, a positive difference means that the method becomes more effective when key
concepts are available.
The scores of RelSent, LCA, MK, and MK++ change only slightly, indicating that
they are less sensitive to the effect of key concepts. QueryOpt, is shown to have
decreasing accuracy when the key concepts of queries are used. When queries are
short, there are many sentences that will have the same representation in the QueryOpt
framework. Therefore, the algorithm lacks knowledge in accurately selecting answer
sentences.
The accuracy of QL, ExpQueryOpt and AnswerOpt demonstrated some level of
improvement, and it is shown to be statistically significant for AnswerOpt. This is
because as described in Section 3.4.1.2, AnswerOpt is the system that has the highest
correlation with the quality of the related CQA answers, and using the key concepts
of queries may improve the retrieval of such answers by a CQA search engine. It is
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commonly known that retrieval of verbose queries is usually less effective than short
queries as the IR system needs to find the important part in the query to be assigned a
higher weight. It is worth mentioning that when submitting the key concepts of queries
to the YA search engine, as compared to using original long queries, more queries have
returned results (i.e., 79 versus 45), and there are relatively higher average results per
query (i.e., 9.6 versus 6.8).
3.5.2 Using Another Dataset
To investigate the robustness of our methods, we applied our techniques to another
dataset, called MSMARCO (Nguyen et al., 2016). The dataset enables us to obtain
the elements needed in this work: non-factoid queries, documents, and ground truth
answer passages. This investigation is conducted to confirm our results obtained in
Section 3.4 above to answer RQ1. This is because testing on a different dataset can
show the performance of our methods when different data characteristics apply. It
is worth noting that there are still not many public datasets available for our work.
We first explain the MSMARCO dataset and the pre-processing step on this data.
Then, the experimental result using this dataset as well as the analysis of the result
are described thereafter.
3.5.2.1 MSMARCO Dataset
Nguyen et al. (2016) performed the following steps to build the MSMARCO dataset:
(1) filter the queries from Bing logs that ask for a question; (2) retrieve the top 10
relevant passages that are extracted from documents in the Bing index using their IR
system; (3) ask judges to select the passages that contain answers to the query, and
then write natural language answers based on the selected passages.
The MSMARCO dataset contains 100K queries, and each query has the following:
a set of relevant passages, the document URLs from which each passage is extracted,
the annotated answers, and the query type. There are five query types in the dataset:
numeric, entity, location, person, and description. The answers can be as short as one
word or as long as multiple sentences, depending on the type of information needed
to answer the queries. In our experiment, we selected a subset of queries from the
MSMARCO data, based on the following criteria:
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• Queries that have one or more valid answers (some were left without any answer
in the original data).
• Queries with all their respective answers originating from only one underlying
document. This is to be consistent with the assumption behind single document
summarization.
• Queries with the type of description. We decided to use description queries only
because the other query types that are available in the MSMARCO dataset are
factoid queries (i.e., numeric, entity, location, and person). Therefore, they do
not satisfy our requirement in this work on generating answer-biased summaries
for non-factoid queries.
• Queries with answers of sufficient lengths. Following the guideline for average sen-
tence length for plain English (Cutts, 2013), we applied 15 words as the minimum
answer length.
The above steps resulted in 23,999 queries. For our experiment, a random sampling
was performed to select 1,000 queries for which the document URL could be crawled
and the related CQA content is available. To obtain the related CQA content, a similar
approach as described in Section 3.2.2 was performed by submitting the query to the
Yahoo! Answers (YA) search engine. The human-generated answers in the MSMARCO
dataset were used as ground truth answers. Web documents were parsed using JSoup14
and split into sentences using Lingua.15
A manual alignment was conducted to generate training data for our learning-to-
rank-based approach. Sentences in the selected passages and in the Web documents
were manually aligned to generate the label of answer sentences in 1,000 Web documents
in our dataset. Sentences that appeared in selected passages were assigned a label of
1, while the remaining sentences were assigned a label of 0. Therefore, we only have
a binary relevance level for sentences. This is different to the WebAP data that we
used in the earlier experiment, which has five graded relevance levels for sentences (see
Section 3.2.1).
Most of the queries in our dataset are associated with one answer; the average
14http://jsoup.com
15http://search.cpan.org/~kimryan/Lingua-EN-Sentence-0.30/lib/Lingua/EN/Sentence.pm
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Table 3.12: Summary accuracy using MSMARCO data and mixed quality CQA content
Method ROUGE-1 ROUGE-2
Lead 0.285 0.146
MEAD 0.453 0.260
DocOpt 0.348 0.143
RelSent 0.510 0.341
LCA 0.538 0.363
QL 0.452 0.280
MK 0.529 0.360
QueryOpt 0.415 0.232
AnswerOpt 0.487 q 0.272
ExpQueryOpt 0.478 q 0.263
MK++ 0.551 r,q,m 0.385 r,l,q,m
Note: The proposed methods are printed in boldface. Superscripts r, l, q, m
indicate significantly better than RelSent, LCA, QL and MK (p < 0.05).
number of answers per query is 1.1. The average answer length is 31.4 words. The Web
documents consist of 284 sentences on average.
3.5.2.2 Experiments
The similar methods described in Section 3.3 were applied to generate a 50-word answer-
biased summary from each document. The results are displayed in Table 3.12.
MK++ consistently performs well, and it achieves the best result, which is sig-
nificantly better than the RelSent, LCA, QL, and MK baselines. This confirms the
reliability of this technique for generating answer-biased summaries from documents
using external CQA resources presented in Section 3.4 above. From the table, it is evi-
dent that, in general, the three optimization-based approaches have less accuracy than
the baselines using query-based techniques, such as RelSent, LCA, and MK. However,
in comparison to the QL result, AnswerOpt and ExpQueryOpt can give significant im-
provements on ROUGE-1, but they are comparable on ROUGE-2. This is analyzed in
more detail in the next subsection.
ExpQueryOpt can significantly improve QueryOpt by 15.2% and 13.4% on ROUGE-
1 and ROUGE-2 respectively. The ExpQueryOpt result reported in Table 3.12 was
generated using an optimal parameter value by tuning k=5. The ROUGE-2 result of
ExpQueryOpt on different k values is listed in Table 3.13.
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Table 3.13: The accuracy of ExpQueryOpt method on different k values
k 1 2 3 4 5 6 7 8 9 10
ROUGE-2 .220 .236 .252 .258 .263 .261 .249 .250 .251 .248
3.5.2.3 Analysis
The accuracy of QueryOpt is lower than the one displayed in Table 3.3 when using the
WebAP data. It can be explained because the average non-stopword query length in
the MSMARCO data (i.e., 2.6) is relatively shorter than the query in the WebAP data
(i.e., 6.1). An explanation for this result is similar to the one described in Section 3.5.1
above when we use a shorter query format as the key concepts of queries.
In contrast to the result in Table 3.3, here ExpQueryOpt can improve QueryOpt.
We suspect that apart from the CQA quality effect that was investigated earlier in
Section 3.4.1.2, query verbosity may also influence the effectiveness of query expansion
performed in ExpQueryOpt. When the queries are relatively short, expansion terms
are likely to be more accurate. This enables ExpQueryOpt to improve the QueryOpt
technique for selecting answer sentences.
One highlight from Table 3.12 is that almost all query-based baselines have high
ROUGE scores, even the MEAD system which was shown to be inferior in Section
3.4.1.1. We analyze that this might be influenced by the way in which the human
answers were generated. Recall that the human answers in the MSMARCO dataset
were written based only on the information contained in the relevant passages that
were initially retrieved using a separate IR system. As commonly known, the current
IR system still relies on a query-based technique to retrieve the results as a response
to a query. To investigate this issue, we calculated the ROUGE scores between query
and ground truth answers in MSMARCO. As a comparison, the calculation was also
performed for the WebAP dataset (see Table 3.14). It appears that the query term
overlap in the ground truth answers in the MSMARCO data is significantly higher
than that in the WebAP data. It confirms our presumption regarding the bias of the
ground truth answers in the MSMARCO data, which then enables the baseline systems
that rely on the query-based technique to perform well in this experiment.
In addition, the ground truth answers in the MSMARCO data may have an in-
completeness issue. They possibly missed other sentences that also contained answers
81
Table 3.14: Query term overlap in ground truth answers
Dataset ROUGE-1 ROUGE-2
WebAP 0.361 0.109
MSMARCO 0.573† 0.208†
Note: † indicates significant difference against WebAP (p < 0.05).
QID 28002: what causes childhood epilepsy
Summary: Important Information about epilepsy and seizures. Causes of Epilepsy in Child-
hood. Less common causes of childhood epilep-sy include brain tumors or cysts and degenerative
disorders (progressive and deteriorating conditions, often associated with loss of brain cells).
All people are capable of having a seizure. New to Epilepsy and Seizures?spacerspacerStart Here.
QID 10496: what is rhizome
Summary: Rhizomes are also called creeping rootstalks and rootstocks. Rhizomes develop from
axillary buds and are diageotropic or grow perpendicular to the force of gravity. Some plants
have rhizomes that grow above ground or that lie at the soil surface, including some Iris species,
and ferns, whose spreading stems are rhizomes.
QID 10644: what is comfrey good for
Summary: Find a Vitamin or Supplement. Early research suggests that applying comfrey
ointment to the affected area for up to 2 weeks improves mobility, decreases pain, and reduces
tenderness and swelling of sprains. Some chemicals that form when the liver breaks down
comfrey can be harmful. New South Wales Health, Australia.
Figure 3.21: Example of AnswerOpt summaries that were underrated because of an
incomplete ground truth answers
to the query (but were not retrieved in the initially relevant passages). This may un-
derrate the summaries. Figure 3.21 presents a few examples of AnswerOpt summaries
whose ROUGE-2 scores are zero, although they essentially contain answers. Sentences
that contain answers are italicized in the figure.
Our results show that our proposed optimization-based methods are superior to
query-based techniques when they are applied to the WebAP data, but this is not the
case when the MSMARCO data is used. Recall that the WebAP data was built based
on the GOV2 collection, which contains approximately 25 million documents, and the
MSMARCO data was built based on the Bing index, which has billions of documents.
We argue that when the data size is relatively small, so that the probability of including
documents containing high numbers of co-occurrences with query terms is smaller,
our optimization-based methods could be more beneficial than query-based techniques.
Another situation that may benefit from our approach is when queries become longer
and more complex, so that relying on co-occurrence statistics with query terms may be
insufficient to find the answers.
It is important to note that our proposed learning-to-rank-based method MK++
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can consistently obtain high accuracy on both the WebAP and MSMARCO datasets.
This confirms the robustness of this method in exploiting CQA content for extracting
answer-biased summaries from documents.
When the retrieved documents are CQA pages, one may wonder about the possi-
bility of directly using the answers displayed in the pages as the summaries. We call
this the “direct CQA” approach. Since the WebAP data does not contain any CQA
pages, we analyzed this issue only using the MSMARCO data. We found that 56 (out
of 1000) documents in the data are CQA pages. We manually extracted the best an-
swer displayed on the page, and we took the leading sentences for comparison with the
document summaries generated earlier. According to the ROUGE scores, the leading
text of answers was more accurate than the summaries. This suggests that when the
retrieved documents come from CQA, it may be preferable to directly use the leading
text of answers as the summaries. We analyzed that this approach is effective when
the CQA answers are concise and focused with regard to answering the queries. De-
spite this result, it is worth noting that the proportion of retrieved documents that are
CQA pages is relatively low, implying that our summarization techniques still give high
benefit for the rest of the documents.
3.6 Discussion
The idea of extracting answer-biased summaries from retrieved documents with the help
of CQA content can benefit from an approach such as used by Weber et al. (2012) which
directly takes the most relevant answer in CQA as a single answer to the query. First,
the accuracy of our summaries is found to be better than the top related CQA content
for each query. Second, there are only a few queries that can be answered perfectly
using the top related CQA content. In this work, however, we take advantage of a set
of related CQA content for each query that is not necessarily a perfect answer to the
query. We showed that less than perfect CQA answers are still useful for improving the
creation of answer-biased summaries from documents. In Section 3.4.1.1, we presented
another benefit of our approach: using the model learned in the learning-to-rank-based
method can help to improve the accuracy of summaries for which the related CQA
content is unavailable.
Our results reveal that as measured by ROUGE, leading sentences are not accurate
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to serve as answer-biased summaries. While some previous research found that leading
sentences are effective in creating snippets that can help searchers to judge the relevance
of documents (Watanabe et al., 2014; Tombros and Sanderson, 1998; Shen et al., 2007),
this is not the case when they are aimed as answer-biased summaries. The result of
a state-of-the-art passage retrieval method was also not satisfactory, confirming the
result of previous work (Keikha et al., 2014b).
We suggest a number of avenues for future work that could improve ExpQueryOpt
and AnswerOpt methods. First, by enhancing question retrieval in CQA for long
queries, for example, by identifying key concepts (Bendersky and Croft, 2008). This
suggestion is based on the result of our investigation described in Section 3.5.1. Second,
by incorporating an “answer quality predictor” (Shah and Pomerantz, 2010; Pelleg
et al., 2016; Liu et al., 2011a) to remove any related CQA answers with a bad quality.
This is as shown in Section 3.4.1.2 that there is a significant effect of CQA quality on
the AnswerOpt and ExpQueryOpt summaries. In this work, we used a bag-of-words
representation of sentences, and related CQA content was then used to weight more
important words that are expected to bear answers. In the future, it is possible to use
more advanced representation of words (e.g., word embedding (Mikolov et al., 2013))
or sentences (e.g., Explicit Semantic Analysis (Gabrilovich and Markovitch, 2007)).
3.7 Chapter Summary
We propose using external information from related CQA content to guide the ex-
traction of an answer-biased summary from a retrieved document. Three optimization-
based methods and a learning-to-rank-based method were proposed. The effect of CQA
content quality on the generated summaries was also analyzed.
The queries and the related CQA content that we used in this work originated from
different collections that were independent of each other. However, the coverage of
CQA for our queries is found to be reasonable which further indicates a promising sign
of our proposed approach.
Our results show that the related CQA content, that does not necessarily contain
the perfect answer to a query, is useful for improving the creation of answer-biased
summaries from documents. The quality of related CQA content is shown to have
significant effect on the accuracy of optimization-based summaries. In contrast, a
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significant effect of CQA quality is not found in relation to the accuracy of learning-
to-rank-based summaries. The learning-to-rank-based method consistently performs
well on different levels of CQA quality. These results answer RQ1: “Can related
CQA (Community Question Answering) content be used to improve the
creation of answer-biased summaries from documents?, and Does the quality
of related CQA content affect the accuracy of the generated summaries?”.
We made some recommendations for the best use of our methods with regard to the
quality of the related CQA content that is available. When a large number of training
data consisting of answer annotations in documents together with the related CQA
content are available, then MK++ is preferred. This is as shown in our results that
this technique consistently performs well for different quality levels of CQA and in two
different datasets tested in this work. As building such training resources is expensive,
therefore, it is worth considering other alternatives. In situations where related answers
are either not available or all of a low quality, QueryOpt is preferred if the queries are
long, but query-based techniques (e.g., QL or RelSent) may be more beneficial if the
queries are short. When the quality of the related answers is medium to high, then
AnswerOpt or ExpQueryOpt may help to generate more accurate summaries.
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Chapter 4
Using Semantic and Context
Features for Answer-Biased
Summarization
4.1 Introduction
A main challenge to extract answer-biased summaries from documents is the lexical gap
between the query and the sentences containing answers in the document. The answer-
bearing sentences may share many different vocabularies with the queries. Therefore,
relying only on topical relevance has been shown to be ineffective for finding answers
(Keikha et al., 2014b).
We investigate semantic and context features (Yang et al., 2016; Chen et al., 2015b)
to bridge the lexical gap, with the aim of improving the creation of answer-biased sum-
maries. The underlying idea of using semantic information is to calculate the query-
sentence similarity in terms of the similarity of their semantically related terms. Next,
the context information is utilized to consider the relation of a particular sentence to
its surrounding sentences. This work is closely related to that of Yang et al. (2016)
which uses these features for answer sentence retrieval. However, our work is differ-
ent in that we exploit these features for answer-biased summarization, and we also
further combine these features with the translation and CQA (Community Question
Answering) features. We evaluate the generated answer-biased summaries using two
different measures: ROUGE (i.e., term-overlap-based measures) and sentence ranking
measures. We then conduct a new analysis of the correlation between ROUGE and
sentence ranking measures in evaluating the generated answer-biased summaries.
In this chapter, we answer RQ2: “Can semantic and context information be
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used to improve the creation of answer-biased summaries from documents?”.
Semantic representations of queries and sentences are built so that those with the same
meaning are more similar. Semantic similarity is calculated to measure the degree of
similarity between the representation of a query and each sentence. Context information
is associated with how well the neighbouring sentences capture the answers to the query.
The features associated with this semantic and context information are incorporated
into a learning-to-rank framework.
We first examine the effectiveness of a state of-the-art method in factoid question
answering (QA). Next, we evaluate our method using semantic and context features
against a state-of-the-art query-biased summarization technique. In addition, we also
conduct a new analysis to measure the correlation between the term-overlap-based and
sentence-ranking-based measures that are used to evaluate the generated answer-biased
summaries. As a further exploration, we also investigate the effectiveness of combin-
ing information extracted from the translation model and related CQA (Community
Question Answering) content with semantic and context features. The translation fea-
tures have been used in some past work on finding answers to non-factoid questions
(Surdeanu et al., 2008; Xue et al., 2008; Soricut and Brill, 2006). The CQA features
have been used in our work described in Chapter 3.
This chapter is organized as follows. Sections 4.2 and 4.3 respectively describe the
dataset, and the summarization method with details of all sentence features that are
employed. Section 4.4 describes the experiment of generating answer-biased summaries.
The results and analysis of our experiments are presented in Sections 4.5 and 4.6. A
further investigation into the use of translation and CQA features is described in Section
4.7. Finally, this chapter is briefly summarized in Section 4.8.
4.2 Dataset
Similar to our work described in Chapter 3, we also use the WebAP1 dataset in the
work described in this chapter. This dataset contains all the elements that we need
to evaluate our methods. The dataset consists of 82 description queries, each with
corresponding top-50 documents, and annotated answer passages to serve as ground
truth answers. The procedure for building this dataset has been explained in Chapter
1https://ciir.cs.umass.edu/downloads/WebAP/
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3 Section 3.2.1.
The annotated answer passages have four relevance levels: perfect, excellent, good,
and fair. An example of annotated answer passages can be seen in Figure 3.4, described
in Chapter 3. Passages from a lower relevance level might include partial answers or
marginally relevant texts, which do not fulfill our standard of answer quality. Therefore,
our ground truth answers were created by drawing from high-quality passages such as
those labelled as perfect or excellent. There are 80 out of 82 queries that have answers
of the required quality level. The evaluation focused only on relevant documents, since
irrelevant documents do not contain any answers. For each query, we took all relevant
documents that are available in the dataset.
Our final dataset consists of 80 queries, 1436 documents, and 3298 ground truth
answers. The average number of sentences per document is 255.63 and the average
number of sentences in our ground truth answers is 2.67. On average, 93.2% of the
sentences in a document are irrelevant; and only 3.4% and 2.7% of them are perfect
and excellent answers respectively.
4.3 Summarization Methods
The summarization methods are developed in a learning-to-rank framework. A set of
sentence features are exploited to build a sentence ranking model, which is used to sort
the sentences in a document. The top-ranked sentences are then taken as an answer-
biased summary. The summary length is set to the nearest integer length of the ground
truth answers (i.e., 2.67: three sentences).
A combination of query-biased (Metzler and Kanungo, 2008), semantic (Yang et al.,
2016; Chen et al., 2015b), and context features (Yang et al., 2016) are used to identify
sentences that contain answers from each document. The features are extracted for each
sentence in the document, after stopping using the standard INQUERY stoplist (Allan
et al., 2000) and performing Krovetz stemming. The INQUERY stoplist consists of 418
words and has been commonly used in previous work (Liu and Croft, 2002; Bendersky
and Croft, 2008; Bendersky et al., 2012; Chen et al., 2015a).
Table 4.1 provides a summary of the extracted features. A more detailed description
of the features is presented below.
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Table 4.1: List of features
Category Feature Description
MK
Exact Match Binary value indicating the query being of sub-
string in the sentence
Term Overlap Fraction of query terms that occur in the sentence
Synonym Overlap Fraction of query terms as well as their synonyms
that occur in the sentence
Language Model Score Log-likelihood of the query generated from the
sentence
Sentence Length Number of terms in the sentence
Sentence Location Relative location of the sentence within the doc-
ument
Semantic
ESA Cosine similarity between the query and the sen-
tence ESA vectors
Word2Vec Average pairwise cosine similarity between any
query and sentence word vectors
TAGME Jaccard coefficient between the query and the sen-
tence entity sets
Context
Xbefore Feature X of the sentence immediately before this
sentence
Xafter Feature X of the sentence immediately after this
sentence
MK features. This group of features is derived from the work of Metzler and Ka-
nungo (2008) on sentence extraction for query-biased summarization. These features
are extracted from each sentence in a document. They cover basic lexical and synonym
matching techniques. They were also used in our earlier experiment, the details of
which can be found in Chapter 3 Section 3.3.2.
Semantic features. This group of features is built on top of three semantic repre-
sentations of texts. Each of these features represents a different class of approach for
estimating query-sentence semantic similarity, and they were shown to complement the
MK features in previous work (Yang et al., 2016). The semantic representation of a
query and each document sentence are initially built. Then, the semantic relatedness
is calculated by comparing the representation of a query and a sentence.
• ESA. Gabrilovich and Markovitch (2007) proposed the Explicit Semantic Anal-
ysis (ESA) method to represent text as a weighted mixture of a predetermined
set of natural concepts represented by Wikipedia pages, commonly referred to
via their page titles (e.g., “Computer science”, “Investment”, “Green politics”).
The ESA method explicitly represents the meaning of text as a weighted vector
of related concepts from Wikipedia. As a result of using natural concepts, the
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Table 4.2: The top 10 related concepts in sample interpretation vectors (Gabrilovich
and Markovitch, 2007)
No Input: “equipment” Input: “investor”
1 Tool Investment
2 Digital Equipment Corporation Angel investor
3 Military technology and equipment Stock trader
4 Camping Mutual fund
5 Engineering vehicle Margin (finance)
6 Weapon Modern portfolio theory
7 Original equipment manufacturer Equity investment
8 French Army Exchange-traded fund
9 Electronic test equipment Hedge fund
10 Distance Measuring Equipment Ponzi scheme
ESA model is easy to interpret. Table 4.2 presents two examples of the 10 most
related concepts for a given text, taken from the original paper. We can see that
the 10 concepts displayed in each column are related to the given input text:
“equipment” and “investor”.
In this work, we used the ESA method to generate a vector representation of
queries and document sentences. We used a dump of English Wikipedia arti-
cles published on June 2015. A set of natural concepts for queries and sentences
were obtained by running the corresponding text as a query over an index of all
Wikipedia pages. The retrieval process was performed using the Indri search en-
gine2 (version 5.9) by applying a language model approach with Dirichlet smooth-
ing. Then, the retrieved top-k page IDs were taken as the associated concepts.
For efficiency purposes, the parameter k was set to 100, following previous work
(Chen et al., 2015b). The retrieval scores produced by Indri were then used as the
weights of concepts. An example of the 100 most-related concepts from Wikipedia
for a particular query in our dataset is presented in Appendix B.
After the vector representation of a query and each document sentence was made,
we calculated the relatedness score between them to serve as the ESA feature in
our summarization method. More specifically, the ESA feature of each sentence
was obtained by computing the semantic relatedness score between a query vector
and a sentence vector using cosine similarity (Yang et al., 2016; Chen et al.,
2015b), as follows:
fESA(Q,S) =
~Q.~S
| ~Q||~S| (4.1)
2http://www.lemurproject.org/indri.php
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where ~Q is the query vector, ~S is the sentence vector, | ~Q| is the length of the
query vector, |~S| is the length of the sentence vector, and ~Q.~S is the dot product
between the query and sentence vectors.
• Word2Vec. Word embedding methods represent word as a vector learned from
large amounts of text data, where words that have similar meanings also have
more similar vector representations. Therefore, the generated vectors can be
compared to measure semantic similarity. Mikolov et al. (2013) proposed the
skip-gram model as an efficient method for learning these vector representations
of words that capture syntactic and semantic relationships. The learned vectors
also encode many linguistic regularities and patterns.
In this work, the skip-gram model was built using some extensions and data that
were released as an open-source project Word2Vec.3 We used the pre-trained
model in Word2Vec that is based on the text contents from Google News, which
amounts to roughly 100 billion words. After the vector representation for each
query-word and sentence-word was made, we calculated the semantic similarity
between a query and each sentence. Semantic similarity was measured by com-
puting the average pairwise cosine similarity between any query-word vector and
any sentence-word vector (Yang et al., 2016; Chen et al., 2015b). The similarity
score was used as the Word2Vec feature in our summarization method.
fWord2V ec(Q,S) =
1
|Q||S|
∑
~u∈Q
∑
~v∈S
~u.~v
|~u||~v| (4.2)
where ~u is a query-word vector, ~v is a sentence-word vector, |~u| is the length of
the query-word vector, |~u| is the length of the sentence-word vector, |Q| is the
length of the query, |S| is the length of the sentence, and ~u.~v is the dot product
between the query-word and sentence-word vectors.
• TAGME. The entity linking method TAGME (Ferragina and Scaiella, 2012)
links a short text to Wikipedia to obtain the most-related concepts. First,
the method detects the anchors (text) in Wikipedia that are composed by the
sequences of terms from the input text. Next, the method hyperlinks/cross-
references each of these anchors with one pertinent Wikipedia page. The con-
3https://code.google.com/p/word2vec/
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cepts associated with the linked Wikipedia pages are then taken as the semantic
representation of the input text. These concepts are commonly referred to by the
titles of the linked Wikipedia pages.
We used TAGME to generate the semantic representation of queries and sen-
tences. After the semantic representations are made, we then calculated a Jaccard
similarity between the set of concepts linked to a query and the set of concepts
linked to a sentence, following previous work (Yang et al., 2016). This similarity
score was used as the TAGME feature in our method.
fTAGME(Q,S) =
Tagme(Q) ∩ Tagme(S)
Tagme(Q) ∪ Tagme(S) (4.3)
where Tagme(Q) and Tagme(S) denote a set of Wikipedia pages linked by the
TAGME system to the query Q and the sentence S respectively.
Context features. This group of features focuses on characterizing neighbouring
sentences. Yang et al. (2016) proposed using meta-features to catch nearby answer-
bearing signals. These features are essentially the MK and semantic features of the
sentences that immediately precede or follow the current sentence. Accordingly, Symbol
X in “Xbefore” and “Xafter” displayed in Table 4.1 is assigned MK and semantic features.
For example: “TermOverlapbefore” indicates the term overlap feature of the preceding
sentence. Because each sentence has three MK and six Semantic features, therefore it
has nine context features from the sentence before and nine context features from the
sentence after it.
In summary, each sentence in the document has a total of 27 features, consisting
of 6 MK, 3 Semantic, and 18 Context features. When learning and testing the model,
sentence annotations in the dataset are mapped into numerical grades of relevance:
None=0, Fair=1, Good=2, Excellent=3, and Perfect=4.
4.4 Experiments
The features used in our experiments were extracted from each sentence in the doc-
ument by using the SummaryRank4 package. Three learning models were employed
4http://rmit-ir.github.io/SummaryRank
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in this work: CA (Coordinate Ascent), MART (Multiple Additive Regression Trees),
and LambdaMART. The learning-to-rank models were built using the RankLib5 tool
(version 2.5). A 10-fold cross validation (CV) was conducted for each combination of
feature set and learning algorithm.
The hyperparameters for each learning algorithm are set up the same way as in
previous work (Yang et al., 2016) that used semantic and context features for answer
sentence retrieval. For the parameter values in MART, we set the number of trees as
100, the number of leaves of each tree as 20, the learning rate as 0.05, the number of
threshold candidates for tree splitting as 256, min leaf support as 1, and the early stop
parameter as 100. For the parameter values in CA, we set the number of iterations to
search in each dimension as 25, and the performance tolerance between two solutions
as 0.001. For the parameter values in LambdaMART, we set the number of trees as
1000, the number of leaves of each tree as 15, and the learning rate as 0.1.
To generate the answer-biased summaries, we optimized the model based on NDCG@k.
In this work, k was set to three, following the number of sentences in our summaries
(see Section 4.3). Detailed information regarding our baseline and evaluation methods
are explained in the following subsections.
4.4.1 Baseline Methods
The following methods are used as a baseline in our experiment of generating answer-
biased summaries from documents.
4.4.1.1 Factoid QA method
Severyn and Moschitti (2015) proposed a deep-learning-based approach that makes use
of the CNN (Convolutional Neural Network) technique in a renovated architecture.
In their approach, they incorporated rich (external) features, such as term overlap and
term counts, into the decision process. They showed that their approach can outperform
several common baselines, including the original CNN approach (Yu et al., 2014), on
the TREC QA dataset.
We implemented Severyn and Moschitti’s approach by following the best setting
reported in the original paper. The width of the convolutional filter was set to 5.
5http://www.lemurproject.org/ranklib.php
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The number of feature maps was set to 100. The batch size was set to 50 examples.
The limitation of the CNNs forced us to truncate sentences longer than some predefined
threshold, which was set to 60 words in our experiment to minimize the negative impact.
The 8,084 sentences (1.1% of all sentences) were affected by text truncation, and only
94 of them (0.5% of all relevant sentences) were relevant, which appeared to be a
reasonable trade-off. Three top-ranked sentences in each document were taken as a
summary.
4.4.1.2 Query-biased Summarization method
We implemented an approach by Metzler and Kanungo (2008) to generate query-biased
summaries. This method uses six MK features that are described earlier in Section 4.3
to build the sentence ranking model. Sentences in the document are sorted using the
learned model. Three top-ranked sentences in each document are taken as a summary.
This method has often been used as a baseline in previous work on query-biased sum-
marization (Ageev et al., 2013) and answer sentence retrieval (Yang et al., 2016; Chen
et al., 2015b).
4.4.2 Evaluation Methods
The accuracy of the answer-biased summaries was evaluated using two different mea-
sures: term-overlap-based measures, i.e., ROUGE (Lin, 2004), and sentence ranking
measures. The ROUGE measure has also been used previously in Chapter 3. However,
sentence ranking measures have not been used in Chapter 3 because our optimization-
based methods described in that chapter do not generate summaries by ranking the
document sentences. As the number of documents for each query is different, we calcu-
lated the macro-averaged scores for each of our measures. We took the average scores of
the document summaries for each query, and then averaged these scores across queries.
As described in Chapter 3 Section 3.3.4, ROUGE has been commonly used in pre-
vious work on summarization. We report the scores of ROUGE-1 (unigram overlap),
ROUGE-2 (bigram overlap), and ROUGE-SU4 (the overlap of word pairs with a maxi-
mum skip-length of 4 plus unigrams). The ROUGE scores are computed by comparing
the generated summaries with the available ground truth answers. We used the maxi-
mum value of the generated summary and each of the ground truth answers, following
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Table 4.3: Summary accuracy using factoid QA method
System R-1 R-2 R-SU4 NDCG@3 P@3
Severyn and Moschitti (2015) 0.550 0.318 0.343 0.196 0.164
MK 0.599‡ 0.365† 0.389† 0.229 0.183
Note: The significance tests are against MK which is considered as a state-of-the-art query-
biased summarization technique († : p < 0 : 05 and ‡ : p < 0 : 01). This is measured by a
two-tailed paired t-test.
the recommendation of Keikha et al. (2014a). They found that evaluating answer pas-
sages using ROUGE measures by taking the maximum value (instead of the average
value) results in a better correlation with human judgments.
Because our methods are based on a sentence ranking approach, we also evaluated
the accuracy of the summaries based on the effectiveness of the sentence rankers. This
evaluation technique was also performed in previous work (Metzler and Kanungo, 2008;
Leal Bando et al., 2015). Here, NDCG@k and P@k were adopted, where k was set to
three, following the number of sentences in our summaries. We used the Ranklib tool
to calculate these metrics. Note that the NDCG@3 scores computed by RankLib adopt
the formula that was defined by Burges et al. (2005).
4.5 Result
This section describes our experimental results. First, the result of applying the fac-
toid QA method for our task of generating answer-biased summaries for non-factoid
queries is presented. It is followed by the main result of using semantic and con-
text features. Then, the correlation analysis between term-overlap-based measures and
sentence-ranking-based measures is described thereafter.
4.5.1 The Effectiveness of the Factoid QA Method
We examined the effectiveness of a state-of-the-art factoid QA method (Severyn and
Moschitti, 2015) on extracting non-factoid answer-biased summaries. The result of the
factoid baseline was compared to the query-biased summarization method that was
implemented using MK features. Here, we used the MART algorithm to learn the
MK features, as suggested in the original paper (Metzler and Kanungo, 2008). The
experimental results are listed in Table 4.3, with the best results printed in boldface.
Our results show that the CNN-based model is inferior to the MK approach in all
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Table 4.4: Summary accuracy across different feature sets and learning models
Feature Set Model R-1 R-2 R-SU4 NDCG@3 P@3
MK 0.613 0.402 0.422 0.266 0.217
MK+Sem CA 0.633‡ 0.429‡ 0.446‡ 0.289‡ 0.231†
MK+Sem+Con 0.644‡ 0.435‡ 0.456‡ 0.294‡ 0.240‡
MK 0.599 0.365 0.389 0.229 0.183
MK+Sem MART 0.619 0.396† 0.417† 0.260† 0.212‡
MK+Sem+Con 0.632‡ 0.427‡∗∗ 0.447‡∗∗ 0.300‡∗∗ 0.246‡∗∗
MK 0.586 0.354 0.377 0.231 0.179
MK+Sem LambdaMART 0.639‡ 0.426‡ 0.446‡ 0.280‡ 0.226‡
MK+Sem+Con 0.661‡∗∗ 0.466‡∗∗ 0.484‡∗∗ 0.340‡∗∗ 0.268‡∗∗
Note: Significant differences with respect to MK are marked as †/‡ and with respect to MK+Sem as ∗/∗∗
(for p < 0.05 and p < 0.01). This is measured by a two-tailed paired t-test.
measures. This is significant for ROUGE-1, ROUGE-2, and ROUGE-SU4. It shows
that the factoid QA method is not effective for extracting answer-biased summaries
for non-factoid questions. A more sophisticated technique is needed to improve the
selection of document sentences that bear answers to non-factoid questions. This result
also suggests that the query-biased summarization approach is still more effective than
the more sophisticated factoid QA method based on the neural network model on this
task. According to this result, MK is considered to be a stronger baseline. Therefore,
we used it as a baseline for our next experiment of using semantic and context features.
4.5.2 The Effectiveness of Using Semantic and Context Features
In the second experiment, we examined the effectiveness of semantic and context fea-
tures in extracting answer-biased summaries from documents. A breakdown of the
different combinations of features and learning algorithms is presented in Table 4.4,
with the best results printed in boldface.
In general, we found that the results on NDCG@3 and P@3 are in line with the
ROUGE scores. The results show that, in most cases, adding semantic features leads
to significant improvements over MK. The range of improvements for the MK+Sem
model (over the MK model) learned by CA, MART, and LambdaMART are 3.3%-
8.6%, 3.3%-15.8%, and 9.0%-26.3% respectively. Here, LambdaMART obtains the
largest improvement in overall effectiveness. More specifically, the semantic features
boast 9.0%, 20.3%, and 18.3% increases on this system, respectively in terms of the
ROUGE-1, -2, and -SU4 scores. On NDCG@3 and P@3, it also achieves 21.2% and
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26.3% increases.
Adding context features to MK+Sem boosts the overall effectiveness even further.
The improvements are observed across all models. However, when using MART and
LambdaMART, the difference appears to be more pronounced. The significant im-
provements of MK+Sem+Con over the MK system are obtained in all models learned
by the three different algorithms displayed in the table. However, when the results of
MK+Sem+Con are compared against MK+Sem, only the models learned by MART
and LambdaMART give significant improvements. The increases obtained by MART
for the MK+Sem+Con feature combination are 5.5%, 17.0%, 14.9%, 31.0%, and 34.4%,
in ROUGE-1, -2, -SU4, NDCG@3, and P@3 respectively. Combining MK+Sem+Con
and LambdaMART provides the best result in our test, which amounts to a 12.8% in-
crease in ROUGE-1, 31.6% in ROUGE-2, 28.4% in ROUGE-SU4, 47.2% in NDCG@3,
and 49.7% in P@3.
4.5.3 Correlation between Measures
As described in the results of our experiment above, two different types of measures
were used in our evaluation. They are term overlap-based measures (i.e., ROUGE-1, -2,
and SU4) and sentence ranking measures (i.e., NDCG@3 and P@3). The key difference
between the two types of measures adopted in this work is that ROUGE evaluates a
summary as a single text unit to be compared with the ground truth answers, whereas
the sentence ranking measures work at the sentence level. For example, a summary
that contains sentences, each with a perfect annotation score, but they in combination
are not a ground truth answer, will obtain a perfect score in the latter measure, but it
is more likely to obtain a lower result in the former measure.
The order of sentences in the result affects the score assigned by sentence ranking
measures. However, this does not have any influence on the ROUGE measures as long
as the combination of sentences is the same. For example, Figure 4.1 illustrates an
example of the top-three sentences from a particular document that were retrieved
for the given query. The document contains two consecutive sentences with perfect
relevance scores that serve as a ground truth answer. The top-ranked sentence in the
result has a perfect relevance score, while two other sentences ranked in the second
and third position have no information to answer the query. Accordingly, the summary
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Query: What is Doctors Without Borders/Medecins Sans Frontieres and what do they do?
An example of ground truth answers: Doctors Without Borders (Medecins Sans Frontieres)
is a private, non-profit, international humanitarian organization, whose objective is to provide
medical relief to populations in crisis. The organization, which operates independently of all states,
institutions, political, economic or religious influences, depends on volunteer health professionals
in fulfilling its mission.
Rel Top-three Sentences that compose a summary
4 [S#2] Doctors Without Borders (Medecins Sans Frontieres) is a private, non-profit, inter-
national humanitarian organization, whose objective is to provide medical relief to populations in
crisis.
0 [S#5] (Added: 1-Jul-1998 Hits: 134) [Spider URL]
0 [S#10] This Web site provides access not only to the messages exchanged through the BBS,
but also to numerous downloadable files on disaster management archived at the site.
Figure 4.1: An example of top-three ranked sentences for which the scores given by
ROUGE and sentence ranking measures are different
Table 4.5: Correlation between measures
ROUGE-2 ROUGE-SU4 NDCG@3 P@3
ROUGE-1 0.922‡ 0.945‡ 0.564‡ 0.520‡
ROUGE-2 – 0.985‡ 0.659‡ 0.617‡
ROUGE-SU4 – – 0.644‡ 0.599‡
NDCG@3 – – – 0.855‡
Note: Symbol ‡ denotes statistically significant (p < 0.01)
composed of these top-three sentences obtains an NDCG@3 score of 0.61 and a ROUGE-
2 score of 0.51. If the order of the perfectly-scored sentence in the top-three results
displayed in the figure moves down to the second position, then the NDCG@3 score
decreases to 0.39. The ROUGE-2 score, however, remains 0.51 because the text in the
summary does not change.
Therefore, to better understand how well ROUGE and sentence ranking measures
correlate with each other, we computed a Pearson correlation between them. For this
analysis, we used all results that were generated using the different combinations of
features and learning algorithms described in Section 4.5.2. In total, there are 12,924
(i.e., 1,436 x 3 x 3) sets of scores, each consisting of ROUGE-1, -2, -SU4, P@3, and
NDCG@3.
The results are displayed in Table 4.5. All correlations were found to be statistically
significant. We used the guideline by Evans (1996) to describe the strength of the cor-
relation. Based on this guideline, the ROUGE-1 scores were found to have a moderate
correlation with NDCG@3 and P@3, while the ROUGE-2 and ROUGE-SU4 scores were
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found to have a strong correlation with NDCG@3 and P@3. The highest correlation is
obtained by ROUGE-2. This result reveals a novel finding that the term-overlap-based
measures correlate reasonably well with the sentence ranking measures in evaluating
answer-biased summaries. Note that this type of analysis has not been conducted in
previous work. This information could be worth exploring for the development of a
better learning-to-rank-based method for answer-biased summarization.
4.6 Analysis
This section explains the analysis of our results. The total number of summaries that
are improved or harmed by semantic and context features is examined in Section 4.6.1.
Then, the analysis of feature importance is presented in Section 4.6.2. Finally, an
example of answer-biased summaries is provided in Section 4.6.3.
4.6.1 Effect of Semantic and Context Features
The effect of semantic and context features on each summary is analyzed. This is
performed to better understand the number of summaries that are benefited or injured
by the inclusion of semantic and context features. For this purpose, the difference
of accuracy between the summaries generated using semantic and/or context features
(i.e., MK+Sem and MK+Sem+Con) and those generated without using these features
(i.e., MK) is calculated. The positive scores indicate that the accuracy of summaries
improved by the inclusion of these features, while the negative scores indicate the
opposite. A zero score means that the accuracy of a summary is unchanged.
Table 4.6 describes the number of summaries for which the accuracies are improved,
decreased, and unchanged by the inclusion of semantic and context features. Since
ROUGE-2 has a very strong correlation with ROUGE-1 and ROUGE-SU4, as described
in Section 4.5.3 above, we only display in the table the ROUGE result that is measured
by the ROUGE-2 scores.
From the table, it appears that according to all metrics, the number of “Improved”
cases on both systems is higher than the number of “Decreased” cases. It means that
there are a higher number of summaries that benefit from the features rather than those
that are harmed by the features. On both systems, the highest number of “Improved”
cases is obtained when accuracy is measured by the ROUGE-2 metric, while the lowest
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Table 4.6: The number of summaries for which the accuracies are Improved, Decreased,
and Unchanged by the inclusion of semantic and context features
Metric System Improved Decreased Unchanged
ROUGE-2
MK+Sem 552 (38.4%) 419 (29.2%) 465 (32.4%)
MK+Sem+Con 621 (43.2%) 415 (28.9%) 400 (27.9%)
NDCG@3
MK+Sem 401 (27.9%) 252 (17.5%) 783 (54.5%)
MK+Sem+Con 497 (34.6%) 228 (15.9%) 711 (49.5%)
P@3
MK+Sem 327 (22.8%) 175 (12.2%) 934 (65.0%)
MK+Sem+Con 428 (29.8%) 138 (9.6%) 870 (60.6%)
is for P@3.
Adding context features to the MK+Sem system results in a further increase in
the accuracy of summaries. We can see that the number of “Improved” cases for
MK+Sem+Con is higher than for MK+Sem according to all metrics. It also appears
that the number of “Decreased” cases for MK+Sem+Con is lower than the summaries
that are higher for MK+Sem+Con according to all metrics.
To test whether the proportion of “Improved”, “Decreased”, and “Unchanged” cases
for the MK+Sem+Con summaries is different than those for the MK+Sem summaries,
we computed a Chi-Square test with a 0.05 significance level for the proportion of
summary cases given by each metric. The proportion of cases for MK+Sem+Con
is significantly different than MK+Sem when it is calculated based on ROUGE-2
(χ2 = 8.96, p = 0.01), NDCG@3 (χ2 = 14.93, p < 0.01), and P@3 (χ2 = 20.16, p < 0.01)
metrics. This result shows that the proportion of cases for MK+Sem+Con is signif-
icantly different, where the number of “Improved” cases is higher and the number of
“Decreased” cases is lower, than those for the MK+Sem summaries. This confirms our
results presented in Section 4.5.2 that context features give additional improvements
to the result of using semantic features.
4.6.2 Ablation Analysis
To understand the importance of each feature in extracting answer-biased summaries,
we performed an ablation analysis by removing one feature at a time from the set of
27 features. We chose to apply LambdaMART as it demonstrated the most accuracy
according to our results in Section 4.5.2 above.
Table 4.7 displays the top 10 features with the largest decrease in ROUGE-2 scores
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Table 4.7: Top 10 features
No Feature Category ROUGE-2 ∆ ROUGE-2
1 ESA Semantic 0.423 0.043‡ (-9.23%)
2 TAGME Semantic 0.441 0.025 (-5.36%)
3 Lengthafter Context 0.448 0.018 (-3.86%)
4 SynOverlapafter Context 0.451 0.015 (-3.22%)
5 LM MK 0.452 0.014 (-3.00%)
6 SynOverlapbefore Context 0.453 0.013 (2.79%)
7 ESAbefore Context 0.454 0.012 (2.58%)
8 TAGMEbefore Context 0.454 0.012 (2.58%)
9 LMbefore Context 0.457 0.009 (1.93%)
10 Word2Vec Semantic 0.458 0.008 (1.72%)
Note: Significant decreases of ROUGE-2 scores induced by the feature ablations are
indicated by †/‡ (for p < 0.05 and p < 0.01)
induced by feature ablations. The decreases were computed against the score for which
a complete set of features described in Table 4.4 were used. The accuracy of the model
significantly degrades when the ESA feature is removed; it is around two times lower
than the decrease caused by removing the second top feature. The two most important
features, i.e., ESA and TAGME, belong to the semantic categories, which supports
our finding above regarding the effectiveness of semantic features. The other semantic
feature, i.e., Word2Vec, is ranked in the 10th position.
The next two important features are associated with the context from the sentences
immediately following the current sentence (i.e., Lengthafter and SynOverlapafter). They
appear to be more critical than a query-biased feature LM score. However, the decreases
in ROUGE-2 scores that are induced by these context features are not significant. Other
features that make up the top 10 results displayed in the table are the context features
from the sentences that immediately precede the current sentence: SynOverlapbefore,
ESAbefore, TAGMEbefore, and LMbefore.
4.6.3 Example of Answer-biased Summaries
Figure 4.2 presents an example of answer-biased summaries that were generated from
the document ID “GX042-99-6897240” associated with the following query: “What are
the goals and political views of the Green Party?”. The summaries are composed of the
top-three sentences described in the figure. The answer relevance of each sentence is
displayed in the first column. Symbol [S#n], which is located at the beginning of each
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MK :
Rel Top-three sentences that compose a summary
0 [S#1] Secretary of State Elections My Vote Counts Feedback Offical Voter Info Guide Cal
Statewide Special Election 10-7-2003 Home Recall Information Propositions Voter Information
Voter Information Voter Bill of Rights Information on Political Parties American Independent
Party Democratic Party Green Party Libertarian Party Natural Law Party Peace and Freedom
Party Republican Party How to Find Your Polling Place How to Contact County Elections Officials
Three Steps to Voting Dates to Remember Audio Version Confidential Address Program About
Initiatives Ballot Measures Defined GREEN PARTY.
0 [S#29] GREEN PARTY OF CALIFORNIA P.O. Box 2828 Sacramento, CA 95812 916-448-
3437 E-mail: gpca@greens.org Website: http://www.cagreens.org.
0 [S#30] Statements were supplied by political parties and have not been checked for accuracy
by any official agency.
MK+Sem :
Rel Top-three sentences that compose a summary
4 [S#2] Green Party principles are expressed in 10 Key Values: Ecological Wisdom Social
Justice Respect for Diversity Community-Based Economics Personal and Global Responsibility
Grassroots Democracy Nonviolence Feminism Decentralization Sustainability.
0 [S#3] We advocate: * Nonviolence and preservation of civil liberties.
0 [S#29] GREEN PARTY OF CALIFORNIA P.O. Box 2828 Sacramento, CA 95812 916-448-
3437 E-mail: gpca@greens.org Website: http://www.cagreens.org
MK+Sem+Con :
Rel Top-three sentences that compose a summary
4 [S#2] Green Party principles are expressed in 10 Key Values: Ecological Wisdom Social
Justice Respect for Diversity Community-Based Economics Personal and Global Responsibility
Grassroots Democracy Nonviolence Feminism Decentralization Sustainability.
0 [S#3] We advocate: * Nonviolence and preservation of civil liberties.
0 [S#29] GREEN PARTY OF CALIFORNIA P.O. Box 2828 Sacramento, CA 95812 916-448-
3437 E-mail: gpca@greens.org Website: http://www.cagreens.org
Figure 4.2: Example of answer-biased summaries for query “What are the goals and
political views of the Green Party”
sentence, denotes that the sentence is located in the n-th position in the document.
As can be seen in the figure, the MK system retrieves sentences mainly based on
term overlap with the query. The top sentence ranked by MK contains a high number
of matching text with the query, but it is actually not useful for answering the query.
The sentence only lists some arbitrary phrases without any meaningful relation. The
second and third ranked sentences also contain a reasonable amount of query overlap.
On the other hand, the MK+Sum and MK+Sum+Con systems could retrieve the
top sentence that contains a perfect answer to the query as a result of benefiting from
semantic features. Comparing to the top sentence ranked by MK, this sentence contains
a much smaller amount of matching text with the query. However, it includes some
terms that are semantically related to the query terms. For example, the term “democ-
racy” is related to the query terms “political”, “liberty”, and “party”. This example
shows the advantage of using semantic features in locating answer-bearing sentences in
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Document ID: GX023-48-8218310
MK :
Rel Top-three sentences that compose a summary
4 [S#2] Doctors Without Borders (Medecins Sans Frontieres) is a private, non-profit, inter-
national humanitarian organization, whose objective is to provide medical relief to populations in
crisis.
0 [S#5] (Added: 1-Jul-1998 Hits: 134) [Spider URL]”.
0 [S#10] This Web site provides access not only to the messages exchanged through the BBS,
but also to numerous downloadable files on disaster management archived at the site.
MK+Sem :
Rel Top-three sentences that compose a summary
4 [S#2] Doctors Without Borders (Medecins Sans Frontieres) is a private, non-profit, inter-
national humanitarian organization, whose objective is to provide medical relief to populations in
crisis.
0 [S#12] blue right-pointing arrow World Association for Disaster and Emergency Medicine
- The objectives of World Association for Disaster and Emergency Medicine are to promote the
world-wide development and improvement of emergency and disaster medicine.
0 [S#6] blue right-pointing arrow International Medical Corps - IMC is a private, nonsectarian,
nonpolitical, nonprofit, humanitarian relief organization established in 1984 by volunteer United
States physicians and nurses.
MK+Sem+Con :
Rel Top-three sentences that compose a summary
4 [S#2] Doctors Without Borders (Medecins Sans Frontieres) is a private, non-profit, inter-
national humanitarian organization, whose objective is to provide medical relief to populations in
crisis.
4 [S#3] The organization, which operates independently of all states, institutions, political,
economic or religious influences, depends on volunteer health professionals in fulfilling its mission.
0 [S#6] blue right-pointing arrow International Medical Corps - IMC is a private, nonsectarian,
nonpolitical, nonprofit, humanitarian relief organization established in 1984 by volunteer United
States physicians and nurses.
Figure 4.3: Example of answer-biased summaries for query “What is Doctors Without
Borders Medecins Sans Frontieres and what do they do?”
the document. If we look at Appendix B, we can see that the original representation
of the sentence contains some terms that overlap with the ESA representation for the
query, such as “social”, “justice”, “grassroots”, and “liberty”.
The effectiveness of using context features is described in the example displayed
in Figure 4.3. The figure presents an example of answer-biased summaries that were
generated from the document ID “GX023-48-8218310” associated with the following
query: “What is Doctors Without Borders/Medecins Sans Frontieres and what do they
do?”.
All systems could retrieve sentence S#2 that was judged to contain perfect in-
formation in answering the query. This is because the sentence contains the highest
overlap with the query. Therefore, a simple query matching approach is effective for
retrieving this sentence. The subsequent sentence that contains a perfect answer (i.e.,
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S#3), however, does not contain any terms that match the query. Compared to sen-
tences S#12 and S#6, sentence S#3 contains less semantically related terms to the
query. Therefore, it is less preferred by the MK+Sem system. We can see that sen-
tences S#12 and S#6 contain more terms that are related to the query term “doctors”,
such as “medicine”, “emergency”, “medical”, “nurse”, and “physicians”. In contrast,
MK+Sem+Con could retrieve sentence S#3 because it benefited from context infor-
mation. Sentence S#3 is retrieved because the preceding sentence (i.e., S#2) has a
perfect answer-relevance score. Sentences S#6 and S#12 are less favoured than sen-
tence S#3 by the MK+Sem+Con system because they are not surrounded by answer
sentences. In this case, context information helps the algorithm to retrieve more ac-
curate answer-bearing sentences in the document. The MK+Sem+Con summary is
assigned a ROUGE-2 score of 1.00 because it includes a ground truth answer that is
composed of sentences S#2 and S#3.
4.7 Further Investigation
A translation model has been exploited in some past work on answer retrieval (Jeon
et al., 2005a; Xue et al., 2008; Soricut and Brill, 2006) or answer re-ranking (Surdeanu
et al., 2008) for non-factoid questions. Jeon et al. (2005a) proposed a translation-based
retrieval model to order the question-answer pairs in CQA according to the probability
that the query is the translation of a particular question. Xue et al. (2008) further
enhanced the model by combining it with a query likelihood language model for the
answer part. Soricut and Brill (2006) also exploited a translation model as well as a
language model for answers; however, they used a straightforward product combination.
In contrast, Surdeanu et al. (2008) used translation probability as a feature for re-
ranking answers in CQA. These works have demonstrated the effectiveness of using a
translation model to help bridge the lexical chasm between the questions and answers.
Based on the effectiveness of a translation model reported in previous work, we per-
formed an additional experiment to incorporate a feature extracted from a translation
model into our approach. We wanted to investigate whether improvements to the result
described in Section 4.5 can be obtained by incorporating this feature. The result of
this investigation can complement our results above on the effectiveness of semantic
and context features in our task, which is associated to our RQ2. It demonstrates the
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strength of these features that is indicated by showing whether incorporating other
features (e.g. translation) can give significant improvement over the model learned us-
ing semantic and context features. Here, we adopted the approach of Surdeanu et al.
(2008) to incorporate a translation feature into a learning-to-rank model.
The statistical translation probabilities were estimated using Giza++.6 In the train-
ing process, one million question-answer pairs from Yahoo! Webscope L67 were used
as a parallel corpus. Answers were used as the source, and questions were used as the
target, following the setting of Soricut and Brill (2006). An IBM translation model 1
was adopted following some previous work (Soricut and Brill, 2006; Surdeanu et al.,
2008; Xue et al., 2008; Jeon et al., 2005a). The EM algorithm (Brown et al., 1993)
was applied to the training data to compute the translation table. The table consists
of the inverse translation probability P (q|a), which is the probability of the question
term given an answer. This is the probability that term q in the question part often
corresponds to (being a related question for) term a in the answer part.
The translation feature for each sentence S was generated using the below formula
given a query Q. It is mainly the total word-to-word translation probability that any
terms in the sentence is an answer for any terms in the query:
fTrans =
∑
q∈Q
∑
s∈S
P (q|s) (4.4)
where the translation probability P (q|s) is the probability that term q in the question
part often corresponds to (being a related question for) term s in the sentence. We
also performed a different training setting by changing the direction of the parallel
corpus, where questions were used as the source and answers were used as the target.
However, we found that the results generated by this setting are less effective than
those generated in the opposite setting described above.
In this experiment, the translation feature was incorporated into the MK, MK+Sem,
and MK+Sem+Con models. We wanted to investigate whether the translation feature
could improve each of these models. We chose to use the models that were learned
using the LambdaMART algorithm as they demonstrated the best accuracy in Section
4.5.2 described above. Further, we also combined the context features associated with
6http://code.google.com/p/giza-pp
7https://webscope.sandbox.yahoo.com/catalog.php?datatype=l
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Table 4.8: Summary accuracy by incorporating translation features
Feature Set R-1 R-2 R-SU4 NDCG@3 P@3
MK (†) 0.586 0.354 0.377 0.231 0.179
MK+Trans 0.598† 0.378† 0.400† 0.245† 0.199†
MK+Sem (†) 0.639 0.426 0.446 0.280 0.226
MK+Sem+Trans 0.649 0.440 0.460 0.297† 0.232
MK+Sem+Con (†) 0.661 0.466 0.484 0.340 0.268
MK+Sem+Con+Trans 0.664 0.466 0.485 0.338 0.271
MK+Sem+Con+Trans+ConTrans 0.649 0.446 0.466 0.329 0.261
Note: Significant differences with respect to the original model are marked as † (p < 0.05), as
measured by a two-tailed paired t-test.
the translation feature of the sentences that immediately precede or follow the current
sentence (i.e., ConTrans). This was conducted to examine whether or not the context
information associated with the translation is useful for extracting answer-biased sum-
maries. The result is displayed in Table 4.8.
As displayed in the table, the translation feature can give reasonable improvement
over the MK models. This is significant for all metrics, with a range of improve-
ment from 2.0%-10.8%. The score of MK+Sem+Trans also appears to be higher than
MK+Sem. This improvement, however, is only significant for the NDCG@3 score. In
contrast, incorporating the translation feature into the MK+Sem+Con model does not
yield a positive effect on the result. The score only changes slightly. Further, com-
bining the context features associated with the translation, ConTrans, decreases the
accuracy of the model. This highlights that the MK+Sem+Con is superior enough,
and the translation feature as well as its associated contexts are not able to improve
this model.
Now we are interested in combining the feature extracted from CQA resources as
described in Chapter 3 Section 3.3.1 with all features that we have so far. We wanted
to examine the extent to which the result will increase (or decrease) the accuracy of
MK+Sem+Con, which appears to be a strong model in the experiment described in
Section 4.4 above. Recall that as described in Section 3.2.2, there are 45 queries that
have related CQA content. Therefore, only the documents associated with these queries
that fulfill our requirement for this experiment were used.
We can see from Table 4.9 that incorporating the translation feature and its asso-
ciated contexts still does not lead to significant improvement. This confirms our result
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Table 4.9: Summary accuracy across different feature sets and learning models
Feature Set R-1 R-2 R-SU4 NDCG@3 P@3
MK+Sem+Con 0.646 0.441 0.463 0.315 0.248
MK+Sem+Con+Trans+ConTrans 0.653 0.449 0.469 0.315 0.247
MK+Sem+Con+Trans+ConTrans+Cqa+ConCqa 0.650 0.453 0.473 0.327 0.255
Note: Significant differences with respect to MK+Sem+Con are marked as † (p < 0.05), as measured by a
two-tailed paired t-test.
described above when using all documents in our dataset (i.e., documents associated
with 80 queries). Further, adding a CQA feature and its associated context seems to
produce higher scores in all metrics. However, none of these improvements are sta-
tistically significant. This result confirms our findings above that using semantic and
context features results in a strong model for generating answer-biased summaries.
4.8 Chapter Summary
We first examined the effectiveness of applying an existing factoid QA (Question An-
swering) method to non-factoid queries. The result shows that a state-of-the-art factoid
QA method using a neural network model is shown to be insufficient for generating ac-
curate answer-biased summaries for non-factoid queries. This confirms that our task
is challenging, and more sophisticated techniques are needed to bridge the lexical gap
between queries and document sentences.
Based on this result, the effectiveness of using semantic and context features to
tackle this issue is investigated. Results using three different learning models con-
sistently show that using semantic and context features can help to extract better
answer-biased summaries from documents. This confirms the effectiveness of these fea-
tures, which have been used in previous work on answer sentence retrieval (Yang et al.,
2016).
The correlation between the term-overlap-based and sentence-ranking-based mea-
sures adopted in this work is also calculated. We found here that there is a moderate
correlation between ROUGE and sentence ranking measures. This information could
be worth exploring to create a better learning-to-rank based technique for our task.
Upon further exploration, translation and CQA features were also investigated to
make further improvement over the model learned using semantic and context features.
The results show that, in general, incorporating these features (as well as their asso-
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ciated contexts) cannot give improvements over the result using semantic and context
features. This indicates that semantic and context features are effective in building a
strong model for generating answer-biased summaries.
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Chapter 5
Re-ranking Documents using
Answer-Biased Summaries
5.1 Introduction
Ranking documents in response to a query is a fundamental problem in Information
Retrieval (IR). A good ranking function is needed to enable users to satisfy their infor-
mation needs more quickly. An ideal ranking will position highly relevant documents
early in the result list and push non-relevant documents to lower ranks.
It has long been thought that combining document-level and passage-level evidence
is an effective retrieval approach (Callan, 1994; Wilkinson, 1994). Bendersky and Kur-
land (2008), for example, showed that combining evidence from the best-matching
passage in retrieved documents leads to increased retrieval effectiveness. There has
also been some evidence supporting the use of summaries as passage representations
to improve ad hoc retrieval (Sakai and Spa¨rck-Jones, 2001; Lam-Adesina and Jones,
2001; He et al., 2012). However, the baselines chosen in the aforementioned work were
not strong ranking models such as the Sequential Dependence Model (SDM) (Metzler
and Croft, 2005) and the Quality-biased SDM (QSDM) (Bendersky et al., 2011a). We
contend that it remains to be seen whether the use of passage information results in
high retrieval effectiveness.
In this chapter, we propose using answer-biased summaries (i.e., summaries that
are likely to bear answers to the query) to improve document ranking. We leverage
novel and existing features to estimate the quality of the summaries, and this evidence is
integrated into state-of-the-art ranking models (i.e., SDM and QSDM). Our intuition is
that the summaries of relevant documents are more likely to contain answers to a query
than those of non-relevant documents. Therefore, we hypothesize that answer-biased
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Figure 5.1: An example of questions from the CQA site, Yahoo! Answers, that are
related to the given query “dinosaurs”
summaries can be used to better indicate the relevance of documents.
We use an approach described in Chapter 3 to generate answer-biased summaries
from documents by using the related content from a CQA (Community Question An-
swering) site. Figure 5.1 displays an example of a broad set of information regarding
“dinosaurs” about which people have asked questions on a CQA site, namely Yahoo!
Answers.1 The corresponding CQA answers are then used to improve the creation of
answer-biased summaries from documents. While exploiting information from external
resources to improve ranking has been extensively explored (Diaz and Metzler, 2006;
Bendersky et al., 2012; Lee and Croft, 2013), to the best of our knowledge, no past work
has conducted studies using an external resource to improve the relevance estimate of
document summaries for ad hoc retrieval.
Our approach ideally offers the potential benefit of improving both search result
summaries (or snippets) and ranking simultaneously. The generated answer-biased
summaries can replace the existing query-biased summaries and provide additional
value by providing answers. Then, with the work described in this chapter, the answer-
biased summaries can also be used to improve document ranking. With this ideal con-
cept, this work gives a potential direction for producing an effective document ranking
that ranks relevant documents with a better quality of answer-biased summaries early
1http://answers.yahoo.com
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in the result list.
This chapter is organized as follows. The details of our ranking method using quality
features extracted from document summaries is explained in Section 5.2. Sections 5.3
and 5.4 describe the experiments and the results respectively. Section 5.5 provides a
further analysis. The discussion and summary of this chapter are presented in Sections
5.6 and 5.7.
5.2 Quality-Biased Ranking Using Document Summaries
Prior investigations into passage- and summary-level evidence were mostly conducted in
a mixture model framework. This is limited to combining retrieval scores, and it is not
ideal for incorporating multiple signals. In this work, our method is based on a learning-
to-rank approach using a set of quality features derived from document summaries
(i.e., answer-biased summaries). Note that it is possible to expand the quality-biased
ranking framework QSDM (Bendersky et al., 2011a) in our method by incorporating
Bendersky’s 10 quality features that were extracted from document content.
Figure 5.2 illustrates the steps of our ranking method. In step 1, the initial document
ranking was generated using a strong ranking model. Then, in step 2, the answer-biased
summaries of documents in the initial ranking were generated. Step 3 involved the
extraction of the quality features from the generated summaries. Finally in step 4, the
features were incorporated into a ranking function to re-rank documents in the initial
ranking. The following sub-sections detail the steps performed in our quality-biased
ranking method using document summaries.
5.2.1 Retrieving Initial Document Ranking
A ranked list of 100 Web documents was initially retrieved for each query using a strong
ranking function. In this work, we chose a smaller number of documents in the initial
ranking to speed up the re-ranking process; however, any other reasonable number of
documents should also be feasible. We chose SDM (Sequential Dependence Model)
retrieval (Metzler and Croft, 2005) to generate the initial ranking of Web documents,
since this ranking method has demonstrated state-of-the-art retrieval effectiveness over
large Web collections (Bendersky et al., 2010; Metzler and Croft, 2005). It models
term dependencies via Markov random fields by employing the text features of the
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Figure 5.2: A framework of quality-biased ranking using document summaries
occurrences of single terms, ordered phrases, and unordered phrases.
The ranking function in the SDM method is calculated using Equation 5.1 as follows:
score(Q,D) =
|Q|∑
i=1
λT fT (qi, D) +
|Q|−1∑
i=1
λOfO(qi, qi+1, D) +
|Q|−1∑
i=1
λUfU (qi, qi+1, D) (5.1)
where fT (qi, D), fO(qi, qi+1, D), and fU (qi, qi+1, D) are a feature function of single
terms, ordered phrases, and unordered phrases of queries respectively; and λT , λO,
and λU are free parameters that weight the features. We followed the configuration
parameters suggested in the original paper (λT , λO, λU ) = (0.85, 0.10, 0.05). fT (qi, D)
is the log likelihood of a single query term qi in document D, calculated using Equation
5.2; fO(qi, qi+1, D) is the log likelihood of ordered query phrases (qi, qi+1) in document
D, calculated using Equation 5.3; and fU (qi, qi+1, D) is the log likelihood of unordered
query phrases (qi, qi+1) in document D, calculated using Equation 5.4.
fT (qi, D) = log
[ tfqi,D + µ cfqi|C|
|D|+ µ
]
(5.2)
fO(qi, qi+1, D) = log
[ tf#1(qi,qi+1),D + µ cf#1(qi,qi+1)|C|
|D|+ µ
]
(5.3)
fU (qi, qi+1, D) = log
[ tf#uw8(qi,qi+1),D + µ cf#uw8(qi,qi+1)|C|
|D|+ µ
]
(5.4)
The details of the variables in the three equations above are as follows: tfqi,D and cfqi
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are the frequency of single term qi in document D and in the collection respectively;
tf#1(qi,qi+1) and cf#1(qi,qi+1) are the frequency of exact phrases “qi qi+1” in document
D and the collection respectively; tf#uw8(qi,qi+1),D and cf#uw8(qi,qi+1) are the frequency
of unordered phrases of qi and qi+1 within a window size of eight in document D and
the collection respectively; |D| and |C| are the total number of terms in document D
and the collection respectively; and µ is a smoothing parameter.
In this work, SDM retrieval is performed using the Indri2 search engine (version
5.9). The structured query language in Indri supports term proximities to apply the
SDM method. For each of the top 100 Web documents in the initial ranking, the raw
content was prepared and text fragments were extracted using a popular parsing tool
JSoup.3 The extracted texts were then piped into the Perl module Lingua4 for sentence
delimiting. Stopwords were removed using the INQUERY list (Allan et al., 2000), and
stemming was performed using the Krovetz stemmer. The INQUERY stoplist of 418
words has been widely used in previous work (Liu and Croft, 2002; Bendersky and
Croft, 2008; Bendersky et al., 2012; Chen et al., 2015a).
5.2.2 Generating Answer-Biased Summaries of Documents
This approach draws information from related CQA answers to induce summaries from
retrieved documents that are likely to contain answers to the query (i.e., answer-biased
summaries). This approach is essentially the AnswerOpt method described in Chapter
3. We chose to use the AnswerOpt method because, as demonstrated in Section 3.5.1, it
was the best performing system when using the title part of the query, as is commonly
used for ad hoc retrieval (Bu¨ttcher et al., 2006; Clarke et al., 2012).
In general, there are two main steps in the AnswerOpt algorithm. First, the related
CQA answers are used to improve the estimation of term relevance, analogous to an
estimation procedure in external expansion (Diaz and Metzler, 2006). Second, the
estimated term relevance is incorporated into an optimization-based summarization
algorithm to extract document sentences that best approximate the retrieved answer-
bearing content. Details about the AnswerOpt algorithm can be found in Chapter 3
Section 3.3.1.2. The length of summaries was set to 50 words, similar to the setting
2http://www.lemurproject.org/indri.php
3https://jsoup.org/
4http://search.cpan.org
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Table 5.1: List of quality features extracted from document summaries
Feature Definition
CQASum The score of a summary
CQAOverlap Bigram overlap between a summary and the corresponding
related CQA answers
AvgWordWeight The average word weight in a summary
NumSentences The number of sentences in a summary
QueryOverlap The number of query terms that appear in a summary
FracStops The fraction of terms in a summary that are in the stopword
list
StopCover The fraction of terms in the stopword list that appear in a
summary
AvgTermLen The average term length in a summary
Entropy Shannon entropy of the summary term distribution using
Maximum Likelihood estimates
used earlier in Chapter 3. An experiment involving varying the length of summaries in
our ranking method is described later in Section 5.5.4.
5.2.3 Extracting Quality Estimate Features from Document Summaries
A mix of novel and existing features were employed to estimate the quality of the
produced summaries. The complete list of features is presented in Table 5.1. These
features estimate summary quality in terms of answer-bearingness, indicativeness, in-
formativeness, readability, and cohesiveness.
• CQASum: The score of a summary. This feature is obtained from the result of
our summarization algorithm. Our summarization approach weights the words
based on the related CQA answers, and then selects a combination of sentences
that maximizes the coverage of important (i.e., answer-like) words. In our sum-
marization algorithm, summaries obtain a higher score if they cover many words
that indicate answers to the query. Therefore, this score indicates how much of
an answer is contained in the summary. This is our novel feature for estimating
the answer-bearingness level of a summary.
• CQAOverlap: Bigram overlap between a summary and the related CQA an-
swers. This is obtained by calculating a ROUGE-2 score between a summary and
its related CQA answers. Furthermore, scores for a document are aggregated us-
ing a maximum value. Information about the ROUGE measure was explained in
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more detail in Chapter 3 Section 3.3.4. Summaries that contain many term over-
laps with the CQA answers are expected to contain more information to answer
the query. This is also our novel feature for estimating the answer-bearingness
level of a summary.
• AvgWordWeight: The average word weight in a summary. In our summariza-
tion approach, words are assigned a high weight if they appear often in related
CQA answers. Therefore, words with a higher weight are assumed to be answer-
like words. If the average word weight in a summary is high, then the summary
is indicated to cover many answer-like words. This is also our novel feature for
estimating the answer-bearingness level of a summary.
• NumSentences: The number of sentences in a summary. Summaries with too
many short sentences are less likely to be relevant or informative. For example,
consider two summaries with the same length of 50 words: SA and SB. Summary
SA contains three sentences, and summary SB contains 10 sentences. Here, sum-
mary SA is expected to be more informative than summary SB because sentences
in the latter summary only consist of five words on average. Therefore, this novel
feature can be used to estimate the informativeness of a summary. In addition,
a summary that contains too many sentences tends to be more disjoint because
the location of those sentences in the document can be far away from each other.
As a result, the information in the summary does not flow well.
• QueryOverlap: Term overlap between a summary and a query. In previous
studies, a query overlap feature was calculated at the sentence level (Metzler and
Kanungo, 2008; Ageev et al., 2013) to generate query-biased summaries, and at
the summary level (Agichtein et al., 2006) to improve web search ranking. In
this work, this feature is calculated at the summary level. This indicates how
well the summaries cover the query. In other words, this feature estimates the
indicativeness of a summary to the query.
• FracStops: The fraction of terms in a summary that are in the stopword list. If
the summary contains too many stopwords, then it is less likely to be informative.
This feature has been used in previous work to indicate the quality of document
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content (Zhou and Croft, 2005; Bendersky et al., 2011a). In this work, we used
the INQUERY stopword list (Allan et al., 2000).
• StopCover: The fraction of terms in the stopword list that appear in a sum-
mary. This measures how well the summary text follows the term distribution
in standard text. This feature has been used in previous work to indicate the
quality of document content (Zhou and Croft, 2005; Bendersky et al., 2011a).
• AvgTermLen: The average term length in a summary. This was commonly
used in previous work as an estimate of content readability (Kanungo and Orr,
2009; Bendersky et al., 2011a).
• Entropy: The entropy of a summary. This feature estimates the cohesiveness of
content. Summaries with lower entropy are expected to be both more cohesive
and focused on a single topic. This feature has been used in previous work to
indicate the quality of document content (Bendersky et al., 2011a). This feature
is calculated as follows:
∑
w∈S
pS(w)logpS(w) (5.5)
where pS(w) is the probability of word w in the summary S. It is calculated
using a maximum likelihood estimate pS(w) =
tfw,S∑
wj∈S tfwj,S
. Here, tfw,S is the
term frequency of word w in the summary S and
∑
wj∈S tfwj ,S is the total number
of words in the summary S.
The first four features described above (i.e., CQASum, CQAOverlap, AvgWord-
Weight, and NumSentences) are our novel features for estimating the quality of sum-
maries. The last four features described above (i.e., FracStops, StopCover, AvgTermLen,
and Entropy) are adopted from document quality features in the QSDM (Bendersky
et al., 2011a) ranking framework. The use of the QSDM features is motivated by the
effectiveness of document quality features in QSDM ranking. We can only adopt these
four of Bendersky’s 10 features to work at a summary level because the remaining six
features can only work at a document level. For example, the FracAnchorText feature,
which is the fraction of anchor text in the page, can only be extracted from HTML
formatted documents. This information cannot be extracted from summaries because
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the summaries are plain text and therefore do not contain a “<a></a>” tag to iden-
tify the anchor text. A complete set of features used in QSDM ranking is described in
Section 5.3.2.4.
All of the above features, except CQAOverlap, can be applied to any summary in
general. When summaries are not generated using our methods described in Section
5.2.2, we can still employ the remaining eight features described above. The CQASum
feature, which is mainly a summary score, can be obtained using other approaches,
such as the average score of sentences in a summary or the total weight of words in
a summary. Later in Section 5.5, we demonstrate the extraction of these summary
quality features for existing query-biased summaries generated using a summarization
approach by Metzler and Kanungo (2008).
5.2.4 Ranking Documents using the Feature-based Linear Model
The proposed quality estimates are combined by using a feature-based linear ranking
model (see Eq. 5.6) to assign a final score to the document. The documents in the
initial ranking are then re-ranked based on this score. Previous work has used a similar
approach to combine features in a linear model (Metzler and Croft, 2005; Bendersky
et al., 2011a; Lee and Croft, 2013). In most cases, combining evidence from different
representations and different retrieval functions has been shown to be beneficial (Croft,
2002). As was done in the QSDM framework (Bendersky et al., 2011a), the SDM
retrieval score is also included in the model. Our linear ranking function using summary
quality features is described as follows:
score(Q,D) = λfSDM(Q,D) +
∑
j
λSj fSj(Q,D, S) (5.6)
where score(Q,D) is the new score assigned to the document D with respect to the
query Q based on the linear combination of features; fSDM is the function that returns
the SDM retrieval score; fSj is the function that returns the value of the j-th summary
quality feature; Q represent the queries; D represent the documents; S represents the
summaries; and λ and λSj are the weights of features, where λ+
∑
j λSj = 1;.
A Coordinate Ascent (CA) learning-to-rank algorithm is used to learn the optimal
weight for each of the features in the ranking function above. This algorithm has been
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shown to perform well in previous work (Metzler and Croft, 2007; Bendersky et al.,
2011a; Lee and Croft, 2013). The score given by the ranking function above is assigned
as the new score of a document. The documents in the initial ranking are then re-ranked
according to this score to produce the final ranking.
5.3 Experiments
A series of experiments was conducted to evaluate the effectiveness of the proposed
feature-based ranking model using quality features extracted from answer-biased sum-
maries. Section 5.3.1 describes the data and evaluation metrics used in our experiment.
Section 5.3.2 covers the details of our baseline methods, such as the passage-based lan-
guage model (Bendersky and Kurland, 2008), the summary-based language model (He
et al., 2012), the QSDM (Bendersky et al., 2011a) and external expansion (Diaz and
Metzler, 2006).
5.3.1 Setup
This section explains the test collections and evaluation metrics used in our experi-
ments.
5.3.1.1 Test Collections
Ranking experiments were conducted on two Web test collections, GOV2 and ClueWeb09B,
using the TREC (Text Retrieval Conference) Terabyte track 2004–2006 and the Web
track 2009–2012 “title” topics respectively. The GOV2 collection was used in the Ter-
abyte track. Detailed information on the GOV2 collection was described in Chapter
3 Section 3.2.1. The ClueWeb09B collection was used in the Web track that was held
to explore the retrieval technology over Web data (Clarke et al., 2012). This collection
was crawled in January and February 2009 from the Web.
ClueWeb09B is more likely to contain spam pages than GOV2 data. It is because
that collection comes from the entire indexed web collection. This is in contrast to the
GOV2 data, which was collected only from a trusted domain “.gov” (see the explanation
for this in Chapter 3 Section 3.2.1). Therefore, to test the effectiveness of our methods
on a dataset with a low probability of spam pages, we also conducted our experiments
using spam-filtered dataset in addition to the original dataset. Testing on this spam-
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Table 5.2: Test collections in our experiments
Collection Topics # Docs
GOV2 TREC Topics 701–850 25,205,179
ClueWeb09B TREC Web Topics 1–200 50,066,642
ClueWeb09B with spam filter TREC Web Topics 1–200 29,038,219
filtered dataset is important to demonstrate that our proposed ranking methods do
not only work to push spam pages down in the ranking, but they can also work well
on a dataset with good quality documents. Since GOV2 originates from a trusted
domain, a spam filter technique is not expected to produce a significant relevance gain
on this dataset. Therefore, it is only relevant to apply a spam filter technique to the
ClueWeb09B data.
A spam filter technique was implemented following Bendersky et al. (2011a) and
Cormack et al. (2011) when indexing ClueWeb09B. We removed spam webpages with
a score less than 70. This setting greatly reduced the percentage of spam documents
(Zuccon et al., 2011). Here, we removed roughly 21 million documents in the dataset.
An overview of all test collections used in our experiments is provided in Table 5.2.
All collections were indexed using the Indri5 search engine (version 5.9). During index-
ing, the documents were stemmed using a Krovetz stemmer without removing stop-
words.
5.3.1.2 External CQA Resources
The external CQA data were obtained from a leading CQA site, Yahoo! Answers (YA).
We submitted our queries to the YA search engine on 16th-17th October 2016, and we
took the best answer for each of the top 10 matching questions. In YA, the best answer
for each question is chosen directly by the people who post the question.6 Our decision
to use only the best answer for each question is to ensure high quality information. The
choice to use 10 related CQA answers per query is justified based on the result of an
initial experiment, where we tried using 1, 5, 10, 20, 50, and 100 answers, and found
that in most cases, using a number in the range of 10 to 100 answers tends to yield
the most effective results according to several retrieval metrics used in this work (see
Section 5.5.4.2 for more details).
5https://www.lemurproject.org/indri/
6http://yahooanswers.tumblr.com/post/80173794953/important-changes-to-answers
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The average number of related CQA answers per query in GOV2 and ClueWeb09B
data are 9.52 and 9.74 (maximum of 10), respectively. There are three GOV2 queries
(QID 703, 769, and 816) and five ClueWeb09B queries (QID 95, 100, 138, 143, and
146) that do not have any matching CQA questions. Since the purpose of this work
is to investigate how external evidence from CQA resources can be used to enhance
summaries for ad hoc retrieval, we removed these eight queries from our experiments.
It is important to note that this removal of queries that do not have related CQA
answers was applied to all ranking systems that are used in the following experiments.
We consequently ensure that fair comparisons are guaranteed in our experiment.
The issue regarding the unavailability of related CQA answers for some queries is
worth exploring in future work. When this case occurs, we may, for example, decide
to apply an existing strong ranking model that does not exploit CQA resources (e.g.,
QSDM (Bendersky et al., 2011a)).
5.3.1.3 Learning Process
For each system tested in this experiment, a Coordinate Ascent (CA) learning-to-rank
algorithm was employed to learn the model. More specifically, the algorithm estimates
the most optimal weight of each of the features that are linearly combined in the ranking
function. This algorithm was used because of its effectiveness, which was shown in
previous work (Metzler and Croft, 2007; Bendersky et al., 2011a; Lee and Croft, 2013).
Other non-linear models, such as GBDT and LambdaMART were also tested in our
preliminary experiments, but they consistently under-performed compared with CA.
Based on this result, CA is chosen as our learning algorithm in this work. We used the
implementation of the CA algorithm in the RankLib7 tool (version 2.5).
A 10-fold cross validation was performed in each system tested in this experiment to
tune the optimal parameters in the ranking function. We chose to optimize NDCG@20
throughout the experiments as it gives the best performance in terms of both precision-
and recall-oriented metrics.
7https://sourceforge.net/p/lemur/wiki/RankLib/
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5.3.1.4 Evaluation Metrics
To obtain a broader understanding of the effectiveness of the proposed method, six
evaluation metrics are reported in this study. Top-k effectiveness as the focus of web
searches is represented by NDCG@10, NDCG@20, P@10, and P@20. The metric MRR,
which is widely used in web question answering, is also included. Additionally, we report
MAP@100, since our ranking experiment is limited to the top 100 initially retrieved
documents. Recall that NDCG@k and P@k were also used in Chapter 4 to evaluate our
summarization method that uses a sentence ranking approach. However, k was set to
three to measure the retrieval of the top three sentences that compose a summary. All
statistical tests that are reported in our experiments are computed using a two-tailed
paired t-test with a 0.05 significance level.
5.3.2 Baselines
Several strong ranking baselines were selected and implemented in our experiments to
examine the effectiveness of our proposed ranking methods. First, the SDM (Metzler
and Croft, 2005) method that is used to produce the initial document rankings. The
comparison with this method gives information on the changes in retrieval effectiveness
from the initial document ranking. Second, the ranking methods that also use doc-
ument passages or summaries, such as the passage-based language model (Bendersky
and Kurland, 2008) and the summary-based language model (He et al., 2012). These
baselines allow us to test how effective our methods are in comparison to some existing
ranking methods that also use passage level information.
Third, the ranking method that uses CQA resources to perform the external expan-
sion approach by Diaz and Metzler (2006). This baseline is used to test the effectiveness
of our rankings that also use external CQA resources, but for the purpose of generating
answer-biased summaries. This comparison enables us to test our method against the
ranking that also uses the same external CQA resources, but using the query expansion
approach.
Fourth, the quality-biased SDM (QSDM) ranking (Bendersky et al., 2011a). This
baseline enables us to compare our method against a state-of-the-art ranking method
that has been shown to be superior to ranking methods that use content-based and
link-based features.
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The following sub-sections detail our baselines: the passage-based language model,
the summary-based language model, external expansion, and the QSDM baselines. The
details of the SDM method, which is used to generate the initial ranking, was explained
earlier in Section 5.2.1.
5.3.2.1 Passage Language Model (MSP[length])
Bendersky and Kurland (2008) proposed a language modelling approach that incorpo-
rates the best-matching passage in the document into the final ranking. They used
a range of document homogeneity estimates to determine the mixture weight. This
algorithm was referred to in the original paper as MSP (Max-Scoring Passage). One
top-performing variant of these estimates, called MSP[length], was implemented in our
experiments to represent this passage-based approach. In MSP[length], the document
homogeneity is estimated based on the distribution of the document length |d|:
h[length] = 1− log |d| −mind′ log |d
′|
maxd′ log |d′| −mind′ log |d′| (5.7)
This passage language model is defined as follows:
p(Q) =
∏
t∈Q
[((1− λD − λC) pG(t) + λD pD(t) + λC pC(t)] (5.8)
where pG(t), pD(t), and pC(t) represent the passage, the document, and the collec-
tion language models, respectively (estimated using maximum likelihood), and λD and
λC are the mixture weights. Following the original setting, our implementation sets
λD = (1 − λC)h[length] and fine-tunes λC to optimize the retrieval effectiveness. The
parameters are optimized directly on test collections that are used in our experiments.
This setting gives an advantage to this baseline, which may result in a higher retrieval
effectiveness.
5.3.2.2 Summary Language Model (SUM)
This baseline incorporates query-biased summaries as an additional representation into
the ranking function. He et al. (2012) implemented a strong baseline called SUM, using
the query-biased summaries generated by the MEAD summarizer (Radev et al., 2004)
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to compute the following summary-based language model:
p(Q) =
∏
t∈Q
[αpS(t) + β pS(t) + (1− α− β) pC(t)] (5.9)
where pD, pS , and pC represent the document, the summary, and the collection mod-
els, respectively (estimated using maximum likelihood), and α and β are the mixture
weights. This simple approach achieved comparable retrieval effectiveness to the more
sophisticated GBDT method (He et al., 2012).
The summaries were generated by using the Centroid, Position, Length, and QueryCo-
sine features from the MEAD package and the default weightings to generate a three
sentence summary for each document. The performance of the mixture model was
optimized via a grid search over α and β. The parameters were optimized directly on
test collections that are used in our experiments. This setting gives an advantage to
this baseline, which may result in a higher retrieval effectiveness.
5.3.2.3 External Expansion (EE)
External expansion (Diaz and Metzler, 2006) is a standard pseudo-relevance feedback
approach for expanding queries using external corpora. It is based on the Relevance
Language Model (Lavrenko and Croft, 2001) that builds a query model based on top-
ranked documents. While the relevance model only takes into account the target collec-
tion, an external expansion approach extends it by incorporating evidence from other
information resources. This approach is generally considered to be an effective ex-
pansion method when external resources are available (Diaz and Metzler, 2006). As
external CQA resources are involved in our method to generate summaries, it is rea-
sonable to employ external expansion to strengthen the baseline effectiveness.
In this baseline method, the feedback was obtained from related CQA answers. The
number of feedback documents (i.e., CQA answers) was set to 10 in our experiment to be
comparable with our ranking methods. The number of feedback terms and the mixture
ratio λ were learned on the target test collections via 100 rounds of randomized searches
over randomly re-sampled train/test (50%-50%) query splits. The best parameters were
then applied to the entire set to generate the retrieval scores. Given a query Q, the
externally expanded query model θQ is essentially a mixture of the original model θ˜Q
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and the expanded relevance model θˆQ–mixture of relevance model (EE). The externally
expanded query model is estimated as follows:
P (w|θQ) = λP (w|θ˜Q) + (1− λ)P (w|θˆQ). (5.10)
P (w|θ˜Q) = fw,Q|Q| (5.11)
P (w|θˆQ) = 1|R|
∑
FD∈R
P (w|θFD)P (Q|θFD). (5.12)
where w is a term in the feedback documents; P (w|θQ), P (w|θ˜Q), and P (w|θˆQ) are
the probability distributions of term w in the externally expanded query model θQ, the
original query model θ˜Q, and the expanded relevance model θˆQ respectively; fw,Q is
the frequency of term w in query Q; |Q| is the number of terms in query Q; |R| is the
number of feedback documents; θFD is the language model of the feedback document;
and P (w|θFD) and P (Q|θFD) are the likelihood of term w and query |Q| respectively
in the feedback documents. Note that in this baseline, the feedback documents are
essentially the related CQA answers.
First, the P (w|θˆQ) scores were calculated for all terms in the feedback documents
using Equation 5.12. The top-k terms with the highest scores were used as expan-
sion terms. Then, the P (w|θQ) scores were calculated for all terms in the expanded
query using Equation 5.10. Finally, the documents in the initial ranking were ranked
according to query likelihood as follows:
score(Q,D) =
∑
w∈Q
P (w|θQ) logP (w|D). (5.13)
5.3.2.4 Quality-Biased Ranking (QSDM)
The quality-biased ranking method (Bendersky et al., 2011a) has been shown to be
superior to the content-based method (i.e., SDM) and the link-based method (i.e.,
PageRank). To the best of our knowledge, no previous work has reported superior
performance to QSDM ranking. We reviewed the 82 papers8 in Google Scholar that
cited the original paper, and none of them reported superiority over QSDM ranking. To
be more specific, none of them even used the QSDM method as their baseline system.
8https://scholar.google.com.au/scholar?cites=7436219023521703925&as_sdt=2005&sciodt=
0,5&hl=en accessed: 8th October 2017
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The QSDM ranking method uses 11 features in total. They are composed of the
SDM retrieval score and 10 quality features derived from the content of Web documents
as follows:
• NumVisTerms : The number of visible terms in the document.
• NumTitleTerms : The number of terms in the <title> field.
• AvgTermLen : The average length of visible terms in the document.
• FracAnchorText : The fraction of anchor text in the document.
• FracVisText : The fraction of visible text in the document.
• Entropy : The entropy of the document content.
• FracStops : The stopword/non-stopword ratio.
• StopCover : The fraction of stopword terms that appear in the document.
• UrlDepth : The depth of the URL path.
• FracTableText : The fraction of table text in the document.
This method employs a linear combination of the SDM score and 10 web document
quality features, as described in Equation 5.14. This linear framework for combining
the features is similar to our ranking function that is described earlier in Equation
5.6. While the QSDM uses document quality features, our method exploits summary
quality features.
score(Q,D) = λfSDM(Q,D) +
∑
j
λDj fDj (Q,D) (5.14)
Here, fSDM is the function that returns the SDM retrieval score; fDj is the function that
returns the value of the j-th document quality feature; D represents the documents; Q
represents the queries; and λ and λDj are weights of the features, where λ+
∑
j λDj = 1.
The optimal value of λ and λDj parameters are learned in the training process using a
10-fold Cross Validation (CV). This setting is similar to the one applied to our ranking
methods, as described in Section 5.3.1.3 above.
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Table 5.3: Retrieval effectiveness in comparison to the initial ranking
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
SDM(†) 0.4769 0.4751 0.5694 0.5469 0.7763 0.1802
SDM+AS 0.5266† 0.5200† 0.6354† 0.5980† 0.8370† 0.1999†
ClueWeb09B
SDM(†) 0.1669 0.1871 0.2554 0.2708 0.2986 0.0959
SDM+AS 0.2827† 0.2808† 0.3856† 0.3603† 0.5548† 0.1254†
ClueWeb09B SDM(†) 0.2542 0.2462 0.3682 0.3321 0.5010 0.1053
w/ spam filter SDM+AS 0.3062† 0.2913† 0.4236† 0.3723† 0.5979† 0.1198†
Note: Significant differences with respect to baseline SDM are indicated using † for p < 0.05.
5.4 Results
This section describes the results of our re-ranking experiments using the quality fea-
tures derived from answer-biased summaries (denoted as AS). The results of our ap-
proaches are compared to the initial SDM ranking, the ranking methods using pas-
sages/summaries, ranking using external expansion, and the quality-biased ranking
using quality features derived from documents (i.e., QSDM).
5.4.1 Comparison to Initial SDM ranking
The effectiveness of our method against the SDM method that was used to produce
the initial ranking is displayed in Table 5.3. Our ranking method that combines the
features extracted from answer-biased summaries (AS) with the SDM score is denoted
by “SDM+AS”. The best result in each metric on each dataset is printed in boldface.
For all datasets, our method SDM+AS can significantly improve the initial SDM
ranking in all retrieval metrics. For the GOV2 data, the range of improvement over
the SDM is 7.8%-11.6%. For ClueWeb09B, the improvements are considerably higher,
with a range between 30.8%-85.8%. It is important to note that the SDM is often used
as a competitive baseline in some previous work on ad hoc retrieval (Bendersky et al.,
2010, 2011a; Bendersky and Croft, 2008). Therefore, this result shows the effectiveness
of our quality features derived from answer-biased summaries.
The level of improvement for ClueWeb09B is much higher than for GOV2. This can
be explained by the fact that the quality of documents in ClueWeb09B is much more
diverse as they originate from the entire Web. Here, the summary quality features work
better at identifying the relevance of documents because the summaries of low-quality
documents tend to be different than those of high-quality. The documents in GOV2, on
the other hand, are more homogenous and are not expected to contain a lot of spam or
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low-quality documents (see Section 5.3.1.1 for more details). Some previous work has
shown only a limited improvement on GOV2 data (Zhou and Croft, 2005; Bendersky
et al., 2010; Bendersky and Croft, 2008). Therefore, it is important to highlight that
despite these characteristics of the GOV2 dataset, our summary quality features still
perform well, which enables the SDM+AS system to significantly improve the SDM
ranking.
When the spam pages in the ClueWeb09B dataset are filtered out, the improvement
level decreases. This is because the difference in summary quality between documents
in this filtered dataset is not as large as that in the original dataset that contains
a lot of spam or low quality pages. Therefore, it is more difficult for the summary
quality features to distinguish the relevance of documents. The range of improvement
in this spam-filtered dataset is 10.8%-16.0%. Significant differences against the SDM
are notably observed for all retrieval scores. This result confirms that our summary
quality features do not merely work as a spam filter. Instead, they can perform well
on the dataset with high-quality documents in general.
5.4.2 Comparison to Rankings Using Passages/Summaries
Table 5.4 displays the effectiveness of our ranking methods in comparison to the base-
line rankings that use passages/summaries: MSP and SUM. Our ranking methods are
boldfaced in the table. We also experimented with combining the scores given by
the baselines MSP and SUM with the SDM retrieval score. The resulting systems are
SDM+MSP and SDM+SUM, respectively. We wanted to investigate whether this com-
bination can enhance the original baseline methods. This combination has not been
investigated in previous work, and therefore, it is a contribution of our work. In the
table, the best result for each metric on each dataset is boldfaced.
We can see that the baseline rankings MSP and SUM have very low effectiveness. In
general, they cannot improve the initial SDM ranking. With regard to the GOV2 data,
their results are significantly inferior to the SDM method for all metrics. This case is
also observed for the ClueWeb09B data, with and without a spam filter, for most of
the metrics reported in the table. This confirms our motivation described earlier that
the use of passages/summaries to produce high retrieval effectiveness remains worth
exploring.
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Table 5.4: Retrieval effectiveness in comparison to the rankings using pas-
sages/summaries
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
SDM(†) 0.4769∗ 0.4751∗ 0.5694∗ 0.5469∗ 0.7763∗ 0.1802∗
MSP() 0.3836 0.4029 0.4857 0.4881 0.6611 0.1687∗
SUM(∗) 0.3736 0.3897 0.4741 0.4701 0.6373 0.1602
SDM+MSP 0.4826∗ 0.4745∗ 0.5782∗ 0.5422∗ 0.7696∗ 0.1805∗
SDM+SUM 0.4741∗ 0.4749∗ 0.5680∗ 0.5500∗ 0.7729∗ 0.1805∗
SDM+AS 0.5266†∗ 0.5200†∗ 0.6354†∗ 0.5980†∗ 0.8370†∗ 0.1999†∗
ClueWeb09B
SDM(†) 0.1669 0.1871 0.2554 0.2708∗ 0.2986∗ 0.0959∗
MSP() 0.1663 0.1750 0.2282 0.2356 0.3499† 0.0862
SUM(∗) 0.1701 0.1779 0.2441 0.2438 0.3658† 0.0874
SDM+MSP 0.1950 0.1895 0.2667 0.2454 0.3853† 0.0876
SDM+SUM 0.2032†∗ 0.1917 0.2908∗ 0.2521 0.4077† 0.0905
SDM+AS 0.2827†∗ 0.2808†∗ 0.3856†∗ 0.3603†∗ 0.5548†∗ 0.1254†∗
SDM(†) 0.2542∗ 0.2462∗ 0.3682∗ 0.3321∗ 0.5010∗ 0.1053∗
MSP() 0.2041 0.2037∗ 0.2856 0.2723 0.4492 0.0889
ClueWeb09B SUM(∗) 0.1809 0.1795 0.2708 0.2533 0.4244 0.0847
w/ spam filter SDM+MSP 0.2535∗ 0.2469∗ 0.3656∗ 0.3328∗ 0.4989∗ 0.1054∗
SDM+SUM 0.2499∗ 0.2409∗ 0.3631∗ 0.3267∗ 0.4952∗ 0.1047∗
SDM+AS 0.3062†∗ 0.2913†∗ 0.4236†∗ 0.3723†∗ 0.5979†∗ 0.1198†∗
Note: Significant differences with respect to baselines SDM/SDM+MSP/SDM+SUM are indicated using †//∗ for
p < 0.05.
The enhanced baselines SDM+MSP and SDM+SUM are shown to be more effec-
tive than the original ones. On the GOV2 data, incorporating the SDM scores leads
to significant improvements over the original MSP and SUM methods in all metrics.
On ClueWeb09B, such improvements are also obtained in some metrics. For exam-
ple, SDM+MSP is superior to MSP for P@10 scores. Furthermore, on the spam-
filtered ClueWeb09B data, the improvement occurs in all cases except MRR. The
scores of SDM+MSP and SDM+SUM can also improve the SDM in a few cases for the
ClueWeb09B data without spam filtering. An improvement is measured for SDM+MSP
on the MRR metric, as well as for SDM+SUM on the NDCG@10 and MRR metrics.
This indicates that our enhancement to combine the SDM score with the original doc-
ument score of MSP and SUM is effective in producing better ranking systems.
Our ranking method that uses summary quality features, SDM+AS, can easily sur-
pass the MSP and SUM baselines. The range of improvement over MSP and SUM
for the GOV2 data are 18.5%-37.3% and 24.8%-41.0% respectively. The corresponding
improvements for the ClueWeb09B data are 45.5%-70.0% and 43.5%-66.2% for the orig-
inal data; and 33.1%-50.0% and 40.9%-69.3% when using spam filtering. Here, the level
of improvement for the spam-filtered data is lower than the original ClueWeb09B data.
The explanation for this result is similar to that described in Section 5.4.1 above. In ad-
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Table 5.5: Retrieval effectiveness in comparison to the ranking using external resources
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
SDM(†) 0.4769 0.4751 0.5694 0.5469 0.7763 0.1802
GOV2 EE() 0.4621 0.4585 0.5673 0.5327 0.7402 0.1762
SDM+EE 0.5189† 0.5057† 0.6129† 0.5738† 0.8220† 0.1879†
SDM+AS 0.5266† 0.5200† 0.6354† 0.5980† 0.8370† 0.1999†
SDM+AS+EE 0.5339† 0.5204† 0.6490† 0.5997† 0.8131† 0.1971†
SDM(†) 0.1669 0.1871 0.2554 0.2708 0.2986 0.0959
ClueWeb09B EE() 0.2506† 0.2545† 0.3579† 0.3403† 0.4998† 0.1185†
SDM+EE 0.2548† 0.2584† 0.3574† 0.3408† 0.5070† 0.1185†
SDM+AS 0.2827† 0.2808† 0.3856† 0.3603† 0.5548† 0.1254†
SDM+AS+EE 0.2998† 0.2915† 0.4108† 0.3705† 0.5538† 0.1297†
SDM(†) 0.2542 0.2462 0.3682 0.3321 0.5010 0.1053
ClueWeb09B EE() 0.2447 0.2427 0.3477 0.3218 0.5157 0.1033
w/ spam filter SDM+EE 0.2880† 0.2736† 0.4021† 0.3590† 0.5619† 0.1136†
SDM+AS 0.3062† 0.2913† 0.4236† 0.3723† 0.5979† 0.1198†
SDM+AS+EE 0.3096† 0.2939† 0.4287† 0.3779† 0.6020† 0.1205†
Note: Significant differences with respect to baselines SDM/EE are indicated using †/ for p < 0.05.
dition, our method SDM+AS can also significantly outperform the enhanced baselines
SDM+MSP and SDM+SUM. This case is observed in all metrics for all datasets. The
results described in this section show that our method using summary quality features
is more effective than the existing ranking methods that also use passages/summaries.
5.4.3 Comparison to Ranking Using External Resources from CQA
Table 5.5 displays the retrieval effectiveness of our methods in comparison to the base-
line ranking that also exploits the external resources from CQA (i.e., EE). Our ranking
methods and the best result for each metric on each dataset are boldfaced in the table.
We also investigated combining the document scores given by the EE method with
the SDM scores, which results in SDM+EE. Here, we wanted to investigate whether
this combination can improve the original baseline method. We were also curious to
examine the effectiveness of combining external expansion scores (EE scores) into our
method SDM+AS. Therefore, the SDM+AS+EE combination was also tested in our
experiment. No previous work has explored the combination of external expansion
scores with SDM scores in a learning-to-rank style. Therefore, this combination is also
a new contribution in this work.
On the GOV2 data, the baseline ranking EE, which uses similar external resources
from CQA as our method, is shown to have comparable scores to the initial SDM
ranking. EE appears to be more effective on ClueWeb09B data, in which it could
significantly improve SDM ranking in all metrics. However, on ClueWeb09B data with
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spam filters, the effectiveness of EE decreases–in this case, it is just as effective as the
SDM.
Combining SDM scores with EE scores is shown to be effective on both the GOV2
and the spam-filtered ClueWeb09B data. It results in significant improvements over
the original method EE in all cases. It also enables the resulting system to surpass the
SDM method in all metrics, which cannot be achieved by the EE system alone.
In general, our method SDM+AS demonstrates better retrieval effectiveness than
the EE baseline. On the GOV2 data, SDM+AS surpasses EE by a wide margin, and
this is significant for all metrics reported in the table. The range of improvement is
12%-14%. On the ClueWeb09B data, the result of SDM+AS can also outperform EE
in NDCG@10 and NDCG@20 scores. When spam is filtered, the improvement level
increases to 15.7%-25.1%. For all datasets, the highest improvement of SDM+AS over
EE is observed on NDCG@10 with a 14.0%, 12.8%, and 25.1% increase in GOV2,
ClueWeb09B, and spam-filtered ClueWeb09B data respectively. The result of this ex-
periment shows that our ranking method using summary quality features is more ef-
fective than the existing ranking method that also uses similar external resources from
CQA.
Further combining EE scores into the SDM+AS method boosts retrieval scores in
all datasets. The result of this combination, i.e., SDM+AS+EE, achieves the best
score in most of the metrics. This combination on ClueWeb09B data gives significant
improvements over the EE baseline in all metrics. We can see from the table that
SDM+EE alone cannot give significant improvement to EE, and SDM+AS can outper-
form EE on NDCG metrics only. Therefore, the result of SDM+AS+EE shows that
the combination of EE scores with the summary quality features (AS) is effective for
improving retrieval effectiveness.
5.4.4 Comparison to Quality-biased Ranking
The effectiveness of our methods in comparison to the state-of-the-art quality-biased
ranking QSDM is presented in Table 5.6. Our ranking methods and the best result for
each metric on each dataset are boldfaced in the table.
In general, we combined the features extracted from answer-biased summaries (i.e.,
AS) with SDM and QSDM ranking. Based on the good result obtained in the above
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Table 5.6: Retrieval effectiveness in comparison to the ranking using document quality
features (QSDM)
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP
GOV2
SDM(†) 0.4769 0.4751 0.5694 0.5469 0.7763 0.1802
QSDM() 0.5127† 0.5022† 0.6197† 0.5759† 0.8174† 0.1919†
SDM+EE 0.5189† 0.5057† 0.6129† 0.5738† 0.8220† 0.1879†
SDM+AS 0.5266† 0.5200† 0.6354† 0.5980† 0.8370† 0.1999†
SDM+AS+EE 0.5339† 0.5204† 0.6490† 0.5997† 0.8131† 0.1971†
QSDM+EE 0.5295† 0.5184† 0.6422† 0.5895† 0.8229† 0.1938†
QSDM+AS 0.5381† 0.5212† 0.6381† 0.5874† 0.8322† 0.1994†
QSDM+AS+EE 0.5449† 0.5336† 0.6497† 0.6075† 0.8323† 0.2010†
ClueWeb09B
SDM(†) 0.1669 0.1871 0.2554 0.2708 0.2986 0.0959
QSDM() 0.2583† 0.2602† 0.3626† 0.3390† 0.4904† 0.1159†
SDM+EE 0.2548† 0.2584† 0.3574† 0.3408† 0.5070† 0.1185†
SDM+AS 0.2827† 0.2808† 0.3856† 0.3603† 0.5548† 0.1254†
SDM+AS+EE 0.2998† 0.2915† 0.4108† 0.3705† 0.5538† 0.1297†
QSDM+EE 0.2862† 0.2753† 0.3908† 0.3528† 0.5409† 0.1225†
QSDM+AS 0.3076† 0.2959† 0.4195† 0.3733† 0.5777† 0.1308†
QSDM+AS+EE 0.3114† 0.3013† 0.4226† 0.3815† 0.5828† 0.1317†
SDM(†) 0.2542 0.2462 0.3682 0.3321 0.5010 0.1053
QSDM() 0.2735 0.2639† 0.3938† 0.3467 0.5224 0.1094
SDM+EE 0.2880† 0.2736† 0.4021† 0.3590† 0.5619† 0.1136†
ClueWeb09B SDM+AS 0.3062† 0.2913† 0.4236† 0.3723† 0.5979† 0.1198†
w/ spam filter SDM+AS+EE 0.3096† 0.2939† 0.4287† 0.3779† 0.6020† 0.1205†
QSDM+EE 0.3001† 0.2815† 0.4108† 0.3562† 0.5701† 0.1162†
QSDM+AS 0.3041† 0.2885† 0.4313† 0.3767† 0.5889† 0.1176†
QSDM+AS+EE 0.3092† 0.2968† 0.4251† 0.3831† 0.5911† 0.1204†
Note: Significant differences with respect to baselines SDM/QSDM are indicated using †/ for p < 0.05.
section, we also considered to combine the EE score into ranking functions. There
are three variants of each SDM and QSDM combination. The variants of the SDM
combination, i.e., SDM+EE, SDM+AS, and SDM+AS+EE, are as described in the
above section. The variants of the QSDM combination are obtained by incorporating
the EE score only, the AS features only, and both the EE score and AS features,
with the 11 features used in QSDM ranking (see Section 5.3.2.4). They result in the
QSDM+EE, QSDM+AS, and QSDM+AS+EE systems, respectively. By incorporating
these features into QSDM ranking, we want to examine whether this combination can
improve the original QSDM.
Compared to all the baselines described earlier, we can see from the table that
the QSDM is the strongest baseline in our experiments. On GOV2 and original
ClueWeb09B data, the QSDM system gives significant improvement over SDM ranking
in all reported metrics. While on spam-filtered data, the improvement is significant for
NDCG@20 and P@10. This result highlights the superiority of the QSDM baseline.
The SDM+EE combination, which essentially consists of two features, managed to
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achieve comparable performance with the QSDM. This points out the success of the
combination of these two features. The QSDM+EE combination is further shown to
perform better, enabling significant improvements over QSDM on both ClueWeb09B
data in most of the cases. This shows that our combination of EE scores and QSDM
features are effective in improving the strong ranking model QSDM.
Combining AS features into SDM ranking is shown to produce stronger retrieval
systems. On GOV2 data, the SDM+AS can significantly outperform the QSDM in
P@20 and MAP scores. This effectiveness gain is also observed on the ClueWeb09B
data with and without the spam filter. In the original ClueWeb09B data, significant im-
provement is encountered in NDCG@20, MRR, and MAP scores. Furthermore in spam
filtered data, the performance level is higher, and significant differences are observed
in all reported metrics.
When AS features are combined into QSDM ranking, further improvement in re-
trieval gain is obtained. Significant increases over the QSDM are found in more cases.
On GOV2 data, QSDM+AS is superior to the QSDM in NDCG@10, NDCG@20, and
MAP scores, respectively by 5.0%, 3.9%, and 3.8%. Furthermore, on ClueWeb09B data
without and with a spam filter, QSDM+AS achieves superiority over the QSDM in all
metrics. On ClueWeb09B data, the outperforming level in NDCG@10, NDCG@20,
P@10, P@20, MRR, and MAP scores are respectively 19.1%, 13.7%, 15.7%, 10.1%,
17.8%, and 12.9%. While on spam filtered data, the respective improvements are
19.6%, 17.2%, 17.1%, 13.4%, 17.5%, and 11.7%. This result demonstrates that the
AS features can benefit even the strong ranking model QSDM. Note that no previous
work has reported a significant improvement over QSDM ranking. This confirms the
effectiveness of our summary quality features for improving retrieval effectiveness.
Combining the EE scores into SDM+AS and QSDM+AS is shown to be beneficial.
The resulting systems consistently achieve better retrieval effectiveness than the orig-
inal systems without such a combination. On GOV2 data, both SDM+AS+EE and
QSDM+AS+EE can outperform the QSDM in all cases except MRR. Here, the num-
ber of significant improvement cases for these systems are higher than the respective
systems without the EE combination. On ClueWeb09B, with and without the spam
filter, both SDM+AS+EE and QSDM+AS+EE systems can improve the QSDM in
all cases. The outperforming levels are higher compared with the respective systems
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without EE combination.
5.5 Further Analyses
This section describes further analysis in this work: the importance of our features
in each dataset, the effect of extracting our features from different summaries (e.g.,
query-biased summaries), the effect of using a locally-indexed CQA data, and the ef-
fect of varying the parameter values in our method. This investigation is related to our
proposal of using quality features from answer-biased summaries as described in RQ3.
Feature importance analysis can help to understand the significance of our summary
quality features in improving the ranking. Extracting our quality features from differ-
ent summaries can demonstrate how effective our ranking method is when an existing
summarization algorithm is applied (as opposed to our answer-biased summarization
algorithm). Using a locally-indexed CQA data allows us to show the performance of our
method when the coverage of CQA content is not guaranteed. At last, varying param-
eter values can demonstrate the effectiveness of our method across different parameter
settings.
5.5.1 Feature Importance
An ablation analysis was conducted to examine the relative importance of the features
used in our ranking method. The QSDM+AS+EE system is chosen in this analysis
as it gives the best performance according to our results displayed in Section 5.4.4
above. In this experiment, we removed one feature at a time from the QSDM+AS+EE
combination, and then examined the degree to which the ranking effectiveness changed
by each removal. The more important the feature is to the ranking effectiveness, the
higher the decrease in performance after removing this feature.
Table 5.7 displays the top 10 features, ordered by their importance to the ranking
effectiveness on each dataset. NDCG@20 is used as an ordering criterion, following our
optimization metric in the main experiment. The ∆N@20 score displayed in the table
is the difference between the NDCG@20 score of the corresponding system and the
full combination QSDM+AS+EE. The letter inside the bracket indicates the type of
quality feature: “S” and “D” denote that the features are extracted from a “Summary”
and a “Document” respectively.
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Table 5.7: Top 10 features in all datasets
GOV2 ClueWeb09B ClueWeb09B w/ spam filter
Feature ∆N@20 Feature ∆N@20 Feature ∆N@20
SDM 0.0179† EE 0.0091 SDM 0.0210†
EE 0.0105 SDM 0.0084 CQASum (S) 0.0164†
FracStops (S) 0.0051 CQASum (S) 0.0079 EE 0.0136†
QueryOverlap (S) 0.0039 AvgTermLen (S) 0.0032 FracStops (S) 0.0097†
AvgTermLen (D) 0.0038 FracStops (D) 0.0028 AvgTermLen (S) 0.0084
Entropy (D) 0.0032 NumVisTerms (D) 0.0022 Entropy (D) 0.0064
CQASum (S) 0.0018 FracVisText (D) 0.0005 Entropy (S) 0.0062
AvgTermLen (S) 0.0018 Entropy (D) 0.0002 UrlDepth (D) 0.0051
NumVisTerms (D) 0.0012 UrlDepth (D) 0.0001 AvgTermLen (D) 0.0044
NumSentences (S) 0.0003 AvgWordWeight (S) 0.0000 FracTableText (D) 0.0044
Note: Significant differences with respect to the QSDM+AS+EE run are indicated using † for
p < 0.05.
The two most important features in the GOV2 and the original ClueWeb09B
datasets are the SDM and EE scores. On GOV2, the SDM score is ranked in first
place; removing it results in a significant decrease in NDCG@20. On the original
ClueWeb09B data, the EE score is the top feature. We can see that EE is consistently
shown to be critical in our dataset. This result highlights the merit of our approach of
incorporating the EE score into the ranking methods. In the spam-filtered data, the
importance of the EE score slightly decreases so that it moves down to third place. In
this dataset, the two most important features are the SDM and CQASum scores.
The top 10 features displayed in the table include a combination of the SDM, EE,
summary quality features, and document quality features. This shows that each of them
are useful for producing high retrieval effectiveness. The top 10 lists in all datasets share
five features in common: SDM, EE, CQASum (S), AvgTermLen (S), and Entropy (D).
The summary quality features that are shown to be critical in all datasets are CQA-
Sum and avgTermLen. The CQASum feature is placed higher in ClueWeb09B than
in the GOV2 dataset. It is ranked in the second and third place on the ClueWeb09B
data with and without a spam filter respectively. This feature is then ranked in the
seventh place on the GOV2 data. The avgTermLen feature is placed approximately in
the middle position in each dataset, in the eighth, fourth, and fifth positions on the
GOV2, original ClueWeb09B, and spam-filtered ClueWeb09B respectively. This finding
indicates that the answer-bearingness of a summary (as indicated by the score given by
our summarization method) and the readability of a summary are effective to increase
the retrieval effectiveness.
Summary quality features have reasonably good coverage in the top 10 list displayed
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for each dataset. They cover half of the features in the GOV2 list displayed in the table,
while on ClueWeb09B, they compose 30% and 40% of features in the top 10 list. The
most important summary quality feature in GOV2 is FracStops, which is placed in the
third position in the table. On the other hand, in the ClueWeb09B data with and
without a spam filter, CQASum consistently becomes the most important summary
quality feature.
5.5.2 The Effect of Using Different Summarization Algorithms
An experiment was conducted to apply our method using existing query-biased sum-
maries. The aim of this experiment is to examine the effectiveness of our features ex-
tracted from summaries that are generated without using our summarization method
described in Section 5.2.2. More specifically, here the summaries were generated using a
state-of-the-art query-biased summarization method that does not employ an external
resource from CQA.
In this experiment, summaries of documents in the initial ranking are generated
using an approach by Metzler and Kanungo (2008) that has been considered to be a
state-of-the-art query-biased summarization method. This approach uses six sentence
features that we refer to as MK features: exact match, term overlap, synonym overlap,
language model score, sentence length, and sentence location. The MK features have
also been commonly used in some previous work (Ageev et al., 2013; Yang et al., 2016).
We also used them in our work described earlier in Chapters 3 and 4. The details of
these features can be found in Section 3.3.2 described in Chapter 3.
In general, Metzler and Kanungo’s approach builds a sentence ranking model using
a learning-to-rank algorithm and MK features. The model is then applied to re-rank
sentences in the document. The top ranked sentences are taken as the summary until a
predefined length is achieved. To be comparable to the answer-biased summaries used
in our ranking methods described above, the summary length was also set to 50 words.
A range of tools were used to generate MK features. WordNet9 is used to extract
synonym overlap features. The Indri10 search engine (version 5.9) is used to generate
language model score features. To build the sentence-ranking model, we used the
9http://wordnet.princeton.edu/
10http://www.lemurproject.org/indri/
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implementation of the CA (Coordinate Ascent) algorithm in RankLib11 (version 2.5).
The CA algorithm has been shown to perform well in previous work (Yang et al., 2016;
Yulianti et al., 2016a; Bendersky et al., 2011a).
After the query-biased summaries were generated, our quality features listed in
Table 5.1 were extracted from the summaries. We extracted the CqaSum feature
in a different way from the one described in Section 5.2.3 above because a different
summarization method is applied here. We computed the CQASum feature by tak-
ing the average of sentence scores that compose the summary. These sentence scores
were obtained by applying the sentence-ranking model that is learned using MK fea-
tures. The next feature, CQAOverlap, cannot be extracted from our summaries, since
the summarization method applied here does not employ the external CQA resource.
The remaining seven features were extracted using the same procedure as described
in Section 5.2.3 above. Accordingly, eight quality features were extracted from our
summaries: CQASum, NumSentences, QueryOverlap, AvgWordWeight, AvgTermLen,
Entropy, FracStops, and StopCover.
The last step in our ranking method was then performed. We used a feature-based
linear model (see Section 5.2.4) to build a document ranking function using the eight
quality features that were extracted from the generated query-biased summaries. The
resulting ranking function was then used to re-rank the documents in the initial ranking.
Table 5.8 displays the result of re-ranking using summary quality features extracted
from the generated query-biased summaries (i.e., QS). The EE baseline is omitted in
the table since the query-biased summarization method applied in this section does
not employ external CQA resources. We incorporated the QS features into SDM and
QSDM ranking. Our methods and the best result for each metric on each dataset are
printed in boldface.
As can be seen in all datasets, the result of SDM+QS is significantly better than
MSP and SUM in all retrieval metrics. This shows that our method using quality
features that are derived from existing query biased summaries are more effective than
the ranking methods that also exploit information from passages/summaries.
Comparing SDM+QS against an initial SDM ranking, we find significant improve-
ment in some cases. On GOV2, SDM+QS gains better retrieval effectiveness than the
11http://sourceforge.net/p/lemur/wiki/RankLib/
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Table 5.8: Retrieval effectiveness using summary quality features extracted from query-
biased summaries
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
SDM(†) 0.4769∗ 0.4751∗ 0.5694∗ 0.5469∗ 0.7763∗ 0.1802∗
MSP() 0.3836 0.4029 0.4857 0.4881 0.6611 0.1687∗
SUM(∗) 0.3736 0.3897 0.4741 0.4701 0.6373 0.1602
QSDM(×) 0.5127†∗ 0.5022†∗ 0.6197†∗ 0.5759†∗ 0.8174†∗ 0.1919†∗
SDM+QS 0.5009†∗ 0.4867∗ 0.5993†∗ 0.5503∗ 0.8008∗ 0.1872†∗
QSDM+QS 0.5051†∗ 0.4952†∗ 0.6095†∗ 0.5687†∗ 0.8006∗ 0.1892†∗
ClueWeb09B
SDM(†) 0.1669 0.1871 0.2554 0.2708∗ 0.2986∗ 0.0959∗
MSP() 0.1663 0.1750 0.2282 0.2356 0.3499† 0.0862
SUM(∗) 0.1701 0.1779 0.2441 0.2438 0.3658† 0.0874
QSDM(×) 0.2583†∗ 0.2602†∗ 0.3626†∗ 0.3390†∗ 0.4904†∗ 0.1159†∗
SDM+QS 0.2241†∗ 0.2307†∗ 0.3159†∗ 0.3077†∗ 0.4613†∗ 0.1064†∗
QSDM+QS 0.2735†∗ 0.2652†∗ 0.3754†∗ 0.3405†∗ 0.5234†∗ 0.1177†∗
SDM(†) 0.2542∗ 0.2462∗ 0.3682∗ 0.3321∗ 0.5010∗ 0.1053∗
MSP() 0.2041 0.2037∗ 0.2856 0.2723 0.4492 0.0889
ClueWeb09B SUM(∗) 0.1809 0.1795 0.2708 0.2533 0.4244 0.0847
w/ spam filter QSDM(×) 0.2735∗ 0.2639†∗ 0.3938†∗ 0.3467∗ 0.5224∗ 0.1094∗
SDM+QS 0.2576∗ 0.2476∗ 0.3677∗ 0.3323∗ 0.5126∗ 0.1057∗
QSDM+QS 0.2745†∗ 0.2640†∗ 0.3862†∗ 0.3472∗ 0.5437†∗× 0.1097†∗
Significant differences with respect to baselines SDM/MSP/SUM/QSDM are indicated using †//∗/× for p < 0.05.
SDM in NDCG@10, P@10, and MAP. On ClueWeb09B, the effect of QS features is
more obvious and improves SDM ranking in all metrics. This shows that our ranking
method performs well, even though the features are extracted from existing query-
biased summaries that do not exploit CQA resources. The results in the spam-filtered
data, on the other hand, are somewhat different. Incorporating QS features does not
result in a significant improvement to the SDM ranking. The explanation for this result
is similar to that described earlier in Section 5.4.1. The difference in summary quality
between documents in the filtered data is not as large as that in the original dataset
that contains many spam or low-quality pages. As a result, it is more difficult for the
summary quality features to distinguish the relevance of documents in the spam-filtered
data.
From the table, we can see that SDM+QS cannot beat the QSDM ranking. This
finding is consistent for all datasets. This is different from the results obtained in Section
5.4 described above when using the features extracted from answer-biased summaries.
In that section, we found that our ranking method SDM+AS can outperform QSDM
ranking in most cases. This result indicates that the features extracted from answer-
biased summaries are more effective than those extracted from query-biased summaries
to increase the retrieval effectiveness.
Combining QS features into QSDM ranking leads to significant improvements in
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the GOV2 and original ClueWeb09B data. However, in spam-filtered data, the im-
provement of QSDM+QS over QSDM ranking is observed in the MRR metric. In this
dataset, although the scores of the QSDM and QSDM+QS seems to be comparable, we
can see that the latter can significantly improve the SDM in almost all cases. In con-
trast, the former can only outperform the SDM in two metrics: NDCG@20 and P@10.
This result highlights the benefit given by the QS features to the state-of-the-art QSDM
ranking.
Compared to the results of our methods displayed in Section 5.4, it is clear that the
effectiveness scores of our ranking methods displayed in this section are lower. This
result shows that using query-biased summaries in our ranking method degrades the
effectiveness to some degree so that it is difficult to outperform the strong ranking
QSDM. This result implies that the answer-biased summaries generated using external
CQA resources play an important role in the high retrieval effectiveness obtained by
our method in Section 5.4 above.
5.5.3 The Effect of Using a Locally-Indexed CQA Data
We conducted an additional experiment using the related answers obtained from a
locally-indexed CQA data. We used a publicly available CQA data, namely Yahoo!
Webscope category L612. This dataset was indexed in our local storage. This dataset
contains 4.4 million questions with their corresponding answers from Yahoo! Answers
that were collected on October 2007. This experiment aims to investigate the extent
to which the ranking effectiveness changes when the coverage of good related CQA
answers is not guaranteed.
The Yahoo! Webscope L6 collection was indexed with each question treated as a
document, using three fields: question title, question body, and answer. The CQA
answer retrieval was performed by running each query to the indexed collection using
a mixture approach, which involved combining the term statistics in the question title,
question body, and answer. This approach was inspired by the CQA retrieval method
of Xue et al. (2008).
The indexing and retrieval process was performed using Indri13 (version 5.9). The
weight of the SDM retrieval scores for the question title, question body, and answer
12http://webscope.sandbox.yahoo.com/
13http://www.lemurproject.org/indri.php
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fields were set to 0.5, 0.2, and 0.3 respectively. This setting has been found to be the
most effective in our preliminary experiment using Yahoo! Webscope L6 data. In that
experiment, we searched for the optimal weights of the SDM retrieval scores for the
question title, question body, and answer that results in high retrieval effectiveness.
We manually examined the top 10 retrieved answers for 20 randomly chosen queries.
We found that the most effective result is obtained by setting the weight of the SDM
retrieval score for the question title, question body, and best answer fields to 0.5, 0.2,
and 0.3, respectively. Accordingly, this parameter setting was used in our experiment
described in this section.
Our ranking method described in Section 5.2 was run using the related answers
retrieved from the locally-indexed CQA data. More specifically, we use these answers
to generate the summaries of documents in the initial ranking. The features extracted
from the generated summaries were then incorporated into SDM and QSDM ranking.
The result is displayed in Table 5.9. Our ranking methods as well as the best score in
each metric are printed in boldface.
We can see that the retrieval score of our methods decrease compared to the result
of using the related CQA answers obtained from the online Yahoo! Answers search
engine (see Table 5.6 in Section 5.4 above). The scores of SDM+ASlocally-indexed and
QSDM+ASlocally-indexed on GOV2 decrease by 3.9%-4.7% and 0.3%-4.5% respectively.
The respective decreases on original ClueWeb09B are 3.7%-7.9% and 3.0%-9.4%. In
the spam-filtered dataset, the respective decreases are 2.8%-9.3% and 2.3%-4.8%. This
result highlights the importance of good coverage of related CQA answers in our ap-
proach, which is primarily supported by two factors: the large size of the CQA collection
and the effectiveness of CQA retrieval. This result accordingly supports our decision
to utilize the online Yahoo! Answers search engine to obtain the related CQA answers
in our main experiments described in Section 5.3 above.
Although the effectiveness decreases, it is worth noting that using this limited
coverage of related CQA answers still enables our ranking methods to be superior
to the baseline systems. Our methods easily outperform the MSP and SUM base-
lines by a wide margin. Our ranking methods also lead to a significant improvement
over the initial SDM ranking in all retrieval scores, except in the MRR score of the
SDM+ASlocally-indexed system on GOV2 data.
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Table 5.9: Retrieval effectiveness using external CQA resources from locally-indexed
collection
Data System NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
SDM(†) 0.4769∗ 0.4751∗ 0.5694∗ 0.5469∗ 0.7763∗ 0.1802∗
MSP() 0.3836 0.4029 0.4857 0.4881 0.6611 0.1687∗
SUM(∗) 0.3736 0.3897 0.4741 0.4701 0.6373 0.1602
QSDM(×) 0.5127†∗ 0.5022†∗ 0.6197†∗ 0.5759†∗ 0.8174†∗ 0.1919†∗
SDM+ASoﬄine 0.5062
†∗ 0.4970†∗ 0.6102†∗ 0.5704†∗ 0.7978∗ 0.1912†∗
QSDM+ASoﬄine 0.5171
†∗ 0.5083†∗ 0.6163†∗ 0.5759†∗ 0.8080†∗ 0.1926†∗
ClueWeb09B
SDM(†) 0.1669 0.1871 0.2554 0.2708∗ 0.2986∗ 0.0959∗
MSP() 0.1663 0.1750 0.2282 0.2356 0.3499† 0.0862
SUM(∗) 0.1701 0.1779 0.2441 0.2438 0.3658† 0.0874
QSDM(×) 0.2583†∗ 0.2602†∗ 0.3626†∗ 0.3390†∗ 0.4904†∗ 0.1159†∗
SDM+ASoﬄine 0.2630
†∗ 0.2616†∗ 0.3713†∗ 0.3441†∗ 0.5110†∗ 0.1179†∗
QSDM+ASoﬄine 0.2787
†∗ 0.2703†∗ 0.3887†∗× 0.3513†∗ 0.5602†∗× 0.1223†∗×
SDM(†) 0.2542∗ 0.2462∗ 0.3682∗ 0.3321∗ 0.5010∗ 0.1053∗
MSP() 0.2041 0.2037∗ 0.2856 0.2723 0.4492 0.0889
ClueWeb09B SUM(∗) 0.1809 0.1795 0.2708 0.2533 0.4244 0.0847
w/ spam filter QSDM() 0.2735∗ 0.2639†∗ 0.3938†∗ 0.3467∗ 0.5224∗ 0.1094∗
SDM+ASoﬄine 0.2826
†∗ 0.2744†∗ 0.4005†∗ 0.3631†∗ 0.5551†∗ 0.1123†∗
QSDM+ASoﬄine 0.2894
†∗ 0.2804†∗× 0.4108†∗ 0.3679†∗× 0.5686†∗× 0.1136†∗
Significant differences with respect to baselines SDM/MSP/SUM/QSDM are indicated using †//∗/× for p < 0.05.
In comparison to the QSDM baseline, our methods also achieve significant increases
in some cases. On ClueWeb09B, the QSDM+ASlocally-indexed system surpasses the
QSDM in P@10, MRR, and MAP metrics, respectively by 7.2%, 14.2%, and 5.5%.
While in the spam-filtered ClueWeb09B data, significant improvements are observed
in NDCG@20, P@20, and the MRR metrics. Note that the ClueWeb09B dataset was
collected in 2009, while the Yahoo! Answers Webscope L6 data was crawled in 2007. It
implies that some queries on ClueWeb09B potentially do not have good coverage of re-
lated CQA answers, since they come up in different times. However, the effectiveness of
our methods using this locally-indexed CQA data on ClueWeb09B data suggests that
the question-answer structure in CQA is still useful for document ranking, to some
extent, even when the good coverage of answers from related CQA questions is not
guaranteed.
5.5.4 The Effect of Varying Parameter Values
In this section, the effect of varying parameter values in our ranking method is analyzed.
Two variables are investigated in this analysis: the length of summaries and the number
of related CQA answers that are used to generate the summaries. Sub-sections 5.5.4.1
and 5.5.4.2 respectively describe the effect of the length of summaries and the number
of related CQA answers on the effectiveness of our ranking method in more detail.
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Table 5.10: Retrieval effectiveness of SDM+AS method using different summary lengths
Length NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
25(a) 0.5169 0.5151 0.6204 0.5959 0.8259 0.1951
50(b) 0.5266 0.5200 0.6354 0.5980 0.8370 0.1999a
100(c) 0.5255 0.5230 0.6347 0.5986 0.8100 0.2026a
200(d) 0.5389a 0.5313a 0.6449a 0.6078 0.8253 0.2034a
ClueWeb09B
25(a) 0.2844 0.2693 0.3826 0.3418 0.5337 0.1191
50(b) 0.2827 0.2808 0.3856 0.3603a 0.5548 0.1254a
100(c) 0.3071 0.2907a 0.4205a,b 0.3659a 0.5435 0.1284a
200(d) 0.3067 0.2941a 0.4046 0.3638 0.5766a 0.1300a
25(a) 0.2999 0.2908 0.4190 0.3785 0.5841 0.1159
ClueWeb09B 50(b) 0.3062 0.2913d 0.4236 0.3723d 0.5979 0.1198
w/ spam filter 100(c) 0.3143d 0.2920d 0.4262 0.3662 0.5930 0.1178
200(d) 0.2980 0.2822 0.4123 0.3633 0.5816 0.1167
Note: Significant differences with respect to the 25-, 50-, 100-, and 200-words setting are indicated using letters
a, b, c, and d, respectively (p < 0.05).
5.5.4.1 Summary Length
As described in Section 5.2 above, the length of summaries in our ranking method
was set to 50 words. We are curious as to whether changing the summary length will
influence the effectiveness of our ranking method. It is more relevant to test the effect
of varying summary parameters on the SDM+AS rather than the QSDM+AS system
since the former adopts summary quality features only. Therefore, we choose SDM+AS
as our target system in this analysis.
We conducted this experiment by varying the length of summaries: 25, 50, 100, and
200 words. The results on the impact of summary length are described in Table 5.10.
In general, the differences in the effectiveness between different sizes are not large. On
GOV2 data, the difference in scores lies in the range of 0.0006 - 0.0270. On ClueWeb
data, this difference is in the range of 0.0004 - 0.0429 for original data, and 0.0005 -
0.0163 for spam-filtered data.
The summary length that tends to yield the best scores in each dataset is different.
On GOV2, the best scores are often achieved by setting the summary length to 200
words. However, the results of this setting are only significantly different from those
of the 25-word setting (specifically on NDCG@10, NDCG@20, P@10, and MAP). No
significance is found for these results against the 50- and 100-word settings.
On original ClueWeb09B, the 100- and 200-word summary lengths take turns to
gain the highest scores. Again, the results of the 200-word setting are only significantly
better than those of the 25-word setting (specifically on NDCG@20, MRR, and MAP
scores). On the other hand, the 100-word setting can also outperform the 50-word
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Table 5.11: The results of a one-way ANOVA test for the effect of summary length on
the retrieval effectiveness
Measures
GOV2 CW09B CW09B w/ spam filter
F p-value F p-value F p-value
NDCG@10 0.1840 0.9080 0.4830 0.6940 0.1380 0.9370
NDCG@20 0.1150 0.9510 0.4240 0.7360 0.0700 0.9760
P@10 0.1810 0.9090 0.5430 0.6530 0.0580 0.9820
P@20 0.0550 0.9830 0.2650 0.8510 0.0900 0.9660
MRR 0.1810 0.9090 0.3880 0.7620 0.0630 0.9790
MAP 0.0900 0.9660 0.2530 0.8590 0.0350 0.9910
Note: The result is significant (i.e., the significant effect of the summary length on retrieval effec-
tiveness is found) when p-value < 0.05.
setting (i.e., on P@10 measure). On spam-filtered data, the 100-word setting produces
the best result in most cases. While the 25-word and 50-word settings also yield the
best scores in some measures on this dataset (i.e., P@20, MRR, and MAP), but none
of these are significantly different from other settings.
It is important to note that the result of the 50-word setting is also shown to be
competitive in the table. In some cases on GOV2 and ClueWeb09B, it can outperform
the 25-word setting in some cases. On the spam-filtered data, it can also improve the
200-word setting in some cases.
To better understand whether there is a significant effect of summary length on
the effectiveness of our ranking method, we conducted a one-way ANOVA test using a
0.05 significance level. This analysis is performed to be more confident in determining
whether there are any statistically significant differences of retrieval effectiveness be-
tween our method that use different summary lengths. Note that conducting multiple
t-test on the same data may increase the probability of Type I error. ANOVA con-
trols this error by comparing all means of retrieval effectiveness simultaneously. The
SPSS software is used to perform this test. The summary length was assigned as an
independent variable (i.e., factor), and the retrieval scores were assigned as dependent
variables.
The results of this test for each retrieval measure on each dataset are displayed in
Table 5.11. Column “F” describes the score of a one-way ANOVA test, while column
“p-value” contains the significance value of the test. The significant effect of summary
length on retrieval effectiveness is found when the p-value is less than 0.05.
We can see that none of the p-values displayed in the table are less than 0.05. This
shows that no significant effect of summary length on each of the retrieval measures
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was found. Accordingly, the length of summaries does not significantly influence the
effectiveness of our ranking method.
5.5.4.2 Number of Related CQA Answers
As described in Section 5.2 above, our ranking method uses 10 CQA answers that are
related to each query to help with the extraction of answer-biased summaries from
documents. The quality features are then extracted from the generated summaries
to be incorporated into a ranking function. In this section, the effect of varying the
number of related CQA answers on the effectiveness of our ranking method is analyzed.
Similar to Section 5.5.4.1 described above, SDM+AS is used as our target system.
We conducted an experiment by varying the number of related CQA answers that
are used to generate summaries: 1, 5, 10, 20, 50, and 100. For this purpose, we only used
queries that have a minimum of 100 related CQA answers in this experiment. Similar
to our ranking method described above, the related CQA answers were obtained by
submitting the queries to the Yahoo! Answers search engine. In total, there are 97
and 157 queries in the GOV2 and ClueWeb09B dataset respectively that satisfy our
requirement for the minimum of 100 related CQA answers. These queries were then
used in this experiment.
Table 5.12 displays the retrieval effectiveness of the SDM+AS system using varying
numbers of related CQA answers. On GOV2, the difference in scores among the settings
in each measure is in the range of 0 - 0.0355. While on ClueWeb09B, the difference
is slightly higher, lies between 0.0001 - 0.0394 for original data and 0 - 0.0472 for
spam-filtered data.
On GOV2, the setting that leads to the best performance on each measure is var-
ied. Retrieving 100 answers leads to the best result in NDCG@10, NDCG@20, and
MRR metrics. Using 50 answers yields the highest scores in NDCG@20 and P@20. In
addition, using a single answer and 10 answers enable the system to obtain the highest
scores in P@10 and MAP scores respectively. However, a significant difference is only
found in one case: the MAP score of the 10-CQA-answers setting is significantly higher
than that of the 5-CQA-answers setting.
On ClueWeb09B data without or with a spam filter, the most optimal setting also
varies for different metrics. However, using 10 answers leads to the best performance
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Table 5.12: Retrieval effectiveness of SDM+AS method using different number of related
CQA answers
# CQA Answers NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
1(a) 0.5195 0.5161 0.6361 0.6015 0.8007 0.1955
5(b) 0.5173 0.5165 0.6196 0.5954 0.8178 0.1959
10(c) 0.5217 0.5167 0.6268 0.6015 0.8306 0.1997b
20(d) 0.5248 0.5214 0.6320 0.6010 0.8119 0.1960
50(e) 0.5235 0.5216 0.6351 0.6057 0.8210 0.1992
100(f) 0.5254 0.5216 0.6309 0.6041 0.8362 0.1974
ClueWeb09B
1(a) 0.2795 0.2703 0.3892 0.3519 0.5218 0.1175
5(b) 0.2803 0.2774 0.3917 0.3621 0.5569 0.1207
10(c) 0.2798 0.2741 0.4064a,b,d,e 0.3624 0.5278 0.1210a,d
20(d) 0.2802 0.2756 0.3930 0.3650 0.5196 0.1168
50(e) 0.2833 0.2787 0.3834 0.3589 0.5590 0.1193
100(f) 0.2848 0.2793 0.3949 0.3583 0.5573 0.1204
1(a) 0.2956 0.2798 0.4204 0.3694 0.5611 0.1116
5(b) 0.2932 0.2863 0.4287 0.3828 0.6072 0.1144
ClueWeb09B 10(c) 0.3062 0.2913 0.4236e 0.3723a 0.5979 0.1198
w/ spam filter 20(d) 0.2970 0.2907 0.4217 0.3869 0.6083 0.1140
50(e) 0.2981 0.2875 0.4217 0.3818 0.5961 0.1130
100(f) 0.2980 0.2866 0.4223 0.3818 0.6026 0.1144
Note: Significant differences with respect to the 1-, 5-, 10-, 20-, 50-, and 100-CQA-answers setting are indicated using
letters a, b, c, d, e and f , respectively (p < 0.05).
in most cases. In the original ClueWeb09B data, the 10-CQA-answers system is sig-
nificantly superior to the setting using 1, 5, 20, and 50 answers according to the P@10
measure. For the MAP metric, this system is able to outperform the 1- and 20-CQA-
answers settings. Next, on the spam-filtered data, using 10 answers is significantly
more effective than using a single answer and 50 answers based on the P@20 and P@10
metrics respectively.
Similar to Section 5.5.4.1 described above, we also conducted a one-way ANOVA test
to examine whether the effect of the number of related CQA answers on the effectiveness
of our ranking method is significant. Here, the independent variable was the number of
CQA answers that are used to generate summaries, and the dependent variables were
the retrieval scores. The significance level was set to 0.05. The results of the ANOVA
test are described in Table 5.13.
It is clear from the table that none ofthe p-values are less than 0.05. This shows
that a significant effect of the number of related CQA answers on retrieval scores is
not found for all metrics. Accordingly, the number of related CQA answers does not
significantly influence the effectiveness of our ranking method.
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Table 5.13: The results of a one-way ANOVA test for the effect of summary length on
the retrieval effectiveness
Measures
GOV2 CW09B CW09B w/ spam filter
F p-value F p-value F p-value
NDCG@10 0.0160 1.0000 0.0120 1.0000 0.017 1.000
NDCG@20 0.0140 1.0000 0.0340 0.9990 0.0540 0.9980
P@10 0.0460 0.9990 0.0840 0.9950 0.0590 0.9980
P@20 0.0170 1.0000 0.0370 0.9990 0.0760 0.9960
MRR 0.1620 0.9760 0.3480 0.8840 0.2920 0.9180
MAP 0.0140 1.0000 0.0330 0.9990 0.0150 1.0000
Note: The result is significant (i.e., the significant effect of the number of related CQA answers on
retrieval effectiveness is found) when p-value < 0.05.
5.5.5 Breakdown Analysis
This section provides the breakdown of our results according to the initial ranking
effectiveness (see Section 5.5.5.1) and query length (see Section 5.5.5.2). This analysis
is performed to look deeper into the effectiveness of our ranking method for individual
query (or group of queries).
5.5.5.1 Initial Ranking Effectiveness
To examine the effectiveness of our proposed ranking method for each query, we con-
ducted a breakdown analysis of our results according to the initial retrieval effectiveness.
This analysis is useful to show which queries benefited the most and the least from our
method. For each query, we calculated the difference between the retrieval score of our
method and the initial ranking method (i.e. SDM). The QSDM+AS+EE is chosen as
our target method as it shows the best ranking accuracy according to our results in
Section 5.4 above. Recall that this method incorporates SDM score with document
quality, summary quality, and external expansion score features. The score difference
is computed on NDCG@20 because our ranking method was optimized according to
this metric on the learning process.
The breakdown of per-query performance for GOV2, CLueWeb09B, and filtered
ClueWeb09B datasets are described in Figure 5.3, 5.4, and 5.5. The x-axis of the
figures denotes the difference in NDCG@20 score between the QSDM+AS+EE and
SDM rankings for a particular query. The y-axis of the figures denotes individual
query. A label besides a bar chart denotes the Query ID (QID). A bar chart in the
right-hand side of the y-axis indicates the case in which the ranking effectiveness for a
corresponding query improved by our method. Here, the difference of NDCG@20 score
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for the query is greater than zero. On the other hand, a bar chart in the left-hand side
of the y-axis indicates the case in which the ranking effectiveness for a corresponding
query decreased by our method. Here, the difference of NDCG@20 score for the query
is less than zero. The queries in which the difference of NDCG@20 score is equal to zero
indicates that the ranking effectiveness are unchanged by our method. These queries
are plotted exactly in the y-axis of the figures, for example, see query ID 729, 744, 762,
and 803 displayed in Figure 5.3.
We can see from Figure 5.3 that most of the queries in GOV2 data benefited from
our method. It appears from the total number of bar charts that are plotted in the
right hand side of the y-axis of the figure. The total number of queries in which the
effectiveness are increased, decreased, and unchanged by our method in GOV2 dataset
are 100, 43, and 4, respectively.
Next, as can be seen in Figure 5.4 and 5.5, the results of both ClueWeb09B data
(i.e. without and with spam filter) consistently show a positive effect of our methods.
A total number of queries in which the effectiveness are increased by our method is
considerably higher than those in which the effectiveness are decreased by our method.
In ClueWeb09B data without a spam filter, the number of queries in which the effec-
tiveness are increased, decreased, and unchanged by our method are respectively 130,
39, and 26. The respective number of queries in ClueWeb09B data with a spam filter
are 108, 60, and 27. This result indicates that our ranking method benefits a high
number of queries in ClueWeb09B data, covering 55%-67% queries in this dataset.
The number of queries in which the effectiveness are improved in the filtered dataset
is lower than those in the unfiltered dataset. The explanation is similar to as described
in Section 5.4 above. It is more difficult for the summary quality features to distinguish
the relevance of documents in the filtered dataset because the difference in summary
quality between documents in this dataset is not as large as that in the original dataset
that contains a lot of spam or low quality pages.
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Figure 5.3: The difference of NDCG@20 score against SDM baseline for
QSDM+AS+EE method for each query in GOV2 dataset
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Figure 5.4: The difference of NDCG@20 score against SDM baseline for
QSDM+AS+EE method for each query in ClueWeb09B dataset without a spam filter
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Figure 5.5: The difference of NDCG@20 score against SDM baseline for
QSDM+AS+EE method for each query in ClueWeb09B dataset with a spam filter
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Table 5.14: Summaries of documents GX261-42-10800161 and GX225-88-9681911 that
were generated using our method
GX261-42-10800161 (relevant) GX225-88-9681911 (non relevant)
While ground seismometer and GPS networks are and
will remain critical, the synoptic view of the deform-
ing crust that is possible using satellite data drives
the need for a global earthquake satellite observing
system. Exponentially decaying postseismic processes
will obscure the coseismic signals with time following
the event.
Differential Global Positioning System Horizontal Ac-
curacy Verification (1.9 MB) Appendix describing the
antenna array, receiver test-bed, and location for ver-
ifying horizontal accuracy using Differential Global
Positioning System. (Satellite Navigation, Salt Lake
City, Utah; September 10, 2001) Continuously Operat-
ing Reference Stations (CORS) What is Continuously
Operating Reference Stations - CORS?
To demonstrate how our method improves the effectiveness of initial ranking for a
particular query, we further examine QID 834 (“Global positioning system earthquakes”)
in GOV2 data. This query obtains the highest improvement by our method in GOV2
data. The NDCG@20 score of the SDM baseline for this query increased 0.495 by
our method QSDM+AS+EE. We examined the ranked list of documents that were
generated by the initial ranking SDM and our ranking QSDM+AS+EE for this query.
We found that they both placed a relevant document in the first rank. However, in the
second position, SDM retrieved a non-relevant document GX225-88-9681911, while our
method QSDM+AS+EE succeeded to rank a relevant document GX261-42-10800161.
To understand the reason that enables our method to retrieve a relevant docu-
ment in the second position, we analyzed the summaries generated using our method.
The analysis on document summaries is conducted because our method uses summary
quality (in addition to the document quality) to identify the relevance of documents.
We can see from Table 5.14 that, in general, the summary of GX261-42-10800161 has
better quality than the summary of GX225-88-9681911 as it contains more useful in-
formation to answer the query. On the other hand, the summary of GX225-88-9681911
is less informative as it only contains meaningless sentences. This case indicates that
our methods can accurately estimate the quality of these summaries because the sum-
mary of GX261-42-10800161 is valued higher than that of GX225-88-9681911 (which
consequently reflects on the rank of the corresponding documents in the result list).
To analyze the above case, we inspected the related CQA content for query 834
that was used to generate the above summaries, and compute the quality features from
those summaries. Recall that some of our summary quality features are determined
based on the related CQA content (i.e. CQASum, CQAOverlap, and AvgWordWeight).
The question titles for this related CQA content are displayed in Table 5.15. We can
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Table 5.15: Related CQA content for query 834 ”global positioning system earthquakes“
No Question title
1 What are the projects based on global positioning system?
2 What is global positioning satellite system ?
3 What is global positioning system(GPS) and how does it work?
4 The GSP (Global Positioning System) is useful?
5 How does the world benefit form the global positioning system(gps)?
6 GPS fullform?
7 Was the Haiti earthquake predictable with current equipment?
8 How does TRIANGULATION work to find the epicenter of an earthquake?
9 How does a GPS traking system work?
10 Earthquakes.... please help will give best answer?
see from the table that almost all questions ask about the global positioning system
(GPS), with three of them specifically asks about earthquake and its relation with the
GPS (i.e. questions 7, 8, and 10). This shows that these CQA questions are highly
related to the query 834. The best answer given for these questions is also found to
provide the required information. This demonstrates that highly related CQA content
enables our method to accurately estimate the quality of document summaries, which
further results in increasing the retrieval effectiveness of our method for query 834.
We continue to examine the content of the documents GX225-88-9681911 and
GX261-42-10800161. The content of these documents is described in part in Figure
5.6. We found that the document GX261-42-10800161 contains text extracted from
the technical report of Global Earthquake Satellite System, which contains a lot of
information that are related to the query 834 “Global positioning system earthquakes”.
The document GX261-42-10800161, on the other hand, does not contain any useful
information to satisfy the query. It only displays the list of documents related to global
positioning system, with each contain a title and a single sentence description of the
document. This case indicates that our method is effective to identify the relevance
of documents from the summaries. Note that the result of QSDM ranking, which
only utilizes document quality features, is still less effective than QSDM+AS+EE (i.e.
the NDCG@20 scores for QSDM and QSDM+AS are respectively 0.5840 and 0.7205).
Therefore, this example highlights the contribution of our summary quality features for
identifying relevant documents.
Next, we examined a query that benefit the least from our method in GOV2 data. In
Figure 5.3, it appears that the query 835 (“big dig pork”) obtains the highest decrease
by applying our method. Compared to the initial SDM ranking, the retrieval accuracy
for this query decreased as much of 0.284 in terms of NDCG@20.
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Figure 5.6: Some content of a relevant document GX261-42-10800161 (left) and a
non-relevant document GX225-88-9681911 (right)
To analyze this case, the ranked list of documents retrieved for this query using
initial ranking SDM and our method QSDM+AS+EE is examined. The SDM ranking
positions a relevant document “GX127-84-11993826” in the top list. In contrast, the
QSDM+AS+EE ranking places a non-relevant document “GX034-56-5270945” in that
position. We inspected the summaries of these documents (see Table 5.16) and found
that the summary of relevant document GX127-84-11993826 has more useful informa-
tion to answer the query. In this case, our method did not succeed to determine that the
summary of GX127-84-11993826 is of better quality than that of GX034-56-5270945.
It indicates that our summary quality features are not accurate to assess these sum-
maries. We analyze that this may be affected by the quality of related CQA content
that were used to generate the summaries, and to estimate the quality of the generated
summaries. Recall that some of our summary quality features are determined based on
the related CQA content, i.e. CQASum, CQAOverlap, and AvgWordWeight.
The related CQA content for query with QID 835 is then examined. The question
titles for the related CQA content is displayed in Table 5.17. We can see from the table
that most of the questions are less related to the query 835 “big dig pork”. Questions
1-5 and 10 discuss some information related to the “pork” project of government, but
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Table 5.16: Summaries of documents GX127-84-11993826 and GX034-56-5270945 that
were generated using our method
GX127-84-11993826 (relevant) GX034-56-5270945 (non relevant)
The Big Dig in Boston has turned into the Big Boon-
doggle. So also, the cost projections for the Mixing
Bowl have tripled, with the latest estimate approach-
ing $1 billion. 30 Back to Porker of the Week Awards
Home Page — Constituent Services — Legislative Re-
sources — News Room Visiting Washington — Biog-
raphy — Contact
Here is one headed ”Another pork barrel.” He would
discover that it had a tail; so had a dog. Shackleford
asked: Mr. Philadelphia Ledger, where did you get
your term ”pork barrel”? He estimated that creating
these peacock lanes would cost $45 billion. To get it
back, takes money.
Table 5.17: Related CQA content for query 835 ”big dig pork“
No Question title
1 Who is Big Daddy when it comes to pork?
2 Goverment Pork?
3 “Good” examples of Pork-Barrel Spending/Earmarks?
4 Is Obama digging a bigger fiscal hole for the country?
5 Who else thinks the stimulus bill is just a big pork loaded bunch of pelosi?
6 Dog keeps digging holes under fence?
7 What’s the beef with eating pork?
8 I bought a pre-marinated vacuum sealed package of pork?
9 What do you think about M & S allowing muslims not to serve people with pork and alcohol?
10 Should pork-barrel projects be eliminated or should they be reformed in some way because some are
useful?
they do not ask about the Boston’s Central Artery project, also known as “the big dig”,
that was characterized as “pork”. Next, questions 6-9 are even very unrelated to the
topic as they asks about the digging of dog, and the actual pork, instead of the “big
dig pork” project. As a result, the corresponding CQA answers for these questions also
contain information that are less related to the query. This then causes the inaccuracy
of our method in estimating the quality of the above summaries.
5.5.5.2 Query Length
To examine whether different length of query results in the different effectiveness, we
break down the result of our method according to the query length. We first computed
the length of queries in our dataset after removing stopwords. The statistics of the
query length are given in Table 5.18.
In general, most queries in our dataset have the length of two or three, and on
average, the queries in GOV2 are slightly longer than those in ClueWeb09B data. In
GOV2 dataset, most queries consist of three words, and the average length of the
Table 5.18: The statisics of query length in our dataset
Dataset
#Queries
length=1 length=2 length=3 length=4 length=5
GOV2 2 44 63 35 3
ClueWeb09B 58 65 57 13 2
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Table 5.19: The retrieval effectiveness of QSDM+AS+EE method for each query length
Query length NDCG@10 NDCG@20 P@10 P@20 MRR MAP@100
GOV2
1(a) 0.4606 0.4107 0.5500 0.4750 0.7500 0.0635
2(b) 0.5963 0.5808 0.6910 0.6523a 0.9026a 0.2361ace
3(c) 0.5033 0.5021 0.6238 0.5865a 0.7780 0.1728a
4(d) 0.5604 0.5330 0.6600 0.5914a 0.8319 0.2234ae
5(e) 0.5417 0.5933 0.5333 0.6667 1.0000bcd 0.1107
ClueWeb09B
1(a) 0.2751 0.2661 0.3914 0.3491 0.5057 0.1063
2(b) 0.3453 0.3294 0.4815e 0.4308 0.6517 0.1364
3(c) 0.3087 0.3085 0.4018e 0.3737 0.5954 0.1600a
4(d) 0.3187 0.2844 0.3769 0.3231 0.5145 0.1046
5(e) 0.2911 0.3134 0.3000 0.3250 0.6667 0.0886
1(a) 0.2861 0.2910 0.4000 0.3845 0.5372 0.1092
ClueWeb09B 2(b) 0.3022 0.2857 0.4415 0.3962 0.6256 0.1078
w/ spam filter 3(c) 0.3469 0.3239 0.4509 0.3868 0.6289 0.1538
4(d) 0.2731 0.2569 0.3538 0.3115 0.4310 0.0928
5(e) 0.3645 0.3143 0.3500 0.2750 1.0000abcd 0.0801
Note: Significant differences with respect to the 1-, 2-, 3-, 4-, and 5-words query setting in each dataset are indicated
using letters a, b, c, d, and e, respectively (p < 0.05 using two-tailed t-test with unequal variance).
queries is 2.95. In ClueWeb09B dataset, most queries consist of two words, and the
average length of the queries is 2.16. Recall that the queries used in this work were
obtained from the topic title of the TREC Terabyte and Web tracks for the task of
ad-hoc retrieval. They are mainly keyword queries and therefore, in general, they are
short (not verbose).
The results of our method are then break down according to the query length.
Similar to Section 5.5.5.1 above, the QSDM+AS+EE is chosen as our target method
as it shows the best accuracy in our experimental results (see Section 5.4). The average
score of the QSDM+AS+EE results for each query length is presented in Table 5.19.
The best result for each metric in each dataset is printed in boldface.
It appears from the table that the retrieval effectiveness varies on different query
length. In GOV2, the best accuracy is often achieved by the 2- and 5-words query
length. While in ClueWeb09B, the 2- and 3-words query length gain the highest effec-
tiveness in most cases. The significant differences is only found in a very few cases. It
is not clear which query length are the most effective in our method.
To understand whether there is a significant effect of query length on the retrieval
effectiveness of our method, a one-way ANOVA test was conducted for each metric in
each dataset. The significance level was set to 0.05. This ANOVA analysis is performed
to be more confident in determining whether there are any statistically significant
differences of retrieval effectiveness between our method that was applied for different
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Table 5.20: The results of a one-way ANOVA test for the effect of query length on the
retrieval effectiveness of QSDM+AS+EE method
Measures
GOV2 CW09B CW09B w/ spam filter
F p-value F p-value F p-value
NDCG@10 0.905 0.463 0.5 0.736 0.46 0.765
NDCG@20 0.836 0.504 0.532 0.713 0.309 0.871
P@10 0.529 0.714 0.73 0.572 0.349 0.845
P@20 0.561 0.691 0.684 0.604 0.264 0.901
MRR 1.319 0.266 1.035 0.39 1.401 0.235
MAP 2.168 0.076 1.296 0.273 1.529 0.195
Note: The result is significant (i.e., the significant effect of the query length on the retrieval
effectiveness is found) when p-value < 0.05.
query lengths. Note that conducting multiple t-test on the same data may increase the
probability of Type I error. ANOVA test controls this error by comparing all means
of retrieval effectiveness simultaneously. The SPSS software is used to perform this
test. The query length was assigned as an independent variable (i.e., factor), and the
retrieval scores were assigned as dependent variables.
The results of a one-way ANOVA test for each retrieval measure on each dataset
are displayed in Table 5.20. Column “F” describes the score of a one-way ANOVA test,
while column “p-value” contains the significance value of the test. The significant effect
of summary length on retrieval effectiveness is found when the p-value is less than 0.05.
It is shown from the table that the significance effect of query length on the retrieval
effectiveness of our method is not found for all cases. It appears from the p-values
displayed in the table that are all greater than 0.05. Accordingly, we conclude that the
length of query does not significantly influence the effectiveness of our ranking method.
5.6 Discussion
In this work, the use of passage-level information for ad hoc retrieval was reinvestigated.
We proposed the use of answer-biased summaries for improving document ranking.
More specifically, the quality features were extracted from answer-biased summaries
and then incorporated into a document ranking function. The result shows that incor-
porating information from answer-biased summaries results in significant improvement
over state-of-the-art ranking methods. This finding supports the recurring argument in
previous work (Bendersky and Kurland, 2008; Callan, 1994; Lam-Adesina and Jones,
2001; He et al., 2012; Sakai and Spa¨rck-Jones, 2001; Wilkinson, 1994) that combining
passage-level evidence can improve retrieval.
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More importantly, our results also reveal a novel finding that using document sum-
maries can produce high retrieval effectiveness, which enables the system to outperform
strong state-of-the-art ranking functions SDM (Metzler and Croft, 2005) and QSDM
(Bendersky et al., 2011a). It is important to note that all the aforementioned work that
used document passages / summaries for ad hoc retrieval did not report their results
against these strong ranking functions. We have also shown in Section 5.4.2 that in
general, the two current passage-based approaches (Bendersky and Kurland, 2008; He
et al., 2012) are less effective than the SDM (and hence also the QSDM). This confirms
our conjecture that it remains critical to further exploit passage-level information to
achieve high retrieval effectiveness.
A novel attempt to combine an external expansion score (Diaz and Metzler, 2006)
with SDM and QSDM ranking was also shown to be effective in our results. This is
another contribution in this work as none of the previous studies has explored the idea of
incorporating an external expansion score into a ranking function. Based on the result
of the analysis of feature importance (see Section 5.5.1), it is clear that the expansion
score (i.e., EE) contributes highly to the effectiveness of our ranking methods. This
feature is ranked in the top three on the list of important features in all datasets used
in the experiment.
Our summary quality features have some advantages over the feature set of the
QSDM framework (Bendersky et al., 2011a) in that they can be adopted for many
different types of documents, such as XML and text. This differs from the QSDM,
which can only be implemented on HTML documents because some features rely on
the existence of HTML tags (e.g., FracAnchorText). In addition, our features might
be more beneficial than the QSDM features when the collection is homogenous. It
is because our summary quality features delve deeper into the specific content of a
document. This is different from QSDM ranking, which exploits information about
how the documents are presented (such as document metadata, links, and layout).
The results of applying our ranking method using existing query-biased summaries
are not satisfactory. The effectiveness decreases compared to the method using answer-
biased summaries. As a result, in most cases, the approach cannot significantly out-
perform state-of-the-art QSDM ranking. Moreover, on ClueWeb09B data with spam
filtering, incorporating the query-biased summary features does not lead to a significant
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improvement over the initial SDM ranking (according to all reported metrics). This
demonstrates that the effectiveness of our ranking method is due to two main factors:
the summary quality features and the summarization algorithm.
One further question is whether the CQA resource used in the experiments can
be replaced by some lightweight, succinct locally-indexed data structure such as word
embedding. Resource availability would be the most critical issue when the approach
is to be deployed to a general search engine. However, as presented earlier, only 2% of
the queries used in this work do not have related CQA answers. This is a promising
sign in favour of the use of external CQA resources for ad hoc retrieval. Our results
using locally-indexed CQA data further show that the superior performance over initial
SDM ranking can be achieved in all datasets. More importantly, in many cases on
ClueWeb09B data, the resulting systems can also significantly outperform state-of-the-
art QSDM ranking. This further supports the merit of CQA data for ad hoc retrieval.
Answer-biased summaries are designed to approximate answer passages (Keikha
et al., 2014b) in a document. This information can be difficult to find using query-
biased summarization techniques. Therefore, answer-biased summaries can potentially
improve the document summaries displayed on the search results page, i.e., snippets.
Presenting these summaries on a search results page may also lead to good abandonment
(Li et al., 2009), where users have already found the answers on the result page and
therefore do not need to read the full document. Our approach thus has the potential
to benefit two elements of web search simultaneously: document ranking and search
result summaries.
5.7 Chapter Summary
We proposed a quality-biased ranking method that incorporates signals from answer-
biased summaries. The answer-biased summaries succinctly represent documents by
the part that are mostly likely to bear answers to the posed query. We generated
these summaries using a novel approach that utilizes Community Question Answering
(CQA) data. In our proposed ranking method, a set of novel and existing features that
estimate the quality of the summaries were incorporated into a ranking function.
Our methods were evaluated on two well-known web collections. Several baselines
were used to test the effectiveness of our proposed ranking methods: (i) sequential
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dependence model (SDM); (ii) ranking methods that use passages / summaries; (iii)
a method using query expansion from an external collection, i.e., external expansion
(EE); and (iv) a state-of-the-art quality-biased ranking (QSDM).
Our results show that incorporating quality features extracted from answer-biased
summaries into the ranking model leads to high retrieval effectiveness. Our methods are
superior to the previous passage-based and external expansion methods. Furthermore,
they can also give significant improvements over the state-of-the-art ranking models
SDM and QSDM. This answers RQ3: “Can incorporating quality features from
answer-biased summaries improve document retrieval?”. This result clearly
demonstrates the merit of answer-biased summaries for ad hoc retrieval.
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Chapter 6
Conclusions and Future Work
This chapter presents the conclusions of this thesis that answer our research questions
described in Chapter 1. In addition, the contributions of this thesis as well as some
recommendations for future work are presented.
6.1 Conclusions
In this thesis, we investigated a new approach to improving search result summaries.
We generated search result summaries that are expected to contain answers to a user’s
query, referred to as answer-biased summaries. In contrast to typical search result
summaries that are generally biased to the given query (referred to as query-biased
summaries), our summaries are designed to more likely contain answers to the query.
By directly presenting answers in the summary, we aim to address user information
needs more quickly. This impacts on reducing user interactions (i.e., clicks) in search
results and leading to good abandonment, which is the case in which users have already
found the answers in the search results page and therefore do not need to read the
documents. This can further result in increasing user satisfaction with search results.
Accordingly, in this work, we performed an answer-biased summarization of doc-
uments in the search results. Our work focused on non-factoid queries (or questions)
that usually require longer text as answers. This is different to factoid queries (or
questions), which can be addressed using just a single entity. The main challenge of
this work is to find sentences in the document that are likely to bear answers to the
query to compose an answer-biased summary. Answer sentences may share different
vocabulary with the queries; therefore, more knowledge (rather than topical relevance)
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is needed to solve this task.
We proposed techniques to bridge the lexical gaps between query and answer-
bearing sentences for the answer-biased summarization of documents in search results.
Some information was utilized in our techniques, such as Community Question Answer-
ing (CQA) content, and semantic, context, and translation information (see Chapters
3 and 4). Next, as an extension of our work on answer-biased summarization, we used
the generated summaries for ad hoc retrieval purposes. Some quality features were
derived from summaries to re-rank documents in the initial ranking (see Chapter 5).
This work opens a promising direction of using answer-biased summaries to improve
document ranking. Furthermore, we participated in the TREC LiveQA (Live Question
Answering) track in 2015 and 2016 to solve the task of generating real-time answers to
live questions given by CQA users. One of our summarization methods was deployed
as a component in our participating systems (see Appendix D). More details about our
work, together with the answers to our research questions, are provided in the following
text.
In Chapter 3, the information from related Community Question Answering (CQA)
content was proposed to generate answer-biased summaries from retrieved documents.
Three optimization-based methods and a learning-to-rank-based method were pro-
posed. Our methods were compared against state-of-the-art query-biased summariza-
tion techniques and some existing summarization techniques using a query expansion
approach. Then, the effect of CQA quality on the accuracy of generated summaries
was also analyzed.
The results answer RQ1: “Can related CQA content be used to improve the
creation of answer-biased summaries from documents?, and Does the qual-
ity of related CQA content affect the accuracy of generated summaries?”.
Our results show that related CQA content that does not necessarily contain perfect
answers to the query can be used to improve the creation of answer-biased summaries
from documents. The quality of related CQA content is shown to have a significant
effect on the accuracy of optimization-based summaries, although medium-quality an-
swers enable the system to achieve a comparable (and in some cases superior) accuracy
to state-of-the-art techniques. On the other hand, the CQA quality does not signifi-
cantly influence the accuracy of learning-to-rank-based summaries. These summaries
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consistently perform well when they are generated using different qualities of CQA
content.
In Chapter 4, semantic and context information were employed as features in our
learning-to-rank framework. This method was compared against state-of-the-art factoid
question answering and query-biased summarization techniques. Two different mea-
sures were used to evaluate the accuracy of the generated answer-biased summaries:
term-overlap (i.e., ROUGE) and sentence-ranking-based measures. The results an-
swer RQ2: “Can semantic and context information be used to improve the
creation of answer-biased summaries from documents?”. We found that incor-
porating semantic and context features results in boosting the accuracy of generated
answer-biased summaries. We further analyzed the correlation between term-overlap
and sentence-ranking-based measures, and found that there is a medium correlation
between ROUGE-1 and sentence-ranking measures, and a strong correlation between
ROUGE-2 and ROUGE-SU4 to sentence-ranking measures.
In Chapter 5, our work on answer-biased summary generation is extended to ad
hoc retrieval. We explored the potential of using answer-biased summaries to improve
document ranking. A combination of novel and existing features were developed to
estimate the quality of summaries. The quality estimate features derived from the
summaries were then incorporated into document ranking functions. The results answer
RQ3: “Can incorporating quality features from answer-biased summaries
improve document retrieval?”. Our results show that the quality features from
answer-biased summaries are effective in improving document retrieval. Our method
can give significant improvements to the existing passage-based methods, the ranking
using external expansion, and the state-of-the-art ranking models.
In Appendix D, the participation of our teams in the TREC LiveQA track 2015
and 2016 are described in detail. The task given in this track was to generate real-
time answers to live questions asked by CQA (i.e., Yahoo! Answers) users. My role in
the teams was to build a summarization algorithm that was used as a component in
the participating systems. One of our answer-biased summarization methods proposed
in Chapter 3 was then implemented and enhanced. We found that the results of our
systems are satisfactory (e.g., one of our runs ranked fourth out of 22 submissions on
the LiveQA track 2015). Here, our summarization method is shown to be useful for
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finding answers to non-factoid questions given by real users.
6.2 Contributions
Our contributions in this work are as follows:
• We introduce a new approach for improving search result summaries by generating
answer-biased summaries from retrieved documents. In contrast to typical search
result summaries that are biased to the given query (referred to as query-biased
summaries), answer-biased summaries are designed to have a higher likelihood of
containing answers to a given query.
• A novel use of CQA content and a user’s query in a summarization algorithm is
proposed for locating answer-bearing sentences in the document. Three optimization-
based methods (i.e., QueryOpt, AnswerOpt, and ExpQueryOpt) and a learning-
to-rank-based method (i.e., MK++) are proposed for extracting an answer-biased
summary from each document. The former methods work based on maximizing
the coverage of important words while minimizing redundancy, and three novel
methods are used to determine the importance of words. The latter method ex-
ploits a set of features that are used to learn a sentence-ranking model. Our
results show that even if a CQA answer does not contain a perfect answer to a
query, its content can be exploited to improve the extraction of answer-biased
summaries from other corpora.
• The effect of the quality of related CQA content on the accuracy of our proposed
methods was analyzed. We found that the quality of CQA content has an im-
pact on the accuracy of optimization-based summaries, although medium-quality
answers enable the system to achieve a comparable (and in some cases superior)
accuracy to state-of-the-art techniques. The learning-to-rank-based summaries,
on the other hand, are not significantly influenced by CQA quality. These sum-
maries consistently perform well using different quality levels of CQA content.
• Based on our experimental results, we made recommendations for the best use of
our methods with regard to the availability of different quality levels of related
CQA answers. When a large amount of training data are available, then the
162
learning-to-rank-based method MK++ is preferred. This is as shown in our
results that this technique consistently performs well with different quality levels
of CQA and in two different datasets tested in this work. As building such training
resources is expensive, it is worth considering other alternatives. When related
answers are either not available or all of a low quality, an optimization-based
method QueryOpt is preferred if the queries are long; however, some existing
query-based techniques may be more beneficial if the queries are short. When
the quality of the related answers is medium to high, then an optimization-based
method AnswerOpt or ExpQueryOpt can be more accurate.
• The effectiveness of semantic and context information for generating the answer-
biased summaries of documents were investigated. The result shows that se-
mantic and context features can significantly improve the accuracy of generated
answer-biased summaries. We also conducted a further investigation by adding
translation and CQA features. However, a further significant improvement on the
result of using semantic and context information could not be found.
• The correlation between term-overlap-based measures and sentence-ranking-based
measures in evaluating answer-biased summaries was analyzed. We found that
ROUGE-1 has a moderate correlation with NDCG@3 and P@3, while ROUGE-2
and ROUGE-SU4 have strong correlations with these sentence-ranking measures.
This information could be worth exploring to create a better learning-to-rank-
based technique for our task on answer-biased summarization.
• A novel approach of using answer-biased summaries for improving document rank-
ing is proposed. A combination of novel and existing features were developed to
estimate the quality of summaries. We proposed exploiting these features from
our generated answer-biased summaries, and incorporating them into a ranking
function. The results show that our ranking methods that use quality features
from answer-biased summaries significantly improve current passage-based rank-
ings, the ranking using external expansion, and state-of-the-art SDM and QSDM
rankings.
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6.3 Future Work
In this work, related CQA content that was used to help with the extraction of answer-
biased summaries from documents was obtained only from Yahoo! Answers. However,
our approaches enable the integration of related answers from multiple CQA sites in
a flexible way. For example, by performing a word weight calculation using related
content from each CQA site, and then aggregating the scores. Another alternative
could be to integrate the related content from all CQA sites and merge them into a
single list using an approach from previous work (Shokouhi and Si, 2011). In future
work, it would be interesting to combine the related content from other CQA sites,
such as StackExchange and Answers.com, to guide the extraction of answer-biased
summaries from documents.
We have a few suggestions that could improve our answer-biased summarization
methods in the future. First, by enhancing the question retrieval in CQA for long
queries, for example, by identifying key concepts (Bendersky and Croft, 2008). This is
based on our results described in Section 3.5.1 that using the query topic can improve
the retrieved CQA results, which then further leads to a significant improvement on the
AnswerOpt method. Second, by incorporating an “answer quality predictor” (Shah
and Pomerantz, 2010; Liu et al., 2011a) to remove related CQA answers of a poor qual-
ity. This is related to our results described in Section 3.4.1.2 that there is a significant
effect of the quality of related CQA answers on the accuracy of the optimization-based
summaries AnswerOpt and ExpQueryOpt.
Some past work has studied the effectiveness of answers to popular factoid queries
using log-based analysis (Chilton and Teevan, 2011; Li et al., 2009) and controlled
user studies (Lagun et al., 2014; Williams et al., 2016a); and found that it results in
increased user satisfaction and good abandonment. Another work (Bernstein et al.,
2012) conducted a similar study using tail queries (mostly non-factoid) and drew the
same conclusion as previous work (Chilton and Teevan, 2011; Li et al., 2009; Lagun
et al., 2014; Williams et al., 2016a). All of this past work confirms that presenting
answers as a response to the query has a significant positive effect on a user’s search
experience. Another interesting avenue for future exploration would be to conduct
user studies to evaluate the accuracy of our answer-biased summaries. It would be
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informative to run pairwise comparisons of summaries, as was done by Yulianti et al.
(2016b), and later ask users to rate their satisfaction level, as was done by Bernstein
et al. (2012) and Williams et al. (2016a). Following previous work (Yulianti et al.,
2016b), the agreement between ROUGE and user evaluations should also be analyzed
in future work. This information helps to understand whether answer-biased summaries
that are effective according to ROUGE scores will also be judged as being good by
users when answering a given non-factoid query. This can give further insight on the
effectiveness of the term-overlap-based score in evaluating the effectiveness of answer-
biased summaries.
To test the effectiveness of our methods in finding answers in the documents, we
conducted our experiments in this work using relevant documents only. It is because
answers are not contained in non-relevant documents. In the future, it would be worth
exploring the effect of applying our summarization techniques to non-relevant docu-
ments. When conducting an evaluation using ROUGE measures, it is intriguing to
see whether the answer-biased summaries from non-relevant documents may also share
many term overlaps with the ground truth answers. When conducting an evaluation us-
ing user studies, we could further explore how different the user judgments are between
answer-biased summaries generated from relevant versus non-relevant documents.
In our proposed ranking methods using answer-biased summaries, we extracted
summary quality features from answer-biased summaries that are generated using the
AnswerOpt approach. In the future, we would examine the effectiveness of our ranking
methods using summaries that are generated by the other proposed answer-biased
summarization approaches in this work, such as MK++, QueryOpt, ExpQueryOpt,
and MK+Sem+Con.
Finally, we showed that our ranking method can give significant improvements
over state-of-the-art methods according to some oﬄine retrieval metrics. It may be
beneficial to also examine this using user evaluation, as was performed by Sanderson
et al. (2010), so that we could confirm the result of oﬄine evaluation presented in
this work. In future work, we would investigate this issue as well as other possible
improvements to our ranking model, such as using link-based features (Kurland and
Lee, 2010) and user behaviour signals (Agichtein et al., 2006; Ageev et al., 2013); and
filtering good quality CQA answers (Shah and Pomerantz, 2010; Pelleg et al., 2016).
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Appendix A
Example of Related CQA
Content
Table A.1: Related CQA content with fairly relevant questions for the query “Who is
Pol Pot and what did he do?”
No A pair of Question & Best Answer from CQA
1 Question Title: Pol pot compared to hitler ?
Question Detail: how was pol pot compared to hitler ? 3 main ideas ? thank you
Best Answer: hitler was expansionist - he launched a war to conquer an entire con-
tinent, if not the world. Pol Pot was isolationist - his regime ignored other countries.
** Pol Pot’s revolution/ideology was class-based - he put the bourgeois of the cities
into rural labor camps. Hitler’s ideology was race-based - people of pure ’Aryan’,
ie northern European, ancestry, were the master race, deserved everything. Other
dominant whites were secondary, functional in society but not important, and other
races and minor white cultures were slave races. ** Hitler was an extraordinarily
clever and capable planner to obtain power the way he did. He took advantage of
social insecurity to gain political power within the rules of the system. Pol Pot took
advantage of much more severe institutional instability, partially induced by spillover
of the Vietnam War into Cambodian territory, to overthrow the prior government by
brute force. There was not a lot of finesse there.
2 Question Title: Saddam Hussein or Pol Pot?
Question Detail: Which one?
Best Answer: Pol Plot wanted to create a new society based on his idea of a new
rural utopia. Khmer Rouge abolished money and private property, banned religion
they also forced city dwellers into the country side to cultivate the fields [Killing
Fields]. An estimated 1.7 million people died (20%) many where members of the
educated middle class. Cambodia was a French Colony ( part of Indochina) 1863-
1953. After they became an independent nation , but soon becomes entangled in
the Vietnam War. In 1965 King Sihanouk broke off relations with United States
and allows North Vietnamese to set up bases in order to conduct raids into South
Vietnam. In 1969, USA starts a secret bombing campaign against NVA and Vietcong
bases in Cambodia. In 1970, Sihanouk was desposed in a military coup General Lon
Nol takes power. Sihanouk fled to China and set up a government in exile called the
Khmer Rouge. Moa was sympathetic to the groups MAOIST philosophy never as
close to North Vietnam as people thought. In the early 1970’s Lon Nol is facing 2
enemies the North Vietnamese and the Khmer Rouge. He relly didn’t hace control
over the country in the spring of 1970, U.S. and ARVN forces invaded to wipe out
NVA bases in Cambodia, but by late summer they all pull out so in the end this really
didn’t acomplish anything. By then it was only a matter of time his weak military
began losing territory. Also U.S. was again conducting secret bombing raids this was
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stopped by August 1973. In 1975, after U.S. forces leave southeast Asia, Lon Nol
is deposed by the Khmer Rouge led by Pol Plot as they capture Phnom Penh.
Regime of terror lasts until 1979 when Vietnam invades. A long civil war will
last untill 1991 Paris Peace Agreement In 1998 Pol Plot dies in his jungle hide-
out. http://news.bbc.co.uk/2/hi/asia-pacific/... Saddam himself murdered his way
to power in 1968 and begin support terrorist groups in the middle east. Saddam
during Iraq-Iran war discovered that two groups of captives within Iraq, Kurds and
Shiites, tended to favour Iran, and not Saddam. In fact, both groups was accused
of assisting Iran. Saddam gassed some of them to stop that. Then August 2nd,
1990, Saddam invaded Kuwait in order to steal their oil prices to pay off his debt off
Iraq-Iran war. During the seven month Iraqi occupation of Kuwait, the Iraqi Army
killed many Kuwaiti civilians by the use of torture, whipping, public hanging, cutting
health care for poor/educated/starving Kuwaiti civilians in favor of the Iraqi Army
only, intentionally targeting family members, and shot the boys/girls age 17-19 five
of them per day, and rape a lot of Kuwaiti woman everyday. Not to mention that
Iraq was firing SCUD missiles on Saudi Arabia and Israel all throughout the Gulf
war. Iraq failed to meet it’s deadline to withdraw from Kuwait so on January 1991,
U.S./UN forces launched Operation Desert Storm with an aerial bombardment by
coalition warplanes against targets in Baghdad and other Iraqi cities. Then ground
war begins on February 1991 when U.S./UN ground forces moved into Kuwait and
drove the Iraqi Army back to their own borders. After the Gulf War ended in a
ceasefire agreement, President Bush Sr. called on the Iraqis to overthrow Saddam,
specifically the Kurds and Shiites, and promised that USA would help overthrow Sad-
dam, but instead USA left them to swing in the desert winds as Saddam slaughtered
them. Saddam had two solid indications that these people were his personal enemies,
and enemies of Iraq. Over the 1990s, he continued to oppress his own people and
most specifically, the Kurds from the North and Shiites from the South of Iraq, by
bombing and strafing them with air-power. The U.S. and it’s allies feared that it
would repeat the incident what Saddam was doing to the Kurds when he gassed them
also with air-power in 1988. The Iraqi no-fly-zones was established by the U.S. and
it’s allies to defend the Kurds from the North and Shiites from the South of Iraq by
the Iraqi warplanes and helicopters. In 2003, when Iraq refuse to cooperate with UN
resolutions and even violated UN 1441 as well as a ceasefire agreement, the U.S.-led
coalition forces reauthorized the war that Bush Sr. started in the 1st place and in-
vaded Iraq. Saddam Hussein rule was deposed in 2003 and caught in December 2003.
Gulf war started when Saddam invaded Kuwait and ended when U.S. ouster Saddam
Hussein from power. Three years later, Saddam was hanged for his crimes against
humanity. http://news.bbc.co.uk/2/shared/spl/hi/mi... In terms, both leaders are
authoritarian and murderous dicatorial leaders like Hitler, Stalin, and Mao before
them. They murdered them in belief they were a threat to their lives. But Pol Pot
killed more than Saddam.
3 Question Title: An FBI File on Pol Pot?
Question Detail: i need to do a school project on Pol Pot, the project is to create
a FBI File about him.....What should a good FBI File consist of?
Best Answer: I would start with his correct name – Solath Sar. Pol Pot was his
Communist Party pseudonym. Secondly his place and date of birth, the names of
his parents and siblings and their occupations. Then material on his school life,
being sent to France on a scholarship in 1948 to study at the Technical Institute.
His political activities in France along with Khieu Samphan (later to be President of
Democratic Kampuchea), with Ieng Sary (later to be the Foreign Minister) and with
several women, sisters of the others. There was intermarriage between the family of
the leaders. Returning to Cambodia, working as a school teacher and joining the
Cambodian Communist Party. Rising in the ranks of the party. The meeting at the
railway station in Phnom Penh where the name of the party changed and Pol Pot
was made secretary. Going into hiding in 1966 to save them selves from persecution
from Lon Nol, Prince Sihanouk’s chief of police. Prince Norodom Sihanouk coining
the phrase “Khmer Rouge” in a speech in 1966. It means Red khmer in French. Pri-
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or to this the term for the Cambodian communists was “Khmer Khrahom” which
also means Red Khmer, but in the khmer language. The fact that there were less
than 2,500 KR rebels in hiding throughout Cambodia in March 1970 when Lon Nol
and the US backed government overthrew Sihanouk in a coup. People flocking to
the Khmer Rouge following the coup and the creation of the other four anti Lon
Nol forces – the Khmer Royame (the royalists who supported Sihanouk), the Khmer
Rumdos (Khmer Nationalists), Khmer Pracheitipitei (Democratic Cambodians) and
the Khmer Pracheon (Cambodian Democrats - slightly different political views to
their namesakes). Support for the KR and the other groups by the Hanoi government
and military assistance and training given by the “Peoples Army of Vietnam” (often
called the North Vietnamese Army which is incorrect). Minor military battles between
the Lon Nol forces and the KR until late 1972 then major battles as the anti-Lon Nol
forces took over most of the fighting. Defeating the Lon Nol forces on 15 April 1975
when the Khmer Rouge forces entered Phnom Penh. Pol Pot returned to Phnom
Penh in mid May 1975 and sets up government. Establishment of the “Toul Sleng”
prison in late 1975 for detaining, torturing and interrogating prisoners then taking
them away for execution. Son Sen (make sure you spell it correct as there is also a Son
San) being put in charge of Toul Sleng. The Vietnamese breaking their agreement
with the Cambodians and not taking their troops out of Cambodian territory and
this leads to the first conflicts between KR forces and PAV forces in Mondalkiri
province then in Svay Rieng and Prey Veng provinces then in Kratie province. More
paranoia and more arrests and detainees taken to Toul Sleng. Trips to China, India.
Meeting an Australian journalist (and his Cambodian wife) in ViVientianeLaos and
being interviewed in July 1976, along with Khieu Samphan and Ieng Sary. Details
of that interview. Visit of the British academic, Malcolm Caldwell and the NYT
correspondent, Elizabeth Becker. Caldwell was killed in the Phnom Penh guesthouse
at the time. Invasion of Cambodia by the PAV in December 1978 and the taking
of Phnom Peng on January 4, 1979. The Khmer rouge flee to the Thai-Cambodian
border and moving camps – Pailin was a main camp in the North west and but also in
Prey Vihear in northern Cambodia. Peace Talks between the various factions between
1980 and 1991. The talks in Singapore in 1986 and 1991 were the most significant.
The UN sends inintial “peacekeeping forces” in late 1991 and most operating by 1992.
Also UNTAC – the UN operation, civilian and military, operates until mid 1994 with
elections in 1993. Pol Pot remains in Pailin until his death and never returned to
Phnom Penh after 1979.
4 Question Title: How did Pol Pot rise to power?
Question Detail: I am doing an assignment for modern history on power and i
chose to focus on Pol Pot. Their are so many different interpretations of how he rose
to power that i am getting confused. any help would be appreciated. Please include
sources if you use them.
Best Answer: Pol Pot’s Rise to Leadership Postcolonial Cambodia was a society
with a deeply rooted sense of hierarchy that permitted one man to exercise enor-
mous power. From 1945 until 1970, that one man was Norodom Sihanouk, who ruled
Cambodia first as king and then as its Head of State. Cambodian political structure
during Sihanouk’s rule bestowed “power on a small group of men whoexploit[ed] the
majority of the people at every level” (Chandler, 1999, p. 39). “Nepotism and cor-
ruption” (Chandler, 1999, p. 47) were the way of life. Cambodia was an agrarian
society whose economy did not develop beyond agriculture and other small labor-
intensive industries. The absence of strong economic bases manifested in the people’s
low standard of living. The resulting gulf of economic disparities between a concen-
trated group of wealthy ruling elite and the poor masses served as the battle cries
for social and political changes intended to wrest political and economic power from
the ruling elite and to distribute them to the poor masses. Pol Pot’s entrance onto
Cambodia political landscape was inspired by the desire to bring about such social
and political changes to benefit the poor masses. After having spent three years at a
university in France, where he was exposed to Communist ideology, Pol Pot returned
to Cambodia in 1953. Pol Pot “saw communism as a set of techniques” that would
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allow for social and political changes to occur in Cambodia (Chandler, 1999, p. 34).
To spread the message of Communism to his compatriots, in 1956 Pol Pot embarked
on a career teaching French and geography at a private college in Phnom Penh, the
capital of Cambodia. Teaching provided Pol Pot with a stage for his budding political
talents to attract young people to the Communist movement. Many recollections of
Pol Pot referred to his skills as a teacher. In choosing to play this role, he drew on
the reservoir of reverence Cambodians have always had for their teachers, reflecting
the centuries in which education was in the hands of Hindu Brahmans or Buddhist
monks and the high status accorded teachers in the French Third Republic under
which Pol Pot was raised. In the Cambodian education system, even a mathematics
professor taught ethics. Students traditionally gave respect to their teachers, as they
did to elderly relatives, in exchange for moral guidance. Older brothers and teachers
who returned this respect with warmth and kindness were rare and doubly honored.
Among his students, Pol Pot seemed to have been an immediate success as a teacher of
“progressive knowledge” (Chandler, 1999, pp. 50-53). People who knew him at that
time found him “well presentedan attractive figure. His deep voice and calm gestures
were reassuring. He seemed to be someone who could explain things in such a way
that you came to love justice and honesty and hate corruption” (Chandler, 1999, p.
51). Some students remembered him “as calm, self-assured, smooth featured, honest,
and persuasive, even hypnotic when speaking to small groups” (Chandler, 1999, p.
5). During group discussions, he attacked dishonesty and corruption in Sihanouk
government circles without revealing his communist political alignment. One of his
students recalled Pol Pot as “popular among students, a good teacher and very correct
in his ways.” In 1950s’ Cambodia, the term “Communist” often referred to people
like Pol Pot who had simple taste, a good education and a hatred for corruption. A
good education meant and included a post-secondary education in France. People
like Pol Pot were thought to be the only ones who cared about the poor (Chandler,
1999, p. 53). In 1962, Pol Pot spoke at a seminar in Phnom Penh to an audience
consisting of Buddhist monks and college students. One participant remembered Pol
Pot’s speech as “harmonious and persuasive; he used examples skillfully. He made
himself easy to like (Chandler, 1999, p. 62).” He appealed to his audience to consider
Cambodian society. He mentioned that the Sihanouk government charged people fees
when they were born, when they were married, and when they died. “No one can
do anything, unless the government gets its fee,” he said. He suggested that the
pervasive corruption within the government led the people into deeper and deeper
poverty. He spoke of a new society with equality among all its members (Chandler,
1999, p. 62). While teaching about the domestic situation inside Cambodia, he
abruptly stopped the lesson and asked, “What can we do to make the people love
us?” Several suggested exposing the corruption of other factions and demonstrating
the Khmer Rouge’s patriotism; others maintained that the key was economicsPol Pot
kept shaking his head, dissatisfied. Then one man raised his hand and responded,
“We must put ourselves in the same position as the poorest of the poor, then the
people will crowd around us and love us.” “Yes,” cried the teacher, delighted that
one of his students had answered correctly. “Yes! Yes!”
5 Question Title: Why exactly did Pol Pot want ’Year Zero’?
Question Detail: It’s not exactly clear to me why Pol Pot decided to take Cambodia
back to Year Zero? What were his motivations behind it? What did he hope to
achieve?
Best Answer: Pol Pot was the leader of the Cambodian communist movement
known as the Khmer Rouge and was Prime Minister of Democratic Kampuchea from
1976-1979. Pol Pot became the de facto leader of Cambodia in mid-1975. during
his time in power, Pol Pot imposed a version of agrarian collectivization, forcing city
dwellers to relocate to the countryside to work in collective farms and forced labour
projects, toward a goal of “restarting civilization” in “Year Zero”. the combined
effects of slave labor, malnutrition, poor medical care, and executions resulted in
the deaths of an estimated 750,000 to 1.7 million people, approximately 26% of the
Cambodian population. in 1979, after the invasion of Cambodia by neighboring Vi-
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etnam in the Cambodian-Vietnamese War, Pol Pot fled into the jungles of southwest
Cambodia and the Khmer Rouge government collapsed. from 1979-1997, he and a
remnant of the old Khmer Rouge operated from the border region of Cambodia and
Thailand, where they clung to power and United Nations recognition as the rightful
government of Cambodia. Pol Pot died in 1998 while held under house arrest by the
Ta Mok faction of the Khmer Rouge. since his death, rumors that he was poisoned
have persisted.
6 Question Title: What precipitated the mass killing in Cambodia under Pol Pot’s
Cambodia?
Question Detail: What precipitated the mass killing in Cambodia under Pol Pot’s
Cambodia? What did Pol Pot hope to achieve? How was ideology more important
to him than other considerations?
Best Answer: Pol Plot wanted to create a new society based on his idea of a new
rural utopia. Khmer Rouge abolished money and private property, banned religion
they also forced city dwellers into the country side to cultivate the fields [Killing
Fields]. An estimated 1.7 million people died (20%) many where members of the
educated middle class. Cambodia also is renamed Kampuchea and Pol Plot coins
the phrase “year zero” meaning everything would start from scratch and the new
order would replace the old. He just didn’t want peoples loyalty he wanted to control
their thoughts and how they lived. Understand that Pol Plot was a totalitarian ruler
like other 20th century contemporaries Hitler, Stalin, Mao, and Kim IL-Sung “Dear
Leader”. They all wanted to destroy the old order and replace it with something new
best way to do this is install a regime a terror and wipe out all people that may be a
potential threat. Another method is always have an enemy both internal or external
like Orwell explains in “1984”. Cambodia was a French Colony ( part of Indochina)
1863-1953. After they became an independent nation , but soon becomes entangled
in the Vietnam War. In 1965 King Sihanouk broke off relations with United States
and allows North Vietnamese to set up bases in order to conduct raids into South
Vietnam. 1969 USA starts a secret bombing campaign against NVA and Vietcong
bases. 1970- Sihanouk was desposed in a military coup General Lon Nol takes power.
Sihanouk fled to China and set up a government in exile called the Khmer Rouge.
Moa was sympathetic to the groups MAOIST philosophy never as close to North
Vietnam as people thought. In the early 1970’s Lon Nol is facing 2 enemies the Norh
Vietnamese and the Khmer Rouge. He relly didn’t hace control over the country in
the spring of 1970 US and ARVN forcess invade to wipe out NVA bases, but by late
summer they all pull out so in the end this really didn’t acomplish anything. By then
it was only a matter of time his weak military began losing territory. Also US was
again conducting secret bombing raids this was stopped by August 1973. 1975 Lon
Nol is deposed by the Khmer Rouge led by Pol Plot as they capture Phnom Penh.
Regime of terror lasts until 1979 when Vietnam invades. A long civil war will last
untill 1991 Paris Peace Agreement 1998 Pol Plot dies in his jungle hideout.
7 Question Title: How did Pol Pot came to power? ?
Question Detail: I’m researching pol pot (Saloth Sar) who was the leader of cam-
bodia from 1976-79. But i cant find much info on exactly HOW he became the leader
of Cambodia, how he came to power? and like what kind of people supported him,
and how was the leader b4 him, etc any help? thanks!!
Best Answer: The Khmer Rouge took Phnom Penh on April 17, 1975. Saloth Sar
called himself the “brother number one” and declared his nom de guerre Pol Pot,
from Politique potentielle, French equivalent of a phrase supposedly coined for him
by the Chinese leadership.[citation needed] A new government was formed, at first
with Khieu Samphan as prime minister and leader of the nation, but since holding an
inferior position in the party, Khieu Samphan was obliged to hand Pol Pot the post,
confirming him as prime minister and head of government on May 13, consolidating
his power and making him de facto dictator of Cambodia. Khieu Samphan was in-
stead made head of state after the abdication of Norodom Sihanouk in January 1976,
as the new constitution was adapted and a republic proclaimed. The name of the co-
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untry was then officially changed to Democratic Kampuchea. The Khmer Rouge
tried to impose the concept of “Year Zero” and targeted Buddhist monks, Muslims,
Western-educated intellectuals, educated people in general, people who had contact
with Western countries or with Vietnam, the crippled and lame, and the ethnic Chi-
nese, Laotians and Vietnamese. Some were put in the S-21 camp for interrogation
involving torture in cases where a confession was useful to the government. Many
others were summarily executed. Confessions forced at S-21 were extracted from
prisoners through such methods as removing toenails with pliers, suffocating a pris-
oner repeatedly, and skinning a person while alive. Immediately after the fall of
Phnom Penh, the Khmer Rouge began to implement reforms following the concept
of “Year Zero” ideology and placed the former king, Norodom Sihanouk, in a purely
ceremonial role. The Khmer Rouge ordered the complete evacuation of Phnom Penh
and all other recently captured major towns and cities. Those leaving were told that
the evacuation was due to the threat of severe American bombing and it would last
for no more than a few days. Pol Pot and the Khmer Rouge had been evacuating cap-
tured urban areas for many years, but the evacuation of Phnom Penh was unique in
scale. The first operations to evacuate urban areas occurred in 1968 in the Ratanakiri
area and were aimed at moving people deeper into Khmer Rouge territory to better
control them. From 1971-1973, the motivation changed. Pol Pot and the other senior
leaders were frustrated that urban Cambodians were retaining old habits of trade
and business. When all other methods had failed, evacuation to the countryside was
adopted to solve the problem. Pol Pot adopted the Maoist idea that peasants were
the true working class. In 1976, people were reclassified as full-rights (base) people,
candidates and depositees - so called because they included most of the new people
who had been deposited from the cities into the communes. Depositees were marked
for destruction. Their rations were reduced to two bowls of rice soup, or “juk” per
day. This led to widespread starvation. The Khmer Rouge leadership boasted over
the state-controlled radio that only one or two million people were needed to build
the new agrarian communist utopia. As for the others, as their proverb put it, “To
keep you is no benefit, to destroy you is no loss.” Hundreds of thousands of the
new people, and later the depositees, were taken out in shackles to dig their own
mass graves. Then the Khmer Rouge soldiers beat them to death with iron bars
and hoes or buried them alive. A Khmer Rouge extermination prison directive or-
dered, “Bullets are not to be wasted.” These mass graves are often referred to as The
Killing Fields. The Khmer Rouge also classified by religion and ethnic group. They
abolished all religion and dispersed minority groups, forbidding them to speak their
languages or to practice their customs. These policies had been implemented in less
severe forms for many years prior to the Khmer Rouge’s taking power. According
to Franois Ponchaud’s book Cambodia: Year Zero, “Ever since 1972 the guerrilla
fighters had been sending all the inhabitants of the villages and towns they occu-
pied into the forest to live and often burning their homes, so that they would have
nothing to come back to.” The Khmer Rouge refused offers of humanitarian aid, a
decision which proved to be a humanitarian catastrophe: millions died of starvation
and brutal government-inflicted overwork in the countryside. To the Khmer Rouge,
outside aid went against their principle of national self-reliance. Property became
collective, and education was dispensed at communal schools. Children were raised
on a communal basis. Even meals were prepared and eaten communally. Pol Pot’s
regime was extremely paranoid. Political dissent and opposition were not permitted.
People were treated as opponents based on their appearance or background. Torture
was widespread. In some instances, throats were slit as prisoners were tied to metal
bed frames. Thousands of politicians and bureaucrats accused of association with pr
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Appendix B
Example of ESA Vector
Representation
Table B.1 displays the ESA (Explicit Semantic Analysis) representation for query
“What are the goals and political views of the Green Party?”. This representation
consists of top-100 most related concepts obtained from Wikipedia. They are gener-
ated using ESA method as described in Section 4.3. The second column describes the
weight of each concept.
Table B.1: ESA representation for the query “What are the goals and political views of
the Green Party?”
Top-100 related concepts Weight
Green politics -5.6114
Socialist People’s Party (Denmark) -5.9990
Bluegreen alliance -6.0050
Green Party of Bulgaria -6.0776
European Green Party -6.1205
Green Party (UK) -6.1653
Greens/Green Party USA -6.1715
Political party -6.1771
Redgreen alliance -6.2168
Green Party of the Netherlands -6.2343
Green-Rainbow Party -6.2399
Political parties in the United States -6.2613
Social Democrats (Denmark) -6.2618
Green party -6.2727
Euroscepticism -6.2767
Green Party of Lebanon -6.2885
Taiwan independence movement -6.3104
Taiwanese legislative election, 2004 -6.3124
Derek Wall -6.3200
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Party of Free Citizens -6.3237
Principal Speaker -6.3272
Green League -6.3297
Pirate Party of Sweden -6.3417
Green Party of Minnesota -6.3486
History of the Socialist Left Party -6.3528
Green politics in the Philippines -6.3562
Scottish Green Party -6.3631
Tea Party movement -6.3690
Single-issue politics -6.3694
California Green Archives -6.3699
Green Party of Quebec -6.3749
Green Committees of Correspondence -6.3879
Green Party of Canada -6.3964
Third International Theory -6.3971
Eco-socialism -6.3983
Green libertarianism -6.4072
Adriane Carr -6.4295
Types of socialism -6.4305
Christian Heritage Party of New Zealand -6.4330
UCLA School of Political Parties -6.4360
Socialism -6.4368
Green Party of the United States -6.4390
Republicrat -6.4511
Boston Caucus -6.4547
Alliance for Italy -6.4563
RedGreen Alliance (Denmark) -6.4595
Green Party of Albania -6.4642
Big tent -6.4723
Groen (political party) -6.4761
Sara Parkin -6.4787
Green Party of England and Wales -6.4863
Eurocommunism -6.4894
Green Party in Northern Ireland -6.4905
Canadian leaders’ debates -6.5020
Green Party of Florida -6.5023
Green Party of Alaska -6.5027
Politics Can Be Different -6.5027
Redgreen coalition (Norway) -6.5097
The Green Alliance -6.5134
Patricia McKenna -6.5173
John Rensenbrink -6.5178
Cynthia McKinney presidential campaign, 2008 -6.5185
Politics of the United States -6.5201
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Green economy -6.5279
National League of Young Liberals -6.5358
Transhumanist politics -6.5394
Leftright politics -6.5412
List of political parties in Minnesota -6.5424
Green Party (Norway) -6.5537
Qubec solidaire -6.5542
Liberal socialism -6.5577
Green Party of Ontario -6.5661
Montenegrin Federalist Party -6.5668
Political faction -6.5673
Federation of the Greens -6.5695
Outline of green politics -6.5715
Illinois Green Party -6.5728
Political privacy -6.5739
Left-right paradigm -6.5743
United States Senate election in Oregon, 1966 -6.5754
Left of Croatia -6.5776
History of the Green Party of Canada -6.5824
Green Party of Saskatchewan -6.5965
Liberty Party (United States, 1840) -6.6087
Mark Satin -6.6090
Rich Whitney -6.6102
BPF Party -6.6111
Ba’athism -6.6147
Progressive Party of Manitoba (198195) -6.6159
Alliance ’90/The Greens -6.6159
Green Party (Colombia) -6.6161
Two-party system -6.6196
Green criminology -6.6201
Green Party of Ontario candidates, 2003 Ontario provincial election -6.6204
Social liberalism -6.6204
Green Party of Rhode Island -6.6238
Justice Party (United States) -6.6256
Political system -6.6293
Grassroots Party -6.6300
Conservatism -6.6325
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Appendix C
Approval Letter for Human
Ethics Application
This is an approval letter for a human ethics application to conduct a crowdsourcing-
based experiment described in Chapter 3 Section 3.2.3.
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Appendix D
Participation at TREC LiveQA
Track
D.1 Introduction
TREC1 (Text Retrieval Conference) is a series of workshops that focus on some Infor-
mation Retrieval (IR) tasks, called tracks. It began in 1992, with the aim of encouraging
research in Information Retrieval using large text collections. Some examples of tracks
held at TREC are as follows: web track, microblog track, and question answering track.
In each track, the TREC organizers will provide a specific task and the test collection
that can be used by the participants to formulate the solution.
The LiveQA (Live Question Answering) track (Agichtein et al., 2015) is a new forum
at TREC on non-factoid question answering. It was started in 2015, replacing the old
QA (Question Answering) track that predominantly focused on factoid questions. The
task in the LiveQA track is to provide real-time answers to live questions submitted by
the Yahoo! Answers2 users. Accordingly, each participating team is required to build
a live question answering system that provides the answers in real time.
The task given in the LiveQA track is related to our work, which is about gener-
ating answers to non-factoid questions. Therefore, I together with a few other people,
participated as a team in the LiveQA track in 2015 and 2016. My contribution in
these teams involved implementing a summarization algorithm (see Section D.3) that
became one of the components in the participating systems. It is worth mentioning
1http://trec.nist.gov/
2http://answers.yahoo.com
188
that even though the LiveQA task and our task in this thesis are related, there are a
few differences between them. In our task described in Chapters 3 and 4, an answer-
biased summary is extracted from a single document. However, as we will describe
later (see Section D.4), in the LiveQA track, the summary is extracted from passages
that originate from multiple documents.
This chapter describes our participation in the LiveQA track. Section D.2 provides
more detailed information about the task in the LiveQA track, such as the specification
of the input and output of the system, and the evaluation method. Section D.3 describes
the summarization algorithm that is incorporated into our system’s component. Section
D.4 explains the description of our participating systems. Finally, section D.5 presents
the results of our participation in the LiveQA track for two consecutive years: 2015
and 2016.
D.2 Detail of the LiveQA Track
As mentioned above, the LiveQA track (Agichtein et al., 2015) brings up a new task of
generating real-time answers to non-factoid questions. It asks participants to build a
live question answering system for real questions submitted by Yahoo! Answers (YA)
users. The answer to each question must be returned within a maximum of one minute,
otherwise it is not counted as a valid answer. The answer length is limited to 1,000
characters. All participating systems can use any dataset to generate the answers.
The YA questions are generally verbose and diverse in nature. They include factual,
opinion, advice, and many other question types. They also cover different types of
categories, such as Computers & Internet, Beauty & Style, and Health. The LiveQA
track is therefore more realistic and challenging compared to the previous QA track
that focused on factoid questions that were artificially built by the TREC organizers.
As described earlier in Chapter 3, the YA questions consist of a title and a body
element. The title field is mandatory, whereas the body field is optional. When posting
a question to YA, people usually type the main question into the title field. Then, the
detail of the question, or even the sub-questions are written in the body field. Figure
D.1 displays two examples of YA questions.
During the official run time of the LiveQA, the test system provided by the track
coordinators send the participants’ systems a total of 1,000 newly submitted ques-
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Qid : 20140901034456AA5YTIF
Title : Can lazy eyes fix themselves?
Body : My right eye points all the way to the left unless I wear glasses. I wanted to get surgery
because this lowers my confidence a great deal. So when I was 9 or 10 my mum took me to the
hospital to see about getting eye muscle surgery to align my eyes, but all they said was that if I
get surgery, my eye might start slowly moving outwards as i get older...
Category : Health
Qid : 20170801151524AAqCTfp
Title : Best free antivirus software for Windows?
Body : I’ve been using Avast for years, and it’s just not working for me. Constant false positives
and nag screens, never detects when my PC actually does have a virus. MalwareBytes is what I
use for regular scans but I’d like a real-time protection antivirus to run too.
Category : Computers & Internet
Figure D.1: An example of YA questions
tions from YA users. Each question is sent at a rate of one question per minute.
The submitted question object is a tuple of < qid, title, body, category >. The qid
is the ID of the YA question; the title and body are the question texts contained
in the “title” and “body” fields respectively; and the category is the question topic.
The participants’ systems are then expected to return an answer to the given ques-
tion within a maximum of one minute. The returned answer object is a tuple <
pid, qid, answer, source+, localtime, [explanation] >. The pid is the ID of the partic-
ipant; qid is the ID of the given question; answer is the returned answer which is up
to 1000 characters in length; source+ is the list of URLs from which the answers are
extracted; localtime is the time it takes the system to produce the answer; and the
explanation is an optional field that may contain any additional information regarding
the answer.
In the evaluation process, the TREC organizers judge the returned answers on
a five-level Likert scale based on their relevance and responsiveness to the question.
The judgment scores are as follows: 0 (unanswered/unreadable) , 1 (poor), 2 (fair), 3
(good), and 4 (excellent). The specific metrics are: avgScore (the average score over
all questions), succ@i+ (the recall of answers with score i or above), and prec@i+
(the precision of answers with score i or above). Here, i is in the range of 2 to 4.
The succ@i+ is calculated as the number of answered questions with score i or above,
divided by the total number of questions. For example, succ@3+ indicates the percent
of questions that are answered with a minimum relevance score of 3. The prec@i+ is
calculated as the number of answered questions with score i or above, divided by the
total number of questions answered by the system. For example, prec@3+ indicates
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the percentage of answered questions with a minimum relevance score of 3.
D.3 The Author’s Role: Summarization Algorithms
As mentioned earlier in Section D.1, my role in our teams at the LiveQA track 2005
and 2006 was to implement the summarization algorithm that was used as the systems’
components. I built a summarization algorithm that was proposed by Takamura and
Okumura (2009) to generate extractive summaries that serve as the answers. This algo-
rithm selects a combination of sentences that cover a maximum coverage of important
words, while simultaneously minimizing redundancy. I further enhanced the algorithm
by changing the way in which the importance of words is determined. Details about
this enhancement are provided in the subsequent text.
The Takamura and Okumura’s algorithm was detailed in Chapter 3 Section 3.3.1
(see Eq 3.1 described in that section). Recall that the answers returned to the track
organizers should be a maximum of 1,000 characters. Therefore, we set the constraint
of summary length to be a maximum of 1,000 characters. In the original paper, the
importance of words in the document input are determined based on the statistical
information in the document content. However, based on our initial experiment using
the WebAP3 dataset, we found that this word weighting is not effective for generating
summaries that contain answers. This result can be seen in the scores of the DocOpt
summarization system described in Chapter 3. Therefore, we decided to change the
original word weighting method so that the importance of words in indicating answers
to the query can be estimated more accurately.
We initially considered using the related CQA answers to improve the accuracy
of the word weight calculation. As explained in Chapters 3 and 5, the related CQA
answers originate from the best answer for the top N matching questions on CQA sites
(e.g., Yahoo! Answers). We assume that words that appear often in many related CQA
answers are more likely to indicate answers to the query. Therefore, these words should
be assigned a higher weight. However, we do not have a large collection of CQA data.
So, one possible option is to rely on the retrieval of an online CQA search system. On
the other hand, taking this option means that we need to compensate for the additional
time needed to retrieve the related answers from an online CQA system. On the other
3https://ciir.cs.umass.edu/downloads/WebAP/
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hand, the systems that we built have other components (as presented later in Section
D.4) that also require a certain amount of time for the execution. Therefore, this option
to use the related CQA answers for word weighting seems to be inefficient in this task.
We decided not to use it, given the time limit of one minute for the participating
systems to return an answer to each given question.
Finally, we tried another approach to determine the importance of words based on
the given questions. By using this approach, the summarization algorithm defined in
Eq 3.1 will generate the summaries that maximize the coverage of important words in
the questions. Words that often appear in the questions are assigned a higher weight,
indicating that they are more important. Our intuition is that when the answers often
contain question words, then the summaries that have a maximum coverage of question
words could be useful for capturing the answers.
In general, this weighting principle is similar to the QueryOpt approach that was
described in Chapter 3. The difference is that the weighting method in QueryOpt does
not separate the question text into title and body. It is because the questions used
in Chapter 3 originate from the “description” part of the TREC topics. Therefore, in
general, they are less verbose, and they are not divided into the title and the body
elements.
The word weighting used in this work is formulated in Eq D.1. We used a popular
TF-IDF weighting, in which the TF is the frequency of the term in the question title
(tftitle) and question body (tfbody), and IDF is derived from a background corpus. A
paramater α is the weight of term frequency derived from the question body. Since
this question body is generally more verbose, the information contained therein is less
precise than in the title. Therefore, the value of α should be set to less than 1.
wj = [tftitle(j) + α tfbody(j)] ∗ idf(j) (D.1)
The weight of the words obtained above were then incorporated into the summariza-
tion algorithms defined in Eq 3.1. The maximum coverage described in the algorithm
was optimized using IBM CPLEX4 solver (version 12.6). We set the parameters in
the summarization algorithms implemented in LiveQA systems as follows: λ = 0.1 and
4https://www.ibm.com/software/commerce/optimization/cplex-optimizer/
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α=0.43. The optimal λ value was obtained based on our initial experiments using the
WebAP dataset and the related CQA answers. The optimal α value was tuned using
our dataset used in the LiveQA 2015, such as a sample of 1,000 YA questions,5 a locally-
indexed Yahoo! Webscope L6 collection,6 two newswire corpora (i.e., AQUAINT and
AQUAINT-2), and a dump of Wikipedia datasets produced in May 2015.
D.4 Systems
This section briefly describes our participating systems in the LiveQA 2015 and 2016.
Complete descriptions can be found in our TREC papers (Chen et al., 2015a; Malhas
et al., 2016).
D.4.1 The LiveQA Track 2015
Our team built four different systems for the TREC LiveQA track 2015. In general,
the techniques that were implemented in our systems include summarization, query
trimming, and headword expansion. Recall that as mentioned earlier in Section D.1,
my role in this team involved implementing a summarization algorithm (see Section
6.2) that became one of the components in the participating systems.
We indexed some collections as the information sources to retrieve answers: newswire
corpora (i.e., AQUAINT and AQUAINT-2), a dump of Wikipedia datasets produced
in May 2015, and Yahoo! Webscope L67 collection consisting of 4.4 million YA ques-
tions with their corresponding answers. Figure D.2 displays the overview of each of our
systems.
RMIT-0 was our baseline system in the LiveQA 2015. The question title was run to
the index of our collection using BM25 ranking. The top-three passages were retrieved,
and then input to our summarization algorithm that was explained in Section D.3
above. It generated a summary of up to 1,000 characters that served as the answer.
The architecture of the RMIT-1 system is, in general, similar to the RMIT-0 system,
except that we only returned the first sentence in the summary as the answer.
The RMIT-2 and RMIT-3 systems use query trimming and headword expansion
5https://sites.google.com/site/trecliveqa2015/new-sample-of-ya-questions (accessed:
13th May 2015)
6http://webscope.sandbox.yahoo.com/
7http://webscope.sandbox.yahoo.com/
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Figure D.2: System overview from our TREC 2015 LiveQA track paper (Chen et al.,
2015a)
approaches. The headwords were initially extracted by generating a syntactic parse
tree of the question, and then applying the rule-based model that has been used in
some previous work (Collins, 2003). Next, query trimming was performed to reduce
the original verbose question to a subset of terms that are likely more important.
This was performed by implementing the WAND approach of Petri et al. (2013) to
score each term in the questions. Five top scoring terms were then used as the query
trimming result. Thereafter, headword expansion was conducted by expanding the
question with five terms that are mostly related to the headword. In the RMIT-2
system, the expansion terms were extracted from word2vec,8 whereas in the RMIT-3
system, they were extracted from wordnet9 using the algorithm by Huang et al. (2008).
The expansion terms were then combined with the result of the trimmed query. The
resulting text was used as a final query that was run to the index. The top-three
passages were then summarized. Similar to RMIT-1, we only returned the first sentence
as the summary on the RMIT-2 and RMIT-3 systems.
8http://code.google.com/p/word2vec
9https://wordnet.princeton.edu/
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Figure D.3: System overview from our TREC 2016 LiveQA track paper (Malhas et al.,
2016)
D.4.2 The LiveQA Track 2016
As described in Figure D.3, our participating systems at TREC LiveQA 2016 consisted
of three modules. They are answer retrieval, answer ranking, and an optional summa-
rization module. Recall that as mentioned earlier in Section D.1, my role in this team
involved implementing a summarization algorithm (see Section 6.2) that became one of
the components in the participating systems. We detail each of modules in our systems
as follows.
The answer retrieval module utilized three different information sources: Yahoo!
Answers (YA), Bing, and Google data. There are two Yahoo! Answers datasets that
were used: (1) the Yahoo! Webscope L6 dataset, consisting of 4.4 million YA questions
and their answers; (2) the YA data that was crawled by Qatar University from 2013
to 2016, consisting of 16.9 million questions and their answers. The incoming question
from the track organizers was run to our index of the YA collection. The best answer
from the top 10 matching question titles were retrieved as candidate answers. To
retrieve candidate answers from Bing and Google, we used their corresponding Search
API. The incoming question was submitted as a query, and the top five search results
were retrieved, each consists of a title, link, and text snippet. We looked up the snippet
in the HTML document and extracted 1,000 characters appearing right after the snippet
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as a candidate answer. If the snippet was not found in the HTML document, then the
snippet text was used as a candidate answer.
The answer ranking module used the features of Metzler and Kanungo (2008) (MK)
and covariance word embedding features. Here, the features were extracted at the
answer level as they aim to re-rank the candidate answers. The MK features have
been used in previous work on query-biased summarisation (Metzler and Kanungo,
2008; Ageev et al., 2013) and answer-sentence retrieval (Yang et al., 2016; Chen et al.,
2015b). Covariance word embedding features were generated using pre-trained GloVe10
(Global Vectors for Word Representation).
The summarization module implements the optimization-based algorithm that was
explained in Section D.3 above. The top-three candidate answers were inputted into
the summarizer to generate a summary of up to 1,000 characters that served as the
returned answer. This module is optional, and as we describe later, not all of our
systems utilized this module. In cases where this module was not used, the top-ranked
candidate answer produced by the “answer ranking” module was taken as the returned
answer.
Our team built three systems for the LiveQA 2016, i.e., QU, QU2, and QU3. The
difference between these systems lies in the type of YA data used for answer retrieval,
the information sources used for answer retrieval, the set of features used for answer
ranking, and whether or not the summarization was applied.
The QU system uses all three information sources for answer retrieval. It uses the
index of YA data with 4.4 million questions. The answer ranking module uses MK
features only, and the summarization module was not applied. The QU2 system also
uses all three information sources for answer retrieval, but this system uses the YA
data crawled by our team that contains 16.9 million questions. The answer ranking
module uses the combination of MK and covariance word embedding features, and the
summarization module was applied. The QU3 system uses all YA data in our datasets
for answer retrieval, without using Bing and Google web search components. The
answer ranking module in this system uses MK features only, and the summarization
module was not applied.
10http://nlp.stanford.edu/projects/glove
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Table D.1: The results of our participating systems at LiveQA track 2015
Run-ID
Avg Success Precision Answered
Score @2+ @3+ @4+ @2+ @3+ @4+ Questions
RMIT-0 0.663 0.364 0.220 0.082 0.369 0.223 0.083 1074
RMIT-1 0.435 0.267 0.130 0.039 0.269 0.131 0.039 1078
RMIT-2 0.378 0.232 0.115 0.034 0.232 0.115 0.034 1086
RMIT-3 0.412 0.251 0.126 0.038 0.284 0.127 0.038 1082
D.5 Results
This section describes the result of our runs that were submitted to the LiveQA track
in 2015 and 2016.
D.5.1 The LiveQA Track 2015
Our team submitted four runs, which were generated by our systems, to the LiveQA
track 2015 organizers. The results of our submitted runs are described in Table D.1.
Surprisingly, the baseline run RMIT-0 produced higher scores than the other three more
sophisticated runs that utilized headword expansion and query trimming approaches.
This run was ranked in the fourth place out of 22 submitted runs (Agichtein et al.,
2015).
Limiting the output to the first sentence in the summary on the RMIT-1 system
results in a reduction in the result’s accuracy. It appears from the decreasing scores
of the RMIT-1 relative to the RMIT-0 system, which uses whole sentences in the
summary as the answer. The use of headword expansion on RMIT-2 and RMIT-3 also
does not give any improvement. We can see that the results of these two runs could not
increase the performance of RMIT-1, which does not apply this refinement strategy.
The expansion using word2vec has a negative influence on the result. From the table,
it appears that RMIT-2 obtains a lower score than RMIT-3 in general.
D.5.2 The LiveQA Track 2016
Our team submitted three runs, which were generated by our systems, to the LiveQA
track 2016 organizers. The results of our submitted runs are described in Table D.2.
Of these three runs, the QU3 achieved the best performance. The average answer score
is higher than QU and QU2. This result is a somewhat surprising, since QU3 contains
the least components, in comparison with the other two runs. The Google and Bing
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Table D.2: The results of our participating systems at LiveQA track 2016
Run-ID
Avg Success Precision Answered
Score @2+ @3+ @4+ @2+ @3+ @4+ Questions
QU 0.784 0.424 0.253 0.107 0.442 0.264 0.112 973
QU2 0.877 0.467 0.296 0.114 0.501 0.317 0.123 946
QU3 0.901 0.463 0.298 0.140 0.467 0.300 0.141 1007
search components, the covariance word embedding features, and the summarization
module were not used in QU3.
We expected the performance of QU2 to be higher than QU3 because QU2 utilized
richer information, such as all information sources in the answer retrieval module,
covariance word embedding features, and summarization module. It appears from
the table that the number of answered questions in QU2 is less than in QU3. The
time-out incidence was expected to cause this result. This time-out issue may be
encountered when searching the Web using Google and Bing API. If QU2 could answer
many questions as QU3 (i.e., 1007), then the average score would be 0.933.
D.6 Chapter Summary
The LiveQA track is a new TREC forum for non-factoid question answering that was
run for the first time in 2015. The specific task on this track is to build a live question
answering system for the real questions submitted by Yahoo! Answers users. Our
teams participated in the TREC LiveQA track 2015 and 2016. My contribution in
these participation was implementing a summarization module in the LiveQA systems.
In the LiveQA 2015, our participating systems utilized query trimming, headword
expansion, and summarization approaches. We submitted four runs that used a com-
bination of these approaches. The result shows that the baseline run that did not
utilize headword expansion and query trimming achieved the best performance among
all of our submitted runs. In the LiveQA 2016, our systems were composed of answer
retrieval, answer ranking, and an optional summarization component. The minimalist
run that did not use the web search component (in the answer retrieval module), the
covariance word embedding (in the answer ranking module), and the summarization
module demonstrated the best performance. The time-out issue was expected to cause
the other systems that use richer information and methods to achieve low evaluation
scores.
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