Skeleton simplification by key points identification by López Bonal, María Teresa et al.
Skeleton Simplification by Key Points
Identification
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Abstract. The current skeletonisation algorithms, based on thinning,
extract the morphological features of an object in an image but the
skeletonized objects are coarsely presented. This paper proposes an al-
gorithm which goes beyond that approach by changing the coarse line
segments into perfect “straight” line segments, obtaining points, angles,
line segment size and proportions. Our technique is applied in the post-
processing phase of the skeleton, which improves it no matter which
skeletonisation technique is used, as long as the structure is made with
one-pixel width continuous line segments. This proposal is a first step
towards human activity recognition through the analysis of human poses
represented by their skeletons.
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1 Introduction
Pattern recognition has been and continues to be one of the main lines of research
in Artificial Intelligence, especially in the areas of Natural Language processing
(voice recognition) and Computer Vision (face and human emotion recognition,
handwriting recognition, document classification and many more) through bio-
metric parameters. Some of these techniques are based on the principles found
in Psychology (visual intelligence), Biology (human anatomical features), Math-
ematics, Physics and Statistics. From a human perspective, an object can be
recognized by looking straight at it or by looking at a simplified image of it. In
the field of Artificial Vision, one of the ways to improve the process of object
recognition is through the skeletonisation of the image or of the points of inter-
est to be identified in the object, so that from that or those points of interest,
recognition can take place. This step reduces the amount of data to be processed,
thus reducing the time spent in object recognition.
The algorithm proposed in this paper is a complement to the post-processing
phase of the skeletonized image, in which the skeleton is perfected through the
elimination of isolated pixels and the substitution into straight line segments. At
the same time, they provide points, angles, line segment size and proportions,
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which are valid and feasible results for image analysis. The algorithm was tested
using two well-known skeletonisation algorithms in different images obtained
from different sources by applying a pre-processing. This proposal is an initial
step towards human activity recognition through the analysis of human poses
represented by their skeletons. Aside from this initial section, the rest of the
paper is made up of 4 additional sections. In section 2, there is an outline of
some important skeletonisation concepts and the algorithms used in the tests.
The details of the proposed algorithm are described in section 3. Section 4 shows
the results obtained in the tests carried out. Finally, in section 5, we conclude
with observations and recommendations for future works.
2 Skeletonisation
In an image, skeletons are very useful for the recognition of elongated objects or
patterns that have a certain shape, such as characters, polygons, chromosomal
patterns, etc. Skeletons provide an extraction of topological and geometrical
features of the object, so that when it is stored and processed, certain structural
information about the original object is considered. Skeletonisation can be seen
as a data compression process. The concept of skeleton was introduced by Blum
in 1967 [6] in his analogy of middle axis detection with a grass fire. Since then,
his definition has been used as a model for skeletonisation. A great number
of techniques to obtain skeletons from discrete objects have been developed in
the fields of Computer Vision and Pattern Recognition. Said techniques can be
grouped into four different classes [7]: topological reduction [19] [28], distance
transformation [9] [12] [20], curve evolution [16] [25] [27] and computational
geometry [2] [22] [21] methods.
The skeletonisation technique based on topological reduction is frequently used
to get the skeleton from a shape or object through thinning. Thinning is the reduc-
tion process of a digital image made up of certain number of pixels into a simplified
version based on single-pixel-width line segments, so that the elimination of said
point will not affect image connectivity and will respect the local end-point prop-
erty in such a way that the topological properties of the object are preserved. In
other words, after the pixels have been removed, the pattern must be recognized.
The thinned version of a shape is called a skeleton. Fig. 1 shows different types of
matrices (rectangular, hexagonal and triangular) used for pixel analysis [11] [10].
Likewise, sequential [15] [23] [18] and parallel [30] [14] [8] implementations have
been published. In sequential algorithms, the pixels are eliminated in every iter-
ation in a fixed sequence. The exclusion of a point p in iteration n depends on
all operations executed until then. On the other hand, in parallel algorithms, the
elimination of iteration n depends solely on the pixels of iteration n−1. Therefore,
all pixels can be analyzed independently in parallel to each iteration.
Generally a rectangular matrix topology is used to generate a topological re-
duction. On the one hand, topological reduction can guarantee connected skele-
tons. However, most reduction algorithms can not always guarantee perfectly
thinned shapes, since there will be cases where an array of pixels cannot be
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Fig. 1. Matrices used for pixel analysis. (a) Rectangular matrix. (b) Hexagonal matrix.
(c) Triangular matrix.
more thoroughly eroded. Moreover, these methods are seriously affected when
objects undergo rotation. Nonetheless, skeletons produced with most techniques
are sensitive to noise or to a variation of boundary, which often generates re-
dundant skeleton branches that can alter the topology of the skeleton. To offset
this problem, many skeletonisation algorithms include pruning methods, which
appear as application-dependent [3]. Krinidis and Chatzis [17] have recently
worked in an algorithm, without the use of any pruning methods, which does
not generate spurious branches.
Aslan et al. [1] presented a different skeletal representation which deals with
the problem of shape recognition with local deformations (see Fig. 2). Said al-
gorithm relies on the stable features of the shape, instead of on the secondary
inaccurately measured details. Therefore, the generated skeleton works with dis-
connected branches. The new representation does not suffer the common insta-
bility of the traditional connected skeletons, thus producing descriptions that
are sensitive to any combination of changes in scale, position, orientation and
articulation, as well as invariant ones. This way, the skeletons produced are simi-
lar, even when image boundaries undergo deformation or when there is a change
in scale or rotation. From these data (location of disconnection and its length
or branch), we can define primitives that can attain shape recognition through
trees or skeletal graphs, where shape dissimilarity is calculated through distance
correction.
The most important challenge for skeletal similarity is probably the fact that,
on the one hand, the topological structure of trees or skeletal graphs of similar
objects can be completely different (as a consequence of not taking into account
the context). On the other hand, skeletal graphs of different objects can have
Fig. 2. Disconnected skeletons for the elephant in images with different rotation and
borders. Notice that the branch and the location of the disconnection (indicated by a
point) are similar [1].
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Fig. 3. The corresponding end nodes between the two skeleton graphs are linked with
lines [4]
similar topology. To tackle these problems, Baseski, Erdem and Tari [5] exhibit
an approach in which the contextual effects are considered relevant information
for the calculation of skeletal similarity without being directly related to the
geometric properties of the compared form. Likewise, Bai and Latecki’s [4] main
idea is to match skeletal graphs comparing geodesic paths between the skeleton’s
end-points without thinking about the topological structure of the graphic (see
Fig. 3c).
Rizvandi, Pizurica and Philip [24], in their method for the detection of worms,
decompose the skeleton into branches through the elimination of junction pixels
(pixels with more than two neighbors), then calculate the angles for all branches
and compare the angles of neighboring branches. Neighboring branches with an
angle difference of less than a threshold are connected. Thus, a series of points
(final, connecting and junction) and branches (final and connective) are defined.
3 Key Point Identification Algorithm
Our algorithm simplifies the skeletons previously obtained through any reduc-
tion technique in which skeletal thickness has a maximum width of one pixel.
For instance, in Fig. 4a we show one input sample of the “LEMS 99 Silhouette
Database”, and in Fig. 4b you have the output of the Hilditch skeletonisation
algorithm. Our proposal is part of the post-processing phase, which is applica-
ble to skeletons. Notice that when an image from a two-dimensional object is
thinned, the resulting skeleton has an irregular shape, based on arcs and curves.
We expect to take that image and simplify it into points, obtaining angles, line
segment sizes and proportions. For verification purposes, once the skeleton is
simplified, we trace said points into perfect “straight” line segments by changing
the coarse line segments of the original skeleton. We decompose an image into
line segments. To do this, we define:
– End-point: A pixel (point) of the skeleton with only one neighbor.
– Intersecting-point: A pixel (point) in which two or more line segments cross
or intersect.
These are key points within the structure of the skeleton. Our tests reveal
a decrease in the amount of information necessary to represent a skeletonized
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Fig. 4. (a) A sample from the “LEMS 99 Silhouette Database”. (b) Result of the
Hilditch skeletonisation algorithm. (c) Result of step “Finding out straight line seg-
ments”. (d) Result of step “Finding out key points”. (e) Result of step “Joining key
points”. (f) Result of step “Joining resulting line segments”.
image, thus allowing us to center image analysis on said points. It is necessary
to start from a previously obtained skeleton before running our processing algo-
rithms. Any already well-known thinning algorithm can be used. Starting from
that thinned image, we reduce the skeleton to points (expressed as pixel coordi-
nates), and later we proceed to reconstruct the skeleton. Our algorithm consists
of 4 significant steps, namely, finding out straight line segments, finding out key
points, joining key points and joining resulting line segments.
3.1 Finding Out Straight Line Segments
The image is decomposed into straight line segments l, made up of consecutive
pixels aligned in the same direction, containing a minimum of 2 pixels to rep-
resent a line segment. The slope for each line segment is yielded by function
m(l). For this, we have defined 4 directions: horizontal, vertical, and diagonal
line segments slanting to the right and to the left. Then, two consecutive points
(x1, y1) and (x2, y2) are aligned if:
– Horizontal (0◦): x2 = (x1 + 1) and y2 = y1
– Vertical (90◦): x2 = x1 and y2 = (y1 + 1)
– Diagonal slanting to the right (45◦): x2 = (x1 + 1) and y2 = (y1 + 1)
– Diagonal slanting to the left (135◦): x2 = (x1 − 1) and y2 = (y1 + 1)
Through an iterative process, we search for continuous pixels all in the same
direction, obtaining this way line segments longer or equal to 2 pixels. All the
line segments found are stored with their starting (xs, ys) and final (xf , yf)
coordinates in a set as shown in equation 1. In Fig. 4c, we show the output of
this first step of the algorithm. Notice that all the disconnected points have been
eliminated.
L = {l1[p1(xs, ys), p1(xf , yf )], ..., lmaxl [pmaxl(xs, ys), pmaxl(xf , yf )]} (1)
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3.2 Finding Out Key Points
In this step, two types of key points, pk(x, y), are detected: end-points, pe(x, y),
and intersecting-points, p∩(x, y). End-points are those that have only one neigh-
boring skeleton pixel. That is to say, the points where the continuity of the skele-
ton ends. This way pe(x, y) is an end-point if the 8-connectivity of pixel (x, y) is
equal to 1 neighbor. All end-points are stored in set Pe = {p1e(x, y), ..., pmaxee (x, y)}.
Also, the line segments related to all end-points are stored as sets Re(pκe ) =
{li, ..., lj}.
The other group of key points is that of the intersections. This group repre-
sents the points where two or more line segments with different slopes cross. Let











′′ a line segment
yielded by points p′′1 (x′′1 , y′′1 ), p′′2(x′′2 , y′′2 ). p∩(x, y) would be an intersection point
for l′ and l′′ if,
m(l′) = m(l′′) (2)
obtaining x and y coordinates as:
x =
(y′′1 − y′1) + (m(l′) × x′1) − (m(l′′) × x′′1 )
m(l′) − m(l′′) (3)
y = m(l′) × (x − x′′1 ) + y′1 (4)
if, and only if, point p∩(x, y) coincides with:
x′1 ≤ x ≤ x′2
y′1 ≤ y ≤ y′2
x′′1 ≤ x ≤ x′′2
y′′1 ≤ y ≤ y′′2 (5)
All the intersecting are stored in another set P∩ = {p1∩(x, y), ..., pmax∩∩ (x, y)}.
Also, the line segments related to all intersecting-points are stored as sets R∩(p
μ
∩)
= {lk, ..., ln}. Fig. 4d shows the 40 key points detected for our running example
at this step.
3.3 Joining Key Points
In this step, we get the most significant result when the two key points are
joined (end-points and intersecting-points), generating new line segments (lu)
that allow us to represent the original structure with a lot less information. To
do this, a line segment is created between each pair of points if, and only if, there
is a path between them and there are no key points between them. The process
to join two key points is:
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L′ = ∅
∀pk(x, y) ∈ Pk
∀li ∈ Rk(pk(x, y))
∀lj ∈ L, lj = li
if ∃lj|(pi(xf , yf ) ∈ li) and (pj(xs, ys) ∈ lj) are 8 − connected then
if lj(xs, ys) ∈ Rk then
L′ = L′ ∪ {lu[pi(xs, ys), pj(xf , yf )]}
else
li = {lu[pi(xs, ys), pj(xf , yf )]}
else
L′ = L′ ∪ li
To start, we define a set (L′) to store the new line segments. Then, each line
segments associated to some key point is compared to each line segment in the
figure (L). That comparison allows to determinate if the line segments are 8-
connected. In this case, a new line segment is created from their union. Finally,
the line segment is stored in L′. Fig. 4e shows the way the key points have been
joined trough the algorithm at this step.
3.4 Joining Resulting Line Segments
This is a polishing step where we detect line segments that can join and be-
come one, from among the line segments generated in the previous step, and
similarly, two line segments will join if both are 8-connected and have the same
slope, resulting one line segment made up of the two most distant points, from
among the four points that characterize both line segments. Fig. 4f shows the
14 resulting line segments.
4 Data and Results
The shapes from the 99−silhoutte database [24] were used by Goh [13], Sebas-
tian, Klein, and Kimia [26], among others, in their experiments. In our case, the
simplification algorithm was tested in 10 images (Fig. 5a), in which the skeleton-
isation algorithms previously described (Fig. 5b and e) were applied and from
which the resulting images were obtained. Finally, the process results in a list of
coordinates that make up the resulting line segments. Therefore, we can obtain
line segments’ sizes, proportions between line segments and their respective an-
gles of inclination, and specially a skeleton with the morphology of the original
structure but with less information (Fig. 5c and f). In the same way, Fig. 5 in
columns (c) and (g) shows the reduction rate obtained by our technique. The
reduction is calculated by dividing the number of lines needed to represent the
skeleton after our process by the number of the original lines.
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Fig. 5. (a) Shapes used in the experiments. (b) Results of the Zhang-Suen skeletonisa-
tion. (c) Final results of our algorithms on Zhang-Suen skeletonisation. (d) Reduction
rate compared to the Zhang-Suen algorithm. (e) Results of the Hilditch skeletonisa-
tion. (f) Final results of our algorithms on Hilditch skeletonisation. (g) Reduction rate
compared to the Hilditch algorithm.
5 Conclusions
The use of skeletons and their subsequent polishing allows for data compression,
reducing the need for storing, as well as improving the quality of the information
stored, since it dismisses irrelevant data generated by common skeletonisation
algorithms, such as isolated pixels. Many methods to skeletonized images have
been developed. Goh [13] recently proposed an image comparison method using
skeletons. This paper proposes a method that allows us to simplify, not only data
from a skeleton, but also its subsequent analysis, resulting in a series of related
coordinates, which represent the skeletonized image in a reliable way without
the computational cost of analyzing a complete image.
We have shown that the skeleton represented in the simplified image can be
reconstructed, with a high degree of accuracy, based on the points (coordinates)
generated in the simplification process. The problems that have come up are
previous to algorithm skeletonisation, specifically to the generation of line seg-
ments that are more than one pixel wide. In future works, the effectiveness of
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the method will be considered when the skeletonized image undergoes alterations
related to rotation, position and scale. The refinement method will also extend
to three-dimensional images, keeping the method as simple as possible. Lastly,
remember that the algorithms proposed are a first step towards human activity
recognition through the analysis of human poses represented by their skeletons.
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