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Abstract 
In a series of essays a number of important issues of macroeconomic 
modelling of a small transition economy are explored. The essays are unified by the 
common theme of dollarization or currency substitution, which is asserted to be a 
significant characteristic of many transition economies. 
Two introductory chapters survey firstly, economic development in transition 
and secondly the phenomenon of currency substitution. These are followed by the 
construction of an integrated stochastic macroeconomic model of a transition 
economy at the early stage of reform, which employs a general equilibrium optimizing 
framework. The main issues addressed are: domestic money demand, the currency 
substitution ratio, the expected rate of inflation, real assets returns, the equilibrium 
growth rate of economy as well as government ability to control these variables. An 
expression for the currency substitution ratio is derived from the 'first principles' of 
stochastic optimization. 
Next is a comprehensive econometric analysis of currency substitution in 
Latvia. This is among the first research of this kind. Rather than drawing inferences on 
the degree of currency substitution from domestic money demand modelling, the most 
common approach to the empirical analysis of the phenomenon, the chapter employs 
direct modelling of the currency substitution ratio. Extensive model construction, 
estimation, evaluation and testing are perforined with the use of wide range of modem 
econometric techniques. Methodological issues are exposed and discussed. A number 
of instruments are identified, which can be used by the monetary authorities to 
influence currency substitution behaviour. 
Finally, the impact of an unanticipated monetary shock in a small open 
transition economy with dollarization, factor price rigidities, and nontradeables is re- 
examined. This chapter represents a first time, non-trivial expansion of the recent so- 
called 'new open economy macroeconomics' to account for the dollarization 
phenomenon which has been a persistent feature of many transition economies. 
Among other findings, it is interesting to note the stabilizing role of economic 
openness. 
3 
Acknowledgments 
I would like to acknowledge financial support from the European 
Commission's PHARE - ACE Programmes 1994 and 1996, which lasted for five 
years from 1994 until 1998 and made this research possible. Another financial support 
from the Bank of Finland Institute for Economies in Transition (BOFIT) made 
possible the completion of this doctorate research by allowing me to continue with my 
research agenda while as a visiting researcher there during 1999-2000. 
First, I am indebted to Michael Sassarini the brilliant lecturer who taught me 
the first serious and high-standard course in economics "International Trade and 
Finance" while visiting the University of Latvia in 1994 on The Civic Education 
Project sponsored by the Central European University and Yale University. 
I would like to express my deepest gratitude to Alf Vanags, my supervisor 
throughout the Ph. D., for his help, advice and encouragement, and whose comments 
on my work always surprised me with the very high level of economic expertise and 
intuition. 
The economic department faculty at Queen Mary and Westfield College - 
secretaries, staff, and fellows Ph. D. students - provided a very important input for my 
research through the friendly and supporting atmosphere at the department, and 
through useful comments at the Ph. D. seminars. 
Finally, the support I received from BOFIT is hard to overestimate. All three 
last chapters of the thesis gained a lot from comments and discussions on the seminars 
at BOFIT, with special thanks to Jukka Pirttild, likka Korhonen, and Tuomas 
Komulainen. I am also grateful to Professor Mikael Linden from the University of 
Helsinki for critical comments on the chapter with econometric research. 
Last but not least, I am heavily indebted to all members of my family for their 
support and patience. 
4 
Table of Contents 
LIST OF TABLES .................................................................................................................................. 6 
t 
LIST OF FIGURES ................................................................................................................................ 8 
INTRODUCTION ................................................................................................................................. 10 
CHAPTER1. ECONOMIC SURVEY OF LATVIA AND EUROPEAN TRANSITION 
ECONOMIES ........................................................................................................................................ 14 
INTRODUCTION 
.............................................................................. ..................................................... 
14 
LATVIA 
................................................................................................................................................. 
15 
National Economy. - Brief Overview ................................................................................................. 
15 
External Economic Environment 
..................................................................................................... 
18 
Economic Situation in the EU ..................................................................................................................... 19 Economic Situation in the CIS .................................................................................................................... 20 Economic Situation in the Baltic states ....................................................................................................... 21 Economic and Social Development of Latvia .................................................................................. 
22 
Gross Domestic Product .............................................................................................................................. 22 Prices and Inflation ...................................................................................................................................... 24 Labour market ............................................................................................................................................. 25 Balance of Payments and Foreign Trade ..................................................................................................... 26 Monetary Developments .............................................................................................................................. 29 Foreign Reserves and Exchange Rates ........................................................................................................ 32 Fiscal Situation ............................................................................................................................................ 32 Living Standards .......................................................................................................................................... 34 EUROPEAN TRANSITION ECONOMIES: THE EASTERN EUROPEAN COUNTRIES, THE BALTIC STATES, AND 
THE COMMONWEALTH OF INDEPENDENT STATES (CIS) ....................................................................... 
36 
Growth in European transition economies ...................................................................................... 
37 
Inflation 
........................................................................................................................................... 
39 
Capitalflows and the Balance of Payments ......................................................................... .......... 
40 
CONCLUSIONS 
...................................................................................................................................... 
41 
CHAPTER 2. SURVEY ON CURRENCY SUBSTITUTION: CURRENCY 
SUBSTITUTION AND TRANSITION ECONOMIES, THEORY AND ECONOMETRICS, 
RECENT DEVELOPMENTS .............................................................................................................. 43 
INTRODUCTION 
.................................................................................................................................... 
43 
CURRENCY SUBSTITUTION AND RELATED PROBLEMS .......................................................................... 
45 
Currency substitution effect on the dynamic and volatility of the real exchange rate ..................... 
46 
Currency substitution, seigniorage revenue and stability of monetary aggregates ........................ 
49 
Should currency substitution be promoted or not? ......................................................................... 
55 
Currency substitution and the choice of nominal anchor ................................................................ 
58 
Econometric models and empirical problems ................................................................................. 
62 
CONCLUSIONS 
...................................................................................................................................... 
68 
CHAPTER IMACROECONOMIC MODEL OF TRANSITION ECONOMY: A 
STOCHASTIC CALCULUS APPROACH ........................................................................................ 72 
INTRODUCTION .................................................................................................................................... 
72 
STOCHASTIC FRAMEWORK OF THE ECONOMY ...................................................................................... 76 
Main Features ................................................................................................................................. 
76 
Consumer Optimisation ................................................................................................................... 78 
Production Sector ............................................................................................................................ 
82 
Government ..................................................................................................................................... 
86 
MACROECONOMIC EQUILIBRIUM AND MODEL SOLUTION ................................................................... 
88 
CONCLUSIONS 
.................................................................................................................................... 
100 
5 
CHAPTER 4. ECONOMETRIC ANALYSIS OF CURRENCY SUBSTITUTION 
PHENOMENON: A CASE OF LATVIA .......................................................................................... 
102 
INTRODUCTION 
.................................................................................................................................. 
102 
THEORETICALAND EMPIRICAL BACKGROUND: A BRIEF OVERVIEW ................................................. 
105 
DATA AND METHODOLOGY ............................................................................................................... 
113 
UNIVARIATE MODELLING ................................................................................................................... 
118 
MULTIVARIATE MODELLING .............................................................................................................. 
122 
Pre-testing: Unit root tests and stationarity issues ....................................................................... 
123 
Modelling Currency Substitution ratio: the stationary case study ................................................ 127 Modelling Currency Substitution ratio: the non-stationary case study ......................................... 
140 
CONCLUSIONS 
.................................................................................................................................... 
146 
CHAPTER 5. MONEY SHOCKS IN A SMALL OPEN ECONOMY WITH 
DOLLARIZATION, FACTOR PRICE RIGIDITIES, AND NONTRADEABLES ..................... 148 
INTRODUCTION .................................................................................................................................. 148 THE MODEL ....................................................................................................................................... 151 Households .................................................................................................................................... 152 Firms ............................................................................................................................................. 156 First Order Conditions .................................................................................................................. 158 THE FLEXIBLE PRICE SYMMETRIC EQUILIBRIUM 
............................................................................... 
160 
THE LOG-LINEARIZED MODEL SOLUTION FOR AN UNANTICIPATED MONEY SHOCK ......................... 
162 
MODEL RESPONSES TO VARIOUS REAL AND NOMINAL MACROECONOMIC SHOCKS ............................. 
170 
CONCLUSIONS .................................................................................................................................... 
178 
CONCLUSIONS ................................................................................................................................. 181 
APPENDICES ..................................................................................................................................... 188 
CHAPTER I APPENDICES. ECONOMIC SURVEY TABLES 
..................................................................... 188 CHAPTER 3 APPENDICES FOR STOCHASTIC ECONOMY MODEL .......................................................... 205 
Appendix A First-order conditions derivation ............................................................................... 205 Appendix B Conversion between nominal and real returns .......................................................... 207 Appendix C Derivative signing assumptions ................................................................................. 
207 
CHAPTER 4 APPENDICES FOR ECONOMETRIC INVESTIGATION OF CURRENCY SUBSTITUTION ............ 209 
Appendix A. Timeline of major political and economic events in Latvia in 1991-1999 ................ 209 Appendix B, Econometrics: Graphics and Tables ......................................................................... 213 Appendix C. Econometric tests ...................................................................................................... 
234 
CHAPTER 5 APPENDICES FOR A NEW OPEN ECONOMY MACROMODEL WITH DOLLARIZATION .......... 237 
The total consumption-basedprice index ...................................................................................... 237 
The consumption-based price indexfor nontraded goods ............................................................. 238 
Labour demandfunction ............................................................................................................... 
239 
Optimal product prices .................................................................................................................. 
240 
Household'sfirst-order conditions ............................................................................................... 
241 
Log-Linearization .......................................................................................................................... 
242 
Linearized model solution ............................................................................................................. 
244 
Graphic representation of the log-linearized model solution ........................................................ 246 
Datafor transition economies ....................................................................................................... 
258 
BIBLIOGRAPHY ............................................................................................................................... 260 
List of Tables 
Table I Estimation Results of AR(2) Model for CS Ratio .................................................. 119 
Table 2 Forecast Estimates of AR(2) Model of CS ............................................................... 121 
Table 3 Data Description ............................................................................................................... 122 
6 
Table 4 Unit Root Tests 
................................................................................................................. 124 Table 5. More Unit Root tests and Stationarity assessment ................................................ 126 Table 6. Bivariate Granger Causality Tests: Stationary CS case ....................................... 128 Table 7. General ADL model for all variables ........................................................................ 133 Table 8. System results for LCS and R- SprLTd .................................................................... 134 Table 9. Single equation ADL(4; 4) model of LCS .............................................................. 135 Table 10. Final model of LCS ..................................................................................................... 135 Table 11. Final model forecast performance ........................................................................... 137 Table 12. Final model lag structure analysis ........................................................................... 138 Table 13. ADL(4; 4) model for DLCS, non-stationary case ................................................ 144 Table 14. Final model for DLCS, non-stationary case ......................................................... 144 Table 15 Model Response to an Unanticipated Monetary Shock ..................................... 167 Table 16. Model responses to various macroeconomic shocks ......................................... 172 Table 17. Latvia: Basic Indicators of Economic Development ......................................... 188 Table 18. Annual Growth of GDP (percentage)* .................................................................. 188 Table 19. Unemployment (% of work force) .......................................................................... 188 Table 20. Export Structure of the Baltic States in the first half of 1996 (percentage) 189 
Table 21. Social Indicators for the Baltic States .................................................................... 189 Table 22. Latvia: GDP by Expenditure Category (at constant prices, percentage over 
the preceding year) .................................................................................................................. 189 
Table 23. Latvia: Structure of GDP Expenditures (in current prices) .............................. 190 Table 24. Latvia: Growth of GDP by Branch of Production (at constant prices, 
percentage over the preceding year) .................................................................................. 191 Table 25. Latvia: Structure of GDP by Branch of Production (percentage) .................. 192 Table 26. Latvia: Structure of GDP by Income Category (current prices, percentage ) 
....................................................................................................................................................... 192 Table 27. Latvia: Distribution of GDP by Income Category (current prices, million 
LVL) 
............................................................................................................................................ 193 
Table 28. Latvia: Balance of Payments .................................................................................... 194 Table 29. Latvia: Foreign Direct Investments (FDI) (cumulative, end of year) ........... 194 
Table 30. Distribution of Cumulative FDI by Countries (percentage from total 
investments) 
.............................................................................................................................. 195 
Table 3 1. Distribution of Cumulative Equity FDI by Sector (end of period) ................ 195 Table 32. Latvia: Structure of Exports by Main Groups of Commodities (FOB prices) 
....................................................................................................................................................... 196 Table 33. Latvia: Structure of Imports by Main Groups of Commodities ...................... 197 
Table 34. Latvia: Monetary Indicators 
...................................................................................... 198 
Table 35. Expenditure of the General Government Budget in the 3 quarters of 1996 
(functional classification, million LVL) ........................................................................... 199 
Table 36. General Government Budget of Latvia by Kind of Budget in 1996 (million 
LVL) 
............................................................................................................................................ 200 
Table 37. Average Wages of the Employed in National Economy* (USD) .................. 201 
Table 38. Disposable Income and Expenditure at the Studied Households (average per 
one member of a household per month, in current prices; quarters of 1996) ........ 201 
Table 39. Lending and Deposit Rates in the Baltic States (percent per annum) ........... 202 
Table 40. Growth in Eastern Europe, the Baltics and the CIS (real GDP, percentage 
change)* ..................................................................................................................................... 203 
Table 41. Inflation in Eastern Europe, the Baltics and the CIS (retail/consumer pric es, 
end-year, percentage change)* .......................................................................... 204 
Table 42. VAR(4) estimates for LCS non-stationary case .................................................. 224 
Table 43. Cointegration analysis ................................................................................................. 225 
7 
Table 44. Restricted cointegration analysis. Single cointegration vector ....................... 226 
Table 45. ECM form estimation with a single cointegration vector ................................. 
227 
Table 46. Non-diagonality test for long-run covariance matrix ......................................... 
228 
Table 47. Final model forecast performance, non-stationary case .................................... 228 
Table 48 Data for Transition Economies in CEE and Baltics ............................................ 258 
Table 49 European Transition Economies in 1998, GDP 
.................................................... 259 
List of Figures 
Figure I Currency Substitution ratio ......................................................................................... 213 Figure 2 Components of CS ratio ............................................................................................... 213 Figure 3 CS ratio Autocorrelation Function ...................................................................... ...... 214 Figure 4 CS ratio Partial Autocorrelation Function ........................................................ ...... 214 Figure 5 Graphic Analysis of a Univariate AR(2) model for CS ratio ...................... ...... 215 Figure 6 Recursive Graphic Analysis: Parameters Constancy 
..................................... ...... 215 Figure 7 Recursive Graphic Analysis 
.................................................................................. ...... 216 Figure 81 -step ahead forecasts for AR(2) model of CS ................................................ ...... 216 
Figure 9 Residuals Autocorrelation Function from AR(2) model for CS ................. ...... 217 
Figure 10 Residuals Partial Autocorrelation Function from AR(2) model for CS . ...... 217 Figure II Dynamic Multipliers for AR(2) model of CS ................................................ ...... 218 
Figure 12 3-step ahead Forecasts for AR(2) model of CS ............................................ ...... 218 
Figure 13 Dynamic Forecasts for AR(2) model of CS ................................................... ...... 219 
Figure 14 Explanatory Variables - Actual Values .......................................................... ...... 219 
Figure 15 Explanatory Variables and CS - First Differences ...................................... ...... 220 
Figure 16 Final model performance. Stationary LCS ..................................................... ...... 220 
Figure 17 Recursive graphics - parameters constancy ................................................... ...... 221 
Figure 18 Recursive graphics - innovations and constancy analysis .......................... ...... 221 
Figure 19 Recursive gaphics - more residuals and constancy analysis ..................... ...... 222 
Figure 20 Final model I -step ahead (static, ex-post) forecast for LCS ..................... ...... 222 
Figure 21 Final model dynamic (ex-ante) forecast for LCS ......................................... ...... 223 
Figure 22 Final model 3-step ahead dynamic forecast for LCS .................................. ...... 223 
Figure 23 Final model for LCS. Unit impulse response ................................................ ...... 224 
Figure 24. Final model for DLCS, non-stationary case .................................................. ...... 230 
Figure 25. Recursive graphics - final model parameters constancy ................................. 230 
Figure 26. Recursive graphics - final model innovations and constancy analysis ....... 231 
Figure 27. Final model I -step ahead (static, ex-post) forecasts for DLCS ............... ...... 231 
Figure 28. Final model dynamic (ex-ante) forecasts for DLCS ................................... ...... 232 
Figure 29. Final model 3-step ahead dynamic forecast for DLCS .................................... 232 
Figure 30. Final model impulse response .......................................................................... ....... 233 
Figure 31 Long-run changes in tradeables consumption (Case 1) ............................. ....... 247 
Figure 32 Short-run changes in nontradeables consumption (Case 1) ...................... ....... 247 
Figure 33 Long-run changes in nontradeables consumption (Case 1) ...................... ....... 248 
Figure 34 Short-run changes in tradeables price index (Case 1) ................................ ....... 248 
Figure 35 Long-run changes in tradeables price index (Case 1) ................................ ....... 249 
Figure 36 Long-run changes in nontradeables price index (Case 1) ......................... ....... 249 
Figure 37 Long-run changes in tradeables consumption (Case 2) ............................. ....... 250 
Figure 38 Short-run changes in nontradeables consumption (Case 2) ...................... ....... 250 
Figure 39 Long-run changes in nontradeables consumption (Case 2) ...................... ....... 251 
8 
Figure 40 Short-run changes in tradeables price index (Case 2) ....................................... 251 Figure 41 Long-run changes in tradeables price index (Case 2) ....................................... 252 Figure 42 Long-run changes in nontradeables price index (Case 2) ................................ 252 Figure 43 Short-run changes in nontradeables consumption (Case 3) ............................. 253 Figure 44 Short-run changes in tradeables price index (Case 3) ....................................... 253 Figure 45 Overshooting region for short-run changes in tradeables price index (Case 
1). Overshooting takes place in the region above the line. Corresponds to Figure 
34 
.................................................................................................................................................. 254 
Figure 46 Overshooting region for long-run changes in nontradeables price index 
(Case 1). Overshooting takes place in the region above the line, where values of F, 
(on vertical axe) are greater than 4.86. Corresponds to Figure 36 . ........................... 254 Figure 47 First period changes in real foreign money balances (Case 1) ....................... 255 Figure 48 Second period changes in real foreign money balances (Case 1) .................. 255 Figure 49 First period changes in currency substitution ratio (Case 1) ........................... 255 Figure 50 Second period changes in currency substitution ratio (Case 1) ...................... 256 Figure 51 Long-run real exchange rate (Case 1) .................................................................... 256 Figure 52 Effect of alpha on the magnitude of total changes in currency substitution 
ratio (Case 1, column 1) ........................................................................................................ 256 Figure 53 Damping effect of alpha on the magnitude of changes in short-run PT (Case 
1, column 1) .............................................................................................................................. 257 Figure 54 Damping effect of alpha on the magnitude of changes in short-run nominal 
exchange rate (Case 2, column 7) ....................................................................................... 257 Figure 55 Damping effect of alpha on the magnitude of overshooting in short-run 
nominal exchange rate (Case 3, column 6) ...................................................................... 257 
9 
Introduction 
This thesis is in the field of macroeconomic modelling and transition 
economics. Apart from some isolated cases of earlier attempts to reform and 
modernise socialist economies in 1970s and 80s, the topic of transition appeared, and 
was established in the decade of the 1990s. That is, it is just over ten years old. This is 
the age of a newborn, as compared with the major body of economic theory. 
The economics of transition is a new, fascinating and highly complex 
phenomenon, which combines economic, political, social, and institutional changes. 
This situation has both advantages and disadvantages. 
On the positive side the process of transition, as a unique natural experiment, 
immediately grasped the imagination and attention of many economists across the 
whole profession, including such fields as macroeconomics, microeconomics, finance, 
game theory, labour, industrial, political, institutional, experimental, and development 
economics. This rapidly created a large body of scientific research in the area of 
transition economics. There is hardly an area in economics that has not contributed to 
or gained from the study of transition. Also, a great deal of financial support was 
provided and committed to assist the process of reforms and to support the 
accompanying research. For example the European Bank for Reconstruction and 
Development was established. 
On the negative side, there was sometimes a failure to recognise the extreme 
complexity of the task, its novelty and uniqueness. As the result, there was a rush to 
apply old recipes and methods, often without modification. Unfounded beliefs that 
'market will do it all', 'just privatize and abandon regulation as fast as possible' were 
forcefully promoted in a mentor-like fashion. 
Research in transition has now entered a more mature stage, where descriptive 
and intel I igence- gathering type of research is balanced by intensive, in-depth 
theoretical and econometric studies. At present, when many believe that very soon 
most of European transition economies will join the European Union, some authors 
already refer to the process of transition as a historical event. However, we would 
argue that research on transition and its main achievements are important and topical 
as never before. To see this one just need to step out of very narrow definition of 
transition process as the notion applicable only to a group of countries, mainly in 
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Europe, which transform their economies from communist, centrally planned ones to a 
market type economic model. We think that transition process should be seen in a 
wider context of research on Emerging Markets, which deals with problems of 
establishing and functioning of modem capitalist institutions in an environment of 
developing and transforming economies in Eastern Europe, East Asia, Africa, and 
Latin America. 
Turning to the present thesis, it should be noted that it is not a study of a 
refon-n design for transition such as the choice between alternative speed/sequencing 
of transition. Nor is it a study about privatization and enterprise restructuring. It is not 
a study of transition per se, traditionally understood as the dynamic change of balance 
between an old, low-productivity diminishing sector of state owned enterprises 
operating under the soft budget constraint and a new, high-productivity growing sector 
of private businesses. Rather, a series of essays addresses some issues relevant to 
macroeconomic modelling of a small transition economy characterized by the 
phenomenon of dollarization, also known as currency substitution. At the heart of this 
phenomenon is the use of foreign currency by domestic economic agents as a 
substitute for home money in all or some of their functions: means of payment, unit of 
account, and a store of value. Due to a modular structure of the thesis we tackle this 
complex phenomenon from three very different perspectives. First, consider it in a 
framework of a closed small transition economy. We focus our attention on the role of 
uncertainty in macroeconomic performance of transition economy with dollarization. 
This motivates the use of stochastic calculus in our research. Second, on the case of 
Latvia we conduct a comprehensive empirical study of dollarization phenomenon. 
Finally, we integrate the phenomenon of currency substitution into a modem open 
macroeconomic modelling paradigm and investigate the behaviour of the resulting 
model in a face of different macroeconomic shocks. These original contributions are 
preceded by two relevant survey chapters. The thesis has the following structure. 
Chapter I "Economic Survey of Latvia and European Transition Economies" 
presents a detailed account of economic conditions faced by the Central and East 
European transition economies, and the three Baltic states: Estonia, Latvia, and 
Lithuania. The chapter is necessary to introduce the reader to the economic 
environment of transition. Its role is similar to that of a map and weather forecast for a 
traveller preparing to roam by new trails through the countryside. It collects together 
the principal sources of economic information on European transition economies. 
However, due to space limitation only information relevant for an assessment of 
macroeconomic and monetary developments was selected. Moreover, as one of the 
earliest chapters of the thesis it was written in 1995-96, and, hence, incorporates 
information from principal sources of that time. Therefore, it can also be seen as a 
piece of historical statistics providing testimony to the poor state of affairs regarding 
economic reporting of transition in mid-1990s and what a tremendous progress has 
been made since that time in the amount and quality of data sources. 
Chapter 2 "Survey on Currency Substitution: Currency Substitution and 
Transition Economies, Theory and Econometrics, Recent Developments" focuses on a 
specific issue of currency substitution or dollarization. It surveys in depth recent 
developments in the topic of currency substitution or dollarization both in theory and 
in econometrics. The chapter contains an assessment of the importance and relevance 
of currency substitution for transition economies. It paves the way for the next three 
chapters, which represent my major original contributions to the field of 
macroeconomics of a small transition economy with currency substitution. These 
chapters all have currency substitution or dollarization as a major characteristic 
feature. 
Chapter 3 "Macroeconomic Model of Transition Economy: A Stochastic 
Calculus Approach" uses the modem and, for some economics, still rather novel, 
technique of stochastic calculus to address the problem of modelling uncertainty so 
intrinsic to the process of transition. The technique is applied to study the problem of 
currency substitution in an uncertain environment of transition in an optimizing 
framework in which financial markets have been integrated in a simple general 
equilibrium model. Interaction between uncertainty and the level of currency 
substitution is explored. The phenomenon of currency substitution arises in this model 
because one of the assets available for the diversification of the wealth of a 
representative economic agent is foreign real money balances holdings. An integrated 
stochastic macroeconomic model of transition economy at the early stage of reforms is 
constructed. The equilibrium growth rate of the economy, real assets returns, domestic 
money demand, and expected inflation rate are determined as functions of the 
exogenous risks in the economy. The effects of uncertainty are studied in depth, and 
are shown to be important determinants of macroeconomic performance. An 
expression is derived for the currency substitution ratio from the 'first principles' of 
optimization. With the insights gained on what variables may be relevant for the 
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determination of the level of currency substitution we proceed to an empirical 
investigation of the phenomenon in the following chapter. In particular, we shall seek 
to identify the effects of uncertainty on the levels of macroeconomic variables. 
Chapter 4 "Econometric Analysis of Currency Substitution Phenomenon: A 
Case of Latvia" represents the first comprehensive empirical econometric research on 
currency substitution phenomenon in Latvia and among the first for transition 
economies in general. A host of modem econometric techniques and concepts: various 
unit root tests, Granger causality, and Johansen approach for cointegration analysis, 
are employed throughout the chapter to conducts a comprehensive time-series 
investigation of the currency substitution phenomenon. Rather than drawing 
inferences on the degree of currency substitution from domestic money demand 
modelling, hitherto the most common approach to empirical analysis of the 
phenomenon, direct modelling of currency substitution ratio is applied. Relevant 
methodological issues are exposed and discussed as well. 
Finally, Chapter 5 "Money Shocks in a Small Open Economy with 
Dollarization, Factor Price Rigidities, and Nontradeables" considers the issue of 
dollarization in a small open transition economy with factor price rigidities and 
nontradeables. It applies the new, recently pioneered by Obstfeld and Rogoff (1995, 
1996,19989 2000) so-called "new open economy macroeconomics" approach to study 
the effects of an unanticipated monetary shock and other macroeconomic shocks in a 
general equilibrium optimizing model. The framework of earlier research was 
extended to incorporate foreign real money balances into a representative ageni utility 
function and to account for the phenomenon of dollarization so characteristic of 
transition economies. This is among the first research of this kind. It appears that the 
development of this kind of models is an urgent necessity due to the prospects of fast 
European Union accession by many European transition economies. This situation 
creates a demand for a workable modem theoretical model of a small open economy 
endowed with some characteristic features of transition economies. 
Illustrative and explanatory materials such as economic data tables, graphic 
plots, econometric tests definitions, as well as most of technical derivations are 
collected in Appendices for the relevant chapters. 
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Chapter 1. Economic Survey of Latvia and European 
Transition Economies 
Introduction 
In this survey we bring together economic data and its explanations, which are 
scattered around in different sources. So that the resulted compilation enriched with 
some brief theoretical observations is intended to deliver a comprehensive review of 
the recent economic developments in Latvia. Also, within the small limited size of this 
work, a general overview of economic situation in the Baltic states and other transition 
economies in Eastern Europe and in the republics of the foriner Soviet Union is 
provided including selected economic data for comparative analysis. 
The main first part of the survey is centred on the economic situation in Latvia 
with detailed observations on the recent movements in key macroeconomic indicators. 
Nevertheless, where possible and relevant general economic situation, changes in key 
macroeconomic indicators and plausible reasons behind it, is reviewed and analysed 
for all European transition economies as well. Consequently, the second much shorter 
part gives a brief general overview of major changes in key macroeconomic indicators 
for European transition economies in Eastern Europe and the Commonwealth of 
Independent States (CIS). Data tables supplementing the survey are provided in the 
Appendix for this chapter. 
The data sources on the subject although numerous are often limited by the 
scope of interest to one country, to a small group of countries, or to a narrow issue of 
economic development in transition. Thus the selection was made in favour of the 
most comprehensive, authoritative, and up to date publications available in 1996. 
Most of the economic data for Latvia and its explanations came from the Monetary 
Reviews issued quarterly by the Bank of Latvia and from the publication Economic 
Development of Latvia, Ministry of Economy, RIGA, December 1996. For the rest of 
transition economies data and some theoretical explanations came from Economic 
Survey of Europe in 1993-1994 (1994), the paper by Lankes and Venables (1996) on 
foreign direct investment in economic transition, and statistical review by Bartholdy 
(1996). Such general sources of economic data as International Financial Statistics by 
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International Monetary Fund (February 1997) and Government Financial Statistics 
Yearbook 1995 by IMF were equally used in both parts of the survey. 
It may be surprising that such an authoritative, prime quality source of 
information on economic development in transition economies as the annual reports 
on transition by the European Bank for Reconstruction and Development (EBRD) is 
not quoted here. However, this is just a mere reflection of the fast development in the 
field of economic reporting on transition. Back in 1995-96 when this survey was 
compiled, the EBRD publication was not that outstanding. Further, this does not 
interfere with the main purpose of the survey, which is to present a broad overview 
and an introduction to the economic situation in Latvia and other European transition 
economies in mid- I 990s. 
Latvia 
National Economy: Brief Overview 
During the last three years, 1994-1996, the transition economies in Eastern 
Europe and the Baltics experienced a strong growth, and the rate of output decline 
slowed down in the economies of the Commonwealth of Independent States (CIS). 
Latvian economy was not an exception, in 1994 macroeconomic stabilization policy 
delivered the first since the start of the reforms small positive growth of GDP of 0.6%. 
This growth tendency was interrupted in 1995 by a serious bank crisis, which took 
place in the spring of 1995, when GDP fell by 1.6%. Fast and efficient actions 
undertaken by the government and the Bank of Latvia secured the restoration of 
growth and in 1996 GDP grew by 2.5% (Economic Development ofLatvia, p. 8). 
The goal of economic policies and reforms conducted by the government of 
Latvia is the transformation of a previously centrally planned economy to an efficient 
market economy with much greater freedom of economic subjects and the government 
acting as a representative of the interests of the overall society. 
The most important political and economic priorities of the reforms are the 
creation of institutes and the basic economic elements such as: an independent central 
bank, the system of commercial banks, national currency, budget, legal reform, 
necessary for successful implementation of economic transition. Accession to the 
European Union and the World Trade Organisation is the top priority and the 
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government of Latvia applies a lot of efforts to bring the national legislation in accord 
with international standards. In line with this in the beginning of 1997 the agreement 
between the Baltic states on Eree trade with agricultural products was brought into 
effect with liquidation of custom duties on these products. Further work continues to 
create the unified Baltic market with custom union and free movements of capital and 
labour. 
The role of private sector as one of the main propagator of new economic 
relationships was constantly rising. It became the dominant sector in the national 
economy with the number of people employed there in 1996 reached 64% of the entire 
labour force (Economic Development ofLatvia, p. 7). 
The stability of national currency is the main objective of the Bank of Latvia, 
which is independent in conducting its monetary policy. As the result the lowest level 
of inflation in the Baltic states was registered in Latvia. An average annual consumer 
price index was brought down from 951.3% in 1992 to 15.7% in 1996 (Economic 
Development ofLatvia, p. 7). 
The forecast for 1996 yields that external debt of the state will be around 8.1 % 
of GDP. The sum of the state external and internal debts will not exceed 15% of GDP 
in 1996 and, as stated in the government Declaration, together with other government 
liabilities should not exceed 20% of GDP (Economic Development of Latvia, p. 7). 
Tax collection and administration has improved significantly and with the tight 
restrictions on government spending the deficit of the central government basic budget 
in 1996 will not exceed 2% of GDP, and a non-deficit budget for 1997 has been 
approved by the parliament of Latvia. All this should help to promote investments into 
the private sector and further economic growth, and allow Latvia to meet the 
convergence criteria of the Monetary Union of the EU. 
Statistical data for 1996 indicates that the main driving force behind GDP 
growth was the active participation of Latvia in transit business. For the first time 
since the start of economic reforms manufacturing showed a real positive growth. 
Also construction and investment in national economy were growing, with the gross 
fixed capital formation fund grew by 12.6% in 1995, and its further growth by at least 
6% is forecasted for 1996 (Economic Development ofLatvia, p. 9). In 1996 production 
of wood and wood products, textile, food products grew fast. However, the overall 
decline in production of electrical machinery and equipment, radios, television and 
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communication equipment, vehicles, and in agricultural sector has not been stopped 
until now (Economic Development ofLatvia, p. 9). 
The pattern of foreign trade has changed in Latvia in recent years: the share of 
EU has grown and the share of CIS has decreased. In the first nine months of 1996 the 
biggest share in foreign trade turnover belonged to the EU - 47.6% of the total 
turnover, CIS - 29.3%. From individual countries the biggest turnover of trade was 
with Russia (20.7%), Germany (14%), Sweden (7.5%), Finland (6.9%), Lithuania 
(6.7%). 
Despite the fact that some positive results of macroeconomic stabilization and 
recovery can be seen in statistical data any noticeable improvement has not yet been 
achieved in the quality of life and the living standards of the majority of ordinary 
citizens. A substantial part of population is on the verge of poverty. The purchasing 
power of people employed in national economy remains low and did not change 
significantly in 1996. The average old-age pension reached only 74.5% of the value of 
crisis subsistence minimum goods and services basket. Rapid stratification of the 
society continues ("Gini coefficient" in Latvia was 0.42 in 1994 compared to 0.2 in 
1989). Unemployment rises to 7.2% at the end of November 1996, with the majority 
of registered unemployed being unskilled workers. Some other studies suggest that the 
real level of unemployment may be much higher than officially registered. According 
to the Central Statistical Bureau research about 19% of all economically active people 
were in search for job in 1995 (Economic Development of Latvia, p. 10). Some 
positive tendencies were registered in educational sector, the number of students has 
started to grow. The number of students per 10,000 residents is 183 (in 1994/95 - 
149). 
The greatest obstacle to the sustainable economic growth and the higher level 
of investments is the delay of structural reforms, in particular, privatization. It was 
delayed by the poor financial position of companies, lack of investors, property rights 
uncertainty, and lack of political agreement on the issues by parties in the parliament. 
Government made a lot of efforts to accelerate the process of privatization in 1996: all 
the state companies - and statutory enterprises assigned for privatization were 
transferred to Privatization Agency. It is expected that privatization of small and 
medium enterprises will be completed by the end of 1997. Privatization of big 
monopolies is going actively. Also privatization of apartment houses owned by central 
and local governments started in 1996, but the number of privatized apartments 
remains very low, less than I% (Economic Development ofLatvia, p. 10). 
It is difficult to overestimate the importance of foreign investments for 
successful economic reforms as a source of capital, foreign experience and 
technology, and management skills. At the moment foreign investment inflow to 
Latvia is growing rapidly, but their level remains low. Main obstacles for foreign 
investment inflow are unsettled legislation (including problems with land ownership 
and property rights), incomplete information about the financial position of local 
firms, weak management, low level of capitalisation in securities market. To 
overcome some of these problems and to make Latvia more attractive for foreign 
investments amendments to the law on foreign investments liberalizing requirements 
towards foreign investors were introduced; also free port regimes have been 
established in Riga, Ventspils and Liepaja ports to stimulate the inflow of foreign 
investments. 
The analysis of economic data shows that an essential progress was made in 
macroeconomic stabilization in Latvia. With the acceleration of structural reforins the 
prospects of growth are favourable, forecasts indicate the possibility of 5% per annum 
growth rate of GDP starting from 1998 (Economic Development ofLatvia, p. 11). See 
Table 17. 
External Economic Environment 
Latvia with its liberal legislation on foreign exchange and capital flows, and its 
openness to foreign trade, with the volumes of export and import trade turnover 
exceeding 50% of GDP (Economic Development of Latvia, p. 20, table 3.2), is a small 
open economy. All sectors of national economy are strongly affected by changes in 
external economic environment. Foreign sector impacts on the level of domestic 
output and income in two ways. The first channel is through the changes in the 
volume of net export of goods and services. A rise in net export, because of an 
increase in foreign demand, raises the output and employment of domestic resources. 
The second channel is through the changes in terms of trade (TOT), for a given 
volume of trade. Improving TOT let the country to spend less on a given volume of 
import, and thus increase national income (Economic Survey of Europe in 1993-1994, 
p. 7 2). 
18 
Therefore, the analysis and forecast of changes in external economic 
environment, in particular situation with foreign trade markets and investments, are 
very important for improvements of Latvian economic performance. Secondly, the 
analysis and forecast of changes in external economic environment are of great 
importance for Latvia's prospects of accession to the European Union (EU), allowing 
Latvia to adjust its economy and legislation faster to the developments in the EU 
member states. Currently, the main economic partners of Latvia are the EU, the CIS 
and the Baltic states with the corresponding shares of foreign trade turnover being 
47.6%, 29.3%, 11.5% (Economic Development ofLatvia, p. 3 1, table 3.13). 
Economic Situation in the EU 
Economic situation in the EU member states was not very favourable for 
Latvia and other transition economies. Economic recession of the early 1990s and 
sluggish recovery in the EU, which started after 1995 were some of the factors behind 
the slowdown of export expansion of many transition economies (Economic Survey of 
Euro e in 1993-1994, p. 55). The growth has been held back especially, by the 
weakness of demand from stagnating German economy which is the main export 
destination in the EU for Latvia and many other transition economies. Real GDP 
growth in Germany slowed down from 3.7% in the second quarter of 1995 (compared 
to the same quarter one year earlier) to 0.1% in the third quarter, -0.6% in the fourth 
quarter, and -1.5% in the first quarter of 1996, see Bartholdy (1996, pp. 528,534). 
All this together with stabilization-oriented macroeconomic policies, which 
brought continuous real appreciation of Latvian currency and seriously impact on the 
competitiveness of domestic producers, were the main factors which led to the 
dampened export and the development of the foreign trade balance deficit. Structural 
constraints, such as: lack of strong export capacities within the existing economic 
structure and a lack of comprehensive export promotion schemes with such measures 
as export credits, export insurance and guarantees, market information services, may 
be among other factors behind the slowdown of export growth (Economic Survey of 
Europe in 1993-1994, pp. 55-56). See Table 18 and Table 19. 
The positive factor for the economic growth in the future is the co-ordination 
of fiscal and monetary policies among EU members which brings about low interest 
rates and low inflation, 2.6% on average in 1996. Problems hindering the development 
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and further integration of the EU are high unemployment and the restriction on the 
total amount of state debt because of EU Monetary Union criteria, by which the total 
amount of state debt cannot exceed 60% of GDP. 
Economic Situation in the CIS 
The CIS is the second main trade partner of Latvia with Russia being the 
biggest overall trade partner with 20.7% share of foreign trade turnover in the total 
trade turnover of Latvia. Russia together with Ukraine and Belorus take the 94% share 
in the total foreign trade turnover of Latvia with the CIS. 
RUSSIA 
Stabilization of some macroeconomic indicators has been achieved in Russia 
in 1996. Inflation has gone down from 198% in 1995 to 32% in the first nine months 
of 1996. Currency exchange rate became less volatile, the rouble exchange rate was 
kept within the limits of the accepted crawling corridor which allows monthly 
devaluation of 1.5%. Nevertheless, the fall of GDP has not been stopped yet. 
Unemployment and budget deficit continue to grow. however, previously achieved 
strong devaluation of exchange rate of national currency still helps to keep the high 
level of export and Russian foreign trade balance was in 12.7 billion US$ surplus in 
the nine months of 1996. 
UKRAINE 
Ukraine has implemented some active measures of macroeconomic 
stabilization in the fiscal and monetary areas. On August 24,1996 national currency - 
grivna was introduced and exchange rate stabilized. Inflation has gone down from 
530% in September 1995 to 63% in September 1996. Budget deficit is decreasing 
since 1993 and reached 4.2% of GDP in 1995 (Economic Development of Latvia, p. 
17). 
BELORUS 
Inflation rate fell down sharply this year. In September 1996 inflation was 
37.4% compared to the same month in 1995. That fall of inflation was mainly 
achieved through the measures on foreign exchange market: administrative 
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restrictions and fixing of currency exchange rate. As the result, foreign currency 
reserves of the central bank were rapidly decreasing - from 200 million US$ in 
September 1995 to 45 million US$ in June 1996. 
Radical reforms have not started yet in full in Belorus. Privatization and 
formation of private sector proceed very slowly, only 15% of GDP is produced by the 
private sector. See Table 40 and Table 41. 
Economic Situation in the Baltic states 
Being small in the size of population and territory the Baltic states are 
considered as a uniform economic space by both eastern and western business circles. 
Most of foreign investors and companies wish to work in the joint Baltic market rather 
than in an individual country. This is why the observed smoothing out of economic 
environments and convergence of macroeconomic indicators are of great importance 
for the Baltic states. In 1993 there was a different rate of changes in GDP (in 
Lithuania it went down by 30%, in Estonia - by 8.5%) yet already in 1995 the 
difference constituted only 0.1% point. In Latvia as well if not for the banking crisis 
the growth trend of GDP would not be much different (Economic Development of 
Latvia, p. 14). 
One of the tools of the Baltic economic integration is the Baltic Free Trade 
Agreement. Liberalization of trade with food and agricultural products which gains 
effect in 1997 is the final phase in the creation of free goods exchange between the 
Baltic states. Next stage will be a creation of a custom union. See Table 20. 
The short-term interest rates are converging with Latvian coming close to rates 
of Lithuanian banks but still significantly higher than the interest rates offered by 
Estonian banks. Banking crisis in Latvia and Lithuania in 1995 made credit 
availability for domestic enterprises much more restricted, as a result, private and 
government investments fell, and domestic demand and the real GDP growth was 
dampened Bartholdy (1996, p. 528). See Table 39. 
The mutual trade of the Baltic states was about 300 million US$ in 1993,10% 
share of their total trade. Historically, 
intra-Baltic trade has never exceeded 10% of 
these countries' total trade. Being very similar 
in industrial structure, links with CIS, 
and a specialization in food products, the 
Baltic states are rather competitors than 
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trade partners in foreign trade (Economic Survey of Europe in 1993-1994, p. 108). See 
Table 2 1, Table 40 , and Table 4 1. 
Economic and Social Development of Latvia 
Gross Domestic Product 
A sharp recession with a fast drop of GDP in Latvia in 1991-1992 was stopped 
in 1993. In 1994 for the first time since the beginning of refonns GDP grew by 0.6% 
because of rise in private consumption and investments (Economic Development of 
Latvia, p. 19, table 3.1). 
Banking crisis of 1995 made a strong negative impact on the development of 
national economy. It caused a rapid worsening of monetary situation with a sharp 
contraction of broad money, deposits and credits, capital flowing away from the state. 
Thus, the overall activity in the economy slowed down and GDP in 1995 fell by 1.6%. 
In 1996 after fast and efficient actions undertaken by the Government of 
Latvia and the Central Bank in order to overcome the crisis positive tendency in GDP 
growth was restored, and in the first nine months of 1996 compared to the same period 
in the preceding year GDP grew by 2.3%. For the first time in five years the real 
growth was registered in manufacturing (5.8%) [Bank of Latvia, Monetary Review, 
(3rd quarter) 1996, p. 19]. However, increase in GDP in 1996 was achieved only due 
to a sharp rise in transit business. In the first nine months of this year transport and 
communication sector grew by 15.1%. Without that spike in transit GDP would go 
down again. This means that the full stabilization has not yet been achieved, and the 
fall in the retail trade turnover as well as the stagnation of the real income of 
population support this conclusion. 
Value added of the goods sector was by 1.7% lower in the second quarter of 
1996 than in the second quarter of 1995. This decrease happened because of a decline 
in value added of agriculture (by 15%) which is still in recession [Bank of Latvia, 
Monetary Review, (3rd quarter) 1996, p. 191. 
Since the beginning of the transformation of the former centrally planned 
economies to a market economy important changes 
has happened in the structure of 
output. Concerning large sectoral changes the expansion of services and the 
contraction of manufacturing, construction and agriculture are the most 
distinct 
transfon-nations. In Latvia, the share of services rise from 32% of GDP in 1991 to 
50.9% in 1996, while the shares of manufacturing and agriculture fell from 34.9% and 
22.5% in 1991 to 17.4% and 7.6% in 1996 correspondingly (Economic Development 
of Latvia, p. 22, table 3.5). Among the new sectors - banking, expansion of private 
sector and emerging capital markets, should be mentioned. Commercial banks are still 
financially weak and carry a lot of bad loans in their portfolios, poorly managed and 
supervised. This weakness of banking sector is a serious obstacle on the way of 
investments and the recovery of output. Capital markets previously non-existent are 
gaining strength with an acceleration of privatization process (Economic Survey of 
Europe in 1993-1994, p. 56). 
As the result of a sharp fall in fixed investments, cut in public expenditures 
and continuing uncertainty with property rights, especially on land ownership, the 
construction industry contracted much more than the rest of the economy. In a period 
from 1989 to 1993 gross fixed investment fell by some 80% in the Baltic states 
(Economic Survey of Europe in 1993-1994, pp. 4,71-72). The decrease of domestic 
investment resources is continuing. In Latvia, the share of two indicators which reflect 
most accurately inner potential of domestic growth - net profit from operations and 
consumption of fixed capital in GDP has gone down from 41.9% in 1992 to 30.8% in 
1995 and 33.5% in 1996. At the same time due to changes in tax rates the share of 
taxes on products, excluding subsidies, in GDP has gone up from 6.6% in 1992 to 
12.9% in 1996 (Economic Development of Latvia, p. 23, tables 3.6 and 3.7). In 1996 
production of construction industry equalled about 16% of the level of 1990 
(Economic Development ofLatvia, p. 2 1). 
Agricultural output is falling since the start of the reform. The main factors 
behind are postponement in land privatization and property rights uncertainty, lack of 
credits for farmers. Also, being a highly mechanized and energy- 
intensive agriculture 
in the Baltic states was highly exposed to the terms of trade shock, which followed the 
disintegration of the Soviet Union with a large price increase for fertilizers and fuel up 
to a world level (Economic Survey ofEurope in 
1993-1994, p. 3). 
In manufacturing the slump happened in part because of the shift away 
from 
heavy capital goods (iron, steel, some engineering and chemical products) towards 
consumer goods (textile, clothing, 
foodstuffs), including printing and publishing 
(Economic Survey of Europe in 1993-1994, pp. 64-65). See Table 22, Table 23, Table 
24, Table 25, and Table 26. 
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Prices and Inflation 
In 1991-1992 major price liberalization was completed with government 
retaining control only on prices of some monopolies in electricity, gas, heating, water 
supply, and telecommunications. Compared to December 1990 consumer prices grew 
by 958.6% in December 1992. Coherent and tight monetary policy effectively 
conducted by the Bank of Latvia brought inflation of consumer prices down fast, 
already in December 1993 it was 34.9% and only 23.1 % in 1995. 
Government and the Central Bank committed themselves to a sound monetary 
policy and to an important task of lowering inflation to a single-digit number in 1997. 
Starting since 1994 inflation in Latvia was the lowest among the Baltic states. 
The main reason of the present increase in consumer prices is the continuing 
adjustment of relative prices to world level. In 1996 the most significant increase in 
consumer prices happened in communication (up by 31.1%) when new telephone 
tariffs were imposed by a monopolistic joint-stock company "Lattelekom" [Bank of 
Latvia, Monetary Review, (3rd quarter) 1996, p. 19]. 
In the third quarter of 1996 prices of goods fell by 0.7% and prices of services 
increased by 3.9% [Bank of Latvia, Monetary Review, (3rd quarter) 1996, p. 19]. 
Producer price index (PPI) in industry increased by 0.8% in the third quarter of 1996, 
mainly due to increase in prices of raw materials and spare parts. In general, prices in 
Latvia are strongly affected by and are very sensitive to the prices of imported goods 
such as fuel and raw materials. The share of mineral products, chemicals and base 
metals constituted about 40% share in Latvian total import in 1995 (Economic 
Development ofLatvia, p. 29, table 3.11). 
The persistence of inflation on a two-digit level around 20% in most of the 
transition economies can be associated with structural rigidities of the economy 
existed on labour market, frequent changes in tax and custom regimes, 
large budget 
deficits, devaluations (Economic Survey of Europe in 1993-1994, p. 53), the effects of 
market imperfections (monopolies). In some of transition economies, especially 
in the 
CIS, relaxed monetary policy and credibility problems play an important role in 
difficulties existing on the way to curb inflation. 
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Some attention should be given to PPI behaviour, which is a better indicator of 
the impact of macroeconomic situation on investment decisions and international 
competitiveness of domestic goods than CPI. Movements in PPI can help to forecast 
future developments in the CPI and indicate the need for some policy actions. 
Normally, the CPI grows faster than the PPI because the CPI included prices of 
services, which tend to increase faster than the prices of goods because of the slower 
rate of productivity growth in the service sector. Nonetheless, if the difference 
between the two is very large, it may mean that there is demand pressure and the 
restraint in expenditure policy may be a desirable course. On the opposite, if the PPI 
rises faster than the CPI this may indicate a mounting cost pressure in the economy 
(Economic Survey of Europe in 1993-1994, p. 77). The key component of production 
costs are manpower unit costs which depend on changes in the nominal wages and 
employment. Therefore, the rise in the nominal wages may contribute a lot to the PPI 
rise through an increase of overall wage bills if employment does not fall significantly 
with the output decline (Economic Survey ofEurope in 1993-1994, p. 78). 
Returning to the origins of inflation we can say that for the high-inflation 
transition economies (Romania, CIS) soft financial policies, lack of financial 
discipline and associated diminishing credibility together with a large budget deficits 
are the main factors behind high inflation. The relationship between budget deficit and 
inflation is as follows. If the deficit is financed through borrowing from the central 
bank, the money supply rises and under constant velocity of money circulation this 
will bring prices up. If the deficit is financed by borrowing from commercial banks 
and general public the money supply does not change but there are still two channels 
for inflation rise. First, prices can rise because of the shift of financial resources from 
groups with higher propensity to save to groups with lower propensity to save. 
Second, if unemployment is low additional borrowing by the government can raise 
interest rates, and push up the cost inflation (Economic Survey of Europe in 1993- 
1994, p. 81). For low-inflation countries the supply side factors were more important. 
The collapse of the former Soviet Union and the intra-CMEA trade and price 
liberalization (the terms of trade shock) brought a high increase in material costs of 
production and interest rates, especially on credits. See Table 41. 
Labour market 
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In the third quarter of 1996, the average gross wage and salary of people 
employed in public sector did not change significantly and amounted to 111.63 LVL. 
Compared with September 1995, purchasing power of employees went down by 2.2% 
because inflation grew faster than wages and salaries [Bank of Latvia, Monetaty 
Review, (3rd quarter) 1996, p. 21]. 
The number of unemployed is rising and reached 7.2% of total amount of 
economically active population in December 1996. The number of continually 
unemployed has increased as well. The share of unemployed who could not find jobs 
for longer than one year in the total amount of unemployed reached 30% in September 
1996 compared to the beginning of the year - 26% (Economic Development of Latvia, 
p. 50). The majority of registered unemployed are unskilled workers - 26%, with the 
share of highly skilled labour only 2%. 
Some investigations suggest that the real level of unemployment is much 
higher than officially registered. The study of labour by Central Statistical Bureau in 
November 1995 yielded a number of about 19% compared with official data for 
unemployment at this period of 6.7% (Economic Development of Latvia, p. 50). It 
should be mentioned, that some people do not register because of very low level of 
unemployment benefit-to-wage ratio. 
Agewise, the highest number of unemployed are in the age group between 15- 
19 years, 49.7% of economically active women of this age group and 39.1% - men. 
The next age group has much lower level of unemployed of 25%. This indicates that it 
is much easier to find a job for people with secondary special or higher education 
(Economic Development of Latvia, p. 5 1). 
In general, for all transition economies serious sectoral changes in employment 
took place, with employment in agriculture, industry and construction has fallen the 
most (Economic SurveY of Europe in 1993-1994, pp. 84-85). To a lesser extent 
employment fell in health, education and other social services, but increased sharply 
in distribution, catering and particularly financial services. See Table 17. 
Balance of Payments and Foreign Trade 
Latvia started reforms with the positive current account of the balance of 
payments. In the course of reforms current account was deteriorating, mainly because 
of growing deficit of foreign trade, and in 1995 current account deficit was registered 
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for the first time (Economic Development of Latvia, pp. 26-27, table 3.9). The main 
part in the current account of the balance of payments of Latvia is represented by the 
transactions with goods and services. Foreign aid reflected in the Current Transfer 
indicator was important at the beginning of reforms but went down from 7% of GDP 
in 1992 to less than 2% of GDP in 1996 (Economic Development ofLatvia, p. 26). 
At the onset of reforms, at the beginning of 1990s border and custom statistics 
were poorly organized and much weaker than today. In 1992-1993 a large share of 
import transactions was not properly recorded. Therefore, in line with some 
international research (by IMF, etc. ), there is a conjecture that current account deficit 
did not develop suddenly in 1995 but was accumulating steadily from 1993. 
Independently from this there are no doubts that in recent years imports grow faster 
than exports. 
The main reason for the growth of imports was the objective need for overall 
technical modernization with new technologies and equipments being bought abroad. 
The item - mechanical and electrical machinery and equipment - is the second largest 
in total imports and its share is growing (Economic Development of Latvia, p. 29, 
table 3.11). 
Foreign trade deficit is compensated by the export of services which, because 
of Latvia's geographical position and ports, were represented by transportation and 
transit services. Growing current account deficit poses a serious threat of rising 
external debt, reduction of foreign exchange reserves of the central bank and domestic 
currency devaluation. Therefore, the promotion of export growth by all possible 
means is one of the top priorities of macroeconomic policy. 
Being a small open economy with liberal foreign trade legislation it is very 
important for Latvia to attract more foreign investments, especially in the form of 
foreign direct investments (FDI) which do not enlarge state external debt and are a 
source of capital, foreign experience, technology and management skills (Economic 
Development of Latvia, p. 28). The amount of FDI in Latvia is small in comparison 
with the Central European transition economies but they are growing fast and in the 
first half of 1996 were 2.1 times larger than in the corresponding period of 1995 [Bank 
of Latvia, Monetary Review, (3rd quarter) 1996, p. 24]. Growth of investment rate 
since 1994 is linked to a tight and efficient monetary policy and political and 
macroeconomic stabilization. In the first half of 1996, major investments were made 
in sectors of transport, storage and cominunication, trade and manufacturing. 
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Major stumbling blocks on the way of higher level of inflow of investments 
are often changes in legislation, unsettled property rights issues, weakness of financial 
infrastructure, underpinned by the banking crisis of 1995, as well as unstable political 
environment in Latvian-Russian relationship (Economic Development of Latvia, p. 
35). See Table 28, Table 29, Table 30, and Table 3 1. 
Foreign portfolio investments, usually the main source of capital in the world, 
are insignificant in Latvia and statistical data shows that Latvian investors have made 
more portfolio investments in other countries than foreigners in Latvia (Economic 
Development of Latvia, p. 27, table 3.9). In the first half of 1996, Latvian portfolio 
investments in foreign securities increased by 26.4 million LVL. This was promoted 
by the development of securities markets in the CIS countries as well as by relatively 
high real interest rates there, allowing for a good profit earnings through investments 
made into these countries government securities and enterprises. The first portfolio 
investments in Latvian securities appeared in 1996, when, as a result of privatization, 
a market for enterprise securities began to operate [Bank of Latvia, Monetary Review, 
(3rd quarter) 1996, p. 25]. It is expected that with an acceleration of the process of 
privatization this kind of investments will increase fast. Also, the law on Free Trade 
Port of Riga will serve as an incentive to attract new investments to Latvia. The same 
may be said in regard to other similar decisions on free economic zones in Liepaja and 
Ventspils, two other largest ports of Latvia. 
In 1996 the growth of foreign debt slowed down. External debt of Latvia has 
grown from 37.2 million LVL in 1992 to 227.9 million LVL at the end of September 
1996. However, its relation to GDP has not grown since 1993 and started to fall in 
1996; at the end of 1996 external debt was about 8.1% of GDP (Economic 
Development of Latvia, p. 28). For the near future government set the goal that 
internal and external debt together with other state liabilities should not exceed 20% 
of GDP. 
In the first half of 1996 reserve assets of the Bank of Latvia grew by 42.2 
million LVL. Mainly an increase in purchases of foreign currency by the Central Bank 
was responsible for that growth. The sustained growth in reserve assets indicated that 
the trade deficit was covered with non-residents' capital inflow (FDI and short-time 
deposits). This inflow is likely to continue if stability in the banking system is 
maintained and free movements of capital are allowed [Bank of Latvia, Monetary 
Rcilew, (3rd quarter) 1996, p. 26]. 
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Foreign trade by commodities, see Table 32 and Table 33. 
Monetary Developments 
The priorities of the Bank of Latvia are stability of national currency and 
prices, bringing inflation down to an internationally acceptable low level and control 
of it, improvement of credibility of financial system and the whole economy. 
Macroeconomic policies, monetary and fiscal, have not changed a lot since the 
onset of reforms in transition economies, with price stabilization and fight with the 
output decline and the rise of unemployment remaining the main objectives. In the 
field of monetary policy major efforts concentrated around the control over money 
supply growth rate, problem with the persistently high real interest rates, and the 
usage of the reserve requirement ratio. 
In Latvia a broad money supply, M2X, is steadily growing (Economic 
Development of Latvia, p. 3 8, table 3.18). Interest rates remain consistently positive in 
real terms, with commercial credit rates much higher than the Central Bank lending 
rates; the real interest rates on commercial credits reached very high levels, around 7% 
in 1995 and were even higher before it [Bank of Latvia, Monetary Review, (3rd 
quarter) 1996, pp. 675 73]. 
The reserve requirement ratio is an important instrument of monetary policy in 
fight with inflation in many transition economies. In Latvia in December 1992 it was 
20% (Economic Survey of Europe in 1993-1994, p. 118). This very high level of 
reserve requirements was the main cause behind the wide differential between the 
Central Bank rates and the lending rates charged by the commercial banks. To 
alleviate this problem reserve requirement ratio was reduced to 8% in August 1993. 
Starting from 1993 all main monetary indicators were growing fast and steady 
because of overall increase of economic activity. See Table 34. 
Domestic deposits attracted by the banking sector increased in the third quarter 
of 1996. The demand for cash also grew, thus, broad money, M2X, increased by 57.1 
million LVL or 10.5% during the quarter. Money supply grew every month and 
totalled 601.5 million LVL in September 1996. The share of currency outside banks in 
broad money is about 41% [Bank of Latvia, Monetary Review, (3rd quarter) 1996, p. 
26]. 
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Net foreign assets of the banking system grew by 38.5 million LVL or 10.4% 
in the third quarter of 1996. Political and economic uncertainty in Russia and Belorus 
together with the possibilities of profitable investments in Latvian treasury bills favour 
short-term foreign capital inflows. The banking sector credits to the Government 
increased by 9% as banks invest in treasury bills draining available resources away 
from the private sector enterprises, amounts of credits to whom did not change [Bank 
of Latvia, Monetary Review, (3rd quarter) 1996, p. 26]. 
Deposits of domestic enterprises and private persons grew fast in the third 
quarter of 1996 and totalled 357.1 million LVL at the end of September 1996, with 
demand deposits grew by 14.3% and time deposits grew by 9.7%. The term structure 
of deposits did not change in 1996, with demand deposits accounted for 81.6% of total 
deposits. Despite lower interest rate on deposits in foreign currency than on deposits 
in lats, deposits in foreign currency increased by 14.9% while deposits in lats grew 
only by 12.1 %. Foreign currency deposits constituted 56.2% of all deposits. 
Credits to domestic enterprises and private persons did not change 
significantly and were around 195 million LVL. Long-term credits decreased slightly, 
short-term credits increased and comprised 47.2% of all credits. More funds were 
granted to the government by bans. Credits to manufacturing sector rise by 17.5% and 
credits to transit sector fell by 32% in the third quarter of 1996. 
The downward trend in interest rates level on short-term deposits continued in 
the third quarter of 1996. The average weighted interest rate on deposits in lats fell 
from 11.1% in July to 8.8% in September, on deposits in foreign currency - from 6.6% 
to 5.5%. Interest rates on short-term credits in foreign currency and long-term credits 
in lats and foreign currency were steadily falling. The average weighted interest rate 
on long-term credits in foreign currency was 17.5% per year, in lats - 13.5%. The 
amounts of credits granted in the domestic interbank market increased and totalled to 
165.9 million LVL, with most of credits being overnight ones - 80.3% of all credits. 
Credits in lats increased, but credits in foreign currency decreased. The average 
weighted interest rate on credits in lats in the interbank market fell to 7.5% in 
September 1996. Credits to foreign credit institutions rise. Interest rates on credits in 
foreign currency were around 5%. Overnight credits accounted for 85.3% of all credits 
to foreign credit institutions [Bank of Latvia, Monetaiy Review, (3rd quarter) 1996, p. 
28]. 
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In the third quarter of 1996, reserve money amounted to 310.8 million LVL 
and grew by about 14% since the beginning of the year. The Bank of Latvia's foreign 
currency purchases added to reserve money, whereas a decrease in credits granted to 
the banking sector and to the Government resulted in a reduction in reserve money 
[Bank of Latvia, Monetary Review, (3rd quarter) 1996, p. 29]. The Bank of Latvia 
lowered its refinancing rate to 11% in September 1996. Banks' demand for the Bank 
of Latvia's credits granted through treasury bills repo auctions grew. 
The primary treasury bills market was actively functioning in 1996, with the 
structure of commercial banks' securities portfolio dominated by treasury bills with 
maturities of six and twelfth months treasury bills. 
The smooth development of financial system was interrupted by a serious 
banking crisis in spring 1995, see The Banker (April 1996). The Bank of Latvia 
suspended or restricted the activity of several banks, including the biggest bank - 
Banka Baltija. As the result, sharp decrease in a broad money aggregate, M2X, private 
deposits-to-GDP ratio, GDP and credit availability to enterprises was registered. This 
financial crisis caused the changes in deposit structure: demand deposits share went 
up, time deposits share went down; also, deposits in lats fell. Tough actions to 
overcome the crisis and stabilize the situation were undertaken by the Government 
and the Bank of Latvia. New law 'On Credit Institutions' reinforcing the 
responsibility of bank management was passed. From November 1996 only twelve 
commercial bans (from more than 30) were allowed to take deposits. The law on 
deposit insurance is preparing. Statistical data for 1996 showed that the crisis has been 
overcome with all major monetary indicators growing again. However, it should be 
mentioned that at the beginning of the fourth quarter of 1996 only currency in 
circulation exceeded the pre-crisis level. 
Factors behind the stagnation of credits to domestic enterprises are: absence of 
credit histories and safe collateral, including free market of land, as well as the 
imposition after the banking crisis by the Bank of Latvia of strict regulation on credit 
classification, by their riskiness, and requirements to create large accruals for bad 
credits. Unfortunately, vast resources of Latvian commercial bans are employed in 
Latvian and Russian treasury bills. This greatly reduces credit availability for 
domestic businesses. Among other reasons behind this situation is the delay with 
serious privatization in Latvia and, thus, weak capitalization of Latvian economy and 
weak enterprise securities markets. These obstacles impede the development of a 
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sound banking system, and, as a consequence of that situation, competition among 
domestic banks is low and the rate of fall of credit interest rates is not satisfactory. 
Foreign Reserves and Exchange Rates 
Apart from the short-term reduction of foreign assets of the Bank of Latvia in 
the second quarter of 1995 the tendency of their gradual and steady growth is 
continuing. At the beginning of October 1996 compared to the beginning of the year 
net foreign assets of the Bank of Latvia grew by 37% and they equalled about 2.5 
months value of imports of goods and services. Coverage of reserve money with 
foreign reserves in October 1996 reached 100%. In the third quarter of 1996 the 
increase in the net foreign assets of the Bank of Latvia occurred because the amount 
of foreign currency purchased outweighed that of foreign currency sold, and the Bank 
of Latvia foreign currency deposits went up [Bank of Latvia, Monetary Review, (3rd 
quarter) 1996, p. 29]. 
Since February 1994 the exchange rate of a lat is unofficially pegged to SDR 
currency basket, I SDR=0.7997 LVL, (Economic Development of Latvia, p. 41). The 
reason behind this decision was a desire to make the exchange rate fluctuation of the 
lat against every currency in the basket smaller than in the situation when lat is pegged 
against an individual currency. See Table 17. 
For an international competitiveness to be maintained in the case of the pegged 
currency - domestic inflation of goods and services should be lower or equal to the 
level of inflation in the main trade partners. This condition obviously does not hold 
with respect to the EU member states. Therefore, measures to increase productivity, 
especially through the acceleration of structural reforms and privatization, should be 
urgently implemented. 
Fiscal Situation 
Fiscal policies in many transition economies in 1990s were characterized by 
efforts to contain the growth of budget deficit, which developed soon after the start of 
reforms. The main reason behind was the fall of revenue, especially profit and 
turnover taxes (which in turn was caused by contraction of sales by enterprises), lower 
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profit of banks, weak tax collection and administration (Economic Survey of Europe in 
1993-1994ý p. 118). On the other hand, because of rise of unemployment, 
expenditures on creation of social safety net and on modernization of all infrastructure 
increased dramatically. 
The budget deficits were financed by different combinations of primary 
emission and internal borrowing, with the borrowing from external sources playing 
insignificant role in the most of transition economies, because of low creditworthiness 
and limited access to international money markets, except maybe Czech Republic and 
Hungary (Economic Survey of Europe in 1993-1994, p. 120). Government attempts to 
borrow on the domestic money markets met a number of obstacles, such as, 
underdeveloped system of financial intermediaries, lack of secondary markets, severe 
liquidity constraints on households and, in turn, very low level of savings. This 
background favoured the inflationary methods of deficit financing, especially with 
seigniorage revenue, and many governments followed it in early 1990s until they 
faced the real threat of hyperinflation and overall economic collapse. Generally, all 
possible means to finance budget deficit were employed: selling bonds to the non- 
bank public; selling bonds to commercial banks; borrowing from central bank; 
borrowing from external sources; and, especially relevant for the transition economies 
- selling state assets - privatization. 
In the third quarter of 1996 fiscal position of the state has improved. Tax 
revenue of the general government budget went up by 19.7% and constituted 664.6 
million LVL which is by 109.3 million LVL more than in the same period in the 
preceding year (Economic Development of Latvia, p. 42, table 3.19). Excise tax has 
gone up by 72.2%. This increase was caused by amendments to the 'Law On Excise 
Tax' passed on May 16,1996, where excise tax for petrol was raised from 4 to 10 
centimes. VAT tax revenue grew by 17.3%, mainly it was caused by growth of prices 
and imports, and the number of VAT payers. Personal income tax revenue grew by 
24.1% because of the fact that people with higher income in 1995 had to pay an 
additional income tax in the amount of 10% from the sum exceeding 3,600 LVL per 
year. Enterprise income tax revenue grew by 25% due to high business activity in the 
preceding period and the reduction in the amount of enterprise income tax debt. 
In the third quarter of 1996 only the custom duties went down slightly by 2.2% 
because of changes in the import structure and agreements on external trade made by 
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Latvia, especially free trade agreements with some EU countries and between the 
Baltic states. 
Revenue from indirect taxes - VAT, custom duties, excise tax - accounted for 
the largest part of the central government general budget revenue - 84% [Bank of 
Latvia, Monetary Review, (3rd quarter) 1996, p. 22]. 
In the first nine months of 1996, capital expenditures went down by 8.2%, as a 
result, the share of capital expenditures in total expenditures decreased to 3.6% (5.3% 
in the corresponding period of the previous year). Current expenditures rise by 15.8%, 
mainly due to interest payments on loans and for goods and services [Bank of Latvia, 
Monetary Review, (3rd quarter) 1996, p. 22]. Investments financed from the central 
government general budget did not grow and constituted only 2.9% of total 
expenditures or 10.2 million LVL. Government foreign debt (credits and guarantees) 
totalled 239.8 million LVL at the end of September 1996 and grew by 3.7% since the 
beginning of the year. In general tax revenue situation was better in 1996 because of 
improvements of tax administration, price rise, growth of the number of taxpayers and 
not because of GDP growth, thus, the tax burden became heavier for economic agents. 
See Table 35 and Table 36. 
The biggest share of the general government budget expenditures (63.4%) in 
the three quarters of 1996 was comprised by expenditures on social securities and 
welfare, education and health. General public services, defence, public order and 
safety, judiciary totalled 108.5 million LVL or 13.6% of total expenditures. 
Expenditures for national economy (apartmental services, environment protection, 
agriculture, forestry and fishing, etc. ) amounted to 9%. Executiou of the general 
government budget in 1996 is as follows. The central government basic budget deficit 
was 24.9 million LVL and was covered by short-term government bills issues and 
sales. The central government special budget deficit was 13.8 million LVL. Local 
government basic budget revenues were 190.1 million LVL and expenditures - 188.8 
million LVL. The overall budget deficit in October 1996 was 38.7 million LVL, with 
the law On State Budget for 1996 allowed for the sum of 40 million LVL budget 
deficit. 
Living Standards 
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In 1995 according to widely used in recent years National Development Index 
(NDI) calculated within UN Development Program (UNDP), which is the weighted 
aggregate of indicators of life expectancy, level of education and real per capita GDP, 
Latvia was placed on the 73rd position, down from the 30th in 1994. This can be 
partly attributed to the gross overestimation of NDI for the countries of the former 
Soviet Union in the past. 
The average life expectancy is the main indicator of demographic situation and 
health of a nation. It is very low in Latvia, but, compared to 1994, in 1995 it has gone 
up for the first time during the last five years (for men - from 60.7 years to 60.8, for 
women - from 72.9 to 73.1). However, it is still lower than in the neighbouring 
Lithuania and Estonia, and much lower than in EU countries, for example in Sweden, 
it was 75.5 years - for men and 80.8 years - for women in 1993. 
In education situation is better and improving. The number of students 
continuing their studies in secondary education establishments is rising (in 1994 - 
92.8%, in 1995 - 93.1 %) (Economic Development of Latvia, p. 45). Unfortunately, the 
number of children who do not attend school at all is growing, also their share in the 
group of children of the respective age is increasing. Main reasons behind are poverty 
and financial considerations. In 1990 primary education has not been mastered by 
9.9% of all children of 15 years of age, in 1995 - by 23.3% (Economic Development of 
Latvia, p. 46). 
The number of students enrolled in higher education establishments is rapidly 
increasing. In the academic year 1995/96 it was 13.6 thousands or 34.5% more than in 
the preceding year. The number of students per 10,000 residents is 183 (in 1994/95 - 
149). 
Living standards of people continued to decline in 1996. The real wage rate 
went down by 2.6% in 1995 compared to 1994, and in the first nine months of 1996 
compared to the same period in the preceding year it went down by 8.2% (Economic 
Development ofLatvia, p. 46). See Table 37. 
The real income of retired people rise by 3.3% due to nominal increase of old- 
age pension by 21.7% in 1996. Nevertheless, living standards of pensioners are still 
very low. In the third quarter of 1996, the average old-age pension reached only 52% 
of value of minimum consumer basket and 74.5% from crisis subsistence minimum of 
the value of goods' and services' basket (Ministry of Welfare estimation). 
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The average wage of the people employed in the economy of Latvia is lower 
than in the majority of states of Central and Eastern Europe; lower wages than in 
Latvia existed only in Lithuania, Romania, Bulgaria and the CIS, in 1996. The growth 
rate of wages is one of the lowest as well (Economic Development ofLatvia, p. 47). 
According to the survey of household budgets carried out by the Central 
Statistical Bureau of Latvia households due to low incomes do not make any 
significant savings. See Table 38. 
Difference between incomes and expenditures total for the first quarter of 1996 
reached only 2.3% and in the second - 4% among city households. Consumption 
expenditures constitute 95.4% of total household expenditures. Structure of 
expenditures is closely linked with social and economic status of a household. For 
peasant households the share of food expenditure is very high, which is influenced by 
a high share of incomes in kind (benefits and services received from next-to-house 
farming and other self-provision, free aid). Income in kind was 51% of disposable 
income of peasant households and 46% of consumption expenditures, compared with 
the average share of consumption expenditures in kind of 16%. 
The questionnaire (part of the survey) revealed that at the beginning of the 
third quarter of 1996 61% of households to a smaller or greater extent did not have 
enough resources to buy food and 10% of households felt acute shortage of food. Only 
56% of households were able to pay apartmental rent and for provided utilities in full, 
and 32% were making only partial payments, 12% of households did not pay at all as 
their income could hardly cover the most basic needs (Economic Development of 
Latvia, p. 49). In the decimal distribution 69-83% of the two lowest decimal groups of 
households evaluated their living conditions as bad or rather bad. The same opinion 
was expressed by 30% of households of the highest decimal group. Financial situation 
as rather bad was evaluated by 21-22% of all households independently on their 
incomes. This poor situation with the dynamic of household incomes finds its 
reflection in the stagnation of the retail trade turnover, as has been mentioned above. 
European transition economies: the Eastern European countries, the 
Baltic states, and the Commonwealth of Independent States (CIS) 
In the last three years strong econorn1c growth have been observed in Eastern 
Europe and the Baltic states, and a slowdown of output decline in the CIS. In 1996 
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growth in Eastern Europe and the Baltic states was just under 5% level achieved in 
1995. Only for Bulgaria the forecast for 1996 predicts significant negative growth. 
The largest countries in the CIS are still waiting for the first positive growth rates to 
be recorded, but eight of the smaller CIS countries registered small increase in 
industrial output in the first half of 1996. The rate of real GDP decline in Russia 
remains unchanged at around 4% level in 1995. Real GDP in Ukraine fell by 8% in 
the first half of 1996 compared to the same period a year earlier. 
The current account balance deficit has been growing fast in the recent years 
and some of transition economies rely heavily on international official financial 
assistance, especially from IMF, to maintain a safe amount of foreign exchange 
reserves. In the first half of 1996 Bulgaria and Romania experienced a sharp decline in 
levels of reserves, as well as nominal and real currency depreciation, and a serious rise 
in inflationary pressure. These problems highlight the continued volatility of 
macroeconomic situation in part of the region with respect to policy inconsistencies 
and to external shocks. 
In the last few years, in a number of transition economies the negative effect of 
real currency appreciation on industrial competitiveness has been offset by a rising 
productivity of labour. Nevertheless, in some of them, including the Czech Republic, 
the Slovak Republic and Russia, the early competitive advantage of very low dollar 
wages seriously deteriorated because of much faster dollar wages growth than that of 
productivity. 
Growth in European transition economies 
In Eastern Europe, the Baltic states, and the CIS GDP rose by about one-third 
in dollar terms in 1995. In the first half of 1996 a slightly smaller rise has taken place. 
Real currency appreciation was the main factor behind dollar GDP rise in 1995. 
Actually, real GDP for the region as a whole decline, as the growth in Eastern Europe 
was offset by continuing GDP decline in the CIS. Real currency appreciation was 
continuing in the first half of 1996 at a slower rate in the most of transition economies 
but some of them, Bulgaria and Romania, saw reverse movements. 
Eastern Europe and the Baltic states 
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It is the seventh year since the beginning of transformations to market 
economy for Eastern Europe and the fourth year of continuing economic recovery. 
Real GDP in Eastern Europe and the Baltic states as a whole is forecasted to grow by 
about 4% in 1996, only slightly lower than 5% registered in 1995. Growth has been 
held back by the weakness of demand from stagnating West European economies, 
especially from Germany, which is the main export destination in the EU for many 
transition economies. Real GDP growth in Germany slowed down from 3.7% in the 
second quarter of 1995 (compared to the same quarter one year earlier) to 0.1% in the 
third quarter, -0.6% in the fourth quarter, and -1.5% in the first quarter of 1996, see 
Bartholdy (1996, pp. 528,534). Fast recovery of economic activity in the industrial 
sector continues in the Czech Republic, Estonia, Poland, Romania and the Slovak 
Republic. Most of them registered the growth of industrial output of magnitude of 
10% in the first half of 1996. This output increase comes with a strong rise in 
domestic demand and a deterioration of the trade balances in all of these countries. 
Bulgaria and Hungary experienced much slower growth rates than the rest of 
Eastern Europe. Both were characterized by a serious tightening of fiscal and 
monetary policy, which reduce economic activity and demand. In Hungary the aim 
was to reduce the current account balance deficit from a level of 9% of GDP seen in 
1993, and these measures reduced the forecast for GDP growth to 1% in 1996. In 
Bulgaria the aim was to start the implementation of a new IMF programme with 
further fiscal adjustment and closure of ma or loss-making enterprises. 
In Latvia and Lithuania, the banking crisis in 1995 resulted in a serious 
reduction of credit availability from banks to the private sector and, as a result, the fall 
in the overall economic activity. The problem was further exacerbated by a cut in 
government investment expenditures. 
Among all transition economies only Poland is expected to reach the pre-1990 
level of output in 1996. For other transition economies in Eastern Europe and the 
Baltic it is foreseeable only three years later in around 1999. 
The CIS 
Unfortunately, the output decline is continuing in the CIS. According to the 
official data Russian real GDP dropped by 4% in the first half of 1996 compared with 
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the same period of 1995. Ukraine registered 8% decline in real GDP. The real growth 
possibly may be achieved only in 1997. 
Some of the small CIS countries registered positive growth rates in 1995. Real 
GDP grew in Armenia by 5-7% in both 1994 and 1995. Also Georgia, Kyrgystan, 
Turkmenistan and Uzbekistan - all registered positive GDP growth in 1996, after steep 
decline in previous years, see Bartholdy (1996, p. 529). 
Historically, economic data from the CIS should be used with great caution. It 
is likely to exaggerate the actual extent of the output decline. Under-recording of 
activity in the fast growing infon-nal sector is a problem in the most transition 
economies, but is severely amplified in the CIS case. See Table 40. 
Inflation 
Eastern Europe and the Baltic states 
None of the countries in Eastern Europe and the Baltic region had an annual 
inflation rate of more than 40% by the end of 1995. In some of them: Albania, 
Croatia, Czech Republic, FYR Macedonia, Slovak Republic and Slovenia, inflation 
fell to a single-digit levels. However, inflation rose in a number of countries in the 
first half of 1996, with a particularly strong rise in Bulgaria and Romania. The main 
factor behind was a slump in the nominal exchange rate, caused by uncertainty about 
the direction of macroeconomic policy and rising credibility problem. In Romania 
election in November 1996 played a big role in this situation. In Bulgaria it were 
difficulties concerning agreements with IMF and the World Bank and an urgent need 
to finance large debt-service payments. 
The CIS 
Inflation fell down from more than 1 000% in 1994 to less than 100% by mid- 
1996 in Armenia, Azerbaijan, Georgia, Kazahstan and Uzbekistan. The most 
successful: Moldova, Georgia and Kyrgyzstan, managed to reduce inflation to less 
than 30%. Tajikistan and Turkmenistan are still suffering from high inflation above 
200% level. 
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Inflation in Russia is steadily falling, from more than 800% in 1993 to about 
50% in the middle of 1996. Ukraine is moving fast to a lower inflation and price 
stability. After more than 10,000% price rise in 1993, Ukrainian consumer price index 
rose only 400% in 1994,180% in 1995, and is forecasted to be below 100% in 1996. 
See Table 4 1. 
Capital flows and the Balance of Payments 
Macroeconomic stabilization and increase in financial stability accelerate 
inflows of funds from abroad. Foreign direct investments (FDI) and portfolio 
investments into Eastern Europe, the Baltic states and the CIS rose to 45 billion US$ 
in 1995 compared with 31-33 billion US$ per year in 1991-1994, see Bartholdy (1996, 
p. 530). Forecasts for 1996 yield even higher levels. 
In early 1990s increase in funding was mainly due to official finance from 
IMF, the World Bank, the EBRD and other multilateral organizations. Between 1989 
and 1991 total gross flows of medium- to long-term finance rose from about 18 billion 
US$ to almost 32 billion US$. In 1995 the increase in fund inflows was mainly due to 
a rise of private capital flows, which rose from about 21 billion US$ in 1994 to 31 
billion US$ in 1995, up 48%. The flow of FDI, which constituted more than half of 
the net private capital flows, almost doubled in 1995 to about 12.2 billion US$. 
The main recipients were Hungary, the Czech Republic, Russia and Poland; 
Estonia was on the third place after Hungary and the Czech Republic in terms of FDI 
flows per capita. Hungary attracted 4.5 billion US$ of FDI in 1995 (10% of GDP), up 
from 1.1 billion US$ in 1994. FDI flows into the Czech Republic rose to 2.5 billion 
UM in 1995 from 0.8 billion US$ in 1994, helped by the sale of a 27% stake in the 
local telecommunication company. Smaller increases took place in Russia: from I 
billion US$ in 1994 to 1.5 billion US$ in 1995, and Poland: from 0.5 billion US$ in 
1994 to 0.9 billion US$ in 1995. 
The current account balance deteriorated sharply in 1995 and early 1996 in the 
Czech Republic, Poland, Romania, the Slovak Republic, Slovenia and in all three 
Baltic states. The reason behind is a strong expansion of domestic demand indicated 
by the combination of high GDP growth and deteriorating trade balances, which, in 
turn, are the result of capital inflows and real currency appreciation, see Bartholdy 
(1996, p. 53 1). The negative impact of real currency appreciation on the trade balance 
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was outweighed by the positive effects if tighter fiscal policy and increase in labour 
productivity, in Bulgaria and Hungary in 1995. 
Russian balance of payments statistics are uncertain. However, available data 
points to a substantial strengthening of the current account balance in 1995-1996 as 
compared with 1994, mainly due to large improvements in the term of trade and the 
gradual reduction in export taxes. 
In general, lower than expected growth throughout the region was a reflection 
of short-tenn demand effects: tighter fiscal policies and stagnation in the main export 
markets in Western Europe. Future prospects for the region are positive, with 
continuing growth in Eastern Europe and the Baltic states, and the long awaited start 
of growth in the large CIS countries: Russia and Ukraine, in 1997. All countries of the 
region have an educated labour force and are moving towards a greater 
macroeconomic stability and openness to foreign trade - major factors of medium- and 
long-term growth. 
Conclusions 
The survey presented the situation with economic development in Latvia and 
other European transition economies, which took place up to mid-1990s. It revealed 
that an economic transition from fon-ner socialist centrally-planned economies to 
capitalist market-driven economies is not a mere change in political orientation and 
ownership rights but a much more complex, fast, and large-scale socio-political and 
economic transformation. Since the survey is concentrated on macroeconomic 
performance in transition these deep structural changes can be observed from the fast 
shifts in GDP composition, see tables from Table 22 till Table 27. The same kind of 
large changes are taking place on the foreign dimension, see for example shifts in the 
structure of export and import, Table 32 and Table 33. The dynamic of such major 
macroeconomic indicators as: GDP and consumer prices for all transition economies, 
Table 40 and Table 41, and unemployment, further revealed a number of extremely 
severe and strong shocks the transition economies were subject to. In most of 
transition economies such phenomena as high inflation and unemployment were 
unheard for decades and caught people unprepared with great damage to social 
structures and the feeling of well-being of societies. 
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The survey showed the absence of an established leader in economic reporting 
on transition by mid-1990s, the place occupied at present, in our opinion, by a 
definitive source as the European Bank for Reconstruction and Development with its 
annual transition reports, whose reports are well supplemented by country studies and 
assessments by the World Bank and International Monetary Fund. The survey 
introduced some new sources of economic data on transition. Newly established or 
reformed institutions in transition economies such as: statistical offices, ministries of 
finance and economy, central banks, were adopting international standards of 
economic reporting and started to produce internationally accepted economic data on 
transition. In particular such Latvian sources as: Monetary Review (quarterly) by the 
Bank of Latvia and the report Economic Development of Latvia, by the Ministry of 
Economy, were widely used while compiling this survey. 
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Chapter 2. Survey on Currency Substitution: 
currency substitution and transition economies, 
theory and econometrics, recent developments 
Introduction 
The problem of currency substitution is fairly new. In its modem development 
it can be dated back to the original work by Kouri (1976) and Calvo and Rodriquez 
(1977), who considered one of the first questions of interest in currency substitution 
literature, the behaviour of the real exchange rate in the presence of currency 
substitution. They found that the real exchange rate should depreciate as a result of a 
rise in the money supply growth rate. Nevertheless, in the last twenty years the 
amount of literature on the issues related to the phenomenon of currency substitution 
was growing exponentially and the subject itself has developed into a vast area of 
intensive research. Therefore, the current survey is neither intended nor able to present 
the comprehensive account of the past and present developments on the topic of 
currency substitution, but rather to concentrate only on some of the issues, which I 
have found relevant to my research no currency substitution and transition economies. 
Hence, before proceeding it will be useful to refer the reader to some other surveys on 
currency substitution which I have utilised extensively, and which are of great value 
on their own. The first one to be mentioned is the survey on currency substitution in 
developing countries by Calvo and Vegh (1992). The second one is the survey on 
currency substitution in transition economies by Sahay and Vegh (1995). The third 
one is an excellent and fairly comprehensive survey by Giovannim and Turtelboom 
(1994). Finally the good survey on the pattern and problems of currency substitution 
in Latin America is presented by Savastano (1992). All the surveys mentioned 
consider theoretical issues of currency substitution as well as empirical, have similar 
structure and differ mainly by country coverage, and by the extent and emphasis in 
presenting particular issues. 
What is currency substitution actually? Nearly every paper in the literature 
discusses the definition. On one pole - the narrow definition - we find Calvo and 
Vegh (1992), who define currency substitution as the usage of foreign currency as 
medium of exchange only. They distinguish it from dollarization, although the terin is 
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widely used as a synonym for currency substitution. For these economists, the term 
dollarization applies to a situation where a foreign currency perforins the roles of unit 
of account or store of value, but not necessarily medium of exchange. In this view, 
currency substitution is the last stage of the dollarization process that typically starts 
in high-inflation envirom-nents where a foreign currency becomes the unit of account 
or store of value. At the other pole - the broad definition - we find McKinnon (1985), 
whose concept of indirect currency substitution, i. e. when investors switch between 
non-monetary financial assets of different countries, cannot be easily distinguished 
from the concept of capital mobility. Between these extremes, we find an array of 
definitions. Some see currency substitution as a process where foreign currency 
substitutes for domestic money in all three roles, i. e. unit of account, store of value 
and medium of exchange. ' Others restrict their focus to the store of value function of 
money. Some researchers simply define currency substitution as a process whereby 
the demand for domestic money is affected by foreign economic variables that 
include: 
" The relative opportunity cost of holding different currencies (see Bana and Handa 
(1990)), 
" Foreign inflation (Rogers (1990)), 
" Real return differential (Thomas (1985)), 
" Foreign exchange considerations (in particular, the expected depreciation of 
2 domestic currency) , or 
" Nominal interest rates (Madhavi and Kazemi (1996)). 
Giovannini and Turtelboorn (1994, p. 392) suggest separating the study of currency 
substitution into two categories. In their view, the study of currency substitutability 
refers to the characteristics of currencies. Thus, one should investigate the potential 
effects on variables of economic interest, for example, exchange rate value and 
dynamic, domestic inflation and seigniorage revenue. The study of currency 
substitution, on the other hand, refers to an equilibrium outcome. Here study should 
investigate the extent and the causes of the replacement of one currency with another. 
With transition economies, it seems best to focus on substitution of the 
domestic currency with the foreign currency serves the store of value ftinction. The 
1 Agenor and Khan (1996, p. 10 1). 
2 Marquez (1987), Calvo and Rodriguez (1977), Calvo (1985), Rojas-Suarez (1992). 
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following arguments speak for this proposition. First, no transition economy has 
experienced sufficiently prolonged and or severe periods high inflation and political 
instability (as in Latin America and many other developing countries) for foreign 
currency to replace domestic money as the medium of exchange. Second, the lack of 
bond and stock markets meant there were no other assets available for investments to 
households at the beginning of transition. Third, once successful stabilisation 
programs are in place, the dollarization ratio tends to fall significantly in transition 
economies (e. g. Poland, Estonia, Lithuania, Mongolia). Sahay and Vegh (1995, pp. 
11-13) report that timely, determined actions by the government help avoid an 
unpleasant and costly fight once foreign currency becomes the medium of exchange 
and a hysteresis effect occurs, see Uribe (1997). 
Currency Substitution and related problems 
Before considering theoretical models and econometric issues of currency 
substitution let first review the set of problems related to the phenomenon, which 
initiated research on currency substitution. These problems can be summarised into 
four categories. They are 
1. How does currency substitution affect the dynamics and volatility of the real 
exchange rate? 
2. How does currency substitution affect seigniorage revenue, the behaviour of 
domestic inflation in the presence of a large budget deficit, and, in general, the 
stability of monetary aggregates? 
3. Should currency substitution be encouraged? 
4. How does currency substitution affect the choice of nominal anchors in 
stabilisation programmes? 
To discuss these major problems one should first have at hand a proper theoretical 
model of currency substitution itself, and to consider: which factors determine the 
level of currency substitution, and which of them can be effectively controlled by the 
authorities (government and central bank). 
Theoretical models can be classified as well. First, one can divide them into 
optimising models, where solutions follow from static or dynamic optimisation, and 
ad hoc models that postulate the functional forrn of the currency substitution ratio 
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and/or domestic demands. Optimising models, in turn, can be subdivided on cash-in- 
advance models and transaction cost models. In cash-in-advance models, economic 
agents are forced to use domestic and foreign currencies as a means of payment due to 
some form of legal restrictions. Most portfolio-balance models can be assigned to this 
category. In transaction cost models, money is assumed to provide some kind of 
liquidity services and to reduce transaction costs. Higher real money balances often 
mean shorter shopping time, an important decision variable for consumers that value 
leisure time. Models with money-in-the-utility function also belong in the same 
category. Feenstra (1986) established their functional equivalence with transaction 
costs models. 
Now let consider major problems (I to 4) in greater details, with the special 
attention to currency substitution modelling. In judging the papers two criteria will be 
applied. First, we would look for models of currency substitution free of ad hoc 
specifications of domestic demands and other economic relationships, i. e. models 
which use intertemporal optimisation. Second, we would look for models that 
properly address the issue of uncertainty, which is so intrinsic to transition economies 
and economic reforms in general, that it cannot be skipped without serious 
justifications. Especially, we would look for models addressing uncertainty in a more 
profound/ deeper way than traditional to macroeconomic modelling rational 
expectations (certainty equivalence) approach. In this kind of models equilibrium 
values of macroeconomic variables depend only on the mean values, while we would 
look for models which take into account the second moments (variances) of economic 
variables, as well as the first moments (means) similar to that of mean-variance 
modelling approach in finance theory. The model that applies this kind of modem 
stochastic calculus technique is developed in the following chapter, Chapter 3 
"Macroeconomic Model of Transition Economy: A Stochastic Calculus Approach", 
and has strongly motivated the current survey. 
Currency substitution effect on the dynamic and volatility of the real exchange 
rate 
The seminal paper on this question was delivered by Calvo and Rodriguez 
(1977), who considered a two-sector model of a small open economy with flexible 
prices to determine the real exchange rate. This is an ad hoc non-optimising model 
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with postulated relationships for domestic consumption and currency substitution 
ratio, set in a perfect foresight framework. The main result is that in the presence of 
currency substitution a higher monetary growth rate brings about real depreciation in 
the short-run. The depreciation leads to a current account surplus and represents an 
equilibrium response to the desire of economic agents to accumulate more foreign 
assets (and the only tradable foreign asset in the model is foreign currency). Hence, in 
this model monetary variables affect the real behaviour of the economy. Nevertheless, 
the model fails to any of the criteria we posed above, it is non-optimising and does not 
address the issue of uncertainty because of perfect foresight assumption. The result of 
Calvo and Rodriguez (1977) was revised and refined by Calvo (1985). This time we 
have an intertemporal optimisation approach in a perfect foresight set up, with money- 
in-the-utility function Sidrauski-type model. Calvo (1985) argues that the result by 
Calvo and Rodriguez (1977) will critically depend on the elasticity of substitution 
between consumption and the liquidity services of monies. He warns that the actual 
estimates of the elasticity of substitution can be only possible in a much more detailed 
set up of the transaction technology, which in turn require much deeper theoretical 
understanding of the role and functioning of money. Again the treatment of 
uncertainty has not moved further than perfect foresight assumption. 
The same issue of real exchange rates dynamic, but in a different set up was 
recently investigated by Rodriguez (1993). He considers the situation of repatriation 
of foreign assets (mainly foreign currency deposits held abroad) or a portfolio shift 
among currency denominations, which has occurred in some Latin American 
countries (notably, Argentina, Bolivia, Peru and Uruguay are discussed in the paper) 
in the aftermath of financial liberalisation and first successes of stabilisation 
programmes. This repatriation of foreign currency deposits led to a secondary money 
and credit creation phenomenon, unmatched by a parallel rise in domestic money 
demand. The macroeconomic implications are a credit boom, transitory current 
account deficit and real exchange rates appreciation. Conclusion is that under currency 
substitution shifts in portfolio or location of foreign currency deposits can affect real 
economic performance. The model itself is non-optimising, with no uncertainty, 
utilising the central bank balance sheet approach. 
Similarly, Vegh (1988) in a simple two-period household optimisation money- 
in-the-utility function model of currency substitution with no uncertainty has found 
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that in a face of a positive supply shock (e. g. rise in the price of imported intermediary 
input, oil) one will observe real exchange rates depreciation. 
Turning to the volatility of the real exchange rates in a cash-in-advance 
models, one cannot skip the celebrated result of the exchange rate indeterminacy 
obtained by Kareken and Wallace (1981). Their model assumes perfect currency 
substitution case, i. e. either currency can be used to buy domestic and foreign goods. 
The model underlines the inherent, latent instability of the economy with the perfect 
currency substitution. Nevertheless, one have to accept that the case of perfect 
currency substitution is the very special one, and as noted in Giovannini and 
Turtelboom (1994, p. 397) the smallest constraint on the use of domestic money, for 
example, in the form that taxes must be paid with domestic money, would instantly 
reduce uncertainty to one equilibrium exchange rate. 
On the volatility of real exchange rates two more recent articles deserve some 
attention, the first one is by Issac (1989) and the second one is by Mahdavi and 
Kazemi (1996). Issac (1989) employs macroeconomic portfolio balance model of a 
small open economy, which is non-optimising with postulated relationships for 
domestic output and money demand in tradition of Calvo and Rodriguez (1977). 
There are three assets held in domestic household portfolio: an interest bearing asset 
(real foreign perpetuities), real domestic and foreign money balances. The level of 
currency substitution is not modelled explicitly. Currency substitution is understood as 
dependence of domestic money demand on foreign variable, the anticipated rate of 
depreciation of the domestic currency. The main finding is that following the positive 
shock to real domestic money balances an economy with higher level of currency 
substitution needs smaller real exchange rates depreciation, hence, the presence of 
currency substitution damps the volatility/overshooting of the real exchange rates in 
response to domestic Money demand shocks. 
Quite the opposite conclusion is reached by Mahdavi and Kazertii (1996). 
Their model is based on that one of Lucas (1982). Currencies are used as means of 
payments and for speculations on foreign exchange market. When risk-return 
characteristics of currencies are similar, agents are indifferent to the composition of 
two currencies in portfolio they use for their unrestricted transactions, i. e. ones for 
which cash-m-advance constraint is not binding (there are, of course, binding cash-in- 
advance constraint in the model too). Therefore, "as national economies become more 
integrated and monetary policies more co-ordinated, the relationship between currency 
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prices and economic fundamentals could break down". Model is an optimising one, in 
general equilibrium set up, uncertainty is modelled through rational expectations. 
Main conclusion is that even with a very small degree of currency substitution 
exchange rates could become more volatile and indeterminate, unrelated to economic 
fundamentals. Notice that the degree of currency substitution is not modelled and is 
exogenously given. 
Currency substitution, seigniorage revenue and stability of monetary aggregates 
Here we will concentrate our attention on the behaviour of seigniorage revenue 
in the presence of currency substitution , as well as on the stability of monetary 
variables, namely, domestic inflation and money demand. Major works to be 
mentioned are: Agenor and Khan (1996), Bufman and Leiderman (1992), Guidotti 
(1993), Guidotti and Vegh (1993), Imrohoroglu (1996), Marquez (1987), McNelis and 
Asilis (1992), Montiel (199 1), Rodriguez (1993), Rogers (1990), Rojas-Suarez (1992), 
Rostowski (1992), Vegh (1989), Sturzenegger (1992 and 1997), and Savastano 
(1992). 
The question of stability is the important theoretical question as well as an 
empirical one. For example, because of data problem (to be discussed later) many 
researches divert from direct testing of currency substitution to indirect testing, which 
is exactly the test of stability of domestic money demand and inflation. 
First let consider the question of seigniorage revenue and inflation tax in the 
presence of currency substitution. The standard view on this issue is that because of 
the ability of domestic residents to choose (usually at no cost) the denomination of 
currency holdings they will do their best to avoid inflation tax, thereby reducing 
seigniorage revenue and making the inflationary impact of large budget deficit 
financing more pronounce. 
The work by Vegh (1989) represents one of the first serious treatment of 
inflation tax in the presence of currency substitution. The model is the standard model 
of a small open economy with a flexible exchange rate, one-good world, and labour as 
the only factor of production. Currency substitution is not modelled but imposed by 
assuming that both domestic and foreign currencies are used as means of payments. 
Higher real money balances reduce total shopping time. The representative consumer 
behaves optimally, and the problem of inflation tax is analysed within public finance 
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framework. The government chooses an optimal tax structure (consumption tax and 
interest rates) to maximise representative agent indirect utility subject to its 
expenditure constraint. The main result obtained is that in the presence of currency 
substitution and a positive foreign interest rates it is optimal for the government to 
depart from the optimal quantity of money rule, and set a positive domestic nominal 
interest rates, thereby reducing the distortion in the economy. Distortion is due to 
positive foreign interest rates, which in the presence of currency substitution acts as a 
consumption tax. This result that, in general, the optimal inflation tax is positive was 
strongly supported in a more recent paper by Guidotti and Vegh (1993), which came 
as a reply to Kimbrough (1991) who apparently reaches the opposite conclusion: the 
optimal inflation tax is zero even in the presence of currency substitution. Guidotti and 
Vegh (1993) argues that Kimbrough's result is due to a specific formulation of the 
transaction technology, and if one relax that formulation, and let the foreign currency 
to provide some liquidity services with respect to non-traded goods, the optimal 
inflation tax is positive. 
A richer model, though numerically simulated and without analytical solution, 
is presented by Bufman and Leiderman (1992). They derive currency substitution 
from an intertemporal optimisation of a representative agent under non-expected CES 
(constant elasticity of substitution) recursive utility. Both currencies enter the utility 
function and provide liquidity services. The main findings of the paper relate the level 
of seigniorage revenue with the degree of dollarization (the relative share of domestic 
real money balances in total liquidity services provided) and the elasticity of currency 
substitution. For the same rate of inflation small fall in the degree of dollarization 
corresponds to a large (about 50%) decrease in the level of seigniorage revenue. Also 
other things equal high elasticity of currency substitution corresponds to a low level of 
seigniorage revenue. It is worth to notice that numeric simulations were based on a 
certainty equivalence framework, so that the role of uncertainty if changes over time 
cannot be addressed. 
In a more recent numeric simulations for Canada Imrohoroglu (1996) argues 
that the implications of currency substitution for seigniorage revenue maximising 
inflation rate "depends on the share of foreign real balances in producing domestic 
liquidity services". And if this share is small, as it is for the case of Canada, then the 
Laffer curve does not exist whatever the size of the elasticity of currency substitution. 
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Therefore, currency substitution is of second-order importance for policy makers in 
low inflation countries. 
Unorthodox view on the problem of the level of seigniorage revenue in the 
presence of currency substitution is expressed by Rostowski (1992). He argues that in 
the situation of hyperinflation pen-nitting for currency sub stitution/dollarizati on can 
alleviate the pressure on government budget. This is the case because the economy 
could benefit, in general, from the introduction of the stable (foreign) currency first in 
those segments of money market in which inflation tax revenue was the smallest, 
while still collecting high inflation tax revenue on those kinds of money for which 
demand was relatively inelastic. 
Finally, Sturzenegger (1992 and 1997) emphasise the social and welfare 
implications of inflation tax in the presence of currency substitution. He found that 
inflation tax in the economy with currency substitution is very regressive because of 
the existence of a fixed cost of switching to inflation-proof transaction technologies. 
Hence, agents with lower income level will bear the larger burden of inflation tax. 
Another interesting fact about seigniorage revenue and currency substitution is 
a link, which exists in the presence of currency substitution, between cross-border 
transfer of seigniorage and financial innovations. It was explored by Guidotti (1993). 
He showed that the development of financial innovations, that changes the relative 
cost of transacting in one currency, can lead to negative co-movements between the 
nominal and the real exchange rates. The cross-border transfer of seigniorage, the real 
exchange rates, and the effect on them of financial innovations are the main 
determinants of the international transmission of financial innovations. 
Turning now from the question of currency substitution and seigniorage 
revenue to the problem of currency substitution and the dynamic behaviour and 
stability of monetary variables, namely, of domestic money demand and inflation, one 
would see yet another strand of literature in this vast and heterogeneous topic of 
currency substitution. 
First to be mentioned are the early works by Marquez (1987), Rogers (1990) 
and Montiel (1991), where the changes in monetary transmission mechanism in the 
presence of currency substitution were initially addressed. 
In an important piece of work Marquez (1987) considered a structural 
specification of domestic money demand derived ftom an underlying optimisation 
problem. Currency substitution is understood as the influence of the foreign exchange 
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market considerations on domestic money demand. In the model domestic and foreign 
real money balances yield transaction services to a representative firm. The 
transaction technology is represented by the constant return to scale the constant- 
elasticity-of-substitution (CES) type function. The optimisation problem for the firm 
is to minimise total cost of borrowing in domestic and foreign money terms. The 
model set up is that of standard small open economy, where purchasing power parity 
condition is true and exchange rate is assumed to follow random walk. The solution 
yields optimal domestic money balances. The hypothesis on the extent of currency 
substitution is tested through the direct estimation of the value of the elasticity of 
currency substitution. The choice of CES specification for the transaction technology 
delivers the wide range of possibilities for the elasticity of currency substitution, from 
currencies being perfect complements to perfect substitutes. The conclusion is that the 
rise of the expected rate of depreciation reduces optimal domestic money balances due 
to an associated increase in the relative cost of borrowing domestically. The rise of the 
foreign interest rate rises optimal domestic money balances. In treating the uncertainty 
the model does not go beyond the standard rational expectations approach. 
Rogers (1990) assessed the insulation properties of a flexible exchange rate in 
the presence of currency substitution. He considers a standard small open economy 
model with flexible prices in a general equilibrium setting, with a representative agent 
performing an intertemporal utility maximisation. Real money balances enter agent's 
utility function and provide liquidity services. Again currency substitution is 
understood as the influence of foreign variables on domestic money demand. The 
main result: the more elastic is the demand for foreign currency (with respect to 
foreign nominal interest rates) the stronger is the transmission of higher foreign 
inflation to domestic one, hence increasing volatility of domestic inflation. There is no 
uncertainty in the model. 
Finally, Montiel (1991) analysed monetary transmission mechanism in 
developing countries in the presence of currency substitution and underdeveloped 
financial markets, with existence of parallel markets for foreign exchange and loans. 
Again the standard small open economy model is employed with flexible prices and 
full employment. No supply side effects are considered, and perfect foresight is 
assumed. Portfolio balance model is non-optimising with ad hoc specifications for 
domestic demands. The banking system is included explicitly through its balance 
sheet equation. In partial and general equilibrium cases the presence of currency 
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substitution often alters the sign of derivatives, therefore, critically affecting the 
monetary transmission mechanism and the behaviour of the economy. 
More recent treatment of the monetary transmission mechanism and stability 
of monetary variables in the presence of currency substitution is given by Savastano 
(1992), McNelis and Asilis (1992), Rojas-Suarez (1992), Rodriguez (1993) and 
Agenor and Khan (1996). All authors deal with developing countries, where due to 
economic situation (often political instability with high and variable inflation) the 
effects of currency substitution are much more pronounce and vivid than in developed 
countries. 
Rodriguez (1993) used the same as Montiel (1991) non-optimising, banking 
system balance sheet approach to discuss the effects of a repatriation (following 
financial liberalisation) of foreign assets (mainly dollar denominated deposits) in an 
economy subject to currency substitution. The author argues that in the absence of 
100% reserve requirements the capital inflows, arouse due to shift in the location of 
foreign currency deposits, will induce a credit boom (through secondary money 
creation process), transitory current account deficit, and real exchange rates 
appreciation. This real overvaluation of dollar denominated loans can easily impair the 
stability of domestic banking system. Therefore, to slow down the absorption of 
credits higher reserve requirements should be imposed on dollar denominated 
deposits, which are lent locally. 
Savastano (1992) presented a broad overview of currency substitution 
phenomenon in Latin America, in particular, Bolivia, Mexico, Peru, and Uruguay. The 
presence of currency substitution is assessed by testing the stability of short-run 
domestic money demand equation. When broad monetary aggregates are used (e. g. 
M2) the adverse effect of currency substitution on the stability of domestic money 
demand can be detected. Concerning monetary transmission mechanism he argues that 
the confusing empirical results on the testing of currency substitution are due to 
serious underestimation of the role played by changes in the institutional framework, 
which is crucial in determining the nature and extent of currency substitution in 
developing countries. The importance of institutional factors is reiterated by Sahay 
and Vegh (1995), who in case of transition economies emphasise two institutional 
aspects, which bring about fast dollarization. Foreign exchange market liberalisation 
at the onset of reforrns and the absence of alternative to foreign currency deposits 
savings instruments due to underdeveloped financial markets. 
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The stability of inflation and real money balances were examined by McNells 
and Asilis (1992). They used general equilibrium, intertemporal optimisation model 
with transaction costs and currency substitution, where budget deficit is financed by 
money creation. The objective of the social planner is to minimise total transaction 
costs as well as variance of consumption, calculated as the sum of squared deviations 
from the target level of consumption. It is cash-in-advance type of model with monies 
providing liquidity services through a Cobb-Douglas technology. The model is 
numerically simulated. The main findings are as follows. Under low transaction costs 
or an increasing degree of currency substitution the dynamic paths of domestic 
inflation and real money balances are highly volatile. Also GARCH estimates of the 
simulated data are consistent with those of the real time-series for Argentina, Bolivia, 
Mexico and Peru. 
The importance of currency substitution as a monetary transmission 
mechanism, through which domestic policies affect the dynamic of inflation, was 
investigated by Rojas-Suarez (1992), who used dynamic programming approach 
(Bellman optimality equation) for the problem of the representative agent facing cash- 
in-advance constraint. From first order conditions the ratio of holdings of domestic to 
foreign money (currency substitution ratio) is derived. This ratio is negatively related 
to the expected rate of depreciation. Empirical test (with co-integration technique) for 
Peru confirms this relationship in the long-run. Also data confirms that currency 
substitution acts as a transmission mechanism through which expansionary fiscal 
policies, financed with money creation, affect domestic inflation. 
Very seriously, from theoretical and empirical sides, the problem of currency 
substitution in developing countries was tackled by Agenor and Khan (1996). This 
work is interesting because it represents one of a few attempts to derive currency 
substitution ratio (defined as the ratio of domestic to foreign money holdings) from a 
dynamic, optimising, rational expectations model, rather than to impose its existence 
through some ad hoc devices. Two-step procedure is used to derive currency 
substitution ratio. First, representative agent performs an intertemporal optimisation of 
his utility subject to budget and cash-in-advance constraints to obtain the desired long- 
run currency composition. Second, in a multiperiod cost-of-adjustment framework, 
adopted from the buffer stock money approach, he minimises quadratic loss function 
to determine the actual short-run ratio. The resulting currency substitution ratio 
depends on its own once lagged value and forward-looking variables, a geometrically- 
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declining weighted sum of the opportunity cost variable, which include parallel 
market premium on foreign exchange, rate of depreciation, and foreign nominal 
interest rates. The model is tested on quarterly data by an errors - in-variab le procedure 
for ten developing countries: Bangladesh, Brazil, Ecuador, Indonesia, Malaysia, 
Mexico, Morocco, Nigeria, Pakistan and the Philippines. The model is performing 
better than previously used partial adjustment models and has statistically significant 
coefficients. The empirical results imply the significance of currency substitution in 
determining domestic money demand in these countries. 
Should currency substitution be promoted or not? 
Now after the existence of currency substitution phenomenon was positively 
tested it is the right time to discuss the question: "Should currency substitution be 
encouraged or not? " The most prominent themes related to this problem in the recent 
literature are: disciplinary aspects of currency substitution, effects of currency 
substitution on the stability of the domestic banking system, effects of currency 
substitution on domestic output and growth rate, and the welfare effects of currency 
substitution. 
Sturzenegger (1992 and 1997) deals with welfare effects of currency 
substitution. His main result is that inflation tax is highly regressive and hits harder 
the lower income agents. This is due to existence of a fixed cost of switching to 
inflation-proof transaction technologies. Therefore, currency substitution should not 
be favoured when considered from a welfare point of view. Sturzenegger (1997) 
presents a model of endogenous currency substitution in discrete time, with continuum 
of goods. It is the only model I have come across, which allows for goods and agents 
heterogeneity. 
The disciplinary aspect of currency substitution is considered by Canzoneri 
and Diba (1992), Cukien-nan, Kiguel and Liaviatan (1992). The paper by Canzoneri 
and Diba (1992) is among the first works on the subject. They considered the 
potentials of currency substitution as a disciplinary device for the EC. The inflationary 
bias (which generate the need for a disciplinary device) in the model is caused by the 
fight of national governments over seigniorage revenues. It is money -in-the-uti lity 
function model (quadratic type of utility is used), with representative agent optimally 
playing the game set up in a discreet time. They showed that in any game, where 
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national income considerations are important, the "concern for seigniorage will come 
to dominate all others when there is enough currency substitution. " Using public 
finance approach they demonstrated also that the resulting from the game competitive 
inflation rate has no reason to coincide with the optimal inflation rate (in the 
Friedman's (1969) sense). Therefore, whatever is the degree of currency substitution 
one cannot relay on currency competition instead of direct co-ordination of monetary 
policies. There is no uncertainty in the model. 
In opposition to seigniorage revenue motive Cukierman, Kiguel and Liaviatan 
(1992) stressed the cost of reneging as the main reason, which prevent policymakers 
from committing strongly to the chosen exchange rate policy. They consider the case 
of full dollarization (complete substitution of the domestic currency by the U. S. 
dollar) as an extreme commitment to a fixed exchange rate. Fixing the exchange rate 
is a central part of many successful stabilisation/disinflation programs, which differs 
mainly by the degree of commitment to the fixed exchange rate. Presumably, the 
stronger is the commitment the larger is the impact of the programme on the 
inflationary expectations of economic agents. Authors employ a Barro-Gordon type 
model, with the assumption that the stronger commitment implies the higher cost of 
reneging on it, to show that because of the possibility of large, adverse external 
shocks 3 the policyrnakers will not choose the strongest available commitment. 
In practice, however, the questions of currency substitution effects on the 
stability of the domestic banking system and the output growth are of first concern. 
Notice that this topic is related very much to the one already has been considered 
above, i. e. currency substitution effect on the stability of the domestic money demand 
and inflation. Hence, the reader can refer to the works cited under that question in the 
previous section. I would like to mention again the work by Rodriguez (1993) who 
explicitly address the issue of currency substitution and banking. In his model the 
repatriation of foreign currency deposits, that has occurred after financial 
liberalisation, causes the credit boom. This credit boom, if unmatched by the same 
increase in the domestic money demand, have to be offset by foreign imports leading, 
in turn, to the real overvaluation of the exchange rate. As the result the dollar value of 
collateral and household income will increase making banks more willing to release 
more consumer credits. Be that as it may the dollar value of collateral and household 
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income can lie far above long-run equilibrium values. Therefore after the first impact 
of repatriation is accommodated and the real exchange rate is back to its long-run 
equilibrium value, banks will have a serious collection problem with lots of bad loans 
in their portfolios. As a solution, to slow down the absorption of credits higher reserve 
requirements should be imposed on dollar denominated deposits, which are lent 
locally. 
Also one can refer back to Rogers (1990) whose main result shows that the 
higher is the elasticity of currency substitution the stronger is the transmission of 
higher foreign inflation to the domestic inflation. This means more volatile behaviour 
of inflation which, of course, impairs sound banking. 
With the reference to Latin America Savastano (1992, pp. 65-68) found out 
that the presence of currency substitution (foreign currency deposits) impairs the 
stability of the domestic money demand as well as undermines the results of nominal 
devaluations which are necessary to correct pre-reform real exchange rate 
misalignments and represent a part of stabilisation programme. The problem arises 
because these devaluations leave a highly dollarized domestic financial system with 
lots of bad loans, with the prospect of crash and the necessity for the government to 
bail out the troubled institutions. This implies in turn new spendings and rising fiscal 
deficit inconsistent with the goals of stabilisation programme. 
The case against full dollarization is argued in the survey by Calvo and Vegh 
(1992). Full dollarization is sometimes proposed as an ultimate solution to high, 
persistent inflation problem, with supporters pointing to the case of Panama where it 
has worked successfully. There are some arguments against that kind of solution 
indicated by the authors. First, despite full dollarization being a very strong 
commitment device for the authorities nothing can completely ensure that it will stay 
forever. As history shows wars, political instability, large external shock can force the 
authorities to renege on full dollarization to gain control over the exchange rate as an 
extra policy instrument. Second, argument is about the inflation tax revenue. In a 
public finance context optimally replacing this revenue with normal taxes would bring 
about welfare losses. On another hand, because of time inconsistency problem the 
authorities can end up behaving non-optimally, and then full dollarization as a 
commitment device (that prevent such opportunistic behaviour) could improve 
3 This is especially true for many developing countries, as well as transition economies, whose 
economic structure make them highly dependable on the price (usually set on the world market) of the 
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welfare. Third, in case of full dollarization the domestic banking system will be left 
without the Lender of Last Resort, one of the main functions of central bank. The last 
point is especially relevant for many developing countries and transition economies 
which are implementing stabilisation programs to curb long-lived inflations, but still 
have inconsistently high fiscal deficits with the government and 'state enterprises' 
heavily borrowing from banks. As the result of such practices banks end up with lots 
of bad loans in their post- stab i li sation portfolios. This can cause bank runs and a break 
down of the whole financial system. Also the absence of the Lender of Last Resort 
will put domestic banks at a comparative disadvantage with respect to foreign banks. 
Finally, on the top of all this we can add the case argued by McNelis and Asilis (1992) 
who, put aside the case of full dollarization, showed that under low transaction costs 
small changes in the degree of currency substitution can lead to large rise in volatility 
of the domestic money demand and inflation. Also Bufman and Leiderman (1992) 
established that small changes in the degree of currency substitution provoke sharp 
changes in seigniorage revenue. More recent work by Sahay and Vegh (1995) on 
transition economies presents the same kind of discussion. 
Very much aside is the view expressed by Rostowski (1992). He argues that 
permitting for currency substitution will increase liquidity supply in the economy 
which is short off 'good' (stable and widely accepted) money. This in turn will bring 
about smaller recession and fall in government seigniorage revenue, and faster 
recovery. 
Summarising one can say that on balance currency substitution brings more 
problems than it solves. 
Currency substitution and the choice of nominal anchor 
The last question to examine is the effect of currency substitution on the choice 
of nominal anchor in stabilisation programs. Monetary and fiscal policies as well as 
exchange rate based policies are widely used by the authorities in implementing 
different stabilisation programs. As mentioned in the works by Montiel (1991) and 
Rojas-Suarez (1992) the presence of currency substitution can significantly alter 
monetary transmission mechanism existing in the economy. Therefore currency 
only export good (e. g. copper for Chile). 
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substitution can alter the conventional approach to the choice of nominal anchor. 
Among research that contribute to the problem we enlist Calvo and Vegh (1992), 
Sahay and Vegh (1995), Vegh (1988), Rodriguez (1993), Rogers (1990), and many 
others mentioned before. 
We start with the works by Calvo and Vegh (1992), Sahay and Vegh (1995) 
who explicitly discuss the problem of choice of nominal anchor. 
Traditional approach favours the use of a fixed exchange rate as a more 
efficient nominal anchor in the presence of currency substitution. The reason behind is 
simple. When there is enough foreign money in circulation the domestic money 
supply process (inclusive of foreign currency for broad monetary aggregates, for 
example, M2) becomes endogenous in terms of domestic currency if the exchange rate 
is free. This is so because economic agents can freely move their funds in and out 
foreign currency holdings. However if currency substitution is not perfect (perfect 
currency substitution is an extreme, rare case) this situation, currency substitution and 
flexible exchange rate, does not mean that there is no nominal anchor in the 
4 economy . As it can be shown in standard model the price level remains uniquely 
determine given a path of the domestic money supply. Therefore other factors are 
important in choosing the nominal anchor. They are: the level of recession that usually 
follows money-based stabilisation 5, and the role of credibility and expectations in 
determining the stability of the economy under stabilisation. The mechanism behind 
recession is as follows. First, the authorities reduce the monetary growth rate, then 
inflation rate falls. This leads to a fall in interest rates. As interest rates are falling 
economic agents substitute away from foreign currency deposits into domestic money 
causing an increase of money demand. Under sticky prices this substitution initiates a 
recession, because to equilibrate the money market, with rising real money demand 
which cannot be matched by the same increase in the real money supply, output must 
fall. Clearly, the higher is the elasticity of currency substitution the larger is the shift 
from foreign to domestic money, and the deeper is the recession. Hence, in the 
presence of currency substitution and high elasticity of currency substitution the 
exchange-rate-based stabilisation should be favoured. In the case of the exchange- 
rate-based stabilisation domestic money supply is endogenous, and monetary 
authorities do not set or choose monetary growth rate. Thus, the above chain of 
' See Girton and Roper (198 1) for details - 5 See Rebello and Vegh (1995) for details. 
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arguments is not applicable and this kind of stabilisation has no reason to start with 
recession. Moreover, if the exchange-rate-based stabilisation is fully credible it can 
have a positive wealth effect, with permanent rise in consumption. The possibility for 
a wealth gain is lying in the fact that as economic agents substitute away from foreign 
to domestic money the seigniorage paid by them to the foreign government falls. 
However credibility and expectations are crucial factors. If exchange-rate -based 
stabilisation is not fully credible then after an initial consumption boom a recession 
will follow,, because due to lack of credibility inflationary expectations and inflation 
rate will stay high and will lead to real exchange rate appreciation that, in turn, causes 
a recession. Expectations also will be important in the case of money-based 
stabilisation because they will ultimately determine the exchange rate. Here again the 
high elasticity of currency substitution means larger magnitudes of shifts between 
foreign and domestic currencies, and greater volatility of the exchange rate 6. So once 
more if the degree of currency substitution is high the exchange -rate-based 
stabilisation is to be preferred to the money-based stabilisation programme. 
Among other works Vegh (1988) argues that the current account response to 
supply shocks in the model with fixed exchange rate will be the same as in the model 
with flexible exchange rate regime if one allows for currency substitution. 
The work by Rodriguez (1993) considers the situation when under currency 
substitution and capital inflow real exchange rate appreciates above its sustainable 
equilibrium level. Then nominal devaluation is necessary to bring them back. 
However, under a fixed exchange rate regime and the stabilisation programme in 
progress this action can be perceived by the economic agents as an abandonment of 
the programme, and may induce capital flight into foreign currency deposits abroad, 
thus undermining the stability of the financial system. 
Finally, Rogers (1990) can be viewed as an extra argument in favour to the 
exchange -rate-bas ed stabilisation in the presence of currency substitution, 
he showed 
the weakening of an insulating properties of a flexible exchange rate regime in the 
presence of currency substitution. In a general equilibrium model, with an optimising 
representative agent he showed that under a flexible exchange rate regime the higher 
is the elasticity of the domestic money demand with respect to foreign currency the 
stronger is the transmission of higher foreign inflation to the domestic inflation. 
' See Issac (1989), Madhavi and Kazerni (1996), McNells and Asilis (1992). 
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More recently with the emphasis on transition economies the issue of currency 
substitution the stabilisation was considered by Sahay and Vegh (1995). Generally, 
their conclusion is similar to that of Calvo and Vegh (1992), and they favour the 
exchange-rate-based stabilisation programme in the presence of currency substitution. 
They emphasise that due to institutional changes (such as the liberalisation of the 
foreign exchange market) taking place in transition economies shifts in portfolio are 
probable that may hinder monetary control and endogenize money supply process. 
Thus the authorities would not be able to lower inflation rate by reducing the domestic 
money supply. Among many macroeconomic and institutional factors important for 
the choice of nominal anchor the authors listed: the availability of international 
reserves and instruments of indirect monetary control, credibility factor, the extent of 
dollarization, the degree of openness of the economy, the stability of casual 
relationship between broad monetary aggregates and the domestic rate of inflation and 
output. 
Finally, to complete the theoretical part of the survey on currency substitution 
one cannot avoid the existence of hysteresis phenomenon that was observed in some 
countries of Latin America 7. Hysteresis phenomenon means that dollarization ratio 
remains high even after fall of inflation rate. This effect cannot be obtained in 
standard models of currency substitution where domestic and foreign monies compete 
in providing liquidity services at no costs. To replicate hysteresis effect (irreversibility 
of currency substitution) one needs to introduce into the model some costs related to 
the process of currency substitution. For example, Dombush and Reynoso (1989) and 
Dombush, Sturzenegger, and Wolf (1990) suggest that such costs can be found in 
financial markets innovations. To operate smoothly in the economy subject to high 
level of currency substitution financial institutions bear some sunk and learning-by- 
doing costs, for they can introduce new technologies necessary for business in such 
environment. As the result there may exist some threshold level of inflation for which 
currency substitution still continue to operate until inflation falls below that threshold 
level. For the recent example of transaction costs related to currency substitution and 
the adaptation of the payment system see Sturzenegger (1997). 
7 Sorne evidence is documented by Guidotti and Rodriguez (1992), see also Dornbush and Reynoso 
(1989). 
61 
Econometric models and empirical problems 
Before attempting to consider econometric models that are used to detect and 
estimate currency substitution one cannot avoid the discussion of data available for the 
performance of such an exercise. As it prove to be, apart from existing theoretical 
confusion, data itself constitutes a major empirical hurdle to the study of currency 
substitution. All major surveys on currency substitution discuss this ftindamental 
problem. 8 
Giovannini and Turtelboom (1994) suggest that the ideal data set should 
consist of foreign currency notes circulating in the economy as a means of payment 
and a store of value, foreign currency checking accounts and short-term deposits held 
by the residents in the domestic banks and abroad. They further note that even for 
developed countries (say, OECD states) there is no available data on cross-border 
credit card and check transactions. The situation with data on developing countries 
and transition economies is obviously worse. Thus, most studies employ the ratio of 
foreign currency deposits to M2 as a proxy for the level of currency 
substitution/dollarization in the economy. Obviously, this measurement omits foreign 
currency notes in circulation and, thus, represents only the lower bound for the level 
of currency substitution. The actual level of currency substitution is higher. The 
measurement error will be larger the more foreign currency stock is in the form of 
notes. This usually corresponds to periods of high macroeconomic and political 
instability, or in transition economies, to underdeveloped financial markets and an 
absence of proper facilities for foreign currency deposits. Even with data on foreign 
currency deposits there are problems. Often the maturity structure of foreign currency 
deposits is unknown. Moreover, data on foreign currency deposits held by residents 
abroad and in offshore banking centres is hard to collect and presumably unreliable. 
Nevertheless, there are attempts, while doing research on particular country, to 
construct a better measure of currency substitution than simply foreign currency 
deposits. Bufman and Leiderman (1992), for example, use so-called Patam accounts in 
Israel as a measure of currency substitution. Patam accounts are foreign currency 
deposits in banks that are linked to the exchange rate, so devaluation brings a one-to- 
one increase in the account balance in terms of domestic currency. 
' Calvo and Vegh (1992), Savastano (1992), Giovannini and Turtelboom (1994), and Sahay and Vegh 
(1995), Mizen and Pentecost (1996). 
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Savastano (1992) also suggests extending the measure of foreign currency 
deposits to more comprehensive indicators of the extent of currency substitution. He 
starts by adding to foreign currency deposits all foreign currency notes circulating in 
the economy outside the banking system. Next he adds all foreign currency assets held 
abroad by the private sector. 9 The difficulties with getting a reliable estimate of the 
both quantities were already mentioned above. However, since the U. S. is an obvious 
safe haven for Latin American residents, one can use data on the deposits in U. S. 
banks held by foreign nationals from the U. S. Treasury Bulletin as a decent indicator 
of the overall extent of currency substitution. 
Melvin and Fenske (1992) attempted to construct a new data set to estimate the 
degree of dollarization in Bolivia, 10 using the record of informal loans made in the 
Cochabamba Upper Valley region. In this active informal loan market, people make 
loans directly to one another, bypassing intermediaries such as banks. The loans are 
recorded with local small claims judges. Loans are denominated in both the U. S. 
dollars and Bolivian currency. The data set contains 5,789 observations dating from 
January 1980 to June 1987. The dollarization hypothesis is estimated by a PROBIT 
model of the probability of a loan being denominated in dollars as a function of 
Bolivian inflation, exchange rate depreciation, and exchange rate volatility. Monetary 
policy reforms of 1985-1987 are modelled with dummy variables. The conclusion 
from the study of the informal loan market is that the Bolivian stabilisation 
programme coincided with an increase in dollarization, rather than a decrease. The 
authors suggest lack of credibility as a main reason for this outcome. 
Thus data limitations imply that only the extent of dollarization in the limited 
sense of Calvo and Vegh (1992), i. e. use of foreign currency as a store of value, can 
be properly studied. It is beyond our purposes to examine the currency substitution 
phenomenon, i. e. the use of foreign currency as a means of payment and unit of 
account. Moreover, as emphasised by Calvo and Vegh (1992), dollarization includes 
asset substitution, i. e. substitution between interest-bearing assets denominated in 
domestic and foreign currencies. Therefore, researchers making econometric 
estimations need to be very cautious with respect to what they test 
for, currency 
substitution or asset substitution (capital mobility phenomenon). 
Cuddington (1983) 
9 Rojas-Suarez (1992) used both foreign currency deposits at home and In the U. S. 
Melvin and Afcha (1989) estimate dollar bills circulating in an economy. Note, 
however, that such 
estimates are usually subject to a set of highly restrictive assumptions on 
the behaviour of domestic 
money demand and carry a large measurement error. 
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bases his critique of empirical research on currency substitution on this confusion, 
which generally exists between currency substitution and asset substitution. He argues 
that one cannot empirically discriminate between the phenomena of currency 
substitution and asset substitution in the context of a portfolio model with highly 
developed capital markets. In such models, the demand for real domestic money 
balances depends negatively on the expected rate of depreciation (usually considered 
evidence of currency substitution), no matter if domestic residents actually hold 
foreign currency. 
Sahay and Vegh (1995) devote considerable attention to problems stemming 
from the confusion between currency substitution phenomenon (the use of foreign 
currency as a means of payment and unit of account) and asset substitution (the use of 
foreign currency as a store of value). ' 1 Under their thesis, the representative 
consumer's financial wealth consists of real domestic and foreign money balances, 
which provide liquidity services by reducing transaction costs, and real holdings of 
domestic and foreign bonds, which do not provide any liquidity services and are held 
as a store of value. The consumer optimises his consumption and portfolio. Their 
model yields the following relationships. 
Let the extent of dollarization be represented by the sum of real foreign bond 
and currency holdings. In this case, the degree of dollarization depends only on the 
real return differential (plus risk characteristics of the assets and the consumer). On 
the other hand, the relative money demand (the ratio of foreign to domestic real 
money holdings is often taken as a measure of currency substitution) depends on the 
opportunity cost of both currencies, which is represented by domestic and foreign 
nominal interest rates. Moreover, if the domestic nominal interest rate rises, currency 
substitution increases (i. e. depends positively on the domestic nominal interest rate), 
while, all other things being equal, dollarization should fall (i. e. depends negatively on 
the domestic nominal interest rate), revealing higher real returns on assets 
denominated in the domestic currency. 
Now assume that a researcher wishes to detect the phenomenon of currency 
substitution, i. e. he is looking for a positive relationship between the domestic 
nominal interest rate and the ratio of foreign to domestic real money holdings. The 
data on the amount of foreign currency bills in circulation in the economy is typically 
unavailable, so real holdings of foreign bonds (or interest-bearing foreign currency 
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deposits) are used as a proxy for the real foreign currency holdings. Clearly, 
econometric estimation of such equation will be misleading, because the equation will 
be wrongly specified. Real holdings of foreign bonds (as established above) are 
influenced by real returns, not nominal returns. 
When domestic nominal interest rates are controlled by the authorities, they 
very likely do not reflect the opportunity cost of holding the domestic currency. Thus, 
the expected rate of depreciation (devaluation) can be used as a proxy for the 
opportunity cost of holding the domestic currency. 
Let's now turn to the econometric models and tests typically used to capture 
and estimate the effects of currency substitution. Giovannini and Turtelboom (1994) 
divide models into three groups. The first are standard two-period portfolio balance 
models set in a general equilibrium, where domestic and foreign interest rates, and 
changes of the exchange rate, are jointly determined. Optimal holdings of assets and 
currencies are also determined simultaneously. Usually domestic demand for assets 
are postulated and not derived from any explicit underlying optimisation problem. ' 2 
These models carry the danger of misspecification because their ad hoc relationships 
have doubtful theoretical justification. Further, they often suffer on empirical side 
from problems of multicollinearity (rates of return are collinear, especially when the 
expected future spot exchange rate is approximated by the forward exchange rate) and 
partial adjustment. Partial adjustment involves the inclusion of the lagged dependent 
variable on the right-hand side of the regression. Since it is difficult to determine the 
cost of adjustment of private financial portfolio, there is a justification problem for use 
of that mechanism. Estimates may also introduce unrealistic values for the cost and 
speed of adjustment (too high and too slow). 
The second group of models can be called sequential portfolio balance models. 
Agents make their optimal decisions in two steps. First, they choose the optimal mix 
between monetary and non-monetary assets. Second, they choose between domestic 
and foreign currency holdings according to the liquidity services they deliver and the 
opportunity cost of monies. For liquidity services, the standard choice is the CES 
functional form. For opportunity costs, nominal interest rates or the expected rate of 
depreciation of the domestic currency are normally chosen. 
13 Agenor and Khan (1996) 
provide an elaborate example, whereby a two-step procedure is used to derive the 
" Who based their discussion on the model by Thomas (1985). 
12 See, for instance, Branson and Henderson (1983), and CuddIngton (1983). 
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currency substitution ratio. First, a representative agent performs an intertemporal 
optimisation of his utility subject to budget and cash-in-advance constraints to obtain 
the desired long-run currency composition. Second, in a multiperiod cost-of- 
adjustment framework, adopted from the buffer stock money approach, he minimises 
the quadratic loss function to detennine the actual short-run ratio. The resulting 
currency substitution ratio depends on its own once-lagged value and forward-looking 
variables, a geometrically declining weighted sum of the opportunity cost variable, 
which include parallel market premium on foreign exchange, the rate of depreciation 
and foreign nominal interest rates. The model is tested on quarterly data using an 
errors-in-variable procedure for ten developing countries: Bangladesh, Brazil, 
Ecuador, Indonesia, Malaysia, Mexico, Morocco, Nigeria, Pakistan and the 
Philippines. This model performs better than previously used partial adjustment 
models and yields statistically significant coefficients. The empirical results imply the 
significance of currency substitution in determining domestic money demand in these 
countries. 
In the third group, Glovannini and Turtelboom (1994) place those models that 
start with a representative agent's intertemporal dynamic optimisation problem, 
usually with both monies entering the agent's utility function. Such dynamic 
optimisation-type models have the advantage of explicitly deriving domestic demands 
for assets from 'first principles. ' Even so, these models can be criticised for their 
assumptions about liquidity services perfon-ned by domestic and foreign currencies, 
and for the inclusion of monies in the utility function. 
14 In the most recent approach, 
the authors start from first-order conditions. Then, utilising cross-equations 
restrictions from the assumption of rational expectations, through the Generalised 
Method of Moments by Hansen (1982), they recover the parameters of interest that 
characterise consumer preferences, e. g. real consumption, real domestic and foreign 
money balances and the elasticity of currency substitution. Explicitly accounting for 
uncertainty, the model by Bufman and Leiderman (1993) with nonexpected utility 
approach allows for intertemporal substitution and risk aversion parameters to be 
estimated separately. As with the models in the second group, the 
CES assumption on 
the liquidity services provided by different currencies is standard. 
15 Among its several 
13 Examples can be found in Miles (1978), Bordo and Choudhn (1982), Bana and Handa (1990). 
" See Calvo (1985), Marquez (1987), Bufman and Leiderman (1992 and 1993), Rojas-Suarez (1992), 
Imrohoroglu (1994 and 1996), McNelis and Asilis (1992). 
" See Bufrnan and Leiden-nan (1992 and 1993), and Imrohoroglu (1994 and 1996). 
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advantages, CES specification allows for both the elasticity of currency substitution 
and the share of currency substitution in the production of liquidity services to be 
estimated. This is important because even in the presence of the high elasticity of 
currency substitution a low share of foreign currency in the production of liquidity 
services means that currency substitution is irrelevant. 
Obviously, empirical models from the third group are superior to those from 
the first and the second groups, because they more closely replicate the underlying 
theoretical models. 
Finally, apart from testing for the presence of currency substitution explicitly, 
many studies choose an indirect way of testing for the consequences of currency 
substitution. Researchers mainly concentrate on testing the stability of the demand for 
domestic money 16 and the behaviour of inflation. 17 It is standard to use a broad 
monetary aggregate (N12) when testing the stability of the domestic money demand, 
because narrower monetary aggregate (Ml) estimates do not reveal any noticeable or 
statistically significant effects of currency substitution. 
The stability of the domestic money demand was studied Arrau, De Gregorio, 
Reinhart, and Wickham (1991) in the sample of ten developing countries. They argue 
that financial innovation is the missing ingredient that causes a great deal of problems 
for econometric studies. They link financial innovation and dollarization together, and 
apply a financial innovation variable in their specification of the domestic money 
demand equation. They show that for certain high-inflation countries (e. g. Argentina, 
Israel and Mexico) the inclusion of financial innovation variable helps solve all 
problems encountered by the standard domestic money demand specifications (such as 
forecasting, quality, autocorrelations of errors, unrealistic parameter values). 
McNelis and Asilis (1992) examine the stability of inflation. Their main 
findings are that under low transaction costs or an increasing degree of currency 
substitution, the dynamic paths of domestic inflation and real money balances are 
highly volatile, i. e. small variations in the level of currency substitution cause large 
variations in the rate of inflation. Their GARCH estimates of the simulated data are 
consistent with those of the real time-series for Argentina, Bolivia, Mexico and Peru. 
Rojas-Suarez (1992) tests the hypothesis that currency substitution is an 
important channel of transmission of domestic fiscal and monetary policies to the 
16 Savastano (1992); Arrau, De Gregono, Reinhart, and Wickham (1991). 
17 McNelis and Asilis (1992); Rojas-Suarez (1992). 
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behaviour of inflation rate in Peru. To test this, she uses a VAR representation of a 
dynamic equation for inflation rate that includes the lagged ratio of domestic to 
foreign money (the standard measure, for the level of currency substitution) as an 
explanatory variable. The idea is that while government is using the inflation tax to 
finance an unsustainable budget deficit, the economic agents do their best to avoid this 
kind of taxation by increasing the velocity of domestic money and by switching to the 
use of foreign currency. To keep up with their needs for finance and to counter-attack 
the agents' efforts, the government needs to increase the rate of monetary growth, 
thus, there is a potential role for currency substitution in the monetary transmission 
mechanism. Indeed, empirical estimates show that the coefficient on the lagged 
currency substitution variable rose significantly during the recent hyperinflation 
episode in Peru (August 1985 to June 1990). The increase indicates that agents speed 
up their adjustment (through the use of foreign currency) as inflation accelerates. 
Conclusions 
By now we can assume that the reader is bewildered by the diversity and the 
abundance of views, opinions, models, approaches, and contradictions from both 
theoretical and econometric sides of the problem of currency substitution. It should be 
recognised that his feelings are not groundless. Indeed, the subject of currency 
substitution at present is quite fuzzy and shapeless, and it is hard to see any unifying 
approach or theory on the horizon. 
On the theoretical side, we can list the following problems and puzzles 
awaiting for solutions. First, the long-living problem of monetary economics - the 
specification of the domestic money demand equation. Still there is not a satisfactory 
formulation of it, which can link monetary aggregates with other macroeconomic 
variables in a stable configuration. Second problen-4 as pointed out by Giovannini and 
Turtelboom (1994), is about transaction and liquidity services of money. Why is the 
U. S. dollar so widely accepted in big cities all around the world? Why do bad, high 
inflation currencies continue to exist? Generally, there is a problem of 
microfoundation of money services. Obstfeld and 
Rogoff remark the following on the 
topic of modelling money: 
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The very nature of money as a good that has value thanks to social convention raises many 
subtle modeling issues, especially when it comes to welfare analysis. These problems are 
only compounded in an international environment with multiple currencies. Beware of 
articles that claim to have found the "right" way to model money. The literature is strewn 
with inflated claims that subsequently prove ill-founded. Such is the state of the art 
(1996, p. 530). 
Third, with respect to developing countries and transition economies the 
question of financial markets liberalisation is not clear. Restricted capital markets 
together with high inflation are encouraging for currency substitution because 
economic agents would use stable/foreign money as a store of value extensively. On 
the other hand free capital markets mean large flows of funds with extremely high 
sensitivity to returns differentials and expectations. What is easier for monetary 
management is not obvious at all. 
On the empirical side of currency substitution problem we can enlist the 
crucial absence of a proper data set, as well as serious complications inflicted on the 
estimations by the possible existence of non-linearity problem, which manifests itself 
through a hysteresis phenomenon. 
Nevertheless, lots of pros and cons were highlighted for policymakers. For 
instance, full dollarization as a commitment device can help to solve the credibility 
problem and to bring down high inflation, but it will leave domestic banking system 
without the Lender of Last Resort, that is more vulnerable and in a disadvantageous 
position with respect to foreign banks. 
The survey above shows that we still lack of a comprehensive and coherent 
treatment of the phenomenon of currency substitution, and more research is required 
on both theoretical and empirical parts of the problem. Research, where behind the 
speciality of a particular country case one can see the development of a general 
approach to the problem. As far as it concerns the criteria we set at the beginning of 
the survey (see p. 5) the conclusions are as follows. There are not enough research on 
currency substitution that derives assets demands from an intertemporal dynamic 
optimisation performed by a representative agent, in a general equilibrium set up. 
Concerning the treatment of uncertainty in macrotheoretical modelling of 
currency substitution hardly any of the researchers went beyond the standard rational 
expectations/certainty equivalence framework, often with the simplifying assumption 
of perfect foresight. Mean-variance approach, when the 
levels of macroeconomic 
variables, for instance, the level of currency substitution, 
depend on variances, that 
represent the underlying risk, as well as on means, can 
be found in only two papers, 
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by Melvin and Fenske (1992) and by Thomas (1985). Among these two, Melvin and 
Fenske (1992) is an ad hoc, postulated model, and only Thomas (1985) employs a 
continuous-time stochastic calculus approach 18 to derive currency 
substitution/dollarization ratio from optimisation problem. 
Therefore, on the theoretical side, there is a need for more modelling of the 
phenomenon. We are going to tackle this issue in the following chapter, where we 
apply a modem stochastic calculus approach to the problem and derive the expression 
for currency substitution ratio from the 'first principles' of stochastic optimization. 
On the empirical side, we intend to test the qualitative predictions of our 
models, i. e. the question about whether the response of the currency substitution ratio 
to the changes in parameters is of predicted signature. Further, we may suggest that 
more research should be done on the extended data set, which will include the sample 
of transition economies, the Baltic region: Latvia, Lithuania, and Estonia, and a 
typical Latin American country. The reason of choosing a typical Latin American 
country is to compare the behaviour of currency substitution in both cases, and to find 
out whether the currency substitution operates in, for instance, Latvia in the same 
fashion as in Latin America. One may hypothesize that the mechanism and the 
behaviour of currency substitution are quite different in Latvia and in typical Latin 
American country, which before the emergence of transition economies was the 
traditional field of application of theoretical and empirical research on currency 
substitution. 
Not much is clear at the onset of this research, but at least one phenomenon 
already seems puzzling. Latvia has undergone a successful stabilisation with inflation 
rate reduced from around 900% per year to less than 10% per year, but still the use of 
foreign currency (mainly the U. S. dollar) as a store of value is very wide spread. 
Moreover, the U. S. dollar continues to circulate as a mean of payment, and perfonns 
the function of a unit of account, both are signs of strong currency substitution case. 
For example, prices of cars, flats, airline tickets are quoted in U. S. dollars, and usually 
bought with U. S. dollars. All this in the presence of nearly zero transaction costs on 
foreign exchange market, typical spread for selling and buying dollars is less than half 
a percentage. Is it the hysteresis effect? Some evidence suggests that it may be not the 
18 The foundation of this methods in economic applications was given by Chow (1979), Malliaris and 
Brock (1982). For applications in finance see Ingersoll (1987), Merton (1990), Duffie (1992). For 
applications in macroeconomics see Tumovsky 
(1995), Benavie, Grinols, and Turnovsky (1996), 
Grinols and Turnovsky (1993), Grinols and Tumovsky (1994), Turnovsky (1993). 
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only possible explanation, or that hysteresis effect on its own may be quite weak in 
magnitude, but contaminated by other causes. Especially, as pointed out by Savastano 
(1992) for Latin American case, and by Sahay and Vegh (1995) for transition 
economies, the institutional environment can play an important role here. Latvia 
always has been considered as the country with the most liberal laws on foreign 
exchange market operations, and as a 'safe-heaven' for the rest of the foriner Soviet 
Union, in particular Russia. 
This guess suggests to do one more empirical research on the Baltic region, 
Latvia, Lithuania, and Estonia. All three countries are fairly similar in economic 
sense, but all has chosen different stabilisation programs to implement at the 
beginning of their transition to the open, market type economies. Estonia has 
implemented the exchange-rate -b as ed stabilisation programme that resulted into the 
establishment of the Estonian currency board, see Bennet (1993), and into the fixed 
exchange rate against the German mark. Latvia has implemented the monetary-based 
stabilisation programme that resulted into the establishment of the strong and 
independent central bank. Lithuania has chosen a somewhat mixed way, it has started 
with the strong central bank and has ended up with a currency board, fixing its 
currency to the U. S. dollar. Therefore, this study will allow to compare the effects of 
different institutional arrangements and stabilisation programs on the behaviour of 
currency substitution. 
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Chapter 3. Macroeconomic Model of Transition 
Economy: A Stochastic Calculus Approach 
Introduction 
The process of transition from the centrally planned to an open free market 
economy has been on its way for about nine years already for the countries in Eastern 
Europe and slightly less for the countries of the former Soviet Union, but still the level 
of theoretical understanding and the number of theoretical models of transition, 
addressing the questions of how do specific features of transition economies (menu of 
assets available to economic agents, absence of well developed financial markets such 
as - stock and bond markets, and the system of financial inten-nediaries) affect the 
level of macroeconomic performance and alter conventional results, remain 
fragmented, limited in scope and quantity. 
Apart from setting up a specific model and solving it, the Chapter rises and 
addresses the following three issues: the issue of macroeconomic modelling, the issue 
of uncertainty, and the issue of integrating financial markets into macroeconomic 
framework. All of them are considered in relation to the problems of transition and 
development economies. 
Most of macroeconomic models of transition use a deterministic framework, 
for example Bennett and Dixon (1996), Agenor and Montiel (1996), with a very few 
articles trying to approach the problem of uncertainty which is intrinsic to the process 
of transition. When modelling uncertainty articles predominantly rely on the rational 
expectations methodology or use ad hoc mechanisms to deal with some specific 
problems. This approach, especially models which are not derived from the optimising 
framework, brings forth a danger of dynamic inconsistency, mis specification, and, as 
the result, erroneous conclusions about the question under research. In part this is a 
problem caused by the usual conflict between partial and general equilibrium 
approaches. I would argue that the process of transition with the state of the economy 
far from macroeconomic equilibrium creates a highly interdependent system. 
Therefore, to account for the integrity of macroeconomic system with all its 
interactions between the markets and economic agents properly, the general 
equilibrium optimising approach should 
be preferred. A short clarification of my 
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position may be necessary here. In no way I am arguing against so called ad hoc 
modelling in principle. Often it is the only way to start the research of a new and 
complicated phenomenon, an attempt to capture its most salient features and stylised 
facts. Hence, it is a necessary stage of a research process. I only wish to emphasise 
that it is the beginning and not the end of the research process. Also taking into 
account the above mentioned deficit of all kind of research on transition phenomenon, 
I believe, all of us who work on this topic would greatly benefit from more, much 
more research of both approaches. 
Secondly, the issue of uncertainty is central to modelling transition. 
Uncertainty of all kinds increase dramatically during transition, because a whole new 
legislation system is introduced to replace and reform the old one, in particular, laws 
governing the behaviour of the government with respect to its fiscal stance and 
budget, the conduct of the monetary policy by newly established central bank or 
currency board, new system of reporting macroeconomic indicators, bankruptcy law, 
pension and social security reforms, privatization to mention all but few major 
changes. All this has a direct impact on the behaviour and decision making process of 
economic agents. Therefore, an every possible effort should be made to account for 
the uncertainty in transition. To assess for the presence of uncertainty is important 
because it may alter significantly the outcomes of different policies pursued by the 
government. Also to the extent that the government is able to control the stochastic 
environment it may have a wider range of policy tools at its disposal than predicted by 
conventional models. Especially, it will be shown below that macroeconomic 
equilibrium depends on the both means and variances of government policies. 
Moreover, changes in uncertainty, as measured by the variances, affect the 
equilibrium behaviour of the economy. 
Finally, the issue of integrating financial markets into macroeconomic model 
is of particular interest and importance. During transition 
financial markets undergo 
radical trans forinations. As soon as the role of central 
bank is clarified and the system 
of commercial banks is established, government starts to 
issue government debt (to 
cover its budget deficit) in the form of bonds, thereby, creating the 
bond market. Later 
in the transition, when large-scale privatization takes place, the stock market is 
created. These alter the asset menu available to economic agents, who, 
therefore, will 
face a new consumption-portfolio investment allocation problem. 
Hence, the need for 
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a model, which can account for that kind of changes in financial structure of the 
economy. 
It should be noted that the above issues are relevant for many development 
countries, which despite having rather different initial conditions, during economic 
liberalisation programmes, i. e. lifting of capital controls on foreign exchange markets 
and privatization, undergo through somewhat similar changes as transition economies. 
To address the questions of interest, such as: domestic money demand, the 
currency substitution ratio, the real rates of return on assets, and the equilibrium 
growth rate of the economy as well as government ability to influence these variables, 
we develop a theoretical model of transition economy at the early stage of transition 
based on intertemporal optimisation of risk averse representative agents, and employ 
still relatively new and unfamiliar to many macroeconomists stochastic calculus 
methodology which allow one to deal coherently with the problem of uncertainty in 
macroeconomic framework, in continuous time. 
Despite the fact that many stochastic calculus problems are analytically 
tractable only under a set of restrictive assumptions the solutions, when obtained, are 
lucid and deliver a great deal of understanding of the characteristics of the 
equilibrium. In deriving the equilibrium, means and variances of relevant endogenous 
variables are jointly and consistently determined. Such a mean-variance equilibrium is 
analogous to that of finance theory, the elements of which, therefore, may be more 
satisfactory incorporated into a complete macroeconomic framework. The general 
strategy accepted by the stochastic calculus approach to determine the macroeconomic 
equilibrium is to impose specific forms for the stochastic processes facing the agents 
in the economy and then to determine the restrictions on these processes which make 
them consistent with optimising behaviour and market clearance conditions. Basically, 
this is an application of the method of undetermined coefficients, which is a standard 
procedure for the solution of linear rational expectations models. All stochastic 
processes in the economy are presented as Brownian motions. There are two 
advantages of using this assumption. First, the rates of return on assets can be 
characterised in terms of only two variables, their instantaneous means and variances. 
This lead to the type of asset valuation principle that has been extensively studied in 
the finance literature for both discrete and continuous time cases. Second, the 
stochastic calculus applications to Brownian motions 
have been well developed and 
available to economists for some time, and is 
known to deliver a workable framework. 
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For basic technical exposition of stochastic calculus methodology and applications 
one can refer to Chow (1979), Malliaris and Brock (1982), with the reference to 
finance see Ingersoll (1987), Merton (1990), and Duffle (1992). For more applications 
in economics see Turnovsky (1995 and 1993), Benavie, Grinols, and Tumovsky 
(1996), Grinols and Turnovsky (1993 and 1994). 
Comparing this approach with the Rational Expectations methodology, one 
can notice that in the Rational Expectations methodology the objective has been the 
development of an internally consistent, stochastic system to examine the economy, 
under the assumption that the underlying relationships depend only upon the means 
(first moments) of the relevant variables. That approach delivers a certainty 
equivalence macroeconomic framework, where the mean values (levels) do not 
depend on variances. Here, in the stochastic calculus problems, the objective is to 
develop a model that is internally consistent in both the means and variances, hence, 
able to address important trade-offs that, in general, exist between the level of 
macroeconomic performance and the associated risk. 
Many governments during transition rely heavily on monetary policy to 
achieve macroeconomic stabilisation but the effectiveness of monetary policy has 
been seriously hindered by a high level of currency substitution and dollarization of 
national economies. It is still remains very high in the former Soviet Union and I 
address this problem in the article by investigating the factors determining the level of 
currency substitution. The key results obtained are as follows. It was found that the 
government has an ability to influence the equilibrium growth rate of the economy 
because it can fix the real cost of capital for the firm. A reduction of the real cost of 
capital was found to be growth improving. Also the equilibrium growth rate was 
found to depend on the choice of the government policy parameters, the mean share of 
government expenditures (g) and the mean rate of monetary growth (ýt). In addition to 
the extent that the government can affect the stochastic environment, for example by 
making monetary and fiscal policy rules more simple and transparent, and by 
releasing the precise information on monetary affairs more frequently, it has an extra 
policy instruments to influence economic variables. Also 
it is derived that the 
currency substitution ratio falls with the rise 
in the foreign currency real balances - 
capital ratio (s), the variance of the productivity shocks, the real cost of capital, the 
variance of the monetary policy shocks. 
An increase in the mean rate of monetary 
7 
growth, the mean share of government expenditures and its variance causes the 
currency substitution ratio to rise as well. 
The rest of the Chapter proceeds as follows. Section Stochastic Framework of 
the Economy describes the structure of the economy and some specific features of the 
early stage of transition. Next section Macroeconomic Equilibrium and Model 
Solution derives and explores the model stochastic equilibrium solution. The last 
section concludes and remarks on future research. 
Stochastic Framework of the Economy 
Main Features 
In our description of the national economy at the early stage of transition we 
shall refer, especially, to the case of Latvia, one of the three Baltic states. But to a 
large extent with minor variations it is applicable to the most of transition economies 
in Eastern Europe and the former Soviet Union. What follow is a justification of 
modelling Latvian economy at this stage of transition as the closed economy, despite 
the fact that consumer asset menu includes foreign currency. 
First, consider the external economic environment for Latvia. Even now, in 
1997, Russia is the main economic partner for Latvia, see Economic Development of 
Latvia (1996), and at the beginning of the reforms in the early 1990s its role was even 
more important. The situation can be described as one of free asset flows between 
Russia and Latvia due to loose or zero regulation on capital movements and a high 
openness of Latvian banking system; also, despite the existence of some tariffs and 
quotas in Russia on a number of strategic commodities, oil for example, the situation 
was close to a free trade one (partly because of the small size of Latvian economy 
compared with Russia). However, because trade and asset flows with the rest of the 
world were initially highly insignificant we can consider the two-country system, 
Latvia-Russia, as closed with respect to the rest of the world. Therefore, in our model 
the rest of the world plays the role of an infinitely elastic supplier of foreign currency, 
in our case the US dollars, which are used in business operations between Latvia and 
Russia as an intermediate currency. Historically, the 
dollar was brought to the 
existence on the domestic markets of Latvia and 
Russia by a large number of 
individual retail traders. This initial 
inflow of dollars was accumulated by the 
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commercial banks through the currency exchange cash points. Since the above process 
was quite slow and small in magnitude relative to international capital flows it has not 
altered anyhow the dollar exchange rate on the world markets. 
The supply of the US dollars is determined by the demand from the Latvian 
households. An argument supporting such an assumption is the Deposit-Loan 
Matching phenomenon which exists in Latvian banking system. The Deposit-Loan 
Matching means that Latvian commercial banks were matching the size of the 
accepted deposits to the size of the loans distributed to firms. It works as follows. A 
large share of Latvian foreign trade with Russia has been represented by reexport and 
transit businesses, as well as by large purchases by Latvian firms of fuel and raw 
materials in Russia for productive domestic purposes. These activities were all 
conducted with the use of US dollars as an intermediate currency. Therefore, Latvian 
fin-ns were taking US dollars trade credits in domestic commercial banks and in return 
paid interest, which was determined by the profit opportunities of their trade 
operations with Russia. In other words, the return on the foreign currency deposits 
was determined by existing production technology. The very high real interest rates 
paid by Latvian commercial banks to the households on their US dollars time-deposits 
were determined by such returns and not by interest rate parity condition of any kind 
with the rest of the world. The commercial banks were matching the amount of 
accepted deposits to the size of loans they were able to place with the firms, and 
would not accept a large deposit if there were not matching loan opportunities. 
Therefore, the interest paid on the US dollars time deposits was determined by their 
usefulness in commercial activity in the East. 
Thus the use of foreign currency holdings were widely used by Latvian firms 
in their operations with the East and purchases of an intermediate inputs for domestic 
production purposes (e. g. oil, gas, energy, base metals), provides justification for the 
use of the real foreign currency balances as an input 
in production function in our 
model'9. it is worth to remind here that by reputation reasons it was impossible 
for the 
newly established commercial banks/finns to receive credits in world market. 
19 Lehvari and Patinkin (1968) is one of the 
first examples of money in the production ftinction 
-n to have larger working capital specification. They argue that higher real money 
balances let the fin 
and to purchase more inputs and hence produce more output. 
Another, more recent justification is the 
presence of high and variable inflation, so characteristic 
for the transition economies at the early stages, 
which is very disrupting for the production process 
(see NI. Baxter's comment on Rebelo and Vegh 
(1995, pp. 177-178). 
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Turning to the structure of the economy. There are three players im the 
economy: the government, a representative risk averse consumer (the household), and 
a representative firm. The situation of the early phase of transition (the very beginning 
of the reforms) is characterised by the absence of the stock and bond markets. Even 
now the stock market in Latvia is very thin and underdeveloped because of the slow 
process of privatization. Hence, the government is assumed to be the owner of all 
existing capital in the economy. It rents capital to the firm at a real price rK, which is 
in general non-zero. 
There are two more assets in the economy, which are held by the household. 
These are domestic and foreign real money balances. The government prints money, 
collect taxes from the household, and rents capital to the firm. The representative 
consumer maximises his expected lifetime utility by choosing consumption and 
holdings of real money balances subject to the real wealth constraint. He lends foreign 
currency to the firm. The firm uses available capital and real foreign currency 
balances to produce output. Produced output which is not consumed or purchased by 
the government becomes part of the domestic capital stock. Government expenditures, 
domestic money creation and production are all described as continuous-time 
stochastic processes. Finally, equilibrium in the goods market and market for assets 
then determines the equilibrium stochastic processes for the domestic price level, the 
real rates of return, consumption and capital formation. 
Consumer Optimisation 
The representative consumer is assumed to optimise his expected lifetime 
utility. His asset holdings are subject to the wealth constraint 
Equation 1. Wealth Constraint 
M EM' 
pp 
where M is domestic currency, 
d is foreign currency (in our case it is US dollars, $), 
P is domestic Price level, E is an exchange rate in ten'ns of the number of units of 
domestic currency paid per one unit of foreign currency 
(in our case number of lats 
per one dollar, (L VLI$)). 
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Let nm = (MIP)IW and ns = (EAI(IP)IW be the portfolio shares of 
domestic and foreign currency in consumer's total portfolioý nm + ns = 1. The 
consumer objective is to maximise the expected value of his lifetime utility as 
function of consumption and money services, 
Equation 2. Utility Maximization 
+co 
max Eo f U(C(t), M(t) / P(t)) - e-o'dt C, M/P 0 
subject to the stochastic wealth accumulation constraint 
Equation 3. Stochastic Wealth Accumulation Constraint 
dW1W = [nm dRm + ns dRs] -C dt - dT, 
and taxes paid by the consumer to the government are given by 
Equation 4. Taxes 
dT TW dt +W dv. 
The question of including money in the utility function is the one with a long 
history. Traditionally, it is argued that the real money balances provide utility to a 
consumer by reducing cost and facilitating his transactions. Also one can refer to 
Feenstra (1986) who showed the equivalence between cash-in-advance approach and 
money in the utility function approach. More on this questions can be found in 
Blanchard and Fischer (1993). 
Assume, as in Grinols and Turnovsky (1993), logarithmic utility for analytical 
convenience 
Equation 5. Logarithmic Utility 
U=0 In C(t) + (1-0) 1n (M(t)IP(t)) 
A closed form solution can also be obtained in the case of the more general 
constant elasticity utility function as, for example, in Tumovsky (1995), Merton 
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(1990). Assume that domestic money has a zero nominal rate of return. The household 
perceives that the price level evolves stochastically as given by 
Equation 6. Price Level Evolution 
dP 
= Tcdt + dp p 
where 7t is the expected instantaneous rate of change, inflation, and dp is a temporally 
independent, normally distributed random variable with zero mean and variances 
UP 2 dt; it is generated by Wiener process. P is nondifferentiable function because dp is 
proportional to V-dt and the variance cyp 2 dt, being a term of the first order, affects the 
mean behaviour of the system. 
The real rates of returns are given by: 
Equation 7. Real Rates of Return 
dRm rm dt - dp, rm = -Tc 
+ UP 
2 
dRS rs dt + ds 
where the return on domestic money is defined as (Ito's lemma is used for derivations) 
dp. dRm -7r +a']dt +p 
p 
The return on money now depends on the stochastic properties of the inflation 
rate, it is rising with inflation variance 
20 
The real mean rate of return on real foreign currency balances, rs, will be 
specified below after the production sector is described. 
The consumer's stochastic optimisation problem is to choose consumption and 
portfolio shares to maximise his expected lifetime utility 
Equation 8. Consumer's Optimization 
4-00 
max Eo 
f [0 In C+0- 0) In(n , W)]e - 
o'dt 
C, ns, n m0 
subject to the stochastic wealth accumulation constraint 
20 This is generally due to the fact that the real rates of return are convex 
functions of the price level, i. e. 
R, vf=f(I/P), and, in general, 
E(IIX)#IIE(X), see Fischer (1975, P- 513) for more explanations. 
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Equation 9. optimization's Wealth Constraint 
dW = W[y dt + dw] 
where y= nmrm + nsrs - C1W -T, 
dw =- nmdp + nsds-dv, 
CTW 
2 
=-Iimt-, o E(dw) 
2 Idt = nm 
2 
UP 
2+ 
ns 
2 
as 
2+ 
av 
2- 2nmnscy,, s - 2nsavs + 2nm(yp, , 
and cyy dt = cov(di, dj), ij = p, S, v. 
While performing optimisation the representative consumer takes all rates of return (rs 
and rm), T and all variances and covariances as given. Although, all of them will be 
determined in the stochastic equilibrium derived later. Perfonning the optimisation 
(see Appendix A for Chapter 3) yields the following first order conditions 
Equation 10. First Order Conditions for Consumer Problem 
C/w = PO, 
(1-0)p1nm + rm = ý. p + cy, -p, 
rs = xp + (Y"S, 
nm + ns =I. 
The second and the third equations in (Equation 10) are asset pricing relationships, 
similar to the ones from the finance theory. In the spirit of the finance literature on 
asset-pricing models one can assume that the terin XP represents the real rate of return 
on the asset whose return is uncorrelated with dw. Basically, XP is the equilibrium rate 
of return on consumption. In the absence of risk (zero covariances) first order 
conditions imply that all real rates of return must be equal, in particular, the real rate 
of return on money, including its utility return, (1-OfflIhm, would 
be equal to the real 
rate of return on foreign currency holdings, rs, provided 
both are held. 
From the second and third equations we can derive the money demand 
equation, subtracting second equation 
from the third and rearranging yields 
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Equation 11. Money Demand 
nm =- 
())p 
(rs - r. ) - (Y ,, s-, p 
The portfolio share of real money balances depends on the difference between the real 
rates of return on domestic and foreign money holdings, and on the stochastic 
characteristics of the economy defined by the covariance cy, s+p which will be derived 
later in the equilibrium. Given nm the portfolio share of the foreign currency is 
determined residually ns =I- nm. 
For the future applications we can define the ratio 
Equation 12. Definition of Currency Substitution Ratio 
ý= ns1nm 
which is the simplest measure of currency substitution and dollarization of the 
economy. Its behaviour will be investigated after the solution for the stochastic 
macroeconomic equilibrium will be derived. But one can see already now that it will 
move in the opposite direction with the portfolio share of domestic money nm, which 
is hardly surprising, so that factors increasing nm will lower the currency substitution 
ratio and would improve the efficiency of monetary policy. Under the efficiency of 
monetary policy we mean the ability and the relative efforts which the monetary 
authorities need to apply to control/target some monetary aggregates, the dynamic of 
the exchange rate, and the revenue from inflation tax. Obviously, in the presence of 
currency substitution households can easily switch between domestic and foreign 
currencies. This can make money supply process endogenous and increase the 
instability of the money demand function, which impairs the ability of the monetary 
authorities to conduct its policies. For the full account of these effects see van der 
Ploeg (1996, pp. 394-404). 
Production Sector 
The representative firm produces output by means of the stochastic 
production technology 
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Equation 13. Stochastic Production Technology 
dY(t) = F(K, EAItIP) dt + F(K, EAItIP) dy 5 
where the first term on the right hand side is deterministic and F(K, EAI(IP) represents 
the mean rate of output per unit of time. The second, stochastic terni dy represents 
productivity shocks and is assumed to be a temporally independent, normally 
distributed random variable with zero mean and variance (Yy 2 dt. K is the physical 
stock of capital rented by the firm from the government (the owner of all capital in the 
economy) and (EA4'51P) is real foreign currency balances borrowed by the firm from 
the representative household. In return for capital the firm pays real interest on it, rK, 
which is non-stochastic and given (set by the government). In return for the real 
foreign currency balances the fin-n pays real interest dRs = rs dt + ds, which will be 
determined below. Here we specify the contract in real terms for the purpose of 
convenience only. The rules of transformations from real to nominal variables and 
back are easily derived (see Appendix B for Chapter 3). 
In our model the firm's objective cannot be the maximisation of its stock 
market value as in Grinols and Turnovsky (1993), because of non-existence of the 
latter. An alternative and reasonable objective is profit maximisation. Profit is given 
by 
Equation 14. Firm's Profit 
dl-l(t) = dY(t) - rK-K dt - (EA1(1P)-dRs, 
which is output less input costs. If we assume a competitive market, then there is no 
time inconsistency problem, because the competitive means also perfect, full market 
that is there are no hidden information and knowledge, everything (all laws of motion) 
is known by everybody. Therefore the firin can maximise its expected profit at each 
instant of time by choosing K and (EA481P). Firm's expected profit is given by 
Equation 15. Firm's Expected Profit 
rl'(t) = F(K, EA1f1P) - rK. K- rs- (EM 
5 1P) 
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The stochastic and deterministic components of the real rate of return on foreign 
currency balances dRS can be found from the following simple consideration. One can 
consider what return does the consumer get over the time period from t to (t + dt) 
from lending 1$ to the firm, and what return does the firm get. Then one can equate 
both returns in equilibrium. For the consumer the return is an interest paid on 1$, over 
the period dt, he rented initially at the time t plus gain/loss due to the change of 
exchange rate over the period dt, which is 
]$*E*dRs + dE. 
For the firm's decision ex-ante considerations are important, and the return on 1$ 
borrowed by the firm from the consumer is determined by its production technology 
and is equal to the marginal product of foreign currency balances, which is 
1$ *E *[ d F(K, EA1f1P)1d(EA1l'51P) dt +d F(K, EA1f51P)1d(EA1l81P) dyl - 
Since both returns must be equal in the equilibrium, this yields 
Equation 16. Return on Real Foreign Money Balances 
As =d F(K, EI(IP)ld(EA1131P) dt +d F(K, EA1f1P)1d(EA1f1P) dy - dEIE 
where d F(K, EVIP)ld(EVIP) =- F' is the marginal product of the real foreign 
currency balances. We assume that the exchange rate evolves in accordance with the 
Brownian motion process 
Equation 17. Exchange Rate Evolution 
dEIE =e dt + de, 
where e is the expected rate of depreciation of the exchange rate and 
de is a 
temporally independent, non-nally distributed random variable with zero mean and 
variance cy, 2A Our assumption of random walk process 
for the exchange rate is not 
unusual, see van der Ploeg (1994, pp. 
304,350-369) for the discussion of the unit-root 
process in the log of the nominal exchange rate and 
their martingale properties. Also 
Hallwood and MacDonald (1994, pp. 176-180) and the 
famous article by Meese and 
Rogoff (1983), in which they showed that a simple random walk model of the 
exchange rate performs as well as any other one. 
The recent development still 
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suggests that the random walk behaviour of the exchange rate remains a plausible 
assumption for the short run time horizon, which is employed in this paper modelling 
the early phase of the reforms. It follows then that 
Equation 18 
rs =d F(K, EA4s1P)1d(EA1(1P) -e, 
-I- as =d F(K, EA1f1P)1d(EA1f1P) dy- de. 
While performing the optimisation the firm can consider rs as being under its control. 
To see it recall from the first order conditions for consumer (Equation 10) that 
rs = Xp + cy,, s, where now from (Equation 18) 
(: T,, s =d F(K, EA1f1P)1d(EA1f1P) - cywy + Ge 
2 
so that 
Equation 19 
2 
rs =X+ (d F(K, EA4s1P)1d(EA1l'81P) - (y wy + Cy e ). 
It is reasonable to assume that taking kp, consumer's marginal utility of wealth, and 
all variances and covariances as given the firm, nevertheless, can affect rs through the 
marginal product of the real foreign currency balances by its choice of productive 
inputs. The simplest way to take this into account is to substitute the above equation 
into the expression for the firm's expected profit (Equation 15) 
Equation 20 
Ij e (t) = F(K, EA181P) - rK- K-(, k P+d F(K, EA481P)ld(EA181P) - cyy+ 
CTe2) (EAII'IP) - 
Optimisation y1elds the following first order conditions for the firm's problem 
Equation 21. First Order Conditions for the Firm's Problem 
OF 
- rK -a2F, cy (EMs 
/ P) =0 
a(EMs / P)OK 
aF t9F cy + CY 
2) 
- (EMs / P), 
a(EMs / P) 
+ O(EMs P) "ý' 
e 
a'F 
a(EMs / p)2 
cy 
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Both equations may be seen as equating 'risk-adjusted' marginal products of capital 
and real foreign currency holdings to their real costs, rKand /%P, the real cost of capital 
and the consumer rate of return correspondingly. 
Government 
In our model government policies are: expenditure policy, monetary policy 
(the printing of money), and tax policy. All of them are chosen subject to the budget 
constraint, which in real tenns is given by 
Equation 22. Government Budget Constraint 
d(A41P) + rK-K dt = (dG - dT) + (MIP) dRm 5 
where on the right hand side we have the government deficit, which is equal to the 
value of government expenditures on goods and services plus the interest payments on 
the outstanding debt less tax revenue. On the left hand side are the means of financing 
the government deficit by printing more money and by lending physical capital. Note 
that the term (AFP) dRm on the right hand side represents the interest payments on the 
outstanding stock of money. Normally, this term would be negative (from Equation 7 
the appropriate condition is rm = (-71 + cyp2)<O), i. e. it is real revenue for the 
government from inflation - seigniorage. Accumulation of capital, investments, dK is 
deten-nined residually from the product market equilibrium condition 
Equation 23. Product Market Equilibrium 
dK = dY- dC- dG - 
Tax policy is given by 
Equation 24. Government Tax Policy 
dT --- 'r W dt +W dv 
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so that the representative household pay tax on the total real wealth, where T is a fixed 
share of wealth and dv is a temporally independent, normally distributed random 
variable with zero mean and variance cy, 2A Both variables are set so as to maintain a 
balanced budget. 
Expenditure policy is given by 
Equation 25. Government Expenditure Policy 
dG =g F(K, EAIfIP) dt + F(K, EAIfIP) dz 
where dz is a temporally independent, normally distributed random variable with zero 
mean and variance cyz 2A Hence, the instantaneous mean level of public expenditures 
is a fraction of the mean level of output, and the stochastic error is proportional to the 
mean level of output. 
Monetary policy is given by 
Equation 26. Government Monetary Policy 
dMIM = [t dt + dx, 
where ýt is the mean rate of nominal monetary growth subject to a stochastic 
disturbance dx, which is a temporally independent, normally distributed random 
variable with zero mean and variance cyx 2A We assume that the mean rate of nominal 
monetary growth is the one decided upon and controlled directly by the monetary 
authority, while the stochastic component reflects exogenous failures to meet this 
target. 
Finally, using the first order conditions for consumer and the policies specified 
above we can write down the capital accumulation dK as 
Equation 27. Capital Accumulation 
dK = [(I -g)F - POW] dt + F(dy - dz) 
it responds Positively to the productivity shocks (dy) and negatively to the increase in 
government expenditures (g). 
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Macroeconomic Equilibrium and Model Solution 
The Notion of Equilibrium. Joining together the elements developed in the 
previous sections we can derive the overall stochastic macroeconomic equilibrium. 
The exogenous factors are: the mean rate of government expenditures g, the mean rate 
of monetary growth pt, the real cost of capital rK, as well as the preferences parameters 
0, P and any parameters describing the production technology. The exogenous 
stochastic processes include: dz (government expenditures), dx (monetary growth), dy 
(productivity shocks), and de (exchange rate shocks), all of which are assumed to be 
mutually uncorrelated. The remaining of stochastic disturbances: dv (taxes), dp 
(inflation shocks), dw (wealth) and ds (return on foreign currency) are endogenous 
and reflect stochastic adjustments, and can be expressed as functions of the exogenous 
shocks. 
The optimality conditions for consumer problem (Equation 10) suggest that it 
is reasonable to assume that if assets have the same stochastic characteristics through 
time (the means and variance-covariance matrix of asset returns are stationary), they 
will yield the same allocation of portfolio shares. This kind of repeated equilibrium 
has the property that the portfolio shares are non-stochastic functions of underlying 
parameters and are constant through time. Therefore, we will look for an equilibrium 
where portfolio shares have this property. Now, to close the model we need to 
s describe the functional relationships between state variables (M, M, K) and asset 
returns, including expected inflation Tc. 
Equilibrium Tax Adjustments. First, consider the government budget constraint 
(22). Substituting (23 - 27) into it one can get 
Equation 28 
d(M/P) + rK-K dt = (gF --cW) dt + Fdz -W dv + (M/P) dRm, 
divide it by the total wealth W, 
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Equation 29 
d(Mlp) gF - rKK IwT Idt 
M (M/P 
I 
F 
- dz - dv + nmdRm w 
By Ito's lemma for stochastic calculus 
d(M/P)/(M/P) = dM/N4 - dP/P - (dNVM)-(dP/P) + (dP/p)2 5 
and from (Equation 6 and Equation 26) it follows that 
d(M/P)/(MJP) =( vt -n+ cy p2_ apx) dt + (dx - dp). 
Substitute this and (Equation 7) into (Equation 29) to yield (by equating the 
deterministic and stochastic parts of the resulted expression) the following two 
relationships 
Equation 30. Equilibrium Tax Adjustments 
dv = (F/W) dz - nm dx = ns (F/(EMS/P)) dz - nm dx, 
n 
gF - rKK 
s (EMý1) 
p 
- n, (ýt -cy pj. 
These equations show the endogenous adjustments in taxes necessary to maintain the 
balanced government budget for the given policy specifications. The mean tax rate 'r 
should be set only once because after the government made its choice of the policies 
all covariances are known and stationary in the equilibrium as well as all other 
variables. However, the adjustment in the stochastic component dv is continuous in 
response to fluctuations in government expenditures (dz) and monetary growth (dx). 
From the above equations one can see that a higher monetary growth rate (ýt) will 
raise seigniorage revenue and allow for a lower mean tax rate. Since the covariance 
between the monetary growth rate and the price level is positive it reduces the growth 
rate of the real stock of money, therefore, requires a higher mean tax rate. Of course 
higher government expenditures (g) will increase the mean tax rate. Also an increase 
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in the price of capital will lower the mean tax rate because the government revenue 
will rise from lending the capital. 
Equilibrium Rate of Inflation. From the assumption of the constant portfolio 
shares and the relationships (MIP) = nm W and (EA1181P) = (A11161P ns W the 
domestic price level can be expressed as P= constant * MI(AI151P'). Using (Equation 
26) and the fact that the supply of foreign currency balances is detennined by the 
demand from the representative household (EAI(IP) = ns W, hence, 
Equation 31 
d(EM / ý P)- 
= 
dW 
= wdt + dw 
P) 
EMV W 
T 
and we can derive 
Equation 32 
dm 
EMs dP 
ýx /P 
= (VL -w- cy WX + cy',, 
)dt + (dx - dw). pmw 
EMs S- 
p 
Therefore, we can write for the expected rate of change and for the stochastic 
component of prices the following equations 
Equation 33 
2 
71 Gwx + (7w 
-I-- = ap A- dw. 
Consider, first, the stochastic component, dp =A- [- nm dp + ns ds - dv]. Substitute 
for the ds and dv from (Equation 18 and Equation 30) to yield 
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Equation 34. Stochastic Component of Prices 
dp = dx + [F/(EMs/P)] dz -F dy + de. 
The stochastic component of prices responds positively to the shocks of money supply 
(dx), government expenditures (dz) and the expected rate of depreciation of the 
exchange rate (de), while positive productivity shocks (dy) drives the stochastic 
component of prices down. 
Now we can collect together all stochastic adjustments. 
Summary of Stochastic Adjustments 
Equation 35. Summary of Stochastic Adjustments 
dv = ns (F/(EMS/P)) dz - nm dx, 
dp = dx + [F/(EMs/P)] dz -P dy + de, 
ds =P dy - de, 
dw =F dy - [F/(EMs/P)] dz - de. 
These equations allow one to calculate all the variances and covariances which are 
met in the optimality conditions and solutions. 
SummaKy of Variances and Covariances 
Equation 36. Summary of Variances and Covariances 
2S22222 
CTW = [F/(EM P) (7, +F CTY + CY, 
cywy = (F' (YY 
2 
CTw, -p = aw 
cyw, s = (F 
9)2 CY Y2+ (Te 
2 
(Yw, s+p =- [F/(EM 
S/p)]2 
(YZ 
2, 
UP 
2 [F/(EM S/p)]2 (Yz2 + (F 9)2 Cy Y2+ CYC 
2+ 
(YX 
2= 
Cyw 
2+ 
CTX 
2 
(TPX Gx 
25 
CTWX = 0. 
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To proceed further with the solution we assume a standard Cobb-Douglas production 
function with the constant return to scale 
Equation 37. Cobb-Douglas Production Function 
F(K, S) =a K' Sl-' 
where for the sake of notation convenience we denote the real foreign currency 
balances as S, S =- (EMs/P). Then from the firm's first order conditions, the first 
equation in (Equation 21), with the use of (Equation 37) and cvwy from (Equation 36) 
we can derive 
Equation 38 
FSF 
SK[ S 
(1 
-a 
)a(T 
y 
rK 
From the homogeneity of the production function we can write 
F(K, S) f (S) 
ss 
where s =- SIK is the real foreign currency balances-to-capital ratio. Now we can 
rewrite (Equation 38) as 
Equation 39. Optimality Condition for Capital 
af(s) 
f(s) 
(I 
-cc rK 
s 
Equation 39 (as Equation 38 before) describes the optimality condition for capital, i. e. 
it equates the 'risk-adjusted' marginal product of capital to the given real cost (rK). For 
this equation to have economic sense we require 
f(S) 
(I 
_ Ot 
)CCCY 2 
sY 
Equation 39 is an implicit function in s which can be resolved in the form 
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Equation 40. Real Foreign Currency Balances-to-Capital Ratio 
2 
s= S(Cvy , rK) 
and with the help of the implicit function differentiation rule it can be shown that 
ds/d(Ty 2>0, and ds/drK > Oý 
so that an increase in the variance of productivity shocks lowers the 'risk-adjusted' 
marginal product of capital, hence, raises the real foreign currency balances-to-capital 
ratio; and a rise in the real cost of capital causes an increase in the real foreign 
currency balances-to-capital ratio. 
We can solve now for the real rate of return on foreign currency balances, 
from (Equation 18 and Equation 40) we obtain 
Equation 41. Equilibrium Rate of Return on Foreign Currency Balances 
rs = f, (S(Cy 
2, 
rK))-e Y 
2 It follows that the derivatives of rs with respect to e, rK, CTy , and s are all negative, i. e. 
rise in the rate of the exchange rate depreciation causes rs to fall. In Latvia, actually, 
the rate of the exchange rate appreciation is slowing down, hence, rs is rising. 
Increases in the variance of productivity shocks and in the real cost of capital, raises 
the real foreign currency balance s-to-capital ratio (s), hence, cause the real rate of 
return on the foreign currency balances to fall. Finally, an increase in the real foreign 
currency balances-to-capital ratio drives the real rate of return on the foreign currency 
balances down, because of the diminishing marginal return property of the production 
function. 
Now using the first order conditions for consumer problem (Equation 10, third 
and second equations), (Equation 41 and Equation 7) one can derive the following 
expression for inflation 
Equation 42. Equilibrium Inflation 
7T =0 
-O)P (f f- e) +(ft)2CY2 +CY2 +a2 
n,,, YXe 
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Also using the first equation of Equation 33, Equation 7, and Equation 41 one can 
derive another expression for inflation 
Equation 43 
pL - e) ++ CY 
2+ 
po 
sw 1-nm 
Subtracting Equation 43 from Equation 42 we can resolve it with respect to nm, 
portfolio share of the domestic real money balances, in the form of a quadratic 
equation 
Equation 44. Domestic Money Balances 
A nm 2- (A + P) nm + (I - 0) p=0, where 
+ gf(s) - r" + 
(f(S) 2 
CY 
2_ 
CY 
2 
ss)zx 
The solution of Equation 44 is given by 
Equation 45. Solution 
(nm)1,2 
- 
(A P) 
2A 
It is natural to assume A>0. Also we will assume that domestic money dominates 
foreign currency and, hence, we should choose the plus sign in front of the square root 
expression. From this equation the portfolio share of the real foreign currency 
balances is deten-nined residually, ns =I- nm , and the currency substitution ratio 
(Equation 12) can be easily derived. 
(A+ ß)'-4Aß(1 -0) 
From Equation 45 one can see that nm (basically, money demand) is the 
function of seven parameters: ýt the rate of monetary growth, g the share of 
government expenditures, s the real foreign currency balances - capital ratio, CY, 
2 the 
variance of government expenditures, cy, 2 the variance of the monetary growth, ay 2 the 
variance of productivity shocks. It is easier to investigate the behaviour of nm using 
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Equation 44 as an implicit function equation, (D (nm, X) = 0, where X is the vector of 
parameters, and applying to it the implicit function differentiation rule, dnm/dX =- 
(1)x/(1),, , where Ox denotes partial derivative of (D with respect to one of the 
parameters of vector X, and On denotes partial derivative of (D with respect to nm 
rather than to use expression given by Equation 45. In our case On = A(2nm - 1) - P. 
To proceed further one needs to sign this expression. We can do it from the obvious 
case of an increase in the rate of monetary growth (g). When pt rises, inflation rises, 
money own interest falls (see Equation 7) and, hence, the demand for money should 
fall, therefore one should have dnm/dýt < 0, but (D. = nm 2- nm <0 (since nm < 1). This 
means that for negative derivative dnm/dýt we need to assume (D,, <0 which require A 
< P. With this assumption we obtain the following rule for signing the derivatives of 
nm with respect to the above mentioned seven exogenous variables 
Equation 46. Signing Rule 
sign (dnm/dX) = sign ((Dx) =- sign (Ax) 
where Ax means partial derivative of A from Equation 44 with respect to X. The 
results of this exercise are summarised in the Summary Table at the end of this 
section. From the table one can see that the demand for money responds negatively to 
the rise in the mean rate of monetary growth (Vt), the share of government 
expenditures (g) and to an increase in the variance of goverm-nent expenditures ((Tz 2), 
because an increase in the government expenditures will require higher seigniorage 
revenue and inflation. The demand for money is increasing when the real foreign 
currency balances - capital ratio (s) is increasing, because by Equation 41 and the law 
of diminishing return it leads to a fall in the real rate of return on foreign currency 
balances (rs) making domestic money holdings more attractive. Also it responds 
positively to an increase in the real cost of capital (rK) and in the variance of the 
monetary uncertainty (ax 2) , because the rise in the variance of the monetary 
uncertainty (cyx 2) drive the real rate of return on the domestic money balances UP2 1, 
and this causes for the portfolio share of the real domestic money balances in the 
representative consumer's total real wealth to rise as well. Finally, the demand for 
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money rises with an increase in the variance of productivity shocks ((Ty 2), this effect 
(as partly in case with rK) works through the real foreign currency balances - capital 
ratio (s). 
Turning to the currency substitution ratio (Equation 12) one can notice that an 
increase in any of the factors which cause the demand for money to fall causes the 
currency substitution ratio (ý) to rise, negatively affecting the effectiveness of 
monetary policy and vice a versa. Therefore, the government has five instruments (ýt, 
9, CyX 29a, 2, rK) at its disposal to influence the rate of currency substitution. This is an 
important result which shows that except a usual way of influencing the economy by 
choosing levels of variables of government policies the authorities have additional 
policy instruments at their disposal, namely (cy,, 2 and (7,2) the variance of the monetary 
uncertainty and the variance of government expenditures which are some of the 
stochastic characteristics of the economy. They can influence these variables by, for 
example, choosing the frequency and quality of announcements/reviews of monetary 
and budget reports. Also as reforms proceed we can expect that new legislation will be 
introduced which regulates the behaviour of the central bank and the fiscal authorities 
by setting transparent rules for the monetary authorities and by defining the limits of 
the budget deficit. These measures when implemented will reduce the level of 
uncertainty in the economy and respectively the variances will decrease. Then a 
simple static analysis exercise can reveal how do the decreasing variances affect the 
currency substitution ratio. 
To complete the solution one can find the real rate of return on domestic 
money balances (rm) and the mean rate of inflation (7c). Expression for inflation rate is 
given by Equation 42. From first order conditions for consumer problem Equation 10 
we can derive 
Equation 47. Return on Domestic Money 
(I 
-O)p 
f(S) 22 
nAl 
( ýS-) 
21 see equation (36) to notice that the variance of inflation include the variance of monetary growth with 
positive sign and, hence, by (7) leads to an increase in the real rate of return on the real domestic money 
balances. 
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The behaviour of these variables is surnmarised in the Summary Table at the end of 
this section. 
Equilibrium Growth Rate. All assets in the equilibrium grow at the same rate 
which is equal to the mean rate of total real wealth accumulation, E[dWIW] y. From 
the definitions in Equation 9 and the obtained solutions we can derive 
Equation 48. Equilibrium Growth Rate 
y=f '(s(cy ', rK))-e-p+gf(s)-r' +n A yM s 
where A is from Equation 44. 
The derivatives of the equilibrium growth rate with respect to an increase in 
real foreign currency balances - capital ratio (s), the real cost of capital (i-K), the 
variance of productivity shocks (cTy 2) , and the rate of the exchange rate depreciation 
(eT) are negative. In particular, the rise in the real cost of capital (rK) causes the 
equilibrium growth rate to fall. Therefore, if privatization is delayed and there is no 
stock market which deten-nines the price of capital, the reduction by the government 
of the real cost of capital (rK) to the fin-n to the lowest possible level (keeping, of 
course, an appropriate level of monitoring) will be growth promoting. The same is 
true for the effect of the exchange rate stabilisation (eý). 
Finally, one can notice that monetary policy does affect the equilibrium growth 
rate (y), i. e. an increase in the rate of monetary growth causes y to rise (first-order 
effect), but rise in the rate of monetary growth is correlated with an increase in 
monetary uncertainty measured by a,, 2, which push the equilibrium growth rate (y) 
down (second-order effect). As VL is rising the second effect can become dominant, 
hence, only moderate (how moderate depends on particular conditions) inflation rate 
can be growth improving. Also 'fiscal' policy, as far as it concerns government ability 
to set the real cost of capital (rK) and the mean proportion of government expenditures 
(g), can affect the equilibrium growth rate of the economy. 
To conclude one can investigate the variance of the equilibrium growth rate of 
the economy, from Equation 36 
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Equation 49. Variance of the Equilibrium Growth Rate 
2222 
f(s) 22 
Cy 
w= 
(y 
e+ 
(PS)) (y 
y+() 
CY 
z 
The derivative of the variance of the equilibrium growth rate with respect to an 
increase in the variance of the exchange rate (cy,, 2) is positive, i. e. increased exogenous 
risk causes a destabilisation effect. The derivative of the variance of the equilibrium 
growth rate with respect to an increase in the real foreign currency balances - capital 
ratio (s) is negative; and with respect to an increase in the variance of productivity 
shocks ((Yy 2) is uncertain, that is, paradoxically, the increased exogenous risk may be 
stabilising for growth. An increase in the real cost of capital (rK) also is stabilising. 
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Summary Table 
Effects on the endogenous variables of an increase in model parameters 
Endogenous variables 
Increasein s rs nm a rm a 7U a a cy w2 
parameter 
n. a. n. a. n. a. 
9 n. a. n. a. n. a. 
rK ? ? 
Gy ? ? ? 
c7z 
2 
n. a. n. a. T T T T 
cyx 
2 
n. a. n. a. T 
Tb 
n. a. 
(Te 
2 
n. a. n. a. n. a. n. a. n. a. 
Tb 
n. a. T 
e n. a. n. a. n. a. T n. a. 
where the following notations are used: 
n. a. means that this enclogenous variable does not depend on the given parameter; 
? means that the expression (derivative of the variable with respect to the parameter) 
for this variable cannot be definitely signed because there are two or more competing 
effects of the opposite signs; 
a: to sign this expression some simplifications and additional assumptions were made, 
see Appendix C for Chapter 3; 
b: the opposite sign is possible if the second-order effects become dominants, e. g. the 
variance of the monetary growth ((Y,, 2) impacts on inflation rate directly by Equation 
42 and indirectly through the demand for money (nm), these two effects are of 
opposite signs. 
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Conclusions 
This paper has presented a macroeconomic model of a transition economy at 
the early stage of transition from centrally planned economy to a free market economy 
based on an optimising representative risk averse agent set in a stochastic framework. 
The macroeconomy consists of consumers, producers and the government. 
Behavioural relationships in the private sector (consumers and producers) were 
obtained from the underlying optimisation of representative economic agents. The 
analytical solution to this stochastic macroeconomic model was derived. 
This allows for a coherent treatment of an economy with different sources of 
risk: risk from production sector, risks from monetary and fiscal policy shocks, and 
risk from exchange rate shocks. The stochastic real rates of return on assets and the 
endogenous stochastic process for inflation are derived from these underlying risks. 
The questions of domestic money demand, the currency substitution ratio, and 
the equilibrium growth rate of the economy as well as government ability to influence 
these variables were addressed. The effects of changes in the underlying model's 
parameters and risks on these variables were discussed. 
It was found that in the present model the government has an ability to 
influence the equilibrium growth rate of the economy because it can fix the real cost 
of capital for the firm, as well as by setting the government policies parameters, share 
of government expenditures (g) and the rate of monetary growth (ýt). A reduction of 
the real cost of capital was found to be growth improving. In addition to the extent the 
government can affect the stochastic environment, for example by making monetary 
and fiscal policy rules more simple and transparent, and by releasing precise 
information on monetary and fiscal affairs more frequently, it has an extra policy 
instrument to influence economic variables. Notice, that the real rate of return on 
domestic money as well as the portfolio share of domestic money in the representative 
consumer's total wealth depend on the variances of monetary and fiscal policies in 
equilibrium and, hence, may be affected by the changes in these variances. The model 
can be used as a benchmark to study the effects of introduction of the fully fledge 
financial markets in the economy, bond market through creation of government 
securities and commercial banks, and stock market through privatization of state 
owned enterprises. 
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The present paper has left a number of interesting questions to be explored in 
the future research. First of all, as reforms proceeds stock and bond markets can be 
expected to be created. It would be interesting to consider how do the introduction of 
the government bond market and the stock market (after privatization) alter the results 
of our model. Secondly, it may be worthwhile to consider this model in an 
international set up, in the context of a small open economy, to address the questions 
of foreign trade and balance of payments crisis; it would be possible also to 
endogenize the process for the exchange rate and to consider different exchange rate 
regimes. During the process of reforins government expenditures on economic 
infrastructure and on the creation of a social safety net are very important, therefore, 
one can also relax the assumption of no impact from government expenditures on 
private utility. Additionally, the questions of welfare analysis can be easily 
approached in the context of a representative agent model, just by using his utility as a 
measure of welfare. 
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Chapter 4. Econometric Analysis of Currency 
Substitution Phenomenon: A Case of Latvia 
Introduction 
During transition many governments rely heavily on monetary policy to 
achieve macroeconomic stabilisation. Arguably, extensive currency substitution and 
dollarization of the national economy can seriously hinder the effectiveness of 
monetary policy. Even today, currency substitution and dollarization are rampant in 
countries of the former Soviet Union, and extensive in many other East European 
transition economies. Here, we focus on the issue of econometric analysis of the 
phenomenon of currency substitution. A complementary aim of the study is to expose 
explicitly the methodologies used in research and provide as many details of the path 
from initial model to final result allowed within the constraints of this short paper. 
Calvo and Vegh (1992) have well documented the phenomenon of currency 
substitution in developing countries. Savastano (1992 and 1996) had provided similar 
insightful studies on Latin America. Recent surveys of theoretical and empirical 
problems and developments in the field include the excellent paper by Giovannini and 
Turtelboom (1994) and the wide-ranging book by Mizen and Pentecost (1996). 
However, a cursory search of transition economy literature also immediately reveals 
an appalling deficit of research. As of 1999, a single survey by Sahay and Vegh 
(1995) documented the problem of currency substitution in transition economies. 
Barring the notable contribution of Mongardini and Mueller (1999), who model the 
currency substitution ratio explicitly using monthly data for the Kyrgyz republic, no 
significant empirical research exists. Of course, earlier empirical research such as that 
of Charemza and Ghatak (1990), Lahin (1991), and Frenkel and Taylor (1993) 
addresses the problem of money demand and inflation in the presence of foreign 
currency. But again, these papers deal primarily with the pre-transition situation of 
planned economies. A possible conclusion to be drawn from this dearth of literature is 
that currency substitution constitutes a problem of extreme complexity. Indeed, the 
interactions of numerous economic factors with institutional arrangements and the 
transmission mechanisms are poorly understood. 
102 
Furthennore, all published empirical research on currency substitution in 
transition economies, with the exception of Mongardini and Mueller (1999), employ 
two arguably unfavourable features. First, they are based on quarterly data sets, so 
sample sizes are small, usually only twenty to thirty observations. This seriously 
impairs the value of any inferences drawn from econometric analysis. Many tests, 
especially unit root tests, simply lack the power to discriminate between competing 
alternatives such as stationary versus non-stationary or cointegrated versus not- 
cointegrated time series. By contrast, the data sample we use in our analysis for Latvia 
is constructed from monthly time series, so it comprises over seventy observations - 
more than double of an average sample size used in earlier research. The problem of 
low power tests is significantly reduced due to a large increase in the degrees of 
freedom. Second, earlier tests do not model the behaviour of currency substitution 
ratio per se. Instead, they deal with indirect evidence of currency substitution such as 
the influence of foreign exchange variables (the expected rate of exchange rate 
depreciation) and variables of foreign origin (foreign interest rates and inflation) on 
domestic money demand. 22 While this approach obviously has its proponents, we 
would argue it is a rather obscure way to answer questions on the actual nature and 
behaviour of currency substitution. We do not dispute the factual findings of such 
empirical research. Interest differentials (spreads between domestic and foreign rates 
of return), inflation and the expected rate of exchange rate depreciation all are 
important determinants of money demand in presence of currency substitution 
phenomenon. Our purpose is merely to utilise these explanatory variables together 
with others in our research. 
In the course of our thesis research we found that the volatilities of 
government expenditures and inflation as a proxy for the general level of uncertainty 
in the economy may be important determinants of the level of currency substitution, 
see Chapter 3 "Macroeconomic Model of Transition Economy: A Stochastic Calculus 
Approach". We also empirically investigated the issue of uncertainty in the 
22 The bulk of research in the 1980s and first half of the 1990s primarily dealt with the stability of 
domestic monetary aggregates in the presence of currency substitution (taken as given), and the effects 
of currency substitution on the behaviour of domestic inflation, exchange rate and seigniorage 
revenues. The phenomenon of currency substitution was not studied in isolation, but rather as a 
condition complicating the issues of earlier studies. This situation is all the stranger, given that the first 
theoretical model dealing with currency substitution ratio (share of foreign assets in total wealth) 
directly was proposed by Thomas (1985, especially, p. 350) in 1985. His approach, with certain 
modifications, was taken up by Calvo and Vegh (1992, pp. 22-4), and Sahay and Vegh (1995, pp. 3-6). 
103 
phenomenon of currency substitution. Apart from the paper by Boero and Tullio 
(1996), who found a small positive effect of the exchange rate volatility on domestic 
real money demand in Germany, this issue has been completely neglected. 
Clearly, an empirical research on currency substitution in transition economies 
is long overdue. Beyond the lack of research and poor theoretical understanding of 
this phenomenon generally, we would argue that the process of transition in Latvia 
specifically bears many common features and similarities to the transformation of 
many economies in Central and Eastern Europe. Therefore, the resulting framework of 
a case study can be easily applied and expanded to the study of other country-specific 
cases or to panel data analysis. 
The plan of this Chapter is as follows. We start with the section Theoretical 
and Empirical Background: A Brief Overview to introduce the subject of currency 
substitution and related problems. Then in the section Data and Methodology, we 
describe our data sample, sources and problems characteristic for data on transition 
economies. Relevant methodological issues are discussed. In the section Univariate 
modelling, we apply a univariate modelling approach to currency substitution time 
series. No explanatory variables are present. The resulting model can be thought as a 
benchmark model against which the performance of any other more complicated 
model can be judged. In the section Multivariate modelling, candidates for 
explanatory variables are discussed and selected, and an appropriate model is 
presented and discussed. The section Conclusion does just that. 
In empirical research for developing countries a recent paper by Agenor and Khan (1996, pp. 107-9) 
models currency substitution ratio per se. 
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Theoretical and Empirical Background: A Brief Overview 
The problem of currency substitution is fairly new. Its modem development 
originates in the works of Kouri (1976), and Calvo and Rodriquez (1977), who 
considered the behaviour of the real exchange rate in the presence of currency 
substitution. They found that the real exchange rate should depreciate as a result of a 
rise in the money supply growth rate. 
What is currency substitution actually? Nearly every paper in the literature 
discusses the definition. On one pole - the narrow definition - we find Calvo and 
Vegh (1992), who define currency substitution as the usage of foreign currency as 
medium of exchange only. They distinguish it from dollarization, although the term is 
widely used as a synonym for currency substitution. For these economists, the term 
dollarization applies to a situation where a foreign currency performs the roles of unit 
of account or store of value, but not necessarily medium of exchange. In this view, 
currency substitution is the last stage of the dollarization process that typically starts 
in high-inflation environments where a foreign currency becomes the unit of account 
or store of value. At the other pole - the broad definition - we find McKinnon (1985), 
whose concept of indirect currency substitution, i. e. when investors switch between 
non-monetary financial assets of different countries, cannot be easily distinguished 
from the concept of capital mobility. Between these extremes, we find an array of 
definitions. Some see currency substitution as a process where foreign currency 
substitutes for domestic money in all three roles, i. e. unit of account, store of value 
and medium of exchange. 23 Others restrict their focus to the store of value function of 
money. Some researchers simply define currency substitution as a process whereby 
the demand for domestic money is affected by foreign economic variables that 
include: 
" The relative opportunity cost of holding different currencies (see Bana and 
Handa (1990)), 
" Foreign inflation (Rogers (1990)), 
" Real return differential (Thomas (1985)), 
23 Agenor and Khan (1996, p. 10 1). 
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Foreign exchange considerations (in particular, the expected depreciation 
of domestic currency), 24 or 
Nominal interest rates (Madhavi and Kazemi (1996)). 
Giovannini and Turtelboom (1994, p. 392) suggest separating the study of currency 
substitution into two categories. In their view, the study of currency substitutability 
refers to the characteristics of currencies. Thus, one should investigate the potential 
effects on variables of economic interest, for example, exchange rate value and 
dynamic, domestic inflation and seigniorage revenue. The study of currency 
substitution, on the other hand, refers to an equilibrium outcome. Here study should 
investigate the extent and the causes of the replacement of one currency with another. 
With transition economies, it seems best to focus on substitution of the 
domestic currency with the foreign currency serves the store of value function. The 
following arguments speak for this proposition. First, no transition economy has 
experienced sufficiently prolonged and or severe periods high inflation and political 
instability (as in Latin America and many other developing countries) for foreign 
currency to replace domestic money as the medium of exchange. Second, the lack of 
bond and stock markets meant there were no other assets available for investments to 
households at the beginning of transition. Third, once successful stabilisation 
programs are in place, the dollarization ratio tends to fall significantly in transition 
economies (e. g. Poland, Estonia, Lithuania, Mongolia). Sahay and Vegh (1995, pp. 
11-13) report that timely, determined actions by the government help avoid an 
unpleasant and costly fight once foreign currency becomes the medium of exchange 
and a hysteresis effect occurs, see Uribe (1997). 
The questions related to the phenomenon of currency substitution can be 
summarised into four categories: 
1. How does currency substitution affect the dynamic and volatility of the real 
exchange rate? 
2. How does currency substitution affect seigniorage revenue, the behaviour of 
domestic inflation in the presence of a large budget deficit, and, in general, the 
stability of monetary aggregates? 
3. Should currency substitution be encouraged? 
24 Marquez (1987), Calvo and Rodriguez (1977), Calvo (1985), Rojas-Suarez (1992). 
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4. How does currency substitution affect the choice of nominal anchors in 
stabilisation programs? 
Theoretical models can be classified as well. First, one can divide them into 
optimising models, where solutions follow from static or dynamic optimisation, and 
ad hoc models that postulate the functional form of the currency substitution ratio 
and/or domestic demands. Optimising models, in turn, can be subdivided on cash-in- 
advance models and transaction cost models. In cash-in-advance models, economic 
agents are forced to use domestic and foreign currencies as a means of payment due to 
some fon-n of legal restrictions. Most portfolio-balance models can be assigned to this 
category. In transaction cost models, money is assumed to provide some kind of 
liquidity services and to reduce transaction costs. Higher real money balances often 
mean shorter shopping time, an important decision variable for consumers that value 
leisure time. Models with money-in-the-utility function also belong in the same 
category. Feenstra (1986) established their functional equivalence with transaction 
costs models. 
Apart from the theoretical confusion, the data itself constitutes a major 
empirical hurdle to the study of currency substitution. All major surveys on currency 
substitution discuss this fundamental problem. 25 
Giovannini and Turtelboom (1994) suggest that the ideal data set should 
consist of foreign currency notes circulating in the economy as a means of payment 
and a store of value, foreign currency checking accounts and short-term deposits held 
by the residents in the domestic banks and abroad. They further note that even for 
developed countries (say, the OECD states) there is no available data on cross-border 
credit card and check transactions. The situation with data on developing countries 
and transition economies is obviously worse. Thus, most studies employ the ratio of 
foreign currency deposits to M2 as a proxy for the level of currency 
substitution/dollarization in the economy. Obviously, this measurement omits foreign 
currency notes in circulation and, thus, represents only the lower bound for the level 
of currency substitution. The actual level of currency substitution is higher. The 
measurement error will be larger the more foreign currency stock is in the form of 
notes. This usually corresponds to periods of high macroeconomic and political 
25 Calvo and Vegh (1992), Savastano (1992), Giovannini and Turtelboom (1994), and Sahay and Vegh 
(1995), Mizen and Pentecost (1996). 
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instability, or in transition economies, to underdeveloped financial markets and an 
absence of proper facilities for foreign currency deposits. Even with data on foreign 
currency deposits there are problems. Often the maturity structure of foreign currency 
deposits is unknown. Moreover, data on foreign currency deposits held by residents 
abroad and in offshore banking centres is hard to collect and presumably unreliable. 
Nevertheless, there are attempts, while doing research on particular country, to 
construct a better measure of currency substitution than simply foreign currency 
deposits. Bufman and Leiderman (1992), for example, use so-called Patam accounts in 
Israel as a measure of currency substitution. Patam accounts are foreign currency 
deposits in banks that are linked to the exchange rate, so devaluation brings a one-to- 
one increase in the account balance in terms of domestic currency. 
Savastano (1992) also suggests extending the measure of foreign currency 
deposits to more comprehensive indicators of the extent of currency substitution. He 
starts by adding to foreign currency deposits all foreign currency notes circulating in 
the economy outside the banking system. Next he adds all foreign currency assets held 
abroad by the private sector. 26 The difficulties with getting a reliable estimate of the 
both quantities were already mentioned above. However, since the U. S. is an obvious 
safe haven for Latin American residents, one can use data on the deposits in U. S. 
banks held by foreign nationals from the U. S. Treasury Bulletin as a decent indicator 
of the overall extent of currency substitution. 
Melvin and Fenske (1992) attempted to construct a new data set to estimate the 
degree of dollarization in Bolivia, 27 using the record of infon-nal loans made in the 
Cochabamba Upper Valley region. In this active informal loan market, people make 
loans directly to one another, bypassing intermediaries such as banks. The loans are 
recorded with local small claims judges. Loans are denominated in both the U. S. 
dollars and Bolivian currency. The data set contains 5,789 observations dating from 
January 1980 to June 1987. The dollarization hypothesis is estimated by a PROBIT 
model of the probability of a loan being denominated in dollars as a function of 
Bolivian inflation, exchange rate depreciation, and exchange rate volatility. Monetary 
policy reforms of 1985-1987 are modelled with dummy variables. The conclusion 
from the study of the informal loan market is that the Bolivian stabilisation 
26 Roj as-Suarez ( 1992) used both foreign currency deposits at home and in the U. S. 
27 Melvin and Afcha (1989) estimate dollar bills circulating in an economy. Note, however, that such 
estimates are usually subject to a set of highly restrictive assumptions on the behaviour of domestic 
money demand and carry a large measurement error. 
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programme coincided with an increase in dollarization, rather than a decrease. The 
authors suggest lack of credibility as a main reason for this outcome. 
Thus data limitations imply that only the extent of dollarization in the limited 
sense of Calvo and Vegh (1992), i. e. use of foreign currency as a store of value, can 
be properly studied. It is beyond our purposes to examine the currency substitution 
phenomenon, i. e. the use of foreign currency as a means of payment and unit of 
account. Moreover, as emphasised by Calvo and Vegh (1992), dollarization includes 
asset substitution, i. e. substitution between interest-bearing assets denominated in 
domestic and foreign currencies. Therefore, researchers making econometric 
estimations need to be very cautious with respect to what they test for, currency 
substitution or asset substitution (capital mobility phenomenon). Cuddington (1983) 
bases his critique of empirical research on currency substitution on this confusion, 
which generally exists between currency substitution and asset substitution. He argues 
that one cannot empirically discriminate between the phenomena of currency 
substitution and asset substitution in the context of a portfolio model with highly 
developed capital markets. In such models, the demand for real domestic money 
balances depends negatively on the expected rate of depreciation (usually considered 
evidence of currency substitution), no matter if domestic residents actually hold 
foreign currency. 
Sahay and Vegh (1995) devote considerable attention to problems stemming 
from the confusion between currency substitution phenomenon (the use of foreign 
currency as a means of payment and unit of account) and asset substitution (the use of 
foreign currency as a store of value). 28 Under their thesis, the representative 
consumer's financial wealth consists of real domestic and foreign money balances, 
which provide liquidity services by reducing transaction costs, and real holdings of 
domestic and foreign bonds, which do not provide any liquidity services and are held 
as a store of value. The consumer optimises his consumption and portfolio. Their 
model yields the following relationships. 
Let the extent of dollarization be represented by the sum of real foreign bond 
and currency holdings. In this case, the degree of dollarization depends only on the 
real return differential (plus risk characteristics of the assets and the consumer). On 
the other hand, the relative money demand (the ratio of foreign to domestic real 
money holdings is often taken as a measure of currency substitution) depends on the 
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opportunity cost of both currencies, which is represented by domestic and foreign 
nominal interest rates. Moreover, if the domestic nominal interest rate rises, currency 
substitution increases (i. e. depends positively on the domestic nominal interest rate), 
while, all other things being equal, dollarization should fall (i. e. depends negatively on 
the domestic nominal interest rate), revealing higher real returns on assets 
denominated in the domestic currency. 
Now assume that a researcher wishes to detect the phenomenon of currency 
substitution, i. e. he is looking for a positive relationship between the domestic 
nominal interest rate and the ratio of foreign to domestic real money holdings. The 
data on the amount of foreign currency bills in circulation in the economy is typically 
unavailable, so real holdings of foreign bonds (or interest-bearing foreign currency 
deposits) are used as a proxy for the real foreign currency holdings. Clearly, 
econometric estimation of such equation will be misleading, because the equation will 
be wrongly specified. Real holdings of foreign bonds (as established above) are 
influenced by real returns, not nominal returns. 
When domestic nominal interest rates are controlled by the authorities, they 
very likely do not reflect the opportunity cost of holding the domestic currency. Thus, 
the expected rate of depreciation (devaluation) can be used as a proxy for the 
opportunity cost of holding the domestic currency. 
Let's now turn to the econometric models and tests typically used to capture 
and estimate the effects of currency substitution. Giovannini and Turtelboom (1994) 
divide models into three groups. The first are standard two-period portfolio balance 
models set in a general equilibrium, where domestic and foreign interest rates, and 
changes of the exchange rate, are jointly determined. Optimal holdings of assets and 
currencies are also determined simultaneously. Usually domestic demand for assets 
are postulated and not derived from any explicit underlying optimisation problem. 29 
These models carry the danger of mi s specification because their ad hoc relationships 
have doubtful theoretical justification. Further, they often suffer on empirical side 
from problems of multicollinearity (rates of return are collinear, especially when the 
expected future spot exchange rate is approximated by the forward exchange rate) and 
partial adjustment. Partial adjustment involves the inclusion of the lagged dependent 
variable on the right-hand side of the regression. Since it is difficult to deten-nine the 
Who based their discussion on the model by Thomas (1985). 
See, for instance, Branson and Henderson (1983), and Cuddington (1983). 
110 
cost of adjustment of private financial portfolio, there is a justification problem for use 
of that mechanism. Estimates may also introduce unrealistic values for the cost and 
speed of adjustment (too high and too slow). 
The second group of models can be called sequential portfolio balance models. 
Agents make their optimal decisions in two steps. First, they choose the optimal mix 
between monetary and non-monetary assets. Second, they choose between domestic 
and foreign currency holdings according to the liquidity services they deliver and the 
opportunity cost of monies. For liquidity services, the standard choice is the CES 
functional form. For opportunity costs, nominal interest rates or the expected rate of 
depreciation of the domestic currency are normally chosen. 30 Agenor and Khan (1996) 
provide an elaborate example, whereby a two-step procedure is used to derive the 
currency substitution ratio. First, a representative agent performs an intertemporal 
optimisation of his utility subject to budget and cash-in-advance constraints to obtain 
the desired long-run currency composition. Second, in a multiperiod cost-of- 
adjustment framework, adopted from the buffer stock money approach, he minimises 
the quadratic loss function to determine the actual short-run ratio. The resulting 
currency substitution ratio depends on its own once-lagged value and forward-looking 
variables, a geometrically declining weighted sum of the opportunity cost variable, 
which include parallel market premium on foreign exchange, the rate of depreciation 
and foreign nominal interest rates. The model is tested on quarterly data using an 
errors- in-variab le procedure for ten developing countries: Bangladesh, Brazil, 
Ecuador, Indonesia, Malaysia, Mexico, Morocco, Nigeria, Pakistan and the 
Philippines. This model performs better than previously used partial adjustment 
models and yields statistically significant coefficients. The empirical results imply the 
significance of currency substitution in determining domestic money demand in these 
countries. 
In the third group, Giovannini and Turtelboom (1994) place those models that 
start with a representative agent's intertemporal dynamic optimisation problem, 
usually with both monies entering the agent's utility function. Such dynamic 
optimisation-type models have the advantage of explicitly deriving domestic demands 
for assets from 'first principles. ' Even so, these models can be criticised for their 
assumptions about liquidity services performed by domestic and foreign currencies, 
30 Examples can be found in Miles (1978), Bordo and Choudhri (1982), Bana and Handa (1990). 
and for the inclusion of monies in the utility function. 31 In the most recent approach, 
the authors start from first-order conditions. Then, utilising cross-equations 
restrictions from the assumption of rational expectations, through the Generalised 
Method of Moments by Hansen (1982), they recover the parameters of interest that 
characterise consumer preferences, e. g. real consumption, real domestic and foreign 
money balances and the elasticity of currency substitution. Explicitly accounting for 
uncertainty, the model by Bufman and Leiderman (1993) with nonexpected utility 
approach allows for intertemporal substitution and risk aversion parameters to be 
estimated separately. As with the models in the second group, the CES assumption on 
the liquidity services provided by different currencies is standard. 32 Among its several 
advantages, CES specification allows for both the elasticity of currency substitution 
and the share of currency substitution in the production of liquidity services to be 
estimated. This is important because even in the presence of the high elasticity of 
currency substitution a low share of foreign currency in the production of liquidity 
services means that currency substitution is irrelevant. 
Obviously, empirical models from the third group are superior to those from 
the first and the second groups, because they more closely replicate the underlying 
theoretical models. 
Finally, apart from testing for the presence of currency substitution explicitly, 
many studies choose an indirect way of testing for the consequences of currency 
substitution. Researchers mainly concentrate on testing the stability of the demand for 
domestic money 33 and the behaviour of inflation. 34 It is standard to use a broad 
monetary aggregate (M2) when testing the stability of the domestic money demand, 
because narrower monetary aggregate (Ml) estimates do not reveal any noticeable or 
statistically significant effects of currency substitution. 
The stability of the domestic money demand was studied by Arrau, De 
Gregorio, Reinhart, and Wickham (1991) in the sample of ten developing countries. 
They argue that financial innovation is the missing ingredient that causes a great deal 
of problems for econometric studies. They link financial innovation and dollarization 
together, and apply a financial innovation variable in their specification of the 
domestic money demand equation. They show that for certain high-inflation countries 
31 See Calvo (1985), Marquez (1987), Bufman and Leiderman (1992 and 1993), Rojas-Suarez (1992), 
Irnrohoroglu (1994 and 1996), McNelis and Asilis (1992). 
32 See Bufman and Leiderman (1992 and 1993), and Inirohoroglu (1994 and 1996). 
33 Savastano (1992); Arrau, De Gregorio, Reinhart, and Wickham (1991). 
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(e. g. Argentina, Israel and Mexico) the inclusion of financial innovation variable helps 
solve all problems encountered by the standard domestic money demand 
specifications (such as forecasting, quality, autocorrelations of errors, unrealistic 
parameter values). 
McNelis and Asilis (1992) examine the stability of inflation. Their main 
findings are that under low transaction costs or an increasing degree of currency 
substitution, the dynamic paths of domestic inflation and real money balances are 
highly volatile, i. e. small variations in the level of currency substitution cause large 
variations in the rate of inflation. Their GARCH estimates of the simulated data are 
consistent with those of the real time-series for Argentina, Bolivia, Mexico and Peru. 
Rojas-Suarez (1992) tests the hypothesis that currency substitution is an 
important channel of transmission of domestic fiscal and monetary policies to the 
behaviour of inflation rate in Peru. To test this, she uses a VAR representation of a 
dynamic equation for inflation rate that includes the lagged ratio of domestic to 
foreign money (the standard measure for the level of currency substitution) as an 
explanatory variable. The idea is that while government is using the inflation tax to 
finance an unsustainable budget deficit, the economic agents do their best to avoid this 
kind of taxation by increasing the velocity of domestic money and by switching to the 
use of foreign currency. To keep up with their needs for finance and to counter-attack 
the agents' efforts, the governinent needs to increase the rate of monetary growth, 
thus, there is a potential role for currency substitution in the monetary transmission 
mechanism. Indeed, empirical estimates show that the coefficient on the lagged 
currency substitution variable rose significantly during the recent hyperinflation 
episode in Peru (August 1985 to June 1990). The increase indicates that agents speed 
up their adjustment (through the use of foreign currency) as inflation accelerates. 
Data and Methodology 
The data sample was compiled from various sources. The time series for 
government expenditures came from two World Wide Web (WWW) data sources: the 
Central Statistical Bureau of Latvia and Latvia's Ministry of Finance. Consumer price 
index data are taken from IMF International Financial Statistics monthly 
34 McNells and Asills (1992); Rojas-Suarez (1992). 
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publications. The rest of data, unless stated otherwise, has been provided by the Bank 
of Latvia Monetary Reviews, which are published quarterly and posted on the Web. 
These reviews contain all the major economic data on Latvia. All the time series, with 
the exception of the interbank overnight lending rate and time series related to the 
nominal gross domestic product, start on January 1993 and end on June 1999, and 
hence, cover 78 monthly observations. The nominal gross domestic product time 
series runs from the first quarter of 1993 to the second quarter of 1998. 
Why this sample? Data prior to 1993 is poorly recorded, and more important, 
Latvia had not yet achieved full monetary independence. During 1992, the Russian 
rouble and Latvia's national currency circulated side by side, and there is no reliable 
data on their relative shares in the total money supply. Therefore, econometric 
analysis related to currency substitution needs to be done on data after 1992. The data 
sample finishes in June 1999 due to data availability at the time of the research. The 
sample size is optimal in the sense that, even after taking first and second differences 
from time series, we are still left with more than a full six years of data, which is very 
important for modelling and adjusting for seasonal effects. Seasonality is strongly 
present in time series of inflation and government expenditures. As a technical 
reference for modelling seasonality, the book edited by Hylleberg (1992) was 
consulted. We decided to apply ARIMA X- II CENCUS 11 method 35 of seasonal 
adjustment to government expenditures time series only, because testing for the 
presence of seasonality in inflation time series produced only weak evidence of 
seasonality. Note that seasonal adjustment can affect the power of cointegration tests, 
although cointegration vectors themselves are invariant to this trans formation. 36 
Can we trust data on transition economies? Put shortly, no. The main reasons 
are poor accounting and reporting practises, as well as the constantly changing 
methodologies of national statistics. These and other numerous reasons are well 
documented in, for example, Bartholdy (1996) or Economic Survey of Europe in 
1993-1994. Typical for social science is an acknowledgement that it is not possible to 
recreate a better quality time series. It is fully applicable here, and we are forced to 
work with the data we have. 
Let's take a closer look at the major time series. Note that, unless stated 
otherwise, a natural logarithm transformation was applied to all time series except the 
35 The robustness of X- II Census II method for single time series seasonal adjustment is widely known 
and accepted, see, for example, Engle (1992) for comparison with other methods. 
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interest rate time series. Following Savastano (1992), we adopt the following 
definition for the measure of currency substitution. Currency substitution is defined by 
the ratio of foreign currency deposits (FCD) to M21) monetary aggregate. M21) is the 
sum of MI and time deposits in lats (the national currency of Latvia), where Ml, in 
turn, is the sum of currency in circulation and demand deposits in lats. Therefore, 
M21) is a measure of domestic money supply. This measure of currency substitution is 
only a proxy for a real level of currency substitution in the economy, but it gives a 
lower bound for the level of currency substitution. Currency substitution ratio and its 
components are presented on Figure I and Figure 2 respectively, see Appendix B for 
Chapter 4, where all graphics is collected. These are original time series (no 
transformations are applied) running from January 1993 until June 1999. M21) and 
FCD are in millions of lats and currency substitution ratio times 100% shows the 
relative size of FCD to M21) in percentage. We observe the following evolution of 
currency substitution ratio. We enter 1993 with a high level of currency substitution, 
around 58%. This reflects high level of uncertainty at the onset of reforms and low 
degree of confidence in the newly established national currency. Gradually, sound 
economic policies and a firm monetary stance by the Bank of Latvia helps change the 
situation. The level of currency substitution falls significantly by early 1994 to around 
38%. The fall is steep, as most members of the public prefer not to hold foreign 
currency. Moreover, the newly established commercial banks have only rudimentary 
facilities for dealing with foreign currencies. Around May 1995, the first large 
banking crisis arrives. Due to fraudulent behaviour by the top management, the largest 
commercial bank in Latvia, Banka BaltUa, goes bust. This leads to the bankruptcy of 
many other smaller commercial banks, as well as a contraction of GDP. With the 
collapse of public confidence, currency substitution jumps back to its old level of 
58%. Again, the government and monetary authorities take a firin stance, refusing to 
bail out the f ailing banks. This helps reverse the situation, and by the end of 1995 the 
currency substitution level is down to around 48%. In the period from January 1996 to 
the end of summer 1997, we observe the turbulent behaviour of the currency 
substitution level, which fluctuates within a range of 43% and 51%. After autumn 
1997, we observe a steady, but slow, decline in the level of currency substitution, 
which falls to 40% at the beginning of 1999. it is worth noting that the trend of this 
second decline is much flatter than that of the first decline in 1993. This may indicate 
" For details see Ericsson, N. R. (1998, p. 299) and Ericsson, Hendry, and Tran (1994, pp. 179-224). 
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a significantly increased persistence in the phenomenon of currency substitution, and 
the presence of hysteresis effect. This can be partly explained by the fact the public is 
now in the habit of using foreign currencies, as well as developments in the financial 
markets. Nevertheless, this level of currency substitution is very high, especially, 
taking into account good track record of Latvia's monetary authorities, improving 
economic conditions and single-digit inflation. It remains to be seen whether the 
declining trend of the level of currency substitution will continue until it meets natural 
limits, or the abnormally high level of currency substitution will persist. A timeline of 
major political and economic events in Latvia is provided in Appendix A for Chapter 
4. 
We turn now to methodological issues. The debate on what is econometrics 
and how to use it has simmered since the 1970s, and no consensus is in sight. 
Nevertheless, some general agreements on model specification methodology are in 
place. These points of consensus are: 
1. The important role of economic theory as a guidance to model 
specification; 
2. Model residuals should be white noise; 
3. General-to -specific testing down approach is preferred to attempts to cure 
a simple but misspecified model; 
4. Misspecification tests should be performed simultaneously and should be 
taken into account; 
5. The performance of a model on the out-of-sample data set is an important 
criteria; and, 
6. Encompassing test should be reported whenever possible, and the path by 
which a researcher came to the selected specification should be exposed as 
fully as possible. 
A brief summary of major viewpoints is presented in Kennedy (1998, pp. 73-90), and 
a fuller account of different views on econometric methodology may be found in the 
brilliant book edited by Granger (1990). We shall follow 'the London School of 
Economics methodology' guidelines, which blend together time series methods and 
economic theory, and whose main proponent is Professor David Hendry. 
The formal model building process can be divided into four steps, as in Pagan 
(1990). First, we fon-nulate a general unrestricted model (GUM), which includes all 
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variables suggested by and consistent with economic theory. We restrict dynamics, i. e. 
lag length, as few as possible in a view of a sample size limitation. Second, we 
reparameterize the model to near orthogonal variables taking care of interpretability 
issue. For example, the regression Y(t) = Po + P1 *X(t) + P2*X(t-1) + 60) Most 
probably will suffer from collinearity problems because of high correlation between 
regressors X(t) and X(t-1). This problem, however, can be easily avoided by a one-to- 
one transformation to the following regression form Y(t) = ao + cc I *AX(t) + cc2 *X(t- 1) 
+ F, (t), where cto = Po, (xi = P15 U2 = PI + P2, and the correlation between regressors is 
very low, i. e. they are nearly orthogonal. Third, we simplify the model by deleting 
statistically insignificant variables and combining them into interpretable 
combinations. The fourth, and last, step is analysis of residuals and predictive 
performance of the model. Following the building stage the next six criteria are used 
for model selection, as by Gilbert (1990). First, the model should be data admissible, 
for example, unemployment rate values should be between 0 and 1; positivity 
restrictions have to be met. Second, the model should be consistent with some theory. 
Third, regressors should be at least weakly exogenous, with strong exogeneity 
necessary for forecasting exercise. Failure to have weakly exogenous regressors can 
seriously impair the efficiency and unbiasedness of the estimators in small samples, 
especially, for non-stationary, I(l) time series. 37 If weak exogeneity cannot be 
guaranteed, then the Instrumental Variable (IV) method should be applied for 
estimations, or system modelling should be committed. Fourth, estimated parameters 
should exhibit constancy over the sample. This is especially important if we are 
planning to use our model for forecasting purposes. Fifth, the model should be data 
coherent, i. e. model should have white noise errors. Sixth, the model should 
encompass a wide range of rivals, or, in case of a single equation linear model, it 
should exhibit variance dominance. A recent set of papers by Ericsson, Hendry, and 
Mizon (1998), Ericsson (1998), Hendry and Mizon (1998) provides a fresh and 
expanded exposition of these issues, including more theoretical elaboration, practical 
examples and references, with a special emphasis of their relevance to policy analysis. 
Using Hendry's language (1995, pp. 544-547), we place our approach 
somewhere between theory-driven approaches and data-driven approaches. That is, 
37 This happens as information gets lost when a conditional model is used instead of the system in the 
presence of a weak exogeneity failure, see Banerjee, Donaldo, Galbraith, and Hendry (1993, pp. 244- 
52,268,288-91). More potential troubles of invalid exogeneity assumption are exposed in Ericsson, 
Hendry and Mizon (1998, pp. 370-2). 
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while being guided by the economic theory on the set of possible explanatory 
variables and their relationships, we do not reject data evidence that some of these 
variables are not significant, and some others not suggested by theory should be 
added. Also, in interpreting results of econometric analysis for small samples of poor 
quality data contaminated by structural breaks (as our sample is), special care is 
needed before making definitive conclusions. It is very plausible that this kind of data 
set is unable to discriminate for the subtle effects we are searching to be estimated, for 
example, the role of volatility in determining the level of currency substitution. 
Univariate modelling 
We now turn to a univariate modelling approach for currency substitution 
phenomenon. The purpose of a univariate time series modelling is, as stated in Harvey 
(I 990a and 1990b), to explain the behaviour of the variable using its past observations 
only. In other words, we try to explain the salient features of the time series under 
investigation without reference to any possible explanatory variables. The resulting 
model can be used as a benchmark model, against which larger models with 
explanatory variables should be tested. Their performance in the sample and forecast 
accuracy out of the sample must be at least slightly better than those of a benchmark 
model, otherwise they should be rejected on the basis of the principle of parsimony. 
This strict principle of forecasting perforinance, however, may not need to be applied 
to cases where the goal is to develop a structural model to capture the relationships 
among different variables. 
The methods of a univariate modelling approach was greatly shaped by Box- 
Jenkins ARIMA methodology in 1970s. Modem technical references for time series 
analysis can be found in Hamilton (1994) and Enders (1995). Bearing upon this 
influence, our analysis starts from reviewing autocorrelation functions of the variables 
under investigation. Figure 3 and Figure 4 present an autocorrelation and partial 
autocorrelation functions for currency substitution ratio respectively, together with the 
values of standard errors and Box-Ljung statistics. As suggested from these figures, 
currency substitution is a simple autoregressive process of order one. However, 
extreme caution should be exercised when choosing the order of the process. It is 
advisable to start with a more general model and later test it down. Also visual 
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examination of CS time series reveals a number of breaks. These discontinuities in the 
process impact on its memory horizon by shortening it. All this suggests to use 
impulse dummy variables for clearly identified breaks in CS time series, and to start 
with autoregressive process of higher order than one. Direct estimations indeed 
confirm this guess: the CS ratio is well represented by the second order autoregressive 
process. 38 
Table I Estimation Results of AR(2) Model for CS Ratio 
Modelling LCS by OLS 
The present sample is: 1993 (3) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob HCSE PartR A2 
Constant -0.061189 0.035916 -1.704 0.0929 0.044078 0.0398 
LCS 1 0.74083 0.070161 10.559 0 0.082375 0.6143 
LCS 2 0.18807 0.071093 2.645 0.0101 0.077044 0.0909 
D93dec -0.29315 0.043556 -6.73 0 0.009201 0.3929 
D95may 0.37188 0.043839 8.483 0 0.008471 0.5069 
D95dec -0.19213 0.044485 -4.319 0.0001 0.01559 0.2104 
R2=0.879687, F(5,70) = 102.36 [0.0000], (y = 0.0428337, DW = 2.03 
RSS = 0.1284310973 for 6 variables and 76 observations 
ulag"Otillub lubib 
AR 1- 5 F(5,65) = 1.0107 [0.4187] 
ARCH 5 F( 5,60) 1.4491 [0.2200] 
Normality ChiA2(2)= 4.0707 [0.1306] 
XiA 2 F( 7,62) = 1.8864 [0.0870] 
Xi*Xj F( 8,61) = 1.7464 [0.1058] 
RESET F( 1,69) = 1.3005 [0.2581] 
Where LCS stands for natural logarithm transformation of the original 
currency substitution time series, LCS-I is the value of currency substitution ratio 
lagged once, i. e. LCS(t-1), D93dec stands for impulse dummy variable for December 
1993 39 1 RSS 
is residual sum of squares, and the rest of the notations and definitions 
are explained in Appendix C. Econometric tests for Chapter 4. The diagnostics test for 
the model does not reveal any problems or misspecification. Model graphic analysis is 
presented on Figure 5, Figure 6, and Figure 7. As can be seen, recursive estimates 
show no problems with parameters constancy over the estimated sample. Residuals 
38 The results here and below were obtained using PcGive version 9.10 (see Hendry and Doomik 
(1996)), and PcFimI version 9.10 (see Doornik and Hendry (1997)). 
39 This dummy reflects the strong rise in confidence in a newly introduced national currency. Next 
dummy for May 1995 reflects the banking crisis events, and dummy for December 1995 reflects the 
omission from accounting of the failed banks. 
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autocorrelation and partial autocorrelation functions are presented in Figure 9 and 
Figure 10. As expected, they behave like a white noise process. 
The dynamic model for currency substitution can be solved with respect to 
long run horizon properties. 
Solved Static Long Run 
LCS = -0.8606 -4.123 D93dec +5.23 D95may -2.702 D95dec 
(SE) (0.08195) (2.726) (3.444) (1.951) 
The Static Long Run solution (neglecting dummies) gives the value of CS ratio 
around 42%. 
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Another important dynamic characteristic of the model, dynamic multiplier, 
can be calculated. The collection of dynamic multipliers for times t, t+1, t+2, ... is the 
impulse response ftinction of the model. It shows the evolution of CS ratio in response 
to a unit change in innovation (a unit shock). Following Hamilton (1994, Ch. 1), it can 
be shown that in our case the expression for dynamic multiplier is given by the 
following equation 
Equation 50 AR(2) Model for CS and its Dynamic Multipliers 
CS, = 0.74 - CS, j + 0'19 * CSI-2 + Const + Dummies + 6, 
dCS 
"j - 0.1 8-(-O. 20)i + 0.82-(0.94)j, j=0,1,2 dr- 
, 
As can be seen from Figure 11, the impact eventually dies out. After 24 
months less than 20% of the initial shock remains. This kind of behaviour is in sharp 
contrast with the behaviour of non-stationary processes such as random walks, where 
the impact of a shock does not die out no matter how long ago the event took place. 
We would say such a process has an infinitely long memory; quite distinct from the 
short memory of the CS ratio. 
Finally, we checked this model forecast for accuracy. We take a year of data, 
twelve monthly observations, out of sample for testing. 
40 CS(%)=exp(-0.86)* 1 00%=42%. 
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Table 2 Forecast Estimates of AR(2) Model of CS 
Modelling LCS by OLS 
The present sample is: 1993 (3) to 1999 (6) less 12 forecasts 
The forecast period is: 1998 (7) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob HCSE 
Constant -0.0711 0.038108 -1.866 0.0671 0.045663 
LCS-1 0.7402 0.073188 10.114 0 0.081707 
LCS-2 0.1718 0.073057 2.352 0.0221 0.073364 
D93dec -0.2945 0.04379 -6.725 0 0.009322 
D95may 0.36538 0.044302 8.247 0 0.008401 
D95dec -0.19147 0.044763 -4.277 0.0001 0.016015 
R"2 0.881197, F(5,58) = 86.041 [0.0000], cy = 0.0430326, DW = 2.01 
RSS 0.1074044994 for 6 variables and 64 observations 
Analvsis of I-stev forecasts 
Date Actual Forecast Y-Yhat Forecast SE t-value 
1998 7 -0.80478 -0.79946 -0.00531 0.0433975 -0.12245 
1998 8 -0.82448 -0.80446 -0.02002 0.0433998 -0.46131 
1998 9 -0.87516 -0.81965 -0.05552 0.0434344 -1.27817 
1998 10 -0.87046 -0.86054 -0.00992 0.0436459 -0.22727 
1998 11 -0.90858 -0.86577 -0.04281 0.043625 -0.98132 
1998 12 -0.90434 -0.89318 -0.01116 0.0437826 -0.25491 
1999 1 -0.92336 -0.89659 -0.02678 0.0438246 -0.61097 
1999 2 -0.84037 -0.90994 0.069574 0.0438887 1.58524 
1999 3 -0.92941 -0.85178 -0.07763 0.0440675 -1.76157 
1999 4 -0.94839 -0.90342 -0.04496 0.0440923 -1.01976 
1999 5 -0.98345 -0.93277 -0.05068 0.0440857 -1.1495 
1999 6 -0.94071 -0.96198 , 0.021277 0.044377 0.479448 
Tests of parameter constancy over: 1998 (7) to 1999 (6) 
Forecast Chi"2(12)= 11.985 [0.4469] 
Chow F(l 2,58) = 0.94622 [0.5090] 
uiagnobuuti LUbLb 
AR 1- 5 F( 5,53) = 0.83985 [0.5275 
ARCH 5 F( 5,48) = 1.0631 [0.39251 
Normality Chi, 12(2)= 5.4725 [0.0648] 
XiA 2 F( 7,50) = 1.9317 [0.0840] 
Xi*Xj F( 8,49) = 1.8569 [0.0888] 
RESET F( 1,57) = 3.1148 [0.0829] 
Parameters are constant over the forecast period. The average forecast standard 
error is 4.38% and never exceeds 4.44%, see Figure 8. This is not a bad result for such 
a simple model. Additionally, we present 3-step ahead forecasts (i. e. a quarter ahead 
forecasts which can be of particular interest to policy makers), and pure dynamic 
forecast for this model, see Figure 12 and Figure 13. Their performance is quite 
satisfactory; the forecast variable hardly ever crosses error bounds. 
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We now move to the next stage of finding explanatory variables that may be 
helpful in creating a better model of currency substitution phenomenon. 
Multivariate modelling 
For the initial choice of candidates for explanatory variables, standard 
economic theory and a few theoretical observations in my PhD thesis (Chapter 3) give 
some guidance. We choose the following set of plausible explanatory variables and 
their lags: the currency substitution ratio, the real effective exchange rate, inflation 
rate, net foreign assets of central bank, share of total trade (export plus import) to 
nominal gross domestic product (GDP), share of government expenditures to nominal 
GDP, real spread on long term deposits in lats and foreign currency, spread on short 
term credits, volatility of government expenditure share and dummies for structural 
breaks. Plots of their levels and first differences are presented in Figure 14 and Figure 
15. Also see Table 3 Data Description below. 41 
Table 3 Data Description 
Notation IDefinition jUnits IPublication source 
M21D IlDomestic money supply. Sum IMillion, 113ank of Latvia, Monetary 
of currency in circulation and LVL Review (quarterly) 
demand and time deposits in 
lats. 
FCD Foreign currency deposits. Million, Bank of Latvia, Monetary 
LVL Review (quarterly) 
CS Currency substitution ratio, N/A Calculated 
FCD/M2D. 
RER Real effective exchange rate Index Bank of Latvia, Monetary 
number Review (quarterly) 
LDP Average monthly inflation rate. % Calculated from IMF IFS 
priceindex 
CBNFA Central bank net foreign Million, Bank of Latvia, Monetary 
assets. LVL Review (quarterly) 
TT Share of total trade in nominal Million, Calculated from Bank of 
GDP. LVL Latvia, Monetary Review 
(quarterly) 
SALZ Share of government Million, Central Statistical Bureau 
expenditures (central LVL of Latvia and Ministry of 
government basic budget) in Finance. Calculated using 
nominal GDP. Seasonally Census 11 X-1 1 ARIMA 
adjusted. method. 
RspLT Real spread on long term % Calculated from Bank of 
deposits in lats and foreign Latvia, Monetary Review 
currency. (quarterly) 
STcrS Spread on short-term credits in % Calculated from Bank of 
" Table includes M213 and FCD because they are CS ratio components. 
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lats and foreign currency. Latvia, Monetary Review 
(quarterly) 
VarZ Volatility of government N/A Calculated as squared 
expenditures. residuals from AR(4) model 
of SALZ, multiplied by 100. 
Note. Unless stated otherwise, for any variable X: LX means natural logarithm 
transformation of X, DX means first difference of X, DX(t)=X(t)-X(t-1). 
Some possible justifications for choosing these variables are as follows. The 
real effective exchange rate is included, because, in dealing with foreign currencies, 
we would expect economic agents to use some kind of exchange rate to convert their 
money holdings to a common denomination before the decision-making process. 
Since agents use a number of currencies, and inflation rate enters our analysis 
explicitly as a separate variable. Thus, the real effective exchange rate seems to be the 
best indicator linking domestic and foreign economies. The rate of inflation has 
always been an important determinant of agent decision-making as it reflects the 
opportunity cost of holding money balances. The net foreign assets of the central bank 
are included because the Bank of Latvia has pegged the lat to the SDR. Thus, the 
Bank of Latvia spends considerable energy maintaining adequate reserves in prime 
foreign currencies (USD, DEM, GBP), and often intervenes in foreign exchange 
markets. The share of total trade to GDP is the general indicator of openness of the 
economy, which often increases reliance on foreign currencies. Spreads on deposits 
and credits are another important indicator of the relative value of currencies for 
households and firms, respectively. Since households are the major source of foreign 
currency, and firms only use it to finance short-term investments and trading 
activities, we can expect both spreads to be important in the short run, and only the 
deposit spread in the long run. The share of government expenditures to GDP may be 
significant depending on how the government chooses to finance its debt. For 
example, printing more money or raising taxes will both have serious implications for 
the economy. Volatility of the share of government expenditures to GDP reflects the 
level of risk and general instability in the economy, which are partly represented by 
the behaviour of inflation rate and real effective exchange rate. We would normally 
expect CS ratio to rise when instability increases. 
Pre-testing: Unit root tests and stationarity issues 
Before committing modelling with the general unrestricted model (GUM), we 
conduct a set of tests to assess stationarity of our variables, the presence of unit roots 
123 
and order of integration. These tests are important, because if some of variables are 
non-stationary I(I) processes then we may get spurious regression results. Moreover, 
long-run properties of the system with non-stationary variables that are neither 
differenced nor combined into cointegrated vectors can be quite dubious. 
The Augmented Dickey-Fuller test (ADF test) included in PcGive software 
was used to test for unit roots, see Appendix C. Econometric tests for Chapter 4 for 
details. Methodology of testing is from general to specific as advocated by Donaldo, 
Jenkinson, and Sosvilla-Rivero (1990) and explained in Enders (1995, pp. 256-8). 
Also we should notice that the ADF test, as other unit root tests, has very low power, 
and cannot distinguish between unit root and near unit root processes, or between 
trend stationary and drifting processes. The results are summarised in the following 
table (null hypothesis is unit root). 
Table 4 Unit Root Tests 
Unit-root tests 1993 (3) to 1999 (6) 
Critical values: 5%=-2.9 1%=-3.517; Constant included 
t-adf Beta Y-1 sigma lagl t-DY-lag t-prob F-probj AIC 
LCS -2.8479 0.79850 0.071040 1 -0.23607 0.8140 -5.2503 
LCS -3.0832* 0.79344 0.070586 0 0.8140 -5.2759 
LTT -3.2002* 0.73340 0.10072 1 -2.3382 0.0221 -4.5521 
LTT -4.1159** 0.66765 0.10372 0 0.0221 -4.5062 
LDP -3.7233** 0.62949 0.011218 1 -0.30592 0.7605 -8.9419 
LDP -4.2393** 0.61709 0.011149 0 0.7605 -8.9669 
Unit-root t ests 1993 ( 3) to 1999 (9). Extended sample. 
Critical values: 5%=-2.898 1%=-3.514; Constant included 
LCS -3.1060* 0.7888 
ý 0.070088 ý1ý -0.10748 ý 0.915 -5.279 1 
LCS 
ý 
-3.2830* 0.78679 0.069637 0 0.915 -5.304 
Unit-root tests 1993 (4) to 1999 (6) 
Critical values: 5%=-2.9 1%=-3.519; Constant included 
RspLT -1.919ý 0.90445ý 9.0379 
ý1ý0.052537ý 0.958 4.442 
RspLT -1.9698 0.90503 8.9759 
0ý0.958 4.4154 
Unit-root tests 1993 (4) to 1999 (6) 
Critical values: 5%=-2.9 1%=-3.519; Constant included 
STcrS -9.1675** 
ý -0.03399ý 14.247 
ý05.3394 
VarZ 
ý-7.5609** 
0.12565 0.58005 0 -1.063 
Unit-root tests 1993 (5) to 1999 (6) 
Critical values: 5%=-2.901 1%=-3.52; Constant included 
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LCBNFA -0.51063 0.99173 0.050459 3 1.2278 0.224 -5.908 
LCBNFA -0.56969 0.99075 0.050641 2 0.16114 0.872 0.224 -5.913 
LCBNFA -0.58368 0.9906 0.050293 1 2.2871 0.025 0.468 -5.94 
LCBNFA -0.89433 0.98534 0.051749 0 0.091 -5.896 
Critical values: 5%=-3.47 1%=-4.085; Constant and Trend included 
LCBNFA -2.6673 0.86745 0.04842 3 1.9231 0.059 -5.978 LCBNFA -2.2381 0.88976 0.049358 2 0.68952 0.493 0.059 -5.952 LCBNFA -2.1482 0.89702 0.049173 1 2.549 0.013 0.131 -5.972 LCBNFA -1.9362 0.90381 0.051041 0 0.017 -5.911 
Unit-root tests 1993 (5) to 1999 (6) 
Critical values: 5%=-3.47 1%=-4.085; Constant and Trend included 
LRER -4.8017** 0.83455 0.024737 3 0.86915 0.388 -7.321 
LRER -4.7415** 0.838 0.024693 2 2.0004 0.049 0.388 -7.337 
LRER -4.3675** 0.84997 0.025217 1 4.4418 0 0.101 -7.308 
LRER -4.5170** 0.82747 0.028349 0 1 E-04 -7.087 
Unit-root tests 1993 (5) to 1999 (6) 
Critical values: 5%=-2.901 1%=-3.52; Constant included 
SALZ -1.6159 0.91167 0.1122 3 -0.9718 0.335 -4.31 
SALZ -1.7907 0.90336 0.11215 2 0.74512 0.459 0.335 -4.323 
SALZ -1.6983 0.90982 0.1118 1 -5.1927 0 0.476 -4.342 
SALZ -2.649 0.8411 0.13041 0 0 -4.048 
The conclusion is that all variables are stationary and integrated of order zero, 
1(0), except for the real spread of long-tenn deposits (RspLT), the log of central bank 
net foreign assets (LCBNFA) and the seasonally adjusted (by Census 11 X- II ARIMA 
method) share of government expenditures to nominal GDP (SALZ), which are non- 
stationary and are integrated of order one, I(l). Other notation used is LTT - log of 
total trade share in GDP, LDP - inflation rate, STcrS - short term credit spread, VarZ 
- volatility of the share of government expenditures, LRER - log of the real effective 
exchange rate. The hypothesis of the unit root in the CS ratio time series was rejected 
only at 5% significance level, both in the original and extended sample sizes. Bearing 
in mind the results of a univariate time series modelling for the CS ratio, one might 
argue that it is a stationary, rather than a non-stationary, process. Also if we regress 
CS one constant and three dummies for structural breaks, as used in Table 1, then 
saved residuals from this regression do not contain the unit root even at 1% 
significance level. Finally, the absence of unit root in CS time series is consistent with 
the theoretical knowledge that its values must belong to a closed interval between zero 
and one. 
125 
Nevertheless, looking for more certainty on the issue of stationarity of our 
variables we conducted additional unit-root testing. In particular, we turned to more 
robust and powerful tests than the ADF test. The first one is the test suggested by 
Elliott, Rothenberg, and Stock (1996) and called the Dickey-Fuller GLS (DF-GLS). 
As noted by Maddala and Kim (199 8, p. 113), it is a point optimal test, which is the 
second best when uniformly most powerful test does not exist, as is the case for the 
unit root testing. The second one is the Phillips-Perron test (PP) developed by Phillips 
and Perron (1988), which is a non-parametric alternative to ADF test. Maddala and 
Kim 1 8, p. 107) suggest that PP test is more powerful than DF test. Also the survey 
of Monte-Carlo studies presented in Maddala and Kim (1998, pp.: 100- 130, and 218) 
leads to the following ranking of our choice of three unit-root tests by power of the 
test: DF-GLS, PP, and ADF. Therefore, we report the results of all three tests for each 
of our variables. When the test results are conflicting for some of variables we make 
our final decision (the rightmost column) on the basis of above ranking. 
Table 5. More Unit Root tests and Stationarity assessment 
Variables Results of Unit Root Tests 
DF-GLS PP ADF 
Stationarity 
LCS 1(1) 1(0) 1(0) 1(1) 
LRER I(i) 1(1) 1(0) 1(1) 
LDP 1(0) 1(0) 1(0) 1(0) 
LCBNFA I(i) I(i) I(i) I(i) 
LTT 1(1) 1(0) 1(0) 1(1) 
SALZ 
RspLT 1(0) 1(1) 1(1) 1(0) 
VarZ 1(0) 1(0) 1(0) 1(0) 
STcrS 1(0) 1(0) 1(0) 1(0) 
Notes for the table. Results of DF-GLS and PP tests are from STATA 7 software package; ADF test 
results are from PcGive version 9.10. Notes for DF-GLS test from STATA 7 help: "The maximum lag 
order for the test is by default calculated from the sample size, using a rule provided by Schwert (1989) 
using c= 12 and d=4 in his terminology. If the maximum lag order exceeds one, the test is performed for 
each lag, with the sample size held constant over lags at the maximum available sample. If the 
maximum lag order exceeds one, the optimal lag order is calculated by the Ng-Perron (1995) sequential 
t test on the highest order lag coefficient, stopping when that coefficient's p-value is less than 0.10. The 
lag minimizing the SC (BIC) criterion is reported by the software with its minimized value. The lag 
minimizing the Ng-Perron (2000) modified AIC, or MAIC, is also reported by the software with its 
minimized value. Ng and Perron have established that the MAIC may provide "huge size 
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improvements" in the DF-GLS context. Our lag choice for DF-GLS test is never less than one 
suggested by BIC or MAIC criteria. " 
As can be seen from the above table this second round of unit root testing 
reverse some of our earlier conclusions on stationarity that were based solely on the 
results of ADF tests. In particular, variables LRER and LTT are now regarded as I(l) 
variables, while RspLT on the contrary is deten-nined to be 1(0) variable. Finally, with 
regard to the properties of LCS the DF-GLS test, the most powerful of three tests 
employed: DF-GLS, PP, and ADF, suggests that it is more efficient to consider this 
variable to be an I(l) process, and that asymptotic distributions of statistics for non- 
stationary I(l) processes will provide better finite sample approximation for LCS. 
Therefore, following a practical advice by Hamilton (1994, pp. 652-3) we conduct two 
separate studies. At first we proceed with system modelling and reduction on the 
assumption of stationary CS ratio, i. e. LCS is regarded as 1(0) variable. Later we 
repeat the analysis on the assumption of non-stationary CS ratio, i. e. LCS is regarded 
as I(l) variable. Finally, we compare the results. We do it because the behaviour of 
currency substitution (LCS) is the focal interest of this research. 
Modelling Currency Substitution ratio: the stationary case study 
Everywhere in this subsection we regard LCS as a stationary, 1(0) variable. At 
first we conduct Granger causality tests that can reveal the potential value of one 
variable in explaining other variables. After weak exogeneity is established, the results 
of Granger causality tests can be utilised to assess the existence of strong exogeneity, 
which is necessary for multi-step ahead forecasting. Assuming that LCS is governed 
by a stationary, 1(0) stochastic process bivariate Granger causality can be tested by a 
conventional F tests. In non-stationary case for cointegrated variables the absence of 
Granger causality involves additional condition that the speed of adjustment 
coefficient be equal to zero 42 . In case cointegration analysis reveals no cointegration, 
conventional F tests can be applied to the equations with first differences of original 
I(l) variables. 
A bivariate Granger causality test is performed as explained in Hamilton 
(1994, p. 304). We regress our variables on lagged values of LCS. Then we conduct 
42 Enders (1995, p. 367). 
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Wald's test for linear restrictions, which are zero restrictions on coefficients of lagged 
LCS; test statistics has conventional F-distribution. Hendry and Mizon (1998, p. 269) 
have highlighted several of the potential difficulties and controversies with Granger 
causality, so we note that our test is quite sensitive to the choice of lag length. We 
control for this problem using the minimum lag length required to avoid problems in 
the diagnostics tests First, we test between LCS and LDP, RspLT, and VarZ, which 
are 1(0) processes; then, between LCS and first differences of LRER, LCBNFA, LTT, 
and SALZ, which are originally non-stationary, I(l) processes. 
Table 6. Bivariate Granger Causality Tests: Stationary CS case 
Modelling 1ý_SprLTcl by ( 
The present sample is: 19 
Variable 
Constant 
R_SprLTd_ l 
R_SprLTd_ 2 
R_SprLTd_ 3 
R_SprLTd_ 4 
R_SprLTd_ 5 
R_SprLTd 
_6 
R_SprLTd 
_7 
R_SprLTd 
_8 
R_SprLTd 
-9 
R_SprLTd 
_1 
0 
LCS-1 
LCS-2 
LCS-3 
LCS-4 
LCS-5 
LCS-6 
LCS-7 
LCS-8 
LCS-9 
LCS-1 0 
)LS 
93 (12) to 1999 (6) 
Coefficient Std. Error 
5.1586 8.6295 
0.34684 0.13792 
0.071341 0.14106 
0.2026 0.14323 
0.05948 0.13852 
0.24329 0.10851 
-0.02094 0.10866 
-0.10005 0.10909 
0.040751 0.11281 
0.10069 0.11155 
-0.18459 0.086255 
12.964 11.326 
-11.337 14.877 
5.852 14.294 
-2.5339 13.515 
6.4868 13.325 
-9.417 12.902 
5.5437 12.623 
-8.462 12.695 
-6.7364 12.536 
13.401 9.8814 
t-value 
0.598 
2.515 
0.506 
1.415 
0.429 
2.242 
-0.193 
-0.917 
0.361 
0.903 
-2.14 
1.145 
-0.762 
0.409 
-0.187 
0.487 
-0.73 
0.439 
-0.667 
-0.537 
1.356 
RA2 = 0.922097 F(20,46) = 27.224 [0.00001 CY = 5.304 DW = 2.01 
RSS = 1294.089498 for 21 variables and 67 observations 
1-12 F(l 2,34) = 
1- 6 F( 6,40) = 
CH 5 F( 5,36) 
rmality Chi"2(2)= 
2 F(40,5) = 
SET F( 1,45) 
1.2989 [0.2640] 
2.1843 [0.06471 
0.095435 [0.9924] 
23.836 [0.00001 
0.097938 [1.00001 
6.3933 [0.01501 
test for linear restrictions: Subset 
0.5529 
0.0155 
0.6154 
0.1639 
0.6696 
0.0298 
0.848 
0.3639 
0.7196 
0.3714 
0.0377 
0.2583 
0.4499 
0.6841 
0.8521 
0.6287 
0.4691 
0.6626 
0.5084 
0.5936 
0.1816 
PartRl2 
0.0077 
0.1209 
0.0055 
0.0417 
0.004 
0.0985 
0.0008 
0.018 
0.0028 
0.0174 
0.0905 
0.0277 
0.0125 
0.0036 
0.0008 
0.0051 
0.0114 
0.0042 
0.0096 
0.0062 
0.0384 
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as F(l 0,46) = 0.46962 [0.9010) 
restrictions on: LCS-1 LCS-2 LCS-3 LCS-4 LCS-5 LCS-6 LCS-7 LCS-8 LCS_9 LCS_l 0ý 
Modelling STcrS by OLS 
The present sample is: 1993 (5) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartRl2 
Constant -21.603 11.018 -1.961 0.0542 0.0558 
STcrS-1 0.050465 0.11265 0.448 0.6556 0.0031 
STcrS-2 -0.28671 0.098883 -2.9 0.0051 0.1145 
STcrS-3 0.23614 0.10525 2.244 0.0283 0.0719 
STcrS-4 -0.32441 0.094954 -3.417 0.0011 0.1522 
LCS-1 -17.734 22.049 -0.804 0.4242 0.0099 
LCS-2 12.43 29.008 0.428 0.6697 0.0028 
LCS-3 -27.103 27.73 -0.977 0.332 0.0145 
LCS-4 3.2519 21.028 0.155 0.8776 0.0004 
RA2 0.336941 F(8,65) = 4.1288 [0.0005] a= 12.0805 DW = 2.08 
RSS 9486.062061 for 9 variables and 74 observations 
AR 1- 5 F( 5,60) = 1.4064 [0.2350] 
ARCH 5 F( 5,55) = 4.314 [0.0022] 
Normality ChiA 2(2)= 9.1558 [0.0103] 
XiA 2 F(16,48) = 2.277 [0.0144] 
Xi*Xj F(44,20) = 12.905 [0.0000] 
RESET F( 1,64) 0.3999 [0.5294] 
ald test for linear restrictions: Subset 
nRes F(4,65)= 1.3836 [0.2494] 
,. ýro, restrictions on: LCS-1 LCS-2 LCS-3 LCS-4 
Modelling VarZ by OLS 
The present sample is: 1993 (3) to 1999 (6) 
Variable Coefficient Std. Error 
Constant 0.37973 0.54617 
VarZ-1 0.032734 0.12088 
VarZ-2 -0.008 0.11823 
LCS-1 -0.26381 1.091 
LCS-2 0.15622 1.1127 
D95dec -0.20229 0.67532 
D93dec 1.9758 0.6599 
D95may -0.4853 0.69684 
t-value t-prob PartRA2 
0.695 0.4893 0.0071 
0.271 0.7874 0.0011 
-0.068 0.9462 0.0001 
-0.242 0.8097 0.0009 
0.14 0.8888 0.0003 
-0.3 0.7654 0.0013 
2.994 0.0038 0.1165 
-0.696 0.4885 0.0071 
2=0.127797 F(7,68) = 1.4234 [0.2104] CY = 0.645087 DW = 1.91 
S= 28.29735066 for 8 variables and 76 observations 
11-12 
F(l2,56) = 
1- 6 F( 6,62) = 
1- 2 F( 2,66) = 
£H 5 F( 5,58) 
rmality Chi'2(2)= 
2 F(l 1,56) = 
Xj F(l7,50) = 
0.34914 [0.97531 
0.1935 [0.97751 
0.42401 [0.6562] 
0.10027 [0.99171 
84.458 [0.00001 
0.18574 [0.99781 
0.41857 [0.97421 
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RESET F( 1,67) = 1.9889 [0.1631] 
Wald test for linear restrictions: Subset 
UnRes F( 2,68) = 0.033867 [0.9667] 
Zero restrictions on: LCS-1 LCS-2 
Modelling LDP by OLS 
The present sample is: 1 93 (2) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartR A2 
LCS-1 0.000221 0.010442 0.021 0.9832 0 
Constant 1.7804 0.40743 4.37 0 0.2051 
LDP-1 0.61438 0.08839 6.951 0 0.395 
RA20.397168 F(2,74) = 24.377 [0.0000] CY = 0.0111502 DW = 2.04 
RSS 0.009200115044 for 3 variables and 77 observations 
AR 1- 5 F( 5,69) = 0.54504 [0.7415] 
ARCH 5 F( 5,64) = 1.0063 [0.4214] 
Normality Chi"2(2)= 23.244 [0.0000] 
Xi12 F(4,69)= 1.193 [0.3217] 
Xi*Xj F( 5,68) = 1.076 [0.3815] 
RESET F( 1,73) = 0.55202 [0.4599] 
Id test for linear restrictions: Subset 
Res F( 1,74) = 0.00044603 [0.9832] 
o restrictions on: LCS-1 
Modelling DLCBNFA by OILS 
The present sample is: 1993 (5) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartR A2 
Constant 0.062666 0.03568 1.756 0.084 0.0474 
DLCBNFA-1 0.16159 0.058189 2.777 0.0072 0.1106 
DLCBNFA_2 0.013678 0.051767 0.264 0.7925 0.0011 
DLCBNFA_3 0.10981 0.047202 2.326 0.0233 0.0803 
LCS-1 0.047753 0.06119 0.78 0.4381 0.0097 
LCS-2 0.034713 0.076336 0.455 0.6509 0.0033 
LCS-3 -0.02247 0.087454 -0.257 0.7981 0.0011 
LCS-4 0.005013 0.075594 0.066 0.9473 0.0001 
D95may -0.17015 0.036666 -4.641 0 0.2578 
D95aug 0.15923 0.046104 3.454 0.001 0.1614 
D98sep -0.12129 0.035633 -3.404 0.0012 0.1575 
D99may 0.15587 0.036921 4.222 0.0001 0.2233 
0.603383 F(l 1,62) = 8.5747 [0.00001 CY = 0.035315 DW = 1.89 
0.07732326357 for 12 variables and 74 observations 
R 1-12 F(l2,50) = 
RCH 5 F( 5,52) = 
ormality Chi'2(2)= 
iA2 F(l8,43)= 
ESET F( 1,61) = 
1.7846 [0.0768] 
0.55812 [0.7315] 
4.6978 [0.09551 
0.35496 [0.99001 
0.006895 [0.9341] 
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Wald test for linear restrictions: Subset 
UnRes F(4,62)= 0.83174[0.5101] 
Zero restrictions on: LCS-1 LCS-2 LCS-3 LCS-4 
Modelling DLRER by OLS 
The present sample is: 1993 (5) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartR A2 
Constant -0.01554 0.025527 -0.609 0.5448 0.0058 
DLRER-l 0.40158 0.10871 3.694 0.0005 0.1757 
DLRER_2 0.088809 0.11678 0.761 0.4497 0.009 
DLRER_3 0.20746 0.11726 1.769 0.0816 0.0466 
D93dec 0.10198 0.028101 3.629 0.0006 0.1707 
D98sep 0.08871 0.024694 3.592 0.0006 0.1678 
LCS-1 -0.06426 0.043594 -1.474 0.1453 0.0328 
LCS-2 -0.00359 0.058075 -0.062 0.951 0.0001 
LCS-3 0.053944 0.056735 0.951 0.3453 0.0139 
LCS-4 -0.00308 0.04036 -0.076 0.9393 0.0001 
R'12 0.534853 F(9,64) = 8.1768 [0.0000] CY = 0.0244872 DW = 2.22 
RSS 0.03837576593 for 10 variables and 74 observations 
AR 1-12 F(12,52) = 1.3591 [0.2157] 
ARCH 5 F( 5,54) = 1,4621 [0.2175] 
Normality Ch iA 2(2)= 6.5337 [0.0381 ]* 
XiA2 F(16,47) = 2.6619 [0.0047] 
Xi*Xj F(37,26) = 3.7007 [0.0004] 
RESET F( 1,63) 1.8772 [0.1755] 
Wald test for linear restrictions: Subset 
UnRes F(4,64) = 0.9462 [0.4432] 
Zero restrictions on: LCS-1 LCS-2 LCS-3 LCS-4 
odelling DLTT by OLS 
ie present sample is: 1993 (4) to 1999 (6) 
ariable Coefficient Std. Error 
onstant -0.02026 0.082175 
LTT-1 -0.53998 0.10992 
LTT_2 -0.42938 0.10863 
ýS-l 0.16303 0.16515 
-S D -2 
0.000346 0.2092 
-S-3 -0.18007 0.16195 
t-value t-prob PartR A2 
-0.247 0.806 0.0009 
-4.913 0 0.2591 
-3.953 0.0002 0.1846 
0.987 0.327 0.0139 
0.002 0.9987 0 
-1.112 0.2701 0.0176 
A2 0.344677 F(5,69) = 7.2583 [0.0000] CY = 0.0963862 DW = 1.80 
SS 0.6410304757 for 6 variables and 75 observations 
AR 1-12 F(12,57) = 
ARCH 5 F( 5,59) = 
Normality Chi'2(2)= 
XiA2 F(l 0,58) = 
Xi*Xj F(20,48) = 
RESET F( 1,68) 
2.002 [0.0408] 
1.1799 [0.32991 
0.84822 [0.6544] 
0.80228 [0.6270] 
0.72617 [0.7799] 
6.3869 [0.01381 
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Wald test for linear restrictions: Subset 
UnRes F( 3,69) = 0.73565 [0.5343] 
Zero restrictions on: LCS-1 LCS-2 LCS-3 
Modelling DSALZ by OILS 
The present sample is: 1993 (5) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartRA2 
Constant 0.15044 0.068702 2.19 0.0323 0.0718 
DSALZ-1 -0.53374 0.07891 -6.764 0 0.4246 
DSALZ-2 -0.14707 0.08462 -1.738 0.0872 0.0465 
DSALZ-3 -0.12242 0.074416 -1.645 0.105 0.0418 
LCS-1 0.03353 0.1298 0.258 0.797 0.0011 
LCS-2 -0.12046 0.18213 -0.661 0.5108 0.007 
LCS-3 0.062994 0.16421 0.384 0.7026 0.0024 
LCS-4 0.22636 0.13005 1.741 0.0867 0.0466 
D93nov -0.32907 0.077878 -4.225 0.0001 0.2236 
D94feb 0.33799 0.089721 3.767 0.0004 0.1863 
D95feb -0.43677 0.077844 -5.611 0 0.3368 
D99apr 0.26671 0.077102 3.459 0.001 0.1618 
R12 0.747841 F(l 1,62) = 16.716 [0.0000] CY = 0.0739282 DW = 2.11 
RSS 0.3388538 for 12 variables and 74 observations 
AR 1- 6 F(6,56) = 
ARCH 5 F( 5,52) 
Normality Ch iA 2(2)= 
XiA 2 F(l 8,43) = 
RESET F( 1,61) 
1.8819 [0.1000] 
0.24965 [0.9381] 
0.61782 [0.7342] 
0.41678 [0.9764] 
0.56916 [0.4535] 
Id test for linear restrictions: Subset 
Res F(4,62)= 2 [0.1055] 
o restrictions on: LCS 1 LCS 2 LCS 3 LCS 4 
As can be seen, the CS ratio does not Granger cause any of the tested 
variables: that is time series LDP, RspLT, STcrS, VarZ, DLTT, DLRER, DLCBNFA, 
and DSALZ are exogenous with respect to the CS in time series sense. 
Now we address the issue of weak exogeneity. If weak exogeneity holds, then 
one can apply a single equation analysis; otherwise single equation estimates and 
forecasts will be biased and inefficient. Other potential troubles in the case of invalid 
exogeneity assumptions are presented in Ericsson, Hendry, and Mizon (1998, pp. 3 71 - 
2). Generally, joint density function for a set of variables under investigation can be 
factored into the product of conditional and marginal densities. Normally, one has to 
study both conditional and marginal densities to recover the same infori-nation as 
conveyed by the joint density. To proceed with a valid model reduction and to be able 
to analyse only conditional density without marginal distribution one need to establish 
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that variables in marginal distribution are weakly exogenous with respect to 
parameters of interest in a conditional model. However, as noted by Hendry and 
Doornik (1994, p. 5), assessing the validity of single equation analysis and enjoying 
its benefits "rather paradoxically first requires modelling" all variables under 
consideration as a system. This brings us to the problem of weak exogeneity testing. 
General definition of weak exogeneity as provided by Hendry (1995, pp.: 162- 
164) is non-specific with regard to stationarity issues. First, it requires for parameters 
of interest be a function of parameters of a conditional density only. Second, 
parameters of conditional density and marginal density have to be variation free. That 
is from econometric point of view there should be no cross-restrictions linking 
conditional and marginal equations. However, as for Granger causality testing above 
practical tests for weak exogeneity differs for stationary and non-stationary variables. 
In a set of stationary, 1(0), variables one of the major conditions validating a 
regression is the absence of correlations between the residuals and the regressors, the 
conditioning variables. If correlation is statistically significant then regressors are not 
exogenous for parameters of the above regression. This can be easily tested by saving 
the residuals of a conditional model (regression), substituting them into a marginal 
model, and looking for the significance of the coefficient at the residual term in a 
marginal model. If it is significant then there is no exogeneity. 
We started with a general system modelling of all our variables (LCS, LDP, 
STcrS, RspLT, VarZ, DLTT, DLRER, DLCBNFA, and DSALZ) in an autoregressive 
distributed lag model with the maximum lag of four. 
Table 7. General ADL model for all variables 
Estimating the unrestricted reduced form by OLS 
The present sample is: 1993 (6) to 1999 (6) 
F-test on all regressors except unrestricted, F(288,299) = 3.5352 [0.0000] 
Correlation of actual and fitted 
LCS STcrSpr R_SprLTd 
0.93532 0.80262 0.97528 
DLRER DLTT DLCBNFA 
0.84053 0.77696 0.78284 
Diagnistics tests 
LCS : AR 1- 5 F( 5,35) = 
STcrS : AR 1- 5 F( 5,35) = 
R_SprLTd : AR 1- 5 F( 5,35) = 
LDP : AR 1- 5 F( 5,35) = 
Vad : AR 1- 5 F( 5,35) = 
LDP 
0.89137 
DSALZ 
0.84656 
1.7528 [0.1484] 
2.0805 [0.09131 
0.085513 [0.9941] 
0.48735 [0.7833] 
0.44758 [0.8121] 
VarZ 
0.68939 
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DSALZ 
DLRER 
DLTT 
DLCBNFA 
: AR 1- 5 F( 5,35) 
: AR 1- 5 F( 5,35) 
: AR 1- 5 F( 5,35) = 
: AR 1- 5R5.35) = 
0.65075 [0.6628] 
1.7215 [0.1555] 
1.1218 [0.3669] 
0.73991 rO. 59881 
This model produces a good fit and no problems are revealed by diagnostics 
tests (see Table 7 above). Unfortunately, due to lack of degrees of freedom only 
individual equation and not vector tests results are available. To test exogeneity of 
candidate explanatory variables with respect to parameters of LCS equation the 
residuals from LCS equation were saved and their significance was tested in other 
equations. They were not significant in any of equations even at 10% significance 
level, except for equation with real spread on long-run deposits, R_SprLTd, where 
LCS's residuals significance fell into a suspicious region between 1% and 5%. 
Therefore, we run a separate exogeneity testing in the system of only LCS and 
R_SprLTd equations. 
Table 8. System results for LCS and R_SprLTd 
Estimating the unrestricted reduced form by OLS 
The present sample is: 1993 (6) to 1999 (6) 
F-test on all regressors except unrestricted, F(78,64) = 12.242 [0.0000) 
Correlation of actual and fitted 
LCS R_SprLTd 
0.94572 0.98185 
Diagnostics tests 
LCS : Portmanteau 8 lags= 6.9155 
SprLTd R : Portmanteau 8 lags= 5.087 
_ LCS : AR 1- 5 F( 5,28) = 1.8017 [0.1450] 
SprLTd R, : AR 1- 5 F( 5,28) = 0.634 [0.6754] 
__ LCS : Normality Chi"2(2)= 1.9509 [0.3770] 
SprLTd R : Normality Chi"2(2)= 0.50705 [0.7761] 
_ LCS : ARCH 5 F( 5,23) = 0.49443 [0.77711 
SprILTd R : ARCH 5 F( 5,23) = 0.34703 [0.8788] 
_ Vector portmanteau 8 lags= 31.418 
Vector AR 1-5 F(20,44) = 1.2067 [0.2939] 
Vector normality ChiA 2(4)= 2.4981 [0.6450] 
Again system estimations showed (see Table 8 above) a good fit and no 
problems are revealed by diagnostics tests. Exogeneity test 
based on residuals from 
LCS equation yielded the conclusion that R_SprLTd can also be treated as exogenous 
with respect to parameters of LCS equation. Thus, no exogeneity problems were 
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discovered at this stage. Later as an indirect test for weak exogeneity, the test of 
model parameters constancy is employed. To perform the test, one needs to run a 
recursive least square estimation of the model, plot the coefficients with their standard 
errors and visually examine the plots. These results of visual examination can be 
formally supplemented by the outcomes of the break-point Chow tests statistics. When 
model parameters exhibit constancy there is little to worry about, at least, from the 
empirical point of view. 
Next stage of our investigation is a single equation modelling of currency 
substitution ratio. We started with a general ADL(4; 4) model for LCS. 
Table 9. Single equation ADL(4; 4) model of LCS 
Modelling LCS by OLS 
The present sample is: 1993 (6) to 1999 (6) 
R'12 0.940441 F(41,31) = 11.939 [0.0000] CY = 0.0448477 DW = 2.61 
RSS 0.06235078285 for 42 variables and 73 observations 
liagnistics test 
RCH5 F(5,21)= 0.31654 [0.89741 
ormality Chi"2(2)= 0.24897 [0.8829] 
ESET F( 1,30) = 2.8748 [0.1003] 
esting for Error Autocorrelation from lags 1 to 6 
b jA 2(6) = 31.077 [0.0000] ** and F-form(6,25) = 3.0887 [0.0211] 
Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag 6 
Coeff. -0.7908 0.2131 -0.3286 -0.4253 -0.111-0.146 
Model diagnostics revealed no problems except for some small negative 
autocorrelations, which is possibly an artefact of model over-fitting (compare Hendry 
(1995, p. 610) and should fade away as we proceed with model reduction. Since lags 
of one variable are often highly correlated we transformed, where seemed necessary, 
lags of variables into differences and lags to lower intercorrelation problem. Then we 
proceed by deleting insignificant variables and arrived to the following final model. 
Table 10. Final model of LCS 
Modelling LCS by OLS 
The present sample is: 1993 (6) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartR112 
6onstant 
-0.01557 0.036201 -0.43 0.6687 0.003 
LCS 1 0.89864 0.072849 12.336 0 0.7105 
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LCS-2 0.098089 0.070591 1.39 0.1696 0.0302 
STcrS-2 -0.0012 0.000346 -3.451 0.001 0.1611 
DLCBNFA-1 0.21359 0.09986 2.139 0.0364 0.0687 
VarZ 0.016101 0.00704 2.287 0.0256 0.0778 
DRspLT_3 -0.00104 0.000481 -2.166 0.0342 0.0703 
DLRER-1 0.25417 0.16142 1.575 0.1204 0.0385 
D95dec -0.20459 0.038248 -5.349 0 0.3158 
D95may 0.36288 0.037537 9.667 0 0.6012 
D93dec -0.25537 0.043139 -5.92 0 0.3611 
RA20.922327 F(l 0,62) = 73.622 [0.0000] a=0.0362149 DW = 2.59 
RSS 0.081314032 29 for 11 variables and 73 observations 
Diagnostics tests 
AR 1- 6 F( 6,56) = 2.2488 [0.0515] 
ARCH 5 F( 5,52) = 1.1748[0.3341] 
Normality ChiA 2(2)= 0.56028 [0.7557] 
XiA 2 F(l 7,44) = 1.0169 [0.4598] 
RESET F( 1,61) 0.59357 [0.4440] 
The model provides an adequate description of the behaviour of currency 
substitution ratio. The fit is good and diagnostics revealed no problems. All 
explanatory variables are highly significant with only changes in real exchange rate 
(DLRER) being a bit less significant than 10% level. LCS depends negatively on 
spreads on credits and deposits (STcrS and DRspLT, is actually the first difference of 
R_SprLTd), and positively on the changes in the central bank net foreign assets 
(DLCBNFA), the volatility of government expenditures (VarZ), and the changes in 
real exchange rate (DLRER). Apart from deterministic variables and lagged 
endogenous variable, LCS depends on five exogenous explanatory variables. 
Discussion and analysis of the results are postponed until after forecast tests. 
, Graphic analysis of the final model is presented on Figure 16, including 
recursive graphics on Figure 17 to Figure 19. The model fit is good, and, as can be 
seen from recursive graphics analysis, parameters exhibit a good level of constancy, 
which can be taken as an indirect validation of our weak exogeneity assumptions. To 
perform recursive estimations on PcGive 9 we had to omit dummy variables. This 
brought in some non-normality in errors and lower significance for some variables; 
this is why for some variables error bands include zero. However, we a more 
interested here in the constancy of the parameters. 
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Finally, we check the final model forecast accuracy. We take a year of data, 
twelve monthly observations, out of sample to be used in this test. The results are 
presented in Table 11. 
Table 11. Final model forecast performance 
Modelling LCS by OLS 
The present sample is: 1993 (6) to 1999 (6) less 12 forecasts 
The forecast period is: 1998 (7) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartRA2 
Constant -0.02351 0.038301 -0.614 0.5421 0.0075 
LCS-1 0.9086 0.076234 11.919 0 0.7397 
LCS-2 0.075086 0.074361 1.01 0.3175 0.02 
STcrSprý_2 -0.0012 0.000345 -3.465 0.0011 0.1936 
DLCBNFA-1 0.2202 0.11336 1.942 0.0577 0.0702 
VarZ 0.015488 0.007367 2.102 0.0406 0.0812 
DRspLT_3 -0.00112 0.000492 -2.278 0.027 0.094 
DLRER-1 0.23855 0.17149 1.391 0.1704 0.0373 
D95dec -0.2034 0.038009 -5.351 0 0.3642 
D95may 0.35793 0.037281 9.601 0 0.6483 
D93dec -0.25442 0.04263 -5.968 0 0.416 
RA20.928613 F(l 0, 50) 65.04 [0.0000] a=0.0356724 DW = 2.53 
RSS 0.06362587677 for 11 variables and 61 observations 
Analysis of 1 -step forecasts 
Date Actual Forecast Y-Yhat Forecast SE t-value 
1998 7 -0.80478 -0.80193 -0.00285 0.036135 -0.07874 
1998 8 -0.82448 -0.80361 -0.02087 0.036035 -0.57929 
1998 9 -0.87516 -0.8384 -0.03676 0.036411 -1.0095 
199810 -0.87046 -0.88802 0.017553 0.040929 0.42886 
199811 -0.90858 -0.88311 -0.02547 0.038951 -0.65398 
199812 -0.90434 -0.91696 0.01262 0.037051 0.340606 
1999 1 -0.92336 -0.87617 -0.04719 0.03704 -1.27411 
1999 2 -0.84037 -0.92049 0.080123 0.036659 2.18564 
1999 3 -0.92941 -0.85901 -0.0704 0.036815 -1.91223 
1999 4 -0.94839 -0.91947 -0.02892 0.037 -0.78153 
1999 5 -0.98345 -0.953 -0.03045 0.037113 -0.82036 
1999 6 -0.94071 -0.93401 -0.00669 0.040268 -0.16619 
Tests of parameter constancy over: 1998 (7) to 199 9 (6) 
Forecast ChiA2(12)= 14.398 [0.27601 
Chow F(12,50)= 1.1583 [0.3379] 
Diagnostics tests 
AR 1- 6 F(6,44) = 1.9924 [0.0872] 
ARCH 5 F( 5,40) 1.0763 [0.3881] 
Normality ChiA2(2)= 0.095682 [0.9533] 
XiA2 FU 7,32) = 1.5249 [0.14801 
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LRESET 
F( 1,49) = 0.13461[0.7153] 
1 
The parameters are constant over the forecast period. The average forecast 
standard error is 3.75% and never exceeds 4%. The result of forecasting exercise can 
be seen in Figure 20.3- and 12-step ahead dynamic (ex-ante) forecasts are presented 
on Figure 22 and Figure 21 correspondingly. Multi-step dynamic forecasts are 
justified here by the fact that we have established strong exogeneity of explanatory 
variables with respect to parameters of LCS equation. Strong exogeneity is defined as 
weak exogeneity plus Granger non-causality. The only point of interest here is to 
compare this model forecast accuracy with that of our univariate model, estimated 
over the same time period. The comparison is favourable for the model with 
explanatory variables: average standard forecast error falls from 4.02% for univariate 
model to 3.75% for the model with explanatory variables, a reduction in forecasting 
error of nearly 7 %. The gain in accuracy is very small. However, the goal of 
multivariate modelling with explanatory variables is rather to uncover some structural 
relationship among economic variables of interest than to get superior forecasts. 
Continuing to explore the dynamic structure of the final model, we present lag 
structure analysis in Table 12. All lags were found to be highly significant. 
Table 12. Final model lag structure analysis 
Lag 0 1 2 3 Sum 
LCS -1 0.899 0.0981 0 -0.00327 
StdErr 0 0.0728 0.0706 0 0.0451 
STcrS 0 0 -0.0012 0 -0.0012 
StdErr 0 0 0.000346 0 0.000346 
DLCBNFA 0 0.214 0 0 0.214 
StdErr 0 0.0999 0 0 0.0999 
VarZ 0.0161 0 0 0 0.0161 
Std E rr 0.00704 0 0 0 0.00704 
DRspLT 0 0 0 -0.00104 -0.00104 
StdErr 0 0 0 0.000481 0.000481 
DLRER 0 0.254 0 0 0.254 
StdErr 0 0.161 0 0 0.161 
The level of currency substitution ratio (LCS) depends on five exogenous 
variables in a way predicted by theory as discussed in Chapter 2. It responds 
positively to an increase in the growth rate of central bank net foreign assets 
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(DLCBNFA), as found in Rogers (1996)43 ;a depreciation of the real effective 
exchange rate (DLRER) as in Mongardini and Mueller (1999, p. 18, Table 3); and an 
increase in the volatility of government expenditures (VarZ), as expected when 
instability is increasing, economic agents prefer to hold more of foreign currency. This 
is an important finding, because one of our objectives in this econometric study of 
currency substitution phenomenon was to test the prediction of theory developed in 
Chapter 3 that volatilities do impact on levels of macroeconomic variables. Here we 
were able to show that even with such poor quality data on transition in Latvia the 
effect of changes in volatility on CS ratio can be identified. We would argue, that in 
the better quality data samples it should be possible to identify the effects of 
volatilities of inflation and exchange rate on other economic variables. 
The real effective exchange rate (LRER) is defined here as RER=PI(EP*). 
Real depreciation means an increase in LRER; this reduces international 
competitiveness, i. e. less export and more import operations by trading firms, hence, a 
higher demand for foreign exchange causing an increase in LCS. 
The level of currency substitution ratio (LCS) responds negatively to the 
growth rate of real spread on long-term deposits (DRspLT), as found in Boero and 
Tullio (1996)44 , and 
in Mongardini and Mueller (1999, p. 18, Table 3). Spread on 
deposits can be thought about as the opportunity cost of currency substitution for 
household, hence, when it is rising CS is falling. It also responds negatively to an 
increase in the spread on short-term credits (STcrS). The intuition behind this effect is 
the same as above for the spread on deposits. Since credits in foreign currency become 
relatively more expensive businesses take fewer credits in foreign currency, thus, 
reducing the amount of foreign currency in circulation. Notice that although small in 
magnitude the effects of spreads on deposits and credits on LCS are nearly the same. 
This indicates an equal importance of two sides: households and firms (supply and 
demand sides), in currency substitution ratio determination - the fact often missed in 
empirical studies. 
Turning to the dynamics it can be seen from lag structure analysis that LCS 
responds immediately to changes in volatility VarZ, with one 
lag to changes in 
DLCBNFA, and DLRER, with two lags to changes in short-term credit spread 
" See, for example, his Table 7.5a on p. 125, variable DFR. We assume 
here, rather bravely, that what 
affects domestic money holdings negatively is positive 
for the CS level. This is a necessary assumption 
to make any comparison possible, because, as mentioned 
before, most empirical research deals with 
domestic money demand rather than with CS itself 
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(STcrS), and with three lags to changes in long-term deposit spread (DRspLT). It is an 
interesting finding that agents respond almost immediately to the changes in the 
volatility level of their economic environment. Central bank operations with foreign 
currency feedback to the economy very fast as well, only with a month delay. The 
longer lags for the effects of spreads are probably related to the institutional factors 
such as the details of long-term deposit contracts and credit arrangements. 
Model unit impulse response is presented on Figure 23. We plotted model unit 
impulse response for 36 months for a unit impulse given at 1996 (6). The impulse dies 
out very slowly; it takes more than three years for it to decrease by half. 
Modelling Currency Substitution ratio: the non-stationary case study 
Everywhere in this subsection we assume that LCS is governed by a non- 
stationary, I(l) stochastic process. Now to test for Granger causality one needs to 
conduct system cointegration analysis at first. For cointegrated variables the absence 
of Granger causality involves additional condition that the speed of adjustment 
coefficient be equal to zero 45 . In case cointegration analysis reveals no cointegration, 
conventional F tests can be applied to the equations with first differences of original 
1(l) variables. Now the set of I(l) variables is comprised of five members: LCS, 
LCBNFA, LRER, LTT, and SALL 
In this subsection direct test for weak exogeneity can be conducted through the 
means of cointegration analysis. The basic idea behind this test is as follows. Consider 
a pure vector autoregression (VAR) with lag length s for n variables collected in 
vector xt. 
Equation 51 VAR(s) 
S 
Xt=II- lixf-i +61 
j=1 
When the data xt is non-stationary, I(l), it is common to transfon-n the above 
VAR to error-correction model (ECM). Note that this one-to-one transformation can 
be applied to any VAR, whether the data are stationary or non-stationary. 
" See their Table 9A. 3 on p. 176, variable dRL. 
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Equation 52 ECM 
s-1 
AX =Y ri j* 
Axt 
at týi -j 
+ nxt-, +F 
j=I 
where the term nxI-I is responsible for the adjustment of variables to long-run 
equilibrium, from which they can deviate in the short-run. The differenced tenns are 
responsible for a short-run dynamics. Hence, we have short-run and long-run 
dynamics separation, which is very useful in comprehending often complicated 
dynamic system structures. The n matrix can be factored as a product of two matrices 
7T =(x P, so Equation 52 can be rewritten as follows. 
Equation 53 ECM with Cointegration Vectors Representation 
s-1 
Ax t= Ei-I*jAxt-j +cc . (ß'. x 1-1) +E1 j=I 
where the term P'xi-I represents cointegration vectors, i. e. the long-run equilibrium 
relationships among data, and the matrix cc is the matrix, which "reveals the 
importance of each co-integrating combination in each equation, and is related to the 
speed of adjustment of each dependent variable to the associated disequilibria" 
Banerjee et al. (1993, p. 268). Now, if there is a cointegration vector and it enters 
more than one equation in the system, then there is a weak exogeneity failure with 
respect to long-run parameters P. The equations appear to be inherently cross-linked, 
and, hence, should be modelled jointly; for more detailed exposition one should refer 
to Banerjee et al. (1993, pp. 261,268-705 288-91). Therefore, in order to decide on 
weak exogeneity two parts of the above equation have to be examined. 
First, the second term on the right hand side of the equation, which represents 
the long-run relationships and their importance in each equation of the system. Here 
we look for the number of cointegration vectors and which equations they enter. For 
example, in a simple case of a single cointegration vector, when it enters only the 
equation under study, i. e. column vector cc is zero except for one entry, weak 
exogeneity holds, provided we can meet the second condition. The second condition is 
related to the last part of the equation, the error tenn. As emphasised in Banerjee et al. 
(1993, pp. 242-252, and 288-291) weak exogeneity conditions are linked to the 
diagonality of long-run covariance matrix. Its diagonality means that error terms of 
" Enders (1995, p. 367). 
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the conditional and marginal models are incoherent, i. e. uncorrelated at all lags. 
However, the discovery of statistically significant correlation between the two would 
imply that the marginal process contains information relevant for the conditional 
process, and hence absence of weak exogeneity. The authors conclude that the 
presence of the cointegration vector in another equation (either through alpha 
coefficients or through non-diagonality of long-run covariance matrix) seams to be the 
primary determinant of finite-sample bias. 
When weak exogeneity conditions are satisfied an estimation of a single- 
equation dynamic model, the conditional model, will not entail any loss of efficiency. 
Otherwise, variables should be modelled jointly in a system approach. Practically, 
tests on the number of cointegration vectors and restrictions on alpha coefficients are 
implemented in PcFiml 9 software we used for our system estimations. The 
diagonality of long-run covariance matrix may be assessed by testing the significance 
of residuals of one equation in the others. 
Prior to reporting the results of our research the following comments are worth 
mention. First, our sample size of 78 observations imposed severe restrictions on the 
extent of system modelling. With that in mind, the length of four lags was chosen as 
sufficient to reflect the dynamic structure of the problem. The choice is supported by 
diagnostics tests. Second, the idea of searching for a long-run equilibrium relationship 
in a transition economy is an oxymoron. In particular, in economy such as Latvia, 
where transition processes are far from over, and there are some general doubts about 
the existence of stable economic mechanism, let alone the equilibrium relationships 
among economic variables residing in such a framework. Third, tests for cointegration 
are extremely sensitive to system specification, especially to restricted/unrestricted 
treatment of non-modelled deterministic variables such as constant, trend, and 
dummies. The comments on the low power of unit-root tests are applicable here as 
well, see Hamilton (1994, p. 586). Therefore, the results of cointegration analysis 
should be treated with extreme caution. 
We start with a general VAR(4) model with trend and dummies. Trend is 
restricted to lie in cointegration space. Dummies are reflecting short-run effects and 
are left unrestricted 46 . Reduction to a smaller 
lag order is rejected. Estimation results 
46 All dummies are of impulse type. Dummy for December 1993 (D93dec) reflects the strong rise in 
confidence in a newly introduced national currency. Next 
dummy for May 1995 (D95may) reflects the 
banking crisis events, and dummy for December 1995 (D95dec) reflects the omission from accounting 
of the failed banks and continuing political uncertainty with a 
highly fragmented parliament elected in 
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can be seen from Table 42 in the Appendix B to this Chapter. Although not reported 
no heteroscedasticity problems are revealed. The trend tenn is highly significant. 
These results show that this initial specification provides an adequate description of 
the data sample. Therefore, we proceed to cointegration analysis. The results are 
presented in Table 43 and Table 44 in the Appendix B to this Chapter. The analysis 
clearly identified a single cointegration vector, which enters only equation for total 
trade share (LTT), and not LCS. All restrictions are easily accepted. 
We proceed by transforming our VAR in levels to error-correction forin as 
given y Equation 53. Estimation shows that indeed cointegration vector is only 
significant in equation for LTT. Results are presented in Table 45 in the Appendix B 
to this Chapter. Diagnostics tests revealed no problems except for some non-normality 
for DLCBNFA and DLRER variables. This is related to sharp responses of these 
variables in the aftermaths of Russian crisis in the second half of 1998. 
Now to check that cointegration vector is not entering currency substitution 
ratio equation (LCS) through non-diagonality of long-run covariance matrix we saved 
this model residuals and tested for their significance in LCS equation. Results in Table 
46, in the Appendix B to this Chapter, shows that none of the residuals (in bold) is 
significant even at 5% level. Hence, we established that all variables in our system are 
weakly exogenous with respect to parameters of LCS equation, and that LCS can be 
modelled by a dynamic single-equation approach without any loss of efficiency. Also 
after we established that the only cointegration vector does not impact on the LCS 
equation in any way, we tested for Granger causality of other variables with respect to 
LCS (all non stationary variables were differenced to apply usual F-statistics) as in 
Table 6 before, and established that strong exogeneity holds as well. 
Turning to a dynamic single-equation modelling of currency substitution ratio 
we started with an autoregressive distributed lag model ADL(4; 4) with four lags for 
endogenous (DLCS) and exogenous (DLCBNFA, DLRER, DLTT, DSALZ, STcrS, 
R_SprLTd, LDP, and VarZ) variables. Results below revealed no problems, except for 
some negative autocorrelation of residuals due to overfitting. 
October 1995. The year of banking crisis, 1995, also started with problems in government finance, 
hence the dummy for government expenditures, SALZ, in February 1995 (D95feb). 
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Table 13. ADL(4; 4) model for DLCS9 non-stationary case 
odelling DLCS by OLS 
ie present sample is: 1993 (6) to 1999 (6) 
R^2 0.851744 F(41,31) = 4.3439 [0.0000] CF = 0.0431849 DW = 2. 
RSS 0.05781307388 for 42 variables and 73 observations 
Diagnostics tests 
AR 1- 6 F(6,25) = 
ARCH 5 F( 5,21) 
Normality ChiA2(2)= 
RESET F( 1,30) = 
3.3246 [0.0151 ]* 
0.36318 [0.8679] 
1.3347 [0.5131] 
3.7202[0.0633] 
Since there are no signs of misspecification, and we proceed with model 
reduction. Despite all methodological considerations, the reduction process remains 
rather an art than a science, and its outcome is arbitrary to a certain extent. We apply 
the following major rule: Delete first variables with the worst t-statistics, and 
simultaneously keep the lag structure as symmetric and balanced as possible. 
Estimation results for our final chosen specification are presented below. We again 
combined two neighbouring levels of real spread on long-term deposits (R_SprLTd) 
into a difference (DRspLT) because their coefficients were of similar magnitude but 
with opposite sing. 
Table 14. Final model for DLCS, non-stationary case 
Modelling DLCS by OLS 
The present sample is: 1993 (6) to 1999 (6) 
Variable Coefficient Std. Error t-value t-prob PartRA2 
Constant -0.012976 0.005919 -2.192 0.0321 0.0709 
DLCS-1 -0.099463 0.067465 -1.474 0.1454 0.0333 
DLCBNFA-1 0.2141 0.098828 2.166 0.0341 0.0693 
DLRER-l 0.25888 0.14665 1.765 0.0824 0.0471 
STcrS-2 -0.0011964 0.0003432 -3.486 0.0009 0.1617 
DRspLT_3 -0.0010482 0.0004678 -2.24 0.0286 0.0738 
VarZ 0.016129 0.0069745 2.313 0.024 0.0782 
D95dec -0.20536 0.036453 -5.634 0 0.335 
D95may 0.3632 0.036986 9.82 0 0.6048 
D93dec -0.25544 0.042786 -5.97 0 
0.3613 
RA20.791461 F(9,63) = 26.567 [0.0000] CY = 0.0359278 DW = 2.59 
RSS 0.08132094148 for 10 variables and 73 observations 
Diagnostics tests 
AR 1- 6 F(6,57) = 2.2484 [0.0513] 
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RCH 5 F( 5,53) = 
ormality Chi, 12(2)= 
iA2 FO 5,47) = 
i*Xj F(30,32) = 
ESET N 1.62) = 
1.1859 [0.3286] 
0.54233 [0.7625] 
1.1712 [0.3260] 
0.83926 [0.6840] 
1.7623 fO. 18921 
The model provides an adequate description of the behaviour of currency 
substitution ratio. The fit is good and no signs of misspecifications are revealed. All 
explanatory variables are statistically significant at least at the 8% level. DLCS 
depends negatively on spreads on credits and deposits (STcrS and DRspLT, is actually 
the first difference of R_SprLTd), and positively on the changes in the central bank 
net foreign assets (DLCBNFA) and real exchange rate (DLRER) lagged once, and the 
volatility of government expenditures (VarZ). Discussion and analysis of the results 
are postponed until after forecast tests. However, already now we can say that this 
model is no different form the model for LCS in the stationary case (see Table 10, and 
compare values of coefficients and standard errors). Therefore, all discussion of 
results presented there after Table 12 applies here as well. 
Graphic analysis of the final model is presented on Figure 24, including 
recursive graphics on Figure 25 to Figure 26. The model fit is good, and, as can be 
seen from recursive graphics analysis, parameters exhibit a good level of constancy, 
which can be taken as an indirect validation of our weak exogeneity assumptions. To 
perform recursive estimations on PcGive 9 we had to omit dummy variables. This 
brought in some non-normality in errors and lower significance for some variables; 
this is why for some variables error bands include zero. However, we a more 
interested here in the constancy of the parameters. 
Results of forecasting exercise are presented in Table 47 in the Appendix B to 
this Chapter. We take a year of data, twelve monthly observations, out of sample to be 
used in this test. The parameters are constant over the forecast period. The average 
forecast standard error is 3.69% and never exceeds 4%. The result of forecasting 
exercise can be seen in Figure 27.3- and 12-step ahead dynamic (ex-ante) forecasts 
are presented on Figure 29 and Figure 28 correspondingly. Multi-step dynamic 
forecasts are justified here by the fact that we have established strong exogeneity of 
explanatory variables with respect to parameters of DLCS equation. The only point of 
interest here is to compare this model forecast accuracy with that of our univariate 
model, estimated over the same time period. The comparison is favourable for the 
1-nodel with explanatory variables: average standard forecast error falls from 4.02% for 
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univariate model to 3.69% for the model with explanatory variables, a reduction in 
forecasting error of over 8%. The gain in accuracy is very small. However, the goal of 
multivariate modelling with explanatory variables is rather to uncover some structural 
relationship among economic variables of interest than to get superior forecasts. 
Model unit impulse response is presented on Figure 30. We plotted model unit 
impulse response for 6 months for a unit impulse given at 1996 (6). 
We close this subsection with an emphasis on the fact that the final derived 
models in both cases: stationary and non-stationary LCS, are basically the same 
(compare Table 10 and Table 14). This peculiar fact may be explained by two major 
reasons. First, LCS seems to be a near unit-root process. Hence, both methods 
developed for stationary and non-stationary time series econometrics can be applied 
successfully without noticeable difference in performance. Second, and major factor is 
that the present data sample quality and size is not enough to distinguish LCS 1(0) 
from LCS I(l) and to identify any efficiency gains due to correct matching of 
econometric methods applied and order of integration of LCS. Finally, from the 
theoretical perspective CS ratio is bounded by one from above. Therefore, although in 
some data samples it may look like l(l), in the case unit root testing does not provide a 
definitive answer, we argue that LCS should be considered as a stationary variable 
with a near unit-root features. 
Conclusions 
Consistent methodology and theoretical insights gained from research in 
Chapter 3 "Macroeconomic Model of Transition Economy: A Stochastic Calculus 
Approach" on the role of uncertainty have helped create a well-behaved econometric 
model for currency substitution, that, in particular, takes into account the role of 
volatilities of macroeconomic variables in the behaviour of this complex phenomenon. 
Direct modelling of the CS ratio was used, instead of the predominant tradition of 
indirect modelling, where the degree of currency substitution is inferred from the 
dependence of domestic money demand on foreign variables. 
The signs of explanatory variables in the final specification chosen, Table 10, 
for the CS ratio are in good agreement with earlier findings in the literature. From our 
final model specifications, we see a set of variables over which the government (fiscal 
146 
and monetary authorities together) seems to have some degree of control. These are 
(in order of controllability) 
e the growth rate of central bank net foreign assets (DLCBNFA), 
0 spreads on credits and deposits, and 
* the volatility of government expenditures (VarZ). 
Of course, only net foreign assets and spreads can be continuously affected by 
central bank policies. The volatility of government expenditures can be reduced by 
proper legal arrangements regarding fiscal spendings, and sound economic policies on 
govemment budget. 
Although a little light was shed on this problem of extreme complexity, more 
empirical research on other countries' experience with the CS phenomenon is 
necessary to construct a reliable set of evidence on signs and relative significance of 
different variables for the CS process. This may help to tackle traditional problems of 
empirical research of transition economies (poor quality data and small sample size), 
and will greatly facilitate further theoretical investigation of the currency substitution 
phenomenon. 
Nevertheless, the research confirms the importance of such established factors 
as interest rate spreads on credits and deposits, the rate of depreciation of the 
exchange rate, and foreign reserves in CS determination. They further highlight 
relatively unknown factors such as the volatility of government expenditures. These 
factors should be considered by policyrnakers wishing to assess or affect the 
behaviour of the CS ratio. 
As to future empirical research, the agenda set in the end of Chapter 3 remains 
valid and has to be pursued as soon as possible. 
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Chapter 5. Money Shocks in a Small Open Economy 
with Dollarization, Factor Price Rigidities, and 
Nontradeables 
Introduction 
This paper re-visits the impact of an unanticipated monetary shock in a small 
open economy with dollarization, factor price rigidities, and nontradeables. The 
unique feature of this paper is the introduction of foreign real money balances into a 
representative agent utility ftinction. The motivation behind this extension is to orient 
the recent "new open economy macroeconomics" research trend closer to the 
transition economies environment. 
Prominent features of the "new open economy macroeconomics" literature are 
proving to be very relevant to the ongoing research on transition economies 47 . 
This 
literature re-vitalizes the traditional open economy macroeconomics with the 
introduction into the dynamic general equilibrium intertemporal approach of two 
generally omitted components: nominal rigidities and market imperfections. The 
presence of nominal rigidities allows for non-neutral, non-trivial monetary policy 
effects, while the presence of market imperfections - normally monopolistic 
competition - allows for non-trivial pricing decisions and makes the output demand- 
determined in the short run. Nominal rigidities come into the model through the pre- 
48 set wages 
Generally, one would anticipate an important role for nominal rigidities in 
economic transition from the centrally planned to the market economy. The gradual 
and asynchronous liberalization of prices in different sectors of the economy 
constitutes the main reason for this expectation. It is reinforced by even slower 
liberalization of labour market relationships, which are persistent and difficult to 
change. As a result, the flexibility of the labour market lags behind that of the goods 
market, making wages more rigid than the prices of goods, thus justifying the choice 
of wage over price rigidities. 
47 This concept emerged in the second half of the 1990s, with a major contribution from Obstfeld and 
Rogoff (1995,1996,1998,2000). Since 1995, additional authors have contributed to the concept's 
study. For an extensive survey, see Lane (I 999b). 
48 A review of nominal rigidity's theoretical and empirical developments is presented in Taylor (1998). 
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The second crucial feature for correct macromodelling of transition economies 
is the existence of market imperfections, which are reflected by monopolistic 
competition in labour and goods markets. It is a stylized fact that the former centrally 
planned economies were characterized by a very high degree of concentration in 
industry. Often only one or two enterprises were engaged in the production of a 
particular good. As economic reforms were initiated the problem of monopoly was 
tackled from two sides. On one side, the process of privatization was launched, which 
often included the option for break-up of large monopolies. On the other side, an 
appearance of a new economic sector of private businesses was expected to create a 
more competitive environment. However, although these two forced are at work, one 
needs to acknowledge the following. First, privatization often progresses through a 
number of stages over a long period of time. Hence, enormous monopolies that are 
typical of centrally planned economies continue to exist for long periods of time 
following the institution of reforms and remain capable of exercising a large degree of 
monopoly power. Second, new market participants and infrastructure develop over 
time, tending to be small in quantitative terms and weak in generating enough market 
power to create a competitive environment. Further, the new sector growth starts first 
in services and only later in manufacturing. Finally, often the incentives behind the 
decision to open a new business are not to fight a monopoly, but exactly the opposite: 
to be first in that particular market niche to collect monopolistic profits before other 
businesses move in, create a competitive environment, and drive the monopolistic 
level of profit down to the normal level, which, of course, only happens over a 
considerable length of time. Therefore, we believe that a monopoly assumption is a 
good conjecture and represents a significant feature of transition economies. 
Finally, the necessity to model transition economies as open economies must 
be stressed. Some of the major developments taking place in transition economies are 
related to a swift lifting of restrictions on foreign trade, the export and import by non- 
governmental market participants, and the liberalization of foreign exchange markets. 
These actions have contributed to a sharp rise in mutual trade between Central and 
Eastern European transition economies and the European Union (EU), resulting in the 
increased integration of goods and capital markets and strengthening the prospects of 
an eventual EU accession for a majority of these countries. Therefore, it is important 
to have a workable theoretical framework that treats transition economies not as 
closed and isolated, but as small open economies. The reference to "small open 
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economies" is used because each of the 13 transition economies in Central and 
Eastern Europe and the Baltic stateS49 is relatively small in economic terms when 
compared to the EU (their major economic partner) and to the EU's largest members 
(e. g., Germany, France, and Britain). 
The economic features described in the previous paragraphs justify the use of a 
modem theoretical approach as developed by the "new open economy 
macroeconomics" literature. However, the approach should be modified to account for 
one other specific feature of transition economies, the widespread and persistent 
phenomenon of dollarization or currency substitution 50 . This phenomenon manifests 
itself when the foreign currency performs traditional functions of domestic money as 
store of value, unit of account, and medium of exchange. When the environment of 
transition is uncertain due to changing property rights, political instability, large 
budget deficits, and high inflation, foreign currency may take on all or at least some of 
the function of domestic money to hedge economic agents from these adversities. The 
levels of foreign real money balances in transition economies often declined after 
successful stabilization, but due to hysteresis effects and habit persistence, rarely fell 
to negligible levels. Therefore, we would like to account for this phenomenon and to 
investigate the following questions: Does the presence of dollarization alter in any 
significant way the major conclusions derived from "new open economy 
macroeconomics" research, with respect to the effects of an unanticipated monetary 
shock in a small open economy? How would the model amended for dollarization 
phenomenon respond to other macroeconomic shocks? How do variables' responses 
depend on major structural parameters of the model? Last two issues are rarely 
investigated in details in the literature. 
The following section presents the model of small open economy with 
dollarization, factor price rigidities, and nontradeables, and derives the first order 
conditions. The Flexible Price Symmetric Equilibrium section solves the model for the 
specified equilibrium. it is followed by two sections: The Log-Linearized Model 
49 These countries are: Albania, Bulgaria, Croatia, Czech Republic, 
Estonia, FYR Macedonia, Hungary, 
Latvia, Lithuania, Poland, Romania, Slovak Republic, and Slovenia. Among these countries, Poland 
had the largest GDP in 1998 - USD 150 billion. For comparison, the 
United Kingdom's GDP in 1998 
was USD 1,406 billion. See Table 49 for more 
details. 
50 Major surveys on the problem of dollarization/currency substitution are presented by Calvo and Vegh 
(1992) for developing countries; Savastano, M. A. (1992 and 1996) provides similar insightful studies 
on Latin America; recent surveys of theoretical and empirical problems and 
developments in the field 
include an excellent paper by Giovannim, A. and 
B. Turtelboom (1994) and the broad-scoped book by 
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Solution for an Unanticipated Money Shock and Model responses to various real and 
nominal macroeconomic shocks. We conclude and comment on future research in the 
last section. Finally, all details of derivations, figures, and tables are collected in 
Appendices for Chapter 5. 
The Model 
We consider a small open economy as one that behaves as a price-taker in 
trade for tradeables and takes all foreign variables as exogenously given. In the spirit 
of work by Obstfeld and Rogoff (1996, Ch. 10.4), Obstfeld and Rogoff (2000), and 
Hau (2000), we assume that nontraded sector firms produce differentiated goods out 
of differentiated labour inputs, with both represented by corresponding indices over 
the unit interval [0, J]. The traded sector produces a homogeneous traded good 
competitively at an exogenously given level of output. In this asymmetric set-up for 
traded and nontraded sectors, we follow Lane (1999a). There is a number of reasons 
behind this choice. First, we wish to emphasize the notion that in a small open 
economy, domestic aggregate demand conditions have a greater significance for the 
nontraded sector output than for the traded one. During the reforms the economic 
conditions in the domestic economy are more dynamic and are changing faster than 
the demand by the rest of the world for the domestically produced traded good. In the 
short- to medium-run the traded sector, being a world price-taker, is affected by the 
domestic conditions to a much lesser degree that the nontraded sector. Hence, our 
assumption of an endowment character of the traded sector is rather innocuous and 
brings a great deal of simplification for the solution procedure. This also means that 
the domestic money shock impacts on the nontraded sector first. Later, the effects of 
the shock are transmitted to the traded sector through the changes in the composition 
of the total consumption, which consists of traded and nontraded goods components. 
Two sources of monopoly are represented in the model. First, the households behave 
monopolistically in their decisions on labour supply. Each household worker is 
represented by a point on the unit interval and is a monopolistic supplier of specialized 
labour services to the nontraded sector. Second, each of the continuum of firms in the 
nontraded sector behaves monopolistically in its choice of optimal product prices. In 
Mizen, P. and E. J. Pentecost (1996); and Sahay and Vegh (1995) survey the problem for transition 
economies. 
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addition, we assume the presence of nominal wage rigidities, with nominal wages 
preset for one period in advance 51 . The prices of all goods are fully flexible. 
In the model description that follows, a convention of time-dependent 
variables will be observed. Time dependent variables will be denoted with a subscript 
"C' When discussing a variable in general, or when referring to the steady state of a 
variable, the subscript "t" will be dropped. 
Households 
The utility function of an individual household j will assume the typical form 
presented in "new open economy macroeconomics" literature, 
Equation 54 Utility Function 
00 
uj t ji, k + (mst Lt 
t=O 1-p 1-s 
where p, E, and k>0, v ý: 1. The total consumption index, Q, aggregates consumption 
of traded and nontraded goods in the CES (Constant-Elasticity-of- Substitution) form, 
Equation 55 Total Consumption Index 
0 
0-1 10-, 16---l 
00C0 
[7'1 
CT +(1-7) NI 
where 0>0 is the constant elasticity of substitution between traded and nontraded 
goods at any moment in time, i. e. intratemporal substitution. The utility of total 
consumption is of an isoelastic type, with the elasticity of substitution 
between 
consumption at any two points in time (i. e. interlemporal substitution) 
being constant 
and equal to (11p). In the presence of uncertainty, this type of utility 
function is also 
called the CRRA (Constant Relative Risk 
Aversion) utility, with the coefficient of 
51 Obstfeld and Rogoff (2000, p. 129) argue in 
favour of the nominal wage rigidity assumption over an 
alternative output price rigidity, as the 
fori-ner is a closer approximation to reality. However, In their 
research, Obstfeld and Rogoff (1996, 
Ch. 10) show that both types of models, sticky-wage and sticky- 
152 
relative risk aversion being equal to p. The second term of Equation 54 represents the 
utility derived from money services, which are provided by the holdings of real money 
balances of domestic and foreign currency and facilitate transactions. The third term 
reflects the disutility of labour efforts. 
It is assumed that period utility is separable in labour efforts and money 
services. Indeed, separability in labour efforts is present in the overwhelming majority 
of research on new open-economy macroeconomics. Under this assumption, the 
growth rate of consumption does not depend on the growth rate of real wages (see 
Obstfeld and Rogoff [1996, pp. 114-116]); hence, investment decisions can be 
separated from consumption decisions, which would not, in general, be the case 
otherwise. For our purposes, this does not represent a serious obstacle, as we are not 
so concerned with long-run capital investment decisions, but rather, with the short- to 
medium-term effects of monetary shocks. The second assumption on the separability 
of utility in money services is harder to justify, however. This assumption supports 
that money holdings do not directly affect marginal rates of intertemporal substitution 
of consumption. Nevertheless, money holdings can affect the paths of consumption 
and current account balance through the path of prices. A major argument for sticking 
to the assumption of money services separability is the desire to maintain some level 
of analytical tractability of the modelS52. 
Money services are given by 
Equation 56 Money Services 
mst = 
mt 
+g 5 pt pt 
where M, is the nominal amount of foreign currency. The g function for foreign real 
balances holdings has an exponential form. This kind of function is also called a 
CARA (Constant Absolute Risk Aversion) function, with a being the coefficient of 
absolute risk aversion. 
price models, deliver very similar results to the effects of a money shock on 
the exchange rate, 
nontraded goods prices, and welfare. 
52 While new open-economy macroeconomics 
literature is vast, to our knowledge, only papers by 
Chari, Kehoe, and McGrattan (1998) and Kollmann 
(1997) employ nonseparable in the money services 
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Equation 57 Utility of Foreign Balances 
(PTM* 
g\ = 
11 
- exp - cc 
"t (X -P 
pt 
- mt* 
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a>O 
The choice of functional forms is arbitrary to a large extent. In choosing this 
particular functional form for the utility of foreign balances, we were guided by the 
Obstfeld and Rogoff (1996, pp. 551-553) treatment of the dollarization phenomenon. 
Specifically, Obstfeld and Rogoff propose a simple quadratic function in real foreign 
money balances to approximate the dollarization phenomenon, rationalizing it by the 
presence of evasion costs and high inflation rates typical for many developing 
countries. Our choice of an exponential utility is consistent with the Obstfeld and 
Rogoff approximation and restrictions on coefficients if we perform a Taylor series 
expansion and keep the terms of up to the second order only. In addition, our choice 
has the advantage of not being an approximation, but a full analytically convenient 
exponential function. 
It is assumed that with no impediments to trade, the PPP (Purchasing Power 
Parity) holds for tradeables 
PT 
=E- 
PT 
We normalize foreign tradeables price to unity, hence 
PT=E. 
The domestic price of tradeables will serve as nominal exchange rate as well. 
We assume that there is only one internationally traded asset: a riskless real 
bond denominated in tradeables, B, It pays off an exogenously given real return r, 
where we set P(I+r)=1 to have constant consumption in a steady state. The typical 
flow budget constraint for householdj is given by 
Equation 58 Household Budget Constraint 
PTtB' .I +M, .+ 
PT, 1WFj*j = PT, (I + r)BI . +M, .I 
+pTtm .I 
*j 
+wjLj +PT, - -PQJ 
t+ tI 1- -1 
11 
YT 
I, - 
P"r 
t 
The right hand side gives the available resources as the sum of gross return on the 
bond holding, initial money holdings, labour income, constant endowments in 
utility structure. This, of course, 
leads to the necessity of numeric simulation study of the model's 
solutions. 
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tradeables, less total consumption and government taxation. These resources are used 
to acquire the next period money balances and new bond holdings. Notice that M, 
denotes the quantity of nominal money balances acquired during period t and carried 
over into period t+ 1. 
The total consumption-based pnce index is defined as the minimum 
expenditure necessary to buy one unit of the total consumption index Q, and is given 
by (see Appendix The total consumption-based price index for Chapter 5 for 
derivation) 
Equation 59 Total Consumption-Based Price Index 
I 
+(I -Y)P"-() 
By introducing the total consumption-based price index in this way we allow 
ourselves to work entirely with the total consumption index Q only, instead of both of 
its components (CT, CN), which can always be recovered through Equation 85 if 
necessary. 
There is a continuum of nontraded goods indexed by z on the unit interval, 
[0,1]. The real consumption index of nontraded goods is given by a natural 
generalization of the two-good CES function 
Equation 60 Real Consumption Index of Nontraded Goods 
CN 
fcN 
(z) dz 
The corresponding consumption-based price index for nontraded goods is 
given by (see Appendix The consumption-based price index for nontraded goods for 
Chapter 5 for definitions and derivations) 
Equation 61 Price Index for Nontraded Goods 
dz]' PN fpý, %, (Z), -, 
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Given the CES form of the real consumption index of nontraded goods, it is 
possible to derive an individual's demand schedule for a nontraded good z 
Equation 62 Demand Curve for Nontraded Good z 
C, (Z) = 
PN 
CN 
As the aggregate demands in Equation 85, demand for a nontraded good z is 
proportional to an aggregate consumption of nontradeables, with a proportionality 
coefficient being an isoelastic function of the ratio of the nontraded good's price to the 
total price index for nontraded goods. An individual firm takes this nontraded good 
demand schedule into account while performing profit maximization. 
Firms 
Given that the production level is exogenously fixed in the traded sector, 
consideration is now given to nontraded sector firrns' production technology. It is 
assumed that firms produce differentiated nontraded goods out of differentiated labour 
inputs according to a generalized linear-homogeneous CES form production function. 
Let YN, (z) as the output of a differentiated nontraded good z by the firm z, assuming 
the same indexation (z) for the firm and for the nontraded good, then 
Equation 63 Production Function for Nontradeables 
dj (P 
Let vt/ be the nominal wage of the householdj labour supply. Define the wage 
index, W, as the minimum cost of producing one unit of output. Then by the full 
analogy with Equation 60 and Equation 61 we can define the wage index W as 
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Equation 64 Wage Index 
j --" f (w ý dj 
j 
0 
Given finn's production function and wage index we can show (see Appendix 
Labour demand function for Chapter 5 for derivations) that the firm's cost 
minimization problem implies that the demand for labour type j by firm z has the 
following form: 
Equation 65 Labour Demand Function 
Lj (z) =- Y', (Z) 
An individual household takes this labour demand schedule into account while 
performing utility maximization. 
We can drop the superscript notation in future references because in a 
symmetric equilibrium we are going to derive below all households and firms behave 
identically. 
The optimal product prices can be determined as the solution to the fin-n's 
profit maximization problem (see Appendix Optimal product prices for Chapter 5 for 
derivations). While maximizing profit, the monopolistic firm takes into account the 
consumer demand curve given by Equation 62. The optimal product price is given by 
the following equation: 
Equation 66 Optimal Product Prices 
Pw 
NI t 
Equation 66 shows the traditional monopolistic pricing behaviour, where product 
price PN differs from the production cost W by a mark-up factor ý /(ý - 1) . 
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First Order Conditions 
The first-order conditions for the household utility maximization problem with 
respect to the household's choice variables: B, +,, M,, M, 
*, and w,, subject to the budget 
constraint of Equation 58, and the labour demand schedule of Equation 65, are given 
by (see Appendix Household's first-order conditions for Chapter 5 for derivations) 
Equation 67 Household's First-Order Conditions 
Q-P = Q-P 
PTI pl+l 
PTt 
+IP, 
Y-t 
+ 
PpTt 
iYP 
pt g pt PTI+l 
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The first equation is a familiar intertemporal Euler equation for the total 
consumption index linking the growth rate of consumption to the time paths of prices, 
i. e. the total consumption-based price index and the price of tradeables. More can be 
deten-nined on the effect of prices and utility function parameters (see Equation 54 and 
Equation 55) if we rewrite this equation in disaggregate form. Using tradeables 
consumption from Equation 85 yields 
Equation 68 Euler Equation for Tradeables 
1 
--0 pp 
CT, 
I+l P T, 
CTI 
_PI+L 
PT, 
I+l 
This shows that tradeables consumption growth depends on the series of 
relative prices (PIPT). Specifically, similar to the discussion in Obstfeld and Rogoff 
(1996, pp. 234-235), the effect of a (PIPT) fall on tradeables consumption depends on 
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the difference between intertemporal and intratemporal substitutions, Ilp - 0. Other 
things equal a falling (PIPT) causesCT to rise with the elasticity 11p, but by making 
tradeables comparatively more expensive, it also induces a switch to nontradeables 
with the elasticity of 0. When two elasticities are equal, the effects cancel each other 
and the consumption path is independent of prices. 
The second equation connecting money services to the total consumption 
index and the time path of the price of tradeables is a money demand equation, 
addressed in the next paragraph. The third equation delivers the demand for the real 
foreign money balances, which responds positively to an increase in the rate of 
depreciation of the exchange rate AE=-PTt+, IPTt . The fourth and the 
last equation is 
the labour-leisure trade-off condition that comes from utility maximization with 
respect to wages. It ensures that marginal disutility of the additional factor supply (due 
to leisure foregone) kL'-' on the right hand side is compensated by an extra unit of 
marginal utility of consumption CY, such that an extra unit of labour supply can buy 
at the real factor price w/P on the left hand side. The disparity between these elements 
is equal to the mark-up ýol((p-]) charged by a household due to monopolistic market 
power over production inputs. 
To demonstrate that demand for real money balances has rather traditional 
features, substituting the third equation from Equation 67 Household's First-Order 
Conditions into the second one is necessary. This yields 
Equation 69 Money Demand 
C 
mtxp 1-ß 11 
pt pp 
PT, 
+1' 
PTI+l 
,-, T, T, 
Equation 69 shows that demand for real money balances increases in the level of the 
total consumption index and decreases in the nominal interest rate as traditional 
Keynesian theory asserts. To demonstrate the latter condition, one can derive that m, - 
- JE, where as above JE=-PT,, +IIPT,, is the rate of depreciation of the exchange rate, 
and assume that domestic interest rates are moving in the same direction with JE. 
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Finally, we assume no role for the government here, i. e. the government 
expenditures are zero, and all seigniorage revenues are rebated to the households in 
the form of lump-sum transfers 
mt- MI-I 
pt 
The first-order conditions in Equation 67, the period budget constraint in 
Equation 58, the transversality condition in Equation 95, the optimal product prices in 
Equation 66, and the relational equations presented in Equation 59 and Equation 85 
completely characterize the equilibrium. This is the system of nonlinear equations, 
which in general has to be solved numerically for general paths of exogenous 
variables. However, this can be solved for the special case of symmetric equilibrium 
with initial zero net foreign assets, Bo=O. 
The Flexible Price Symmetric Equilibrium 
We now turn to the description of a symmetric equilibrium where all prices are 
flexible and all exogenous variables, including domestic money stock, are constant 
with an initial level of net foreign assets equal to zero, Bo=O. In the symmetric 
equilibrium, all firms behave identically and all households behave identically, 
therefore, one can work with a single representative household and a single 
representative firm. Following the solution procedure outlined in Lane (1999a), we 
non-nalized the endowment of a traded good in the steady-state in such a way that 
PT=PN. The level of the endowment of a traded good in this case is given by 
Equation 70 Traded Good Endowment 
yy 
YT :::::::: 
1-Y N 
This follow from the fact that in the steady-state, with zero bond holding CN= YN and 
CT 
= YT I the link between 
CT and CN derived from Equation 85 and given below 
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Equation 71 Tradeables and Nontradeables Consumption Link 
--40 
CTt =yp CNt 
1 
-Y 
PNI 
Tt 
From Equation 59 and Equation 85 it follows that P=: PN-=PT and CN=(I-y)f2, hence, 
from Equation 66 and the labour-leisure trade-off condition from Equation 67 we 
obtain the steady-state value of the nontraded goods output 
Equation 72 Steady-State Output of Nontraded Goods 
I 
+v (T - 10 - 1) 
P+V-l 
p 
YN (1 p 
I 
Týk 
It deserves a few comments. First, money is neutral in the case of flexible prices and 
the level of output is independent on monetary factors. Second, it can be seen that 
more competitive factor and product markets will lead to lower mark-ups and higher 
output. This is also the case when different nontraded goods and types of labour 
become close substitutes (correspondingly increasing 0 and ý0) alleviating the 
monopolistic distortions. Therefore, output is suboptimally low in this kind of 
decentralized competitive equilibrium, and a central planner could deliver a higher 
level of output by coordinating the behaviour of monopolistic producers and 
consumers. The lower weight on the labour effortS53 (k) increases the output, as does 
the higher share of nontraded goods (1-y) in the total consumption index. 
The steady-state demand for the foreign real money balances is zero from 
't 
Equation 67, where the no-speculative-bubles assumption, PTt=PT was employed. 
Intuitively, if there are no economic incentives to hold foreign currency, i. e. the rate of 
depreciation of exchange rate is zero, and there are non-zero costs of holding or using 
foreign currency (e. g. due to foreign exchange market fees or fines for evading 
government regulations) no rational economic agent will hold foreign currency 
balances in such a steady-state. Finally, given an initial level of domestic money stock 
MO, we can find prices from Equation 67. An initial price level Po is given by 
5' This is equivalent to an increase in productivity effect. 
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Equation 73 Steady-State Price Level 
Yp 
Po = Mo 
0- NO 
-7), (YN ý: 
Finally, we notice that the steady-state real interest rate is constant and given 
by 
The Log-Linearized Model Solution for an Unanticipated Money Shock 
To gain some intuition and insight into the model's internal mechanics, we 
first log-linearized the model around the symmetric steady state described above. This 
was done to enable the use of an analytical solution in place of a numerical solution of 
the model. Then, we considered the effects of an unanticipated monetary shock in the 
presence of a one-period nominal factor price rigidity, i. e. a one-period wage rigidity. 
Given that all factor prices are fully flexible after one period, the system reaches a 
new steady state equilibrium in just one period. As a result, monetary shock effects 
have only two-period dynamics: The short-run effects, which occurred just one period 
after the shock when wages were rigid, and the long-run effects, which occurred the 
second period after the shock when all prices were fully flexible. This prompts an 
introduction of the following notation. 
Suppose that at the time t=O, the system was in the original symmetric steady 
state described by variables with a subscript 0. Denote all variables at the time t=2, 
when the system reached new steady state with an overbar. Denote all intermediate 
short-run variables at the time t=I with a subscript 1. Finally, the short-run and the 
long-run percentage deviations of variable x from initial steady state are 
correspondingly given by 
Equation 74 Notation for Log-Linearization 
ýv .-x, 
- xo  d In x, 
xo 
X-x 
d In x, 
xo 
short - run deviation 
long - run deviation 
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We proceed in the solution along the same line as presented in Lane (1999a). 
As we are interested here in the changes to each of the components of total 
consumption and price index, it is convenient to work with equations in disaggregated 
form, which can always be derived from definitions in Equation 55 and Equation 59, 
and the link given in Equation 85. Consider a permanent monetary expansion: 
1ý1 = Aý > 0. First, one notices that with constant endowment in tradeables, the long- 
run change in consumption of tradeables is only possible through the current account 
movements in a form of earnings on accumulated net foreign assets, bonds, 
dB 
CT r-. In turn, this build up of net foreign assets is only possible through the 00 
dB 
short-run current account surplus, no 
: ý::: 
fT 
- 'ýT T. Hence, there is a direct link 
between short-run and long-run consumption of tradeables 
Equation 75 Tradeables Consumption Link 
CT = -rCT 
Further, because wages are fixed in the short-run from Equation 66 we derive 
Equation 76 Short-Run Product Prices 
PN = 
Log- linearization of the Euler equation for traded goods consumption Equation 
68 yields 
Equation 77 
CT-CT =(1y). 
1± 
(PT 
- 
PT 
- 
PN) 
where the log-linearized total consumption-based price index and Equation 76 were 
used. 
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From Equation 7 1, we can link long-run changes in tradeables and 
nontradeables consumption goods 
Equation 78 
CN 
- 
CT :- --0 
(PN 
- 
PT) 
In the long-run, changes in consumption of nontradeables must equal the changes in 
output. From the last equation of Equation 67, where Q is substituted from the second 
equation of Equation 85 and the total price index from Equation 59, we obtain 
Equation 79 Long-Run Nontradeables Consumption 
I- PO CN 
- 
P+v -1 
7 (PN - PT) 
However, in the short-run with sticky wages, the last equation of Equation 67 is not 
binding and the changes in output for nontradeables is demand determined. From 
Equation 71 we obtain 
Equation 80 Short-Run Nontradeables Consumption 
YN ý-CN : -CT +0 
Combining Equation 79 and Equation 78, we can derive the long-run changes in 
consumption of tradeables as a function of a long-run relative price change: 
Equation 81 Long-Run Tradeables Consumption 
I- PO (ýT = (0 +y 
p +v -1 
)(PN 
- 
PT) 
Finally, we log-linearized the money demand equation, which is given by the second 
and third equations of Equation 67, or alternatively by Equation 69. These are the only 
complicated expressions for log- linearization and some details are presented in 
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Appendix Log-Linearization for Chapter 5. Equilibrium conditions for money market 
in the short-run and the long-run are given by 
Equation 82 Log-Linearized Money Demand 
P Jý 
161-7) po 
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short-run and long-run effects of an unanticipated monetary expansion, can be found 
from eight linear independent equations: from Equation 75 through to Equation 82, 
with the exception of Equation 78, which is the difference between Equation 81 and 
Equation 79. 
Using Equation 75 and Equation 76, where necessary, the system dimension 
can be reduced by two to six equations in six variables 
J(ýT 
5 
'ýN 
9 
(ýN 
5 
PT 
, 
PT 
5 
PNI. 
The 
solution to this system of six linear independent equations can be found in general 
case and is presented in the Appendix Linearized model solution for Chapter 5. 
However, the very complicated structure of expressions for coefficients, as functions 
of model parameters, is difficult to comprehend and sign primarily because such 
subexpressions as A and D are not definitely signed in the domain of admissible 
parameter values for p and 0. 
Notwithstanding this complication, a thorough investigation of the linear 
system suggests that the following partition, based on the relation between the values 
of the intertemporal and intratemporal elasticities of substitution of consumption, 
exhausts all possible cases for coefficient signs. For the purpose of this paper, the 
crucial parameters from the economic viewpoint are y, 6, p, and 0. Parameter y is the 
share of tradeables in the total consumption index and can serve as a proxy for the 
openness of the economy; hence, it describes the level of a small open economy's 
dependence on the rest of the world. Parameter 11c represents the elasticity of 
intertemporal substitution of money services in the utility and will prove to be a 
crucial parameter in determining whether or not the nominal exchange rate (equal in 
our model to the price of tradeables) overshoots in response to an unanticipated 
165 
monetary shock. Parameters Ilp and 0 represent correspondingly intertemporal and 
intratemporal elasticities of substitution of consumption. These parameters deten-nine 
the relative magnitude of the effect of the changes in the ratio (PTIP) on the 
consumption of tradeables (CT), and in turn, on the total consumption index (Q), (see 
Equation 68 and comments below). 
The previous parameter considerations suggest fixing the numeric values of 
less important technical parameters and exploring the behavior of the system 
coefficients as functions of y and E for three separate cases: Case 1, in which (Ilp)<O; 
Case 2, in which (Ilp)>O; and Case 3, in which (Ilp)=O. The following numeric 
values were assigned to other parameters: a=2, k=0.5, X=I, v=2, ý0=3,0=4, and 
r=O. 1. The values of y naturally lie on the unit internal [0,1]. The range of values for E 
was chosen to cover the interval from one to ten [1,10], with c= I covering an extreme 
case of logarithmic utility in money services and E=10 being larger than the largest 
typical value used in numeric simulation papers in a "new open economy 
macroeconomic s" literature strand 54 . The behaviour of coefficients is best summarized 
by graphic means of the three-dimensional surface plots presented in Appendix 
Graphic representation of the log-linearized model solution for Chapter 5. The Table 
15 presents the model response to an unanticipated monetary shock (a unit step) in 
compact form. 
54 The highest value, E=9, is met in Andersen and Beier (1999) and Senay (1999). Other typical values 
are: e=8 in Betts and Devereux (1999); E=6 in Chari et al (1998); and E=5 and I in Bergin and Feenstra 
(1999). 
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Table 15 Model Response to an Unanticipated Monetary Shock 55 
Variable Name Notation Case I 
MWO 
Case 2 
(]/P)>O 
Case 3 
Mp) =0 
Long-Run Tradeables Consumption CT + 0 
Short-Run Nontradeables Consumption CN + + + 
Long-Run Nontradeables Consumption CN 0 
Short-Run Tradeables Prices PT + + + 
Long-Run Tradeables Prices A PT + + 
Long-Run Nontradeables Prices A PN + + 
It is interesting to note that all signatures are in agreement with the findings by Lane 
(I 999a), despite differences in our models. The model presented by Lane (I 999a) does 
not have foreign currency, and instead of labour effort, the utility function includes 
nontradeables output. 
A discussion of the solution begins with the response of a current account to an 
unanticipated monetary shock. From Equation 75 and the paragraph preceding it, one 
can see that the short-run current account surplus is equal to the negative in the short- 
run tradeables consumption, which in turn is negatively related to the long-run 
tradeables consumption. Therefore, the short-run current account movement is 
provided in the first line in our Table 15, where it progresses into surplus in Case I 
(which corresponds to the traditional Mundell-Fleming set up), into deficit in Case 2, 
and maintains a balance in Case 3. Thus, the theoretical model does not specify the 
direction of the response of a current account to an unanticipated monetary shock. 
From the discussion above, a question emerges for empirical research: Can 
empirical observations deliver a more definite resolution? For illustrative purposes, 13 
transition economies in Central and Eastern Europe and the Baltic states are presented 
in Table 48 (see Appendix Datafor transition economies for Chapter 5). Each of these 
countries experienced an unanticipated monetary shock, which is identified with the 
year when inflation peaked - often coinciding with the same year that reform and 
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stabilization programs started. Of these countries, only six had a flexible exchange 
rate regime at the time: Albania, Bulgaria, Latvia, Lithuania, Romania, and Slovenia. 
Among these six countries, four responded with the short-run current account surplus 
falling into the traditional category of Case 1, while Bulgaria and Lithuania responded 
with the short-run current account deficit as Case 2 predicts. Does this mean that 
intertemporal elasticity of substitution is greater than intratemporal elasticity for 
Bulgaria and Lithuania, and vice versa for the other four countries? 
These findings, of course, should be treated with great caution for several 
reasons. First, from a technical standpoint, the availability of data quality on transition 
economies, most especially in the early years and in the area of balance of payment 
statistics, is very poor. Second, from a theoretical perspective, one could argue that 
transition economies were not in equilibrium when they experienced monetary shock. 
Indeed, a pre-reform initial condition assessment conducted by EBRD confirms this 
(see EBRD Transition Report 1999, Box 2.1, p. 28). Specifically, amounts of foreign 
real money balances in the form of US dollar- and Gennan mark-denominated private 
savings were not negligible. Finally, one may argue that the size of monetary shock 
these countries experienced was not small enough for accurate linear approximation. 
Turning to the consumption and production of nontraded goods in the long- 
run, we confirm an interesting finding by Lane (I 999a, pp. 10- 11), that is, in a new 
steady-state, the consumption and production of nontraded goods is lower in both 
Cases I and 2. This occurs because of a change through the current account 
movements of a new steady-state level of traded goods consumption which exerts a 
wealth effect on the desired consumption level of nontraded goods and influences a 
household's decision on optimal labour supply to nontraded goods production. Results 
show that in both cases, the size of the negative effect is greater. 
The real exchange rate is defined as the relative price of nontradeables in terms 
of tradeables. The long-run response of the real exchange rate to an unanticipated 
monetary shock is given by the difference (PN-PT). It is positive for Case I (see 
Figure 51 in Appendix Graphic representation of the log-linearized model solution for 
Chapter 5) in that the real exchange rate appreciates, is negative for Case 2, and is 
unchanged for Case 3. 
55 Table notation: plus sign indicates positive response; minus sign indicates negative response; single 
asterisk indicates that overshooting is possible for some range of values of 'y and E; and double 
asterisk indicates overshooting has taken place for the whole considered range of y and F, values. 
168 
Finally, turning to the dollarization phenomenon, we can make the following 
conclusion. The third equation of Equation 67 indicates that the level of foreign real 
money balances depends positively on the rate of depreciation of exchange rate 
AE=-PT,, +IIPT,, , which is positive in the first period, when money shock occurs, and 
negative in the second period for all three cases (see Figure 47 to Figure 50). 
Therefore, in the short-run, during the first period, the changes in the level of foreign 
real money balances and dollarization are positive. Dollarization ratio has its 
nominator equal to foreign real money balances, and its denominator equal to the sum 
of domestic and foreign real money balances. They increase from zero in response to 
an unanticipated monetary shock in all cases. During the second period the changes in 
the level of dollarization are negative. In the long run, when the system reaches a new 
equilibrium and AE=O, the level of dollarization as well as foreign real money 
balances do not changes anymore. However, their overall change, sum of changes in 
two periods, is positive, hence, they do not return to zero. Therefore, in this particular 
model setup we end up with a positive level of dollarization in a new steady state after 
the shock. Notice that due to our model setup initial levels of foreign real money 
balances and dollarization are zero, hence, we cannot log-linearize around these 
starting values. Therefore, for foreign real money balances and dollarization we use 
simple linearization, for details see log- linearization appendix for Chapter 5, in 
particular Equation 10 1 and Equation 102. 
Completing the discussion, we consider the influence of y and c parameters on 
the response of the system to an unanticipated monetary shock. First, we address the 
issue of economic openness and its effects on economic performance. Considering 
parameter y (share of traded goods in total consumption) as a good proxy for the level 
of openness of the economy, the solution shows that higher openness leads to less 
overshooting of the nominal exchange rate (Figure 40, Figure 44) or eliminate 
overshooting entirely (Figure 34 and Figure 45). Further, the effects of monetary 
shock on the long-run real exchange rate become smaller as y increases (Figure 5 1). 
Also, one can see that greater openness dampens the short-run response of current 
account to monetary shocks (Figure 31 and Figure 37). Therefore, one can argue that 
greater economic openness should be promoted as it plays a stabilizing role for the 
economy in the face of monetary shockS56. 
56 This conclusion is in line with the finding by Lane (1997) that trade openness is an important 
determinant of average inflation over the long-run in open economies, with more open economies 
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Turning to the effects of c we can observe that the effects of an unanticipated 
monetary shock are stronger when E is higher; that is, the lower the elasticity of 
intertemporal substitution of money services (11E). Many of the figures in Appendix 
Graphic representation of the log-linearized model solution for Chapter 5 indicate this 
kind of dependence, except Figure 32, Figure 33, Figure 37, Figure 39, and Figure 42. 
This is a very intuitive result, as it is getting harder to substitute the utility derived by 
economic agents from their money holdings across time they react stronger to the 
shock. 
Model responses to various real and nominal macroeconomic shocks 
In this section we complete an exhaustive investigation of our model by 
deriving model responses to eight different macroeconomic shocks in addition to a 
monetary shock considered above. In particular, we considered monetary shock in the 
presence of fixed nominal exchange rate; temporary and permanent shocks to the 
nominal exchange rate (especially, an increase in the nominal exchange rate, i. e. 
currency devaluation); monetary shock in the presence of fixed real exchange rate. 
Finally, we considered an exogenous shock to the real exchange rate, for example, due 
to shock to foreign price level, which comes in four flavours. It can be temporary or 
permanent, and can or cannot coincide with the domestic shock to money supply. This 
last block of four shocks is an important model development. While all shocks 
considered until now were of internal origin, this one trully opens the model to 
external ifluences. To make this possible we modify the model in the following way. 
We no longer assume foreign price level to be constant and normalized to unity. 
Therefore, now the changes in domestic price index of tradeables (PT) become 
determined by the sum of changes in the nominal exchange rate and foreign price 
index of tradeables. We derive new log-linearized system, which incorporates these 
changes, and use it to find solutions for the case when external shocks acting through 
the changes to the real exchange rate impact on domestic economy. We would like to 
emphasise that such an extended, in detail (we also research the dependence of 
solutions on the model structural parameters gamma, epsilon, and alpha) study of 
having lower inflation rates. The behaviour of the inflation rate is a good proxy for the general level of 
instability in the economy. 
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"new open economy macroeconomics"-type model responses to different 
macroeconomic shocks was not undertaken in any previous studies. 
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Table 16. Model responses to various macroeconomic shocks 
Variable M M&Fixed NER NER M&Fixed M&RIER RIER M&R-ER RIER 
NER temp perm RIER tem p temp perm perm 
Case I (1/p < 0) 
LR CT p N p pN u N p 0 
SR CN >1 p N* P* p >1 p >1 0 
LR CN N P* N* N* 0 p p N 0 
SR PT P* 0 1 10 p N u -1 
LR PT p 0 0 1N P* p N -1 
LR PN p N P* >1 N P* u P* 0 
LR RER P N p p0 u N p 0 
CS 1 p 0 p p0 p N u N 
CS 2 N 0 N 0N p p N 0 
Tot CS p 0 0 pN p p N N 
Case 2 (Ilp > 0) 
LR CT N N u NN (v. s. ) u p N 0 
SR CN >1 p u >1 p >1 p >1 0 
LR CN N p N N0 u p N 0 
SR PT >1 0 1 10 P* N p -1 
LR PT >1 0 0 1N P* N p -1 
LR PN >1 p N* pN P* p p 0 
LR RER N p N N0 u p N 0 
CS 1 p 0 p p0 p N p N 
CS 2 N 0 N 0N u p N 0 
Tot CS p 0 0 pN p N p N 
Case 3 (Ilp 0) 
LR CT 0 N p pN (v. s. ) 0 0 0 0 
SR CN >1 p P* >1 p >1 >1 >1 0 
LR CN 0 0 0 00 0 0 0 0 
SR PT >1 0 1 10 P* N p -1 
LR PT 1 0 0 1N 1 0 0 -1 
LR PN 1 p p pN 1 0 1 0 
LR RER 0 p p N0 0 0 0 0 
CS 1 p 0 p p0 p N p N 
CS 2 N 0 N 0N u p N 0 
Tot CS p 0 0 pN p 0 0 N 
Notes for the table. P (N, U) means positive (negative, unsigned) change for the respective variable. For 
all variables except currency substitution (CS) the changes are percentage changes, while for CS it is 
absolute changes. Star superscript means that for some range of parameters gamma and epsilon 
overshooting takes place, i. e. in response to a unit shock the variable changes by more than 100%. (v. s. ) 
means that the magnitude of change is very small, close to zero. LR X stays for Long-Run percentage 
change in the variable X, i. e. the percentage difference between the initial and new steady-state values. 
SR X stays for Short-Run percentage change in the variable X, i. e. the percentage difference between 
the initial steady state and interim period values. CS-I and CS-2 stand for the first and second penods' 
absolute changes in currency substitution ratio respectively. Tot CS is the overall change in value of CS 
ration between two steady states. M denotes a shock to money supply. NER and RER abbreviate 
nominal and real exchange rates respectively. Notice that for these simulations we choose the same 
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values as before for all the parameters except real interest rate. For real interest rate we choose a lower 
value of 4% instead of initially used 10%. All results were obtained using Maple 7.0 software by 
Waterloo Maple Inc. The entire table consists of three large panels corresponding to three different 
cases of intertemporal and intratemporal elasticity of substitution of the total consumption index. To 
improve readability in each case we separated by horizontal lines changes in consumptions, prices, and 
derived quantities such as real exchange rate and currency substitution ratio changes. Finally, the 
shaded cells for the last four columns for SR and LR PT rows give the values of the nominal exchange 
rate changes, the changes in PT can be easily recovered (see explanations in the text below). 
The above table shows calculated model response to nine different 
macroeconomic shocks both nominal and real. First, we explain what kinds of shocks 
are considered. Second, we discuss the findings. 
The first column designated by "M" presents the model response to a monetary 
shock, a step in money supply. Next, in the second column, "M&Fixed NER", we 
consider the same monetary shock in the presence of fixed nominal exchange rate. In 
terms of our model variables fixed nominal exchange rate corresponds to no changes 
in the tradeables price index: SR PT =0 and LR PT = 0. 
When the monetary authorities try to affect money supply while keeping the 
fixed nominal exchange rate they face the problem of trying to set independently two 
targets which are intrinsically linked at least according to standard textbook model of 
monetary and exchange rate policies. However, taking into account the uncertainty 
about the lags in reaction functions, the presence and strength of nominal and real 
rigidities, and, especially, the prevalence of politics over sound economic practices in 
many young, inexperienced and often irresponsible governments in emerging market 
economies, this situation is not that rare. 
In the mathematical sense an extra constraints associated with the fixed 
nominal exchange rate yields a situation when we have more equations than 
independent variables, i. e. the system becomes overdetermined. Therefore, instead of 
an exact solution it is only possible to get the solution in a least square sense. The 
solution minimizes the quadratic norm of the residual of the system. 
Columns three and four, "NER temp" and "NER penn", present the model 
response to the nominal exchange rate shocks, both temporary and permanent. In 
particular, we consider an increase of nominal exchange rate, i. e. currency 
devaluation. Temporary shock corresponds to SR PT =I and LR PT = 0. While 
pen-nanent shock corresponds to SR PT =I and LR PT = 1. 
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In column five, "M&Fixed RER", we have situation similar to the column two 
with the only difference that the real not nominal exchange rate is now targeted. It 
should be noted that the magnitude of responses is very small for changes in 
consumption of tradeables and non-tradeables. Fixed real exchange rate means that 
logarithmic changes in the price indices for tradeables and non-tradeables are equal: 
d(109PT) =d(logPN). This means LR PT = LR PN, and SR PT = SR PN = 0, because 
in a short-run wages and, hence, PN through Equation 66 are fixed. 
Last four columns show the response of model variables to real exchange rate 
shock, which is often used in a literature as a proxy for terms of trade shock. We 
consider an exogenous shock to the real exchange rate, for example, due to shock to 
foreign price level, which can coincide with the domestic shock to money supply. For 
this purpose we no longer assume foreign prices for tradeables to be constant and 
normalized to unity as is assumed elsewhere in the chapter (this made the domestic 
price index for tradeables and the nominal exchange rate synonymos). Hence, now the 
changes in the domestic price index for tradeables (PT) can be decomposed into the 
changes due to nominal exchange rate variations and due to variations in foreign price 
level: d(109PT ) =d(logE )+ d(logP*T )- Since it is the change in the nominal 
exchange rate that is important for currency substitution ration dynamics, in the last 
four column we actually report the percentage changes in the nominal exchange rate. 
Since we consider a unit increase in the foreign price level the percentage changes in 
the price index for tradeables can be easily recovered by an addition of one to SR PT 
row in the case of temporary shock and to both SR PT and LR PT rows in the case of 
permanent shock. Four cases are considered: temporary real exchange rate shock 
together and without monetary shock, and permanent real exchange rate shock 
together and without monetary shock. Temporary real exchange rate shock 
corresponds to SR PT* =I and LR PT* = 0, i. e. there is a temporaty, short-run 
increase in foreign tradeables price level. This situation, for example, can represent a 
short term increase in a price of oil on the world markets for the small oil exporting 
country (Russia was not influencing the price of oil too much till recently), or a short 
term increase in a price of coffee on the world markets for the small coffee exporting 
country (many countries in Latin America and Africa whose exports are often consist 
of a single raw material good). While permanent real exchange rate shock corresponds 
to SR PT* =I and LR PT* = 1, i. e. there is a step in foreign price level. With our 
definition of real exchange rate: d(logRER) = d(logPN) - [d(logE) + d(logP*T) 1, it 
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falls in the short-run for column six to eight, i. e. we observe a real short-run 
appreciation. Long-run real exchange rate response is given in the table. Finally, for 
the last nineth column the real exchange rate does not change because the changes in 
the nominal exchange rate exactly offset the foreign price shock. Here we again have 
a just detrmined system of linear equations and can derive exact solutions as oppose to 
solutions in least square sense used in columns two to five. 
Model response to a monetary shock, an expansion in money supply, was 
discussed in details in previous section. Hence, we only discuss and compare model 
responses to the other shocks. First thing to notice is that the partition scheme, based 
on the relation between the values of the intertemporal and intratemporal elasticities of 
substitution of consumption, developed for the response of current account in the 
short-run to pure monetary shock does not hold for many other macroeconomic 
shocks. The response of current account in the short-run is equivalent to the response 
of LR CT. Although the partition scheme is in place for columns four, seven, and 
eight; it does not hold for columns two, three, five, and six, where the response of 
current account (LR CT) has the same signature for all cases. 
Second, as expected there are no changes to currency substitution ratio in the 
case of fixed nominal exchange rate, column two. The driving force behind the 
changes in currency substitution ratio is expected depreciation of domestic currency, 
increase in the nominal exchange rate, which is equal to zero in the case of fixed 
nominal exchange rate 57 . Similar observation applies to columns three and four, which 
considers shocks to nominal exchange rate. Column four, "NER perm", shows an 
overall positive increase in currency substitution ratio in response to a permanent rise 
of nominal exchange rate. Column three, "NER temp", shows currency substitution 
ratio rising and falling in response to a temporary increase of nominal exchange rate, 
with overall changes in currency substitution ratio equal zero. Generally, it was 
discovered that for a pure monetary expansion shock (column one), monetary shock 
mixed with a temporary shock to real exchange rate (column six), and permanent rise 
in nominal exchange rate (column four) the overall change in currency substitution 
ratio is positive for all cases. 
57 Credibility issues are not explicitly modelled here. Therefore, the fixed exchange rate regime is 
assumed to be fully credible making the expected depreciation rate equal zero. In reality, in many 
economies with formally declared fixed exchange rate regimes currency substitution ratio is not stable 
reflecting aiTiong other factors variations in the credibility level of the regime held by economic agents. 
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Third, whatever is the nature of the accompanying shock or constraint (fixed 
exchange rates) monetary shock, an increase in money supply, always boosts short- 
run output and consumption of nontradeables for all cases. This has a welfare 
improving beneficial effect for the society due to initially inefficient low level of 
output in the nontradeable sector distorted by monopolistic competition in the pre- 
shock stedy state. 
Fourth, whenever monetary shock is coupled with the constraint of fixed 
nominal or real exchange rates (columns two and five) LR CT is negative, i. e. current 
account goes into deficit, for all cases. 
Fifth, whenever changes in the long-run real exchange rate, which is a measure 
of relative price of tradeables and nontradeables, are zero there are also no changes in 
long-run consumption of nontradeables, notably, columns five and nine. 
Sixth,, the behaviour of consumption and prices is the same for the cases of 
pure monetary shock and monetary shock coupled with the permanent shock to the 
real exchange rate (columns one and eight), hence these two shocks are 
indistinguishable in this model except for the sign of the overall change in currency 
substitution ratio in cases one and three. This shows that in models with currency 
substitution the identification problem may be less severe. 
Seventh, when the nominal exchange rate is not constraint the shock to money 
supply always lead to both short and long-run increase in the value of exchange rate, 
currency depreciation, see columns one, six, and eight. Except for the case one when 
money shock is coupled with the permanent shock to the real exchange rate (column 
eight), where in the short-run nominal exchange rate can go either way, and in the 
long run it falls. 
Finally, we would like to comment on the overshooting phenomenon, when the 
magnitude of the model variable response is larger than the magnitude of the shock, 
which is always equal to one in our experiments. It can be noticed for all cases that 
long-run consumption of tradeables and nontradeables and real exchange rate do not 
overshoot, while short-run consumption of nontradeables and prices, SR and LR PT, 
and LR PN, do overshoot. The only exception is overshootings by long-run 
consumption of nontradeables (LR CN) in columns two, three, and four, which is 
probably a technical artefact. Since in these particular instances we could not obtain 
an exact solution for an overdetermined system but only obtain solution in the least 
square sense, which is correct to the point of minimizing the square norm of 
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equations' residuals and nothing more. Moreover, the inspection of values for gamma 
and epsilon parameters for which the overshooting takes place supports our conjecture 
with respect to the behaviour of LR CN. In particular, overshooting that is present in 
columns two and four for the case I requires gamma to be above 80%, which is very 
improbable value 58 . 
While investigating overshooting phenomenon and the responses of model 
variables to different macroeconomic shocks in the presence of currency substitution, 
it is not possible not to comment on the role of parameter alpha, which is the main 
structural parameter in the subutility function of foreign money balances. From 
macroeconomic perspective the elasticity of substitution between any two points in 
time, the intertemporal elasticity, is proportional to I/alpha 59 , i. e. as alpha 
falls 
intertemporal elasticity of substitution of foreign real money balances rises, and the 
variables response to shocks should get milder. In this respect the role of alpha is 
similar to that of parameter epsilon, intertemporal elasticity of substitution of overall 
money services, which was discussed in the previous section. We discovered that 
although in general falling alpha moderates changes in short-run prices (SR PT or 
nominal exchange rate in case of columns six to nine), it magnifies the effect of 
depreciation on currency substitution ratio so that as a rule total changes in currency 
substitution ratio are greater when alpha is smaller. This can be seen also from 
Equation 102. In particular falling alpha reduces overshooting of short-run prices 60 
see Figure 53 to Figure 55. We could observe this moderating effect of alpha, for 
example, for columns one and seven for all cases, columns six and eight for case two 
and three. Strong positive impact of falling alpha on the magnitude of changes in 
currency substitution ratio is a universal phenomenon. The key to understanding this 
effect is the third equation from the first order conditions, which links the holding of 
real foreign money balances to the changes in prices of tradeables. There are no strong 
or clear dependence on alpha for long-run prices (LR PT and LR PN) and 
consumptions. Hypothesising what can be the factors determining the value of alpha, 
" Parameter gamma is the share of tradeables in total consumption and is often referred to in the 
literature as a measure of openness. Empirically it is measured as a volume of import to GDP, for 
example, Lane (1997, p. 33 9) calculated gamma for the OECD sample to be less than one third in value, 
i. e. less than 33%, with standard deviation equals to plus/minus 16%. Also Obstfeld and Rogoff (1994, 
ChA, p. 202) claim that empirical evidence for modem industrial economies indicates that the share of 
tradeables is around 40%. Therefore, one can safely assume that reasonable values of gamma for 
OECD class country should be below 50%. On these facts we based our assessment in the text. 
59 For precise definitions see Blanchard and Fisher (1993, pp. 40,44). 
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we guess that two issues may be crucial. First, the level of risks of the environment for 
operating with foreign money balances. Second, the level of transaction costs for 
handling foreign exchange in the economy. Ultimately, both factors are determined by 
a broad legal and institutional framework of the economy. However, one can 
speculate, that a more stable, developed, and efficient banking sector will reduce the 
level of alpha. Hence, this will amplify the magnitude of changes in currency 
substitution ratio in response to various macroeconomic shocks while reducing the 
overshooting phenomenon and/or the magnitude of changes of other important 
macroeconomic variables, notably, short-run prices. 
We complete this section with the comments on the possible use of our Table 
16. Every event in the table is described by a quadruplet {Variable, Case, Shock-type, 
and Response). The table was constructed by the following procedure. Given the 
variable of interest, the Case (determined by the interrelations between p and 0), and 
the type of shock we calculated the variable response through linearized first order 
conditions. However, now we can envisage two other economically interesting 
identification procedures. First, given a triplet ýVariable, Shock-type, and Response) 
one can identify the Case for the economy under study. Second, given a triplet 
(Variable, Case, and Response) one can identify the type of macroeconomic shock 
that impact the economy. Important qualification follows. Since the table does not 
provide one-to-one correspondence for all the events, one would have to use some 
extraneous priory information for correct identifications, for example, the knowledge 
that there was no domestic monetary shock while there was an external shock. 
Conclusions 
The issue of the effects of an unanticipated monetary shock in a small open 
economy with dollarization, factor price rigidities, and nontradeables was re-examined 
in a general equilibrium, intertemporal optimizing model. The model response to other 
macroeconomic shocks was investigated as well. The framework of an earlier research 
was extended to incorporate the foreign real money balances into a representative 
agent utility function, and therefore, to account for the phenomenon of dollarization 
60 For simulations involving alpha we fixed the value of epsilon at six, which is approximately the 
inedian value of this parameter found in the literature. 
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characteristic of transition economies. The solution was derived for a log-linearized 
version of the model and presented in Table 15 and Table 16, and in other figures. 
Findings can be separated into two groups: first - related to partition scheme of 
model responses to monetary shock; and, second - investigation of model responses to 
other macroeconomic shocks. Both studies are supplemented by an inquiry into how 
the responses depend on major structural parameters of the model. The major finding 
of the research in the first group is that in the event of small monetary shocks, the 
presence of dollarization does not alter an important solution partition scheme as 
discussed in Obstfeld and Rogoff (1996, pp. 234-235) and Lane (1999a). The scheme 
relates the sign of response of consumption, current account balance, and other 
macroeconomic variables to the difference between intetlemporal and intratemporal 
elasticities of substitutions of the total consumption index, Ilp - 0. Further, the signs 
of responses themselves are in agreement with earlier research findings by Lane 
(I 999a). 
Overshooting regions for prices and exchange rate responses to an 
unanticipated monetary shock were found to depend on the elasticity of intertemporal 
substitution of money services (11E) and the share of traded goods in total 
consumption (y), which is also a proxy for openness of the economy. The results also 
show that one can argue for greater economic openness since it plays a stabilizing role 
in the economy in the event of monetary shocks. Finally, we derived that the level of 
foreign real m9ney balances and, hence, the level of dollarization will increase in the 
short-run response to an unanticipated monetary shock. 
For the second group we presented a detailed study of model responses to 
various real and nominal macroeconomic shocks. Also it is supplemented by the 
investigation of model responses' dependence on major structural parameters, such as 
the elasticity of intertemporal substitution of total money services (11E), the share of 
traded goods in total consumption (y), and the elasticity of intertemporal substitution 
of foreign money services, which is proportional to (]/a). 
It was discovered that for a pure monetary expansion shock, monetary shock 
mixed with a temporary shock to real exchange rate, and permanent rise in nominal 
exchange rate the overall change in currency substitution ratio is positive for all cases. 
Investigating the role of parameter alpha, which is the main structural parameter in the 
subutility function of foreign money balances, we discovered that although in general 
falling alpha moderates changes in short-run prices, it magnifies the effect of 
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depreciation on currency substitution ratio so that as a rule total changes in currency 
substitution ratio are greater when alpha is smaller. 
As to a future research, agenda, two major amendments should be sought 
immediately. The first is related to the set-up of nominal rigidities. It would be 
beneficial to extend the present framework in which wages are pre-set one period 
ahead to a more realistic framework in which wage contracts are staggered over 
multiple periods. This will yield the true (as opposed to the present two-period) 
dynamic adjustment to the effects of monetary shock. The second amendment is 
related to a solution procedure. As even for the log-linearized model the solution is 
too complicated, one may seek a full numeric treatment of the original nonlinear 
system. This would render unnecessary the size constraint on the magnitude of an 
unanticipated monetary shock, allowing one to consider the effects of large monetary 
shocks instead. 
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Conclusions 
This thesis has addressed certain issues of macroeconomic modelling of a 
small transition economy. Two introductory surveys on economic development in 
transition and issues of currency substitution phenomenon preceded chapters that 
report original research, both theoretical and empirical. Although different in method 
and nature the research has the unifying theme of currency substitution or 
dollarization. This theme is always present in the last three chapters of the thesis in 
one way or another. 
Chapter I "Economic Survey of Latvia and European Transition Economies" 
surveyed the economic development in Latvia and other European transition 
economies to the mid-1990s. The end date as a matter of fact is due to limitations on 
data availability at the time of writing up the chapter. The survey revealed that an 
economic transition from former socialist central ly-planned economies to capitalist 
market-driven economies is not a mere change in political orientation and ownership 
rights but a much more complex, fast, and large-scale socio-political and economic 
transformation. Since the survey is concentrated on macroeconomic performance in 
transition these deep structural changes can be observed from the fast shifts in GDP 
composition. The dynamic of GDP, consumer prices, and unemployment further 
revealed a number of extremely severe and strong shocks experienced by the 
transition economies. In most of transition economies such phenomena as high 
inflation and unemployment were unheard for decades and caught people unprepared 
with great damage to social structures and the feeling of well-being of societies. 
The survey also illustrates the absence of an established leader in economic 
reporting on transition up to the mid-1990s. A place now occupied by the European 
Bank for Reconstruction and Development with its annual transition reports 
representing a definitive source. These reports are well supplemented by country 
studies and assessments by the World Bank and International Monetary Fund. The 
survey introduced some new sources of economic data on transition. Newly 
established or reformed institutions in transition economies such as: statistical offices, 
ministries of finance and economy, central banks, were adopting international 
standards of economic reporting and started to produce internationally accepted 
economic data on transition. In particular such Latvian sources as: Monetary Review 
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(quarterly) by the Bank of Latvia and the report Economic Development of Latvia, by 
the Ministry of Economy, were widely used while compiling this survey. 
The next chapter, Chapter 2 "Survey on Currency Substitution: Currency 
Substitution and Transition Economies, Theory and Econometrics, Recent 
Developments" addressed the specific issue of currency substitution or dollarization. 
It brought together and discussed a vast and diverse body of both theoretical and 
empirical research on the currency substitution phenomenon. The survey revealed that 
currency substitution is an important characteristic of many transition economies. It 
has the potential ability to hinder the conduct of monetary policy by the domestic 
monetary authorities, to destabilize the behaviour of the exchange rate, and to deprive 
the domestic government of a large share of its seigniorage revenue. Currency 
substitution definitely deserves the serious attention of economists and policy-makers, 
especially during transition process, when the factors listed have been particularly 
important. 
Unfortunately, the results of the survey led us to conclude that the state of the 
art is less than perfect. There is not even a uniformly accepted definition of what is to 
be called currency substitution, let alone an agreed theoretical approach. There are at 
least two reasons for this situation. First, the issue of currency substitution itself is 
very complex and comprises many of the unresolved problems of monetary 
economics complicated by the presence of an extra currency. Second, the issues 
related to currency substitution phenomenon are very diverse, within each topic its 
own methods, concepts, and definitions have been developed. 
Nevertheless, two major tasks were accomplished. First, the survey presented 
an up to date account of the situation in the field of currency substitution research. 
Second, it was rather informative about the state of modelling currency substitution 
phenomenon in an uncertain, stochastic environment. To model currency substitution 
in a stochastic framework is a rather intuitive idea, because uncertainty in all its forms 
- political and economic - is a major driving force behind the emergence of the 
currency substitution phenomenon, especially during transition process, when politics, 
international trade, monetary and fiscal policies experience large shocks. However, 
the survey revealed that only a paper by Thomas (1985) applied a continuous-time 
stochastic calculus approach to derive the currency substitution ratio from an 
optimization problem for a representative agent. The application of stochastic calculus 
is important because, as argued in the following chapter, it goes further in its treatment 
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of uncertainty than traditional rational expectations models. The fact of such an acute 
deficit of research on currency substitution in a modem stochastic framework prompts 
and justifies the research of the next chapter. 
Chapter 3 "Macroeconomic Model of Transition Economy: A Stochastic 
Calculus Approach" applied the method of stochastic calculus to develop an 
integrated general equilibrium model of a small transition economy in uncertain 
environment and with optimizing agents. The model was used to derive the expression 
for the currency substitution ratio from the 'first principles' of stochastic optimization. 
This chapter is one of the first attempts to apply the stochastic calculus 
technique to macro-modelling of transition economies. It considered the economy at 
an early stage of transition, when bond and stock markets are absent or 
underdeveloped and have negligible effect on economy-wide activities. The solution 
showed the dependence of many macroeconomic variables such as: the equilibrium 
growth rate of the economy, real assets returns, domestic money demand, expected 
inflation rate, and currency substitution ratio on variances of the exogenous risks in 
the economy. 
This solution may serve as a benchmark. Further, one can consider ever more 
complex models by introducing, one at a time, bond and stock markets into the 
developed framework. This is a natural continuation of the present research as it can 
be used to reveal how the behaviour of the currency substitution ratio changes as 
transition progresses. Firstly, with the development of the bond market as a newly 
established system of commercial banks starts trade in government securities; and 
then the stock market, after privatization is completed. 
Another line of research is to consider this model in an international set up, in 
the context of a small open economy. This will help to address the questions of 
foreign trade and balance of payments crisis; it would be possible also to endogenize 
the process for the exchange rate and to consider the virtues of different exchange rate 
regimes. Finally, during the process of reforrns government expenditures on economic 
infrastructure and on the creation of a social safety net are very important; therefore, 
one can also relax the assumption of no impact from government expenditures on 
private utility. Questions of welfare analysis can be easily approached in the context 
of a representative agent model by using his utility as a measure of welfare. 
The development of a theoretical model of currency substitution with an 
application of stochastic optimization technique delivered useful insights with respect 
183 
to which factors can be important determinants of the level of currency substitution. In 
particular, the model predicts that the volatility of the rate of inflation together with 
the volatility of the share of government expenditures to GDP may be significant in 
the determination of currency substitution level. Chapter 4 "Econometric Analysis of 
Currency Substitution Phenomenon: A Case of Latvia" tested these assumptions 
empirically among other alternatives in the case of Latvia. This chapter, which reports 
a comprehensive time-series analysis of currency substitution phenomenon with an 
application of modem techniques and methodology, represents the empirical 
investigation of the currency substitution phenomenon in Latvia. 
The research confirms the importance of such established factors as spreads on 
credits and deposits, the rate of depreciation of the exchange rate, and foreign reserves 
in CS determination. The chapter further highlights relatively unknown factors such as 
the volatility of government expenditures. The volatility of the government 
expenditure share in GDP does seem to matter for the determination of currency 
substitution behaviour. They appeared to be positively related, so that an increase in 
the volatility of government expenditure share in GDP is associated with an increase 
in the currency substitution level. These factors should be considered by policyrnakers 
wishing to assess or affect the behaviour of the CS ratio. Finally, we demonstrated that 
the present data sample quality and size is not enough to distinguish clearly stationary 
case of currency substitution ration from non-stationary one, and to identify any 
efficiency gains due to correct matching of econometric methods applied and order of 
integration of LCS. 
As to future research a number of directions can be proposed. First, the 
research can be repeated on the extended data set to include the sample of transition 
economies, the Baltic region: Latvia, Lithuania, and Estonia, and a typical Latin 
American country. The reason for choosing a typical Latin American country is to 
compare the behaviour of currency substitution in both cases, and to investigate 
whether the currency substitution operates in, for instance, Latvia in the same fashion 
as in Latin America. One may hypothesize 61 that the data generating processes for 
currency substitution are quite different in Latvia as compared with a typical Latin 
American country, which before the emergence of transition economies was the 
traditional field of application of theoretical and empirical research on currency 
substitution. 
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Second, one can undertake more empirical research on the Baltic region, 
Latvia, Lithuania, and Estonia. All three countries are rather similar in many respects, 
but all have chosen different to implement different stabilisation programs at the 
beginning of their transition to the open, market type economies. Estonia has 
implemented the exchange-rate-based stabilisation programme that resulted into the 
establishment of the Estonian currency board, see Bennet (1993), and into the fixed 
exchange rate against the Gennan mark. Latvia initially implemented a monetary- 
based stabilisation programme that resulted into the establishment of a strong and 
independent central bank. Lithuania chose a somewhat mixed way; it has start with a 
strong central bank and has ended up with a currency board, fixing its currency to the 
U. S. dollar. Therefore, this study will allow to compare the effects of different 
institutional arrangements and stabilisation programs on the behaviour of currency 
substitution. 
Finally, to shed more light on this problem of extreme complexity, much 
empirical research on other countries' experience with the currency substitution 
phenomenon is necessary to construct a reliable set of evidence on signs and relative 
significance of different variables for the currency substitution process. A panel data 
set analysis may help to tackle traditional problems of empirical research of transition 
economies (poor quality data and small sample size), and will greatly facilitate further 
theoretical investigation of the currency substitution phenomenon. 
Chapter 5 "Money Shocks in a Small Open Economy with Dollarization, 
Factor Price Rigidities, and Nontradeables" returned to theoretical macroeconomic 
modelling, and reported a model of a small open transition economy with 
dollarization, factor price rigidities and nontradeables. The model may be considered 
as a first step in the research agenda set in Chapter 3. It considers currency 
substitution or dollarization in an open economy set-up. The recent so-called "new 
open economy macroeconomics" research approach was used in model building. The 
standard model of this approach was extended to incorporate the dollarization 
phenomenon. This research is among the first to address the issue of dollarization in a 
44new open economy macroeconomics" framework. The chapter re-examined the 
impact of an unanticipated monetary shock on the economy - an issue of great 
importance for transition economies, where many governments conducted loose, 
unconstrained, and often chaotic monetary policies. The model response to other 
6' This possibility was first pointed out by my PhD supervisor Alf Vanags. 
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macroeconomic shocks was investigated as well. Study of the model solution revealed 
that in the event of small monetary shocks, the presence of dollarization does not alter 
an important solution partition scheme that relates the sign of response of 
consumption, current account balance, and other macroeconomic variables to the 
difference between intettemporal and intratemporal elasticities of substitutions of the 
total consumption index. The solution also shows that the elasticity of intertemporal 
substitution of money services and the share of traded goods in total consumption -a 
proxy for openness of the economy - represent the crucial parameters in detennining 
the response and the possibility of overshooting for the model variables, with 
economic openness playing a stabilizing role for the economy in the event of 
monetary shocks. Dollarization levels were found to depend positively on the rate of 
depreciation of the exchange rate. In this particular model setup overall level of 
dollarization is increasing permanently in response to an expansionary monetary 
shock. This description closely suits the experience of many transition economies. 
Finally, a detailed study of model responses to various real and nominal 
macroeconomic shocks was presented and supplemented by the investigation of model 
responses' dependence on major structural parameters, such as the elasticity of 
intertemporal substitution of total money services (11c), the share of traded goods in 
total consumption (y), and the elasticity of intertemporal substitution of foreign money 
services, which is proportional to (Ila). 
It was discovered that for a pure monetary expansion shock, monetary shock 
mixed with a temporary shock to real exchange rate, and permanent rise in nominal 
exchange rate the overall change in currency substitution ratio is positive for all cases. 
Investigating the role of parameter alpha, which is the main structural parameter in the 
subutility function of foreign money balances, we discovered that although in general 
falling alpha moderates changes in short-run prices, it magnifies the effect of 
depreciation on currency substitution ratio so that as a rule total changes in currency 
substitution ratio are greater when alpha is smaller. 
The particular importance of the chapter stems from the fact that there is a 
great demand for a modem open economy model with transition features. There is a 
great need to assess the relevant issues of an imminent EU accession for many 
European transition economies. 
Being just a first step in this direction the model suggests an extensive future 
research programme that should improve the usefulness of such models for practical 
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policy advice. Two major amendments can be sought immediately. The first is related 
to the set-up of nominal rigidities. It would be beneficial to extend the present 
framework in which wages are pre-set one period ahead to a more realistic framework 
in which wage contracts are staggered over multiple periods. This will yield the true 
(as opposed to the present two-period) dynamic adjustment to the effects of monetary 
shock. The second amendment is related to a solution procedure. As even for the log- 
linearized model the solution is rather complicated, one may seek a full numeric 
treatment of the original nonlinear system. This would render unnecessary the size 
constraint on the magnitude of an unanticipated monetary shock, allowing one to 
consider the effects of large monetary shocks also. 
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Appendices 
Chapter 1 Appendices. Economic Survey Tables 
Table 17. Latvia: Basic Indicators of Economic Development 
1994ý 1995ý 1996 1 1997 
(growth rates in percent) 
GDP (at constant prices) 0.6 -1.6 3.3 8.6 3.6 
GDP deflator 38.3 17.4 16.2 9.5 
Consumer prices 35.9 25.0 17.6 8.4 4.7 
Compensation of employees 35.3 14.0 10.1 12.8 
(in percent of GDP, unless indicates otherwise) 
Central government budget balance -1.9 -3.8 -1.4 1.2 0.1 
External debt 9.2 9.2 8.0 6.7 6.1 
Public debt 14.2 16.3 14.5 12.0 9.9 
Foreign trade balance -8.2 -13.0 -15.6 -15.1 -17.6 
Current account 5.5 -0.6 -5.5 -6.1 -11.1 
Unemployment (%, end of period) 6.5 6.6 7.2 7.0 9.2 
Exchange rate, LVL per SDR (end of period) 0.8 0.8 0.8 0.8 0.8 
Exchange rate, LVL per US Dollar (end of period) 0.548 0.537 0.556 0.590 0.569 
Table 18. Annual Growth of GDP (percentage)* 
1961-1973 1974-1985 1986-1990 1991-1995 1996 1997 1998 
Germany 4.3 1.7 3.4 2.2 1.4 2.2 2.8 
Finland 5.0 2.7 3.4 2.7 3.6 6.0 5.0 
Sweden 4.1 1.8 2.3 2.1 1.3 1.8 2.9 
UK 3.1 1.4 3.3 1.2 2.6 3.5 2.1 
EU average 4.8 2.0 3.3 1.4 1.6 2.3 n. a. 
USA 3.9 2.3 2.8 2.3 3.4 3.9 3.9 
Data for 1996-1998 is from Table 21-6, p. 299, Statistical Yearbook of Latvia 1999. 
Table 19. Unemployment (% of work force) 
1961-1973 1974-1985 1986-1990 1991-1995 1996 
forecast 
1997 
forecast 
Germany 0.7 4.2 5.9 7.3 9.0 9.1 
Finland 2.3 5.3 4.7 14.8 16.0 14.9 
Sweden 2.0 2.5 2.1 7.5 9.8 9.4 
UK 2.0 6.9 9.0 9.5 8.3 7.8 
EU average 2.4 6.4 9.0 10.2 10.9 10.8 
USA 4.6 7.5 5.9 6.5 5.4 5.2 
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Table 20. Export Structure of the Baltic States in the first half of 1996 
(percentage) 
Latvia Lithuania Estonia 
Mineral products 2.2 13.4 6.3 
Agricultural products 5.1 9.5 7.9 
Food products 13.1 7.2 8.4 
Timber 24.5 5.8 11.5 
Textile 16.9 15.7 15.5 
Machines, equipment, transport vehicles 13.6 19.1 20.1 
Other goods 24.6 29.3 30.3 
Table 21. Social Indicators for the Baltic States 
Latvia Lithuania Estonia 
Natural growth of population in 8 months of -3.9 -0.5 -2.7 
1996 (per 1,000 residents) 
Minimum wage in September 1996 (in lats) 38.0 41.4 31.2 
Average old-age pension in the 2nd quarter of 38.0 25.6 42.1 
1996 (in lats) 
Level of unemployment (% of work force) 7.0 7.0 4.1 
Table 22. Latvia: GDP by Expenditure Category (at constant prices, percentage 
over the preceding year) 
1993 1994 1995 1996 1997 1998 
GDP -14.9 0.6 -1.6 3.3 8.6 3.6 
Private consumption -7.4 3.2 -3.0 10.3 5.0 5.8 
Government consumption 1.6 -0.9 3.1 1.8 0.3 5.3 
Gross fixed capital formation -15.8 0.8 12.6 22.3 20.7 11.1 
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Table 23. Latvia: Structure of GDP Expenditures (in current prices) 
1993 1994 1995 1996* 
million % million % million % million % 
LVL LVL LVL LVL 
GDP 1467.0 100 20.42.6 100 2360.7 100 2812.4 100 
Private 769.8 52.5 1199.1 58.7 1453.9 61.6 1693.5 60.2 
consumption 
Government 324.1 22.1 410.6 20.1 489.1 20.7 567.6 20.2 
consumption 
Gross fixed 201.8 13.8 303.9 14.9 392.1 16.6 473.8 16.8 
capital formation 
Changes in -67.2 -4.6 86.6 4.2 74.1 3.1 324.9 11.2 
inventories" 
Foreign Balance 238.5 16.3 42.0 2.1 -48.5 -2.1 -247.3 -8.8 
Exports 1074.3 73.2 948.8 46.5 1111.2 47.1 1455.0 51.7 
Imports 835.8 57.0 906.8 44.4 1159.7 49.1 1702.3 60.5 
Estimation of the Ministry of Economy. 
with a statistical discrepancy. 
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Table 24. Latvia: Growth of GDP by Branch of Production (at constant prices, 
percentage over the preceding year) 
1993 1994 1995 1996 1997 1998 
GDP -14.9 0.6 -0.8 3.3 8.6 3.6 
of which: 
Gross value added at basic prices -14.3 0.8 -0.8 3.3 8.6 3.6 
of which by kind of activity: 
Agriculture, hunting, forestry -19.4 -15.6 3.1 -5.3 4.9 -4.8 
Fishing -20.2 -5.3 752.3 -5.7 -24.7 -1.3 
Mining and quarrying -32.9 41.0 -47.6 2.4 8.6 5.8 
Manufacturing -32.4 -10.6 -0.5 4.1 17.1 3.4 
Electricity, gas, water supply -19.8 -2.0 9.9 -1.9 -0.7 1.1 
Construction -49.5 11.5 -9.5 5.3 8.2 11.1 
Services 6.6 8.7 -2.1 5.0 7.5 4.7 
of which: 
Wholesale and retail trade, repairs 19.7 15.3 25.5 0.8 13.9 20.4 
Transport, storage, communication 7.6 13.7 -15.3 13.6 7.4 -1.3 
Financial intermediation 4.2 5.6 7.0 -8.0 4.0 -0.8 
Real estate, renting and business activities 4.4 -11.3 -16.7 6.8 9.3 3.2 
Public administration and defence; 17.4 7.7 -0.3 6.8 5.9 1.2 
compulsory social security 
Education -6.5 1.6 3.9 2.1 1.0 2.6 
Health and social work 17.7 -7.4 -1.3 -4.9 2.0 -2.9 
Hotels and restaurants -33.8 34.2 -36.4 5.4 0.9 5.5 
Taxes on products(minus subsidies) -20.0 -0.6 -0.8 3.3 8.6 3.6 
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Table 25. Latvia: Structure of GDP by Branch of Production (percentage) 
1991 1992 1993 1994 1995 1996 1997 1998 
GDP 100 100 100 100 100 100 100 100 
of which: 
Gross value added at basic prices 97.1 93.4 90.8 88.3 100 100 100 100 
of which by kind of activity: 
Agriculture, hunting, forestry 22.5 16.5 10.7 8.4 10.8 9.1 5.8 4.7 
and fishing 
Manufacturing, mining and 34.9 26.5 21.1 17.8 22.6 21.1 22.4 20.4 
quarrying 
Electricity, gas, water supply 2.2 1.4 6.8 4.6 5.5 5.3 5.0 3.9 
Construction 5.6 4.7 3.9 5.3 5.1 4.7 4.8 5.2 
Services 32.0 44.4 48.3 52.5 56.0 59.9 62.0 65.8 
of which: 
Wholesale and retail trade, 8.8 10.8 7.7 8.7 11.3 15.3 16.0 17.5 
repairs, personal and household 
utensils 
Transport and communication 7.2 16.6 21.0 18.1 16.0 17.0 16.8 14.2 
Financial intermediation 1.3 3.9 3.7 6.3 5.6 5.7 4.8 3.2 
Other services 14.6 13.1 15.9 19.4 23.1 21.9 24.4 30.9 
Table 26. Latvia: Structure of GDP by Income Category (current prices, 
percentage) 
1993 1994 1995 1996* 
GDP 100 100 100 100 
Gross value added 90.8 88.6 86.8 87.1 
Compensation of employees 47.3 45.9 45.3 41.9 
Mixed income 7.9 8.9 10.6 11.7 
Net profit from operation 25.8 21.1 17.5 19.0 
Consumption of fixed capital 9.8 12.5 13.3 14.5 
Taxes on products (minus subsidies) 9.2 11.4 13.2 12.9 
* Estimate of the Ministry of Economy 
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Table 27. Latvia: Distribution of GDP by Income Category (current prices, 
million LVL) 
1993 1994 1995 1996* 
GDP 1467.0 2042.6 2360.7 2812.7 
Gross value added 1331.8 1808.9 2048.6 2449.9 
Compensation of employees 693.5 938.5 1069.8 1177.8 
Mixed income 115.9 182.2 251.0 330.0 
Net profit from operation 379.0 433.5 414.1 535.6 
Consumption of fixed capital 143.4 254.7 313.7 406.5 
Taxes on products (minus subsidies) 135.2 233.7 312.1 362.5 
. Estimate of the Ministry of Economy 
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Table 28. Latvia: Balance of Payments 
1 1992 1 1993 1 1994 1 1995 - F- -1996* 
(million L VL) 
Goods and services balance 69.1 232.2 33.3 -60.8 -260.3 
Trade balance -29.7 12.6 -168.5 -306.4 -451.8 
Exports 589.1 710.6 571.3 721.7 830.8 
Imports 618.8 698.0 739.8 1028.1 1282.7 
Services balance 98.8 219.7 201.8 245.6 191.5 
Income, net 1.1 4.9 4.8 9.8 17.1 
Current transfers, net 70.8 51.8 74.3 35.8 51.8 
Current account 141.0 289.0 112.4 -15.2 -191.5 
Direct investment, net 20.1 33.0 154.4 129.0 150.0 
Portfolio investment, net -0.1 0.0 -12.5 -19.1 -30.0 
Other investment, net -73.8 62.9 90.7 256.6 180.0 
Reserve assets, net -54.2 -243.0 -55.7 17.1 -20.0 
Capital and financial account -108.0 -147.0 176.9 383.7 280.0 
Discrepancy 33.0 142.0 289.3 368.5 88.5 
ý in per cent o f GDP) 
Goods and services balance 6.9 15.8 1.6 -2.6 -9.3 
Trade balance -3.0 0.9 -8.2 -13.0 -16.1 
Exports 58.6 48.4 28.0 30.6 29.7 
Imports 61.6 47.6 36.2 43.6 45.8 
Services balance 9.8 15.0 9.9 10.4 6.8 
Income, net 0.1 0.3 0.2 0.4 0.6 
Current transfers, net 7.0 3.5 3.6 1.5 1.8 
Current account 14.0 19.7 5.5 -0.6 -6.8 
tsurnate ot tne ministry ot tconorny 
Table 29. Latvia: Foreign Direct Investments (FDI) (cumulative, end of year) 
Year Amount of investments, million LVL 
1992 22.5 
1993 50.3 
1994 173.3 
1995 174.2 
1996 210.6 
1997 303.4 
1998 209.9 
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Table 30. Distribution of Cumulative FDI by Countries (percentage from total 
investments) 
Country End of 1995 End of 1" half of 1999 (only equity FDI) 
Denmark 26 14.7 
Russia 20 8.1 
USA 13 10.0 
Germany 6 8.5 
UK 5 6.8 
Ireland 4 5.0 
Sweden <3 8.7 
Table 31. Distribution of Cumulative Equity FDI by Sector (end of period) 
Sector 1995 
(%) 
1996 (millions 
USD) 
1997 (millions 
USD) 
1998 (millions 
USD) 
Transport and communication 43 307 317 348 
Financial services 22 114 188 277 
Manufacturing 18 118 231 206 
Trade 5 63 123 188 
Welfare 3 n. a. n. a. n. a. 
Hotels 3 n. a. n. a. n. a. 
Construction I n. a. n. a. n. a. 
Others 5 78 77 120 
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Table 32. Latvia: Structure of Exports by Main Groups of Commodities (FOB 
prices) 
1994 1995 9 months of 1996 
million share in million share in million share in 
LVL total LVL total LVL total 
exports exports exports 
Total 553.4 100 688.4 100 580.0 100 
of which: 
wood and articles of 112.6 20.3 181.9 26.4 140.5 24.2 
wood 
textile and textile 73.3 13.2 96.4 14.0 98.3 16.9 
articles 
prepared foodstuff 48.6 8.8 76.7 11.1 72.1 12.5 
mechanical and 51.2 9.3 60.0 8.7 55.3 9.5 
electrical machinery 
and equipment 
base metals 56.1 10.1 54.4 7.9 39.4 6.8 
products of 40.7 7.4 44.0 6.4 36.8 6.3 
chemical and allied 
industries 
transport vehicles 55.2 10.0 43.8 6.4 24.5 4.2 
other groups of 115.7 20.9 131.2 19.1 113.1 19.5 
commodities 
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Table 33. Latvia: Structure of Imports by Main Groups of Commodities 
1994 1995 9 months of 1996 
million share in million share in million share in 
LVL total LVL total LVL total 
exports exports exports 
Total 694.6 100 923.4 100 673.1 100 
of which: 
mineral products 204.4 29.4 199.8 21.6 142.9 21.2 
textile and textile 40.9 5.9 73.5 8.0 51.6 7.7 
articles 
prepared foodstuff 35.6 5.1 47.9 5.2 37.3 5.5 
mechanical and 111.8 16.1 161.1 17.4 118.7 17.6 
electrical machinery 
and equipment 
base metals 34.6 5.0 59.3 6.4 42.3 6.3 
products of 70.6 10.2 104.7 11.4 75.6 11.2 
chemical and allied 
industries 
transport vehicles 46.5 6.7 75.0 8.1 58.4 8.7 
other groups of 150.2 21.6 202.1 21.9 146.3 21.8 
commodities 
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Table 34. Latvia: Monetary Indicators 
1993 1994 1995 1996 1997 1998 
(end of period, million LVL) 
Net foreign assets 313.0 371.1 306.3 452.2 602.3 416.4 
Net domestic assets 149.4 310.5 217.7 176.0 269.0 506.6 
Domestic credits 268.2 444.4 331.6 351.4 489.4 639.3 
Government, net -0.8 79.0 127.3 139.9 115.1 70.2 
Enterprises and private persons 269.0 365.4 204.3 211.5 374.3 569.1 
Other items, net -118.8 -133.9 -113.9 -175.4 -220.4 -132.7 
Broad money, M2X 462.4 681.6 524.0 628.3 871.3 923.0 
Currency in circulation (less vault cash 152.8 213.1 209.5 264.0 332.7 340.2 
balances) 
Private and enterprises deposits 309.6 468.6 314.4 364.3 538.6 582.9 
(change over the pr eceding 
period, O ý. ) 
Domestic credits 1 136.5 1 65.7 1 -25.4 
1 6.01 39.31 30.6 
of which 
Enterprises and private persons 
Broad money, M2X 
Currency in circulation (less vault cash 
balances) 
GDP 
125.5 35.8 -44.1 3.5 77.0 52.0 
84.1 47.4 -23.1 19.9 38.7 5.9 
108.5 39.5 -1.7 26.0 26.0 2.2 
46.0 39.2 15.6 20.4 15.8 15.2 
Interest Rates (percent per annum) 
1993 1994 1995 1996 1997 1996 
Discount Rate 27.00 25.00 24.00 9.5 4.0 4.0 
Deposit Rate 34.78 31.68 14.79 11.71 5.9 5.33 
Lending Rate 86.34 
1 
55.86 
1 
34.56 
1 
25.78 
1 
15.25 14.29 
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Table 35. Expenditure of the General Government Budget in the 3 quarters of 
1996 (functional classification, million LVL) 
1996 3 quarters of 1996 
1 2 3 Total 
Expenditure - total: 248.1 284.1 265.9 798.7 100 
general public services 14.9 18.6 17.5 51.0 6.4 
defence 4.8 5.7 5.1 15.6 2.0 
public order and safety, 13.4 14.2 14.3 41.9 5.2 
judiciary 
education 40.8 49.8 40.3 130.9 16.4 
health care 24.2 29.1 27.6 80.9 10.1 
social security and welfare 93.4 99.7 101.4 294.5 36.9 
housing, environment protection 8.1 8.6 10.2 26.9 3.4 
agriculture, forestry, fishing 3.1 6.9 4.6 14.6 1.8 
recreation, sport, culture, 6.2 8.0 7.5 21.7 2.7 
religion 
other economic affairs and 6.0 11.8 12.3 30.1 3.8 
services 
other expenditures not classified 33.8 31.7 25.1 90.6 11.3 
by major group 
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Table 36. General Government Budget of Latvia by Kind of Budget in 1996 
(million LVL) 
Approved 
budget 
Actual 1996 3 quarter of 
1996, % 
against the 
approved 
1 2 3 1-3 
Revenues- 1146.3 250.1 281.0 281.1 812.2 70.9 
total 
of which: 
central 444.4 102.2 114.1 110.3 326.6 73.5 
government 
basic budget 
central 434.9 86.2 101.6 107.7 295.5 67.9 
government 
special budget 
local 267.0 61.7 65.3 63.1 190.1 71.2 
governments 
basic budget 
Expenditure - 1181.8 254.7 307.1 287.8 849.6 71.9 
total 
of which: 
central 484.4 114.7 123.8 112.9 351.4 72.5 
government 
basic budget 
central 433.2 85.7 111.6 112.1 309.4 71.4 
government 
special budget 
local 264.2 54.3 71.7 62.8 188.8 71.5 
governments 
basic budget 
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Table 37. Average Wages of the Employed in National Economy* (USD) 
Country Middle of 1995 Middle of 1996 
Bulgaria 118.2 89.3 
Croatia 328.6 371.0 
Czech Republic 324.7 346.6 
Estonia 201.4 233.6 
Hungary 328.6 323.6 
Latvia 175.1 179.4 
Lithuania 128.5 164.2 
Poland 310.6 366.1 
Romania 137.0 133.5 
Russia 102.1 164.7 
Slovakia 262.2 281.2 
Slovenia 970.0 923.5 
Source: Business Central Europe, October 1996. 
Table 38. Disposable Income and Expenditure at the Studied Households 
(average per one member of a household per month, in current prices; quarters 
of 1996) 
Total households Including 
in cities in rural areas 
1996: 1 1996: 11 1996: 1 1996: 11 1996: 1 1996: 11 
Disposable 47.94 49.03 49.00 51.30 45.53 43.65 
income 
of which: 
- in cash 40.19 41.52 43.69 46.50 32.17 29.72 
- in kind 7.75 7.51 5.31 4.80 13.36 13.93 
Expenditure 46.84 47.07 48.80 49.06 42.34 42.36 
Expenditure 97.7 96.0 99.6 95.6 93.0 97.0 
against 
income, 
percentage 
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Table 39. Lending and Deposit Rates in the Baltic States (percent per annum) 
1993 1994 1995 1996 1997 1998 
Latvia Loan 86.4 55.9 34.6 25.8 15.3 14.3 
Deposit 34.8 31.7 14.8 11.7 5.9 5.3 
Lithuania Loan 91.9 62.3 27.1 21.6 14.4 12.2 
Deposit 48.7 27.4 8.4 14.0 7.9 6.0 
Estonia Loan 27.3 23.1 16.0 13.7 19.8 16.7 
Deposit n. a. 11.5 8.7 6.1 6.2 8.1 
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Table 40. Growth in Eastern Europe, the Baltics and the CIS (real GDP, 
percentage change)* 
1990 1991 1992 1993 1994 1995 1996 1997 1998 
Albania -10.0 -27.7 -9.7 11.0 9.4 8.9 9.1 -7.0 8.0 
Armenia -7.4 -10.8 -52.4 -14.8 5.4 6.9 5.8 3.1 7.2 
Azerbaijan -11.7 -0.7 -22.6 -23.1 -21.2 -11.8 1.3 5.8 10.1 
Belorus -3.0 -1.2 -9.6 -10.6 -12.2 -10.4 2.8 10.4 8.3 
Bulgaria -9.1 -11.7 -7.3 -2.4 1.8 2.1 -10.1 -7 3.5 
Croatia -8.6 -20.0 -10.0 -3.7 0.8 6.8 6.0 6.5 2.3 
Czech Republic -0.4 -14.2 -6.4 -0.9 2.6 6.4 3.8 0.3 -2.3 
Estonia -8.1 -11.0 -14.2 -8.5 -2.7 4.3 3.9 10.6 4.0 
FYR Macedonia -9.9 -12.1 -21.1 -8.4 -4.0 -1.2 0.8 1.5 2.9 
Georgia -12.4 -13.8 -40.3 -39.0 -35.0 2.4 10.5 11.0 2.9 
Hungary -3.5 -11.9 -3.1 -0.6 2.9 1.5 1.3 4.6 5.1 
Kazakhstan -0.4 -13.0 -13.0 -12.0 -25.0 -8.2 0.5 2.0 -2.5 
Kyrgyzstan 3.2 -5.0 -19.0 *- 16.0 -26.5 -5.4 7.1 9.9 1.8 
Latvia 2.9 -8.3 -35.0 -16.0 0.6 -0.8 3.3 8.6 3.6 
Lithuania -5.0 -13.4 -37.7 -24.2 1.0 3.5 4.9 7.4 5.2 
Moldova -2.4 -17.5 -29.0 -1.0 -31.0 -3.0 -8.0 1.3 -8.6 
Poland -11.6 -7.0 2.6 3.8 5.2 7.0 6.1 6.9 4.8 
Romania -5.6 -12.9 -8.8 1.3 3.9 7.1 4.1 -6.9 -7.3 
Russia -4.0 -13.0 -14.5 -8.7 -12.6 -4.1 -3.5 0.8 -4.6 
Slovakia -2.5 -15.6 -6.5 -4.1 4.8 6.9 6.6 6.5 4.4 
Slovenia -4.7 --8.1 -5.4 1.3 5.3 4.1 3.5 4.6 3.9 
Tajikistan -1.6 -7.1 -29.0 -11.1 -21.5 -12.5 -4.4 1.7 5.3 
Turkmenistan 2.0 -4.7 -5.3 -10.0 -20.0 -8.2 -8.0 -26.1 4.2 
Ukraine -3.4 -9.0 -10.0 -14.0 -23.0 -12.2 -10.0 -3.2 -1.7 
Uzbekistan 1.6 -0.5 -11.1 -2.3 -4.2 -0.9 1.6 2.4 3.3 
Eastern Europe, the -5.1 -11.7 -10.2 -5.0 -5.6 -0.5 -0.2 2.0 -1.2 
Baltics and the CIS 
EE and the Baltics -6.9 -11.0 -4.4 0.5 3.9 5.5 
4.0 3.6 2.4 
CIS -3.7 -12.2 -14.3 -9.4 -13.9 -5.2 -3.5 
0.9 -3.5 
* Data for 1995-1998 is from Table 3.1.1, p. 73, EBRD Transition Report 1999. 
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Table 41. Inflation in Eastern Europe, the Baltics and the CIS (retail/consumer 
prices, end-year, percentage change)* 
1991 1992 1993 1994 1995 1996 1997 1998 
(estimate) 
Albania 104 237 31 16 6 17.4 42.1 8.7 
Armenia 25 1341 10996 1885 32 5.8 21.8 -1.3 
Azerbaijan 126 1395 1294 1788 84.5 6.5 0.3 -7.6 
Belorus 93 1558 1994 1957 244 39.3 63.4 181.7 
Bulgaria 339 79 64 122 33 310.8 578.6 1.0 
Croatia 249 937 1150 -3 3.8 3.4 3.8 5.4 
Czech Republic 52 13 18 10 8 8.6 10.0 6.8 
Estonia 304 954 36 42 29 15.0 12.5 4.4 
FYR Macedonia 115 1935 230 55 9 -0.6 2.6 -3.1 
Georgia 131 1176 7488 7144 57.4 14.3 7.2 10.7 
Hungary 32 22 21 21 28 19.8 18.4 10.3 
Kazakhstan 150 2567 2169 1160 60.4 28.6 11.3 1.9 
Kyrgyzstan 170 1771 1366 87 32 35 14.7 18.3 
Latvia 262 958 35 26 23 13.1 7.0 2.8 
Lithuania 345 1161 189 45 35.5 13.1 8.5 2.4 
Moldova 151 2198 837 116 24 15.1 11.2 18.2 
Poland 60 44 38 29 21.6 18.5 13.2 8.6 
Romania 223 199 296 62 28 56.9 151.4 40.6 
Russia 144 2318 841 203 128.6 21.8 10.9 84.5 
Slovakia 58 9 25 12 7 5.4 6.4 5.6 
Slovenia 247 93 23 18 9 9.0 8.8 6.5 
Tajikistan 204 1364 7344 5 2133 40.5 163.6 2.7 
Turkmenistan 155 644 9750 1330 1262 446 21.5 19.8 
Ukraine 161 2000 10155 401 181 39.7 10.1 20.0 
Uzbekistan 169 910 885 1281 117 64.0 50 26.0 
CEE and the 192.8 511.0 166.6 35.1 18.5 37.7 66.4 7.7 
Baltic states 
cis 140.2 1672 4585 1391 363.0 63.0 32.2 31.2 
* Data for 1995-1998 is from Table 3.1.1, p. 73, EBRD Transition Report 1999. 
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Appendix A First-order conditions derivation 
Define the differential operator of the value function V(Wt) by 
L-a +YW +1 CF 
2 W2 
a2 
V(W, t) wlf'(W, 
t)]= - 
aW2 at aW 2' 
Assume that the value function is of the time-separable form 
V(W, t) =- X(W) exp (- p t) 
then 
Lw [V(W, t)] = e-Pt I-px+yw 
dX 
+I CY 
2 W2d 
2X 
I- 
dW 2' dW2 
The Lagrangean of the problem is 
L= exp(-Pt) [OlnC + (1-0)ln(nmW)] + Lw[V(Wt)] + ý, exp(-Pt) [I - nm- ns] 
which is maximised with respect of consumption (C), the portfolio shares (nm and ns), 
and the Lagrange multiplier (X). 
The first order conditions are 
OIC - dXldW =05 
nm+rmW. d dW+W2. d2XldPP2[cyp2nm-nscyps+cyp, ]=X, 
rS W. dXld pV + ýý. 
d2XIdTf72 [CYS2 ns - nmaps + cys, ] (A. 1) 
nm + ns =1. 
These equations determine the optimal values for consumption and portfolio shares as 
functions of the derivatives dXldW and dXldV of the value function X(W). 
In addition, the value function must satisfy the stochastic Bellman equation 
max [0 In C+(1-0)In(nmW)]e-ßt +Lw[e-ß'X(W)]= 0, C, nm, ns 
dX 1 -2W2d 
2X 
=: 0 
(A. 2) 
0 In C+ (1 -0)In(hmW) - ßX +ýW-+-a w W2 dW 2d 
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where hat (A) denotes optimised values obtained from the first order conditions. To 
solve this differential equation for X(W) we postulate the solution of the fonn 
X(W) = bo + bi InW, (A. 3) 
where bo and bi are to be determined. From the fon-n of the value function it follows 
that 
dXldW = bj1W and dXldV = -bile. (A. 4) 
Substituting this into the first order condition yields 
0 
C=-Wll 
b, (A. 5) 
In (ý=InO -Inbl +In W 
Now we substitute this into Bellman equation to obtain 
O[InO -In b, +In W]+(1-0)[Inhm +In W]-P[b, ) +b, In W]+ýjbj -I 
d'b, = 0. 2W 
This consists of constants and ternis involving 1n W. For the function 
X(W)=bo+bllnW to be a viable solution bo and b, must be chosen to satisfy 
b1 = 1/f3, 
I-I 
Pbo [y --(i']+OlnO +0 In p+(1-0) In hm. (A. 6) 2w 
Therefor, the value function is 
X(W) = bo + 1nWIP, 
and dXldW = I/(p W), d2XIdV = -]I(PV). (A. 7) 
Substituting this into the first order conditions yields 
C/w = po, 
(1-0)plnm + rm + cyw, -p, 
rs = kp + cyws, (A. 8) 
nm+ns= I. 
which are the first order conditions (10) in the text. 
One can further establish that the transversality condition is satisfied 
lim E[e-"X(W)] =0 
t-4+00 
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Appendix B Conversion between nominal and real returns 
Let the evolution of price level is given by eq. (6) 
_In a. r 
p= Tcdt 
+ dp 
Then, if the real rate of return on capital rKis certain then the return on capital is given 
by 
dK ip 
r K Kdt +' p= 
(rK+ 7r)dt + dp, 
so that the nominal rate of return is given by the sum of the real one and the mean rate 
of inflation. 
An opposite example is when the certain nominal return is known, on, let say, 
government bonds 
dBIB = RB dt 
Then the real return can be calculated, and the application of the Ito's lemma yields 
d(%) 
(RB +cy')dt-dp=rdt-dp p 
where rBis the real rate of return on bonds. 
For more derivations one can refer to Fischer, S. (197 5). 
Appendix C Derivative signing assumptions 
To sign the derivatives of nm with respect to s, cyy 2 and rK we need to consider 
first the derivative of A from (44) with respect to s. It can be written as 
PK [6 
(g + 2( 
f(s) 2 A -M 2 Cy z S 
ý(S ) 
1) 
where MPK = qf(s) >0 is the marginal product of capital, E; =I- 
AS) 
(I_ (X )(XCY 
2 
is 
Sy 
the 'risk-adjustment' factor from (39). Obviously that the sign of A, depends on the 
expression in square brackets; in the range of reasonably small s, (f(s)ls - ]Is' )>>1, 
and, hence, A, will be negative. Recalling that s =- SIK is the real foreign currency 
balances - capital ratio (S =- (EAIISIP)) we would argue that the above assumption holds 
for the wide range of non-pathological economies. 
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Further, to simplify and sign the expression nmA in (48) we made two 
assumptions. First one is that A is significantly smaller than P, the time discounting 
factor, so that we can neglect (Alp) 2 and use an approximation ýI+x =- I+0.5 x. 
The theoretical justification for this is that at the beginning of transition the level of 
uncertainty about future is very high and, therefore, the time discounting factor can be 
quite large as well. Second assumption is that 0>0.5 where from utility function (5) 0 
is the share of consumption relative to the utility of real money balances. Again it 
seems reasonable to assume that despite liquidity services delivered by real money 
balances holdings consumer will put a higher weight to consumption, for which he 
uses his real money balances, hence, 0 would be higher than a half. 
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Appendix A. Timeline of major political and economic events in Latvia in 1991- 
1999 
1991 
January: A new tax system is introduced. The First Tax Refon-n package seeks to 
improve revenue collection and stimulate private savings. The system includes a profit 
tax, personal income tax, land tax, a natural resource tax, an excise tax, a social tax 
and custom duties. Eventually, the system proves to be inefficient, complicated, 
riddled with exemptions and discouraging for new entrepreneurs. Between 1993 and 
1996, a Second Tax Reform will be gradually introduced, mainly eliminating 
numerous tax exemptions and introducing unifon-n tax rates. 
March 3: In a referendum, 73.7% of voters choose independence. 
September: Latvia gains international recognition as an independent state. Economic I- 
reforms start immediately. 
November-December: Two government decisions initiate price liberalisation, causing 
a two-fold increase in prices of meat, bread and dairy products, and five- to six-fold 
increases in prices of gas, electricity, heating and hot water. 
1992 
In mid-1992, a stabilisation and reforrn programme is adopted. 
May 7: The Latvian rouble is introduced into co-circulation at par with the Soviet 
rouble as a first step in gaining monetary independence. 
May 19: The Law on the Bank of Latvia is approved, establishing the central bank as 
an independent monetary authority. Next, the Foreign Exchange department of the 
Bank of Latvia was founded. In mid-1992, Latvia also regains ownership of its pre- 
war (1940) gold reserves held with the Bank of England. 
July: The Bank of Latvia was set up in July 1990 as the Central Bank of the republic. 
July 20: The Latvian Rouble is declared the only legal tender in Latvia. Its exchange 
rate against the Russian Rouble is freely determined in the foreign exchange market. 
All bank deposits are exchanged on a one-to-one basis. 
December: There are 15.5 billion Latvian Roubles in circulation. 
1993 
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By the beginning of 1993 the first positive results of the reforms are felt. After the 
initial jump, inflation falls to single-digit monthly figures. However, structural 
reforms are still in their infancy. 
Average Annual Inflation 
Date 1990 1991 1992 1993 1994 1995 1996 1997 1998 
ACP19% 11 125 951 109 36 25 18 7 3 
March 5: Gradual introduction of a national currency, the lat, begins. 
June 6- 7: The first parliamentary elections are held. 
October 18: The lat becomes the sole legal tender in Latvia. Full monetary 
independence is established. 
December: The first Treasury Bills (T-bills) are issued. 
By the end of the year, domestic public confidence in national money increased 
significantly. This was largely due to a firm anti-inflationary stance by the Bank of 
Latvia, after conducting independent monetary policy since the middle of 1992. The 
main goal of monetary policy in 1993 was price stability. 
1994 
January-March: The Bank of Latvia becomes a net seller of foreign currency, mainly 
in response to a rise in expectations of a lat depreciation and a decline in the real 
interest rates for lat deposits. 
February: The Bank of Latvia unofficially pegs the lat to the SDR (I LVL = 0.7997 
SDR), and the priority in monetary policy is given to exchange rate stability. The 
Latvian Privatization Agency is also created to promote and speed up the privatization 
process. 
August 31: The last Soviet troops pull out of Latvia. 
1995 
While by no means a black year for the Latvian economy, the anticipated growth in 
GDP abruptly reversed into decline after the first banking crisis in post-Soviet Latvia. 
As of end-1994, there were 67 commercial banks in operation. Lack of experience, 
bad loans, excessive risk taking and speculations, fraud on the side of commercial 
banks and lack of supervision on the side of the Bank of Latvia led to a debacle. 
May-June: The largest commercial bank in Latvia, Banka Baltija, which holds 30% of 
total deposits, fails. Banka Baltya is declared insolvent on June 2 7. Three other banks, 
which together with Banka Baltya hold 46% of deposits from private persons and 
comprise 30% of total assets of the banking system, also collapse. This leads to a run 
on other banks. By the end of the year, only 38 commercial banks still operate; 29 are 
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lost in the crisis. By June 1996, only 36 banks remain, and only 12 are any longer 
allowed by the Bank of Latvia to accept household deposits. 
The consequences of the banking crisis are a fall in real GDP, a decline in broad 
money (M2X) of 35% in real terms, a 45% fall in domestic bank credits in real terms, 
and sharply higher interest rates. Public confidence in domestic banking system is 
seriously undermined, with the public preferring to hold foreign currency rather than 
deposits. 
Real Gross Domestic Product, percentage change 
Date 1991 1992 1993 1994 1995 1996 1997 1998 
GDP -8.3 -32.9 -17.5 0.6 -0.8 3.3 8.6 3.6 
July: The Riga Stock Exchange is established. First trading is held on July 25. The 
exchange's start is sluggish, so that by 1996 its capitalisation is only 1% of GDP, or 
40 millions lats. 
October 1: The second parliamentary elections take place with inconclusive results. 
None of the nine parties in parliament receive more than 18 out of 100 seats. 
November-December: Political uncertainty continues as political parties fail to form a 
new government. 
1996 
January: The parliament still fails to approve its long-overdue state budget for 1996. 
January-March: Interest rates begin to fall as the effects of the banking crisis fade. 
Public confidence in the domestic financial system returns. 
A -ril: On the T-bill market, positive development is marked by the introduction of a _11F 
one-year bill. By September 1996 these account for about 25% of outstanding bills. 
October: By cutting the refinancing rate frequently during a year, the Bank of Latvia 
lowers from 25% in November 1995 to 10% in October 1996. 
1997 
A number of positive events occur in the financial markets. The consequences of the 
late-May 1995 banking crisis are overcome, and the number of core banks, which are 
allowed to accept deposits, grows from 12 to 19 by December 
1997 with total number 
of banks equal 33. The top four banks perfon-n about 80% of 
lending activities and 
hold some 70% of deposits. 
The equity market expanded rapidly during 1997 with market capitalisation on the 
Riga Stock Exchange increasing from 2.7% of GDP in January 1997 to 6.3% of GDP 
in December 1997. 
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October-December: The Asian economic crisis brings extra turbulence to already 
highly volatile financial markets in the FSU and Baltic republics, alerting foreign 
investors to withdraw or suspend investments on emerging markets. 
1998 
March: A new mortgage lending law is passed. Loans are of one-year maturity, can be 
rolled over for ten years and can amount to 60% of the value of the underlying real 
estate. 
Mid-1998: The privatization of small and medium-scale enterprises is completed. 
Several large-scale enterprises remain to be privatised, including the Latvian Shipping 
Company (LASCO), Latvenergo, Lattelekom and Air Baltic. 
October-December: The Russian economic crisis of August hits the Latvian economy 
with real GDP contracting 1.9%. A number of commercial banks are badly affected by 
the Russian default on its sovereign obligations (government bonds). 
October 1: The deposit insurance scheme comes into effect covenng bank deposits up 
to 500 lats per depositor per bank. 
October 3: Third parliamentary elections take place. 
1999 
February: Latvia joins the World Trade Organisation (WTO) gaining favourable trade 
conditions with well over a hundred countries. 
March: The operation of Rigas Kommerc Banka (RKB), the oldest and fifth largest 
commercial bank, is suspended in the midst of a run. RKB's troubles were a 
consequence of the Russian crisis and problems with Russian government bonds. 
Market capitalisation continues to grow on the Riga Stock Exchange, and reaches 
13.9% of GDP in March 1999. 
May: The official unemployment rate reaches 10.1%, more than 3% higher than a year 
before. 
May 14: The Bank of Latvia approves a rehabilitation plan for the RKB with total 
commitment by the Bank of Latvia amounting to nearly I% of GDP. 
Consolidation of the banking sector continues. Presently 24 banks operate, compared 
with 32 at the end of 1997 and 27 at the end of 1998. 
November 13: Referendum held on pension increase. The outcome is favourable to the 
government, which objected to any increase in pensions. 
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Appendix B. Econometrics: Graphics and Tables 
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Figure 3 CS ratio Autocorrelation Function 
CS Partial Autocorrelation Function 
(Standard errors assume AR order of k-1) 
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Figure 4 CS ratio Partial Autocorrelation Function 
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Residuals Autocorrelation Function 
(Standard errors are white-noise estimates) 
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Figure 9 Residuals Autocorrelation Function from AR(2) model for CS 
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Figure 10 Residuals Partial Autocorrelation Function from AR(2) model for CS 
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Dynamic multipliers for AR(2) model of CS 
Figure 11 Dynamic Multipliers for AR(2) model of CS 
Figure 12 3-step ahead Forecasts for AR(2) model of CS 
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Figure 13 Dynamic Forecasts for AR(2) model of CS 
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Figure 16 Final model performance. Stationary LCS 
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Figure 18 Recursive graphics - innovations and constancy analysis 
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Figure 19 Recursive gaphics - more residuals and constancy analysis 
Here, on the above picture, we were able to re-estimate our model with dummies in 
PcFiml. Clearly, this does not alter our inferences on model's residuals and constancy 
performance. 
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Figure 20 Final model 1-step ahead (static, ex-post) forecast for LCS 
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Figure 21 Final model dynamic (ex-ante) forecast for LCS 
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Figure 22 Final model 3-step ahead dynamic forecast for LCS 
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v igure L-i vinai moclel for LUS. Unit impulse response 
Response is plotted for 36 months starting date is 1996 (6). 
Table 42. VAR(4) estimates for LCS non-stationary case 
Estimating the unrestricted reduced form by OLS 
The present sample is: 1993 (5) to 1999 (6) 
Correlation of URF residuals 
I LCS LCBNFA LTT LRER 
LCS 1 
LCBNFA 0.00056908 1 
LTT -0.22608 0.38786 1 
LRER -0.076217 -0.50732 -0.16548 1 
SALZ -0.14372 -0.025718 -0.026502 0.090473 
Standard deviations of URF residuals 
LCS LCBNFA LTT LRER SALZ 
0.044142 0.037867 0.077258 0.020248 0.094849 
lik = 1226.3919 logl\Omegal = -33.1457 I\Omegal = 4.02711 e-0 15 T= 74 
IY'YITI = -20.0848 
2(LR) = 0.999998 RA2(LM) = 0.782815 
F-test on all regressors except unrestricted, F(l 05,219) = 28.18 [0-00001 
Variables entered unrestricted: 
Constant D95dec D95may D93dec D95feb 
F-tests on retained regressors, F(5,44 
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LCS-1 9.69315 [0.0000] ** LCS 
-2 
1.08408 [0.3824] 
LCS-3 1.70252 [0.1540] LCS 
-4 
3.45088 [0.0102] * 
LCBNFA-1 25.2981 [0.0000] '* LCBNFA 
-2 
0.742348 [0.5960] 
LCBNFA_3 0.767696 [0.5781] LCBNFA 
-4 
3.06972 [0.0184] * 
LTT-1 0.417623 [0.8339] LTT 
-2 
1.10966 [0.3691] 
LTT_3 1.36727 [0.2550] LTT 
-4 
0.748037 [0.5919] 
LRER-1 12.6952 [0.0000] ** LRER 
-2 
3.21924 [0.0146] * 
LRERJ 1.52403 [0.2019] LRER 
-4 
1.01616 [0.4197] 
SALZ-1 6.61623 [0.0001] ** SALZ 
-2 
4.02847 [0.0043] ** 
SALZ-3 1.53529 [0.1985] SALZ-4 2.11671 [0.0812] 
Trend 5.20507 [0.0008] ** 
rrelation of actual and fitted 
LCS LCBNFA 
0.95443 0.99651 
Diagnostics tests 
LTT LRER SALZ 
0.8885 0.99197 0.95156 
LCS AR 1- 5 F( 5,43) = 1.9007 [0.1141] 
LCBNFA AR 1- 5 F( 5,43) = 0.62544 [0.6812] 
LTT AR 1- 5 F( 5,43) = 2.0462 [0.0911] 
LRER AR 1- 5 F(5,43) = 1.9926 [0.0990] 
SALZ AR 1- 5 F( 5,43) = 2.8167 [0.0275] 
LCS : Normality Ch 
iA 2(2)= 0.09091310.9556] 
LCBNFA : Normality ChiA2(2)= 17.862 [0.0001 ] ** 
LTT : Normality ChiA2(2)= 0.44619 [0.8000] 
LRER : Normality ChiA2(2)= 28.963 [0.0000] 
SALZ : Normality Ch 
iA 2(2)= 4.1999 [0.1225] 
Vector portmanteau 8 lags= 184.65 
Vector AR 1-5 F(l 25,98) = 0.97413 [0.5576] 
Vector normality Ch 
iA 2(1 0)= 32.54 [0-0003] 
Vector XiA2 ChiA 2(630) = 625.25 [0.5460) 
Table 43. Cointegration analysis 
Cointegration analysis 1993 (5) to 1999 (6) 
Eigenvalue Loglik for Rank 
1177.67 0 
0.469218 1201.1 1 
0.339276 1216.44 2 
0.141182 1222.07 3 
0.0819919 1225.23 4 
0.0308154 1226.39 5 
Ho: rank=p "-Tlog(1 Amu)" using T-nm 95% "-T\Sum log(. )" using T-nm 95% 
P== 0 46.87** 34.2 37.5 97.45** 71.11 87.3 
P<= 1 30.67 22.38 31.5 50.58 36.91 63 
p<= 2 11.26 8.219 25.5 19.91 14.53 42.4 
p<= 3 6.331 4.62 19 8.647 6.31 25.3 
p<= 4 2.316 1.69 12.3 2.316 1.69 12.3 
Standardized \beta' eigenvectors 
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LCS LCBNFA LTT LRER SALZ Trend 
1 1.5624 -3.1664 2.376 -2.1167 -0.045289 
1.3631 1 0.1028 2.0248 -0.20606 -0.031934 
-2.9993 0.41643 1 -1.3962 -1.4463 -0.013502 
9.7698 4.3276 -2.5137 1 4.0771 -0.039978 
-37.428 15.008 -41.935 -2.7703 1 -0.731 
Standardized Xalpha coefficients 
LCS 0.01741 -0.012005 0.043564 -0.01298 0.0002905 
LCBNFA 0.0033866 -0.061215 -0.063677 -0.010597 -3.43E-05 
LTT 0.26667 -0.074919 -0.089821 0.0049497 -2.39E-05 
LRER -0.0033691 -0.054771 0.029972 0.0044732 -3.26E-05 
SALZ 0.10073 0.067204 0.077945 -0.016813 -0.000762 
Long-run matrix Po=\alpha*\beta', rank 5 
LCS LCBNFA LTT LRER SALZ Trend 
LCS -0.2673 -0.018476 0.0076505 -0.057549 -0.15002 -0.00069 
LCBNFA 0.0086839 -0.12881 -0.052619 -0.037498 0.054305 0.00311 
LTT 0.4832 0.3254 -0.95335 0.61235 -0.39896 -0.00865 
LRER -0.123 -0.028685 0.025131 -0.15619 -0.006726 0.001342 
SALZ -0.17718 0.17285 -0.15987 0.25188 -0.4091 -0.00653 
Number of lags used in the analysis: 4 
Variables entered unrestricted: Constant D95dec D95may D93dec D95feb 
Variables entered restricted: Trend 
Table 44. Restricted cointegration analysis. Single cointegration vector 
General cointegration test 1993 (5) to 1999 (6) 
1 
LCS LCBNFA 
-0.30618 -0.35667 
Alpha 
LCS 0 
LCBNFA 0 
LTT -1.2129 
LRER 0 
SALZ 0 
Standard errors of alpha 
LCS 0 
LCBNFA 0 
LTT 0.18414 
LRER 0 
SALZ 0 
LTT LRER SALZ Trend 
0.75557 -0.53125 0.42926 0.0097775 
testricted long-run matrix Po=\alpha*\beta', rank I 
LCS LCBNFA LTT LRER SALZ Trend 
cs 0 0 00 00 
CBNFA 0 0 00 00 
TT 0.37138 0.43262 -0.91646 0.64437 -0.52067 -0.011 E 
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LRER 000000 
SALZ 000000 
Reduced form \beta' 
I 
LCBNFA 
cs 
oving average 
-Is 
-BNFA 
TT 
RER 
ALZ 
LTT LRER SALZ Trend 
-1.1649 2.4677 -1.7351 1.402 0.031934 
impact matrix 
0.94054 -0.057503 0.10431 -0.40514 -0.061922 
0.17745 1.6537 0.08706 -1.0025 0.1067 
-0.038952 1.2617 1.0125 0.38121 -0.28986 
-0.85444 0.021318 0.63655 1.4592 0.093669 
-0.17057 -0.86146 -0.84767 0.012942 0.67061 
The restrictions do not identify all cointegrating vectors. 
loglik = 1198.9606 -logl\Omegal = 32.404339 unrestr. loglik = 1201.1037 
LR-test, rank=l: Ch iA 2(4) = 4.2863 rO. 36861 
Table 45. ECM form estimation with a sin2le cointe2ration vector 
Estimating the model by FIML 
The present sample is: 1993 (6) to 1999 (6) 
Loglik = 1182.7185 logl\Omegal = -32.4032 I\Omegal = 8.46154e-015 T= 73 
. 
LR test of over-identifying restrictions: Ch jA 2(4) = 4.62136 [0.3284] 
Correlation of residuals 
DLCS 
DLCS 1 
DLCBNFA -0.024384 
DLRER -0.040639 
DLTT -0.23023 
DSALZ -0.068145 
Diagnostics tests 
DLCS AR 1- 5 F( 5,47) = 
DLCBNFA AR 1- 5 F( 5,47) = 
DLRER AR 1- 5 F( 5,47) = 
DLTT AR 1- 5 F( 5,47) = 
DSALZ AR 1- 5 F( 5,47) = 
DLCS : Normality Chi, 12(2)= 
DLCBNFA : Normality Chi"2(2)= 
DLRER : Normality Chil, 2(2)= 
DLTT : Normality ChiA 2(2)= 
DSALZ : Normality ChiA 2(2)= 
Vector portmanteau 8 lags= 
Vector AR 1-5 F(l 25,123) = 
Vector normality Ch iA 2(1 0)= 
Vector XiA 2 F(480,142) = 
DLCBNFA DLRER DLTT 
1 
-0.41162 1 
0.42886 -0.14002 1 
-0.048279 0.053821 -0.072282 
2.5761 [0.0386] 
1.0917 [0.3775] 
1.8655 [0.11851 
1.6387 [0.16831 
2.2059 [0.0694] 
0.31038 [0.85631 
23.543 [0.0000] 
30.994 [0.0000] 
0.12663 [0.93861 
4.1889 [0.12311 
172.31 
1.023 [0.4499] 
34.383 [0.0002] 
0.42813 [1.0000] 
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Table 46. Non-diagonality test for long-run covariance matrix 
Estimating the model by 3SLS 
The present sample is: 1993 (6) to 1999 (6) 
Equation I for DLCS 
Variable Coefficient Std. Error t-value t-prob 
DLCS-1 -0.17162 0.086444 -1.985 0.0524 
DLCS-2 -0.048651 0.092679 -0.525 0.6019 
DLCS-3 -0.098102 0.088758 -1.105 0.2741 
DLCBNFA-1 0.13421 0.13859 0.968 0.3374 
DLCBNFA_2 -0.050344 0.090303 -0.557 0.5796 
DLCBNFA_3 -0.0096455 0.06438 -0.15 0.8815 
DLRER-1 0.16789 0.22359 0.751 0.4561 
DLRER_2 -0.16632 0.24609 -0.676 0.5021 
DLRER_3 -0.0734 0.22756 -0.323 0.7483 
DLTT-1 0.016195 0.063079 0.257 0.7984 
DLTT_2 -0.015059 0.065806 -0.229 0.8199 
DLTT_3 -0.030421 0.062223 -0.489 0.627 
DSALZ-1 -0.036076 0.051532 -0.7 0.487 
DSALZ-2 -0.012987 0.054892 -0.237 0.8139 
DSALZ-3 0.010959 0.054695 0.2 0.842 
VDLCB 0.077689 0.17844 0.435 0.6651 
VDLTT -0.15793 0.085796 -1.841 0.0714 
VDLRER -0.090796 0.29271 -0.31 0.7577 
VDSALZ -0.037434 0.061271 -0.611 0.5439 
D95feb -0.012856 0.046814 -0.275 0.7847 
Constant -0.0033984 0.0067768 -0.501 0.6181 
D95dec -0.20433 0.044262 -4.616 0 
D93dec -0.31613 0.052294 -6.045 0 
D95may 0.38604 0.052249 7.388 0 
Sigma = 0.0420838 
Vector portmanteau 8 lags= 172.37 
Vector AR 1-5 F(l 25,118) = 0.99136 [0 . 5197] 
Vector normality Chi, 12(1 0)= 34.684 [0.0001 ] ** 
Table 47. Final model forecast performance, non-stationary case 
Modelling DLCS by OLS 
The present sample is: 1993 (6) to 1999 (6) less 12 forecasts 
The forecast period is: 1998 (7) to 1999 (6) 
riable 
onstant 
LCS-1 
LCBNFA-1 
LRER-1 
TcrS-2 
RspLT_3 
Coefficient Std. Error t-value t-prob PartR A2 
-0.010731 0.0067436 -1.591 0.1177 0.0473 
-0.082246 0.070679 -1.164 0.25 0.0259 
0.21985 0.11237 1.956 0.0559 0.0698 
0.26195 0.15562 1.683 0.0984 0.0526 
-0.001202 0.0003419 -3.515 0.0009 0.195 
-0.001153 0.0004778 -2.413 0.0194 0,1025 
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VarZ 0.015667 0.0072845 2.151 0.0363 0.0832 
D95dec -0.20715 0.036051 -5.746 0 0.393 
D95may 0.35966 0.036609 9.824 0 0.6543 
D93dec -0.25478 0.042246 -6.031 0 0.4163 
RA2 0.826408 F(9,51) = 26.977 [0.0000] CY = 0.0353615 DW = 2.53 
RSS 0.06377222902 for 10 variables and 61 observations 
Analysis of 1-step forecasts 
Date Actual Forecast Y-Yhat Forecast SE t-value 
1998 7 -0.00345626 -0.000566 -0.0028901 0.0358198 -0.080686 
1998 8 -0.0197086 0.0008403 -0.0205489 0.0357085 -0.575462 
1998 9 -0.050678 -0.014442 -0.0362359 0.0360616 -1.00484 
1998 10 0.0046992 -0.011906 0.0166052 0.0404778 0.410231 
1998 11 -0.0381188 -0.012139 -0.0259797 0.0385827 -0.673352 
1998 12 0.00424093 -0.010404 0.0146444 0.0362477 0.404009 
1999 1 -0.0190245 0.0276064 -0.0466309 0.0366802 -1.27128 
1999 2 0.0829965 0.0012953 0.0817011 0.0360455 2.26661 
1999 3 -0.0890367 -0.020386 -0.0686505 0.0361346 -1.89985 
1999 4 -0.0189818 0.0083227 -0.0273045 0.0363737 -0.750666 
1999 5 -0.03506 -0.006986 -0.0280742 0.03613 -0.777031 
1999 6 0.0427404 0.0463603 -0.0036199 0.0388941 -0.09307 
ests of parameter constancy over: 1998 (7) to 1999 (6) 
orecast Chi, 12(12)= 14.409 [0.2753] 
how F(12,51)= 1.1695 [0.3295] 
Diagnostics tests 
AR 1- 5 F( 5,46) = 
ARCH 5 F( 5,41) = 
Normality ChiA 2(2)= 
XiA 2 F(l 5,35) = 
RESET F( 1,50) 
2.4128 [0.0504] 
0.96903 [0.4480] 
0.039466 [0.9805] 
1.5806 [0.1304] 
1.7797 [0.18821 
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Figure 24. Final model for DLCS, non-stationary case 
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Figure 25. Recursive graphics - final model parameters constancy 
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Figure 26. Recursive graphics - final model innovations and constancy analysis 
Here, on the above picture, we were able to re-estimate our model with dummies in 
PcFiml. Clearly, this does not alter our inferences on model's residuals and constancy 
performance. 
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Figure 27. Final model 1-step ahead (static, ex-post) forecasts for DLCS 
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Figure 28. Final model dynamic (ex-ante) forecasts for DLCS 
Figure 29. Final model 3-step ahead dynamic forecast for DLCS 
Response starting date is 1996 (6). 
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Figure 30. Final model impulse response 
Appendix C. Econometric tests 
The following notations and definitions are used. They are found in the Help 
section of PcGive 9.10 by Hendry, D. F. and J. A. Doomik (1996). 
The following diagnostic tests are performed. 
The null hypothesis vs. 
white noise vs. 
constant variance vs. 
non-nality vs 
homoscedasticity vs 
linearity vs 
the alternative 
residual serial correlation 
residual ARCH 
residual non-nonnality 
residual heteroscedasticity 
ftinctional fon-n mis-specification 
Error autocorrelation (AR) yields a Lagrange-Multiplier (LM) test for serial 
correlation, F-test statistics is shown. The null hypothesis is rejected if the test statistic 
is too high. 
Autoregressive Conditional Heteroscedasticity (ARCH) checks whether the 
residuals have an ARCH structure, F-test statistics are shown. The null hypothesis is 
rejected if the test statistic is too high. 
Normality calculates a normality test on the residuals, and checks whether the 
variables (residuals in this case) are nonnally distributed. A Chi2 test is reported. The 
null hypothesis is non-nality, which will be rejected at the 5% level if a test statistic of 
more than 5.99 is observed. 
Functional form misspecification (Xi^2 and Xi*Xj) checks if linearity is 
reasonable against ul (squared residuals) depending on squares and cross-products of 
the regressors. The null hypothesis is no functional fonn mis-specification, which 
would be rejected if the test statistic is too high. This test is done by regressing the 
squared residuals on a constant, the original regressors, the original regressors squared 
and all the cross-products. An F-test is reported. 
n The RESET test (Regression Specification Test) checks if y depends on y, 
n=2,..., 4, thus testing for functional fonn misspecification. The null hypothesis is no 
functional form misspecification, which would be rejected if the test statistic is too 
high. 
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JHCSE stands for jackknife heteroscedastic consistent standard error. These 
provide consistent estimates of the regression coefficients' standard errors, even if the 
residuals are heteroscedastic in an unknown way. 
Durbin-Watson Test (DW). This is a test for autocorrelated residuals. DW is 
most powerful as a test of white noise against a first-order autoregressive error. DW is 
a valid statistic only if all the regressor variables are at least strongly exogenous. If the 
model includes a lagged dependent variable, then DW is biased towards 2, i. e. against 
detecting autocorrelation. 
Residual standard deviation (sigma, cy). This is the standard deviation of the 
difference between the actual and fitted values in the regression. For a given 
dependent variable, sigma can be standardised as a percentage of the mean of the 
original level of the dependent variable y (except when the mean is zero) for 
comparisons across specifications. Since many economics magnitudes are inherently 
positive, standardisation is often feasible. If variable is in logs, 100 times sigma is the 
percentage standard error. 
Dickey-Fuller test. The augmented Dickey-Fuller (ADF) test provides a 
useful description of the degree of integratedness of x. It is provided by the t-statistic 
on the coefficient 6 at lagged x in: 
Ax, = (X + yt +Öxt-l + pl Axt-/ +---+ß, Axt, + st 
One can choose whether to include a constant or constant+trend, and the lag 
length s. The Dickey-Fuller test arises with s=O. The null hypothesis is that of a unit 
root. This is rejected if the t-statistic is negative and significantly different from zero. 
Note that the t-statistic on the coefficient 6 at lagged x does not have the conventional 
t-distribution. PcGive can produce a table of ADF tests, dropping one lag at a time. 
Reported are: 
t-adf. ADF t-statistic (/ seo); 
beta y_l: one plus coefficient on lagged level (+1); 
sigma: equation standard error; 
lag: highest lag used (value of s); 
t-Dy_lag: t-value on last B (which is the coefficient on last x); 
t-prob: significance level of t-DY-last, which is t-distributed. 
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F-prob: significance level of the F-test on the lags dropped up to 
that point. 
AIC: Akaike infonnation criterion. 
Recursive estimations provides the following graphical output: 
1. Beta coefficient ± 2SE; the graph is centred on B with the approximate 95% 
confidence interval at each observation shown on either side. 
2. Residual Sums of Squares; this graphs RSS at each t, based on the OLS residuals: 
I IV 2 RSS 
-d 
S, wherev, =:: YS - XS 
S=1 
3. Standardised innovations defined by: 
e, = (yt - xtf 1-1 
)If, 
5 wheref, = 
V1 
+ x, (Xtf-, Xj Yx. 
4.1 -step residuals with 0± 2a, showing u=y- x'P and twice the equation standard 
error at each t on either side of zero. This will reveal any model deficiencies. 
5.1 -step Chow tests scaled by their critical values at the 5% level (or a user defined 
probability level, with 0% leading to unscaled chows) at each t, so that the 5% value is 
a straight line independent of t and the changing degrees of freedom. It does not allow 
for the number of tests conducted. 
6. N decreasing Chow tests (again scaled by their critical values), so that the value 
shown at t tests for constancy from t to T. 
7. N increasing Chow tests (again scaled by their critical values), so that the value 
shown at t tests for constancy from m+1 to t. 
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Chapter 5 Appendices for a New Open Economy Macromodel with 
DoRarization 
The total consumption-based price index 
Following Obstfeld and Rogoff (1996, pp. 222-3,227-8), we derive the total 
consumption-based price index in two steps. First, we derive consumption demands 
for tradeables and nontradeables given total expenditures. Fonnally, we solve the 
following problem: 
Equation 83 Derivation of Consumption Demands 
0C0 Maxn=[Yl T tc,, c, ) 
0 
(I -Y) 0 Co N subject to Z :::::: 
PT CT + PN CN 
This maximization problem yields the following consumption demands: 
Equation 84 Demand Functions for Tradeables and Nontradeables 
PT CT :::::::: 
YZ 
1-0 
y +(1-Y) 
PN 
PT 
9 
PNCN :: - 
1-0 PN 
(1 -7) 
z 
PT 
1-0 
PN 
PT 
In the second step, we substitute these demand functions into Q, and use the fact that 
P is defined as the minimum expenditures, such that Q=I, 
0 
0 
-Y 
) 
PN 
p 
yp 
PT 
PTY +PT(I-Y) 
PN 
PNY +PN(1-Y) 
PN 
PT PT 
from which the formula in Equation 59 follows. 
=I 
Notice that for an optimizing agent Z=PQ. This allows us, using Equation 59, to 
rewrite the demand functions in Equation 84 as 
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Equation 85 Demands as Proportions of the Real Consumption Index 
p -'o --o 
CT =y 
T f2, CN = (1 -Y) 
PN 
pp 
The formulas in Equation 85 show that the demand for a good is proportional to the 
real consumption index, with a proportionality coefficient being an isoelastic function 
of the ratio of the good's price to the total price index. Further, they solve an 
intratemporal consumption problem for an optimizing agent with respect to tradeables 
and nontradeables consumption. 
The consumption-based price index for nontraded goods 
Following Obstfeld and Rogoff (1996, p. 227), we define the consumption- 
based price index for nontraded goods, PN, as the minimum expenditure ZN= PN CN 
which buys one unit of real consumption of nontraded goods, CN. Formally, PNsolves 
the following problem. 
Equation 86 Derivation of the Price Index for Nontraded Goods 
MinZN = PNCN = 
fPN (Z)CN (Z)dZ, subject to 
CN Z) 
- 
dz 
C(Z) 0 
fcN (01=I 
-0 
The first-order conditions can be found by differentiating [with respect toCN(Z)l the 
Lagrangian expression 
I 
fPN (Z)eN(z)dz 
-X 
0 
It follows that 
fc, (z) dz -1 
Equation 87 First-Order Condition for PN 
-e 
e, (Z) = P, (Z)' - 
IX(ý 
- 1) 
Substituting this into the constraint yields 
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Equation 88 
IP 
10 
Now, from Equation 87, every nontraded good in expenditures receives the following 
weight 
Equation 89 
PN (Z)CN (Z) = PN (Z) .1 
Using Equation 88 and the definition of the consumption-based price index for 
nontraded goods, we obtain 
=1Z=1 z)i-4 
1' 
dz] 
1-ý 
dz PN 
fPN (Z)CN(z)d' fpN fPN(Z)l 
00 
10 
d dz] dz] 
1 
fp 
N 
(Z) Z 
fpN (Z) 1 fPN (ZY 
000 
which is the exact same formula that appears in Equation 6 1. 
Labour demand function 
To derive labour demand function, we need to solve the problem of cost 
minimization by firm z given Equation 63 Production Function for Nontradeables and 
Equation 64 Wage Index. Formally, the problem is 
Equation 90 Cost Minimization 
I (P-1 
MinfLj(z)wjdj, subjectto YN, (z) = 
fLt' (Z) (P dj 
Li (Z) 
From the first-order condition we have 
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Li (z) =7Y, (Z), 
where A is the Lagrange multiplier. Substituting this expression into the constraint, one 
can show that A=W, and from the above expression, the labour demand schedule 
Equation 65 follows immediately. 
Optimal product prices 
Since production technologies and household preferences are identical across 
firms and households, we can restrict our attention to the case of symmetric 
equilibrium, where all firms behave identically and all households behave identically. 
In this case from Equation 64 and Equation 65 follows that Vý=W, and L(z)=YN(z). 
The profit of the firm z is given by 
Equation 91 Firm Profit 
1 
P, (Z) -e I-I(z)=p, (z)Y, (z)-fL'(z)wjdj=[p, (z)-W], Y. (z)=[p, (z)-W]» - CNI 
0 
PN 
where the last equality comes from the fact that monopolistic firin takes product 
demand given by Equation 62 into account. Now, the formal problem is 
Equation 92 Firm Profit Maximization Problem 
-e 
Max FI (z) -,: 
[p, (z) -W]- CN 
PN (Z) PN 
The first-order condition yields the optimal product price for the nontraded good z 
P, (Z) =w ý-I 
However, in a symmetric equilibrium this price will be the same for all goods, 
therefore, PN(Z) --zPN for all z, and Equation 66 follows from the above expression. 
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Household's first-order conditions 
To derive the first-order conditions for households, we first express the total 
consumption index Q from the budget constraint Equation 58. This yields 
PTt 
(I+ r)B, - 
PTB, 
+I-Mt-mt-I 
PTt(ml*-ml*-J-PTt 
T+ 
PTt 
YT + 
wl Lt 
pt pt P, pt pt pt pt 
where the last term represents the households' real factor income. While perfon-ning 
utility maximization, the household takes into account the labour demand schedule 
given by Equation 65. By substituting Equation 65 into the above expression for the 
total consumption index Q, and substituting it into the utility function given by 
Equation 54, we can perform an unconstrained utility maximization with respect to the 
household's choice variables: B, +,, M,, M, 
*, and w, Formally, the problem is 
Equation 93 Household's Maximization Problem 
co Ol )'-P 
,, ýaximize I-P 
X (Mst)1-6 
-k 
(LI 
v 
where Q is substituted from the above expression and L, is substituted everywhere 
from Equation 65. Performing derivations yields 
Equation 94 
p PT, 
Q-P + r) T" 
P, I pt+l t+l 
I Q-P +0 Q-p + -K- (ms, )-6 =0 pt 
p, 
+l 
t+l P, 
-P + Q-P + 
XPTt (MS, )-E dg(mt 
=0 
PT, 
Of t+l dm: P, P, +l pt 
1 
(P) + 
k(p f-I 0 
P, t W, I 
where we denote foreign real money balances with m, *. Further we assume #(I +r) = 1. 
By multiplying the second equation by Pt and substituting K2t+l from the I" equation, 
and rearranging, the second equation from Equation 67 is produced. Similar 
operations over the third equation of Equation 94 yield 
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(ms, )-E 
t 
dm: 
Dividing this equation by the second equation of Equation 67 yields the third of 
equations from Equation 67, demand for foreign real money balances. The last of 
equations from Equation 67, labour-leisure trade-off condition, is a rearrangement of 
the last equation in Equation 94. 
Iterating the period budget constraint given by Equation 58 forward, one can 
show that an appropriate transversality condition is given by 
Equation 95 Transversality Condition 
IT 
lim B,,, 
+T 
+P t+TMt+T 
T-->oo +r PI+T PI+T 
This transversality condition on a household's total financial assets has the usual 
meaning. At an infinite time horizon, a household's total financial assets can be 
neither negative (i. e. because lenders do not allow one to borrow over an infinite 
period without repaying the debt [e. g., no-Ponzi-game condition]), nor positive (i. e. 
given the positive marginal utility of consumption, it will not be optimal since it is 
possible to raise one's lifetime utility by consuming a bit more). 
Log-Linearization 
The log- linearization procedure consists of two successive operations. First, 
we apply the logarithm function to the expression of interest. Second, we construct the 
Taylor series expansion of the resulting expression around equilibrium steady-state 
values and keep only linear terms, assuming that terms of higher orders are negligible. 
In performing these operations, the only tricky case is when one must log- 
linearize the sum of two functions. For this case, the following general formula 
applies. Let F=lnff(x, y)+g(zw)j, where In stands for natural logarithm function, f(x, y) 
and g(z, w) are any two functions and (z, w) can coincide with (x, y). Then we have 
Equation 96 General Log-Linearization Formula 
/IF =d ln(x) + 
4, -y dln(y)+ gz. z dln(z)+ gw. w 
f +g)o f+g 0f +g 0 
f+g 
0d 
In(w) 
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where round brackets containing f and g functions and corresponding partial 
derivatives are evaluated at the steady-state equilibrium values. 
Applying the described procedure of log-linearization and the above formula to 
Equation 59 Total Consumption-Based Price Index yields 
Equation 97 Log-Linearized Price Index 
'::::: pypN T+ 
(1 
-Y)p 
where we wrote the expression for the long-run deviations of the total price index. The 
expression for the short-run deviations has exactly the same structure, except for 
short-run changes in the price of nontradeables being zero by Equation 76. 
Given the definition of the utility of foreign real money balances in Equation 
57 we substitute the third equation of Equation 67 into the second and obtain the 
following money demand equation for log-linearization 
Equation 98 
M, 
+ 
R. PTI+l 
- 
PT, 
T, Q-P 
pp 
P, PT, 
+l - 
PpTt PTt+l 
Applying the log- linearization procedure to the right-hand- side, yields for short-run 
and long-run deviations correspondingly 
Equation 99 
!. (PT 
_)_ P "[ +e(1_y)PJ, -p . 
[ëT 
+O(1-y)(P -k)], 
where Q was substituted by CT from Equation 85, and r=(I-fl)l#. The left-hand-side 
yields for short-run and long-run deviations correspondingly 
Equation 100 
-6. - -P+ 1 9, m (Mo 1PO ýx r' 
(PT- PT -E -p 
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where initial money balances are determined by model parameters from Equation 73. 
Combining Equation 99 and Equation 100, using Equation 97 and collecting terms, 
yields Equation 82. 
Finally, we linearize the first-order condition for the real foreign money 
balances (the third equation of Equation 67) and currency substitution ratio. For the 
first and second periods this yields correspondingly: 
Equation 101 Linearized Real Foreign Money Balances 
I- 
Am* -P Am* IT2T -PTI* rr 
The result shows that in the first period real foreign money balances are positively 
related to the short-run changes in PT, nominal exchange rate with the coefficient of 
proportionality depending on the time discount factor of economic agents. In the 
second period real foreign money balances are positively related to the difference 
between long and short-run changes in PT, 
Currency substitution or dollarization ratio has its nominator equal to foreign 
real money balances, and its denominator equal to the sum of domestic and foreign 
real money balances. Linearization yields the following expressions for the first and 
second periods. 
Equation 102 Linearized currency substitution ratio 
ACSI = 
I 
. (x - (',, ýýp ) 
'PTý 'ýýCS2 
CC - ('ý'P-) 
- 
1, PT 
- 
PT I 
As can be seen unlike for real foreign money balances changes in currency 
substitution ratio also depend initial level of real domestic money balances and alpha 
the structural parameter of the subutility function for foreign money balances. The 
elasticity of substitution between any two points in time, the intertemporal elasticity, 
is proportional to I/alpha. 
Linearized model solution 
First, we can write our six linear equations in a matrix form. 
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Equation 103 Log-Linearized Model in a Matrix Form 
-1 0 0 0 0 
(ýT 
1+- 0 0 D D D 1ý N 0 r 
0 0 1 0 
yA -yA (ýN 
0 
1 0 0 0 0 +7A -(0 +7A) T 
0 
0 0 C+B -C 0 
PT M 
rE; 
p 
PN M 
0 0 0 B I-B 
where for convenience the following subexpression are introduced 
Equation 104 Notation for Matrix Form 
A=I- PO B=7+(1-7)p()9 C= 
I+D 
-7) 
1-0 
p +v -1' 6 rF, ra 
(MO IPO)' p 
It is clear that B and C are always positive for an admissible range of parameters 
values, while A and D can change sign depending on values of p and 0. Further, A and 
D are equal to zero when (Ilp)=0. The general solution to the system is given by 
Equation 105 General Solution to Matrix Equation 
CT (I + C)DrF, (yA +0 
CN (I + C)F- [(I + r)(D +0)0 +yA(D + (I + r)O)] 
CN (I + C)DrE; yA m 
(I + Q6 [Dr + (I + r)(yA +0A PT 
PT (I + r)(yA +0 )(B + QF, + D[(yA + 0) p+ r((I + QF, + (yA +0) p)] 
15N ) ", 
(I + r)(yA +0)[(B + QF, +Dp] 
where the common denominator A is given by 
A =Bc[(] +Q Dr+ (I +r) (yA +0)] + (yA + 0)[Dp +C ((I +r)E- Drp) 
Finally, the solution is much simpler for the special case when (Ilp)=0. 
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Equation 106 Solution to Matrix Equation for the Special Case of (Ilp)=O 
(ýT 
0 
(I + Qo 
CN 
B+C' 
CN 0 
I+c -M 
PT 
B+C 
PT I 
PN )ýI 
In particular, one can derive from Equation 104 that for F, >1 the nominal exchange 
rate always overshoot in the short-run (PT) in response to a monetary shock. 
Graphic representation of the log-linearized model solution 
Solution given by Equation 105 can be considered as a function of y and E 
parameters for the three separate cases: Case 1, in which (Ilp)<O; Case 2, in which 
(Ilp)>O; and Case 3, in which (Ilp)=O. In particular, we assume the following 
numeric values for p and 0. For Case 1, we assume p=4,0=5. For Case 2, we assume 
p=0.25,0=2. For Case 3, we assume 0=5. The following numeric values were 
assigned to other parameters: a=2, k=0.5, X=J, v=2, ý9=3,0=4, r=0.1. The values of 
y naturally lie on the unit internal [0,1]. The range of values for E was chosen to cover 
the interval from one to ten [1,10]. With no loss of generality the money shock is 
assumed to be a unit step. 
Below are graphical representations that depict the behavior of the solutions of 
the log-linearized model consecutively for Case 1, Case 2, and Case 3. The figures 
also show overshooting regions and short-run changes in real foreign money balances. 
Notice the notation on the plots: epsilon may be presented as F, or e; gamma may be 
presented as y or g. 
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Figure 32 Short-run changes in nontradeables consumption (Case 1) 
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Figure 31 Long-run changes in tradeables consumption (Case 1) 
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Figure 33 Long-run changes in nontradeables consumption (Case 1) 
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Figure 34 Short-run changes in tradeables price index (Case 1) 
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Figure 35 Long-run changes in tradeables price index (Case 1) 
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Figure 36 Long-run changes in nontradeables price inclex (Lase i) 
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Figure 37 Long-run changes in tradeables consumption (Case 2) 
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Figure 38 Short-run changes in nontradeables consumption (Case 2) 
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Figure 39 Long-run changes in nontradeables consumption (Case 2) 
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Figure 40 Short-run changes in tradeables price index (Case 2) 
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Figure 43 Short-run changes in nontradeables consumption (Case 3) 
Figure 44 Short-run changes in tradeables price index (Case 3) 
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Figure 45 Overshooting region for short-run changes in tradeables price index 
(Case 1). Overshooting takes place in the region above the line. Corresponds to 
Figure 34. 
10 
8 
6 
4 
2 
0 0.2 0.4 0.6 0.8 1 
Figure 46 Overshooting region for long-run changes in nontradeables price index 
(Case 1). Overshooting takes place in the region above the line, where values of z 
(on vertical axe) are greater than 4.86. Corresponds to Figure 36. 
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Figure 48 Second period changes in real foreign money balances (Case 1) 
Figure 49 First Period changes in currency substitution ratio (Case 1) 
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Figure 50 Second period changes in currency substitution ratio (Case 1) 
Figure 52 Effect of alpha on the magnitude of total changes in currency 
substitution ratio (Case 1, column 1) 
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Figure 51 Long-run real exchange rate (Case 1) 
Figure 53 Damping effect of alpha on the magnitude of changes in short-run PT 
(Case 1, column 1) 
Figure 54 Damping effect of alpha on the magnitude of changes in short-run 
nominal exchange rate (Case 2, column 7) 
Figure 55 Damping effect of alpha on the magnitude of overshooting in short-run 
nominal exchange rate (Case 3, column 6) 
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Data for transition economies 
Table 48 Data for Transition Economies in CEE and Baltics 62 
CAB in USD miflion 
Country Year Max end- Stabilisation Exchange rate Lowest Pre Peak Peak I Year CAB" 
inflation year inflation Programme regime adopted Output Year Year After Change 
peaked rate Date at the date of 
stabilisation 
Albania 1992/97 236.6/42.1 Aug-92 Flexible 1992 -168 -51 15 66 
Bulgaria 1991/97 338.9/578.6 Feb-91 Flexible 1997 -1152 -842 -1089 -247 
Croatia 1993 1149 Oct-93 Fixed 1993 329 104 103 -1 
Czech 1991 52 Jan-91 Fixed 1992 -338 1143 -305 -1448 
RepubliC64 
Estonia 1992 953.5 Jun-92 Fixed 1994 153 40 -113 
FYR 1992 1935 Jan-94 Fixed 1995 -259 -19 -36 -17 
Macedonia 
Hungary 1990 33.4 Mar-90 Fixed 1993 na 127 267 140 
Latvia 1992 959 Jun-92 Flexible /FiX65 1995 na 207 417 210 
Lithuania 1992 1161 Jun-92 Flexible /FiX66 1994 na 322 -84 -406 
Poland 1990 249 Jan-90 Fixed 1991 na 716 -1359 -2075 
Romania 1993/97 295.5/151.4 Oct-93 Flexible 1992 -1460 -1170 -428 742 
Slovak 1991 58.3 Jan-91 Fixed 1993 -767 -786 173 959 
Republic 
Slovenia 1991 247.1 Feb-92 Flexible 1992 518 129 926 797 
" Data is from the EBRD Transition Report 1999, Table 3.1, p. 63; and the current account (CAB) 
section data is from Table 3.6.1, p. 130 of "Economic Survey of Europe in 
1995-1996" by the 
Economic Commission for Europe, Geneva. United Nations, New York and Geneva, 1996. 
63 CAB change is the difference of two previous columns and is equal to the CAB value one year after 
inflation peak minus the CAB value at the year inflation peaked. 
64 For Czech and Slovak republics, the CAB data is only for convertible currency. 
65 The Latvian currency was pegged to the SDR in February 1994, the currency was flexible prior to 
this time. 
66 Lithuania adopted a currency board in April 1994, the exchange rate was flexible prior to this time. 
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Table 49 European Transition Economies in 1998, GDp67 
Country name Population, millions GDP per capita, USD GDP, millions USD 
Albania 3.2 930 2976 
Bulgaria 8.3 1315 10914.5 
Croatia 4.53 4820 21834.6 
Czech Rep 10.3 5479 56433.7 
Estonia 1.45 3593 5209.85 
FYR Macedonia 2 1548 3096 
Hungary 10.1 4730 47773 
Latvia 2.4 2622 6292.8 
Lithuania 3.7 2890 10693 
Poland 38.7 3887 150426.9 
Romania 22.5 1695 38137.5 
Slovak Rep 5.4 3793 20482.2 
Slovenia 2 9779 19558 
Note: Values in bold are the highest nominal GDP for Poland and the highest GDP per 
capita for Slovenia. 
67 Data is from the EBRD Transition Report 1999, Country tables, pp. 183-269. 
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