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Einleitung
Motivation Die Wavelettransformation bietet ein vorzu¨gliches Instrument, um eindimensio-
nale Signale eﬀektiv darzustellen. Das liegt darin begru¨ndet, dass Wavelets in der Lage
sind, punktweise Singularita¨ten gut zu approximieren. Die Waveletapproximation ist damit
wesentlich besser als die klassische Fourierapproximation.
Im Falle von mehrdimensionalen Datenmengen erweisen sich traditionelle Wavelets als
weniger geeignet. Betrachten wir das idealisierte Bild f , das Ho¨lder-stetig von der Ordnung
α > 0 ist. Dann ko¨nnen wir das Bild mithilfe eines Waveletsystems {ψµ : µ ∈ I} durch die
Partialsummen
fM =
∑
µ∈IM
〈f, ψµ〉 ψµ
approximieren, wobei IM die Indexmenge der M gro¨ßten Koeﬃzienten |〈f, ψµ〉| ist. Verwenden
wir hinreichend glatte Tensorprodukt-Wavelets, so besitzt der Approximationsfehler εM der
bestenM-Term-Approximation fM das optimale, asymptotische Abklingverhalten der Ordnung
O(M−α ), d. h. fu¨r εM gilt
εM := ‖f − fM‖22 =
∑
µ /∈IM
|〈f, ψµ〉|2 ∼ O(M−α ).
In der Regel besitzen Bilder jedoch Bildkanten, die verschiedene Bildgebiete voneinander
abgrenzen. Die Existenz solcher Unstetigkeiten verschlechtert die Approximationsqualita¨t
drastisch, unabha¨ngig davon, wie glatt die Bildfunktion innerhalb einzelner Bildregionen ist.
Fu¨r Unstetigkeiten endlicher La¨nge kann im Fall α ≥ 1 nur noch ein Approximationsverhal-
ten der Ordnung O(M−1) garantiert werden. Damit ist die Waveletapproximation auch im
zweidimensionalen Fall besser als die Fouriertransformation, dessen Approximationsfehler
lediglich mit der Ordnung O(M−1/2) sinkt [Mal99, Kapitel 9.2], aber weit von der optimalen
Approximationseigenschaft O(M−α ) entfernt. Dies liegt an der unzureichenden Behandlung
der gerichteten Bildkanten. In den letzten Jahren wurden verschiedene Waveletsysteme vor-
geschlagen, die aufgrund ihrer Richtungseigenschaften in der Lage sind, Bildkanten besser
zu adaptieren.
Zusammenhang zu anderen Arbeiten Im Wesentlichen gibt es zwei verschiedene Ansa¨tze
in der gerichteten Bildverarbeitung, die adaptiven und die nicht-adaptiven Verfahren. Letz-
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tere basieren auf einem a priori gewa¨hlten Waveletsystem, das eine Basis oder einen Frame
des Raumes L2(R2) generiert. Die Basis- bzw. Framefunktionen werden - wie gewo¨hnlich
- skaliert und translatiert, aber daru¨ber hinaus werden sie einem weiteren, geometrischen
Operator (wie z. B. der Rotation oder der Scherung) unterzogen, der den Funktionen eine
Orientierung verleiht. Dadurch erho¨ht sich in der Regel die Redundanz der Waveletsysteme,
was eine ”oversampled“ Filterbank nach sich zieht. Bei der Klasse der adaptiven Verfahren
erhalten die Wavelets ihre Richtungssensitivita¨t, indem sie entsprechend der jeweiligen Bild-
geometrie deﬁniert werden. Das fu¨hrt dazu, dass viel weniger Wavelets verwendet werden
mu¨ssen, allerdings entstehen zusa¨tzliche Adaptivita¨tskosten, die fu¨r die Rekonstruktion des
Bildes vonno¨ten sind.
An dieser Stelle geben wir einen kurzen U¨berblick u¨ber verschiedene richtungsorientierte
Waveletsysteme, die sich in den letzten Jahren als sehr erfolgreich erwiesen haben und fu¨r
unsere Arbeit relevant sind. In den folgenden Kapiteln unserer Arbeit gehen wir dann an den
entsprechenden Stellen detaillierter auf die Zusammenha¨nge zwischen unseren Methoden
und den schon bekannten Verfahren ein.
Die vielleicht popula¨rsten Vertreter der nicht-adaptiven Verfahren sind die Curvelets, die
erstmals 1999 von Cande`s und Donoho in [CD00] vorgeschlagen wurden und spa¨ter etwas
modiﬁziert wurden [CD04]. Curvelets werden als glatte Funktionen mit kompaktem Tra¨ger auf
Kreisscheibensegmenten im Frequenzbereich deﬁniert, die ihre Richtungseigenschaften mit-
tels einer Rotation erhalten. Wa¨hrend sie im Frequenzbereich einen kompakten Tra¨ger haben,
besitzen sie im Ortsbereich aufgrund ihrer anisotropen Skalierung eine nadela¨hnliche Form.
Fu¨r stu¨ckweise C2-Bilder liefern die Curvelets gema¨ß [CD04] die Approximationseigenschaft
εM = ‖f − fM‖22 ≤ CM−2(log2M)3
die bis auf den Faktor (log2M)3 optimal ist, wenn man eine zusa¨tzliche Regularita¨tsbedingung
an die Kanten stellt, na¨mlich, dass diese auch zweimal stetig in Tangentialrichtung diﬀeren-
zierbar sind.
Ein analoges Approximationsresultat wurde in [GL07] fu¨r die Shearlets beweisen. Shear-
lets sind ein Speziallfall der sogenannten Wavelets mit zusammengesetzter Dilatation
[GLL+06,Lim06], die im zweidimensionalen Raum die Form
{ψj,k,i = | detA|j/2ψ(BiAj · −k) : j, i ∈ Z, k ∈ Z2}
haben, wobei ψ ∈ L2(R2), und A,B invertierbare 2 × 2-Matrizen sind mit | detB| = 1. Im
Fall der Shearlets wa¨hlt man eine anisotrope Skalierungsmatrix A und die Schermatrix B =( 1 10 1
). Das Shearletsystem bildet ebenso wie das Curveletsystem einen Parseval-Frame des
L2(R2), im Gegensatz zu den Curvelets liegt diesem Ansatz aber eine Multiresolutionsanalyse
zugrunde. Wir betonen schon an dieser Stelle die Wichtigkeit dieser Waveletsysteme fu¨r die
vorliegende Arbeit, weil unsere konstruierten Wavelets auf Dreiecken auch zu der Klasse der
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Wavelets mit zusammengesetzter Dilatation geho¨ren werden. Dabei konstruieren wir erstmals
Shearlets mit kompaktem Tra¨ger im Ortsbereich.
Die Contourlets von Do und Vetterli [DV02,DV05] sind zwar urspru¨nglich nicht als Dis-
kretisierung der Curvelets eingefu¨hrt worden, aber ihre diskrete Formulierung im Ortsbe-
reich fu¨hrt im Wesentlichen zu derselben Frequenzraum-U¨berdeckung wie bei den Curve-
lets [FDF06]. Die Contourlets erfreuen sich wegen ihrer guten Implementierung großer Be-
liebtheit, die Redundanz des Contourletsystems ist im Vergleich zu den anderen erwa¨hnten
Systemen sehr gering. Insbesondere die diskrete Curvelettransformation weist in der Praxis
bei der Bildapproximation aufgrund der hohen Redundanz große Schwa¨chen auf.
Die Directionlets bilden hingegen ein nicht-redundantes Waveletsystem, das zudem auch
noch im Diskreten deﬁniert wird, so dass der ha¨uﬁg sehr schwierige Schritt der Diskretisie-
rung hinfa¨llig ist [VBLVD06].
Aus der großen Menge der ”X-lets“ erwa¨hnen wir noch ohne weitere Erla¨uterung dieRidgelets [CD99], einen Vorla¨ufer der Curvelets, und die Brushlets [MC97] sowie die kom-
plexen Wavelets [Kin01,NS05].
Unter den adpativen Methoden beschra¨nken wir uns auf diejenigen, die in engem Zu-
sammenhang zu unserer Arbeit stehen.
Wa¨hrend Curvelets oder Shearlets eine fast-optimale Approximation nur fu¨r stu¨ckweise
Ho¨lder-stetige Funktionen zweiter Ordnung mit Unstetigkeiten entlang von C2-Kurven lie-
fern, sind adaptive Methoden in der Lage, fu¨r allgemeinere Klassen von Bildern eine optimale
Approximation bereitzustellen.
Die ENO-EA-Methoden [ACD+08] erlauben eine nichtlineare kantenadaptierende
Multiskalen-Zerlegung eines Bildes und weisen fu¨r α = 2 ein optimales, asymptotisches
Abklingverhalten des Approximationsfehlers εM auf.
Die Bandelets von Le Pennec und Mallat [LPM05a,LPM05b] basieren auf Tensorprodukt-
Wavelets, die ihre anisotrope Eigenschaft dadurch erhalten, dass sie mittels eines
Kru¨mmungsoperators an die Bildkanten angepasst werden. Die Bandelet-Frames erreichen
bei hinreichend glatten Tensorprodukt-Wavelets das optimale Approximationsverhalten fu¨r
α ≥ 1.
Eine ganz neue geometrische Methode ist von Plonka vorgeschlagen worden [Plo09]. Die
Easy Path Wavelet Transformation (EPWT) wandelt ein Bild in einen Vektor um, auf den dann
eine eindimensionale Wavelettransformation, wie z. B. D4, angewandt wird. Dabei durchla¨uft
man das Bild auf einem gu¨nstigen Pfad entsprechend der Bildgeometrie und schreibt die
Bildwerte in den Vektor. In [PTI09] konnte gezeigt werden, dass die EPWT in Verbindung
mit Haarwavelets unter gewissen Voraussetzungen optimale Approximationseigenschaften fu¨r
α ∈ (0, 1] aufweist.
Die Wedgelets [Don99] sind adaptive Haar-Funktionen und erhalten daher in dieser Ar-
beit besondere Aufmerksamkeit. Sie sind als charakteristische Funktionen auf keilfo¨rmigen
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Bildgebieten definiert, die man durch Splitten von dyadischen Quadraten erha¨lt. Bemerkens-
wert ist, dass die Wedgelet-Approximation aus dem Wedgelet-Dictionary nicht mit Hilfe eines
Pursuit-Algorithmus gewonnen wird, sondern durch einen Variationsansatz. Die Wedgelets
garantieren eine optimale Approximation nur fu¨r 1 ≤ α ≤ 2, vgl. [FDF06].
In Anbetracht der Tatsache, dass wir uns mit Wavelets auf Dreiecksgebieten bescha¨ftigen
wollen, erwa¨hnen wir die Approximationsmethode von Demaret, Dyn und Iske [DDI06], die
auf einer adaptiven Triangulierung der Kantengeometrie beruht.
Die von Mallat vorgestellten Geometrischen Grouplets [Mal09] sind in der Lage, Bild-
kanten zu adaptieren, indem sie mittels Assoziationsfelder gewisse Pixelwerte gema¨ß ihrer
lokalen Bildgeometrie gruppieren. Der besondere Reiz an dieser Methode ist die Definition
im diskreten Fall, die eine ha¨ufig nicht triviale Diskretisierung u¨berflu¨ssig macht. Außerdem
kann man u¨ber die Definition des Assoziationsfeldes die Redundanz der Grouplet-Systeme
beeinflussen, so dass man Basis- oder Framesysteme fu¨r den diskreten Bildraum erha¨lt.
Theoretische Approximationsresultate sind uns bisher nicht bekannt.
U¨berblick und Struktur der Arbeit Die vorliegende Arbeit la¨sst sich grob in zwei Teile
gliedern, die in den zentralen Kapiteln 2 und 3 vorgestellt werden. Die in diesen Kapiteln
konstruierten Richtungswavelets sind Vertreter der beiden oben beschriebenen Klassen von
Waveletsystemen. In Kapitel 2 stellen wir eine nicht-adaptive Wavelettransformation vor,
wa¨hrend wir in Kapitel 3 eine adaptive Methode vorschlagen.
Im Einzelnen ist die Arbeit wie folgt strukturiert.
In Kapitel 1 erinnern wir an einige grundlegende Begriffe und Aussagen u¨ber Wavelet-
systeme. Neben der Waveletanalysis wenden wir uns auch der Filterbank-Theorie zu, die fu¨r
die Implementierung der konstruierten Wavelettransformationen eine wichtige Rolle spielt.
Im umfangreichen Kapitel 2 konstruieren wir gerichtete Haarwavelets auf Dreiecken. Da-
zu zerlegen wir den Ortsraum in Dreiecke gleichen Fla¨cheninhalts. Zuna¨chst betrachten wir
Dreieckszerlegungen mit vier Richtungen und das daraus resultierende Waveletsystem, das
eine Orthonormalbasis des L2(R2) generiert. Im na¨chsten Schritt erweitern wir den Ansatz,
indem wir vier weitere Richtungen zulassen. Das nun entstehende Waveletsystem verliert
seine Basiseigenschaft, wir erhalten einen Parseval-Frame mit vierfacher Redundanz. Diese
Eigenschaft kann im Frequenzbereich mithilfe der Unitarita¨t der Polyphasen-Matrix des Sys-
tems gezeigt werden, wie wir im Unterkapitel 2.3 beweisen werden. Schließlich konstruieren
wir ein noch allgemeineres Haarwavelet-System: Durch die Verwendung einer anisotropen
Dilatationsmatrix ko¨nnen wir beliebig viele Richtungen erzeugen, indem wir entsprechend
viele Verfeinerungslevel zulassen. Die Wavelets auf den immer feiner werdenden Dreiecken
sind Shearlets mit kompakten Tra¨ger im Ortsbereich. Nachdem wir fu¨r alle Methoden den
Filterbank-Algorithmus ausfu¨hrlich beschrieben haben, wenden wir ihn zur Entsto¨rung und
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zur Approximation von Bildern an. Abschließend zeigen wir, dass es erstaunlich schwierig ist,
auf den betrachteten Triangulierungen stu¨ckweise lineare Wavelets mit kompakten Tra¨gern
zu konstruieren.
In Kapitel 3 fu¨hren wir eine adaptive Wavelettransformation ein, die sogenannte Tetrolet-
Transformation. Die verwendeten Haarwavelets basieren auf einer adaptiven Tetromino-
Zerlegung des diskreten Bildraumes und bilden eine Orthonormalbasis. Auch hier beschrei-
ben wir den Filterbank-Algorithmus und illustrieren an vielen Beispielen die enorme Ef-
fizienz der Methode bei der du¨nnen Darstellung (engl. sparse representation) von Bildern.
Wir untersuchen die numerische Komplexita¨t und die zusa¨tzlichen Adaptivita¨tskosten, was zu
kostenreduzierenden Modifikationen der Transformation fu¨hrt. Im abschließenden Unterka-
pitel 3.9 zeigen wir die adaptive Multiskalen-Struktur sowie die wichtige Eigenschaft, dass
die Tetrolets ein optimales Approximationsverhalten fu¨r α ∈ (0, 1] liefern.
Das letzte Kapitel 4 ist einer Postprocessing-Methode gewidmet, die die Schwa¨chen der
beiden konstruierten Wavelettransformationen beheben soll. Die in Kapitel 2 und 3 vorge-
stellten Techniken beruhen auf Haarwavelets, was zu einer stu¨ckweise konstanten Approxi-
mation fu¨hrt. Durch Anwenden eines angepassten Postprocessing-Schemas ko¨nnen wir die
Regularita¨t des approximierten Bildes nachtra¨glich erho¨hen, ohne dabei die Bildkanten zu
verwischen. Unsere Methode verwendet dazu eine anisotrope TV-Minimierung. Die guten
Ergebnisse in der Anwendung besta¨tigen die theoretischen Resultate, dass die Approxima-
tionsqualita¨t bei geeigneter Wahl der Parameter des Postprocessing-Verfahrens verbessert
werden kann.
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Kapitel 1
Grundlagen der Waveletsysteme und
ihrer Anwendungen
In diesem ersten Kapitel stellen wir einige grundlegende Werkzeuge der Waveletanalysis und
der Signalverarbeitung bereit, auf die wir im Verlauf der Arbeit immer wieder zuru¨ckgreifen
werden.
Das erste Unterkapitel stellt die verschiedenen Basiskonzepte in einem Hilbertraum vor.
Danach erla¨utern wir Begriffe aus der Waveletanalysis in einer einheitlichen Notation. Der
dritte Abschnitt beleuchtet die Wavelettheorie aus der Perspektive der Signalverarbeitung,
indem verschiedene Filterbank-Algorithmen vorgestellt werden. Schließlich beschreiben wir
noch mit ein paar allgemeinen Bemerkungen die Grundideen der Multiskalenmethoden in
der digitalen Bildverarbeitung.
1.1 Funktionensysteme
In einem separablen Hilbertraum H und fu¨r eine abza¨hlbare Indexmenge K gelten folgende
Begriﬄichkeiten:
Definition 1.1. Das System {fk}k∈K heißt . . .
1. . . . vollsta¨ndig in H, wenn sein linearer Aufspann dicht in H ist, d. h. span{fk}k∈K = H.
Ein vollsta¨ndiges System nennen wir Dictionary.
2. . . . orthogonal, wenn
〈fk , fk ′〉 = δk,k ′ fu¨r alle k, k ′ ∈ K. (1.1)
3. . . . orthonormal, wenn es orthogonal ist und ‖fk‖H = 1 fu¨r alle k ∈ K gilt.
4. . . .Basis von H, wenn fu¨r alle f ∈ H eindeutige Skalare ck existieren, so dass gilt:
f = ∑
k∈K
ck fk . (1.2)
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5. . . .Orthonormalbasis (ONB) von H, wenn das System eine Basis und zusa¨tzlich ortho-
normal ist.
Die Orthogonalita¨tsbedingung in (1.1) ist eine starke Forderung an das Funktionensys-
tem, die wir etwas lockern ko¨nnen, indem wir von einer ONB zu einer Rieszbasis u¨bergehen.
Definition 1.2. Eine Basis {fk}k∈K heißt . . .
1. . . . beschra¨nkt, wenn gilt: 0 < infk∈K ‖fk‖H ≤ supk∈K ‖fk‖H <∞.
2. . . . unbedingt (engl. unconditional), wenn jede Reihendarstellung ∑k∈K ck fk in H un-
bedingt konvergiert, d. h. wenn auch jede Umordnung der Reihe konvergiert.
3. . . .Rieszbasis von H, wenn sie beschra¨nkt und unbedingt ist.
Fu¨r Orthonormalbasen impliziert die Orthogonalita¨tsbedingung (1.1) die Parseval’sche
Gleichung
‖f‖2H =
∑
k∈K
|ck |2 = ‖{ck}k∈K‖2l2 fu¨r alle f ∈ H,
dabei haben die eindeutigen Koeffizienten die Gestalt ck = 〈f, fk〉 fu¨r alle k ∈ K . Fu¨r
Rieszbasen kann eine a¨hnliche Relation zwischen der darzustellenden Funktion f aus H
und den Koeffizienten ck aus l2 formuliert werden. Diese Ungleichung charakterisiert die
Rieszbasis eindeutig:
Satz 1.3. Das System {fk}k∈K ist eine Rieszbasis von H genau dann, wenn es vollsta¨ndig in
H ist, und wenn positive, endliche Konstanten A und B existieren, so dass fu¨r alle {ck}k∈K ∈
l2(K ) gilt:
A‖{ck}k∈K‖2l2 ≤ ‖
∑
k∈K
ckfk‖2H ≤ B‖{ck}k∈K‖2l2 . (1.3)
Die optimalen Konstanten A und B heißen untere und obere Riesz-Schranken.
Im Fall von Rieszbasen lassen sich die eindeutigen Koeffizienten durch ck = 〈f, f˜k〉,
k ∈ K , berechnen. Hierbei ist {f˜k}k∈K die eindeutige, zu {fk}k∈K duale Rieszbasis von H,
d. h. es gilt 〈fk , f˜k ′〉 = δk,k ′ fu¨r alle k, k ′ ∈ K .
Jetzt gehen wir noch einen Schritt weiter, indem wir das Basiskonzept aufweichen. Wir
suchen ein reproduzierendes Funktionensystem, das nicht mehr die starken Forderungen
einer Basis erfu¨llen soll, aber trotzdem eine Darstellung aller Funktionen f aus H in der
Form von (1.2) bietet.
Definition 1.4. Das System {fk}k∈K heißt Frame von H, wenn positive, endliche Konstanten
A und B existieren, so dass fu¨r alle f ∈ H gilt:
A‖f‖2H ≤ ‖{〈f, fk 〉}k∈K‖2l2 ≤ B‖f‖2H .
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Die optimalen Konstanten A und B heißen untere und obere Frame-Schranken. Wenn A = B
gewa¨hlt werden kann, spricht man von einem Tight-Frame, im Falle von A = B = 1 von
einem Parseval-Frame.
Wenn eine positive, endliche Konstante B existiert, so dass die rechte Ungleichung gilt,
ist {fk}k∈K ein Besselsystem von H.
Jeder Frame ist also ein Besselsystem. Ein Frame unterscheidet sich von einer Basis durch
die fehlende lineare Unabha¨ngigkeit der Frame-Elemente fk . Das fu¨hrt dazu, dass jedes f aus
H sich zwar in der Tat als Linearkombination der Framefunktionen {fk}k∈K darstellen la¨sst,
aber die Koeffizienten ck = 〈f, f˜k 〉 nicht mehr eindeutig sind, weil es verschiedene duale
Frames {f˜k}k∈K gibt, die eine Darstellung in der Form (1.2) gewa¨hrleisten. Die lineare
Abha¨ngigkeit der Frame-Elemente fk fu¨hrt zu dem wichtigen Begriff der Redundanz:
Definition 1.5. 1. Ein Frame {fk}k∈K von H heißt exakt (oder minimal), wenn er eine
Rieszbasis von H ist.
2. Ein Frame {fk}k∈K von H heißt redundant (oder nicht minimal oder overcomplete),
wenn er nicht exakt ist.
Fu¨r eine vertiefende Frame-Analysis verweisen wir auf das ausgezeichnete Buch von
Christensen [Chr03].
1.2 Multiresolutionsanalyse und Wavelets
Die Reihenfolge der eingefu¨hrten Begriﬄichkeiten in diesem Abschnitt entspricht dem
u¨blichen Vorgehen, Wavelets u¨ber eine Multiresolutionsanalyse und eine Skalierungsfunktion
zu konstruieren. Das Ziel der Multiresolutionsanalyse ist die Zerlegung des Raumes L2(Rd)
in geeignete Unterra¨ume Vj , j ∈ Z, die wir Approximationsra¨ume nennen. Die Grundidee ist
dabei, die Approximationsra¨ume ineinandergeschachtelt zu wa¨hlen, so dass Vj ⊂ Vj+1 gilt.
Wenn nun PVj der L2-Orthogonalprojektor in den Raum Vj ist, so stellt PVj+1f eine bessere
Approximation von f ∈ L2(Rd) dar als PVj f , weil Vj+1 ”feinere“ Funktionen enthalten soll als
Vj und deshalb eine ”feinere“ Auflo¨sung (engl. resolution) der Funktion f gestattet. DieseVerfeinerung von einem Auflo¨sungslevel zum na¨chsten geschieht mittels einer Dilatations-
matrix A der Gro¨ße d × d, deren Eintra¨ge ganzzahlig und deren Eigenwerte betragsma¨ßig
gro¨ßer als Eins sein sollen.
Die klassische Multiresolutionsanalyse Das Konzept der Multiresolutionsanalyse wurde
von Mallat und Meyer [Mal89, Mey90] fu¨r d = 1 mit der dyadischen Skalierung A = 2
eingefu¨hrt. In diesem Unterkapitel werden wir die Theorie fu¨r die allgemeine Dimension
d ∈ N vorstellen, spa¨ter werden wir im Fall von Bildern d = 2 wa¨hlen.
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Definition 1.6. Eine Folge {Vj}j∈Z von abgeschlossenen Unterra¨umen des L2(Rd) heißt Mul-
tiresolutionsanalyse (MRA) (oder Multiskalenanalyse) von L2(Rd), wenn die folgenden Ei-
genschaften erfu¨llt sind
(M1) Vj ⊂ Vj+1 fu¨r alle j ∈ Z.
(M2) f ∈ Vj ⇔ f(A·) ∈ Vj+1 fu¨r alle j ∈ Z.
(M3) closL2(Rd)⋃j∈Z Vj = L2(Rd).
(M4)
⋂
j∈Z Vj = {0}.
(M5) Es gibt eine Funktion φ, so dass {φ(· − k) : k ∈ Zd} eine ONB von V0 ist.
Die Funktion φ in (M5) heißt Generator der MRA.
Aus (M2) und (M5) folgt sofort, dass die Familie {φj,k : k ∈ Zd} mit
φj,k := | detA|j/2φ(Aj · −k)
eine ONB fu¨r jeden Approximationsraum Vj ist. Die generierende Funktion φ der Approxima-
tionsra¨ume heißt Skalierungsfunktion. Wegen (M1) existiert dann eine Koeffizienten-Folge
{h0k}k∈Zd ∈ l2(Zd), so dass die Verfeinerungsgleichung (oder Skalierungsgleichung)
φ(x) = | detA|1/2 ∑
k∈Zd
h0k φ(Ax − k) (1.4)
fu¨r die Skalierungsfunktion φ gilt. Man nennt φ verfeinerbar, die Folge {h0k}k∈Zd heißt
Maske von φ. In der Anwendung sind Masken vorteilhaft, bei denen nur endlich viele Ko-
effizienten von Null verschieden sind. Skalierungsfunktionen mit kompaktem Tra¨ger besitzen
stets endliche Masken (siehe z. B. [Mal99, Proposition 7.2]), und es lassen sich dazugeho¨rige
Wavelets konstruieren, die ebenfalls kompakten Tra¨ger besitzen. Solchen Skalierungs- und
Waveletfunktionen gilt unser besonderes Interesse.
Wir werden sehen, dass die Verfeinerungsgleichung (1.4) das Herzstu¨ck der Wavelettheo-
rie ist, weil sie eine schnelle Wavelettransformation mittels eines Filterbank-Algorithmus
erlaubt. Die Gleichung (1.4) la¨sst sich auch im Frequenzbereich Rˆd formulieren. Die Fou-
riertransformierte fˆ von f ∈ L2(Rd) ∩ L1(Rd) ist definiert durch
fˆ(ω) =
∫
Rd
f(x)e−iωx dx,
wobei die Punkte ω ∈ Rˆd im Frequenzbereich als Zeilenvektoren gegeben sind (im Gegensatz
zu den Spaltenvektoren x ∈ Rd im Zeitbereich). Die Anwendung der Fouriertransformation
auf beide Seiten von (1.4) liefert die Verfeinerungsgleichung im Frequenzbereich
φˆ(ω) = H0(ωA−1) φˆ(ωA−1). (1.5)
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Dabei ist die Fourierreihe H0 das sogenannte Symbol der Maske {h0k}k∈Zd ,
H0(ω) = 1| detA|1/2
∑
k∈Zd
h0k e−iωk . (1.6)
Nun sind wir in der Lage, die gewu¨nschten Wavelets zu konstruieren. Um eine anschau-
liche Vorstellung von Wavelets zu haben, kann man Wavelets als Differenzen interpretieren.
Wir wissen, dass Vj ⊂ Vj+1 fu¨r j ∈ Z gilt. Sei nun Wj das orthogonale Komplement von
Vj in Vj+1:
Vj+1 = Vj ⊕Wj . (1.7)
Die orthogonale Projektion von f ∈ L2(Rd) in Vj+1 kann dann zerlegt werden in die direkte
Summe der beiden Orthogonalprojektionen in Vj und Wj :
PVj+1f = PVj f + PWj f.
Dabei entha¨lt PWj f die Detailinformationen von f , die in der feinen Auflo¨sung Vj+1 auftreten,
aber in der na¨chst gro¨beren Auflo¨sung Vj schon nicht mehr dargestellt werden ko¨nnen. Wegen
(M4) folgt aus der Beziehung (1.7) die Zerlegung bis zum Level j
Vj =
j−1⊕
j ′=−∞
Wj ′ .
Benutzen wir jetzt (M3), so erhalten wir die vollsta¨ndige Zerlegung des L2(Rd) in die Diffe-
renzenra¨ume:
L2(Rd) = ⊕
j∈Z
Wj .
Analog wie bei den Approximationsra¨umen ist es wu¨nschenswert, dass die Differenzenra¨ume
Wj durch Basen aufgespannt werden, die durch Skalierung und Translation einer Genera-
torfunktion erzeugt werden.
Satz 1.7. Sei {Vj}j∈Z eine MRA des L2(Rd) mit der Dilatationsmatrix A. Sei m := | detA|.
Dann existieren m− 1 Wavelets ψ1, . . . , ψm−1 ∈ V1, die eine ONB des orthogonalen Kom-
plements von V0 in V1 erzeugen, d. h. die Menge
{ψlj,k : l = 1, . . . , m− 1, j ∈ Z, k ∈ Zd}
mit
ψlj,k := | detA|j/2ψl(Aj · −k)
ist eine ONB von L2(Rd).
Fu¨r festes j ∈ Z sind die Funktionensysteme {ψlj,k : l = 1, . . . , m − 1, k ∈ Zd} Ortho-
normalbasen von Wj , die Basisfunktionen heißen Wavelets, die m − 1 Generatorfunktionen
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ψl heißen Mutterwavelets, und die Differenzenra¨ume Wj werden dementsprechend Wavelet-
ra¨ume genannt.
Wegen (1.7) gilt W0 ⊂ V1, und wir ko¨nnen die Mutterwavelets ψl ∈ W0 ⊂ V1 bezu¨glich
der Basis {φ(A · −k) : k ∈ Zd} darstellen:
ψl(x) = | detA|1/2 ∑
k∈Zd
hlk φ(Ax − k), l = 1, . . . , m− 1 (1.8)
mit einer Maske {hlk}k∈Zd . Die Konstruktion von orthonormalen Wavelets reduziert sich also
auf die Aufgabe, geeignete Koeffizienten hlk zu bestimmen. Wenn φ kompakten Tra¨ger hat,
lassen sich Wavelets mit der gleichen Eigenschaft konstruieren. Wir suchen also Wavelets
mit nur endlich vielen, von Null verschiedenen Skalierungskoeffizienten hlk in (1.8). Die Be-
stimmung dieser Koeffizienten kann auf zwei verschiedene Weisen erfolgen: im Orts- oder im
Frequenzbereich.
Ausgehend von der Skalierungsfunktion φ, die durch ihre Verfeinerungskoeffizienten h0k
bestimmt ist, ko¨nnen mit Hilfe des folgenden Satzes die Koeffizienten hlk im Ortsbereich so
gewa¨hlt werden, dass die Wavelets eine Orthogonalbasis erzeugen.
Satz 1.8. Die Skalierungsfunktion φ ∈ L2(Rd) generiere eine MRA fu¨r L2(Rd), und φ erfu¨lle
die Verfeinerungsgleichung (1.4) mit einer endlichen Maske {h0k}k∈Zd . Dann gilt:
Das durch die Verfeinerungsgleichung (1.8) definierte Waveletssystem
{ψlj,k : l = 1, . . . , m− 1, j ∈ Z, k ∈ Zd}
ist eine ONB des L2(Rd) genau dann, wenn gilt:∑
k∈Zd
hlkh
l′
k−Ak ′ = δ0,k ′δl,l′ , l, l′ = 0, . . . , m− 1.
Beweis. Siehe [Bow97].
Damit wir alternativ die Wavelets im Frequenzbereich konstruieren ko¨nnen, formulieren
wir die Verfeinerungsgleichung (1.8) analog zu (1.5) im Frequenzbereich:
ψˆl(ω) = Hl(ωA−1) φˆ(ωA−1), l = 1, . . . , m− 1. (1.9)
Hier bezeichnet die Fourierreihe Hl das Symbol der Wavelet-Maske {hlk}k∈Zd ,
Hl(ω) = 1| detA|1/2
∑
k∈Zd
hlk e
−iωk , l = 1, . . . , m− 1. (1.10)
Ausgehend von dem Symbol H0 der gegebenen Skalierungsfunktion φ, ko¨nnen wir mit Hilfe
des folgenden Satzes geeignete Waveletsymbole Hl, l = 1, . . . , m − 1, finden, so dass die
dazugeho¨rigen Wavelets eine ONB bilden.
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Satz 1.9. Die Skalierungsfunktion φ ∈ L2(Rd) generiere eine MRA fu¨r L2(Rd), und φ erfu¨lle
die Verfeinerungsgleichung (1.5) mit einem 2π-periodischen Symbol H0. Dann gilt fu¨r 2π-
periodische Hl, l = 1, . . . , m− 1:
Das durch die Verfeinerungsgleichung (1.9) definierte Waveletssystem
{ψlj,k : l = 1, . . . , m− 1, j ∈ Z, k ∈ Zd}
ist eine ONB des L2(Rd) genau dann, wenn die MatrixM(ω) = [Hl(ω+2πγTj A−1)]m−1l,j=0 unita¨r
ist.
Beweis. Siehe [Woj97, Proposition 5.9].
Die m × m-Matrix M(ω) heißt Modulationsmatrix, ihre Eintra¨ge sind 2π-periodische
Funktionen. Die m Spaltenvektoren {γ0, γ1, . . . , γm−1} sind Repra¨sentaten des Gitters Z2.
Beide Begriﬄichkeiten werden wir im Verlauf des Kapitels noch na¨her erla¨utern.
Es ist aus der Signalverarbeitung bekannt, dass z. B. die Wahl von Conjugate Quadrature
Filtern (CQF) die Unitarita¨tsbedingung des Satzes erfu¨llt, im Fall d = 1 wa¨hlt man H1(ω) =
e−iωH0(ω+ π). Wenn man die Waveletsymbole Hl fu¨r l = 1, . . . , m− 1, gefunden hat, kennt
man auch die Masken {hlk}k∈Zd und kann damit die gesuchten Wavelets ψl konstruieren.
Im folgenden Beispiel fu¨hren wir die Haarwavelets fu¨r d = 1 ein, deren bivariate Versio-
nen in unserer Arbeit eine zentrale Rolle spielen werden.
Beispiel 1.10. Das erste in der Literatur bekannt gewordene Wavelet tauchte schon 80 Jahre
vor der Entwicklung der Wavelettheorie auf. Im Jahr 1909 bewies der ungarische Mathema-
tiker Alfred Haar (* am 11. Oktober 1885 in Budapest, † am 16. Ma¨rz 1933 in Szeged) in
seiner Dissertation, dass Differenzen von charakteristischen Funktionen auf Intervallen eine
ONB des L2(R) bilden. Diese Ergebnisse wurden 1910 in seiner beru¨hmten Arbeit [Haa10]
vero¨ffentlicht.
Sei die Skalierungsfunktion durch die charakteristische Funktion φ = χ[0,1) auf dem
Intervall [0, 1) gegeben. Die Ra¨ume Vj := closL2(R)span{2j/2φ(2j · −k) : k ∈ Z} bilden fu¨r
j ∈ Z eine MRA des L2(R), insbesondere gilt die Verfeinerungsgleichung
φ(x) = φ(2x) + φ(2x − 1) = χ[0, 12 )(x) + χ[ 12 ,1)(x).
Das bedeutet, dass in der Maske {h0k}k∈Z alle Koeffizienten bis auf h00 = h01 = 1√2 ver-
schwinden und das Symbol die Gestalt H0(ω) = 12 (1 + e−iω) annimmt.
Gema¨ß Satz 1.9 finden wir eine ONB von Wavelets fu¨r den L2(R) mittels der Wavelet-
symbole H1(ω), wenn die Modulationsmatrix
M(ω) =
(
H0(ω) H0(ω+ π)
H1(ω) H1(ω+ π)
)
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unita¨r ist. Man rechnet leicht nach, dass dies der Fall ist, wenn z. B. H1(ω) = 12 (1−e−iω) gilt.
Also verschwinden alle Koeffizienten des Waveletsymbols H1 bis auf h10 = 1√2 und h11 = − 1√2 ,
d. h. das Mutterwavelet ist
ψ(x) = φ(2x)− φ(2x − 1) = χ[0, 12 )(x)− χ[ 12 ,1)(x),
und die Familie {ψj,k : j, k ∈ Z} mit ψj,k (x) = 2j/2ψ(2jx − k) bildet eine ONB fu¨r den Raum
L2(R).
Verallgemeinerungen des MRA-Konzeptes: Riesz-MRA und Frame-MRA Die in Defini-
tion 1.6 formulierte MRA beschreibt das urspru¨ngliche MRA-Konzept von Mallat und Mey-
er [Mal89,Mey90]. Dabei wird in (M5) insbesondere gefordert, dass die ganzzahligen Transla-
tionen der Skalierungsfunktion eine ONB von V0 bilden. Wenn man bestimmte Eigenschaften
(wie z. B. Symmetrie) fu¨r die konstruierten Wavelets erzielen mo¨chte, erweist sich das ONB-
Korsett als zu eng. Deshalb ist es sinnvoll, eine Verallgemeinerung auf die schwa¨cheren
Funktionensysteme vorzunehmen, die im Unterkapitel 1.1 vorgestellt wurden. Wenn dabei
aufgrund des Zusammenhangs eine deutliche Abgrenzung zwischen den verschiedenen Vari-
anten der MRAs no¨tig ist, werden wir die klassische MRA aus Definition 1.6 auch manchmal
als ONB-MRA bezeichnen.
Zuna¨chst ersetzen wir (M5) durch
(M5’) Es gibt eine Funktion φ, so dass {φ(· − k) : k ∈ Zd} eine Rieszbasis von V0 ist.
Eine solche MRA nennen wir Riesz-MRA [BNB00]. Statt einer ONB bilden die Familien
{φj,k : k ∈ Zd}, j ∈ Z, nun jeweils eine Rieszbasis mit den gleichen Riesz-Konstanten fu¨r
jeden Approximationsraum Vj . Zu {Vj}j∈Z existiert eine biorthogonale MRA {V˜j}j∈Z, d. h.
eine zweite Riesz-MRA des L2(Rd), die von einer Skalierungsfunktion φ˜ generiert wird, die
die Relation
〈φ(· − k), φ˜(· − k ′)〉 = δk,k ′
fu¨r alle k, k ′ ∈ Zd erfu¨llt. Dann lassen sich Waveletra¨ume Wj und W˜j finden, die komple-
menta¨r zu Vj in Vj+1 bzw. zu V˜j in V˜j+1 sind, und die miteinander verbunden sind durch
Wj⊥V˜j , W˜j⊥Vj .
Fu¨r festes j ∈ Z existieren nun Waveletsysteme
{ψlj,k : l = 1, . . . , m− 1, k ∈ Zd} und {ψ˜lj,k : l = 1, . . . , m− 1, k ∈ Zd},
die Rieszbasen von Wj bzw. W˜j sind und biorthogonal zueinander sind:
〈ψlj,k , ψ˜l
′
j ′,k ′〉 = δj,j ′δk,k ′δl,l′ .
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Fu¨r alle j ∈ Z bilden diese beiden Waveletsysteme jeweils eine Rieszbasis fu¨r den Raum
L2(Rd).
Schließlich erhalten wir eine Frame-MRA durch eine weitere Verallgemeinerung
(M5”) Es gibt eine Funktion φ, so dass {φ(· − k) : k ∈ Zd} ein Frame von V0 ist.
Die Familien {φj,k : k ∈ Zd}, j ∈ Z, bilden jetzt jeweils einen Frame mit den gleichen
Frame-Schranken fu¨r die Approximationsra¨ume Vj . Der U¨bergang von einer Basis zu einem
Frame bringt viele technische Schwierigkeiten mit sich, die in [Chr03, Kapitel 13] fu¨r den Fall
d = 1 untersucht worden sind. Unter gewissen weiteren Bedingungen kann die Existenz von
Waveletframes fu¨r die Waveletra¨ume Wj und damit auch fu¨r den L2(Rd) garantiert werden,
vgl. auch [BT01]. Solche Wavelets werden in der Literatur manchmal Framelets genannt.
Einen leicht modifizierten Ansatz pra¨sentierten Ron und Shen in [RS97], indem sie statt
der ONB-Bedingung nur die Verfeinerbarkeit der Generatorfunktion φ ∈ L2(Rd) forderten.
Ausgehend von den beiden Voraussetzungen
(i) Es gibt ein 2π-periodisches Polynom H0, so dass φˆ(ωA) = H0(ω) φˆ(ω) fu¨r ω ∈ Rˆd gilt;
(ii) Es gilt limω→0 φˆ(ω) = 1;
sucht man Funktionen ψl in V1 = closL2(Rd)span{φ(A · −k) : k ∈ Zd}, so dass das Wavelet-
system {ψl(Aj · −k) : l = 1, . . . , L − 1, j ∈ Z, k ∈ Zd} mit L ≥ m ein Tight-Frame fu¨r den
L2(Rd) ist. Dies geschieht im Frequenzbereich mittels der so genannten Extension Principles,
die wir unten anfu¨hren und im weiteren Verlauf dieser Arbeit ha¨ufiger anwenden werden.
Der große Vorteil bei diesem Ansatz ist, dass nicht alle MRA-Bedingungen fu¨r die Funk-
tion φ u¨berpru¨ft werden mu¨ssen, sondern dass lediglich die Verfeinerbarkeit sichergestellt
werden muss. Man kann aber zeigen [Chr03, Satz 13.3.3], dass die beiden Bedingungen (i)
und (ii) implizieren, dass φ eine MRA {Vj}j∈Z mit Vj := closL2(Rd)span{φ(Aj · −k) : k ∈ Zd}
generiert, wobei die klassische Stabilita¨tsbedingung ersetzt wird durch
(M5”’) Es gibt eine verfeinerbare Funktion φ, so dass closL2(Rd)span{φ(· − k) : k ∈ Zd} = V0
gilt.
Die Translationen {φ(· − k) : k ∈ Zd} einer verfeinerbaren Funktion bilden nach [Chr03,
Kapitel 14] ein Besselsystem und nicht notwendigerweise einen Frame von V0.
Die Extension Principles sind Erweiterungen von Satz 1.9, der uns erlaubte, Waveletba-
sen anhand der Symbole zu charakterisieren bzw. zu konstruieren. Diese Principles beant-
worten die Frage, ob eine a¨hnliche Charakterisierung des Waveletsystems auch mo¨glich ist,
wenn die generierende Skalierungsfunktion nicht die ONB-Eigenschaft erfu¨llt, sondern nur
ein Erzeugendensystem bildet, wenn also statt (M5) nur (M5”’) gilt. In ihrer fundamentalen
Arbeit u¨ber Waveletframes haben Daubechies et al. [DHRS03] vier verschiedene Extension
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Principles vorgestellt, von denen das Unitary Extension Principle (UEP) die einfachste Ver-
sion ist. Es ist ebenso wie das Oblique Extension Principle (OEP) bereits in [RS97] zu finden
– wenngleich auch ohne die Bezeichnungen UEP und OEP. Es ist das Analogon zu Satz 1.9.
Satz 1.11 (UEP). Die Funktion φ ∈ L2(Rd) erfu¨lle die Verfeinerungsgleichung φˆ(ωA) =
H0(ω) φˆ(ω), ω ∈ Rˆd, mit 2π-periodischem H0. Außerdem gelte limω→0 φˆ(ω) = 1. Dann gilt:
WennM(ω) = [Hl(ω+2πγTj A−1)]L−1,m−1l,j=0 unita¨r ist, wobei Hl, l = 1, . . . , L−1, mit L ≥ m,
2π-periodische Polynome sind, so ist das durch die Verfeinerungsgleichungen ψˆl(ωA) =
Hl(ω) φˆ(ω) definierte Waveletsystem
{ψlj,k : l = 1, . . . , L− 1, j ∈ Z, k ∈ Zd}
ein Parseval-Frame des L2(Rd).
Beweis. Das UEP ist ein Spezialfall des folgenden OEPs. Dessen Beweis ist in [RS97] zu
finden.
Eine erste Verallgemeinerung dieser Aussage ist das OEP, das mehr Freiheiten bei der
Konstruktion der Waveletsymbole zula¨sst.
Satz 1.12 (OEP). Die Funktion φ ∈ L2(Rd) erfu¨lle die Verfeinerungsgleichung φˆ(ωA) =
H0(ω) φˆ(ω), ω ∈ Rˆd, mit 2π-periodischem H0. Außerdem sei S(ω) ein 2π-periodisches trigo-
nometrisches Polynom, so dass gilt: limω→0 S(ω) φˆ(ω) = 1 und limω→∞ S(ω) φˆ(ω) = 0. Wenn
nun fu¨r j = 0, . . . , m− 1
S(ωA)H0(ω+ 2πγTj A−1)H0(ω) +
L−1∑
l=1
Hl(ω+ 2πγTj A−1)Hl(ω) = δj,0S(ω) (1.11)
gilt, wobei Hl, l = 1, . . . , L − 1, 2π-periodisch sind, so ist das durch die Verfeinerungsglei-
chungen ψˆl(ωA) = Hl(ω) φˆ(ω) definierte Waveletsystem
{ψlj,k : l = 1, . . . , L− 1, j ∈ Z, k ∈ Zd}
ein Parseval-Frame des L2(Rd).
Beweis. Siehe [RS97, Theorem 6.5].
Das zusa¨tzliche trigonometrische Polynom S(ω) kann bei geeigneter Wahl dazu benutzt
werden, um Eigenschaften der Wavelets wie verschwindende Momente oder hohe Regularita¨t
zu erzwingen. Anwendungsbeispiele finden sich in [CHS02,DHRS03].
Bemerkung 1.13. 1. Unter Verwendung der Modulationsmatrix M(ω) ko¨nnen wir (1.11)
in Matrix-Vektor-Schreibweise formulieren:(
S(ωA)H0(ω), H1(ω), . . . , HL−1(ω)
)
M(ω) = (S(ω), 0, . . . , 0) .
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2. Wa¨hlt man S(ω) = 1, ω ∈ Rˆd, so reduziert sich das OEP zum UEP.
Der Vollsta¨ndigkeit halber erwa¨hnen wir noch die beiden u¨brigen Extension Princip-
les ohne sie explizit zu formulieren. Das Mixed Unitary Extension Principle (MUEP) bzw.
das Mixed Oblique Extension Principle (MOEP) erweitern das UEP bzw. OEP, indem sie
aus zwei verfeinerbaren Funktionen bei geeignetem Zusammenspiel der Symbole zwei duale
Waveletframes konstruieren.
Unabha¨ngig von Daubechies et al. [DHRS03] haben Chui, He und Sto¨ckler [CHS02]
a¨hnliche Resultate erhalten. Dabei beschra¨nkten sie sich auf den Fall von skalarwertigen
Funktionen im univariaten Fall d = 1. Im Kapitel 2.3 werden wir die Varianten der Extension
Principles fu¨r vektorwertige Skalierungsfunktionen und Wavelets untersuchen.
Zum Schluss stellen wir noch eine spezielle Frame-MRA fu¨r eine besondere Klasse von
Wavelets vor, die in Kapitel 2 eine wichtige Rolle spielen wird.
Sei B eine abza¨hlbare Untermenge von {B ∈ GLd(R) : | detB| = 1} und A = {Aj : A ∈
GLd(Z), j ∈ Z} zu einer fest vorgegebenen Dilatationsmatrix A. Mit GLd(Z) bezeichnen wir
dabei die Gruppe der invertierbaren Matrizen u¨ber den Ko¨rper Z. Dann heißen die Wavelets
der Gestalt
ψj,i,k := | detA|j/2ψ(BiAj · −k) j, i ∈ Z, k ∈ Zd
mit A ∈ A, B ∈ B Wavelets mit zusammengesetzter Dilatation oder auch AB-Wavelets
[LLKW05,Lim06,GLL+06]. Diese Wavelets sollen mit einer MRA verbunden werden, der eine
spezielle Form zugrunde liegt:
Definition 1.14. Eine Folge {Vj}j∈Z von abgeschlossenen Unterra¨umen des L2(Rd) heißt
AB-MRA, wenn gilt:
(M1) Vj ⊂ Vj+1 fu¨r alle j ∈ Z.
(M2) f ∈ Vj ⇔ f(A·) ∈ Vj+1 fu¨r alle j ∈ Z.
(M3) closL2(Rd)⋃j∈Z Vj = L2(Rd).
(M4)
⋂
j∈Z Vj = {0}.
(M5) Fu¨r f ∈ V0 gilt auch f(B · −k) ∈ V0 fu¨r alle B ∈ B , k ∈ Zd.
(M6) Es gibt eine Funktion φ, so dass {φ(B · −k) : B ∈ B , k ∈ Zd} ein Tight-Frame von V0
ist.
Der entscheidende Unterschied zur klassischen MRA ist die Tatsache, dass der Raum V0
nicht nur invariant bezu¨glich der ganzzahligen Translationen sondern auch invariant bezu¨glich
der Dilatationen mit B ∈ B ist. Wir nennen den Generator φ AB-Skalierungsfunktion und
die entsprechenden Wavelets – wie bereits erwa¨hnt – AB-Wavelets.
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Wenn (M6) durch die scha¨rfere ONB-Bedingung ersetzt wird, spricht man auch von einer
orthonormalen AB-MRA sowie von orthonormalen AB-Skalierungsfunktionen bzw. orthonor-
malen AB-Wavelets.
Typischerweise besteht die Matrixmenge B aus Isometrien, die den AB-Wavelets ei-
ne Orientierung verleihen. Wenn B = {B0, B1, . . . , Br−1}, r ∈ N, eine endliche Menge
ist, so kann man das Konzept der AB-MRA auch aus der Perspektive einer durch einen
verfeinerbaren Funktionenvektor erzeugten MRA betrachten. Dazu schreibt man die AB-
Skalierungsfunktionen in einen Vektor der La¨nge r
Φ(·) := (φ(B0·), φ(B1·), . . . , φ(Br−1·))T , (1.12)
der nun wieder im herko¨mmlichen Sinne verfeinerbar ist, wie der folgende Paragraph na¨her
erla¨utern wird.
Verallgemeinertes MRA-Konzept Im na¨chsten Kapitel werden wir das Konzept der vektor-
wertigen Wavelets (Multiwavelets) beno¨tigen, das wir deshalb in diesem Abschnitt in aller
Ku¨rze vorstellen. Eine aus Funktionenvektoren erzeugte MRA wird auch vektorwertige MRA
genannt. Weiterfu¨hrende Untersuchungen u¨ber Multiwavelets findet man in [Kei04].
Sei Φ = (φ0, . . . , φr−1)T ein Vektor von Funktionen φi ∈ L2(Rd), i = 0, . . . , r− 1, mit der
Vielfachheit r, der einer Matrix-Verfeinerungsgleichung genu¨gt,
Φ(x) = | detA|1/2 ∑
k∈Zd
M0k Φ(Ax − k), x ∈ Rd,
wobei A ∈ Zd×d wieder die Dilatationsmatrix ist, und M0k ∈ Rr×r Koeffizienten-Matrizen
sind. Im Frequenzbereich hat die Verfeinerungsgleichung die Form
Φˆ(ω) = H0(ωA−1) Φˆ(ωA−1), ω ∈ Rˆd,
hierbei bezeichnet die r × r-Matrix H0 das Symbol der Maske {M0k}k∈Z,
H0(ω) = 1| detA|1/2
∑
k∈Zd
M0k e−iωk .
Der Fouriertransformierte Funktionenvektor Φˆ = (φˆ0, . . . , φˆr−1)T ist komponentenweise zu
verstehen mit
φˆi(ω) =
∫
Rd
φi(x) e−iωx dx, i = 0, . . . , r − 1.
Jetzt sind wir in der Lage L− 1 Waveletvektoren Ψl = (ψl0, . . . , ψlr−1)T , l = 1, . . . , L− 1, mit
L ≥ m durch
Ψˆl(ω) = Hl(ωA−1) Φˆ(ωA−1), ω ∈ Rˆd,
zu definieren, wobei Hl(ω) geeignete 2π-periodische Matrixsymbole
Hl(ω) = 1| detA|1/2
∑
k∈Zd
Mlk e
−iωk (1.13)
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der Waveletmaske {Mlk}k∈Z sind.
Sei nun m = | detA|, und sei Γ = {γ0, . . . , γm−1} eine Repra¨sentantenmenge derart,
dass das Gitter Zd in m disjunkte Co-Mengen Zds = {Ak + γs : k ∈ Zd} zerlegt wird fu¨r
s = 0, . . . , m− 1, siehe [GM92] und [CHM04]. Die rL× rm-Matrix
M(ω) := [Hl(ω+ 2πγTA−1)]L−1l=0,γ∈Γ
heißtModulationsmatrix. Die Symbole Hl, l = 0, . . . , L−1, in (1.13) ko¨nnen in m Polyphasen-
Komponenten
Hl(ω) = 1| detA|1/2 ∑
γ∈Γ e
−iωγ Hlγ(ωA) (1.14)
zerlegt werden, mit Hlγ(ω) = ∑k∈Zd MlAk+γe−iωk fu¨r γ ∈ Γ. Die rL× rm-Matrix
P(ω) := [Hlγ(ω)]L−1l=0,γ∈Γ (1.15)
heißt Polyphasen-Matrix. Sie ist unita¨r, wenn P(ω)TP(ω) = Irm gilt, wobei Irm die Einheits-
matrix der Gro¨ße rm× rm bezeichnet. Wegen der besonderen Blockstruktur von P(ω) ist die
Unitarita¨t von P(ω) a¨quivalent zu
L−1∑
l=0 H
l
γ(ω)THlγ′(ω) = δγ,γ′ Ir×r, ∀ γ, γ′ ∈ Γ (1.16)
⇔
L−1∑
l=1 H
l
γ(ω)THlγ′(ω) = δγ,γ′ Ir×r −H0γ (ω)TH0γ′(ω), ∀ γ, γ′ ∈ Γ. (1.17)
Eigenschaften von Skalierungsfunktionen und Wavelets In diesem Paragraphen verlassen
wir wieder den vektorwertigen Fall und za¨hlen kurz ein paar wu¨nschenswerte Eigenschaften
der Wavelets und der korrespondierenden Skalierungsfunktion auf.
Die Skalierungsfunktion φ besitzt die Approximationsordnung p, wenn fu¨r jedes f in dem
Sobolevraum W p(L2(Rd))
dist(f, Vj ) := min
g∈Vj
‖f − g‖2 = O(ν−pj )
gilt, vgl. [Ehl07]. Hier bezeichnet ν den Spektralradius von A, d. h. den Betrag des be-
tragsma¨ßig gro¨ßten Eigenwertes von A. Im Falle einer ONB-MRA ist PVj f die orthogonale
L2-Projektion in den Approximationsraum Vj , j ∈ Z, und es gilt dist(f, Vj ) = ‖f − PVj f‖2.
Eine damit eng verbundene Eigenschaft ist die Polynomreproduktion durch die Transla-
tionen von φ. Die Skalierungsfunktion φ mit kompaktem Tra¨ger reproduziert Polynome bis
zum Grad p− 1, wenn Πp−1 ⊂ V0 gilt.
Damit eng verwandt ist die Eigenschaft der verschwindenden Momente der zugeho¨rigen
Wavelets. Wenn na¨mlich φ eine Polynomreproduktion bis zum Grad p−1 garantiert, so folgt
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aus der Orthogonalita¨tsbedingung Vj⊥Wj , dass die Wavelets p verschwindende Momente
besitzen, d. h. fu¨r l = 1, . . . , m− 1 gilt:∫
Rd
xrψl(x) dx = 0, fu¨r alle 0 ≤ r < p.
Insbesondere muss jedes Wavelet notwendigerweise ein erstes verschwindendes Moment
haben: ∫
Rd
ψl(x) dx = 0 oder ψˆl(0) = 0. Also muss die Funktion oszillieren. Diese charak-
teristische Eigenschaft bezeichnet man auch als Auslo¨schungseigenschaft, sie ha¨ngt damit
zusammen, dass man mit Wavelets Differenzen darstellt. In der Anwendung fu¨hrt dieses Merk-
mal zu der wichtigen Dekorrelationseigenschaft, denn unter Verwendung von ψˆl(0) = 0 ergibt
sich aus (1.9) mit der Normierung φˆ(0) = 1 die Gleichung Hl(0) = 0 und damit auch∑
k∈Zd
hlk = 0, l = 1, . . . , m− 1.
Deswegen ko¨nnen die Koeffizienten hlk als Filterkoeffizienten eines Differenzfilters
(Hochpass-Filters) interpretiert werden. Darauf gehen wir im na¨chsten Abschnitt na¨her ein.
Die Verfeinerbarkeit der Skalierungs- und Waveletfunktionen liefert in der Praxis eine
Multiskalen-Zerlegung mittels eines Filterbank-Algorithmus.
Wie bereits oben erwa¨hnt, setzen wir fu¨r φ und ψl, l = 1, . . . , m − 1, kompakte Tra¨ger
voraus. Deshalb enthalten die Koeffizienten 〈f, φJ,k 〉 und 〈f, ψlj,k〉 lokale Informationen u¨ber
die Funktion f . Je kleiner der Tra¨ger ist, desto gro¨ßer ist die Lokalisierung im Ortsbereich.
Auf den engen Zusammenhang zwischen der Tra¨gergro¨ße von φ bzw. ψl und den korrespon-
dierenden Masken {h0k}k∈Zd bzw. {hlk}k∈Zd haben wir schon hingewiesen. Kleine Masken
sind a¨ußerst wu¨nschenswert, weil sie in der Filterbank die Komplexita¨t der Faltungsopera-
tionen verringern, wie der na¨chste Unterabschnitt verdeutlichen wird. Wir werden sehen, dass
unsere konstruierten Skalierungs- und Waveletfunktionen minimale Tra¨gergro¨ße aufweisen
und deshalb eine effiziente Filterbank liefern.
Weil wir mit reellwertigen Bildern arbeiten, betrachten wir nur reellwertige Wavelets.
In der Bildverarbeitung sind in den letzten Jahren viele Waveletmethoden vorgeschla-
gen worden, die auf nicht-separablen Wavelets beruhen, die gegenu¨ber den klassischen
Tensorprodukt-Wavelets den Vorteil haben, dass sie Richtungseigenschaften besitzen. Diese
wichtige Eigenschaft werden wir im Unterkapitel 1.4 na¨her untersuchen.
1.3 Filterba¨nke
Der große Erfolg der Wavelets ru¨hrt im Wesentlichen daher, dass die schnelle Wavelettrans-
formation mittels Filterba¨nken berechnet werden kann. Nachdem Mallat die MRA-Struktur
mit einer Pyramiden-Filterbank in Verbindung gebracht hatte, war man in der Lage, die
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Abbildung 1.1: Die klassische 2-Kanal-Filterbank.
ganze Maschinerie der schon bekannten Filterbanktheorie mit ihren schnellen Zerlegungs-
und Rekonstruktionsalgorithmen zu benutzen. In Folge dessen hat die Filterbank-Sichtweise
wiederum fruchtbare Anregungen fu¨r die Wavelettheorie geliefert.
Wir versuchen in diesem Unterabschnitt, den engen Zusammenhang zwischen Wavelets
und Filterba¨nken kurz vorzustellen. Ausfu¨hrliche Untersuchungen lassen sich in den beiden
Standardwerken [VK95] und [SN96] finden.
Klassische 2-Kanal-Filterbank
Definition 1.15. Ein Filter H ist eine Abbildung, die durch eine Folge von Filterkoeffizienten
h = {h[n]}n∈Z gegeben ist:
H : l∞ → l∞, x 7→ H(x) = x ∗ h =: y.
Ein digitales Signal x = {x[n]}n∈Z wird mit einem Filter H gefiltert, wenn im Zeitbereich
y[k ] = (x ∗ h)[k ] =∑
j∈Z
h[j] x[k − j]
gilt. Im Frequenzbereich hat die Filterung die Gestalt Yˆ (ω) = Xˆ (ω)H(ω), wobei H(ω) =∑
j∈Z h[j]e−ijω die Transferfunktion ist und Xˆ (ω) = ∑j∈Z x[j]e−ijω die Fouriertransformierte
des diskreten Signals x.
Das Downsampling eines digitalen Signals x = {x[n]}n∈Z mit dem Faktor 2 ist im Zeit-
bereich definiert durch
y = (↓ 2)x, bzw. y[k ] = x[2k ], k ∈ Z,
bzw. durch Yˆ (ω) = ∑k∈Z x[2k ]e−ikω = 12 (Xˆ (ω2 ) + Xˆ (ω2 + π)) im Frequenzbereich.
Das Upsampling eines digitalen Signals x = {x[n]}n∈Z mit dem Faktor 2 ist im Zeitbe-
reich definiert durch
y = (↑ 2)x, bzw. y[2k ] = x[k ], y[2k + 1] = 0, k ∈ Z,
bzw. durch Yˆ (ω) = ∑k∈Z x[k ]e−i2kω = Xˆ (2ω) im Frequenzbereich.
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In einer 2-Kanal-Filterbank, wie sie in Abbildung 1.1 zu sehen ist, wird ein digitales Ein-
gangssignal x = {x[n]}n∈Z mit einem Tiefpass-Filter H0 und mit einem Hochpass-Filter H1
gefiltert. Die beiden resultierenden Signale werden durch ein anschließendes Downsampling
mit dem Faktor 2 auf die Ha¨lfte der Werte reduziert, so dass x in zwei Signale x0 und x1 hal-
ber La¨nge zerlegt wird. Diese Zerlegung nennt man auch Signal-Analyse. Zur Rekonstruktion
des Signales (Synthese) werden die beiden Operationen ”invers“ ausgefu¨hrt: Zuerst wird einUpsampling durchgefu¨hrt, das die Signalla¨nge durch Einfu¨gen von Null-Werten verdoppelt,
danach eine Filterung mit den Filtern F 0 bzw. F 1. Das rekonstruierte Signal x˜ soll mo¨glichst
dem Inputsignal x entsprechen, d. h. wir fordern perfekte Rekonstruktion mittels x˜ = x . Die-
se Forderung bedeutet fu¨r das Zusammenspiel der vier Filter H0, H1, F 0 und F 1, dass die
beiden Bedingungen erfu¨llt sein mu¨ssen:
Nichtverzerrung: H0(ω)F 0(ω) +H1(ω)F 1(ω) = 2,
Alias-Auslo¨schung: H0(ω+ π)F 0(ω) +H1(ω+ π)F 1(ω) = 0.
Wenn wir in diesen beiden Gleichungen fu¨r ω das verschobene Argument ω+π einsetzen,
erhalten wir zwei weitere Gleichungen, die wir zusammenfassend in einer Matrixschreibweise
ausdru¨cken ko¨nnen:
FTH = 2I2
mit F = (F 0(ω) F 0(ω+ π)
F 1(ω) F 1(ω+ π)
)
und H = (H0(ω) H0(ω+ π)
H1(ω) H1(ω+ π)
)
.
Eine klassische Wahl der Rekonstruktionsfilter ist F = H, dann reduziert sich die For-
derung der perfekten Rekonstruktion zu HTH = 2I2. Nun mu¨ssen nur noch H0 und H1 zuein-
ander passend gewa¨hlt werden, ein u¨blicher Ansatz ist z. B. die Wahl der bereits erwa¨hnten
Conjugate Quadrature Filter
H1(ω) = eiωH0(ω+ π), F 0(ω) = H0(ω), F 1(ω) = H1(ω) = e−iωH0(ω+ π).
Hier reduziert sich die Forderung der Verzerrungsfreiheit zu |H0(ω)|2+ |H0(ω+π)|2 = 2 und
die gewu¨nschte Eigenschaft der Alias-Auslo¨schung ist automatisch erfu¨llt!
m-Kanal-Waveletfilterbank In diesem Paragraphen werden wir sehen, dass die diskrete
Wavelettransformation mittels einer Filterbank implementiert werden kann. Dabei ist der
beno¨tigte Tiefpass-Filter F 0 fu¨r die Rekonstruktion nichts anderes als das passend normierte
Symbol der Skalierungsfunktion. Ebenso gewinnt man den Hochpass-Filter F 1 aus dem
Waveletsymbol.
Da wir den d-dimensionalen Fall betrachten, haben wir mehrere Mutterwavelets, was
zu mehreren Hochpass-Anteilen fu¨hrt. Dementsprechend viele Hochpass-Kana¨le besitzt die
Filterbank. Statt des skalaren Down- und Upsampling-Faktors 2 verwenden wir die Dilata-
tionsmatrix A als Downsamplingmatrix. Wir erinnern daran, dass m = | detA| ist. Nun sei
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wieder Γ = {γ0, . . . , γm−1} eine Repra¨sentantenmenge derart, dass das Gitter Zd in m dis-
junkte Co-Mengen Zds = {Ak + γs : k ∈ Zd} zerlegt wird fu¨r s = 0, . . . , m− 1, siehe [GM92]
und [CHM04].
Sei nun φ eine Skalierungsfunktion mit kompaktem Tra¨ger, die eine MRA des L2(Rd) er-
zeugt. Fu¨r ein festes J ∈ Z mit J > 0 erhalten wir die Zerlegung gema¨ß unseren Ausfu¨hrungen
im vorhergehenden Abschnitt
V0 = V−J ⊕ −1⊕
j=−JWj .
Das heißt, wir zerlegen eine Funktion f ∈ V0 in einen groben Approximations-Anteil (Tief-
passanteil) in V−J und die Detail-Anteile (Hochpassanteile), die in Wj enthalten sind:
f = ∑
k∈Zd
〈f, φ−J,k〉φ−J,k + −1∑
j=−J
m−1∑
l=1
∑
k∈Zd
〈f, ψlj,k〉ψlj,k .
Wegen der Basisdarstellung genu¨gt also die Berechnung der Tiefpass-Koeffizienten
a−J := {a−J [k ]}k∈Zd mit a−J [k ] := 〈f, φ−J,k〉 (1.18)
mit Hilfe der Skalierungsfunktion und die Berechnung der Hochpass-Koeffizienten in den
Leveln j = −1, . . . ,−J, fu¨r l = 1, . . . , m− 1 mit Hilfe der Wavelets:
dlj := {dlj [k ]}k∈Zd mit dlj [k ] := 〈f, ψlj,k〉. (1.19)
Dies geschieht mittels eines Pyramiden-Algorithmus ausgehend von den gegebenen Koef-
fizienten a0[k ] := 〈f, φ0,k 〉 im feinsten Level V0. In jedem Level j = −1, . . . ,−J, wird der
Tiefpassanteil aj+1 des vorherigen Levels in die beiden Anteile aj und dlj zerlegt. Die ge-
naue Zerlegungsvorschrift erhalten wir, indem wir die Verfeinerungsgleichungen (1.4) und
(1.8) in (1.18) bzw. (1.19) einsetzen:
aj−1[k ] = ∑
k ′∈Zd
h0[k ′ − Ak ]aj [k ′] = (aj ∗ h¯0)[Ak ]
dlj−1[k ] = ∑
k ′∈Zd
hl[k ′ − Ak ]aj [k ′] = (aj ∗ h¯l)[Ak ], l = 1, . . . , m − 1,
mit der Schreibweise x¯[k ] = x[−k ]. Das entspricht nach dem vorherigen Paragraphen ei-
ner Filterung eines diskreten Signals aj mit einer Filterfolge hl := {hl[k ]}k∈Zd , d. h. ei-
ner diskreten Faltung mit einem anschließenden Downsampling mit der Dilatationsmatrix
A. Die Wavelettransformation kann also als eine Zerlegungsfilterbank interpretiert werden,
wobei die Filterkoeffizienten genau die Koeffizienten hl[k ] := hlk , k ∈ Zd, aus den Verfeine-
rungsgleichungen sind, vgl. [Mal89]. Die Zerlegung (Analyse) des Signals aj in die m − 1
Hochpassanteile dlj−1 fu¨r l = 1, . . . , m − 1 und die Tiefpass-Koeffizienten aj−1 ist fu¨r ein
einzelnes Level schematisch in der linken Ha¨lfte von Abbildung 1.2 dargestellt. Fu¨r eine
Multilevel-Zerlegung wird dieses Schema iterativ auf den Tiefpassanteil angewandt, so dass
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Abbildung 1.2: Analyse und Synthese einer m-Kanal-Filterbank in Modulations-Darstellung.
eine Pyramiden-Filterbank entsteht [BA83]. Auf diese Weise erhalten wir nach J Leveln einen
Vektor von Koeffizienten der Skalierungs- und Waveletfunktionen:
[a−J ,d−J ,d−J+1, . . . ,d−1], (1.20)
hierbei entha¨lt a−J die Approximationskoeffizienten im Level J gema¨ß (1.18) und dj :=
{d1j , . . . ,dm−1j } alle Waveletkoeffizienten im Level j gema¨ß (1.19).
Die rechte Seite von Abbildung 1.2 zeigt die entsprechende Rekonstruktion (Synthese)
bei inverser Ausfu¨hrung der Filterung, sie ist gegeben durch
aj [k ] = ∑
k ′∈Zd
h0[k − Ak ′]aj−1[k ′] + m−1∑
l=1
∑
k ′∈Zd
hl[k − Ak ′]dlj−1[k ′]
= ((↑ A)aj−1 ∗ h0)[k ] + ((↑ A)dlj−1 ∗ hl)[k ].
Wir ko¨nnen die Gleichungen auch in der fu¨r die Signalverarbeitung u¨blicheren Frequenz-
Schreibweise formulieren. Dann hat die Zerlegung die Gestalt
aˆj−1(ωA) = m−1/2∑
γ∈Γ aˆj (ω+ 2πγTA−1) H0(ω+ 2πγTA−1) (1.21)
dˆlj−1(ωA) = m−1/2∑
γ∈Γ aˆj (ω+ 2πγTA−1) Hl(ω+ 2πγTA−1), l = 1, . . . , m− 1, (1.22)
und die Rekonstruktion hat die Form
aˆj (ω) = aˆj−1(ωA)m1/2 H0(ω) +m1/2 m−1∑
l=1 dˆ
l
j−1(ωA) Hl(ω). (1.23)
Die Zerlegungsformeln (1.21) und (1.22) lassen sich mit Hilfe einer Matrix-Vektor-
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Multiplikation schreiben:
aˆj−1(ωA)
dˆ1j−1(ωA)...
dˆm−1j−1 (ωA)
 = m−1/2 M(ω)

aˆj (ω+ 2πγT0 A−1)
aˆj (ω+ 2πγT1 A−1)...
aˆj (ω+ 2πγTm−1A−1)
 . (1.24)
Dabei ist M(ω) die bereits oben erwa¨hnte Modulationsmatrix der Gro¨ße m×m, die durch
M(ω) :=

H0(ω+ 2πγT0 A−1) H0(ω+ 2πγT1 A−1) . . . H0(ω+ 2πγTm−1A−1)
H1(ω+ 2πγT0 A−1) H1(ω+ 2πγT1 A−1) . . . H1(ω+ 2πγTm−1A−1)... ... . . . ...
Hm−1(ω+ 2πγT0 A−1) Hm−1(ω+ 2πγT1 A−1) . . . Hm−1(ω+ 2πγTm−1A−1)

(1.25)
definiert ist. Analog ko¨nnen wir die Rekonstruktionsformel (1.23) durch die Gleichung
aˆj (ω+ 2πγT0 A−1)
aˆj (ω+ 2πγT1 A−1)...
aˆj (ω+ 2πγTm−1A−1)
 = m1/2M(ω)T

aˆj−1(ωA)
dˆ1j−1(ωA)...
dˆm−1j−1 (ωA)
 (1.26)
ausdru¨cken, wenn wir in (1.23) anstelle von ω das Argument ω + 2πγTi A−1 fu¨r γi ∈ Γ
einsetzen (Beachte die 2π-Periodizita¨t der Fouriertransformierten aˆj und dˆlj ). Um perfekte
Rekonstruktion zu gewa¨hrleisten, muss die Modulationsmatrix unita¨r sein, wie ein Einsetzen
von (1.24) in (1.26) sofort verdeutlicht.
Polyphasen-Filterbank In der Filterbank-Theorie bevorzugt man statt der Modulations-
Formulierung die Polyphasen-Darstellung, die eine wesentlich effizientere Filterbank liefert.
Aus Abbildung 1.2 wird klar, dass man das Eingangssignal filtert und es danach mittels der
Downsampling-Matrix A dezimiert. Man berechnet also eine große Anzahl von Werten, die
man danach sofort wieder verwirft. Wir ko¨nnen diese (unno¨tige) Redundanz auch anhand der
Modulationsmatrix in (1.25) feststellen: Die Matrix M(ω) entha¨lt die gesamte Information
bereits in der ersten Spalte, die weiteren m − 1 Spalten bestehen lediglich aus den Trans-
lationen der Symbole. Die Polyphasen-Filterbank in Abbildung 1.3 splittet zuna¨chst das
Signal in m verschiedene Teilsignale (Polyphasen) und wendet die Filterung nur noch auf
diese Polyphasen an. Dadurch verringert sich die arithmetische Komplexita¨t der Filterbank.
Die Anzahl der Polyphasen ha¨ngt von der Matrix A ab. Und zwar lassen sich die Symbole
Hl, l = 0, . . . , m− 1, in (1.6) bzw. (1.10) in |Γ| = | detA| = m Polyphasen-Komponenten
Hlγ(ω) = ∑
k∈Zd
hlAk+γe−iωk , γ ∈ Γ
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Abbildung 1.3: Analyse und Synthese einer m-Kanal-Filterbank in Polyphasen-Darstellung.
zerlegen:
Hl(ω) = 1
m1/2
∑
γ∈Γe
−iωγ Hlγ(ωA). (1.27)
Die m×m-Matrix
P(ω) := [Hlγ (ω)]m−1l=0,γ∈Γ
heißt Polyphasen-Matrix. Sie ist unita¨r, wenn P(ω)TP(ω) = Im gilt. Die Filterbank garantiert
eine perfekte Rekonstruktion des Signals, wenn die Polyphasen-Matrix unita¨r ist.
Bemerkung 1.16. 1. Beachte, dass man von paraunita¨r spricht, wenn man die z-Notation
verwendet (wie es u¨blicherweise in der Sprache der Filterba¨nke getan wird). Eine
Matrix P(z) heißt paraunita¨r, wenn sie fu¨r alle z auf dem Einheitskreis unita¨r ist, d. h.
fu¨r z = eiω.
2. Wenn φ bzw. ψ nicht normiert sind, ist die (fast) Unitarita¨t von P definiert durch
P(ω)TP(ω) = c Im fu¨r c ∈ Z.
1.4 Bildverarbeitung
Eine der erfolgreichsten Anwendungsgebiete fu¨r die diskrete Wavelettransformation ist die
digitale Bildverarbeitung. Burt und Adelson schlugen 1983 einen Pyramiden-Algorithmus vor,
der digitale Bilder in Approximations- und Differenzenbild zerlegte [BA83]. In den bereits
zitierten Arbeiten [Mal89, Mey90] u¨bertrugen Mallat und Meyer diese Grundidee auf die
Funktionalanalysis und fu¨hrten damit die fundamentale MRA-Struktur in der Wavelettheorie
ein. Die Wavelettheorie ist also vom Ursprung her aufs Engste mit der Bildverarbeitung
verknu¨pft.
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Ein quadratisches, digitales Graustufenbild ist durch eine N × N-Matrix a =(am1,m2)(m1,m2)∈I mit der Indexmenge I = {0, . . . , N − 1}2 gegeben. Der ganzzahlige Wert
am1,m2 gibt den Grauwert des Bildes im Pixel mit den Koordinaten (m1, m2) wieder. Im Fall
von 8-Bit-Bildern liegen die Grauwerte zwischen 0 und 255, wobei 0 ein schwarzes Pixel
und 255 ein weißes Pixel darstellt.
Die beiden vielleicht wichtigsten Aufgaben in der Bildverarbeitung sind die Kompression
und die Entsto¨rung von digitalen Bildern. Wir werden beide Anwendungen kurz beschreiben,
weil wir im Verlauf der Arbeit immer wieder darauf zuru¨ckgreifen werden.
Kompression Die Kompression von digitalen Bildern besteht aus drei Schritten: Zuna¨chst
wird das Bild mittels einer Transformation in eine ”gu¨nstigere“ Form gebracht, danach wen-det man eine Quantisierung an, bei der vernachla¨ssigbare Bildinformation verworfen wird.
Schließlich werden die verbleibenden Werte (bina¨r) kodiert.
Wir werden uns in dieser Arbeit auf die Betrachtung der ersten beiden Schritte be-
schra¨nken und den Kodierungsschritt, bei dem die eigentliche Speicherplatzreduktion vor-
genommen wird, außen vor lassen. Deshalb sprechen wir weniger von Bildkompression als
vielmehr von Bildapproximation oder von einer du¨nnen Darstellung von Bildern.
Die Transformation soll das Bild so umformen, dass mo¨glichst viel Bildinformation in
mo¨glichst wenigen Werten enthalten ist. Dazu werden wir verschiedene Ideen fu¨r gerich-
tete Wavelettransformationen vorschlagen. Wenn die zugrunde liegenden Wavelets in der
Lage sind, orientierte Bildkanten gut zu approximieren, fu¨hrt das dazu, dass wir mit weni-
gen Waveletkoeffizienten diese Bildkanten darstellen ko¨nnen. Wie im vorigen Unterkapitel
beschrieben, suchen wir zuna¨chst eine geeignete Skalierungsfunktion φ und konstruieren
daraus gerichtete Wavelets ψl, l = 1, . . . , m− 1. Damit berechnen wir die Filterkoeffizienten
h0[k ] = 〈m−1/2φ(·A−1), φ(· − k)〉
hl[k ] = 〈m−1/2ψl(·A−1), φ(· − k)〉, l = 1, . . . , m− 1,
fu¨r die Tief- und Hochpassba¨nder der Filterbank. Mit dem digitalen Bild a als Eingangssignal
zerlegen wir das Bild und erhalten als Output die Koeffizienten gema¨ß (1.20)
[a−J ,d−J ,d−J+1, . . . ,d−1],
wobei wir von den Hochpass-Koeffizienten in d−J,d−J+1, . . . ,d−1 erwarten, dass viele ver-
schwinden oder zumindestens betragsma¨ßig sehr klein sind.
Im Quantisierungsschritt unterwerfen wir die Waveletkoeffizienten einer Shrinkage-
Funktion. Um eine beste M-Term-Bildapproximation zu erreichen, benutzt man das so ge-
nannte globale Hard-Shrinkage, bei dem die betragsma¨ßig kleinen Koeffizienten zu Null
gesetzt werden:
Sλ(x) =
{
x, |x| ≥ λ,0, |x| < λ,
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wobei der Schwellwert λ > 0 so gewa¨hlt wird, dass nur noch dieM betragsma¨ßig gro¨ßten Ko-
effizienten dlj [k ] u¨brig bleiben (wobei auch die Tiefpass-Koeffizienten aJ [k ] mitgeza¨hlt werden
mu¨ssen). Man erha¨lt also die Koeffizienten
d˜j := {{d˜j1[k ]}k∈Zd , . . . , {d˜jm−1[k ]}k∈Zd} mit d˜j l[k ] := Sλ(dlj [k ]). (1.28)
Das aus [a−J , d˜−J, d˜−J+1, . . . , d˜−1] rekonstruierte Bild a˜ ist dann die beste M-Term-
Approximation des Originalbildes a.
Entsto¨rung Auch die Bildentsto¨rung mittels Waveletmethoden basiert auf einer Transfor-
mation mit anschließendem Shrinkage.
Wir betrachten ein Bild a, das mit einem weißen Gauß’schen Rauschen gesto¨rt wird
u = a + v,
dabei ist die additive Sto¨rung v = (vm1,m2)(m1,m2)∈I eine Zufallsmatrix mit identisch, un-
abha¨ngig und normalverteilten Zufallsvariablen vm1,m2 mit dem Erwartungswert µ = 0 und
der Varianz σ2. Bei der Multiskalenzerlegung des beobachteten Bildes u stellt man fest,
dass die wesentlichen Bildkanten von a in den groben Differenzenra¨umen enthalten sind,
wa¨hrend die Sto¨rung in den feinen Waveletra¨umen zu finden ist. Durch Elimination die-
ser Waveletkoeffizienten besteht die Hoffnung, das ungewu¨nschte Rauschen zu minimieren.
In [DJ94] haben Donoho und Johnstone bewiesen, dass ein fast optimaler Scha¨tzer a˜ fu¨r das
Originalbild a auf Grundlage des Bildes u mittels des Hard-Shrinkage wie in (1.28) gefunden
werden kann, wobei als globaler Schwellwert λ = σ√2 log(N2) zu wa¨hlen ist. Neben dem
Hard-Thresholding haben sich aber auch andere Shrinkage-Methoden als erfolgreich erwie-
sen. Eine ausfu¨hrliche Untersuchung u¨ber die theoretischen und numerischen Eigenschaften
einer Vielzahl von Shrinkage-Funktionen findet man in [FK03].
Bei der Bildapproximation bevorzugt man in der Regel Waveletbasen gegenu¨ber -frames,
weil die Redundanz eines Frames der Absicht, die Bildinformation in nur mo¨glichst wenig
Koeffizienten zu konzentrieren, entgegen wirkt. Dagegen sind Waveletframes bei der Bild-
entsto¨rung gegenu¨ber Waveletbasen im Vorteil, weil redundante Information gro¨ßere Hoffnung
gibt, die verrauschten Bildwerte zu rekonstruieren.
PSNR-Wert Ein Maß fu¨r die Qualita¨t des rekonstruierten Bildes ist der PSNR-Wert (engl.
peak signal-to-noise ratio). Da viele Signale einen großen Dynamikumfang (Quotient zwi-
schen maximalem und minimalem Signalwert) aufweisen, wird der PSNR-Wert in der lo-
garithmischen Skala dargestellt. Er wird mithilfe der mittleren quadratischen Abweichung
(MSE, engl. mean square error) definiert, die fu¨r ein Originalbild a und eine Approximation
a˜ durch
MSE = MSE(a, a˜) = 1
N2
∑
(m1,m2)∈I |am1,m2 − a˜m1,m2 |
2
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beschrieben wird. Der PSNR-Wert ist dann definiert durch
PSNR = PSNR(a, a˜) = 20 log10( 255√
MSE
)
.
Je na¨her das rekonstruierte Bild a˜ dem urspru¨nglichen Bild a kommt, desto gro¨ßer wird der
PSNR-Wert, weil die MSE sinkt. Wir streben also stets einen hohen PSNR-Wert an; als
Faustregel gilt, dass ein Bild ab einem PSNR-Wert von 30 dB akzeptabel ist. Allerdings ist
der PSNR-Wert nur ein mathematisches Maß und beschreibt nicht in notwendiger Weise die
visuelle Qualita¨t des Bildes, wie das menschliche Auge sie wahrnimmt. Die Verwendung des
PSNR-Werts macht nur Sinn, um verschiedene Approximationen miteinander zu vergleichen.
Im optimalen Fall der perfekten Rekonstruktion ist die MSE wegen a˜ = a gleich Null und
der PSNR-Wert unendlich.
Separabel versus nicht-separabel Es ist naheliegend, den multivariaten Fall auf den ein-
fachen, univariaten Fall zuru¨ckzufu¨hren, indem man eine eindimensionale Wavelettransfor-
mation in jeder Koordinatenrichtung durchfu¨hrt. Sei φ1D eine eindimensionale Skalierungs-
funktion und ψ1D das dazugeho¨rende Wavelet. Fu¨r d = 2 definiert man die zweidimensionale
Skalierungsfunktion u¨ber das Tensorprodukt
φ(x1, x2) = φ1D(x1)φ1D(x2). (1.29)
Diese zweidimensionale Skalierungsfunktion generiert mit der Dilatationsmatrix A = ( 2 00 2 )eine MRA, mit der | detA| − 1 = 3 Wavelets verknu¨pft sind. Und zwar sind die Wavelets
gegeben durch
ψ1(x1, x2) = ψ1D(x1)ψ1D(x2), (1.30)
ψ2(x1, x2) = ψ1D(x1)φ1D(x2), (1.31)
ψ3(x1, x2) = φ1D(x1)ψ1D(x2). (1.32)
Die dadurch erzeugte Basis erfu¨llt die oben genannten MRA-Eigenschaften, insbesonde-
re u¨bertra¨gt sich die Verfeinerbarkeit der Funktionen. Zweidimensionale Skalierungs- und
Waveletfunktionen der Art (1.29) bzw. (1.30) bis (1.32) nennt man separabel.
Der Vorteil dieses Ansatzes ist die Einfachheit der Konstruktion mittels eindimensionaler
MRAs, was sehr einfache Filterbank-Algorithmen nach sich zieht. Bei einem digitalen Bild
kann eine eindimensionale Wavelettransformation getrennt auf die Zeilen und Spalten an-
gewendet werden. Ein Nachteil ist, dass drei Wavelets beno¨tigt werden, um das orthogonale
Komplement von V0 in V1 aufzuspannen. Der wesentliche Nachteil der separablen Wave-
lets liegt jedoch in der unzureichenden Richtungssensitivita¨t. Die drei Wavelets bevorzugen
die x1- und x2-Richtung sowie die Diagonale. Um anders gerichtete Bildkanten in digitalen
Bildern besser zu erkennen oder zu approximieren, beno¨tigen wir Wavelets mit mehreren
Orientierungen und anisotropen Tra¨gern.
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Ein klassisches Beispiel ist die Verwendung der anisotropen Quincunx-Matrix A =( 1 11 −1 ), die wegen | detA| = 2 nur ein einziges Mutterwavelet beno¨tigt, um eine ONB fu¨r
den L2(Rd) zu erzeugen. Die Wavelets
ψ1,k (x1, x2) = ψ(x1 + x2 − k1, x1 − x2 − k2)
mit k = (k1, k2) ∈ Z2 sind nicht-separabel. Weitere nicht-separable Waveletmethoden findet
man u. a. in [KV95,HL97,Rue02], dabei mo¨chten wir insbesondere die bivariaten Box-Splines
hervorheben [dBHR93,HL99]. Auch die gerichteten Curvelet- und Shearlet-Frames bestehen
aus nicht-separablen Funktionen. Die Curvelets besitzen gema¨ß Konstruktion einen kompak-
ten Tra¨ger auf Kreisscheibensegmenten in der Frequenzebene. Diese Tatsache sowie die Ver-
wendung der Rotationsmatrix bewirkt, dass Curvelets nicht-separabel sind [CD04]. A¨hnliches
gilt fu¨r die Shearlets: Sie verwenden die zusammengesetzte, anisotrope Dilatationsmatrix
AB = (4 00 2
)(1 10 1
) = (4 40 2
)
,
und basieren auf dem im Frequenzbereich konstruierten, nicht-separablen Muttershearlet
ψˆ(ω) = ψˆ(ω1, ω2) = ψˆ1(ω1) ψˆ2(ω2
ω1
)
mit den eindimensionalen Wavelets ψˆ1, ψˆ2 ∈ C∞(Rˆ) fu¨r ω = (ω1, ω2) ∈ Rˆ2, ω1 6= 0. Hierbei
sollen ψˆ1 und ψˆ2 kompakten Tra¨ger haben, siehe [GL07].
Die Wavelets, die wir im folgenden konstruieren werden, sind alle nicht-separabel. Trotz-
dem liefern sie a¨hnlich schnelle Filterbank-Algorithmen wie im Falle von Tensorprodukt-
Wavelets.
Kapitel 2
Orientierte Haarwavelet-Systeme auf
Dreiecken
In diesem Kapitel konstruieren wir verschiedene Systeme von Haarwavelets auf Dreiecksge-
bieten, die wir in der Bildverarbeitung anwenden mo¨chten. Sie alle haben gemeinsam, dass
sie unmittelbar mit einer MRA-Struktur verbunden sind, dass sie nicht-separabel sind sowie
einen kleinen und kompakten Tra¨ger im Zeitbereich (bzw. Ortsbereich) besitzen. Das fu¨hrt zu
einem guten Umgang mit gerichteten Bildkanten und zu einfachen Filterbank-Algorithmen.
Die verschiedenen Waveletsysteme unterscheiden sich in ihrer Redundanz. Ausgehend
von einer 4-Richtungs-Triangulierung der rellen Ebene konstruieren wir zuna¨chst eine ge-
richtete Haarwaveletbasis des L2(R2). Danach erweitern wir im Unterkapitel 2.2 das System
um vier weitere Diagonalrichtungen, so dass ein Parseval-Waveletframe entsteht. Die kon-
struierten, gerichteten Wavelets geho¨ren zu der Klasse der Wavelets mit zusammengesetzter
Dilatation [GLL+06,Lim06]. Schließlich betrachten wir ein Shearletsystem mit beliebig vielen
Richtungen, wobei die Anzahl der Orientierungen durch die Anzahl der Zerlegungslevel be-
einflusst werden kann. Das Kapitel klingt mit einem Ausblick aus, indem wir stetige Wavelets
auf den Dreiecksgebieten untersuchen.
2.1 Waveletbasen mit vier Richtungen
Bei der klassischen, zweidimensionalen Tensorprodukt-Wavelettransformation werden die
beiden Achsenrichtungen bevorzugt. In unserem Dreiecksansatz nehmen wir zwei Diagonal-
richtungen hinzu. Die Skalierungsfunktionen sind charakteristische Funktionen auf Dreiecken
und liefern uns auf kanonischem Wege ein Waveletsystem, das eine ONB des L2(R2) bildet.
Im Wesentlichen sind diese Ergebnisse unserer Arbeit [Kro09a] entnommen. Unabha¨ngig
davon haben Kristhal et al. einen sehr a¨hnlichen Ansatz gewa¨hlt, um Haarwavelets mit zusam-
mengesetzter Dilatation auf Dreiecken zu konstruieren [KRWW07]. Allerdings verwenden sie
die Quincunx-Matrix als Dilatationsmatrix. Wir bevorzugen dagegen die Dilatation A = 2I2,
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um einfache Zerlegungs- und Rekonstruktionsalgorithmen zu gewa¨hrleisten, die wir in der
Bildverarbeitung effizient einsetzen ko¨nnen.
2.1.1 Konstruktion von Skalierungs- und Waveletfunktionen
Wir betrachten das quadratische Gebiet Ω := [− 12 , 12 ]2 und zerlegen es in acht Dreieckegleichen Fla¨cheninhalts wie in Abbildung 2.1(a) dargestellt. Dazu sei
U0 = conv{(00
)
,
(1/21/2
)
,
( 01/2
)} := {x ∈ R2 : 0 ≤ x2 ≤ 12 , 0 ≤ x1 ≤ x2
}
das Dreieck mit den Eckpunkten ( 00) ,( 1/21/2) ,( 01/2). Die u¨brigen Dreiecke erhalten wir durchRotation bzw. Spiegelung, es gilt also Ui := {B−1i x : x ∈ U0} = B−1i U0 fu¨r i = 0, . . . , 7,
wobei
B := {Bi : i = 0, . . . , 7} (2.1)
die Gruppe der Isometrien ist, mit
B0 =
(1 00 1
)
, B1 =
(0 11 0
)
, B2 =
(0 −11 0
)
, B3 =
(1 00 −1
)
,
B4 =
(
−1 00 −1
)
, B5 =
( 0 −1
−1 0
)
, B6 =
( 0 1
−1 0
)
, B7 =
(
−1 00 1
)
.
Diese Zerlegung weist neben den beiden Achsenrichtungen auch noch zwei Diagonalrichtun-
gen auf, was im Folgenden zu insgesamt vier Orientierungen der Skalierungs- bzw. Wavelet-
funktionen fu¨hrt. Durch Z2-Translation von Ω entsteht ein Gitter, das eine spezielle Form der
Triangulierung der reellen Ebene darstellt, die in der Literatur unter dem Begriff triangulierte
Quadrangulierung (gleichma¨ßige Quadratzerlegung, deren Quadrate durch zwei Diagonalen
trianguliert werden) bekannt ist, siehe z. B. [GH06,LS07].
Wir definieren auf den acht Dreiecken in Ω nicht-separable Skalierungsfunktionen. Dabei
liegt keine Verfeinerbarkeit im herko¨mmlichen Sinne vor, weil fu¨r die Verfeinerung auch die
mit Bi ∈ B gespiegelten bzw. gedrehten Versionen der Funktionen beno¨tigt werden. Das
bedeutet, dass es sich bei unseren Funktionen um orthonormale AB-Skalierungsfunktionen
handeln wird, wobei A = {Aj : j ∈ Z} fu¨r A = 2I2 ist, vgl. [GLL+06,Lim06]. Es sei
φ0(x) = φ0(x1, x2) := √8 χU0(x1, x2) = √8 χ[0,1] (x1x2
)
χ[0, 12 ](x2), (2.2)
wobei der Skalierungsfaktor √8 fu¨r die Normierung ‖φ0‖22 = 1 sorgt. Weiter sei
φi(x) := φ0(Bix) = √8 χU0(Bix) = √8χB−1i U0(x) = √8 χUi(x), i = 0, . . . , 7.
Nehmen wir jetzt auch Translationen k ∈ Z2 und Skalierungen 2j , j ∈ Z, hinzu, so erhalten
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Abbildung 2.1: Dreieckszerlegung mit vier Richtungen. (a) Level V0, (b) Verfeinerung von U0.
wir die Funktionen mit zusammengesetzter Dilatation
φi,j,k (x) := 2j φ0(Bi(2jx − k)), i = 0, . . . , 7, j ∈ Z, k ∈ Z2, (2.3)
wobei der Faktor 2j die AB-Skalierungsfunktionen normiert, so dass 〈φi,j,k , φi′,j,k ′〉 = δi,i′δk,k ′
fu¨r alle j ∈ Z gilt. Wegen der ”verfeinerbaren“ Tra¨ger-Dreiecke von φi,j,k sind auch die AB-Skalierungsfunktionen verfeinerbar. Es gilt z. B.
φ0(x) = φ0(2x) + φ2(2x − (01)) + φ3(2x − (01)) + φ5(2x − (11))
= 12
(
φ0,1,( 00)(x) + φ2,1,( 01)(x) + φ3,1,( 01)(x) + φ5,1,( 11)(x)
)
, (2.4)
siehe dazu Abbildung 2.1(b). Analoge Verfeinerungsgleichungen gelten fu¨r alle AB-
Skalierungsfunktionen; allgemein gilt im Level j ∈ Z fu¨r i = 0, . . . , 7 und k ∈ Z2:
φi,j,k = 12
(
φi,j+1,2k + φ(i+2(−1)i) mod 8,j+1,2k+B−1i ( 01) + φ(i+3(−1)i) mod 8,j+1,2k+B−1i ( 01)
+ φ(i+5(−1)i) mod 8,j+1,2k+B−1i ( 11)
)
,
wobei amod b = a−⌊a/b⌋ ·b ist (a, b ∈ R); dabei ist ⌊c⌋ die gro¨ßte ganze Zahl, die kleiner
oder gleich c ist (c ∈ R).
Diese Eigenschaften fu¨hren zusammenfassend zu
Satz 2.1. Die Folge {Vj}j∈Z der Approximationsra¨ume
Vj := closL2(R2)span{φi,j,k : i = 0, . . . , 7; k ∈ Z2}
bildet eine orthonormale AB-MRA des L2(R2). Fu¨r alle j ∈ Z wird Vj durch eine ONB
{φi,j,k : i = 0, . . . , 7; k ∈ Z2} aufgespannt.
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Diese orthonormale AB-MRA kann in einer alternativen Betrachtungsweise auch als
vektorwertige MRA aufgefasst werden. Dazu betrachtet man wie in (1.12) beschrieben den
Funktionenvektor Φ := (φ0, φ1, . . . , φ7)T , (2.5)
der die gedrehten und gespiegelten Versionen von φ0 beinhaltet und deshalb im
herko¨mmlichen Sinn verfeinerbar ist.
Außerdem sei erwa¨hnt, dass die Dilatationsmatrix A = 2I2 isotrop ist, das bedeutet, dass
sie auf den Nebendiagonalen nur Null-Eintra¨ge hat. Wir stellen also fest, dass die Nicht-
Separabilita¨t unserer Skalierungsfunktionen allein auf die Dreieckstra¨ger zuru¨ckzufu¨hren
ist (siehe (2.2)), und nicht auf eine anisotrope Dilatationsmatrix, wie es bei Curvelets oder
Shearlets der Fall ist.
Ausgehend von der Verfeinerungsgleichung der AB-Skalierungsfunktionen konstruieren
wir orthonormale Haarwavelets auf den Dreiecken, die die Richtungssensitivita¨t der AB-
Skalierungsfunktionen erben, weil sie die gleichen Tra¨ger besitzen. Betrachten wir zuna¨chst
wieder nur das Dreieck U0, so erhalten wir drei AB-Wavelets ψl0, l = 1, 2, 3, aus der Verfei-
nerungsgleichung von φ0 in (2.4)
φ0
ψ10
ψ20
ψ30
 :=
12

1 1 1 11 1 −1 −11 −1 1 −11 −1 −1 1


φ0,1,( 00)
φ2,1,( 01)
φ3,1,( 01)
φ5,1,( 11)

, (2.6)
siehe Abbildung 2.2. Die erste Zeile der Verfeinerungsgleichung entspricht dabei genau (2.4).
Mit Hilfe der Spiegelungen/Rotationen Bi ∈ B , der Translationen k ∈ Z2 und der Skalie-
rungen 2j , j ∈ Z, haben die nicht-separablen, gerichteten AB-Haarwavelets die Gestalt
ψli,j,k (x) := 2j ψl0(Bi(2jx − k)), l = 1, 2, 3.
Die AB-Wavelets ψli,j,k , l = 1, 2, 3, besitzen den gleichen Tra¨ger wie die entsprechende
AB-Skalierungsfunktion φi,j,k fu¨r alle i, j, k . Fu¨r die Waveletra¨ume
Wj := closL2(R2)span{ψli,j,k : l = 1, 2, 3; i = 0, . . . , 7; k ∈ Z2}
ko¨nnen wir alle klassischen Resultate von der zweidimensionalen Tensorwavelet-
Transformation auf unseren nicht-separablen Fall u¨bertragen. Es gilt nach Konstruktion
Wj ⊂ Vj+1. Außerdem garantiert die Haarwavelet-Transformationsmatrix in (2.6) die Orthogo-
nalita¨t der Ra¨ume Vj⊥Wj und die Invertierbarkeit Vj+1 ⊂ Vj +Wj (Rekonstruktionsformeln).
Insgesamt erhalten wir also fu¨r j ∈ Z die Beziehung
Vj+1 = Vj ⊕Wj ,
so dass wir das anku¨ndigte Resultat formulieren ko¨nnen:
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Abbildung 2.2: Konstruktion der gerichteten AB-Mutterwavelets ψ10 , ψ20 und ψ30 .
Satz 2.2. Es gilt
⊕
j∈Z Wj = L2(R2), d. h. das System der gerichteten AB-Haarwavelets auf
Dreiecken
{ψli,j,k : j ∈ Z; l = 1, 2, 3; i = 0, . . . , 7; k ∈ Z2}
bildet eine ONB des L2(R2).
2.1.2 Anwendung in der Bildverarbeitung
In diesem Unterabschnitt setzen wir die oben konstruierten Wavelets zur Entsto¨rung und
Approximation von digitalen Bildern ein. Nach einer geeigneten Projektion in den Startraum
V−1 wenden wir einen Zerlegungsalgorithmus und ein anschließendes Shrinkage-Verfahren
an.
Projektion in V−1 Sei a = (am1,m2)(m1,m2)∈I ein quadratisches Bild dyadischer Gro¨ße, d. h.
I := {0, . . . , N − 1}2 und N = 2J fu¨r festes J ∈ N. Eine L2([0, N)2)-Version des diskreten
Bildes kann durch
f(x1, x2) = N−1∑
m1=0
N−1∑
m2=0am1,m2 χ[0,1)2 (x1 −m1, x2 −m2) =
∑
k∈I
ak χ[0,1)2 (x − k), (2.7)
angegeben werden, wobei χ[0,1)2 die charakteristische Funktion auf [0, 1)2 bezeichnet. Um eine
Multiskalen-Darstellung des Bildes f vom feinen zum groben Level zu berechnen, beno¨tigen
wir eine orthogonale Projektion von f in den Raum V−1 als Startpunkt fu¨r den Zerlegungs-
algorithmus. Wir wa¨hlen als Startraum V−1, um die unvermeidbare Redundanz minimal zu
halten. Dazu benutzen wir die Vektornotation (2.5),
f−1(x) = PV−1f(x) =∑
k∈I1
cTk
12 Φ
(12x − k
)
, (2.8)
mit ck := 〈f, 12 Φ ( 12 · −k)〉 ∈ R8 und I1 := {0, . . . , N2 − 1}2. Die Koeffizienten-Vektorenergeben sich mit (2.7) aus
ck = 〈f, 12 Φ
(12 · −k
)
〉 =∑
k ′∈I
12 ak ′ 〈χ[0,1)2 (· − k ′),Φ
(12 · −k
)
〉.
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Eine einfache Rechnung ergibt
〈χ[0,1)2 (· − k ′),Φ(12 · −k
)
〉 = ∫[0,1)2 Φ
(
y+ k ′2 − k
)
dy
=

√2 (1, 1, 0, 0, 0, 0, 0, 0)T , k ′ = 2k
√2 (0, 0, 1, 1, 0, 0, 0, 0)T , k ′ = 2k + (01)√2 (0, 0, 0, 0, 1, 1, 0, 0)T , k ′ = 2k + (11)√2 (0, 0, 0, 0, 0, 0, 1, 1)T , k ′ = 2k + (10)0, sonst
.
Also bestehen die Koeffizienten-Vektoren ck in (2.8) aus den Pixelwerten ak des Bildes,
cTk = 1√2
(
a2k , a2k , a2k+( 01), a2k+( 01), a2k+( 11), a2k+( 11), a2k+( 10), a2k+( 10)
)
. (2.9)
Ausgehend von der Projektion f−1 ∈ V−1 zerlegen wir das Bild mittels eines Filterbank-
Algorithmus in seine Waveletkoeffizienten. Nach einem geeigneten Shrinkage rekonstruieren
wir das Bild wieder.
Bildentsto¨rung Der Koeffizienten-Vektor in (2.9) entha¨lt acht Eintra¨ge, die von vier Pixel-
werten herru¨hren. Diese zweifache Redundanz la¨sst sich in der Bildentsto¨rung ausnutzen. Wir
betrachten wie gewohnt Gauß’sches Rauschen mit σ = 15. In Abbildung 2.3 wird die gerich-
tete Haarwavelet-Filterbank auf das synthetische Testbild der Gro¨ße 256× 256 angewandt.
Nach vollsta¨ndiger Zerlegung (J = 7) in die Waveletkoeffizienten werden die Koeffizienten
einem Shrinkage unterworfen. Das globale Hard-Thresholding-Verfahren mit dem Schwell-
wert λ = σ√log(N2)/2 liefert einen PSNR-Wert von 33.81 dB fu¨r das rekonstruierte Bild.
Im Vergleich mit der klassischen Tensorprodukt-Haarwavelettransformation (Tensor-HWT)
stellen wir eine verbesserte Darstellung der diagonalen Bildkanten fest.
Bildapproximation Im Gegensatz zur Bildentsto¨rung ist die doppelte Informationsmenge,
die durch die Projektion in den Startraum V−1 entstand, bei der Approximation von Bildern
hinderlich. Dennoch geben wir in Abbildung 2.4 ein numerisches Beispiel zur Bildapproxi-
mation an, indem wir einen 256× 256-Ausschnitt des ”Elaine“-Bildes mit nur 5% der Koeffi-zienten approximieren. Das bedeutet, dass der Shrinkage-Schwellwert λ so gewa¨hlt wurde,
dass nur die 3.277 betragsma¨ßig gro¨ßten Koeffizienten u¨brigbleiben. Dabei ist in dem ap-
proximierten Bild deutlich die Dreiecksstruktur der Tra¨ger zu erkennen. Die vergleichsweise
schlechte Approximationsqualita¨t bei natu¨rlichen Bildern hat ihre Ursache einerseits in der
bereits erwa¨hnten Redundanz, andererseits aber auch in der Unstetigkeit der Haarwavelets.
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Abbildung 2.3: Entsto¨rung eines synthetischen Bildes. (a) Originalbild, (b) Gesto¨rtes Bild,
PSNR 24.58 dB, (c) Tensor-HWT, PSNR 30.31 dB, (d) Gerichtete HWT, PSNR 33.81 dB.
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Abbildung 2.4: Approximation des ”Elaine“-Bildes mit 3.277 Koeffizienten. (a) Originalbild,(b) Tensor-HWT, PSNR 29.68 dB, (c) Tensor-D4, PSNR 30.81 dB, (d) Gerichtete HWT, PSNR
29.20 dB.
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2.2 Waveletframes mit acht Richtungen
Im zweiten Teil des Kapitels modifizieren wir unseren Ansatz dahingehend, dass wir statt
vier Hauptrichtungen nun acht Richtungen beru¨cksichtigen. Dazu nehmen wir eine andere
Dreieckszerlegung der Ebene vor. Die Erho¨hung der Anzahl der Richtungen muss mit dem
Verlust der Basiseigenschaft bezahlt werden. Wir werden sehen, dass das entstehende AB-
Waveletsystem lediglich ein Parseval-Frame mit vierfacher Redundanz ist. Neben den guten
Richtungseigenschaften sind die kleinen, kompakten Tra¨ger im Zeitbereich und die niedrige
Anzahl von Mutterwavelets sowie insbesondere die zugrunde liegende MRA-Struktur weitere
Vorteile dieses Waveletsystems.
Die Ergebnisse dieses Unterkapitels haben wir in [KP09] vorgestellt.
2.2.1 Konstruktion der Approximationsra¨ume
Die Konstruktion ist sehr a¨hnlich zu der im Abschnitt 2.1.1, jedoch starten wir hier mit dem
Quadrat Ω := [−1, 1]2 und zerlegen es in 16 Dreiecke gleichen Fla¨cheninhalts, so wie in
Abbildung 2.5(a) dargestellt. Sei nun wieder φ0(x) = χU0(x) die charakteristische Funktion
auf dem Dreieck
U0 = conv{(00
)
,
(1/21
)
,
(01
)} := {x ∈ R2 : 0 ≤ x2 ≤ 1, 0 ≤ x1 ≤ x22 } .
Es gilt also φ0(x) = φ0(x1, x2) = χ[0,1] ( 2x1x2 )χ[0,1](x2). Analog dazu ist die zweite Mutter-Skalierungsfunktion φ1 definiert durch
φ1(x) = φ1(x1, x2) := χU1 (x1, x2) = χ[1,2] (2x1x2
)
χ[0,1](x2),
mit U1 = conv{(00), (11), (1/21 )}. Beachte, dass mit der Schermatrix S = ( 1 1/20 1 ) die Beziehung
φ1(x) = φ0(S−1x) gilt. Die u¨brigen Dreiecke U2, . . . , U15 sind gespiegelte bzw. gedrehte
Versionen von U0 oder U1, je nach dem, ob der Index gerade oder ungerade ist. Mit der
Gruppe B der Isometrien in (2.1) ko¨nnen wir fu¨r i = 0, . . . , 7 die Dreiecke
U2i = {B−1i x : x ∈ U0} = B−1i U0, U2i+1 = {B−1i x : x ∈ U1} = B−1i U1
beschreiben, die die Tra¨ger der AB-Skalierungsfunktionen φi, i = 0, . . . , 7, liefern:
φ2i(x) := φ0(Bix) = χU0 (Bix) = χB−1i U0(x) = χU2i (x),
φ2i+1(x) := φ1(Bix) = χU1 (Bix) = χB−1i U1(x) = χU2i+1(x).
Mithilfe der Spiegelungen/Rotationen Bi ∈ B , der Translationen k ∈ Z2 und der Skalierun-
gen Aj , j ∈ Z, mit A = 2I2 haben die nicht-separablen, gerichtetenAB-Skalierungsfunktionen
schließlich die allgemeine Gestalt
φ2i,j,k (x) := 2jφ0(Bi(2jx − k)),
φ2i+1,j,k (x) := 2jφ1(Bi(2jx − k)).
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Abbildung 2.5: Dreieckszerlegung mit acht Richtungen. (a) Level V0, (b) Verfeinerung von U0.
Bei unseren nachfolgenden Untersuchungen werden wir bei Bedarf eine Vektor-Schreibweise
dieser 16 AB-Skalierungsfunktionen φi, i = 0, . . . , 15, verwenden. Dazu verschieben wir die
Funktionen φ4, . . . , φ15 so, dass ihre Tra¨ger in [0, 1]2 enthalten sind. D. h. wir betrachten den
Funktionen-Vektor Φ der La¨nge 16,
Φ := (φ0, . . . , φ3, φ4(· − (01)), . . . , φ7(· − (01)),
φ8(· − (11)), . . . , φ11(· − ( 11)), φ12(· − (10)), . . . , φ15(· − (10)))T . (2.10)
Nun sind wir in der Lage, die wesentliche AB-MRA-Eigenschaft der Approximationsra¨ume
zu formulieren.
Satz 2.3. Die Folge {Vj}j∈Z von Approximationsra¨umen
Vj := closL2(R2)span{φ2i,j,k , φ2i+1,j,k : i = 0, . . . , 7; k ∈ Z2} (2.11)
ist eine AB-MRA des L2(R2), d. h. es gelten die folgenden Eigenschaften:
(M1) Vj ⊂ Vj+1 fu¨r alle j ∈ Z.
(M2) f ∈ Vj ⇔ f(2·) ∈ Vj+1 ∀j ∈ Z.
(M3) closL2(R2)⋃j∈Z Vj = L2(R2).
(M4)
⋂
j∈Z Vj = {0}.
(M5) {φ2i(· − k), φ2i+1(· − k) : i = 0, . . . , 7; k ∈ Z2} ist ein Frame von V0.
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Beweis. Zu (M1). Wegen der verfeinerbaren Tra¨ger (siehe Abbildung 2.5(b)) sind auch die
AB-Skalierungsfunktionen verfeinerbar. Es gilt
φ0 = φ0(2·) + φ0(2 · −(01)) + φ1(2 · −(01)) + φ9(2 · −(12))
= 12 (φ0,1,( 00) + φ0,1,( 01) + φ1,1,( 01) + φ9,1,( 12)
)
, (2.12)
φ1 = φ1(2·) + φ1(2 · −(11)) + φ0(2 · −(11)) + φ8(2 · −(12))
= 12 (φ1,1,( 00) + φ1,1,( 11) + φ0,1,( 11) + φ8,1,( 12)
)
. (2.13)
Die Verfeinerungsgleichungen fu¨r die anderenAB-Skalierungsfunktionen folgen dann einfach
φ2i = φ0(Bi ·)= φ0(2Bi ·) + φ0(2Bi · −(01)) + φ1(2Bi · −( 01)) + φ1(B4(2Bi · −(12)))
= 12 (φ2i,1,( 00) + φ2i,1,B−1i ( 01) + φ2i+1,1,B−1i ( 01) + φ(2i+9) mod 16,1,B−1i ( 12)
)
(2.14)
ebenso wie
φ2i+1 = 12 (φ2i+1,1,( 00) + φ2i+1,1,B−1i ( 11) + φ2i,1,B−1i ( 11) + φ(2i+8) mod 16,1,B−1i ( 12)
)
. (2.15)
Also gilt V0 ⊂ V1. Fu¨r beliebiges j ∈ Z und k ∈ Z2 gelten die allgemeinen Verfeinerungs-
gleichungen
φ2i,j,k = φ0(Bi(2j · −k))
= 12 (φ2i,j+1,2k + φ2i,j+1,2k+B−1i ( 01) + φ2i+1,j+1,2k+B−1i ( 01)
+φ(2i+9) mod 16,j+1,2k+B−1i ( 12)
)
φ2i+1,j,k = φ1(Bi(2j · −k))
= 12 (φ2i+1,j+1,2k + φ2i+1,j+1,2k+B−1i ( 11) + φ2i,j+1,2k+B−1i ( 11)
+φ(2i+8) mod 16,j+1,2k+B−1i ( 12)
)
.
Also gilt Vj ⊂ Vj+1 fu¨r alle j ∈ Z.
Zu (M2). Folgt aus der Definition der Approximationsra¨ume in (2.11).
Zu (M3). Weil die Approximationsra¨ume Vj gema¨ß der Konstruktion (2.11) die Unterra¨ume
der Haar-Skalierungsfunktionen enthalten, d. h. VHj ⊂ Vj mit
VHj := closL2(R2)span {2jχ[0,1)2 (2j · −k) : k ∈ Z2},
ergibt sich sofort closL2(R2)⋃j∈Z Vj = L2(R2).
Zu (M4). Diese Aussage folgt fu¨r eine stationa¨re Folge {Vj}j∈Z nach [dBDVR93, Korollar
4.14].
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Abbildung 2.6: Redundanzen der AB-Skalierungsfunktionen.
Zu (M5). Das Funktionensystem {φ2i(· − k), φ2i+1(· − k) : i = 0, . . . , 7; k ∈ Z2} bildet
offensichtlich keine Basis von V0, denn es herrschen folgende Abha¨ngigkeiten:
φ0 + φ1 = φ10(· − (11)) + φ11(· − ( 11)),
φ2 + φ3 = φ8(· − (11)) + φ9(· − (11)),
φ4 + φ5 = φ14(· − ( 1−1)) + φ15(· − ( 1−1)), (2.16)
φ6 + φ7 = φ12(· − ( 1−1)) + φ13(· − ( 1−1)),
φ0 + φ1 + φ2 + φ3 = φ4(· − (01)) + φ5(· − (01)) + φ6(· − (01)) + φ7(· − (01)).
Diese Gleichungen werden schnell klar, wenn man anhand von Abbildung 2.6 die entspre-
chenden Dreieckstra¨ger der AB-Skalierungsfunktionen betrachtet. In der Tat wird der Raum
V0 bereits durch die Translationen der 11 Funktionen {φ2i : i = 0, . . . , 7} ∪ {φ1, φ3, φ5}
aufgespannt. Die Gram’sche Matrix G := 〈Φ,Φ〉 ∈ R16×16 mit Φ aus (2.10) ist eine Block-
Toeplitz-Matrix
G = 14

I4 G1 G2 GT1
GT1 I4 G1 G2
G2 GT1 I4 G1
G1 G2 GT1 I4
 (2.17)
mit der Einheitsmatrix I4 der Gro¨ße 4× 4 und mit
G1 =

1/5 2/15 1/2 1/67/15 1/5 1/6 1/60 1/3 1/5 7/151/3 1/3 2/15 1/5
 , G2 =

0 0 2/3 1/30 0 1/3 2/32/3 1/3 0 01/3 2/3 0 0
 .
Es ist Rang(G) = 11. Der gro¨ßte und der kleinste von Null verschiedene Eigenwert von G
liefern uns die Frame-Konstanten des Frames {φi(·−k) : i = 0, . . . , 15; k ∈ Z2}, vgl. [BHF98].
Genauer gesagt, die Frame-Ungleichung
A ‖f‖2L2(R2) ≤
15∑
i=0
∑
k∈Z2
|〈f, φi(· − k)〉|2 ≤ B ‖f‖2L2(R2)
ist fu¨r alle f ∈ V0 mit A ≈ 0.0745 und B = 1 erfu¨llt.
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Der Rest des Unterkapitels ist der Berechnung eines Dualframes {φ˜i(· − k) : i =0, . . . , 15; k ∈ Z2} von V0 gewidmet, damit wir jedes f ∈ V0 darstellen ko¨nnen als
f = 15∑
i=0
∑
k∈Z2
〈f, φ˜i(· − k)〉φi(· − k) = 15∑
i=0
∑
k∈Z2
〈f, φi(· − k)〉 φ˜i(· − k). (2.18)
Der zu Φ kanonische duale Frame Φ˜ := (φ˜i)15i=0 kann mithilfe des folgenden Satzes auf
einfache Weise berechnet werden.
Satz 2.4. Sei F = (fi)N−1i=0 , N ∈ N, ein Vektor mit Funktionen fi ∈ L2(Ω), Ω ⊂ Rd, der einen
Frame fu¨r den endlichen Unterraum V := closL2(Ω)span{f0, . . . , fN−1} von L2(Ω) erzeugt.
Einen zu F dualen Frame F˜ = (f˜j )N−1j=0 erha¨lt man dann mittels
F˜ = G† F, (2.19)
wobei G† die eindeutig definierte Moore-Penrose-Inverse (auch verallgemeinerte Inverse
oder Pseudoinverse genannt) der Gram’schen Matrix G = 〈F, F〉 = (〈fi, fj〉)N−1i,j=0 ist.
Beweis. Siehe Anhang A.
Durch folgende U¨berlegungen kann man sich klar machen, dass die Wahl Φ˜ =
G† Φ tatsa¨chlich die Darstellung (2.18) erfu¨llt. Weil G symmetrisch und positiv semide-
finit ist, existiert eine orthogonale Matrix P ∈ R16×16 und eine Diagonalmatrix D =
diag(λ1, . . . , λ11, 0, . . . , 0) ∈ R16×16 derart, dass G = PTDP gilt. Das heißt, die Pseudoinver-
se G† hat die Gestalt G† = PTD†P, wobei D† = diag(1/λ1, . . . , 1/λ11, 0, . . . , 0). Nun wird
aber auch V0 durch PΦ erzeugt, und es gilt
〈PΦ, PΦ〉 = P 〈Φ,Φ〉PT = PGPT = D,
d. h., die letzten fu¨nf Funktionen in dem 16er-Vektor PΦ sind Null-Funktionen.
Fu¨r beliebige Funktionen g = cTPΦ ∈ V0 (auf [0, 1]2 beschra¨nkt) folgt jetzt
15∑
i=0 〈g, φ˜i〉φi = 〈cTPΦ, G†Φ〉Φ = cTP〈Φ,Φ〉G†Φ = cTPGG†Φ = cTDD†PΦ = cTPΦ = g,
was den ersten Teil von (2.18) erfu¨llt. Die zweite Gleichung folgt analog.
Die Block-Toeplitz-Struktur von G u¨bertra¨gt sich auf ihre Pseudo-Inverse G† ,
G† =

Gˆ0 Gˆ1 Gˆ2 GˆT1
GˆT1 Gˆ0 Gˆ1 Gˆ2
Gˆ2 GˆT1 Gˆ0 Gˆ1
Gˆ1 Gˆ2 GˆT1 Gˆ0

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mit
Gˆ0 =

3.75 −2.58 −0.08 −0.82
−2.58 3.28 −0.82 0.37
−0.08 −0.82 3.75 −2.58
−0.82 0.37 −2.58 3.28
 , Gˆ1 =

0.36 0.68 −1.74 0.94
−1.16 0.36 0.94 0.101.48 −0.44 0.36 −1.16
−0.44 −0.35 0.68 0.36
 ,
und
Gˆ2 =

−1.21 0.29 −0.66 1.830.29 −0.74 1.83 −1.12
−0.66 1.83 −1.21 0.291.83 −1.12 0.29 −0.74
 .
Wir haben hier G† mit der u¨blichen Maple-Prozedur berechnet und auf zwei Nachkomma-
stellen gerundet.
2.2.2 Konstruktion der Waveletra¨ume
Nun betrachten wir die Waveletra¨ume Wj , die die Bedingung Vj +Wj = Vj+1 fu¨r alle j ∈ Z
erfu¨llen. U¨ber die Verfeinerungsgleichungen der AB-Mutter-Skalierungsfunktionen φ0 und
φ1 in (2.12) und (2.13) erhalten wir die AB-Mutterwavelets mittels
ψ10 := 12 (φ0,1,( 00) + φ0,1,( 01) − φ1,1,( 01) − φ9,1,( 12)
)
, (2.20)
ψ20 := 12 (φ0,1,( 00) − φ0,1,( 01) − φ1,1,( 01) + φ9,1,( 12)
)
,
ψ30 := 12 (φ0,1,( 00) − φ0,1,( 01) + φ1,1,( 01) − φ9,1,( 12)
)
, (2.21)
siehe Abbildung 2.7, und fu¨r φ1
ψ11 := 12 (φ1,1,( 00) − φ1,1,( 11) + φ0,1,( 11) − φ8,1,( 12)
)
,
ψ21 := 12 (φ1,1,( 00) − φ1,1,( 11) − φ0,1,( 11) + φ8,1,( 12)
)
,
ψ31 := 12 (φ1,1,( 00) + φ1,1,( 11) − φ0,1,( 11) − φ8,1,( 12)
)
.
Die AB-Wavelets ψ1i , ψ2i und ψ3i haben nach Konstruktion denselben Tra¨ger wie die da-
zugeho¨rige Skalierungsfunktion φi, i = 0, 1. Alle weiteren AB-Wavelets erha¨lt man durch
Rotation bzw. Spiegelung dieser sechs Wavelets, und zwar
ψl2i := ψl0(Bi·) und ψl2i+1 := ψl1(Bi·), fu¨r i = 0, . . . , 7, l = 1, 2, 3.
Nun sind wir in der Lage, die gewu¨nschten Waveletra¨ume festzulegen,
Wj := closL2(R2)span {ψli,j,k : i = 0, . . . , 15; l = 1, 2, 3; k ∈ Z2}.
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Abbildung 2.7: Konstruktion der gerichteten Mutterwavelets ψ10 , ψ20 und ψ30 .
Hierbei sind die durch k ∈ Z2 verschobenen und mit 2j , j ∈ Z, skalierten Versionen der
AB-Wavelets in der uns schon bekannten Weise definiert,
ψl2i,j,k := 2j ψl0(Bi(2j · −k)),
ψl2i+1,j,k := 2j ψl1(Bi(2j · −k)), (2.22)
mit Bi ∈ B . Die obigen Verfeinerungsgleichungen fu¨r ψ1i , ψ2i und ψ3i , i = 0, 1, in W0 lassen
sich unmittelbar verallgemeinern zu
ψ12i,j,k = 12 (φ2i,j+1,2k + φ2i,j+1,2k+B−1i ( 01) − φ2i+1,j+1,2k+B−1i ( 01)
−φ(2i+9) mod 16,j+1,2k+B−1i ( 12)
)
,
ψ12i+1,j,k = 12 (φ2i+1,j+1,2k − φ2i+1,j+1,2k+B−1i ( 11) + φ2i,j+1,2k+B−1i ( 11)
−φ(2i+8) mod 16,j+1,2k+B−1i ( 12)
)
,
fu¨r k ∈ Z2, j ∈ Z, i = 0, . . . , 7. Analoge Gleichungen gelten fu¨r ψ2i,j,k und ψ3i,j,k , und wir
haben Wj ⊂ Vj+1 fu¨r alle j ∈ Z. Es ist klar, dass die AB-Wavelets ψli,j,k denselben Tra¨ger
wie die dazugeho¨rige AB-Skalierungsfunktion φi,j,k besitzen.
Schließlich machen wir uns noch klar, dass auch die Beziehung Vj+1 ⊂ Vj +Wj , j ∈ Z,
gilt, indem wir die Rekonstruktionsformeln betrachten. Dabei beschra¨nken wir uns wieder auf
die AB-Mutter-Skalierungsfunktionen. Es gilt
φ0,j+1,2k = 12 (φ0,j,k + ψ10,j,k + ψ20,j,k + ψ30,j,k) ,
φ0,j+1,2k+( 01) = 12 (φ0,j,k + ψ10,j,k − ψ20,j,k − ψ30,j,k) ,
φ0,j+1,2k+( 10) = 12
(
φ9,j,k+( 11) − ψ19,j,k+( 11) + ψ29,j,k+( 11) − ψ39,j,k+( 11)
)
,
φ0,j+1,2k+( 11) = 12 (φ1,j,k + ψ11,j,k − ψ21,j,k − ψ31,j,k) ,
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siehe dazu auch wieder Abbildung 2.7, und ebenso gilt
φ1,j+1,2k = 12 (φ1,j,k + ψ11,j,k + ψ21,j,k + ψ31,j,k) ,
φ1,j+1,2k+( 10) = 12
(
φ8,j,k+( 11) − ψ18,j,k+( 11) + ψ28,j,k+( 11) − ψ38,j,k+( 11)
)
,
φ1,j+1,2k+( 01) = 12 (φ0,j,k − ψ10,j,k − ψ20,j,k + ψ30,j,k) ,
φ1,j+1,2k+( 11) = 12 (φ1,j,k − ψ11,j,k − ψ21,j,k + ψ31,j,k) .
Insgesamt erhalten wir die gewu¨nschte Zerlegung der Approximationsra¨ume fu¨r j ∈ Z
Vj +Wj = Vj+1,
wobei hier weder eine direkte noch eine orthogonale Summe vorliegt. Zuletzt zeigen wir die
Hauptaussage dieses Abschnitts, na¨mlich die Tight-Frame-Eigenschaft des Waveletsystems
ΨD := {ψli,j,k : i = 0, . . . , 15; l = 1, 2, 3; j ∈ Z; k ∈ Z2}.
Dazu beno¨tigen wir das folgende, wichtige Lemma.
Lemma 2.5. Der Approximationsraum Vj kann fu¨r j ∈ Z in die vier Unterra¨ume
V νj := closL2(R2)span {φ2ν,j,k , φ2ν+1,j,k , φ2ν+8,j,k , φ2ν+9,j,k : k ∈ Z2} (2.23)
fu¨r ν = 0, 1, 2, 3, zerlegt werden:
Vj = V 0j + V 1j + V 2j + V 3j .
Außerdem bildet jede Folge {V νj }j∈Z eine MRA des L2(R2), d. h. es ist insbesondere
{φ2ν,j,k , φ2ν+1,j,k , φ2ν+8,j,k , φ2ν+9,j,k : k ∈ Z2} eine Orthogonalbasis von V νj mit ‖φi,j,k‖22 = 14
fu¨r alle i = 0, . . . , 15; j ∈ Z; k ∈ Z2.
Beweis. Wir mu¨ssen nur die MRA-Eigenschaften der Folgen {V νj }j∈Z beweisen, al-
les andere folgt sofort daraus. Die Verfeinerungsgleichungen (2.14) und (2.15) der AB-
Skalierungsfunktionen zeigen, dass zur Verfeinerung von φ ∈ V ν0 nur Funktionen aus dem
Unterraum V ν1 beno¨tigt werden. Damit gilt also (M1). Aus der Definition der Approxima-
tionsra¨ume in (2.23) folgt sofort (M2). Die beiden MRA-Bedingungen (M3) und (M4) folgen
mit demselben Argument wie im Beweis von Satz 2.3. Anhand der Abbildung 2.8 erkennen
wir leicht, dass die vier Basisfunktionen mit ihren Z2-Translationen wegen der disjunkten
Dreieckstra¨ger die Orthogonalita¨tsbedingung
〈φi,j,k , φi′,j,k ′〉 = δi,i′δk,k ′
erfu¨llen, mit i, i′ ∈ {2ν, 2ν + 1, 2ν + 8, 2ν + 9} fu¨r ν = 0, 1, 2, 3, und k ∈ Z2, also gilt auch
(M5).
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Abbildung 2.8: Die Basisfunktionen der vier Unterra¨ume V 00 , V 10 , V 20 und V 30 .
Durch diese Aufteilung in Unterra¨ume sortieren wir die AB-Skalierungsfunktionen ge-
wissermaßen nach Hauptrichtungen. Betrachtet man Abbildung 2.8, so sieht man, dass z. B.
der Raum V 0j die AB-Skalierungsfunktionen entha¨lt, die von links unten nach rechts oben
orientiert sind, wa¨hrend V 3j die von oben links nach unten rechts gerichteten Funktionen
entha¨lt.
Satz 2.6. Das System ΨD der gerichteten AB-Haarwavelets auf Dreiecken bildet einen
Parseval-Frame des L2(R2), d. h. es gilt fu¨r alle f ∈ L2(R2)
‖f‖22 = ∑
ψ∈ΨD |〈f, ψ〉|
2.
Beweis. Entsprechend der vier Folgen {V νj }j∈Z, ν = 0, 1, 2, 3, die gema¨ß Lemma 2.5 eine
MRA des L2(R2) bilden, ko¨nnen wir die Differenzenra¨ume W 0j ,W 1j ,W 2j und W 3j betrachten,
die Unterra¨ume des Wj sind, d. h.,
W νj := closL2(R2)span {ψl2ν,j,k , ψl2ν+1,j,k , ψl2ν+8,j,k , ψl2ν+9,j,k : l = 1, 2, 3; k ∈ Z2},
fu¨r ν = 0, 1, 2, 3. Aus der Konstruktion der AB-Wavelets u¨ber die Verfeinerungsgleichungen
folgt sofort W νj ⊥V νj , und das Erzeugendensystem ist eine Orthogonalbasis von W νj fu¨r jedes
ν = 0, 1, 2, 3. Also ist jedes der vier Funktionensysteme
Ψν := {ψl2ν,j,k , ψl2ν+1,j,k , ψl2ν+8,j,k , ψl2ν+9,j,k : l = 1, 2, 3; j ∈ Z; k ∈ Z2}, ν = 0, 1, 2, 3,
eine Orthogonalbasis des L2(R2), und die Parseval’sche Gleichung hat mit ‖ψli,j,k‖22 = 14 dieGestalt
‖f‖22 = ∑
ψ∈Ψν
|〈f, ψ〉|2
〈ψ,ψ〉 = 4 ∑
ψ∈Ψν |〈f, ψ〉|
2
fu¨r alle f ∈ L2(R2), ν = 0, 1, 2, 3. Damit folgt, dass das gesamte Waveletsystem ΨD =⋃3
ν=0Ψν einen Parseval-Frame des L2(R2) bildet, mit
‖f‖22 = ∑
ψ∈ΨD |〈f, ψ〉|
2.
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Bemerkung 2.7. 1. Wenn wir die AB-Skalierungsfunktionen und damit auch die AB-
Wavelets normieren wu¨rden, so dass ‖φi,j,k‖22 = ‖ψli,j,k‖22 = 1 fu¨r alle i = 0, . . . , 15, j ∈
Z, k ∈ Z2 gelten wu¨rde, so wu¨rden wir statt eines Parseval-Frames einen Tight-Frame
mit den Frame-Schranken A = B = 4 erhalten.
2. Wir betonen noch einmal die Tatsache, dass der gerichtete Waveletframe als Verei-
nigung von vier Orthogonalbasen angesehen werden kann und damit ein redundantes
Dictionary ist. Diesen Umstand machen wir uns bei der Anwendung in der Bildverar-
beitung zunutze, um eine effiziente Implementierung zu gewa¨hrleisten.
2.2.3 Gerichtete Haarwavelet-Filterbank
Wir betrachten wieder ein quadratisches Bild a = (am1,m2)(m1,m2)∈I dyadischer Gro¨ße, dessen
Indexmenge durch I := {0, . . . , 2N − 1}2 mit N = 2J fu¨r festes J ∈ N gegeben ist. Die
entsprechende Bildfunktion f ∈ L2([0, 2N)2) lautet
f(x1, x2) = 2N−1∑
m1=0
2N−1∑
m2=0 am1,m2 χ[0,1)2 (2x1 −m1, 2x2 −m2) =
∑
k∈I
ak χ[0,1)2 (2x − k). (2.24)
Wir mo¨chten unseren redundanten Haarwavelet-Frame benutzen, um eine effiziente Zerle-
gung von f zu erreichen. Bevor wir die einzelnen Schritte ausfu¨hrlich beschreiben, skizzieren
wir kurz unser weiteres Vorgehen in den na¨chsten beiden Unterkapiteln.
Zuna¨chst berechnen wir eine orthogonale Projektion f0 von f in den Approximations-
raum V0, der in (2.11) definiert wurde. Alternativ ko¨nnen wir auch eine Projektion fj in
einen gro¨beren Raum Vj mit j < 0 betrachten. Danach wenden wir einen Filterbank-
Algorithmus an, der durch die hergeleiteten Zerlegungs- und Rekonstruktionsformeln der AB-
Skalierungsfunktionen φi und AB-Wavelets ψ1i , ψ2i , ψ3i , i = 0, . . . , 15, bestimmt wird. Dadurch
zerlegen wir fj in den Tiefpass-Anteil fj−1 ∈ Vj−1 und den Hochpass-Anteil gj−1 ∈ Wj−1.
Dies kann durch vierfache Anwendung der Schnellen Wavelettransformation (FWT) gesche-
hen, weil unser Waveletframe in vier Orthogonalbasen aufgeteilt werden kann.
Wenn wir unsere Filterbank zur Bildentsto¨rung benutzen, erweist sich die vierfache Red-
undanz als vorteilhaft. Im Gegensatz dazu mu¨ssen bei der Bildapproximation die Redun-
danzen des Waveletframes verringert werden, um eine du¨nne Darstellung des Bildes zu
gewa¨hrleisten. Diesen U¨berlegungen widmen wir das ganze Unterkapitel 2.2.4.
Projektion in den Raum V0 Um die auf den vorhergehenden Seiten dargestellten
Haarwavelet-Frames anzuwenden, beno¨tigen wir zuna¨chst eine geeignete Projektion f0 der
Bildfunktion f aus (2.24) in den Startraum V0 aus (2.11). Wir stellen zwei Forderungen an
diese Projektion. Erstens soll die zwangsla¨ufig entstehende Redundanz so gering wie mo¨glich
sein. Zweitens soll es keinen Informationsverlust geben, d. h. die Bildfunktion f soll perfekt
rekonstruierbar sein aus f0.
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Die orthogonale Projektion von f in den Skalierungsraum V0 hat die Gestalt
f0 =∑
k∈I1
(c0k )TΦ(· − k), (2.25)
dabei ist I1 := {0, . . . , N − 1}2, c0k = (c00,k , . . . , c015,k )T ∈ R16. Beachte, dass alle Tra¨ger
der AB-Skalierungsfunktionen in Φ in dem Quadrat [0, 1]2 enthalten sind, siehe (2.10). Die
weitere Analyse der orthogonalen Projektion kann – was die Notation angeht – wesentlich
vereinfacht werden, wenn wir uns nur auf dieses Quadrat [0, 1]2 beschra¨nken, anstatt die
Funktion auf ganz [0, 2N]2 zu betrachten. Diese Beschra¨nkung ist zula¨ssig, weil sowohl die
Basisfunktionen χ[0,1)2 (2 ·−k) in (2.24) als auch die AB-Skalierungsfunktionen in Φ(·−k) aus
(2.25) einen kleinen kompakten Tra¨ger haben. Dann beno¨tigen wir eine Projektion f0|[0,1)2 (x) =(c00)T Φ(x) der Funktion
f |[0,1)2 (x) = a( 00)χ[0,1)2 (2x)+a( 10)χ[0,1)2 (2x−(10))+a( 01)χ[0,1)2 (2x−(01))+a( 11)χ[0,1)2 (2x−(11)),
x ∈ [0, 1]2. Eine solche Projektion liefert offensichtlich den Redundanzfaktor 4, denn aus den
vier Pixelwerten a( 00), a( 10), a( 01), a( 11) im Quadrat [0, 1]2 entstehen 16 Koeffizienten in c00der AB-Skalierungsfunktionen in Φ.
Wir leiten nun eine Berechnungsvorschrift fu¨r den Koeffizientenvektor c00 ∈ R16 her.
Mithilfe des kanonischen Dualframes Φ˜ = G† Φ aus (2.19) ist
c00 = 〈Φ˜, f〉 = G† 〈Φ, f〉= a( 00)G†〈Φ, χ[0,1)2 (2·)〉 + a( 10)G†〈Φ, χ[0,1)2 (2 · −(10))〉+ a( 01)G†〈Φ, χ[0,1)2 (2 · −(01))〉+ a( 11)G†〈Φ, χ[0,1)2 (2 · −(11))〉.
Die vier auftretenden Vektoren
〈Φ, χ[0,1)2 (2 · −k ′)〉 = 14 ∫[0,1)2 Φ(y+k ′2 ) dy, k ′ ∈ {(00) ,(10) ,( 01) ,( 11)} ,
in R16 sind nun einfach zu berechnen. Wir erhalten
M := (〈Φ, χ[0,1)2 (2·)〉, 〈Φ, χ[0,1)2 (2 · −(10))〉, 〈Φ, χ[0,1)2 (2 · −(01))〉, 〈Φ, χ[0,1)2 (2 · −(11))〉)
= 116

1 1 1 1 0 0 3 1 0 2 0 2 3 1 0 00 0 3 1 0 2 0 2 3 1 0 0 1 1 1 13 1 0 0 1 1 1 1 0 0 3 1 0 2 0 20 2 0 2 3 1 0 0 1 1 1 1 0 0 3 1

T
.
Damit folgt fu¨r die Koeffizienten c00 schließlich
c00 = G† M (a( 00), a( 10), a( 01), a( 11)
)T
.
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Die u¨brigen Koeffizienten-Vektoren c0k der translatierten Framefunktionen Φ(· − k) in (2.25)
erha¨lt man dann fu¨r alle k ∈ I1 durch
c0k = G† M (a2k , a2k+( 10), a2k+( 01), a2k+( 11)
)T
.
Als na¨chstes werden wir zeigen, dass die Projektion f0 in (2.25) auch unsere zweite
Forderung erfu¨llt, da sie die volle Information u¨ber die Bildfunktion f entha¨lt und somit
eine perfekte Rekonstruktion von f gewa¨hrleistet. Wegen der Redundanz in Φ beno¨tigen
wir fu¨r die Rekonstruktion von f sogar nur vier Framefunktionen φi. Wir wa¨hlen die AB-
Skalierungsfunktionen φ0, φ1, φ8 und φ9. Die Z2-Translate dieser Funktionen spannen den
Unterraum V 00 von V0 auf. Die orhogonale Projektion von f aus (2.24) in V 00 hat die Form
f00 =∑
k∈I1
c00,k φ0,0,k + c01,k φ1,0,k + c08,k φ8,0,k+(11) + c09,k φ9,0,k+(11).
Auf die gleiche Weise wie zuvor berechnen wir die vier Koeffizienten
c00,k
c01,k
c08,k
c09,k
 =
14

1 0 3 01 0 1 20 3 0 12 1 0 1


a2k
a2k+( 10)
a2k+( 01)
a2k+( 11)

. (2.26)
Die hierbei verwendete Koeffizientenmatrix setzt sich aus der 0ten, 1ten, 8ten und 9ten
Zeile von M zusammen, denn eben diese Zeilen von M enthalten die Koeffizienten von
φ0,0,k , φ1,0,k , φ8,0,k+(11) und φ9,0,k+(11). Die Gram’sche Matrix hat hier die Form 14 I4, weil dievier Funktionen orthogonal zueinander sind. Die Gleichung (2.26) wird vo¨llig klar, wenn
wir anhand von Abbildung 2.9 beispielsweise den ersten Koeffizienten c00,k betrachten. Das
linke Dreieck ist der Tra¨ger von φ0,0,k , der dazugeho¨rige Koeffizient c00,k setzt sich also nur
aus den beiden Pixelwerten a2k und a2k+( 01) zusammen, und zwar gema¨ß der u¨berdecktenFla¨che mit den Gewichten 14 und 34 . Das ist genau die Gleichung fu¨r die erste Komponentedes Koeffizientenvektors in (2.26),
c00,k = 14 a2k + 34 a2k+( 01).
Weil die Koeffizientenmatrix in (2.26) invertierbar ist, ko¨nnen wir f aus f00 rekonstruieren.
Aber kann man auch f aus f0 rekonstruieren? Ja, denn V 00 ist ein Unterraum von V0, und es
gilt insbesondere, dass f00 eine orthogonale Projektion von f0 in V 00 ist. D. h. also,
c00,k = 〈f0, φ0,0,k 〉 = 〈(c0k )TΦ(· − k), φ0,0,k 〉 = (c0k )Tg0,
wobei g0 den 0-ten Spaltenvektor der Gram’schen Matrix G bezeichnet. Analog bekommen
wir mit der 1ten, 8ten und 9ten Spalte von G
c01,k = (c0k )Tg1, c08,k = (c0k )Tg8, c09,k = (c0k )Tg9.
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a2k+(11)
a2k a2k+(10)
a2k+(01)
Abbildung 2.9: Berechnung der vier Koeffizienten c00,k , c01,k , c08,k , c09,k aus vier Bildwerten.
Insgesamt erhalten wir also fu¨r alle k ∈ I1
c00,k
c01,k
c08,k
c09,k
 = (g0, g1, g8, g9)Tc0k = G′T c0k , (2.27)
wobei G′ ∈ R16×4 aus der 0ten, 1ten, 8ten und 9ten Spalte von G besteht. Setzen wir (2.27)
mit (2.26) gleich, so erhalten wir die gewu¨nschte Rekonstruktionsformel
a2k
a2k+( 10)
a2k+( 01)
a2k+( 11)

= 14

1 −3 −3 91 −3 5 15 1 1 −3
−3 9 1 −3
G′T c0k .
An Stelle des Unterraums V 00 ko¨nnen wir auch einen der anderen Unterra¨ume V 10 , V 20 oder
V 30 betrachten mit entsprechenden Koeffizienten-Matrizen.
Filterbank mit gerichteten Haarwavelets Sei nun f0 ∈ V0 wie in (2.25) gegeben. Wir
mo¨chten einen effizienten Filterbank-Algorithmus herleiten, um f0 in f−1 ∈ V−1 und g−1 ∈
W−1 zu zerlegen sowie zur Rekonstruktion mittels f−1 + g−1. Mit der Indexmenge I2 :=
{0, . . . , N2 − 1}2 ko¨nnen wir schreiben
f0 =∑
k∈I2
(c02k )TΦ(· − 2k) + (c02k+( 10))TΦ(· − (2k +
( 01)))
+ (c02k+( 01))TΦ(· − (2k +
(01))) + (c02k+( 11))TΦ(· − (2k +
(11))). (2.28)
Wir beschra¨nken uns bei der Zerlegung von f0 wieder auf eine lokale Betrachtung. Weil
sich die Tra¨gergro¨ße der Funktionen im na¨chsten, gro¨beren Level j = −1 verdoppelt, be-
trachten wir nun das Quadrat [0, 2)2 . Dort gibt es 64 ”feine“ Framefunktionen in V0, na¨mlichdie 16 Komponenten des Skalierungsfunktionen-Vektors Φ mit Tra¨gern in [0, 1)2 sowie die
translatierten AB-Skalierungsfunktionen in Φ(·−(10)), Φ(·−(01)) und Φ(·−(11)). Um eineneffizienten Filterbank-Algorithmus zu erhalten, machen wir Gebrauch von dem Umstand, dass
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Abbildung 2.10: Reihenfolge der Komponenten in den Funktionen-Vektoren Φ00 (links), Φ10
(mitte links), Φ20 (mitte rechts) und Φ30 (rechts). Die Abbildungen zeigen die Indizierung der
Tra¨ger der i-ten Komponente von Φν0 fu¨r i = 0, . . . , 15.
Vj gema¨ß Lemma 2.5 in vier Unterra¨ume V νj , ν = 0, 1, 2, 3, zerlegt werden kann, d. h.
Vj = V 0j + V 1j + V 2j + V 3j .
Wir ordnen deshalb die 64 Framefunktionen in dem Skalierungsfunktionen-Vektor (ΦT ,Φ(·−(10))T ,Φ(·−(01))T ,Φ(·−( 11))T ) nach den vier Richtungen der Unterra¨ume, so dass wir einenneuen Funktionen-Vektor Φ0 := (Φ0T0 ,Φ1T0 ,Φ2T0 ,Φ3T0 )T (2.29)
gleicher La¨nge erhalten. Hierbei entha¨lt Φν0 die 16 AB-Skalierungsfunktionen in [0, 2)2, die
im Unterraum V ν0 , ν = 0, 1, 2, 3, liegen. Konkret bedeutet das
Φ00 := (φ0,0,( 00), φ9,0,( 12), φ0,0,( 01), φ1,0,( 01), φ1,0,( 00), φ8,0,( 12), φ0,0,( 11), φ1,0,( 11),
φ8,0,( 22), φ1,0,( 10), φ8,0,( 21), φ9,0,( 21), φ9,0,( 22), φ0,0,( 10), φ8,0,( 11), φ9,0,( 11)
)T
und damit Φν0 := Φ00(Bν·), ν = 1, 2, 3.
In der Abbildung 2.10 ist die neue Reihenfolge der Funktionen innerhalb der Vektoren Φν0
anhand ihrer Tra¨gerdreiecke dargestellt. Diese Umordnung der AB-Skalierungsfunktionen
erlaubt uns im Folgenden eine vereinfachte Zerlegung in AB-Wavelets und gro¨bere AB-
Skalierungsfunktionen. In Lemma 2.5 hatten wir bewiesen, dass jede Folge {V νj }j∈Z eine
MRA des L2(R2) bildet. Das bedeutete insbesondere, dass die Verfeinerungsgleichungen
der AB-Skalierungsfunktionen (2.12), (2.13) und der dazugeho¨rigen AB-Wavelets (2.20) –
(2.21) nur AB-Skalierungsfunktionen aus dem gleichen Unterraum (d. h. gleicher Richtung)
beno¨tigen. Deshalb ko¨nnen wir jetzt den Zerlegungsalgorithmus getrennt fu¨r jeden Unterraum
V νj anwenden, also fu¨r j = 0
V ν0 = V ν−1 ⊕W ν−1, ν = 0, 1, 2, 3.
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Dies geschieht mittels der Haarwavelet-Transformationsmatrix W und der Blockdiagonal-
Matrix A
W = 12

1 1 1 11 −1 1 −11 1 −1 −11 −1 −1 1
 , A :=

W
W
W
W

durch den Basiswechsel Ψν−1 = AΦν0 , ν = 0, 1, 2, 3,
wobei Ψν−1 nun die Basisfunktionen von V ν−1 ⊕ W ν−1 im Quadrat [0, 2)2 entha¨lt, also vier
Skalierungs- und zwo¨lf Waveletfunktionen. Genauer gesagt ist
Ψ0−1 := (φ0,−1,( 00), ψ10,−1,( 00), ψ20,−1,( 00), ψ30,−1,( 00), φ1,−1,( 00), ψ11,−1,( 00), ψ21,−1,( 00), ψ31,−1,( 00),
φ8,−1,( 11), ψ18,−1,( 11), ψ28,−1,( 11), ψ38,−1,( 11), φ9,−1,( 11), ψ19,−1,( 11), ψ29,−1,( 11), ψ39,−1,( 11)
)T
,
und Ψν−1 := Ψ0−1(Bν·), ν = 1, 2, 3.
Jetzt untersuchen wir, was diese Waveletzerlegung fu¨r die entsprechenden Koeffizienten
bedeutet. Die Umordnung nach Richtungen, die wir im Vektor der AB-Skalierungsfunktionen
vorgenommen haben, fu¨hren wir analog in den Koeffizienten-Vektoren c02k+k ′ , k ′ ∈{( 00) ,( 10) ,( 01) ,(11)}, aus (2.28) durch. Wir erhalten dann die lokale Darstellung
f0|[0,2)2 = (d00)T Φ00 + (d10)T Φ10 + (d20)T Φ20 + (d30)T Φ30 = DT0,0 Φ0
mit DT0,0 := ((d00)T , (d10)T , (d20)T , (d30)T ) ∈ R64. Wegen A = AT = A−1 ko¨nnen wir nun die
Frame-Transformation von V0 nach V−1 +W−1 vornehmen mittels
f0|[0,2)2 = DT0,0 (I4 ⊗ A)Ψ−1.
Hier entha¨lt Ψ−1 := (Ψ0T−1,Ψ1T−1,Ψ2T−1,Ψ3T−1)T
die Framefunktionen in V−1 +W−1. Die neuen Koeffizienten haben bzgl. dieser Darstellung
die Gestalt DT−1,0 := DT0,0 (I4 ⊗ A) ∈ R64.
Nachdem wir uns die Zerlegung fu¨r das erste Level lokal klar gemacht haben, ko¨nnen
wir nun den gesamten (globalen) Zerlegungsalgorithmus angeben, der auf den gerichteten
Haarwavelets auf Dreiecken basiert.
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Algorithmus 1a: Zerlegung durch gerichtete Haarwavelet-Filterbank
Input: Startbild a = (a[m1, m2])2N−1m1,m2=0 mit N = 2J , J ∈ N, das die zugeho¨rige Bildfunk-tion f in (2.24) liefert.
1. Berechne die orthogonale Projektion f0 der Bildfunktion f in den Raum V0,
f0 =∑
k∈I1
(c00,k )T Φ(· − k), c00,k = 〈f, Φ˜(· − k)〉.
2. Ordne die Framefunktionen, die den Raum V0 erzeugen, bzw. die entsprechenden
Koeffizienten nach den vier Richtungen. Sei P die Permutationsmatrix, die diese Um-
ordnung vornimmt,
(ΦT , Φ(· − ( 10))T , Φ(· − ( 01))T , Φ(· − (11))T )P = ΦT0 .
Ordne fu¨r jedes k ∈ I2 die Koeffizienten-Vektoren um
DT0,k := ((d00,k )T , (d10,k )T , (d20,k )T , (d30,k )T )= ((c00,2k )T , (c00,2k+( 10))T , (c00,2k+( 01))T , (c00,2k+( 11))T ) P,
so dass
f0 =∑
k∈I2
DT0,k Φ0(· − 2k). (2.30)
3. Zerlege f0 ∈ V0 in f−1 ∈ V−1 und g−1 ∈ W−1 mittels Φ0 = (I4 ⊗ A)Ψ−1,
f−1 + g−1 =∑
k∈I2
DT−1,k Ψ−1(· − 2k). (2.31)
Berechne die zugeho¨rigen Koeffizienten durch
DT−1,k = DT0,k (I4 ⊗ A).
4. Mit der Definition von Ψ−1 ordne die Koeffizienten von
DT−1,k = ((d0−1,k )T , (d1−1,k )T , (d2−1,k )T , (d3−1,k )T ), k ∈ I2,
nach Tiefpass- und Hochpasskoeffizienten, um schließlich f−1 und g−1 zu erhalten.
5. Iterative Anwendung: Wende die Zerlegungsschritte 2 bis 4 auf den Tiefpassteil f−1
an, wa¨hrend der Hochpassanteil g−1 abgespeichert wird.
Output: Zerlegtes Bild a˜.
Wir stellen fest, dass der Zerlegungsalgorithmus lediglich aus Permutationen und Ad-
ditionen bzw. Subtraktionen besteht. Weil die Transformationsmatrix (I4 ⊗ A) orthogonal ist,
ist der Algorithmus numerisch stabil. Der Rekonstruktionsalgorithmus der Filterbank folgt
sofort, indem man die einzelnen Schritte ru¨ckwa¨rts und invers ausfu¨hrt.
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2.2.4 Du¨nne Darstellung von Bildern in Waveletra¨umen
Das Problem, aus einem redundanten Dictionary {gµ}Pµ=0 mit P > M die M Elemente aus-
zuwa¨hlen, die die beste M-Term-Approximation fM von f liefern, ist fu¨r allgemeine Dictiona-
ries NP-schwer [DMA97]. Mithilfe von Pursuit-Algorithmen la¨sst sich der Berechnungsauf-
wand reduzieren, indem man auf effizientem Weg nach einer fast optimalen Lo¨sung sucht. Eine
u¨bliche Pursuit-Methode ist das Orthogonal-Matching-Pursuit (OMP), siehe [DE03, Tro04]
und die dort aufgefu¨hrten Referenzen. Bei diesem iterativen Greedy-Algorithmus wird in
jedem Schritt das Dictionary-Element ausgewa¨hlt, das am besten mit dem Residuum des
Signals aus dem vorhergehenden Schritt korreliert. Nach Hinzunahme dieser Frame- bzw.
Basisfunktion erha¨lt man eine neue Approximation des Signals, indem man eine Projektion in
den Raum berechnet, der von den bereits ausgewa¨hlten Dictionary-Funktionen aufgespannt
wird.
Nach [Tro04] ha¨ngt die Konvergenz des OMP-Algorithmus im Wesentlichen von der
Koha¨renz des Dictionaries ab, d. h. von der maximal mo¨glichen Korrelation |〈gµ, gµ′〉| zwi-
schen zwei Elementen. Wegen der hohen Koha¨renz unseres Haarwavelet-Dictionaries liefert
das OMP-Verfahren in unserem Fall leider keine guten Ergebnisse. Um eine du¨nne Dar-
stellung des Bildes f0 ∈ V0 zu erhalten, mu¨ssen wir die bestehende Redundanz verringern.
Dabei versuchen wir, unsere Kenntnis u¨ber das gerichtete Haarwavelet-Frame auszunutzen.
Der OMP-Algorithmus benutzt eine solche Information nicht, bei vielen Dictionaries sind
die Abha¨ngigkeiten zwischen den Framefunktionen auch gar nicht bekannt. In unserem Fall
dagegen wissen wir exakt, welche Abha¨ngigkeiten vorliegen; im Beweis von Satz 2.3 hat-
ten wir die Redundanz-Beziehungen eingehend untersucht. Das wollen wir uns nun bei der
numerischen Anwendung zunutze machen.
Die Idee ist die folgende: Nach der Zerlegung eines gegebenen Bildes fj ∈ Vj in die
beiden Anteile fj−1 ∈ Vj−1 und gj−1 ∈Wj−1 versuchen wir die vorherrschenden Beziehungen
zwischen den Framefunktionen, die die Ra¨ume Vj−1 und Wj−1 aufspannen, zu benutzen, um
eine Darstellung von fj−1 und gj−1 zu erhalten, die mo¨glichst viele Null-Koeffizienten entha¨lt.
Diese Prozedur wenden wir nach jedem Zerlegungslevel an. Schließlich unterwerfen wir –
wie gewohnt – die u¨briggebliebenen Koeffizienten einer Shrinkage-Prozedur und erhalten auf
diese Weise eine Approximation des Bildes, die aufgrund der gerichteten Framefunktionen
verschiedene Orientierungen im Bild gut adaptiert.
Wir betrachten wieder die Zerlegung V0 = V 00 + V 10 + V 20 + V 30 , und erinnern dar-
an, dass V0 durch {Φ0(· − 2k) : k ∈ Z2} aufgespannt wird, wobei der in (2.29) definierte
Skalierungsfunktionen-Vektor Φ0 der La¨nge 64 die Framefunktionen geordnet nach Richtun-
gen entha¨lt. Außerdem war V ν0 = closL2(R2)span {Φν0 (· − 2k) : k ∈ Z2} fu¨r ν = 0, 1, 2, 3, siehe
Abbildung 2.8.
Die Darstellungen von f0 in V0 bzw. in V−1+W−1 sind in (2.30) bzw. (2.31) angegeben. Auf-
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grund der Frame-Eigenschaft der aufspannenden Funktionen sind diese Darstellungen nicht
eindeutig. Die Abha¨ngigkeitsbeziehungen aus (2.6) zwischen den AB-Skalierungsfunktionen
in V0 formulieren wir jetzt mithilfe der eingefu¨hrten Funktionen-Vektoren. Mit den 16 Ein-
heitsvektoren ek := (δk,l)15l=0 fu¨r k = 0, . . . , 15, gelten die Gleichungen
(e0 + e4)TΦν0 − (e14 + e15)TΦν+10 = 0,(e2 + e3)TΦν0 − (e10 + e11)TΦν+10 = 0,(e9 + e13)TΦν0 − (e1 + e5)TΦν+10 = 0,(e6 + e7)TΦν0 − (e8 + e12)TΦν+10 = 0,(e0 + e4)TΦν+10 − (e14 + e15)TΦν0 = 0,(e2 + e3)TΦν+10 − (e10 + e11)TΦν0 = 0,(e9 + e13)TΦν+10 − (e1 + e5)TΦν0 = 0,(e6 + e7)TΦν+10 − (e8 + e12)TΦν0 = 0,
fu¨r ν = 0, 1, und
(e0 + e4)T (Φ00 + Φ10)− (e9 + e13)TΦ20 − (e2 + e3)TΦ30 = 0,(e9 + e13)TΦ00 + (e2 + e3)TΦ10 − (e6 + e7)T (Φ20 + Φ30) = 0,(e2 + e3)TΦ00 + (e9 + e13)TΦ10 − (e0 + e4)T (Φ20 + Φ30) = 0,(e6 + e7)T (Φ00 + Φ10)− (e2 + e3)TΦ20 − (e9 + e13)TΦ30 = 0.
Diese 20 Gleichungen lassen sich in einer Matrix-Vektor-Form schreiben. Dazu soll U ∈
R
20×64 diese Abha¨ngigkeiten derart enthalten, dass gilt
U ((Φ00)T , (Φ10)T , (Φ20)T , (Φ30)T )T = U Φ0 = 0 auf [0, 2)2. (2.32)
Wir ko¨nnen nun der Darstellung von f0 in (2.30) diese Redundanz-Beziehungen hinzufu¨gen,
und erhalten fu¨r beliebige Vektoren gk ∈ R20, k ∈ I2, eine redundante Darstellung von
f0 ∈ V0 der Gestalt
f0 =∑
k∈I2
DT0,k Φ0(· − 2k) =∑
k∈I2
(
DT0,k + gTk U)Φ0(· − 2k).
Die Transformation von V0 in V−1 +W−1 liefert die Darstellung
f0 =∑
k∈I2
(
DT0,k + gTk U) (I4 ⊗ A)Ψ−1(· − 2k).
Um unser Ziel zu erreichen, eine du¨nne Darstellung von f0 in V−1 + W−1 mit mo¨glichst
wenigen Nichtnull-Koeffizienten zu erhalten, wa¨hlen wir unter den unendlich vielen Darstel-
lungsmo¨glichkeiten diejenige aus, bei der in dem Koeffizientenvektor (DT0,k + gTk U) (I4 ⊗ A)
mo¨glichst viele Komponenten verschwinden. Wegen der lokalen Tra¨ger von Φ0 bzw. Ψ−1, kann
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dieses Problem fu¨r jedes k ∈ I2 einzeln gelo¨st werden. Also mu¨ssen wir fu¨r jedes k ∈ I2 den
Vektor gk ∈ R20 finden, so dass die l0-Seminorm∥∥∥(DT0,k + gTk U) (I4 ⊗ A)∥∥∥0
minimal wird. Die l0-Seminorm eines Vektors ist die Anzahl der Nichtnull-Elemente; diese
Abbildung nennen wir Seminorm, weil die Homogenita¨t nicht gilt. Dieser zusa¨tzliche Mini-
mierungsschritt fu¨hrt zu einem modifizierten Zerlegungsalgorithmus.
Algorithmus 1b: Zerlegung mit Redundanz-Reduktion
Input: Startbild a = (a[m1, m2])2N−1m1,m2=0 mit N = 2J , J ∈ N, das die zugeho¨rige Bildfunk-tion f in (2.24) liefert.
1. Berechne die orthogonale Projektion f0 der Bildfunktion f in den Raum V0,
f0 =∑
k∈I1
(c00,k )T Φ(· − k), c00,k = 〈f, Φ˜(· − k)〉.
2. Ordne die Framefunktionen um (bzw. die entsprechenden Koeffizienten) nach Richtun-
gen (siehe Schritt 2 von Algorithmus 1a),
f0 =∑
k∈I2
DT0,k Φ0(· − 2k).
3. Fu¨ge Redundanzen in V0 hinzu und fu¨hre die Transformation nach V−1 +W−1 durch:
f0 =∑
k∈I2
(DT0,k + gTk U) Φ0(· − 2k) =∑
k∈I2
(DT0,k + gTk U)(I4 ⊗ A)Ψ−1(· − 2k).
4. Fu¨r jedes k ∈ I2 berechne gk ∈ R20 so, dass die l0-Seminorm∥∥∥(DT0,k + gTk U)(I4 ⊗ A)∥∥∥0 = ∥∥∥DT−1,k + gTk U(I4 ⊗ A)∥∥∥0
mit DT−1,k = DT0,k (I4 ⊗ A) minimal wird.
5. Fu¨r jedes k ∈ I2 sei D˜T−1,k = DT−1,k+g˜TkU(I4⊗A) dieser minimale Koeffizienten-Vektor,
wobei
g˜k := arg min
gk∈R20
∥∥∥DT−1,k + gTk U(I4 ⊗ A)∥∥∥0 .
Berechne die du¨nne Darstellung
f0 =∑
k∈I2
D˜T−1,k Ψ−1(· − 2k),
und entnehme f−1 ∈ V−1 und g−1 ∈ W−1 aus dieser Darstellung.
6. Iterative Anwendung: Wende die Zerlegungsschritte 2 bis 5 iterativ auf den Tiefpass-
Anteil f−1 an, wa¨hrend der Hochpass-Anteil g−1 abgespeichert wird.
Output: Zerlegtes Bild a˜.
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Im Folgenden untersuchen wir den entscheidenden Schritt 4, in dem das Minimimierungs-
problem arg min
gk∈R20{‖D−1,k + (I4 ⊗ A)UTgk‖0}
fu¨r jedes k ∈ I2 gelo¨st wird. Unsere U¨berlegungen werden in einen Minimierungs-
Algorithmus mu¨nden.
Zuna¨chst vereinfachen wir die Notation, indem wir die Matrix R := (I4⊗ A)UT ∈ R64×20
definieren, die ebenso wie D−1,k ∈ R64 gegeben ist. Beachte, dass R den vollen Rang 20
besitzt. Wir haben also das Minimierungsproblem
arg min
gk∈R20{‖D−1,k + R gk‖0} (2.33)
zu lo¨sen, wobei die Behandlung der l0-Seminorm die wesentliche Hu¨rde ist. Leider erweist
sich auch das Ersetzen der l0-Seminorm durch die l1-Norm nicht als zielfu¨hrend. Denn
betrachte zum Beispiel fu¨r einen konstanten Teil eines Bildes, d. h. f0 = c auf [0, 2)2, die
Koeffizienten-Vektoren von zwei mo¨glichen Darstellungen von f0,
f0 = c (1T16, 0T16, 0T16, 0T16) Φ0 = c (wT , 0T16, 0T16, 0T16)Ψ−1
und
f0 = c4 (1T16, 1T16, 1T16, 1T16) Φ0 = c4 (wT , wT , wT , wT )Ψ−1.
Beide Vektoren haben dieselbe l1-Norm wa¨hrend sich ihre l0-Seminorm wesentlich unter-
scheidet! In diesem Beispiel ist 116 := (1, . . . , 1)T ∈ R16, und 016 bezeichnet den Null-Vektor
der La¨nge 16, und
wT := (2, 0, 0, 0, 2, 0, 0, 0, 2, 0, 0, 0, 2, 0, 0, 0) ∈ R16. (2.34)
Ein einfacher Ansatz zur Lo¨sung von (2.33) ist, alle Mo¨glichkeiten zu untersuchen, um aus
20 linear unabha¨ngigen Zeilen von R eine Matrix Ck ∈ R20×20 zu bilden und das System
Ck gk = −(D−1,k )q,
zu lo¨sen. Der Vektor (D−1,k )q ∈ R20 ist hierbei ein Untervektor von D−1,k , den man erha¨lt,
indem man die 20 Komponenten von D−1,k u¨bernimmt, die den 20 Zeilen von R entsprechen,
die Ck erzeugen. Dann entha¨lt der Vektor
D−1,k + R gk = D−1,k − R C−1k (D−1,k )q
wenigstens 20 Nullen. Alle auf diese Weise berechneten Vektoren D−1,k + R gk mu¨sste man
bezu¨glich ihrer l0-Seminorm miteinander vergleichen. Natu¨rlich ist ein solches Vorgehen
ho¨chst ineffizient fu¨r unsere Zwecke. Wir mo¨chten mit einem einfachen Algorithmus versuchen,
a priori zu entscheiden, welche 20 Eintra¨ge sinnvoller Weise zu Null ”gedru¨ckt“ werdensollten.
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Unser Algorithmus basiert auf einer einfachen Idee: Betrachte die lokalen, orthogona-
len Projektionen des Bildes f0 in die Unterra¨ume V ν−1 ⊕ W ν−1, ν = 0, 1, 2, 3, die die vier
verschiedenen Hauptrichtungen repra¨sentieren, siehe Abbildung 2.8. Wir erinnern daran,
dass fu¨r ein festes k = (k1, k2)T ∈ I2, und fu¨r jedes ν ∈ {0, 1, 2, 3}, die erzeugenden
Funktionen in Ψν−1(· − 2k) eine Orthogonalbasis von V ν−1 ⊕W ν−1 bilden (eingeschra¨nkt auf
Qk := [2k1, 2k1 + 2)× [2k2, 2k2 + 2)). Wir betrachten die 64 Koeffizienten, die durch die vier
Projektionen entstehen, und wa¨hlen zuna¨chst die betragsma¨ßig kleinsten Koeffizienten aus.
Die Framefunktionen, die zu diesen Koeffizienten geho¨ren, sind unwesentlich fu¨r die Darstel-
lung von f , so dass wir durch geeignete Wahl von gk diese Koeffizienten gleich Null setzen
ko¨nnen.
Bei diesem Vorgehen soll – wie bereits erwa¨hnt – von unserem expliziten Wissen
u¨ber das redundante Dictionary Gebrauch gemacht werden; insbesondere wollen wir die
Abha¨ngigkeitsbeziehungen des Systems ausnutzen, die in der Matrix U zusammengefasst
sind.
Der folgende detailliert beschriebene Algorithmus liefert eine effiziente, lokale Darstel-
lung eines Bildes. Wir werden spa¨ter zeigen, dass diese neue Methode optimal fu¨r stu¨ckweise
konstante Bilder ist und nicht von der Darstellung des Startbildes abha¨ngt.
Algorithmus 2: Du¨nne, lokale Darstellung in V−1 +W−1
Input: D0,k ∈ R64 wie in Algorithmus 1b, Schritt 2, so dass f0|Qk = DT0,kΦ0(· − 2k),
und R := (I4 ⊗ A)UT ∈ R64×20.
1. Berechne die lokalen orthogonalen Projektionen von f0|Qk = DT0,kΦ0(· − 2k) in die
Unterra¨ume V ν−1 ⊕W ν−1, ν = 0, 1, 2, 3.
Starte mit dem Ansatz fν−1 := (hνk )TΨν−1(· − 2k) in Qk fu¨r die lokale, orthogonale
Projektion von f0 in V ν−1⊕W ν−1. Die Orthogonalita¨t der Basisfunktionen in Ψν−1 fu¨hrt
zu
hνk := 4 〈Ψν−1(· − 2k), f0〉 ∈ R16.
Mit dem Vektor hk := ((h0k )T , (h1k )T , (h2k )T , (h3k )T )T ∈ R64 erha¨lt man
hk = 4〈Ψ−1(·−2k), f0〉 = 4〈(I4⊗A)Φ0(·−2k), DT0,kΦ0(·−2k)〉 = 4(I4⊗A)〈Φ0,Φ0〉D0,k .
Sei wiederum P die Permutationsmatrix (wie in Algorithmus 1a) zum Umordnen der
erzeugenden AB-Skalierungsfunktionen in V0, d. h.
(ΦT , Φ(· − ( 10))T , Φ(· − (01))T , Φ(· − (11))T )P = ΦT0 .
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Dann ergibt sich mit der in (2.17) definierten Gram’schen Matrix G von Φ die Gleichung
〈Φ0,Φ0〉 = PT (I4 ⊗ G)P. Also
hk = 4(I4 ⊗ A)PT (I4 ⊗ G)PD0,k .
Der Vektor hk entha¨lt nun alle lokalen Koeffizienten der vier orthogonalen Projektio-
nen von f0 in V ν−1 ⊕W ν−1, ν = 0, 1, 2, 3.
2. Ordne die Komponenten von hk ∈ R64 vom kleinsten Absolutbetrag bis hin zum
gro¨ßten, und berechne die entsprechende Permutation (p1, . . . , p64) der Indizes(1, . . . , 64). Wenn gewisse Werte in hk denselben Absolutbetrag haben, so nehme
den mit dem kleinsten Index zuerst.
3. Berechne eine invertierbare Matrix Ck ∈ R20×20, indem 20 Zeilen von R nach folgen-
dem Schema ausgewa¨hlt werden:
(a) Die erste Zeile von Ck ist die p1-te Zeile von R .
(b) Die zweite Zeile von Ck ist die p2-te Zeile von R , sofern sie linear unabha¨ngig
von der p1-ten Zeile von R ist. Andernfalls, betrachte die p3-te Zeile von R
etc. Allgemein verfahre fu¨r i = 1, 2, . . . wie folgt: Wenn die pi-te Zeile von R
linear unabha¨ngig von den bisher gewa¨hlten Zeilen ist, u¨bernehme diese Zeile
als na¨chste Zeile von Ck . Andernfalls gehe weiter zur pi+1-ten Zeile.
(c) Beende diese Prozedur, wenn 20 linear unabha¨ngige Zeilen von R u¨bernommen
wurden und Ck auf diese Weise vollsta¨ndig berechnet wurde. Die Eigenschaft
Rang(R) = 20 garantiert ein Ende dieser Prozedur.
4. Sei q = (q1, . . . , q20) der Vektor der Indizes der Zeilen von R , die in Ck u¨bernommen
wurden. Lo¨se das lineare System
Ck gk = −(D−1,k )q,
wobei (D−1,k )q die Komponenten aus D−1,k = (I4⊗A)D0,k mit den Indizes q1, . . . , q20
entha¨lt, und zwar in dieser Reihenfolge. Mit dem Ergebnisvektor gk sind wir in der
Lage, den gewu¨nschten du¨nnbesetzten Koeffizientenvektor D˜T−1,k = DT−1,k + gTk RT zu
berechnen.
Output: Neue du¨nne, lokale Darstellung D˜T−1,kΨ−1 von f |Qk in V−1 +W−1.
Der vierte Schritt des Algorithmus bewirkt, dass in der neuen Darstellung von f0 ∈ V0,
die durch D˜T−1,k bestimmt ist, mindestens 20 Waveletkoeffizienten verschwinden, und zwar
die, die zu den Indizes (q1, . . . , q20) geho¨ren.
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Abschließend zeigen wir zwei wesentliche Eigenschaften des vorgeschlagenen Algorith-
mus.
Satz 2.8. Die lokale, du¨nne Darstellung von f0 ∈ V0 in V−1 +W−1, die man mithilfe des
Algorithmus 2 erha¨lt, ist eindeutig, d. h., sie ha¨ngt nicht von der urspru¨nglichen redundanten
Darstellung von f0 in V0 ab.
Beweis. Die Komponenten des Funktionen-Vektors Ψν−1 bilden eine Basis von V ν−1 ⊕W ν−1
fu¨r jedes ν = 0, 1, 2, 3. Deshalb sind die lokalen Projektionen von f0 in V ν−1⊕W ν−1 eindeutig
darstellbar und ha¨ngen nicht von der Start-Darstellung von f0 in V0 ab. Das bedeutet, dass
auch die Matrix Ck , die im Schritt 3 von Algorithmus 2 berechnet wird, eindeutig bestimmt
ist. Unter Verwendung des Parameter-Vektors gk = −C−1k (D−1,k )q wie in Schritt 4 von
Algorithmus 2 berechnet, erha¨lt man aus f0 = DT−1,kΨ−1 die neue lokale Darstellung von f0
in V−1 +W−1,
f0 = [DT−1,k − (D−1,k )Tq (C−1k )TRT ]Ψ−1,
die nach Konstruktion 20 Null-Koeffizienten korrespondierend zu den Indizes (q1, . . . , q20)
besitzt. D. h. die Komponenten ψq1 , . . . , ψq20 in dem Funktionen-VektorΨ−1 = (ψµ)64µ=1 werden
nicht mehr fu¨r die Darstellung von f0 beno¨tigt. Sei nun f0 = DˆT−1,kΨ−1 eine zweite Darstellung
von f0 in V−1+W−1, dann existiert ein Vektor b ∈ R20 mit DˆT−1,k = DT−1,k+bTRT . Algorithmus
2 liefert die Darstellung
f0 = [DˆT−1,k − (Dˆ−1,k )Tq (C−1k )TRT ]Ψ−1
= [DT−1,k + bTRT − [(D−1,k )Tq + bTRTq ](C−1k )TRT ]Ψ−1
= [DT−1,k − (D−1,k )Tq (C−1k )TRT ]Ψ−1,
wegen bTRTq (C−1k )TRT = bTCTk (C−1k )TRT = bTRT nach Konstruktion. Hier bezeichnet
bTRTq ∈ R20 den Teilvektor von bTRT ∈ R64 bestehend aus den Eintra¨gen (q1, . . . , q20).
Satz 2.9. Sei f konstant auf dem Bildquadrat Qk = [2k1, 2k1 + 2) × [2k2, 2k2 + 2) fu¨r k =(k1, k2)T ∈ I2. Dann liefert Algorithmus 2 eine optimale Darstellung von f in V−1 +W−1.
Beweis. Sei f ≡ c auf Qk mit einem gewissen c ∈ R. Dann kann f in V0 dargestellt werden
durch
f = c · (1T16, 0T16, 0T16, 0T16) Φ0.
Nach Satz 2.8 ko¨nnen wir unsere Untersuchung auf diese Darstellung von f reduzieren.
Nun wenden wir Algorithmus 2 an und zeigen, dass der resultierende Koeffizientenvektor
eine minimale Anzahl von Nichtnull-Elementen entha¨lt. Wenn wir den ersten Schritt von
Algorithmus 2 ausfu¨hren und die orthogonalen Projektionen von f in V ν−1⊕W ν−1, ν = 0, 1, 2, 3,
berechnen, erhalten wir den Vektor hk = c (wT , wT , wT , wT ) mit wT ∈ R16 aus (2.34). Man
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kann sich schnell klar machen, dass im zweiten Schritt des Algorithmus der Vektor hk die
Permutation
p = (2, 3, 4, 6, 7, 8, 10, 11, 12, . . . , 62, 63, 64, 1, 5, 9, . . . , 57, 61)
liefert. O. B. d. A. seien die Zeilen von U durch die Abha¨ngigkeitsgleichungen auf Seite 55
gegeben, und zwar auch in der dort aufgefu¨hrten Reihenfolge. Eine einfache Rechnung gema¨ß
Schritt 3 des Algorithmus 2 zeigt, dass die 48 Zeilen mit den Indizes (2, 3, 4, . . . , 62, 63, 64)
von R = (I4 ⊗ A)UT genau 15 linear unabha¨ngige Zeilen enthalten. Diese werden fu¨r die
Berechnung der ersten 15 Zeilen von Ck benutzt. Die letzten 5 Zeilen von Ck kommen aus
den Zeilen aus R mit den Indizes (1, 9, 17, 33, 41).
Schließlich wenden wir den vierten Schritt von Algorithmus 2 an, und erhalten mit
D−1,k = c (I4 ⊗ A)(1T16, 0T16, 0T16, 0T16) = c (wT , 0T16, 0T16, 0T16)
den Vektor (D−1,k )q = 2c(e16 + e17), weil nur die Komponenten in D−1,k mit den Indizes
q16 = 1 und q17 = 9, die die 16te und 17te Zeile von Ck angeben, Nichtnull-Werte sind.
Hier bezeichnen wir mit eµ := (δµ,ν )20ν=1 den µ-ten Einheitsvektor der La¨nge 20. Mit
wT1 := (2, 0, 0, 0, 2, 0, 0, 0, 0T8 ) ∈ R16, wT2 := wT − wT1 ,
haben die 16te und 17te Zeile der Matrix (R C−1k )T die Form 12 (wT1 ,−wT2 , 0T16, 0T16) und12 (wT2 , wT2 , 0T16,−wT ). Man erha¨lt schließlich
f = [DT−1,k − (D−1,k )Tq (C−1k )TRT ]Ψ−1
= c · [(wT , 0T16, 0T16, 0T16)− (wT1 ,−wT2 , 0T16, 0T16)− (wT2 , wT2 , 0T16,−wT )]Ψ−1
= c · (0T16, 0T16, 0T16, wT )Ψ−1.
Dies ist eine optimale du¨nne Darstellung von f mit nur vier Nichtnull-Koeffizienten.
2.2.5 Anwendung in der Bildverarbeitung
In diesem Abschnitt wenden wir die hergeleiteten Algorithmen zur Entsto¨rung und Ap-
proximation von digitalen Bildern an. Beide Anwendungen basieren auf der effizienten
Multiskalen-Zerlegung mittels der entwickelten Filterbank. Als Testbilder dienen uns wie-
der das stu¨ckweise konstante Bild mit geometrischen Figuren und das ”pepper“-Bild ausder Klasse der natu¨rlichen Bilder. Wir vergleichen unsere Ergebnisse mit der Curvelet- und
Contourlet-Methode. Zu diesem Zweck haben wir die MATLAB-Toolboxen von den Inter-
netseiten www.curvelet.org und www.ifp.uiuc.edu/~minhdo/software/ genutzt.
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Abbildung 2.11: Entsto¨rung eines synthetischen Bildes. (a) Gesto¨rt, PSNR 22.08 dB, (b)
Unsere Methode, PSNR 33.12 dB, (c) Curvelets, PSNR 32.18 dB, (d) Contourlets, PSNR
29.91 dB.
Bildentsto¨rung Die beiden Testbilder der Gro¨ße 256×256 in Abbildung 2.11 und 2.12 sind
mit einem Gauß’schen Rauschen der Sta¨rke σ = 20 gesto¨rt. Nach der Anwendung des Zerle-
gungsalgorithmus 1a werden die Waveletkoeffizienten einem globalen Hard-Thresholding mit
dem Schwellwert λ = σ√log(N)/2 unterzogen. Dabei gibt N die Anzahl der Pixel des Bildes
an. Auf diese Weise erhalten wir ein gutes Entsto¨rungsergebnis im synthetischen Bild 2.11,
weil die verschieden gerichteten Bildkanten gut detektiert werden. Selbst fu¨r natu¨rliche Bil-
der wie das ”pepper“-Bild liefern die gerichteten Haarwavelets akzeptable Resultate, wennauch keine exzellenten. Immerhin wird in Abbildung 2.12 deutlich, dass der PSNR-Wert un-
serer Methode in der gleichen Gro¨ßenordnung wie bei der Curvelet-Methode liegt und die
Contourlet-Methode sogar u¨bertrifft.
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Abbildung 2.12: Entsto¨rung des ”pepper“-Bildes. (a) Gesto¨rt, PSNR 22.08 dB, (b) UnsereMethode, PSNR 28.00 dB, (c) Curvelets, PSNR 28.14 dB, (d) Contourlets, PSNR 26.16 dB.
Bildapproximation Wa¨hrend bei der Bildentsto¨rung die vierfache Redundanz unseres Wa-
veletframes hilfreich war, reduzieren wir bei der Bildapproximation die vorherrschenden Re-
dundanzen mithilfe des Algorithmus 1b. Auf diese Weise ko¨nnen wir die Redundanz von 4
auf 2,74 verringern. Konkret bedeutet dies z. B. fu¨r das ”pepper“-Bild in Abbildung 2.14, dasswir nach der Zerlegung 179.780 Koeffizienten haben. (Das Ausgangsbild hat 2562 = 65.536
Pixelwerte). Die gleiche Gro¨ßenordnung beobachten wir auch bei der diskreten Curvelet-
Transformation: Dort erha¨lt man 185.344 Koeffizienten, was einer Redundanz von 2,83 ent-
spricht. Die Contourlet-Transformation erreicht eine bemerkenswert geringe Redundanz von
1,3 (das sind 86.016 Koeffizienten) und liefert damit auch die beste Approximation fu¨r un-
sere Testbilder. In Abbildung 2.13 rekonstruieren wir das synthetische Bild aus den 1.311
betragsma¨ßig gro¨ßten Koeffizienten; das ”pepper“-Bild in Abbildung 2.14 wird mit 6.554 Ko-effizienten dargestellt.
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Abbildung 2.13: Approximation eines synthetischen Bildes mit 2 % der urspru¨nglichen Koeffi-
zienten. (a) Originalbild, (b) Unsere Methode, PSNR 31.82 dB, (c) Curvelets, PSNR 26.77 dB,
(d) Contourlets, PSNR 34.13 dB.
Insbesondere bei dem ”pepper“-Bild werden die Dreiecksstrukturen der verwendeten AB-Wavelets deutlich. Diese Artefakte ko¨nnten mit einem geeigneten Postprocessing-Schritt
behoben werden, vergleiche Kapitel 4.
2.3 Charakterisierung von Tight-Frames mittels der Polyphasen-
Matrix
Das im vorhergehenden Abschnitt konstruierte Waveletsystem kann als vektorwertiger
Parseval-Frame verstanden werden, wenn wir die 16 Mutterwavelets in einen Funktionen-
vektor schreiben. Das motiviert uns, die Frame-Untersuchungen fu¨r vektorwertige Wavelets
(Multiwavelets) vorzunehmen, deren Notation wir schon auf Seite 17 eingefu¨hrt haben.
In diesem Unterkapitel zeigen wir, dass die Unitarita¨t der Polyphasen-Matrix ein Kri-
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Abbildung 2.14: Approximation des ”pepper“-Bildes mit 10 % der urspru¨nglichen Koeffizienten.(a) Originalbild, (b) Unsere Methode, PSNR 27.80 dB, (c) Curvelets, PSNR 25.51 dB, (d)
Contourlets, PSNR 32.12 dB.
terium ist, um die Tight-Frame-Eigenschaft eines vektorwertigen Waveletsystems im Fre-
quenzbereich zu u¨berpru¨fen. Diese Aussage ist eine Variante der Extension Principles, die
wir in Kapitel 1.2 beleuchtet hatten. Nach einer kurzen Erla¨uterung der Extension Princip-
les im vektorwertigen Fall beweisen wir die Hauptaussage des Kapitels und erla¨utern dann
den engen Zusammenhang zwischen der Modulations- und Polyphasen-Darstellung. Ganz
am Ende benutzen wir das Resultat, um auch im Frequenzbereich zu zeigen, dass die im
vorhergehenden Abschnitt betrachteten, gerichteten Haarwavelets auf Dreiecken in der Tat
einen Parseval-Frame bilden.
2.3.1 Die Extension Principles
Die u¨blichen Methoden zur Konstruktion und Charakterisierung von Waveletframes sind die
Extension Principles. Wie bereits oben erwa¨hnt, sind diese Ansa¨tze Verallgemeinerungen der
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klassischen Aussagen, dass die ONB-Eigenschaft eines Waveletsystems a¨quivalent ist zur
Unitarita¨t der entsprechenden Modulationsmatrix. Im Abschnitt 1.2 hatten wir die Extension
Principles fu¨r skalarwertige Wavelets im multivariaten Fall formuliert.
Das Zusammenspiel der Symbole la¨sst sich auch auf den vektorwertigen Fall u¨bertragen.
Zuna¨chst betrachten wir wieder den klassischen Fall einer MRA, bei der die Skalierungsfunk-
tionen eine ONB des V0 generieren. Hier gilt folgende Charakterisierung des Waveletsystems
im Frequenzbereich.
Satz 2.10 (Multiwavelets im multivariaten Fall). Der Funktionenvektor Φ = (φ0, . . . , φr−1) ∈(L2(Rd))r generiere eine ONB-MRA fu¨r L2(Rd), und Φ erfu¨lle eine Verfeinerungsgleichung
Φˆ(ω) = H0(ωA−1) Φˆ(ωA−1), ω ∈ Rˆd,
fu¨r eine r × r-Matrix H0, deren Eintra¨ge 2π-periodische Polynome sind. Dann gilt:
Die durch Ψˆl(ω) = Hl(ωA−1) Φˆ(ωA−1) definierten Multiwavelets generieren eine ONB
des L2(Rd) genau dann, wenn
M(ω) = [Hl(ω+ 2πγTj A−1)]| detA|−1l,j=0
unita¨r ist, wobei die Matrizen Hl, l = 1, . . . , | detA| − 1, 2π-periodisch sind.
Dieser Satz ist die Verallgemeinerung von Satz 1.9 im vektorwertigen Fall, er kann z. B.
in [CHM04] gefunden werden. In den letzten Jahren sind auch die Extension Principles auf den
Fall von Multiwavelets u¨bertragen worden. Diese U¨bertragung liegt nicht unmittelbar auf der
Hand, weil eine Faktorisierung der Symbole, wie man sie von den skalaren Funktionen kennt,
fu¨r matrixwertige Symbole schwierig ist. In [Han08] ist das allgemeinste der vier Extension
Principles, das MOEP, fu¨r vektorwertige Wavelets im multivariaten Fall bewiesen worden.
Wir werden in diesem Kapitel das UEP und das OEP fu¨r Multiwavelets im multivariaten
Fall mit Hilfe der Polyphasen-Matrix formulieren, dabei stu¨tzen wir uns auf unsere Arbeit
[Kro09b].
Die Betrachtung der Polyphasen-Matrix P(ω) aus (1.15) hat sowohl in der Filterbank-
Theorie als auch in der Waveletanalysis gewisse Vorteile gegenu¨ber der Verwendung der Mo-
dulationsmatrixM(ω). Wie bereits in Kapitel 1.3 erwa¨hnt, liefert die Polyphasen-Darstellung
unmittelbar eine effiziente Filterbank, indem das Eingangssignal in zwei Phasen zerlegt wird
und die Wavelettransformation auf zwei Signale halber La¨nge angewendet werden kann (fu¨r
d = 1 und A = 2). In der Waveletanalysis hat die Polyphasen-Matrix eine große Bedeutung
durch das Lifting-Schema bei vektorwertigen Wavelets bekommen. Man stellt na¨mlich fest,
dass die Modulationsmatrix eine besondere Struktur hat: Die gesamte Information ist bereits
in der ersten Spalte enthalten, die anderen Spalten erha¨lt man aus der ersten Spalte durch
Translation der trigonometrischen Polynome. Wenn wir eine neue Matrix, deren Eintra¨ge tri-
gonometrische Polynome sind, mit der Modulationsmatrix multiplizieren, um neue Wavelets
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u¨ber diese neue Modulationsmatrix zu konstruieren, so muss diese Matrix eine bestimmte
Struktur aufweisen. Im Gegensatz dazu, ist dies bei der Polyphasen-Matrix nicht der Fall.
Sie ist unstrukturiert, und damit erha¨lt man mehr Freiheit, einen Matrix-Faktor zu finden,
mit dem die neuen Wavelets erzeugt werden ko¨nnen. Wir verweisen an dieser Stelle auf
das Buch von Keinert [Kei04] u¨ber vektorwertige Wavelets. In Kapitel 9 werden dort die ver-
schiedenen Faktorisierungs-Methoden der Symbole vorgestellt, um im Frequenzbereich neue
Wavelets mit gewu¨nschten Eigenschaften zu generieren. Außerdem findet man dort eine Fu¨lle
von weiterfu¨hrenden Literaturangaben.
2.3.2 Die Polyphasen-Matrix und die Tight-Frame-Eigenschaft
Der folgende Satz, das Hauptresultat des gesamten Unterkapitels 2.3, zeigt, dass die Uni-
tarita¨t der Polyphasen-Matrix die Tight-Frame-Eigenschaft eines Multiwaveletsystems ga-
rantiert.
Satz 2.11 (UEP in der Polyphasen-Darstellung). Sei Φ ein Skalierungsfunktionen-Vektor,
der eine Matrix-Verfeinerungsgleichung Φˆ(ω) = H0(ωA−1) Φˆ(ωA−1) erfu¨llt. Weiter soll
‖Φˆ(0)‖22 = 1 und limj→∞ ‖Φˆ(ωAj )‖22 = 0 gelten.
Dann gilt: Wenn die Polyphasen-Matrix P(ω) unita¨r ist fu¨r fast alle ω ∈ Rˆd, so erzeugen
die Multiwavelets
{| detA|j/2ψli (Aj · −k) : l = 1, . . . , L− 1; i = 0, . . . , r − 1; j ∈ Z; k ∈ Zd},
die mittels Ψˆl(ω) = Hl(ωA−1)Φˆ(ωA−1) definiert sind, einen Tight-Frame des L2(Rd), d. h. es
gibt eine Konstante C > 0 mit
C ‖f‖22 =∑
j∈Z
∑
k∈Zd
L−1∑
l=1
r−1∑
i=0 |〈f, | detA|j/2ψli (Aj · −k)〉|2 ∀ f ∈ L2(Rd).
Beweis. Wir verwenden die Parseval’sche Gleichung 〈f, g〉 = 1(2π)d/2 〈fˆ , gˆ〉, wobei 〈·, ·〉 dasu¨bliche Skalarprodukt in L2(Rd) ist, und erhalten damit fu¨r die rechte Seite
∑
j∈Z
∑
k∈Zd
L−1∑
l=1
r−1∑
i=0 |〈f, | detA|j/2ψli (Aj · −k)〉|2
= ∑
j,k,l,i
| 1(2π)d/2 〈fˆ , | detA|−j/2ψˆli (·A−j )e−i·A−jk〉|2
= 1(2π)d ∑
j,l,i
| detA|j ∑
k∈Zd
|〈fˆ(·Aj )ψˆli , e−i·k〉|2
= 1(2π)d ∑
j,l,i
| detA|j ∫
Rˆd
|fˆ(ωAj )|2|ψˆli (ω)|2 dω. (2.35)
Im letzten Schritt haben wir wieder die Parseval’sche Gleichung in der Gestalt∑
k∈Zd
|〈gˆ, e−i·k〉|2 = ‖gˆ‖22 = ∫
Rˆd
|gˆ(ω)|2dω, ∀g ∈ L2(Rd),
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benutzt. Im Folgenden betrachten wir in (2.35) zuna¨chst die Summe∑L−1l=1 ∑r−1i=0 |ψˆli (ω)|2. Mit
der Vektor-Schreibweise ‖Ψˆl(ω)‖22 =∑r−1i=0 |ψˆli (ω)|2 bekommen wir den Ausdruck
L−1∑
l=1
r−1∑
i=0 |ψˆ
l
i (ω)|2 = L−1∑
l=1 ‖Ψˆl(ω)‖22 =
L−1∑
l=1 ‖H
l(ωA−1)Φˆ(ωA−1)‖22
= L−1∑
l=1 Φˆ(ωA−1)
T
Hl(ωA−1)THl(ωA−1)Φˆ(ωA−1).
Jetzt machen wir Gebrauch von der Zerlegung des Symbols Hl(ωA−1) in (1.14) in sei-
ne m Polyphasen-Komponenten, wobei Γ = {γ0, . . . , γm−1} mit m = | detA| die Re-
pra¨sentantenmenge des Gitters Z2 war.
L−1∑
l=1
r−1∑
i=0 |ψˆ
l
i (ω)|2 = Φˆ(ωA−1)T L−1∑
l=1
 1
| detA|1/2 ∑
γ∈Γ e
−iωA−1γHlγ(ω)
T
 1
| detA|1/2 ∑
γ′∈Γe
−iωA−1γ′Hlγ′(ω)
 Φˆ(ωA−1)
= Φˆ(ωA−1)T 1| detA| ∑
γ,γ′∈Γe
−iωA−1(γ′−γ)(L−1∑
l=1 H
l
γ(ω)THlγ′(ω)
) Φˆ(ωA−1).
Wegen der vorausgesetzten Unitarita¨t der Polyphasen-Matrix wird dieser Ausdruck mit Hilfe
von (1.17) zu
L−1∑
l=1
r−1∑
i=0 |ψˆ
l
i (ω)|2 = Φˆ(ωA−1)T 1| detA| ∑
γ,γ′∈Γe
−iωA−1(γ′−γ)
·
(
δγ,γ′ Ir×r −H0γ(ω)TH0γ′(ω)) Φˆ(ωA−1)
= Φˆ(ωA−1)T m| detA| Φˆ(ωA−1)
− Φˆ(ωA−1)T 1| detA| ∑
γ,γ′∈Γe
−iωA−1(γ′−γ)H0γ(ω)TH0γ′(ω)Φˆ(ωA−1)
= ‖Φˆ(ωA−1)‖22 − Φˆ(ωA−1)TH0(ωA−1)TH0(ωA−1)Φˆ(ωA−1)
= ‖Φˆ(ωA−1)‖22 − Φˆ(ω)T Φˆ(ω) = ‖Φˆ(ωA−1)‖22 − ‖Φˆ(ω)‖22
= r−1∑
i=0
(
|φˆi(ωA−1)|2 − |φˆi(ω)|2) .
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Setzen wir diesen Ausdruck nun in (2.35) ein, erhalten wir
∑
j∈Z
∑
k∈Zd
L−1∑
l=1
r−1∑
i=0 |〈f, | detA|j/2ψli (Aj · −k)〉|2
= 1(2π)d ∑
j∈Z
| detA|j ∫
Rˆd
|fˆ(ωAj )|2 r−1∑
i=0
(
|φˆi(ωA−1)|2 − |φˆi(ω)|2)dω
= 1(2π)d
∫
Rˆd
|fˆ(ω)|2∑
j∈Z
r−1∑
i=0
(
|φˆi(ωA−(j+1))|2 − |φˆi(ωA−j )|2)dω.
Fu¨r die Teleskopsumme kann man gema¨ß der Voraussetzungen an Φˆ und A folgende Umfor-
mungen vornehmen:
∑
j∈Z
r−1∑
i=0
(
|φˆi(ωA−(j+1))|2 − |φˆi(ωA−j )|2)
= lim
j→∞
r−1∑
i=0 |φˆi(ωA−(j+1))|2 − limj→−∞
r−1∑
i=0 |φˆi(ωA−j )|2
= lim
j→∞
r−1∑
i=0 |φˆi(ωA−j )|2 − limj→∞
r−1∑
i=0 |φˆi(ωAj )|2= ‖Φˆ(0)‖22 − lim
j→∞
‖Φˆ(ωAj )‖22 = 1.
Also erhalten wir insgesamt durch Verwendung von Plancherels Formel im letzten Schritt
∑
j∈Z
∑
k∈Zd
L−1∑
l=1
r−1∑
i=0 |〈f, | detA|j/2ψli(Aj · −k)〉|2 =
1(2π)d
∫
Rˆd
|fˆ(ω)|2 dω = 1(2π)d ‖fˆ‖22 = ‖f‖22.
Mit einer analogen Beweisfu¨hrung kann man das allgemeinere Konzept des OEPs fu¨r
multivariate verfeinerbare Funktionen-Vektoren beweisen.
Satz 2.12 (OEP in der Polyphasen-Darstellung). Sei Φ ein Skalierungsfunktionen-Vektor,
der die Matrix-Verfeinerungsgleichung Φˆ(ω) = H0(ωA−1)Φˆ(ωA−1) erfu¨llt. Daru¨ber hinaus
nehmen wir an, dass S(ω) eine r × r-Matrix sei, deren Eintra¨ge trigonometrische Polynome
sind, so dass ‖S(0)Φˆ(0)‖22 = 1 und limj→∞ ‖S(ωAj )Φˆ(ωAj )‖22 = 0 erfu¨llt sind.
Dann gilt: Wenn fu¨r alle γ, γ′ ∈ Γ und fu¨r fast alle ω ∈ Rˆd die Bedingung
H0γ(ω)TS(ω)TS(ω)H0γ′(ω) + L−1∑
l=1 H
l
γ(ω)THlγ′(ω) = δγ,γ′S(ωA−1)TS(ωA−1),
erfu¨llt ist, bilden die Multiwavelets {| detA|j/2ψli (Aj ·−k) : l = 1, . . . , L−1; i = 0, . . . , r−1; j ∈
Z; k ∈ Zd}, die mittels Ψˆl(ω) = Hl(ωA−1)Φˆ(ωA−1) definiert sind, einen Tight-Frame des
L2(Rd).
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2.3.3 Zusammenhang zwischen Polyphasen- und Modulations-Darstellung
Es besteht wegen (1.14) ein enger Zusammenhang zwischen der Modulationsmatrix M(ω)
und der Polyphasen-Matrix P(ω). Im Fall von skalaren, verfeinerbaren Funktionen ko¨nnen
wir diesen Zusammenhang mithilfe einer Matrixmultiplikation ausdru¨cken.
Lemma 2.13. Sei M(ω) = [Hl(ω + 2πγ˜TA−1)]L−1l=0,γ˜∈Γ die Modulationsmatrix und P(ω) =[Hlγ(ω)]L−1l=0,γ∈Γ die Polyphasen-Matrix der skalaren, verfeinerbaren Skalierungs- und Wave-
letfunktionen. Dann gilt die Beziehung
M(ω) = P(ωA)U, (2.36)
wobei
U = 1| detA|1/2 [e−i(ω+2πγ˜TA−1)γ ]γ,γ˜∈Γ
eine unita¨re Matrix der Gro¨ße m × m ist. Deshalb gilt: M(ω) ist unita¨r genau dann, wenn
P(ω) unita¨r ist fu¨r fast alle ω ∈ Rˆd.
Beweis. Wir betrachten den (l, j)-ten Eintrag der Matrixgleichung (2.36). Es ist
Hl(ω+ 2πγ˜Tj A−1) = m−1∑
s=0 H
l
γs
(ωA) · 1
m1/2e−i(ω+2πγ˜
T
j A
−1)γs = 1
m1/2
m−1∑
s=0 e
−i(ω+2πγ˜Tj A−1)γs Hlγs (ωA)
Wir nutzen die 2π-Periodizita¨t der Polyphasen-Symbole Hlγ(ω) aus und erhalten
Hl(ω+ 2πγ˜Tj A−1) = 1m1/2
m−1∑
s=0 e
−i(ω+2πγ˜Tj A−1)γs Hlγs(ωA+ 2πγ˜Tj ).
Das ist genau die Polyphasen-Zerlegung der Symbole Hl(ω+ 2πγ˜Tj A−1) in (1.27).
Beispiel 2.14. Wir betrachten die Verfeinerungsgleichung im univariaten Fall (d = 1, L =2, A = m = 2), auch 2-Skalen-Gleichung genannt. Hier zerlegen wir die beiden Symbole
Hl, l = 0, 1, in gerade und ungerade Polyphasen-Komponenten, so dass gilt
M(ω) = (H0(ω) H0(ω+ π)
H1(ω) H1(ω+ π)
) = (H00 (2ω) H01 (2ω)
H10 (2ω) H11 (2ω)
) 1√2
( 1 1
e−iω −e−iω
)
.
Im Fall von vektorwertigen Funktionen ist eine solche Matrix-Multiplikations-Darstellung
zwischen M und P nicht mo¨glich. Trotzdem existiert eine enge Verbindung, die unter Aus-
nutzung der besonderen Blockstruktur beider Matrizen beschrieben werden kann. Das for-
mulieren wir im Lemma 2.16, fu¨r dessen Beweis wir die folgende Proposition beno¨tigen. Um
die Notation zu vereinfachen, definieren wir den Ausdruck ek,j := e−i(ω+2πγTj A−1)γk fu¨r alle
k, j = 0, . . . , m− 1, wobei m = |Γ| = | detA| war.
Proposition 2.15. (i) Es gilt:
∑m−1
j=0 ek,jek ′,j = m δk,k ′ ∀ k, k ′ = 0, . . . , m− 1.
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(ii) Fu¨r festes j = 0, . . . , m− 1 sind die ek,j , k = 0, . . . , m− 1, linear unabha¨ngig.
(iii) Fu¨r Matrizen Ak,k ′ ∈ Rr×r, k, k ′ = 0, . . . , m− 1, gilt∑m−1
k ′=0 Ak,k ′ek ′,j = ek,j Ir×r ∀ j, k = 0, . . . , m− 1
⇔ Ak,k ′ = δk,k ′ Ir×r ∀ k, k ′ = 0, . . . , m− 1.
Beweis. (i) folgt aus [Jia99, Lemma 2.1]; (ii) und (iii) sind Folgerungen aus (i).
Lemma 2.16. SeiM(ω) die Modulationsmatrix der Gro¨ße rL×rm und P(ω) die Polyphasen-
Matrix der verfeinerbaren, vektorwertigen Funktionen mit Vielfachheit r.
Dann gilt: M(ω) ist unita¨r genau dann, wenn P(ω) unita¨r ist fu¨r fast alle ω ∈ Rˆd.
Beweis. Sei M(ω) unita¨r, d. h.
L−1∑
l=0 H
l(ω+ 2πγ˜Ti A−1)THl(ω+ 2πγ˜Tj A−1) = δi,j Ir×r,
fu¨r i, j = 0, . . . , m − 1. Zerlegen wir nun die Symbole Hl in ihre Polyphasen-Anteile, so
erhalten wir mit (1.16)
1
| detA|
L−1∑
l=0
(
m−1∑
k=0 ek,iH
l
γk
(ωA))T (m−1∑
k ′=0 ek ′,jH
l
γk′
(ωA)) = δi,j Ir×r
⇔ 1
m
m−1∑
k,k ′=0 ek,i
(
L−1∑
l=0 H
l
γk
(ωA)THlγk′ (ωA)
)
ek ′,j = δi,j Ir×r.
Mit Ak,k ′ :=∑L−1l=0 Hlγk (ωA)THlγk′ (ωA) und Proposition 2.15(i) bekommt man
1
m
m−1∑
k=0 ek,i
(
m−1∑
k ′=0Ak,k ′ek ′,j
) = 1
m
m−1∑
k=0 ek,iek,j Ir×r,
was gema¨ß Proposition 2.15(ii) und (iii) a¨quivalent ist zu Ak,k ′ = δk,k ′ Ir×r fu¨r alle k, k ′ =0, . . . , m− 1. Nach Definition von Ak,k ′ bedeutet das gerade Unitarita¨t von P(ωA), und damit
auch Unitarita¨t von P(ω).
Das UEP in der u¨blichen Modulations-Darstellung ist also a¨quivalent zu dem UEP, das
wir mit der Polyphasen-Matrix formuliert haben.
2.3.4 Polyphasen-Untersuchung des gerichteten Haarwavelet-Frames
Im Kapitel 2.2 haben wir ein Waveletsystem konstruiert, das aus nicht-separablen, ge-
richteten Haarwavelets besteht, die kompakte Dreieckstra¨ger im Zeitbereich besitzen. Die
Tight-Frame-Eigenschaft des Systems haben wir in Satz 2.6 mit Argumenten im Zeitbe-
reich bewiesen. Die Ergebnisse des vorigen Abschnitts erlauben uns nun eine Tight-Frame-
Charakterisierung mittels der Polyphasen-Matrix im Frequenzbereich.
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Dafu¨r benutzen wir die Vektor-Schreibweise der konstruierten AB-Skalierungsfunktionen
und AB-Wavelets.
Fu¨r jedes i = 0, . . . , 15, j ∈ Z und k ∈ Z2, erfu¨llen die Haar-artigen AB-
Skalierungsfunktionen die Verfeinerungsgleichungen (2.14) bzw. (2.15), die in der Vektor-
schreibweise mit Φ := (φi)15i=0 die Gestalt
Φ(x) = 2 ∑
k∈Z2
M0k Φ(2x − k), x ∈ R2, (2.37)
haben, wobei M0k Matrix-Koeffizienten der Gro¨ße 16× 16 der Maske {M0k}k∈Z2 sind, und als
Eintra¨ge nur 0 oder 1/2 enthalten. Fu¨r die Multiwavelets Ψl := (ψli )15i=0 gilt analog
Ψl(x) = 2 ∑
k∈Z2
Mlk Φ(2x − k), x ∈ R2, l = 1, 2, 3, (2.38)
wobei die Matrix-Koeffizienten Mlk in diesem Fall die Werte 0, 1/2 und −1/2 enthalten.
Um das UEP anzuwenden, beno¨tigen wir die Darstellung der Funktionen im Fre-
quenzbereich. Die Fouriertransformierten der einzelnen AB-Skalierungsfunktionen φi,j,k =2jφi(2j · −k) ko¨nnen einfach berechnet werden durch
φˆi,j,k (ω) = 2−je−i ω2j k φˆi (ω2j ) .
Wir beschra¨nken uns wieder exemplarisch auf das Dreieck U0. Dort haben z. B. die Verfei-
nerungsgleichungen (2.12) und (2.20)-(2.21) im Frequenzbereich die Form
φˆ0(ω) = 14
(
φˆ0 (ω2 )+ e−iω2
( 01)φˆ0 (ω2 )+ e−iω2
( 01)φˆ1 (ω2 )+ e−iω2
( 12)φˆ9 (ω2 )
)
,
ψˆ10(ω) = 14
(
φˆ0 (ω2 )+ e−iω2
( 01)φˆ0 (ω2 )− e−iω2
( 01)φˆ1 (ω2 )− e−iω2
( 12)φˆ9 (ω2 )
)
,
ψˆ20(ω) = 14
(
φˆ0 (ω2 )− e−iω2
( 01)φˆ0 (ω2 )− e−iω2
( 01)φˆ1 (ω2 )+ e−iω2
( 12)φˆ9 (ω2 )
)
,
ψˆ30(ω) = 14
(
φˆ0 (ω2 )− e−iω2
( 01)φˆ0 (ω2 )+ e−iω2
( 01)φˆ1 (ω2 )− e−iω2
( 12)φˆ9 (ω2 )
)
.
In Multiwavelet-Schreibweise sind die Symbole von (2.37) und (2.38) mit Ψ0 := Φ durch
Ψˆl(ω) = Hl (ω2 ) Ψˆ0 (ω2 ) , l = 0, . . . , 3,
gegeben. Die Symbole Hl sind wegen des kompakten Tra¨gers der Funktionen endliche Sum-
men
Hl(ω) = 12 ∑
k∈Z2
Mlk e
−iωk ,
die in ihre Polyphasen-Anteile zerlegt werden ko¨nnen. Und zwar ist gema¨ß (1.14)
Hl(ω) = 12
(
Hl( 00)e
−iω( 00) +Hl( 10)e−iω
( 10) +Hl( 01)e−iω
( 01) +Hl( 11)e−iω
( 11))
= 12
(
Hl( 00) +Hl( 10)e−iω1 +Hl( 01)e−iω2 +Hl( 11)e−i(ω1+ω2)
)
,
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weil fu¨r die Dilatationsmatrix A = 2I2 das Gitter Z2 in m = 4 Co-Mengen zerlegt werden
kann, die jeweils durch einen Vektor aus Γ = {(00) ,( 10) ,( 01) ,( 11)} repra¨sentiert werden.Mit der Absicht, eine mo¨glichst einfache Polyphasen-Matrix zu erhalten, verschieben wir
die Framefunktionen wieder so, dass ihre Tra¨ger in [0, 1]2 liegen, d. h. wir betrachten die
translatierten Versionen von φi bzw. von ψli in dem Funktionenvektor
Ψlt := (ψl0, . . . , ψl3, ψl4(· − (01)), . . . , ψl7(· − ( 01)),
ψl8(· − (11)), . . . , ψl11(· − (11)), ψl12(· − (10)), . . . , ψl15(· − (10)))T ,
fu¨r l = 0, 1, 2, 3 und ψ0i = φi. Es ist klar, dass dieser Funktionenvektor dieselbe Frame-MRA
erzeugt und damit dasselbe Waveletsystem. Dann hat die zu Ψlt, l = 0, 1, 2, 3, geho¨rende
Polyphasen-Matrix der Gro¨ße 64× 64 die folgende Blockstruktur
P(ω) := [Hlγ(ω)]3l=0,γ∈Γ =

H0( 00) H0( 10) H0( 01) H0( 11)
H1( 00) H1( 10) H1( 01) H1( 11)
H2( 00) H2( 10) H2( 01) H2( 11)
H3( 00) H3( 10) H3( 01) H3( 11)

,
Die verschiedenen Blo¨cke Hlγ sind 16× 16-Matrizen gema¨ß dieses Schemas:
γ = ( 00) γ = ( 10) γ = ( 01) γ = ( 11)
l = 0 I4 0 0 0 D1 0 D2 0 D0 0 D3 0 D4 0 0 00 D1 0 D2 0 D4 0 0 0 I4 0 0 0 D0 0 D30 0 D4 0 D3 0 D0 0 D2 0 D1 0 0 0 I4 00 D3 0 D0 0 0 0 I4 0 0 0 D4 0 D2 0 D1
l = 1 I4 0 0 0 D˜1 0 −D2 0 D˜0 0 −D3 0 D˜4 0 0 00 D˜1 0 −D2 0 D˜4 0 0 0 I4 0 0 0 D˜0 0 −D30 0 D˜4 0 −D3 0 D˜0 0 −D2 0 D˜1 0 0 0 I4 00 −D3 0 D˜0 0 0 0 I4 0 0 0 D˜4 0 −D2 0 D˜1
l = 2 I4 0 0 0 −D1 0 D2 0 −D0 0 D3 0 −D4 0 0 00 −D1 0 D2 0 −D4 0 0 0 I4 0 0 0 −D0 0 D30 0 −D4 0 D3 0 −D0 0 D2 0 −D1 0 0 0 I4 00 D3 0 −D0 0 0 0 I4 0 0 0 −D4 0 D2 0 −D1
l = 3 I4 0 0 0 −D˜1 0 −D2 0 −D˜0 0 −D3 0 −D˜4 0 0 00 −D˜1 0 −D2 0 −D˜4 0 0 0 I4 0 0 0 −D˜0 0 −D30 0 −D˜4 0 −D3 0 −D˜0 0 −D2 0 −D˜1 0 0 0 I4 00 −D3 0 −D˜0 0 0 0 I4 0 0 0 −D˜4 0 −D2 0 −D˜1
mit
D0 := 12

1 1 0 00 0 0 00 0 0 00 0 0 0
 , D˜0 := 12

1 −1 0 00 0 0 00 0 0 00 0 0 0
 , D1 := 12

0 0 0 00 0 0 00 0 1 10 0 0 0
 ,
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D˜1 := 12

0 0 0 00 0 0 00 0 1 −10 0 0 0
 , D2 := 12

0 0 0 00 0 0 00 0 0 10 0 1 0
 , D3 := 12

0 1 0 01 0 0 00 0 0 00 0 0 0
 ,
D4 := 12

0 0 0 01 1 0 00 0 0 00 0 1 1
 , D˜4 := 12

0 0 0 0
−1 1 0 00 0 0 00 0 −1 1
 .
In dem Schema kann man leicht sehen, dass die verschiedenen Spalten der Polyphasen-
Matrix orthogonal zueinander sind. Dies liegt an der speziellen Blockstruktur. Damit ist also
P(ω) unita¨r. Die Anwendung von Satz 2.11 (mit d = 2, r = 16, A = 2I2, L = m = 4) liefert
nun in der Tat, dass die konstruierten Haarwavelets auf Dreiecken einen Parseval-Frame fu¨r
den Raum L2(R2) bilden.
2.4 Waveletframes mit beliebig vielen Richtungen
In diesem Unterkapitel wollen wir Waveletsysteme betrachten, die eine noch ho¨here Rich-
tungssensitivita¨t aufweisen als die bisher konstruierten Waveletframes. Es ist sinnvoll, die
Anzahl der Richtungen von dem jeweiligen Zerlegungslevel abha¨ngig zu machen. Auf diese
Weise ist man bei der zugeho¨rigen Filterbank in der Lage, die Richtungssensitivita¨t (und
damit die Redundanz) des Waveletsystems zu regulieren. Genauer gesagt, in jedem Level
j ≥ 0 verwenden wir 2j+2 Richtungen; das bedeutet, die Anzahl der Richtungen vom groben
zum feineren Level wird verdoppelt. Diese Eigenschaft zeichnet auch die Shearletsysteme aus
(siehe [ELL08]), bei den Curvelet- und Contourletsystemen verdoppeln sich die Richtungen
nur in jedem zweiten Level.
Wir verallgemeinern unseren Dreiecksansatz aus Kapitel 2.1 und 2.2, indem wir in den
feineren Leveln schmalere Dreieckszerlegungen zulassen. Dazu verwenden wir die Matrizen
A = (4 00 2
)
und S = (1 10 1
)
.
Die parabolische Dilatationsmatrix A bewirkt, dass die Dreiecksfla¨chen in jedem Level um den
Faktor vier in x1-Richtung und um den Faktor zwei in x2-Richtung kleiner werden. Durch
die Schermatrix S erzeugen wir die verschiedenen Richtungen, wir konstruieren also ein
Shearletframe, wobei die Shearlets im Zeitbereich einen kompakten Tra¨ger auf Dreiecken
haben.
2.4.1 Konstruktion von Skalierungs- und Waveletfunktionen
Wie in den vorigen Kapiteln beginnen wir mit der Zerlegung der R2-Ebene in geeignete
Dreiecke, auf denen wir die Skalierungsfunktionen als Indikatorfunktionen definieren. Aller-
dings a¨ndern wir hier die bisherige Indizierung der Dreiecke bzw. der korrespondierenden
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Abbildung 2.15: Dreieckstra¨ger der Mutter-Skalierungsfunktionen im Level j = 0. (a) Tra¨ger
von oφ0 und oφ1. (b) Tra¨ger der u¨brigen Skalierungsfunktionen.
Skalierungs- und Waveletfunktionen. Zuna¨chst zerlegen wir die Ebene in vier Kegel, die
durch die beiden Hauptdiagonalen x1 = x2 und x1 = −x2 begrenzt sind. Die beiden Mutter-
Skalierungsfunktionen im oberen Kegel sind die charakteristische Funktion auf dem Dreieck
U0 = conv{(00
)
,
(11
)
,
(01
)} := {x ∈ R2 : 0 ≤ x2 ≤ 1, 0 ≤ x1 ≤ x2} ,
also
oφ0(x) = oφ0(x1, x2) := 2χ[0,1] (x1
x2
)
χ[0,1](x2),
sowie ihre gescherte Version oφ1(x) := oφ0(S−1x). Die an der x1-Achse gespiegelten Versio-
nen von oφ0 und oφ1 sind die Mutter-Skalierungsfunktionen des unteren Kegels
uφ0(x) := oφ0(−x) und uφ1(x) := oφ1(−x),
siehe Abbildung 2.15(a). Das voran- und tiefgestellte ”u“ soll die Skalierungsfunktionen im
unteren Kegel bezeichnen, ebenso wie das ”o“ die des oberen Kegels bezeichnete. Analogsind die Mutter-Skalierungsfunktionen in den horizontalen Kegeln durch
lφ0(x1, x2) = oφ0(x2,−x1) und lφ1(x1, x2) = oφ1(−x2,−x1), sowie
rφ0(x1, x2) = oφ0(−x2, x1) und rφ1(x1, x2) = oφ1(x2, x1)
definiert, wie Abbildung 2.15(b) anschaulich darstellt. Das entspricht dem Ansatz in Kapitel
2.1; vergleiche dazu Abbildung 2.15(b) mit Abbildung 2.1(a).
Fu¨r jede dieser Funktionen ko¨nnen wir uns die verfeinerten Versionen anschauen, indem
wir mit Aj , j ≥ 0, skalieren. Zusa¨tzlich erlauben wir Scherungen mit Si fu¨r −2j + 1 ≤ i ≤ 2j
und Translationen um k ∈ Z2. Die allgemeinen Skalierungsfunktionen im Level j ≥ 0 sind
also wieder Funktionen mit zusammengesetzer Dilatation [GLL+06,Lim06]
oφi,j,k (x) := | detA|j/2oφi(Ajx − k) = | detA|j/2oφ0(Si(Ajx − k)), (2.39)
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Abbildung 2.16: (a) Die verfeinerten Skalierungsfunktionen im Level j = 1. (b) Illustration
der Verfeinerung von oφ0.
und fu¨r die Skalierungsfunktionen der anderen drei Kegel ”u“, ”l“ und ”r“ analog. So erhaltenwir fu¨r j = 1 in jedem Kegel vier feinere Dreiecksfunktionen durch die Scherungen i =
−1, 0, 1, 2, siehe Abbildung 2.16(a). Das entspricht dem Ansatz in Kapitel 2.2; vergleiche
dazu Abbildung 2.16(a) mit Abbildung 2.5(a).
Bei den Verfeinerungsgleichungen beno¨tigen wir entweder Funktionen aus dem vertikalen
Doppelkegel oder aus dem horizontalen. Deshalb ko¨nnen wir uns im Folgenden auf den
vertikalen Doppelkegel (”o“ und ”u“) beschra¨nken. Anhand der Verfeinerungsgleichungenwerden wir erkennen ko¨nnen, dass es sich bei unserer Konstruktion um ”echte“ Shearletshandelt, also um Funktionen, die nur mit Hilfe ihrer gescherten Versionen verfeinerbar sind.
Fu¨r die Verfeinerungen beno¨tigen wir eine Art Kommutativita¨t der beiden Matrizen A
und S. Es gilt
ASi = S2i A fu¨r i ∈ Z. (2.40)
Damit sind wir in der Lage die Verfeinerungsgleichungen anzugeben, wir beschra¨nken uns
hier auf den Fall des oberen Kegels, die anderen Gleichungen lauten a¨hnlich. Die um-
fangreiche allgemeine Gleichung wird deutlicher, wenn man sich zuvor in Abbildung 2.16(b)
anschaulich macht, wie oφ0 mittels 8 feinerer Skalierungsfunktionen oφi,1,k und uφi,1,k fu¨r
i = −1, 0, 1, 2 und k ∈ {(00) ,(01) ,( 21) ,( 22)} verfeinert wird. Es gilt hier na¨mlich mit
| detA|j/2 = 23j/2
oφ0 = 2−3/2(oφ0,1,( 00) + oφ0,1,( 01) + oφ0,1,( 21) + oφ−1,1,( 00) + oφ−1,1,( 01) + oφ−1,1,( 21)
+uφ0,1,( 22) + uφ−1,1,( 22)
)
. (2.41)
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Allgemein gilt nun fu¨r j ≥ 0,−2j + 1 ≤ i ≤ 2j und k ∈ Z2 nach (2.39)
oφi,j,k = 23j/2oφ0(Si(Aj · −k)).
Wir ko¨nnen also die Verfeinerung von oφi,j,k auf die von oφ0 zuru¨ckfu¨hren. Dazu setzen wir
das Argument Si(Aj · −k) in die Verfeinerungsgleichung von φ0 in (2.41) ein
oφi,j,k = 23j/2 (oφ0(ASi(Aj · −k)) + oφ0(ASi(Aj · −k)− (01)) + oφ0(ASi(Aj · −k)− (21))+ oφ0(S−1ASi(Aj · −k)) + oφ0(S−1(ASi(Aj · −k)− ( 01))) + oφ0(S−1(ASi(Aj · −k)− (21)))+uφ0(ASi(Aj · −k)− (22)) + uφ0(S−1(ASi(Aj · −k)− ( 22)))) .
Unter Verwendung von (2.40) und anschließendem Ausklammern von S2i bzw. S2i+1 ko¨nnen
wir diesen Ausdruck umschreiben zu
oφi,j,k = 23j/2 (oφ0(S2i(Aj+1 · −Ak)) + oφ0(S2i(Aj+1 · −(Ak + S−2i(01
))))
+ oφ0(S2i(Aj+1 · −(Ak + S−2i(21
)))) + oφ0(S2i−1(Aj+1 · −Ak))
+ oφ0(S2i−1(Aj+1 · −(Ak + S−2i(01
)))) + oφ0(S2i−1(Aj+1 · −(Ak + S−2i(21
))))
+uφ0(S2i(Aj+1 · −(Ak + S−2i(22
)))) + uφ0(S2i−1(Aj+1 · −(Ak + S−2i(22
))))) .
Wenden wir (2.39) an, so erhalten wir schließlich
oφi,j,k = 2−3/2 (oφ2i,j+1,Ak + oφ2i,j+1,Ak+S−2i( 01) + oφ2i,j+1,Ak+S−2i( 21)+ oφ2i−1,j+1,Ak + oφ2i−1,j+1,Ak+S−2i( 01) + oφ2i−1,j+1,Ak+S−2i( 21)
+uφ2i,j+1,Ak+S−2i( 22) + uφ2i−1,j+1,Ak+S−2i( 22)
)
. (2.42)
Analog ergibt sich
uφi,j,k = 2−3/2 (uφ2i,j+1,Ak + uφ2i,j+1,Ak−S−2i( 01) + uφ2i,j+1,Ak−S−2i( 21)+ uφ2i−1,j+1,Ak + uφ2i−1,j+1,Ak−S−2i( 01) + uφ2i−1,j+1,Ak−S−2i( 21)
+oφ2i,j+1,Ak−S−2i( 22) + oφ2i−1,j+1,Ak−S−2i( 22)
)
. (2.43)
Wir fu¨hren jetzt die bevorzugte Vektor-Notation ein. Der Vektor der Skalierungsfunktio-
nen (fu¨r den vertikalen Doppelkegel) im Level j = 0 hat die Form
Φ0(· − k) := (oφ0,0,k , oφ1,0,k , uφ0,0,k , uφ1,0,k )T .
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Im na¨chstfeineren Level verdoppelt sich die Anzahl der Skalierungsfunktionen, man erha¨lt
Φ1(· − k) := (oφ−1,1,k , oφ0,1,k , oφ1,1,k , oφ2,1,k , uφ−1,1,k , uφ0,1,k , uφ1,1,k , uφ2,1,k )T .
Die vektorwertige Verfeinerungsgleichung lautet
Φ0 = 23/2 ∑
k∈Z2
M01,k Φ1(· − k)
mit den Matrix-Koeffizienten M0j+1,k ∈ R4×8 der Maske {M01,k}k∈Z2 , die sich aus (2.42) und
(2.43) ergeben. Die Verdoppelung der Anzahl der Skalierungsfunktionen fu¨hrt zu einer insta-
tiona¨ren MRA, bei der sich in jedem Skalierungslevel die Dimension der Matrix-Koeffizienten
verdoppelt. Fu¨r ein beliebiges Level j ∈ Z gilt die Verfeinerung
Φj = 23/2 ∑
k∈Z2
M0j+1,k Φj+1(· − k)
mit M01,k ∈ R2j+2×2j+3 und den Funktionen-VektorenΦj (· − k) = (oφ−2j+1,j,k , . . . , oφ2j ,j,k , uφ−2j+1,j,k , . . . , uφ2j ,j,k )T ∈ (L2(R2))2j+2
und Φj+1 ∈ (L2(R2))2j+3 entsprechend. Im Frequenzbereich hat die Skalierungsgleichung die
Form Φˆj (ω) = H0j+1(ωA−1) Φˆj+1(ωA−1)
mit dem Symbol H0j (ω) = 2−3/2∑k∈Zd M0j,k e−iωk . Die zugeho¨rigen Wavelet-Vektoren fu¨r
l = 1, . . . , 7 (wegen | detA| − 1 = 7),
Ψlj (· − k) := (oψl−2j+1,j,k , . . . , oψl2j ,j,k , uψl−2j+1,j,k , . . . , uψl2j ,j,k )T ∈ (L2(R2))2j+2 ,
erkla¨ren wir in naheliegender Weise u¨ber die Verfeinerungsgleichung
Ψlj = 23/2 ∑
k∈Z2
Mlj+1,k Φj+1(· − k), l = 1, . . . , 7,
mit den matrixwertigen Waveletkoeffizienten Mlj+1,k ∈ R2j+2×2j+3 der sieben Wavelet-Masken
{Mlj+1,k}k∈Z2 , l = 1, . . . , 7. Und zwar besteht jede Koeffizientenmatrix Mlj+1,k aus den Ein-
tra¨gen 1√8 oder − 1√8 , die so angeordnet sind, dass sie der Haarwavelet-Konstruktion fu¨r alle
j ∈ Z,−2j + 1 ≤ i ≤ 2j , k ∈ Z2 entsprechen:

oφi,j,k
oψ
1
i,j,k
oψ
2
i,j,k
oψ
3
i,j,k
oψ
4
i,j,k
oψ
5
i,j,k
oψ
6
i,j,k
oψ
7
i,j,k

:= 1√8

1 1 1 1 1 1 1 11 1 1 1 −1 −1 −1 −11 1 1 −1 −1 −1 −1 11 1 −1 1 −1 1 −1 −11 −1 −1 −1 1 −1 1 11 −1 −1 1 −1 1 1 −11 −1 −1 −1 1 1 1 −11 −1 1 −1 1 −1 −1 1


oφ2i,j+1,Ak
oφ2i,j+1,Ak+S−2i( 01)
oφ2i,j+1,Ak+S−2i( 21)
oφ2i−1,j+1,Ak
oφ2i−1,j+1,Ak+S−2i( 01)
oφ2i−1,j+1,Ak+S−2i( 21)
uφ2i,j+1,Ak+S−2i( 22)
uφ2i−1,j+1,Ak+S−2i( 22)

.
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Beachte, dass die erste Zeile genau der Verfeinerungsgleichung (2.42) entspricht. Die Ver-
feinerungsgleichung der Wavelets im Frequenzbereich lautet
Ψˆlj (ω) = Hlj+1(ωA−1) Φˆj+1(ωA−1), l = 1, . . . , 7,
mit den Waveletsymbolen Hlj (ω) = 2−3/2∑k∈Zd Mlj,k e−iωk . Wir erkennen, dass es sich bei
den Wavelets in der Tat um Shearlets handelt, wenn wir in Analogie zu (2.39) die Schreib-
weise
oψ
l
i,j,k (x) = 23j/2oψl0(Si(Ajx − k)), l = 1, . . . , 7,
verwenden, wobei j ≥ 0, −2j + 1 ≤ i ≤ 2j und k ∈ Z2 gilt. Ebenso erha¨lt man die Shearlet-
darstellung fu¨r die anderen drei Kegel ”u“, ”l“ und ”r“.
2.4.2 Die Polyphasen-Matrix und die Tight-Frame-Eigenschaft
Wir wollen die Frame-Eigenschaft des Shearletsystems wieder mit der Unitarita¨t der
Polyphasen-Matrix beweisen. Wir verallgemeinern dazu Satz 2.11 fu¨r den Fall von insta-
tiona¨ren MRAs. Weil sich die Anzahl der Skalierungsfunktionen bzw. der Shearlets in jedem
Level vera¨ndert, vera¨nderen sich auch die Symbole und mithin die Polyphasen-Matrix. An-
statt einmal die Unitarita¨t der Polyphasen-Matrix zu u¨berpru¨fen, mu¨ssen wir jetzt in jedem
Level j ≥ 0 aufs Neue die Unitarita¨t der Polyphasen-Matrix Pj (ω) zeigen. Mit r(j) bezeich-
nen wir im folgenden Satz die La¨nge der Funktionenvektoren im Level j. In unserem Fall ist
r(j) = 2j+2, wie wir oben gesehen haben.
Satz 2.17 (UEP in der Polyphasen-Darstellung im instationa¨ren Fall). Sei Φj der Vektor, der
die Skalierungsfunktionen im Level j ≥ 0 entha¨lt und der eine Matrix-Verfeinerungsgleichung
Φˆj (ω) = H0j+1(ωA−1) Φˆj+1(ωA−1)
erfu¨llt. Weiter soll ‖Φˆj (0)‖22 = 1 und limj→∞ ‖Φˆj (ωAj )‖22 = 0 gelten. Dann gilt: Wenn die
Polyphasen-Matrizen Pj (ω) in jedem Level j ≥ 0 unita¨r sind fu¨r fast alle ω ∈ Rˆd, so
erzeugen die Multiwavelets
{| detA|j/2ψli(Aj · −k) : l = 1, . . . , L− 1; j ≥ 0; i = 0, . . . , r(j)− 1; k ∈ Zd},
die mittels Ψˆlj (ω) = Hlj+1(ωA−1) Φˆj+1(ωA−1) definiert sind, einen instationa¨ren Tight-Frame
des L2(Rd), d. h. es gibt eine Konstante C > 0 mit
C ‖f‖22 =∑
j≥0
∑
k∈Zd
L−1∑
l=1
r(j)−1∑
i=0 |〈f, | detA|j/2ψli (Aj · −k)〉|2 ∀ f ∈ L2(Rd).
Beweis. Der Beweis verla¨uft analog zu dem Beweis von Satz 2.11. Wir mu¨ssen lediglich
anstatt der Vektoren Φˆ, Ψˆl und Symbole Hl die levelabha¨ngigen Versionen Φˆj , Ψˆlj und Hlj
betrachten, l = 0, . . . , L− 1.
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Um diesen Satz auf unser Shearletsystem anwenden zu ko¨nnen, mu¨ssen wir die
Polyphasen-Matrizen Pj (ω) := [Hlj,γ ]7l=0,γ∈Γ bestimmen. Unsere Untersuchungen aus den
Abschnitten 2.1 bis 2.3 legen folgende Vermutung nahe.
Vermutung 2.18. Das Shearletsystem
{oψli,j,k , uψli,j,k , lψli,j,k , rψli,j,k : l = 1, . . . , 7; j ≥ 0; i = −2j + 1, . . . , 2j ; k ∈ Z2},
ist ein instationa¨rer Tight-Frame des L2(Rd).
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Die konstruierten Wavelets auf Dreiecken sind wegen ihrer hohen Richtungssensitivita¨t gut
geeignet um gerichtete Bildkanten zu adaptieren. Allerdings besitzen die Haar-a¨hnlichen
Wavelets nur ein verschwindendes Moment. Anders ausgedru¨ckt: Die stu¨ckweise konstanten
Skalierungsfunktionen reproduzieren nur stu¨ckweise konstante Funktionen. Die Approxima-
tionsqualita¨t ko¨nnte weiter verbessert werden, wenn wir die Regularita¨t der Wavelets bzw.
der zugeho¨rigen Skalierungsfunktionen erho¨hen ko¨nnten. In diesem Abschnitt stellen wir
einen ersten Ansatz in diese Richtung vor. Wir konstruieren dazu auf einem Dreiecksgitter
ein Paar aus linearen Splinefunktionen, deren Verfeinerbarkeit auf natu¨rlichem Weg zu einer
Folge von Approximationsra¨umen fu¨hrt, die eine Riesz-MRA des L2(R2) bildet. Aber weder
Skalierungs- noch Waveletfunktionen sind nunmehr orthogonal zu ihren Translationen, so
dass duale Funktionen betrachtet werden mu¨ssen. Dabei stellt es sich als schwierig heraus,
solche dualen Skalierungsfunktionen und Wavelets zu finden, denen eine biorthogonale MRA
zugrunde liegt.
4-Richtungs-Gitter Unsere erste Dreieckskonstruktion im Abschnitt 2.1 bevorzugte neben
den beiden Achsenrichtungen die Hauptdiagonalen, so dass ein 4-Richtungs-Gitter ent-
stand, das in der Literatur triangulierte Quadrangulierung [GH06, LS07] genannt wird, weil
man es durch das Einfu¨gen von Diagonalen in einem Quadrat konstruieren kann. Genauer
gesagt, haben wir das Quadrat [−1/2, 1/2]2 mithilfe der Diagonalen in acht Dreiecke gleichen
Fla¨cheninhalts zerlegt. Unter Beru¨cksichtigung der Translationen wurde auf diese Weise ein
Gitter erzeugt, das durch die Gitterlinien
x = i/2, y = i/2, x + y = i, x − y = i (i ∈ Z),
definiert ist. Im na¨chst gro¨beren Level haben wir dann konstante Skalierungsfunktionen be-
trachtet, die auf dem gro¨beren Gitter
x = i, y = i, x + y = 2i, x − y = 2i (i ∈ Z),
”lebten“. Das zeigt, dass die Verfeinerung bzw. Vergro¨berung des Gitters mithilfe der Dila-tationsmatrix A = 2I2 geschah.
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In diesem Kapitel verwenden wir zur Konstruktion der linearen Spline-Wavelets erneut
ein 4-Richtungs-Gitter, allerdings leicht modifiziert gema¨ß dem Ansatz von Goodman et al.
in [GLT93]. Das Gitter ∆ besteht dabei aus Dreiecksfla¨chen T ∈ ∆, die durch die Gitterlinien
x = i, y = i, x + y = i, x − y = i (i ∈ Z) (2.44)
bestimmt sind. Dieses Gitter ist bekannt unter den Bezeichnungen ”crisscross lattice“ oder
”∆(2)-Triangulierung“ bzw. ”Typ-2-Triangulierung“. Durch das Gitter ∆ wird ein Spline-Raum
S01(∆) := {s ∈ C0(R2) ∩ L2(R2) : s|T ∈ Π1, T ∈ ∆} ,
generiert, wobei Π1 = {p : p(x, y) = αx + βy+ γ, α, β, γ ∈ R} der Raum der linearen biva-
riaten Funktionen ist.
Verbindung zu anderen Methoden Einen scho¨nen U¨berblick u¨ber verschiedene Ansa¨tze
in der Literatur fu¨r die Konstruktion von verfeinerbaren, multivariaten Splinefunktionen mit
kompakten Tra¨ger bieten die Arbeiten [GH06] und [LS07].
Was die Konstruktion von stu¨ckweise, linearen Wavelets auf Triangulierungen angeht,
sind zuna¨chst die Box-Splines [dBHR93] zu nennen. Der erhebliche Nachteil ist, dass ihre
Z
2-Translationen keine Basis fu¨r den Raum S01(∆) bilden, weil sie kein Erzeugendensystem
sind [dBHR93, Kapitel 2]. Außerdem sind die Box-Splines auf dem 4-Richtungs-Gitter nicht
mehr stabil, d. h. sie erfu¨llen nicht die Riesz-Bedingung (1.3), vgl. [CJS94].
In den letzten Jahren gab es verschiedene Versuche, ein Splinesystem auf dem 4-
Richtungs-Gitter zu finden, das die Basiseigenschaft erfu¨llt. Die ersten Konstruktionen ei-
nes solchen Splinepaares (φ1, φ2), das den Raum S01(∆) generiert, finden sich in den schon
erwa¨hnten Arbeiten von Goodman et al. [GLT93,Goo97]. Bereits in [GLT93] berechnen Good-
man, Lee und Tang auch ein dazugeho¨riges Prewavelet-Paar, das allerdings einen großen
Tra¨ger besitzt und nicht explizit angegeben wird.
In [DGH00] wurde die Riesz-MRA, die von dem Splinepaar erzeugt wird, in eine ONB-
MRA u¨berfu¨hrt. Dazu bediente man sich einer verflochtenen MRA (intertwining MRA). Al-
lerdings werden die Approximationsra¨ume nun nicht mehr nur von zwei, sondern von zehn
Mutter-Skalierungsfunktionen generiert. Die zugeho¨rigen Wavelets sind nicht betrachtet
worden.
Floater und Quak [FQ01] nehmen die fehlende Orthogonalita¨t der Basis-
Knotenfunktionen von S01(∆) in Kauf und konstruieren auf elegante Weise eindeutige Prewa-
velets, die aus der Summe von zwei sogenannten ”Semiwavelets“ enstehen (nicht zu verwech-seln mit semiorthogonalen Wavelets!). Auch hier besteht der Nachteil in den verha¨ltnisma¨ßig
großen Tra¨gern der Funktionen.
Wir ziehen ebenso eine einfache Rieszbasis einer komplizierten ONB vor, und versuchen
Prewavelets mit sehr kleinem Tra¨ger und mit einer vollsta¨ndigen MRA-Struktur zu konstru-
ieren, die auch in der Bildverarbeitung anwendbar sind. Dazu geho¨ren insbesondere die
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dualen Skalierungsfunktionen und Wavelets, deren Masken fu¨r den Zerlegungsalgorithmus
der Filterbank notwendig sind. Dieser Aspekt ist in allen bisherigen Arbeiten fu¨r die ∆(2)-
Triangulierungen vollsta¨ndig vernachla¨ssigt worden, vermutlich aufgrund der großen Tra¨ger
der Funktionen, was die Konstruktion von biorthogonalen Funktionen recht schwierig macht.
Außerdem wird unser Waveletraum W0 im Unterschied zu u¨blichen Waveletkonstruktionen2Z2-translationsinvariant sein.
Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass es auch Waveletkonstruktionen ho¨herer Re-
gularita¨t auf ∆(2)-Triangulierungen gibt. Spline-Wavelets quadratischer Ordnung beruhen auf
dem bekannten Zwart-Powell-Element [Zwa73,Pow74], Wavelets kubischer Ordnung wurden
z. B. in [BDG03] untersucht. Aber auch in diesen Fa¨llen wurde unseres Wissens bisher nicht
die duale MRA betrachtet.
2.5.1 Konstruktion eines linearen Splinepaares
Die Gitterlinien des in (2.44) definierten Gitters ∆ schneiden sich in den Knoten Z2 ∪(
Z
2 + ( 12 , 12)). Zu diesen Knoten definieren wir die stetigen und auf den Dreiecksfla¨chen
T ∈ ∆ linearen Knotenfunktionen, die an einem Knoten den Wert 1 annehmen und an allen
anderen Gitterpunkten gleich Null sind. Sei
φ1(x, y) :=

2x, x ≤ y ≤ 1− x,2y, y ≤ x, y ≤ 1− x,2− 2x, 1− x ≤ y ≤ x,2− 2y, x ≤ y, 1− x ≤ y,
fu¨r (x, y) ∈ [0, 1)2 und außerhalb [0, 1)2 gleich Null. Wegen φ1(1/2, 1/2) = 1 ist die Pyra-
midenfunktion φ1 die Knotenfunktion zum Knoten (1/2, 1/2). Ihre Z2-Translationen sind die
Knotenfunktionen an den Gitterpunkten Z2 + ( 12 , 12). Weiter sei
φ2 := φ1(Q−1(· −( 0−1
)))
mit der Quincunx-Matrix Q = ( 1 −11 1 ) die Knotenfunktion an der Stelle (0, 0), d. h. es gilt
φ2(0, 0) = 1. Ihre Translationen sind die Knotenfunktionen an den Gitterpunkten Z2.
Wie in Abbildung 2.17 dargestellt gilt suppφ1 = conv{(00) ,( 10) ,( 01) ,( 11)} und damitauch
suppφ2 = Q suppφ1 + ( 0−1) =
(1 −11 1
)
conv{(00) ,(10) ,( 01) ,( 11)}+ ( 0−1)
= conv{( 00) ,( 11) ,(−11 ) ,(02)}+ ( 0−1) = conv{( 0−1) ,(10) ,(−10 ) ,(01)} .
Wir zeigen nun, dass dieses Splinepaar mit seinen Z2-Translationen eine Basis
B := {φ1(· − k), φ2(· − k) : k ∈ Z2}
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φ1
(1, 0) x1
x2(0, 1)
φ2
(1, 0) x1
x2(0, 1)
Abbildung 2.17: Tra¨ger der Spline-Skalierungsfunktionen φ1 und φ2.
fu¨r den Raum S01(∆) erzeugt. Dazu beschra¨nken wir uns zuna¨chst auf die quadratischen
Gebiete [−1, 1]2 +m fu¨r m ∈ 2Z2.
Satz 2.19. Das System
B|[−1,1]2+m := {φ|[−1,1]2+m : φ ∈ B , supp φ ∩ ((−1, 1)2 +m) 6= ∅}
ist eine Basis fu¨r S01(∆)|[−1,1]2+m fu¨r jedes m ∈ 2Z2.
Beweis. 1. Erzeugendensystem: Es ist klar, dass eine auf T ∈ ∆ lineare Funktion als Li-
nearkombination der drei Knotenfunktionen dargestellt werden kann, die an jeweils einem
Eckpunkt von T gleich 1 sind und an den anderen beiden Eckpunkten verschwinden. Wie oben
erwa¨hnt, liegen die Eckpunkte der Dreiecke T ∈ ∆ auf dem Knotengitter Z2∪(Z2 + (12 , 12)),dessen Knotenfunktionen nach Konstruktion die Translationen der Splinefunktionen φ1 und
φ2 sind.
2. Lineare Unabha¨ngigkeit: Sei o. B. d. A. m = 0. Es gilt die DimensionsformeldimS01(∆)|[−1,1]2 = 13 nach [Chu88]. Wir u¨berlegen uns jetzt, welche Funktionen φ ∈ B
einen Tra¨ger haben, der eine nichtleere Schnittmenge mit (−1, 1)2 besitzt. Das sind genau
13 Funktionen, und zwar φ1(· − k) fu¨r k = ( 00) ,(−10 ) ,( 0−1) ,(−1−1) , sowie φ2(· − k) fu¨r
k = (00) ,(−10 ) ,( 0−1) ,(−1−1) ,(10) ,( 01) ,( 11) ,(−11 ) ,( 1−1). Daraus folgt die lineare Un-abha¨ngigkeit.
Nun verlassen wir das beschra¨nkte Gebiet [−1, 1]2 und betrachten die komplette Ebene
des R2.
Satz 2.20. Das System B = {φ1(· − k), φ2(· − k) : k ∈ Z2} ist eine Rieszbasis des S01(∆).
Beweis. Sei
f = ∑
k∈Z2
α1k φ1(· − k) + α2k φ2(· − k)
mit ‖α‖2
l2 :=∑k∈Z2,i=1,2 |αik |2 <∞. Weil R2 = ⋃m∈2Z2 [−1, 1]2 +m eine disjunkte Zerlegungvon R2 ist, gilt
‖f‖22 = ∫
R2 |f |
2 = ∑
m∈2Z2
∫
[−1,1]2+m |f |2 = ∑
m∈2Z2
∫
R2 |f |[−1,1]2+m|2 = ∑
m∈2Z2 ‖f |[−1,1]2+m‖
22. (2.45)
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Nach Satz 2.19 existiert eine Rieszbasis fu¨r S01(∆)|[−1,1]2+m, m ∈ 2Z2, d. h.
C1‖αm‖2l2 ≤ ‖f |[−1,1]2+m‖22 ≤ C2‖αm‖2l2 ∀f |[−1,1]2+m ∈ S01(∆)|[−1,1]2+m, (2.46)
wobei f |[−1,1]2+m =∑k∈Z2 α1m,kφ1(·−k)+α2m,kφ2(·−k) mit ‖αm‖2l2 :=∑k∈Z2,i=1,2 |αim,k |2 <∞.Außerdem sind die Konstanten C1 und C2 von m unabha¨ngig. Wir summieren jetzt (2.46) u¨ber
m ∈ 2Z2 und erhalten dann mit Hilfe von (2.45) fu¨r alle f ∈ S01(∆)
C1 ∑
m∈2Z2 ‖αm‖
2
l2 ≤ ‖f‖22 ≤ C2 ∑
m∈2Z2 ‖αm‖
2
l2 .
Weil die Translationen von φ2 einen Tra¨ger besitzen, der eine nichtleere Schnittmenge mit
ho¨chstens vier Quadraten [−1, 1]2 +m aufweist, gilt
C1‖α‖2l2 ≤ ‖f‖22 ≤ 4C2‖α‖2l2 .
Die beiden Splinefunktionen sollen uns als Skalierungsfunktionen dienen, deshalb
mu¨ssen wir ihre Verfeinerbarkeit sicherstellen. Wa¨hlen wir wieder die Dilatationsmatrix
A = 2I2, so finden wir
φ1 = 12 (φ1(2·) + φ1(2 · −( 10)) + φ1(2 · −( 01)) + φ1(2 · −(11)))+ φ2(2 · −(11)). (2.47)
und
φ2 = 12 (φ2(2 · −(10)) + φ2(2 · −(01)) + φ2(2 · −(−10 )) + φ2(2 · −( 0−1)))+φ1(·−(−1/2−1/2)).
Unter Verwendung von (2.47) ko¨nnen wir den letzten Teil der Verfeinerungsgleichung weiter
umformen zu
φ2 = 12 (φ2(2 · −(10)) + φ2(2 · −(01)) + φ2(2 · −(−10 )) + φ2(2 · −( 0−1)))+ 12 (φ1(2 · −(−1−1)) + φ1(2 · −( 0−1)) + φ1(2 · −(−10 )) + φ1(2·))+ φ2(2·). (2.48)
Die skalierten Splinefunktionen φ1(2·−k), φ2(2·−k), k ∈ Z2, sind linear auf dem verfeinerten
Gitter 12∆, das durch
x = i/2, y = i/2, x + y = i/2, x − y = i/2 (i ∈ Z)
erzeugt wird. Dann ist nun {φ1(2 · −k), φ2(2 · −k) : k ∈ Z2} eine Rieszbasis von S01( 12∆).Wa¨hlen wir
Vj := S01 ( 12j ∆
)
,
so ist {Vj}j∈Z eine Riesz-MRA fu¨r den L2(R2).
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Da B eine Rieszbasis von S01(∆) ist, existiert eine Menge
B˜ = {φ˜1(· − k), φ˜2(· − k) : k ∈ Z2}
von Splinefunktionen, die zu B dual sind, d. h. es gilt
〈φi(· − k), φ˜i′ (· − k ′)〉 = δi,i′δk,k ′‖φi‖22. (2.49)
Damit ist jedes f ∈ S01(∆) darstellbar als
f = ∑
i=1,2
k∈Z2
〈f, φ˜i(· − k)〉φi(· − k).
Zur Bestimmung der dualen Funktionen treffen wir weitere Annahmen. Zuna¨chst wa¨hlen wir
B˜ ⊂ S01
(12∆
) = V1. (2.50)
Weil S01( 12∆) sehr viel gro¨ßer als S01(∆) ist, kann B˜ nicht eindeutig bestimmt werden. Des-halb wa¨hlen wir als zusa¨tzliche Voraussetzungen an die biorthogonalen Funktionen die
Tra¨gereigenschaft
supp φ˜i ⊆ supp φi i = 1, 2. (2.51)
Dadurch erzwingen wir kleine Tra¨ger, was zu kleinen Filtermasken in der Zerlegungs-
Filterbank fu¨hrt. Mit den beiden Bedingungen (2.49) und (2.51) ko¨nnen wir die dualen Funk-
tionen aus dem Ansatz
φ˜i = ∑
k∈Z2
a˜ik φ1(2 · −k) + ∑
k∈Z2
b˜ik φ2(2 · −k) (2.52)
bestimmen, indem wir ein lineares Gleichungssystem fu¨r die Koeffizienten a˜ik und b˜ik aufstel-
len und lo¨sen. Und zwar erhalten wir (siehe Anhang B.2) schließlich
φ˜1 = 52φ2(2 · −(11))− 34 (φ1(2·) + φ1(2 · −(10)) + φ1(2 · −(01)) + φ1(2 · −(11))) (2.53)
φ˜2 = 72φ2(2·)− 14 (φ2(2 · −(10)) + φ2(2 · −(01)) + φ2(2 · −(−10 )) + φ2(2 · −( 0−1))+ φ1(2 · −(−1−1)) + φ1(2 · −( 0−1)) + φ1(2 · −(−10 )) + φ1(2·)) . (2.54)
Die beiden dualen Funktionen sind in Abbildung 2.18 dargestellt. Es gilt supp φ˜i = supp φi
fu¨r i = 1, 2. Vergleichen wir die beiden Formulierungen fu¨r φ˜1 und φ˜2 mit den Verfeinerungs-
gleichungen (2.47) und (2.48) von φ1 und φ2, so erhalten wir sofort die kompakte Darstellung
φ˜1 = 4φ2(2 · −(11
))− 32φ1, (2.55)
φ˜2 = 4φ2(2·)− 12φ2. (2.56)
86 2.5. Ausblick: Stetige Wavelets auf Dreiecken
0 0.2 0.4 0.6
0.8 10
0.5
1
−1
−0.5
0
0.5
1
1.5
2
2.5
x1 axis
x2 axis
−1 −0.5 0 0.5
1
−1
0
1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
x1 axis
x2 axis
Abbildung 2.18: Die biorthogonalen Splinefunktionen φ˜1 und φ˜2.
Beachte, dass φ˜i /∈ V0 gilt. Die Problematik dieses Ansatzes besteht darin, dass diese dualen
Funktionen keine biorthogonale MRA {V˜j}j∈Z generieren, denn die Approximationsra¨ume
V˜j := closL2(R2)span{φ˜i(· − k) : i = 1, 2; k ∈ Z2}
sind nicht ineinander geschachtelt, d. h. es gilt nicht V˜j ⊂ V˜j+1. Mit anderen Worten: Die bei-
den dualen Funktionen φ˜1 und φ˜2 sind nicht verfeinerbar! Dieses Problem ist auch in [BDG03]
ungelo¨st geblieben. Trotzdem ko¨nnen wir uns der Konstruktion der Wavelets zuwenden.
2.5.2 Konstruktion der linearen Spline-Wavelets
Wir verfolgen den u¨blichen Weg, zuna¨chst eine Waveletbasis fu¨r den Differenzenraum W0 zu
konstruieren. Danach lassen sich die weiteren Waveletra¨ume Wj leicht durch eine Dilatation
der erhaltenen Basisfunktionen ableiten.
Dazu suchen wir einen Raum W0, so dass die direkte (nicht orthogonale) Summe V0 +
W0 = V1 sowie die BedingungW0⊥V˜0 erfu¨llt ist. Zuna¨chst betrachten wir die erste Forderung
W0 = V1 − V0 = S01 (12∆
)
− S01(∆).
Sei nun f ∈ V1 gegeben, so kann f dargestellt werden als
f = ∑
i=1,2
k∈Z2
〈f, φ˜i(2 · −k)〉
‖φi(2·)‖22 φi(2 · −k). (2.57)
Die Projektion PV0f ∈ V0 ist dann
PV0f = ∑
i′=1,2
k ′∈Z2
〈f, φ˜i′ (· − k ′)〉
‖φi′‖22 φi′ (· − k ′)
= ∑
i′=1,2
k ′∈Z2
∑
i=1,2
k∈Z2
〈f, φ˜i(2 · −k)〉
‖φi(2·)‖22 〈φi(2 · −k), φ˜i′(· − k
′)〉
‖φi′‖22 φi′(· − k ′). (2.58)
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Nun soll die Differenz f −PV0f mit Wavelets dargestellt werden, wir subtrahieren also (2.58)
von (2.57) und erhalten
f − PV0f = ∑
i=1,2
k∈Z2
〈f, φ˜i(2 · −k)〉
‖φi(2·)‖22
φi(2 · −k)−
∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 φi′ (· − k ′)

 .
Die Funktionen in dem Klammerausdruck sind also Erzeugendenfunktionen von W0. Wir
definieren fu¨r k ∈ Z2 und i = 1, 2 die gesuchten Wavelets
ψi,k := φi(2 · −k)− ∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 φi′ (· − k ′), (2.59)
wobei wir sehen werden, dass die Wavelets nicht wie gewo¨hnlich Z2-translationsinvariant,
sondern 2Z2-translationsinvariant sind. Die Wavelets erfu¨llen gema¨ß Konstruktion auch die
zweite Bedingung W0⊥V˜0, denn fu¨r s = 1, 2 und l ∈ Z2 gilt
〈φ˜s(· − l), ψi,k〉 = 〈φ˜s(· − l), φi(2 · −k)〉 − 〈φ˜s(· − l), ∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 φi′(· − k ′)〉
= 〈φ˜s(· − l), φi(2 · −k)〉 − ∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 〈φ˜s(· − l), φi′(· − k ′)〉
= 〈φ˜s(· − l), φi(2 · −k)〉 − 〈φi(2 · −k), φ˜s(· − l)〉 = 0.
Aus der Definition der Wavelets (2.59) folgen sofort die Rekonstruktionsformeln fu¨r k ∈ Z2
und i = 1, 2:
φi(2 · −k) = ψi,k − ∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 φi′(· − k ′).
Dabei ist die Summe endlich, sie besitzt maximal neun Nichtnull-Koeffizienten, wie wir im
Folgenden sehen werden.
Die durch (2.59) definierten Wavelets haben fu¨r verschiedene Translationen unterschied-
liche Darstellungen, weil das Skalarprodukt 〈φi(2 · −k), φ˜i′(· − k ′)〉 in Abha¨ngigkeit von der
Translation k ∈ Z2 verschiedene Werte liefert und sogar ha¨ufig verschwindet. Konkret ko¨nnen
wir zwischen folgenden Translationen unterscheiden (die Herleitung ist im Anhang B.3 zu
finden):
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(a) k = ( 10)+ 2Z2
ψ1,k = φ1(2 · −k) + 132φ1(· − k−
( 10)2 )− 116φ2(· − k−
(
−10
)
2 ) + 1128φ2(· − k−
( 10)2 )
+ 1128φ2(· − k−
(
−1
−2
)
2 )
ψ2,k = φ2(2 · −k)− 116φ1(· − k−
( 10)2 )− 116φ1(· − k−
( 12)2 )− 132φ2(· − k−
( 10)2 )
− 132φ2(· − k−
(
−10
)
2 )
(b) k = ( 01)+ 2Z2
ψ1,k = φ1(2 · −k) + 132φ1(· − k−
( 01)2 )− 116φ2(· − k−
( 0
−1
)
2 ) + 1128φ2(· − k−
( 01)2 )
+ 1128φ2(· − k−
(
−2
−1
)
2 )
ψ2,k = φ2(2 · −k)− 116φ1(· − k−
( 01)2 )− 116φ1(· − k−
( 21)2 )− 132φ2(· − k−
( 01)2 )
− 132φ2(· − k−
( 0
−1
)
2 )
(c) k = ( 11)+ 2Z2
ψ1,k = φ1(2 · −k) + 132φ1(· − k−
( 11)2 )− 116φ2(· − k−
(
−1
−1
)
2 ) + 1128φ2(· − k−
( 1
−1
)
2 )
+ 1128φ2(· − k−
(
−11
)
2 )
ψ2,k = φ2(2 · −k)− 1716φ1(· − k−
( 11)2 ) + 3128
(
φ2(· − k−( 11)2 ) + φ2(· − k−
( 1
−1
)
2 )
+φ2(· − k−(−11 )2 ) + φ2(· − k−
(
−1
−1
)
2 )
)
(d) k ∈ 2Z2
ψ1,k = φ1(2 · −k) + 132φ1(· − k2 )− 116φ2(· − k2 ) + 1128φ2(· − k−
(
−20
)
2 )
+ 1128φ2(· − k−
( 0
−2
)
2 )
ψ2,k = φ2(2 ·−k)+ 364
(
φ1(· − k2 ) + φ1(· − k−
( 20)2 ) + φ1(· − k−
( 02)2 ) + φ1(· − k−
( 22)2 )
)
+ 1128
(
φ2(· − k−( 20)2 ) + φ2(· − k−
( 02)2 ) + φ2(· − k−
(
−20
)
2 ) + φ2(· − k−
( 0
−2
)
2 )
)
− 1316φ2(·− k2 )
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Abbildung 2.19: Die Tra¨ger der Mutterwavelets.
Diese acht Waveletfunktionen lassen sich als Mutterwavelets auffassen. Bezu¨glich der Trans-
lationen k ∈ 2Z2 ko¨nnen wir diese Funktionen wie folgt umschreiben:
ψ1 := ψ1,( 10), ψ2 := ψ2,( 10),
ψ3 := ψ1,( 01), ψ4 := ψ2,( 01),
ψ5 := ψ1,( 11), ψ6 := ψ2,( 11),
ψ7 := ψ1,( 00), ψ8 := ψ2,( 00).
Die Tra¨ger von ψl, l = 1, . . . , 8, sind in Abbildung 2.19 dargestellt. Dass
D ∗0 := {ψl(· − k) : l = 1, . . . , 8; k ∈ 2Z2}
ein Erzeugendensystem des Differenzenraums W0 bildet, ist klar, weil wir die Wavelets in
(2.59) genau so definiert hatten. Wir werden aber feststellen, dass D ∗0 ein redundantes System
ist. Um eine Basis von W0 zu erhalten, muss D ∗0 passend verkleinert werden.
Wir beschra¨nken uns zuna¨chst wieder auf das Gebiet [−1, 1]2, indem wir
W0|[−1,1]2 := V1|[−1,1]2 − V0|[−1,1]2 = S01 (12∆
)
|[−1,1]2 − S01(∆)|[−1,1]2
betrachten. Dabei ist W0|[−1,1]2 + V0|[−1,1]2 = V0|[−1,1]2 eine direkte (aber nicht orthogonale)
Summe.
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Satz 2.21. Das System
B1|[−1,1]2 = {φi(2 · −k)|[−1,1]2 : i = 1, 2; k ∈ Z2, supp φi(2 · −k) ∩ (−1, 1)2 6= ∅}
ist eine Rieszbasis des S01( 12∆)|[−1,1]2 .
Beweis. Der Beweis verla¨uft analog zu Satz 2.19. Die Eigenschaft des Erzeugendensystems
ist offensichtlich. Wir za¨hlen die Funktionen mit einem nicht-verschwindenden Tra¨ger im Ge-
biet [−1, 1]2 , dies sind genau 41 Stu¨ck. Weil nach Chuis Dimensionsformel dimS01( 12∆)|[−1,1]2 =41 gilt (siehe [Chu88]), mu¨ssen diese 41 Funktionen linear unabha¨ngig sein.
Wegen dimW0|[−1,1]2 = dimV1|[−1,1]2 − dimV0|[−1,1]2 = 41 − 13 = 28 suchen wir ein
Waveletsystem D0|[−1,1]2 , das 28 Funktionen entha¨lt und eine Rieszbasis von W0|[−1,1]2 bildet.
Wenn wir D ∗0 auf das Gebiet [−1, 1]2 einschra¨nken, stellen wir fest, dass
D ∗0 |[−1,1]2 := {ψl(·−k)|[−1,1]2 : l = 1, . . . , 8; k ∈ 2Z2, suppφl mod 2(2·−k)∩(−1, 1)2 6= ∅} (2.60)
41 Funktionen entha¨lt. Beachte dabei die Tra¨gerbedingung fu¨r die Funktionen in D ∗0 |[−1,1]2 :
Es genu¨gt nicht, dass supp ψl(· − k) ∩ (−1, 1)2 6= ∅ gilt, denn jedes ψl(· − k) besteht nach
Definition aus einer Linearkombination von genau einer Funktion φlmod 2(2 · −k) ∈ V1 und
mehreren Funktionen φi(· − k) ∈ V0, i = 1, 2. Wenn nun zwar supp ψl(· − k) ∩ (−1, 1)2 6= ∅
gelten wu¨rde, aber nicht supp φlmod 2(2 · −k) ∩ (−1, 1)2 6= ∅, so wu¨rde das abgeschnittene
Wavelet auf dem Gebiet [−1, 1]2 in V0|[−1,1]2 und nicht in W0|[−1,1]2 enthalten sein.
Wegen |D ∗0 |[−1,1]2 | = 41 ist das System also redundant. Deshalb entfernen wir 13 Funktio-
nen, so dass eine Basis u¨brig bleibt. Dazu verwerfen wir ψ7 und ψ8 mit ihren Translationen.
Wir erhalten schließlich folgenden Satz.
Satz 2.22. Das Waveletsystem
D0|[−1,1]2 := {ψl(· − k)|[−1,1]2 : l = 1, . . . , 6; k ∈ 2Z2, suppφl mod 2(2 · −k) ∩ (−1, 1)2 6= ∅}
ist eine Rieszbasis fu¨r W0|[−1,1]2 .
Beweis. Die beiden Mutterwavelets ψ7(·−k) und ψ8(·−k) sind fu¨r k ∈ 2Z2 linear abha¨ngig
von den u¨brigen Wavelets. Es gilt na¨mlich
ψ7 = −2ψ6 − {ψ1 + ψ3 + ψ5} (2.61)
fu¨r k ∈ 2Z2 sowie
ψ8 = ψ6 − 12 {ψ5(· − (−2−2)) + ψ3(· − ( 0−2)) + ψ1(· − (−20 ))− ψ1
−ψ3 − ψ5 + ψ2 + ψ4 + ψ2(· − (−20 )) + ψ4(· − ( 0−2))} . (2.62)
Entfernen wir also diese Funktionen, so ist das verbleibende Waveletsystem D0|[−1,1]2 immer
noch ein Erzeugendensystem von W0|[−1,1]2 . Es verbleibt zu zeigen, dass keine Redundanzen
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mehr vorhanden sind. Das folgt wieder aus dem Dimensionsargument. Denn wir haben 13
Wavelets aus D ∗0 |[−1,1]2 entfernt, und zwar ψ7(· − k) mit k = ( 00) ,(−20 ) ,( 0−2) ,(−2−2), so-
wie ψ8(·− k) mit k = (00) ,( 20) ,( 02) ,(−20 ) ,( 0−2) ,(22) ,(−22 ) ,( 2−2) ,(−2−2). Das u¨berlegtman sich leicht, wenn man die beiden entsprechenden Tra¨ger-Figuren in der letzten Spalte
von Abbildung 2.19 betrachtet. Die u¨brigen 41 − 13 = 28 Funktionen bilden dann wegendimW0|[−1,1]2 = 28 ein minimales Erzeugendensystem.
In Analogie zu Satz 2.19 und 2.20 kann auch hier wieder eine Verallgemeinerung von dem
Gebiet [−1, 1]2 auf die gesamte Ebene R2 vollzogen werden.
Satz 2.23. Das Waveletsystem
D0 := {ψl(· − k) : l = 1, . . . , 6; k ∈ 2Z2}
ist eine Rieszbasis fu¨r W0.
Bemerkung 2.24. Statt die Wavelets ψ7 und ψ8, k ∈ 2Z2, zu entfernen, kann man auch
andere Wavelets in geeigneter Weise aus D ∗0 |[−1,1]2 entfernen. Es ist z. B. sinnvoll sich auf
Wavelets zu beschra¨nken, die mo¨glichst kleine und gerichtete Tra¨ger haben. Die letzten
beiden Figuren in Abbildung 2.19 machen klar, dass ein Entfernen der Wavelets ψ6(· − k)
und ψ8(·−k), k ∈ 2Z2, sinnvoll wa¨re. Anders ausgedru¨ckt: Statt auf ψ7 zu verzichten, wollen
wir lieber die Funktion ψ6 samt ihren Translationen verwerfen. Die lineare Abha¨ngigkeit
dieser Wavelets folgt sofort aus der Umstellung von (2.61) zu
ψ6 = −12 {ψ1 + ψ3 + ψ5 + ψ7}
fu¨r k ∈ 2Z2. Damit nimmt (2.62) jetzt die vereinfachte Gestalt an:
ψ8 = − 12 {ψ7 + ψ5(· − (−2−2)) + ψ3(· − ( 0−2)) + ψ1(· − (−20 ))+ψ2 + ψ4 + ψ2(· − (−20 )) + ψ4(· − ( 0−2))} .
Wir haben also mittels einer geeigneten Basistransformation eine alternative Rieszbasis
{ψl(· − k) : l = 1, 2, 3, 4, 5, 7; k ∈ 2Z2, suppφl mod 2(2 · −k) ∩ (−1, 1)2 6= ∅}
fu¨r W0|[−1,1]2 gefunden.
In einem zweiten Schritt ko¨nnen wir diese Basis weiter modifizieren, indem wir Differen-
zen und Summen der vier Mutterwavelets ψ1, ψ3, ψ5 und ψ7 fu¨r k ∈ 2Z2 betrachten. Dadurch
erhalten wir symmetrische Tra¨ger. Wir definieren
ψ(1) := ψ1 − ψ3 = φ1(2 · −(10))− φ1(2 · −(01))− 116φ2(· − ( 10)) + 116φ2(· − (01)),
fu¨r k ∈ 2Z2. Der entsprechende Tra¨ger ist in Abbildung 2.20(a) zu sehen. (Vergleiche mit
den Tra¨gern in Abbildung 2.19(a) und (b).) Analog erhalten wir die weiteren Wavelets
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Abbildung 2.20: Die Tra¨ger von ψ(i) fu¨r i = 1, . . . , 4.
ψ(2) := ψ1 + ψ3, ψ(3) := ψ5 + ψ7, ψ(4) := ψ5 − ψ7,
siehe Abbildung 2.20(b)-(d). Die beiden Mutterwavelets ψ2 und ψ4 lassen wir unvera¨ndert:
ψ(5) := ψ2, ψ(6) := ψ4.
Dann bildet auch
{ψ(i)(· − k) : i = 1, . . . , 6; k ∈ 2Z2}
eine Rieszbasis fu¨r W0.
Kapitel 3
Adaptive Tetrolet-Transformation
Die Tetrolet-Transformation wurde in dem aktuellen Paper [Kro10] zur Approximation von Bil-
dern eingefu¨hrt. Im Rahmen der vorliegenden Arbeit werden die dort dargestellten Ergebnisse
in diesem Kapitel noch einmal ausfu¨hrlich erla¨utert.
Die adaptive Tetrolet-Transformation ist eine Haarwavelet-Transformation (HWT) auf
geometrischen Formen, auf sogenannten Tetrominoes, die die Bildgeometrie beru¨cksichtigen.
Auf diese Weise verbindet sie die Effizienz einer Haarwavelet-Filterbank mit der Approxima-
tionsqualita¨t der adaptiven Methoden. Ihr großer Vorteil ist, dass sie durch einen einfachen
Zerlegungsalgorithmus unmittelbar im Diskreten definiert werden kann. Dadurch enfa¨llt der
in der Bildverarbeitung notwendige aber oftmals sehr la¨stige Schritt der Projektion in den
diskreten Bildraum. In Kapitel 2.1.2 und 2.2.3 haben wir diese Problematik bei der Anwendung
der gerichteten Wavelets auf Dreiecken untersucht: Wenn man die volle Richtungssensitivita¨t
der kontinuierlichen Wavelets in den diskreten Fall u¨bertragen mo¨chte, handelt man sich bei
der Projektion und der damit ha¨ufig verbundenen Interpolation Redundanzen ein, die bei der
Approximation bzw. Kompression von Bildern hinderlich sind.
Die der Tetrolet-Transformation zugrunde liegende Idee ist sehr a¨hnlich zu der Kon-
struktion der Wedgelets [Don99]. Dies sind charakteristische Funktionen auf keilfo¨rmigen
Figuren (wedge = Keil). Bei der Wedgelet-Transformation wird das (kontinuierliche) Bildge-
biet zuna¨chst in dyadische Quadrate zerlegt, die dann entsprechend der Bildgeometrie durch
einen Schnitt weiter unterteilt werden, so dass Keilformen entstehen, auf denen die Wedge-
lets als charakteristische Funktionen definiert werden. Bei der Tetrolet-Transformation zerle-
gen wir das diskrete Bildgebiet in 4×4-Blo¨cke und berechnen in jedem Block eine Tetromino-
Zerlegung, die der lokalen Bildgeometrie angepasst ist. Tetrominoes sind Figuren, die aus vier
Einheitsquadraten bestehen, die durch mindestens eine gemeinsame Kante miteinander ver-
bunden sind. Auf diesen Tetromino-Tra¨gern werden Haarwavelets definiert, die wir Tetrolets
nennen, und die eine lokale ONB bilden. Der dazugeho¨rige, schnelle Filterbank-Algorithmus
zerlegt ein Bild in eine du¨nne Darstellung mit mo¨glichst wenig Tetrolet-Koeffizienten. Die
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kleinen Tra¨ger der Tetrolets bewirken neben einer schnellen Zerlegung auch eine Bilddar-
stellung, die nahezu frei von Pseudo-Gibbs-Artefakten ist.
Zu Beginn des Kapitels legen wir eine Notation fest und erla¨utern dann im zweiten
Abschnitt die Idee der Tetrolets ausfu¨hrlich. Anschließend geben wir eine detaillierte Be-
schreibung des Filterbank-Algorithmus an. Die Adaptivita¨t der Methode bringt zusa¨tzliche
Speicherkosten mit sich, die wir im Unterkapitel 3.6 untersuchen. Danach beschreiben wir
die numerische Komplexita¨t und illustrieren die Effizienz der Tetrolet-Transformation anhand
von verschiedenen Testbildern. Schließlich widmen wir uns zwei wichtigen theoretischen Re-
sultaten, indem wir eine adaptive MRA-Struktur sowie das asymptotische Abklingverhalten
des Approximationsfehlers der Tetrolet-Approximation beweisen.
3.1 Notation
Aus Gru¨nden der U¨bersichtlichkeit beschra¨nken wir uns wieder auf quadratische Bilder.
Sei I = {(m1, m2) : m1, m2 = 0, . . . , N − 1} ⊂ Z2 die Indexmenge eines digitalen Bildes
a = (a[m1, m2])(m1,m2)∈I mit N = 2J , J ∈ N. Die 4er-Nachbarschaft eines Index (m1, m2) ∈ I
ist die Menge
N4(m1, m2) := {(m1 − 1, m2), (m1 + 1, m2), (m1, m2 − 1), (m1, m2 + 1)}.
Ein Index, der am Rand des Bildes liegt, hat drei Nachbarn; die vier Indizes in den Ecken
haben nur zwei Nachbarn. Im Verlauf des Kapitels wird es fu¨r manche Untersuchungen von
Vorteil sein, eine eindimensionale Indizierung der Bildpixel vorzunehmen. Dazu verwenden
wir die Menge G(I), mit der bijektiven Abbildung
G : { I → {0, 1, . . . , N2 − 1}(m1, m2) 7→ m2N +m1 .
Wir numerieren also die Pixel des Bildes spaltenweise durch.
Eine Menge E = {I0, . . . , Ir}, r ∈ N, von Teilmengen Iν ⊂ I ist eine disjunkte
U¨berdeckung von I wenn Iν ∩ Iµ = ∅ fu¨r ν 6= µ gilt sowie ⋃rν=0 Iν = I. Wir interessieren
uns im Folgenden fu¨r disjunkte U¨berdeckungen E der Indexmenge I, die zwei Bedingungen
erfu¨llen:
1. Jede Teilmenge Iν entha¨lt vier Indizes, d. h. #Iν = 4.
2. Jedes Indexelement von Iν besitzt mindestens einen Nachbarn in Iν , d. h.
∀(m1, m2) ∈ Iν ∃(m′1, m′2) ∈ Iν : (m′1, m′2) ∈ N4(m1, m2).
Solche Teilmengen Iν nennen wir Tetromino, weil das U¨berdeckungsproblem der diskreten
Indexmenge I = {0, 1, . . . , N − 1}2 sehr eng mit dem bekannten U¨berdeckungsproblem des
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Abbildung 3.1: Die fu¨nf freien Tetrominoes, auch O-, I-, T-, S-, und L-Tetromino genannt.
Quadrates [0, N)2 mittels Tetrominoes verbunden ist. Diese Tetromino-U¨berdeckungen werden
wir im na¨chsen Unterkapitel kurz erla¨utern.
Den vier Elementen eines jeden Tetrominos Iν = {(m11, m12), (m21, m22), (m31, m32), (m41, m42)}
mo¨chten wir nun eine Ordnungszahl zwischen 0 und 3 zuordnen. Dies geschieht mittels einer
Bijektion L : Iν → {0, 1, 2, 3}, die die vier eindimensionalen Werte G(m11, m12), . . . , G(m41, m42)
der Gro¨ße nach ordnet. Dem kleinsten Index wird die 0 zugeordnet, dem gro¨ßten die 3.
3.2 Tetromino-U¨berdeckungen
Polyominoes sind geometrische Formen, die aus zusammengesetzten Einheitsquadraten be-
stehen, die durch mindestens eine gemeinsame Kante miteinander verbunden sind. Betrachtet
man Figuren aus vier Quadraten, so spricht man von Tetrominoes. Die Frage, mit welchen
Polyominoes man welche Fla¨chen u¨berdecken kann, bescha¨ftigt die Mathematiker schon seit
langer Zeit. Eine grundlegende Arbeit ist das Buch von Golomb [Gol94], vertiefende Studien
u¨ber Tetrominoes ko¨nnen z. B. in der Dissertation von Korn [Kor04] gefunden werden. Das
U¨berdeckungsproblem einer Rechteckfla¨che mittels Tetrominoes ist der breiten O¨ffentlichkeit
durch den Computerspiel-Klassiker ”Tetris“ bekannt geworden.La¨sst man Rotationen und Spiegelungen außer acht, gibt es fu¨nf verschiedene Figuren, die
sogenannten freien Tetrominoes, siehe Abbildung 3.1. Manchmal bezeichnet man diese Te-
trominoes entsprechend ihrer A¨hnlichkeit mit Buchstaben als O-, I-, T-, S-, oder L-Tetromino.
Beru¨cksichtigen wir die Isometrien, so erhalten wir 19 verschiedene Tetrominoes (auch feste
Tetrominoes genannt).
Man macht sich schnell klar, dass ein Quadrat [0, N)2 genau dann disjunkt von Tetromi-
noes u¨berdeckt werden kann, wenn N ∈ N gerade ist. Bereits 1937 zeigte Larsson in [Lar37],
dass es 117 Mo¨glichkeiten gibt, ein 4×4-Quadrat mit jeweils vier Tetrominoes zu u¨berdecken.
Wie in Abbildung 3.2 dargestellt, gibt es 22 verschiedene Grundformen, um ein solches Qua-
drat zu u¨berdecken. Die U¨berdeckung mit vier O-Tetrominoes (erste Zeile) ist invariant ge-
genu¨ber den Isometrien. Die vier Lo¨sungen in der zweiten Zeile liefern durch Anwendung der
Isometrien jeweils eine weitere U¨berdeckung, wa¨hrend die sieben Konfigurationen der dritten
Zeile jeweils drei weitere Versionen liefern. Die zehn Fundamental-Konfigurationen der vier-
ten Zeile sind so unsymmetrisch, dass jede Spiegelung oder Rotation eine neue U¨berdeckung
ergibt, insgesamt also acht Lo¨sungen pro Grundform. Zusammen existieren damit in der Tat1 · 1 + 4 · 2 + 7 · 4 + 10 · 8 = 117 U¨berdeckungsmo¨glichkeiten.
Mit gro¨ßer werdendem N steigt die Anzahl der U¨berdeckungsmo¨glichkeiten fu¨r das Qua-
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Abbildung 3.2: Die 22 Fundamental-Konfigurationen, die ein 4 × 4-Quadrat u¨berdecken.
Unter zusa¨tzlicher Beru¨cksichtigung von Rotationen und Spiegelungen erha¨lt man insgesamt1 · 1 + 4 · 2 + 7 · 4 + 10 · 8 = 117 Konfigurationen.
drat [0, N)2 rapide. Schon fu¨r ein Quadrat der Gro¨ße 8× 8 ist 1174 > 108 eine grobe untere
Schranke fu¨r die Anzahl der mo¨glichen Tetromino-U¨berdeckungen. Um in der Praxis die
U¨berdeckungsmo¨glichkeiten noch handhaben zu ko¨nnen, ist es vernu¨nftig, wenn wir uns im
Weiteren bei den gesuchten Partitionen der Bildindexmenge auf Zerlegungen in 4×4-Blo¨cke
beschra¨nken.
3.3 Die Idee der Tetrolets
Die klassische zweidimensionale Haarwavelet-Zerlegung eines Bildes kann als eine spezielle
Tetromino-Partition angesehen werden. Bevor wir nun die diskrete Tetrolet-Transformation
einfu¨hren, schreiben wir die u¨bliche HWT noch einmal in einer Notation auf, die konsistent
ist zur dann folgenden Idee der Tetrolets.
In der Haarwavelet-Filterbank werden der Tiefpassanteil und die Hochpassanteile durch
gewichtete Mittelwertbildungen von jeweils vier Pixelwerten berechnet, wobei die vier Pixel
in einem 2× 2-Bildblock angeordnet sind. Genauer gesagt: Mit Im1,m2 = {(2m1, 2m2), (2m1+1, 2m2), (2m1, 2m2+1), (2m1+1, 2m2+1)} fu¨r m1, m2 = 0, 1, . . . , N2 −1, erhalten wir eine dya-dische Partition E = {I0,0, . . . , IN2 −1,N2 −1} der Indexmenge I. Sei nun L die oben eingefu¨hrtebijektive Abbildung, die die vier Pixel in Im1,m2 in eine eindeutige Reihenfolge bringt, indem
sie ihnen eine Zahl aus {0, 1, 2, 3} zuordnet.
Dann berechnen wir den Tiefpassanteil des Bildes a im ersten Level durch
a1 = (a1[m1, m2])N2 −1m1,m2=0 mit a1[m1, m2] = ∑(m′1,m′2)∈Im1,m2 ε[0, L(m
′1, m′2)] a[m′1, m′2] (3.1)
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ebenso wie die drei Hochpassanteile fu¨r l = 1, 2, 3
w1l = (w1l [m1, m2])N2 −1m1,m2=0 mit w1l [m1, m2] = ∑(m′1,m′2)∈Im1,m2 ε[l, L(m
′1, m′2)] a[m′1, m′2], (3.2)
wobei die Gewichte ε[l, m], l, m = 0, . . . , 3, Eintra¨ge der Haarwavelet-Transformationsmatrix
W := (ε[l, m])3l,m=0 = 12

1 1 1 11 1 −1 −11 −1 1 −11 −1 −1 1
 . (3.3)
sind. Das Zerlegen der Indexmenge in dyadische Quadrate Im1,m2 ist offensichtlich sehr in-
effizient, weil die lokalen Strukturen eines Bildes nicht beru¨cksichtigt werden. Unsere Idee
ist nun, allgemeinere Partitionen in Abha¨ngigkeit von der lokalen Bildgeometrie zuzulassen.
Dazu verwenden wir adaptive Tetromino-Zerlegungen. Wie schon im vorhergehenden Unter-
kapitel erwa¨hnt, zerlegen wir die Bildindexmenge zuna¨chst in 4× 4-Blo¨cke. In jedem dieser
Blo¨cke suchen wir dann eine optimale Tetromino-U¨berdeckung entsprechend der lokalen
Bildstruktur.
Aufgrund dieser U¨berlegungen fu¨gen wir den beiden in Abschnitt 3.1 geforderten Bedin-
gung an die gewu¨nschte Zerlegung E der Indexmenge I eine dritte Bedingung hinzu:
3. Jeder 4 × 4 Block Qm1,m2 := {4m1, . . . , 4m1 + 3} × {4m2, . . . , 4m2 + 3}, m1, m2 =0, 1, . . . , N4 − 1, wird durch genau vier Tetrominoes disjunkt u¨berdeckt.
Wir erkennen jetzt, dass die klassische HWT ein Spezialfall der Tetrolet-Transformation
ist, wenn wir die Adaptivita¨t aufgeben und a priori in jedem 4 × 4-Block die U¨berdeckung
mittels der vier O-Tetrominoes wa¨hlen wu¨rden (erste Figur in Abbildung 3.2).
In einer detaillierten Beschreibung des Zerlegungsalgorithmus erkla¨ren wir genauer,
was eine ”optimale“ Tetromino-U¨berdeckung ist, na¨mlich, dass die sogenannten Tetrolet-Koeffizienten minimale l1-Norm aufweisen. Dafu¨r definieren wir im folgenden Abschnitt Te-
trolets als Haarwavelets mit Tetromino-Tra¨gern.
3.4 Eine Orthonormalbasis der Tetrolets
Wir beschreiben die diskreten Basisfunktionen, die dem unten stehenden Algorithmus zu-
grunde liegen werden. Wir erinnern uns, dass das digitale Bild a = (a[m1, m2])(m1,m2)∈I eine
Teilmenge des l2(Z2) ist. Fu¨r jedes Tetromino Iν aus I definieren wir mithilfe der Haarwavelet-
Transformationsmatrix in (3.3) die diskreten Funktionen
φIν [m1, m2] :=
{ 1/2, (m1, m2) ∈ Iν ,0, sonst,
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und
ψlIν [m1, m2] :=
{
ε[l, L(m1, m2)], (m1, m2) ∈ Iν ,0, sonst.
Wegen der tetrominofo¨rmigen Tra¨ger nennen wir ψlIν Tetrolets, und φIν ist die zugeho¨rigeSkalierungsfunktion. Als eine unmittelbare Konsequenz aus der Orthonormalita¨t der u¨blichen
zweidimensionalen Haar-Basisfunktionen und der disjunkten Zerlegung des diskreten Raum-
es mittels der Tetromino-Tra¨ger, erhalten wir die folgende wesentliche Tetrolet-Eigenschaft.
Satz 3.1. Fu¨r jede zula¨ssige U¨berdeckung {I0, I1, I2, I3} eines 4×4-Quadrats Q ⊂ Z2 ist das
Tetroletsystem
{φIν : ν = 0, 1, 2, 3} ∪ {ψlIν : ν = 0, 1, 2, 3; l = 1, 2, 3}
eine ONB des l2(Q).
Damit ko¨nnen wir jedes Bild a = (a[m1, m2])(m1,m2)∈I darstellen mit
a[m1, m2] = 3∑
ν=0 cν [m1, m2]φIν [m1, m2] +
3∑
l=1
3∑
ν=0 d
l
ν [m1, m2]ψlIν [m1, m2],
wobei {I0, I1, I2, I3} die Tetromino-U¨berdeckung des 4 × 4-Blockes Q ⊂ I ist, der das Pixel(m1, m2) entha¨lt. Die Koeffizienten haben die Gestalt
cν [m1, m2] = 〈a[·, ·], φIν 〉 = ∑(m′,n′)∈Iν
12 a[m′, n′],
dlν [m1, m2] = 〈a[·, ·], ψlIν 〉 = ∑(m′,n′)∈Iν ε[l, L(m′, n′)] a[m′, n′].
falls (m1, m2) ∈ Iν .
3.5 Detaillierte Beschreibung des Tetrolet-Filterbank-Algorithmus
Der Analyse-Teil des Tetrolet-Filterbank-Algorithmus besitzt die folgende grobe Struktur.
Algorithmus: Adaptive Tetrolet-Zerlegung
Input: Bild a = (a[m1, m2])N−1m1,m2=0 mit N = 2J , J ∈ N.1. Zerlege das Bild in 4× 4-Blo¨cke.
2. Suche die ”du¨nnste“ Tetrolet-Darstellung in jedem Bildblock.3. Ordne die Tief- und Hochpasskoeffizienten eines jeden Blockes wieder in einem 2×2-
Block an.
4. Speichere die Tetrolet-Koeffizienten (Hochpassanteile).
5. Wende Schritte 1 bis 4 iterativ auf das Tiefpassbild an.
Output: Zerlegtes Bild a˜.
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Wir untersuchen nun die einzelnen Schritte des Zerlegungsalgorithmus. Dabei richten
wir unser Hauptaugenmerk auf den zweiten Schritt, in dem die Adaptivita¨t ins Spiel kommt.
Das Eingangsbild ist gegeben durch a0 = (a[m1, m2])N−1m1,m2=0 mit N = 2J , J ∈ N. Wirsind also in der Lage J − 1 Level der Tetrolet-Transformation durchzufu¨hren. Im jten Level,
j = 1, . . . , J − 1, werden folgende Berechnungen durchgefu¨hrt.
1. Zerlege das Tiefpassbild aj−1 in Blo¨cke Qm1,m2 der Gro¨ße 4×4, m1, m2 = 0, . . . , N2j+1−1.
2. In jedem Block Qm1,m2 betrachten wir die 117 zula¨ssigen Tetromino-U¨berdeckungen
c = 1, . . . , 117. Fu¨r jede U¨berdeckung c wenden wir die HWT auf die vier adaptiven
Tetromino-Teilmengen I(c)s , s = 0, 1, 2, 3, an. Auf diese Weise erhalten wir fu¨r jede
U¨berdeckung c vier Tiefpass-Koeffizienten und 12 Tetrolet-Koeffizienten. Wir berechnen
dazu in Qm1,m2 analog zu (3.1) und (3.2) die gewichteten Pixel-Mittelwerte fu¨r jede
zula¨ssige Konfiguration c = 1, . . . , 117,
aj,(c) = (aj,(c)[s])3s=0 mit aj,(c)[s] = ∑(m1,m2)∈I(c)s ε[0, L(m1, m2)] a
j−1[m1, m2], (3.4)
ebenso wie die drei Hochpassanteile fu¨r l = 1, 2, 3
w
j,(c)
l = (w j,(c)l [s])3s=0 mit w j,(c)l [s] = ∑(m1,m2)∈I(c)s ε[l, L(m1, m2)] a
j−1[m1, m2]. (3.5)
Hierbei kommen die Gewichte/Koeffizienten ε[l, L(m1, m2)] wieder aus (3.3), und L ist
die bijektive Abbildung, die die vier Indexpaare (m1, m2) in I(c)s mit den Werten 0, 1, 2,
und 3 in absteigender Reihenfolge verbindet. Das bedeutet, dass mithilfe der eindi-
mensionalen Indizierung G(m1, m2) der kleinste Index mit dem Wert 0 identifiziert wird
und der gro¨ßte mit dem Wert 3.
Jetzt wird die U¨berdeckung c∗ so gewa¨hlt, dass die 12 Tetrolet-Koeffizienten die kleins-
te l1-Norm aufweisen
c∗ = argmin
c
3∑
l=1 ‖w
j,(c)
l ‖1 = argminc 3∑
l=1
3∑
s=0 |w
j,(c)
l [s]|. (3.6)
Auf diese Weise bekommt man fu¨r jeden Bildblock Qm1,m2 eine optimale Tetro-
letzerlegung [aj,(c∗),w j,(c∗)1 ,w j,(c∗)2 ,w j,(c∗)3 ], die die lokalen Strukturen des Bildblocks
beru¨cksichtigt. Die beste U¨berdeckung c∗ ist na¨mlich eine solche, deren Tetrominoes
keine wichtige Bildkante im Bild aj−1 schneiden. Weil die Tetrolet-Koeffizienten so
klein wie mo¨glich werden, bekommen wir schließlich eine du¨nne Bilddarstellung. Fu¨r
jeden Block Qm1,m2 mu¨ssen wir uns zusa¨tzlich merken, welche U¨berdeckung c∗ gewa¨hlt
wurde, denn diese Information ist notwendig fu¨r eine perfekte Rekonstruktion. Wenn
die optimale U¨berdeckung nicht eindeutig ist, wa¨hlen wir das c∗, das bereits in den
vorigen Bildblo¨cken mo¨glichst ha¨ufig gewa¨hlt wurde. Auf diese Weise reduzieren wir
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die Kodierungskosten fu¨r die Adaptivita¨tswerte. Wir schreiben den Wert c∗ fu¨r jeden
der N24j+1 Bildblo¨cke Qm1,m2 , m1, m2 = 0, . . . , N2j+1 − 1, in einen Vektor
sj = (sj [t]) N24j+1−1t=0 mit sj [t] = c∗ im Bildblock Qm1,m2 mit t = G(m1, m2). (3.7)
3. Nun ordnen wir die Eintra¨ge der 4er-Vektoren aj,(c∗) and w j,(c∗)l jeweils in einer 2× 2-
Matrix an, um Tiefpass- und Hochpassbilder zu bekommen. Dazu verwenden wir eine
Reshape-Funktion R ,
a
j
|Qm1,m2 = R(aj,(c∗))) =
(
aj,(c∗)[0] aj,(c∗)[2]
aj,(c∗)[1] aj,(c∗)[3]
)
, (3.8)
und analog w j
l|Qm1,m2 = R(w j,(c∗)l ) fu¨r l = 1, 2, 3. Fu¨r eine gu¨nstige Darstellung desTiefpassbildes (in Hinblick auf die Tetromino-U¨berdeckung im na¨chsten Zerlegungs-
schritt), ist eine ”vernu¨nftige“ Anordnung der Tiefpass-Werte wesentlich. Das bedeutet,dass die Nummerierung der vier Tetrominoes der optimalen U¨berdeckung c∗ in jedem
Block Qm1,m2 sehr wichtig ist. Diese Nummerierung mittels der Werte 0, 1, 2 und 3
muss so geschehen, dass die Geometrie der U¨berdeckung mo¨glichst gut der Anordnung( 0 21 3 ) entspricht, weil die Tiefpass-Koeffizienten gema¨ß (3.8) in dieser Form angeord-net werden. Wir wa¨hlen die Quadrate-U¨berdeckung als Referenzu¨berdeckung, weil
sie eine optimale Anordnung darstellt. Hier wird na¨mlich der Koeffizient, der aus den
vier Pixeln links oben berechnet wird, in der Tiefpass-Matrix wieder in den Eintrag
links oben geschrieben. Der Koeffizient, der aus den vier Pixeln links unten berechnet
wird, ist der Matrixeintrag links unten usw., siehe Abbildung 3.3(a). Also nummerie-
ren wir die vier Tetrominoes der gewa¨hlten, optimalen U¨berdeckung c∗, indem wir sie
mit dem Quadrate-Fall vergleichen. Unter den 24 Mo¨glichkeiten, die vier Tetrominoes
durchzunummerieren, wa¨hlen wir die Variante, die die ho¨chste U¨bereinstimmung mit
der Quadrate-Partition aufweist. Das Beispiel in Abbildung 3.3 macht das Vorgehen
sofort klar: Fu¨r den Vergleich der verschiedenen Nummerierungen (und der daraus re-
sultierenden Anordnungen der Koeffizienten) berechnen wir die Abweichung von dem
Quadrate-Fall, der in 3.3(a) dargestellt ist. Dazu za¨hlen wir die Anzahl der Pixel in
Qm1,m2 , fu¨r die die Nummerierung von derjenigen der Quadrate-U¨berdeckung abweicht
(diese sind in 3.3(b) und (c) mit einem Punkt markiert). Wir wa¨hlen dann die Num-
merierung mit der minimalen Abweichung. Diese optimale Konfiguration muss nicht
eindeutig sein. Die Anordnung in Abbildung 3.3(b) wu¨rde zu einem verzerrten Tief-
passbild fu¨hren, weil der Eintrag oben rechts, der Koeffizient aj,(c∗)[2], von vier Pixeln
herru¨hrt, die im unteren Bereich des Bildblocks Qm1,m2 lagen. Abbildung 3.3(c) zeigt
eine optimale Anordnung.
4. Nachdem wir in jedem Bildblock Qm1,m2 fu¨r m1, m2 = 0, . . . , N2j+1 − 1 eine gu¨nstigeDarstellung gefunden haben, speichern wir (wie u¨blich) die Matrizen des Tiefpassbildes
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Abbildung 3.3: Beispiel fu¨r zwei verschiedene Mo¨glichkeiten der Nummerierung der Tetromi-
noes, die zu zwei verschiedenen Tiefpassbildern fu¨hren. (a) Referenzanordnung, (b) Schlechte
Anordnung, (c) Optimale Anordnung.
aj = (aj|Qm1 ,m2)
N2j+1−1
m1,m2=0 und der Hochpassbilder w
j
l = (w jl|Qm1,m2)
N2j+1−1
m1,m2=0 , l = 1, 2, 3, ab,indem wir das alte Tiefpassbild aj−1 durch die Matrix(
aj w
j2
w
j1 w j3
)
ersetzen.
Nach einer geeigneten Anzahl von Zerlegungsschritten, wenden wir ein Wavelet-Shrinkage
auf die Tetrolet-Koeffizienten an, um eine du¨nne Bilddarstellung zu erhalten. Bei den nu-
merischen Experimenten im Abschnitt 3.8, werden wir stets die globale Hard-Thresholding-
Funktion
Sλ(x) =
{
x, |x| ≥ λ,0, |x| < λ,
benutzen.
Zur Rekonstruktion des Bildes wird der Algorithmus invers ausgefu¨hrt. Man beno¨tigt
- wie gewo¨hnlich - die Tiefpass-Koeffizienten aus dem gro¨bsten Level J − 1 und al-
le Tetrolet-Koeffizienten aus den Leveln J − 1, . . . , 1. Zusa¨tzlich beno¨tigt man den Vektor
s := (sJ−1, . . . , s1) der Adaptivita¨tswerte, der uns die notwendige Information liefert, wel-
che der zula¨ssigen Tetromino-Konfigurationen im jeweiligen Bildblock gewa¨hlt wurde. Fu¨r
j = J − 1, . . . , 1 hat der Teilvektor sj gema¨ß (3.7) die La¨nge N24j+1 , weil es ebenso viele Bild-blo¨cke im j-ten Level gibt. Nach J − 1 Zerlegungsleveln haben wir somit in s
J−1∑
j=1
N24j+1 = N24
J−1∑
j=1
14j = N24
(1− 14J1− 14 − 1
) = N212 (1− 14J−1 ) (3.9)
Werte zusa¨tzlich zu speichern. Bei vollsta¨ndiger Zerlegung des Bildes, d. h. fu¨r J = log2(N),
entha¨lt der Vektor s also (N2 − 4)/12 Adaptivita¨tswerte.
Bemerkung 3.2. Man kann die adaptive Tetrolet-Filterbank als eine Haarwavelet-Filterbank
mit lokal permutierten Pixelwerten interpretieren. Diese Auffassung fu¨hrt zu einer effizienten
Implementierung der Tetrolet-Zerlegung. Und zwar schreiben wir die 16 Pixelwerte eines
jeden 4× 4-Bildblocks Qm1,m2 in einen Vektor q = (q1, . . . , q16)T indem wir die Spalten der
102 3.5. Detaillierte Beschreibung des Tetrolet-Filterbank-Algorithmus
Bildmatrix aneinander ha¨ngen. Nach der Anwendung einer Permutationsmatrix Pc ∈ R16×16,
die die Bildwerte entsprechend der optimalen Tetromino-U¨berdeckung c ∈ {1, . . . , 117}
umordnet, berechnen wir die Tiefpass- und Hochpass-Koeffizienten gema¨ß (3.4) und (3.5)
durch
q˜ = (I4 ⊗W ) Pc q. (3.10)
Hier ist W wieder die HWT-Matrix aus (3.3), I4 ist die Einheitsmatrix der Gro¨ße 4 × 4,
und ⊗ bezeichnet das Kronecker-Produkt, d. h. (I4 ⊗ W ) = blockdiag(W,W,W,W ). Der
Ergebnisvektor q˜ ∈ R16 hat die Gestalt
q˜ = (aj,(c)[0], w j,(c)1 [0], w j,(c)2 [0], w j,(c)3 [0], . . . , aj,(c)[3], w j,(c)1 [3], w j,(c)2 [3], w j,(c)3 [3])T .
Beispiel 3.3. Betrachte den 4× 4-Block eines synthetischen Bildes
20 20 20 2020 160 160 2020 160 160 2020 20 20 20
 , (3.11)
siehe Abbildung 3.4(a). Die konventionelle HWT der Bildfunktion hat die maximale Anzahl
von nicht-verschwindenden Waveletkoeffizienten. Nach (3.1) und (3.2) erha¨lt man na¨mlich
nach einem Zerlegungsschritt
[
a1 w12
w11 w13
] =

110 110 −70 −70110 110 70 70
−70 70 70 −70
−70 70 −70 70
 .
Alle 12 Waveletkoeffizienten sind von Null verschieden! Im Gegensatz dazu verschwin-
den bei der Tetrolet-Transformation alle Pixeldifferenzen, weil die Tetromino-U¨berdeckung
entsprechend der Bildgeometrie adaptiv gewa¨hlt wird, siehe Abbildung 3.4(c). Beachte, dass
es wegen der Rotationsinvarianz vier optimale Tetromino-U¨berdeckungen gibt.
Wir schreiben die Spalten von (3.11) in einen Vektor
q = (20, 20, 20, 20, 20, 160, 160, 20, 20, 160, 160, 20, 20, 20, 20, 20)T
und wenden eine Permutationsmatrix Pc an, die der entsprechenden Tetromino-Partition
in Abbildung 3.4(c) entspricht. In diesem Fall bedeutet das, dass Pc bei eindimensionaler
Indizierung der Pixel durch
Pc (1, . . . , 16)T = (1, 5, 9, 13, 2, 3, 4, 8, 6, 7, 10, 11, 12, 14, 15, 16)T
gegeben ist. Wir erhalten also mittels (3.10) in der Tat eine du¨nne Darstellung
q˜ = (40, 0, 0, 0, 40, 0, 0, 0, 320, 0, 0, 0, 40, 0, 0, 0)T ,
weil alle Tetrolet-Koeffizienten verschwinden.
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Abbildung 3.4: Beispiel einer adaptiven Tetromino-U¨berdeckung eines Bildblocks. (a) Bild-
funktion, (b) Quadratische Tra¨ger der klassischen Haarwavelets, (c) Tra¨ger der adaptiven
Tetrolets.
3.6 Adaptivita¨tskosten: Modifikationen der Tetrolet-Transformation
Die im Vorhergehenden beschriebene Tetrolet-Transformation reduziert die Anzahl der Wa-
veletkoeffizienten im Vergleich zur klassischen Tensorprodukt-Wavelettransformation. Die-
se Verbesserung muss mit zusa¨tzlichem Speicheraufwand bezahlt werden. Denn neben
den Waveletkoeffizienten mu¨ssen wir uns noch die zusa¨tzliche Information merken, welche
U¨berdeckung in welchem Bildblock verwendet wurde. Der Aufwand zum Abspeichern dieser
fu¨r die Rekonstruktion notwendigen Information kann nicht vernachla¨ssigt werden. In diesem
Abschnitt untersuchen wir die Adaptivita¨tskosten genauer und schlagen gewisse Modifika-
tionen der Tetrolet-Transformation vor, um die Kosten zu reduzieren.
Wir hatten bereits in (3.9) gesehen, dass bei vollsta¨ndiger Zerlegung eines N×N-Bildes
zusa¨tzlich (N2 − 4)/12 Adaptivita¨tswerte im Vektor s zu speichern sind.
Es ist bekannt, dass ein Vektor der La¨nge N, der die Entropie E besitzt, mit N · E Bits
abgespeichert werden kann. Das heißt, die Entropie
E = − n∑
i=1 p(xi) log2(p(xi)) (3.12)
beschreibt die beno¨tigten Bits pro Pixel (bpp) und ist somit ein geeignetes Maß fu¨r die
Qualita¨t der Kompression. Die Entropie (3.12) kann als die erwartete La¨nge eines bina¨ren
Kodes u¨ber alle Symbole aus dem gegebenen Alphabet A = {x1, . . . , xn} aufgefasst werden.
Dabei beschreibt p(xi) die relative Ha¨ufigkeit, mit der das Symbol xi in der Datenmenge
auftritt.
Wir schlagen im Folgenden drei Methoden der Entropiereduktion vor, um die Kodie-
rungskosten von s zu reduzieren. Eine Anwendung der modifizierten Versionen der Tetrolet-
Transformation sowie eine Kombination von ihnen werden wir im na¨chsten Unterkapitel vor-
nehmen.
(a) TT16. Der einfachste Ansatz zur Entropiereduktion ist die Reduzierung des Alpha-
bets A. Die urspru¨ngliche Tetrolet-Transformation wa¨hlt fu¨r jeden Bildblock die op-
timale U¨berdeckung aus dem Alphabet {1, . . . , 117}. Die starke A¨hnlichkeit mancher
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Abbildung 3.5: Die a priori ausgewa¨hlten 16 Konfigurationen mit verschiedenen Richtungen.
Tetromino-Konfigurationen (siehe Abbildung 3.2) legt es nahe, einige U¨berdeckungen
außer acht zu lassen. Wir beschra¨nken uns auf 16 geeignete Konfigurationen. Natu¨rlich
ha¨ngt die optimale Wahl dieser 16 Konfigurationen vom vorliegenden Bild ab, aber es
ist mo¨glich, auch a priori 16 wichtige U¨berdeckungsvarianten auszuwa¨hlen. Und zwar
entscheiden wir uns fu¨r solche Konfigurationen, die verschiedene Richtungen aufwei-
sen, siehe Abbildung 3.5. Auf diese Weise sind wir in der Lage, gerichtete Kanten im
Bild gut zu adaptieren. Außerdem fu¨hrt die Beschra¨nkung auf nur 16 U¨berdeckungen zu
einer erheblichen Beschleunigung der Berechnungszeit der Tetrolet-Zerlegung. Diese
Variante der Tetrolet-Transformation nennen wir TT16.
(b) Relaxierte TT. Ein zweiter Ansatz der Entropiereduktion ist die Manipulation der
Ha¨ufigkeiten p(xi) in (3.12). Wir vera¨ndern die Verteilung der Adaptivita¨tswerte dahin-
gehend, dass zwar alle 117 U¨berdeckungen zugelassen werden, aber nur sehr weni-
ge Konfigurationen bevorzugt werden. Dies kann durch eine Relaxation der Tetrolet-
Transformation erreicht werden, indem wir uns mit einer fast optimalen U¨berdeckung
c∗ in (3.6) begnu¨gen, um dafu¨r aber eine U¨berdeckung wa¨hlen zu ko¨nnen, die bereits
mo¨glichst ha¨ufig verwendet wurde. Wir ersetzten also (3.6) durch die zwei Schritte:
1. Suche die Menge A′ ⊂ A von fast optimalen Konfigurationen c, die die Bedingung
3∑
l=1 ‖w
j,(c)
l ‖1 ≤ min
c∈A
3∑
l=1 ‖w
j,(c)
l ‖1 + θ
mit einem vorgegebenem Toleranzparameter θ erfu¨llen.
2. Unter diesen U¨berdeckungen wa¨hle schließlich die Konfiguration c∗ ∈ A′, die in
den vorherigen Bildblo¨cken und Leveln bereits mo¨glichst ha¨ufig verwendet wurde.
Mithilfe eines geeigneten Parameters θ erreicht man eine zufriedenstellende Balance
zwischen einer niedrigen Entropie (d. h. niedrige Adaptivita¨tskosten) und minimalen
Tetrolet-Koeffizienten. Diese Modifikation bezeichnen wir als Relaxierte TT.
(c) Haar-TT. Auch die dritte Methode, die wir Haar-TT nennen, reduziert die Entropie
durch eine Optimierung der Verteilung der Adaptivita¨tswerte. Mithilfe eines Kanten-
detektors ko¨nnen wir die verschiedenen Bildblo¨cke in zwei Klassen einteilen. In Bild-
blo¨cken, die Kanten enthalten, wenden wir die Standard-Tetrolet-Transformation mit
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ihrer vollen Adaptivita¨t an. In den u¨brigen Bildblo¨cken, die innerhalb flacher Bildge-
biete liegen, verwenden wir die klassische HWT. Auf diese Weise erreichen wir eine
große Anzahl von U¨berdeckungen mit vier O-Tetrominoes, die der HWT entsprechen.
3.7 Arithmetische Komplexita¨t
Eine zweidimensionale HWT aus vier Pixeln kann mit 8 Additionen durchgefu¨hrt werden (bei
geeigneter Faktorisierung von W ) und mit 4-facher Multiplikation mit dem Faktor 1/2.
Fu¨r ein quadratisches N ×N-Bild gilt: Im j-ten Level wird das Tiefpassbild aj−1 in N24j+1Blo¨cke der Gro¨ße 4×4 zerlegt. Wenn wir in jedem dieser Blo¨cke p Tetromino-U¨berdeckungen
zulassen (d. h. fu¨r die klassische Tetrolet-Transformation gilt p = 117, fu¨r TT16 gilt p = 16)
sind folgende Operationen durchzufu¨hren:
1. Berechne fu¨r c = 1, . . . , p die Koeffizienten aj,(c) und w j,(c)l aus (3.4) bzw. (3.5)
−→ p · 4 · 8 Additionen.
2. Berechne fu¨r c = 1, . . . , p den Ausdruck ∑3l=1∑3s=0 |w j,(c)l [s]| aus (3.6)
−→ p · 11 Additionen.
3. Suche die gu¨nstigste U¨berdeckung c∗ u¨ber alle c = 1, . . . , p gema¨ß (3.6)
−→ p− 1 Vergleiche.
4. Multipliziere die 16 optimalen Koeffizienten mit dem Faktor 1/2
−→ 16 Multiplikationen.
Also mu¨ssen im j-ten Level insgesamt
N24j+1 (43pAdditionen + p− 1Vergleiche + 16Multiplikationen)
durchgefu¨hrt werden. Fu¨r die klassische HWT hat man dagegen nur
N24j+1 (32Additionen + 16Multiplikationen).
Die ersten beiden Schritte bewirken die recht hohe Anzahl an arithmetischen Additionen,
weil die permutierte HWT fu¨r jede der p Tetromino-U¨berdeckungen durchgefu¨hrt werden
muss. Im Vergleich zur klassischen HWT besitzen die Kosten einen Faktor der Gro¨ßenordnung43p/32. Allerdings sind diese Berechnungen unabha¨ngig voneinander durchfu¨hrbar, so dass
auf einem Parallelrechner in der Praxis so gut wie u¨berhaupt keine verla¨ngerte Rechenzeit
bemerkbar ist, wenn nur entsprechend viele Multi-Kerne vorhanden sind.
Wir haben fu¨r ein konkretes Beispiel die Berechnungszeit der Tetrolet-Transformation mit
anderen Methoden verglichen. Dabei haben wir unsere MATLAB-Codes (ohne C-Routinen)
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Zerlegung Rekonstruktion
Bildgro¨ße 256 × 256 512 × 512 256 × 256 512× 512
Tetrolet 1.0212 4.0259 0.4451 2.0324
TT16 0.6592 2.6735 0.4125 1.7821
Relaxierte TT 1.1419 4.5773 0.4302 1.8668
Haar-TT 1.8096 5.5622 0.4150 1.8373
Relaxierte Haar-TT16 0.6548 2.8035 0.4188 1.8457
Contourlets 0.1536 0.4689 0.1539 0.4782
Curvelets 0.3490 1.9876 0.3741 1.5079
Tabelle 3.1: Vergleich der modifizierten Tetrolet-Transformationen mit gerichteten Wavelet-
methoden bezu¨glich der Berechnungszeit (in sec).
auf einem MacBook getestet, das mit einem 2 GHz Intel Core 2 Duo Prozessor und mit 4 GB
RAM ausgestattet ist. Als Referenzbild diente das ”pepper“-Bild in den Gro¨ßen 256 × 256und 512 × 512. Die gemessenen CPU-Zeiten sind in Tabelle 3.1 aufgelistet.
Natu¨rlich besitzen die Contourlet- und Curvelettransformationen eine schnellere Zerle-
gung als die Tetrolet-Transformation. Das liegt einerseits an der Verwendung von C-Routinen
in den beiden MATLAB-Toolboxen, andererseits aber auch an der Tatsache, dass beide
Methoden nicht-adaptiv sind. Fu¨r eine adaptive Methode erreicht der Tetrolet-Filterbank-
Algorithmus eine hervorragende Zerlegungszeit, fu¨r ein Bild der Gro¨ße 256 × 256 beno¨tigt
er nur eine einzige Sekunde. Andere adaptive Waveletsysteme wie die Wedgelets oder
Bandelets sind in der Praxis wegen ihrer langsamen Zerlegungen kaum anwendbar, sie-
he [FDFW07].
Beachte auch folgende Punkte in Tabelle 3.1: Der Zerlegungsschritt bei der Tetrolet-
Transformation beno¨tigt la¨nger als der entsprechende Rekonstruktionschritt, weil hier die Ad-
aptivita¨t beru¨cksichtigt werden muss. Die modifizierten Versionen der Tetrolet-Transformation
unterscheiden sich nur in der Zerlegung, die inverse Transformation ist dieselbe. Deshalb
sind die Zeiten fu¨r die Rekonstruktion auch nahezu gleich. Wie bereits weiter oben erwa¨hnt,
bringt die Reduzierung der zula¨ssigen Tetromino-Konfigurationen auf nur 16 U¨berdeckungen
(’TT16’) einen deutlichen Gewinn in der Berechnungszeit.
3.8 Numerische Resultate
Auch wenn die Tetrolet-Transformation ein effizientes Werkzeug zur Kompression von reell-
wertigen Datenmenge ist, beschra¨nken wir uns im Folgenden auf digitale Bilder.
Wa¨hrend redundante Waveletframes sehr nu¨tzlich sind fu¨r die Entsto¨rung von Bil-
dern (weil redundante Information bessere Rekonstruktion der urspru¨nglichen Daten
gewa¨hrleistet), ist fu¨r die Bildkompression eine Waveletbasis zu bevorzugen. Die Tetrolets
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Abbildung 3.6: Testbilder.
bilden eine Basis eines Unterraumes von l2(Z2) und liefern deshalb eine du¨nne Bilddar-
stellung nach Anwendung des oben beschriebenen Filterbank-Algorithmus. Die in diesem
Kapitel benutzten MATLAB-Programme sind auf unserer Internetseite www.uni-due.de/
mathematik/krommweh/ bereitgestellt.
Standard-Tetrolet-Transformation Fu¨r unsere umfangreichen numerischen Tests benutzen
wir verschiedene Arten von Testbildern, von stu¨ckweise konstanten Bildern bis hin zu Bildern
mit feinen Texturen, siehe Abbildung 3.6. Wir zerlegen die Bilder vollsta¨ndig in ihre Tetrolet-
Koeffizienten und unterwerfen diese einem globalen Hard-Shrinkage, wobei der Schwellwert
λ so gewa¨hlt wird, dass eine vorgegebene Anzahl an Koeffizienten erhalten bleibt.
Die Ergebnisse der verschiedenen Testbilder in den Abbildungen 3.7 bis 3.12 sind in
Tabelle 3.2 zusammengefasst.
Das synthetische 256×256-Bild in Abbildung 3.7 zeigt, dass die Tetrolet-Transformation
exzellente Ergebnisse fu¨r stu¨ckweise konstante Bilder liefert. Mit nur 512 Koeffizienten nach
dem Shrinkage weist das rekonstruierte Bild einen beachtlichen PSNR-Wert von 38.47 dB
auf, weil die gerichteten Kanten gut adaptiert werden.
Obwohl die Haar-a¨hnlichen Tetrolets nicht stetig sind, illustrieren die weiteren Ab-
bildungen 3.8 bis 3.12, dass die Tetrolet-Transformation sogar fu¨r natu¨rliche Bilder die
Tensorprodukt-Wavelets in der biorthogonalen 9-7 Filterbank aussticht. Das besta¨tigt die
Feststellung, die im Hinblick auf Wedgelets [Don99] und Grouplets [Mal09] getroffen wur-
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synthetic cameraman pepper Lena monarch Barbara
(Abb. 3.7) (Abb. 3.8) (Abb. 3.9) (Abb. 3.10) (Abb. 3.11) (Abb. 3.12)
Koeffizienten 512 2048 2048 2048 256 512
Tensor Haar 28.13 25.47 26.11 25.58 18.98 19.69
Tensor 9-7 30.23 27.26 28.96 28.26 21.78 20.49
Tetrolets 37.70 29.29 29.32 28.66 24.19 21.09
Tetrolets BF 38.47 29.17 30.00 28.98 24.43 21.05
Contourlets 30.21 26.07 27.70 27.30 21.00 23.16
Curvelets 26.02 21.91 22.77 22.77 12.85 18.37
Tabelle 3.2: Vergleich der PSNR-Werte bei Approximation.
de, dass auch Haarwavelets in Verbindung mit gut konstruierten adaptiven Methoden sehr
gute Resultate liefern ko¨nnen. Das heißt, dass adaptive Methoden im Gegensatz zu nicht-
adaptiven Verfahren nicht notwendigerweise glatte Wavelets beno¨tigen. Besonders auffallend
ist die Tatsache, dass nahezu keine Gibbs-Artefakte auftreten. Dieser Effekt beruht auf den
kleinen Tra¨gern der Tetrolets. Fu¨r visuelle Zwecke kann man die Bilder in einem anschlie-
ßenden Postprocessing-Schritt leicht mit einem bilateralen Filter gla¨tten (’Tetrolets BF’),
was bei fast allen Testbildern auch eine leichte Verbesserung des PSNR-Wertes bewirkt.
Als Parameter fu¨r die Gewichte des bilateralen Filters [TM98] haben wir σs = 2 und σi = 35
mit einer 8er-Nachbarschaft gewa¨hlt (siehe die vertiefende Analyse der Filtergewichte in
(4.13) im na¨chsten Kapitel).
Insbesondere anhand des ”monarch“-Bildes in Abbildung 3.11 kann man gut beobach-ten, wie aufgrund der hohen Adaptivita¨t die verschiedenen, gerichteten Kanten vorzu¨glich
approximiert werden. Der Ausschnitt des ”Barbara“-Bildes in Abbildung 3.12 zeigt, dass dieTetrolet-Approximation auch fu¨r feine Texturen akzeptabel ist, aber deutlich von der Contour-
lettransformation u¨bertroffen wird. Das liegt an dem Umstand, dass diese Art von gerichteten
Streifen-Texturen ideal fu¨r Contourlets ist.
Modifizierte Tetrolet-Transformation Wir vergleichen die urspru¨ngliche Tetrolet-
Transformation mit ihren kostenminimierenden Varianten aus dem vorigen Kapitel.
In Abbildung 3.13 sehen wir am Beispiel des ”pepper“-Bildes, dass wir mithilfe der TT16die Entropie fast halbieren ko¨nnen, wenn wir kleine Qualita¨tseinbußen in der Gro¨ßenordnung
von ungefa¨hr 0.7 dB beim PSNR-Wert in Kauf nehmen. Die Abbildungen 3.14 und 3.15
erla¨utern die Funktionsweise der Relaxierten TT. Eine vollsta¨ndige Tetrolet-Zerlegung des256 × 256-”cameraman“-Bildes ergibt 5461 Adaptivita¨tswerte c ∈ {1, . . . , 117}. Die Vertei-lung dieser Werte im Adaptivita¨tsvektor s ist in Abbildung 3.14(a) zu sehen, die Entropie
betra¨gt 0.56 bpp. Die relaxierte Version mit dem Toleranzparameter θ = 25 bewirkt eine
verbesserte Ha¨ufigkeitsverteilung, wie das Histogramm in Abbildung 3.14(b) verdeutlicht.
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Abbildung 3.7: Approximation des synthetischen Bildes mit 512 Koeffizienten. (a) Klassische
HWT, (b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets, (f) Curvelets.
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Abbildung 3.8: Approximation des ”cameraman“-Bildes mit 2048 Koeffizienten. (a) KlassischeHWT, (b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets, (f) Curvelets.
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Abbildung 3.9: Approximation des ”pepper“-Bildes mit 2048 Koeffizienten. (a) KlassischeHWT, (b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets, (f) Curvelets.
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Abbildung 3.10: Approximation des ”Lena“-Bildes mit 2048 Koeffizienten. (a) Klassische HWT,(b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets, (f) Curvelets.
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Abbildung 3.11: Approximation des 64×64-Detailbildes von ”monarch“ mit 256 Koeffizienten.(a) Klassische HWT, (b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets, (f)
Curvelets.
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Abbildung 3.12: Approximation des 128×128-Detailbildes von ”Barbara“ mit 512 Koeffizien-ten. (a) Klassische HWT, (b) Biorthogonal 9-7, (c) Tetrolets, (d) Tetrolets BF, (e) Contourlets,
(f) Curvelets.
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Abbildung 3.13: Approximation des ”pepper“-Bildes mit 2048 Koeffizienten. (a) Original, (b)Standard-Tetrolet-Transformation, (c) TT16.
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Abbildung 3.14: Verteilung der 5461 Adaptivita¨tswerte beim ”cameraman“-Bild. (a) StandardTT, E = 0.56 bpp, (b) Relaxierte TT mit θ = 25, E = 0.25 bpp.
Die dazugeho¨rige Entropie wird auf 0.25 bpp reduziert – eine betra¨chtliche Verbesserung
angesichts eines kleinen Verlustes der Qualita¨t (statt 29.17 dB haben wir lediglich einen
PSNR-Wert von 28.91 dB).
Abbildung 3.15 illustriert anhand des ”cameraman“-Bildes, dass wir durch die Wahl desKontrollparameters θ die Balance zwischen geringer Entropie und hohem PSNR-Wert steu-
ern ko¨nnen. Fu¨r den sehr hohen Wert θ = 100 reduziert sich die Entropie um ca. 80 %,
wa¨hrend die Qualita¨t um ca. 1.00 dB gegenu¨ber der Standard-Tetrolet-Transformation (θ = 0)
sinkt.
Die dritte Variante zur Minimierung der Adaptivita¨tskosten, die Haar-TT, wird in Ab-
bildung 3.16 dargestellt, die A¨nderungsrate zwischen Entropie und PSNR im Vergleich zur
Standard-Tetrolet-Transformation ist in der gleichen Gro¨ßenordnung wie bei der ersten Mo-
difikation (vgl. Abbildung 3.13).
Zusammenfassend pra¨sentieren wir in der U¨bersicht von Tabelle 3.3 einige numeri-
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Abbildung 3.15: Approximation des ”cameraman“-Bildes mit 2048 Koeffizienten fu¨r die Rela-xierte TT mit verschiedenen Toleranzparametern θ.
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Abbildung 3.16: Approximation des ”clock“-Bildes mit 2048 Koeffizienten fu¨r die Haar-TT. (a)Original, (b) Standard-Tetrolet-Transformation, (c) Haar-TT.
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sche Resultate fu¨r das ”cameraman“-Bild und das ”monarch“-Detailbild. Wir vergleichen dieStandard-Tetrolet-Transformation mit den klassischen Tensormethoden (Tensor Haar, Tensor
9-7) sowie mit den modifizierten Versionen (TT16, Relaxierte TT, Haar-TT) und schließlich
auch mit einer Kombination der drei Modifikationen (Relaxierte Haar-TT16). Es wird ein
Vergleich bzgl. Approximationsqualita¨t und Speicherkosten angestellt. Die Speicherkosten
beinhalten die Kodierung der Waveletkoeffizienten und der Adaptivita¨tswerte (wenn vorhan-
den). Eine grobe Scha¨tzung fu¨r die vollsta¨ndigen Speicherkosten eines komprimierten Bildes
mit N2 Pixeln kann man mit einem vereinfachten Schema
cost = costW + costP + costA,
erhalten. Hierbei sind costW = 16 · M/N2 die Kosten in bpp, die zum Abspeichern von
M Nichtnull-Waveletkoeffizienten mit 16 Bits beno¨tigt werden. Der Ausdruck costP gibt
die Kodierungskosten fu¨r die Position dieser M Koeffizienten an, die vereinfacht mittels
− M
N2 log2( MN2 ) − N2−MN2 log2(N2−MN2 ) berechnet werden ko¨nnen. Dies ist na¨mlich die Entropieder sogenannten Signifikanz-Karte [Mal99, S. 551]. Die Signifikanz-Karte ist nichts anderes
als ein bina¨res Signal der La¨nge N2, in dem Einsen an den Stellen stehen, wo die M
Nichtnull-Koeffizienten sind. Die dritte Kostenkomponente, die Adaptivita¨tskosten costA =
E · R/N2, treten nur bei der Tetrolet-Transformation auf. Dabei steht R fu¨r die Anzahl der
Adaptivita¨tswerte, und E ist wie bisher die Entropie.
Es ist offensichtlich, dass dieses Schema nur eine sehr grobe obere Schranke fu¨r die
Speicherkosten liefert. In der Praxis kann die Kodierung der Tetrolet-Koeffizienten wesent-
lich gu¨nstiger durchgefu¨hrt werden, indem man z. B. die Korrelation benachbarter Bildblo¨cke
beru¨cksichtigt oder die Korrelation zwischen den Tetrolet-Koeffizienten in aufeinander fol-
genden Zerlegungsleveln.
Wir haben in Tabelle 3.3 versucht, die Kombination der modifizierten Tetrolet-
Transformation so auszubalancieren, dass die vollen Speicherkosten cost in der gleichen
Gro¨ßenordnung sind wie bei dem 9-7 Filter. Jetzt kann man in diesem nunmehr fairen Ver-
gleich feststellen, dass die Tetrolets einen leicht besseren PSNR-Wert aufweisen als der
9-7 Filter. Fu¨r die relaxierte Version haben wir den globalen Toleranzparameter θ = 25
verwendet.
3.9 Multiresolutionsanalyse und Approximation
In diesem Abschnitt versuchen wir, eine adaptive MRA fu¨r die Tetrolets zu formulieren. In
einem zweiten Schritt zeigen wir, dass die beste M-Term-Tetrolet-Approximation fM unter
gewissen Voraussetzungen die optimale asymptotische Abscha¨tzung
εM = ‖f − fM‖22 ≤ C ′M−α
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monarch cameraman
M PSNR E cost M PSNR E cost
Tensor Haar 300 19.58 - 1.55 2500 26.29 - 0.84
Tensor 9-7 300 22.62 - 1.55 2500 28.14 - 0.84
Tetrolet 256 24.43 0.53 1.86 2048 29.17 0.56 1.26
TT16 256 23.56 0.30 1.64 2048 28.44 0.32 1.02
Relaxierte TT 256 24.51 0.32 1.66 2048 28.91 0.25 0.95
Haar-TT 256 24.24 0.43 1.77 2048 28.94 0.32 1.02
Relaxierte Haar-TT16 256 23.48 0.21 1.55 2048 28.24 0.14 0.84
Tabelle 3.3: Vergleich zwischen Tensor-Wavelettransformationen und verschiedenen Versio-
nen der Tetrolet-Transformation bezu¨glich Approximationsqualita¨t (PSNR in dB) und Spei-
cherkosten (cost in bpp).
erfu¨llt. Hierbei ist C ′ eine Konstante, die unabha¨ngig vom Zerlegungslevel j ist, und α ∈ (0, 1]
gibt die Ordnung der Ho¨lder-Stetigkeit innerhalb der Bildregionen an.
Damit reiht sich unsere Methode in eine Anzahl von Wavelet-Techniken ein, die in letzter
Zeit entwickelt wurden und ebenfalls optimale Approximationseigenschaften aufweisen. Wir
hatten bereits in der Einleitung einen U¨berblick u¨ber repra¨sentative Verfahren mit ihrer
jeweiligen Approximationsqualita¨t angegeben. An dieser Stelle erinnern wir nur noch einmal
an die verwandte Methode der EPWT, weil wir feststellen werden, dass man mit a¨hnlichen
Argumenten wie in [PTI09] das Approximationsverhalten der Tetrolet-Transformation fu¨r α ∈(0, 1] beweisen kann.
Um das asymptotische Abfallen des Approximationsfehlers εM fu¨r Tetrolets theoretisch
beschreiben zu ko¨nnen, weichen wir das Konzept der Tetrolet-Filterbank etwas auf, indem
wir auf die feste 4 × 4-Blockbildung verzichten. Wir lassen also allgemeinere Tetromino-
Partitionen der Bildindexmenge I zu, die nicht mehr unbedingt die dritte Bedingung im Ab-
schnitt 3.3 erfu¨llen mu¨ssen. Außerdem werden wir stetige Tetrolets auf einem kontinuierlichen
Bildgebiet [0, 1)2 betrachten, die dort einer MRA-Struktur genu¨gen.
3.9.1 Notation
Eine L2([0, 1)2)-Version eines quadratischen, dyadischen digitalen Bildes a = (a[s])s∈I mit
der Indexmenge I = {0, . . . , N − 1}2 mit N = 2J , J ∈ N, kann durch
f(x) =∑
s∈I
a[s] χ[0,1)2 (2Jx − s), x ∈ [0, 1)2, (3.13)
angegeben werden.
Wir setzen voraus, dass der Definitionsbereich [0, 1)2 der Funktion f disjunkt in Bildge-
biete Ωi, i = 1, . . . , K , zerlegt werden kann, d. h. [0, 1)2 = ⋃Ki=1Ωi. Innerhalb eines jeden
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Gebietes sei f Ho¨lder-stetig, d. h. fu¨r α ∈ (0, 1] gilt
|f(x)− f(y)| ≤ C‖x − y‖α2 , x, y ∈ Ωi (3.14)
mit einer von x und y unabha¨ngigen Konstante C > 0. Fu¨r die Bildwerte des digitalen Bildes
a bedeutet das wegen (3.13)
|a[s1]− a[s2]| ≤ C2−Jα‖s1 − s2‖α2 , s1/2J , s2/2J ∈ Ωi. (3.15)
Bevor wir die MRA-Struktur der Tetrolets untersuchen, betrachten wir die Multiskalen-
Struktur der Tetrominoes, die den Tetrolets als Tra¨ger dienen sollen. Dazu u¨berdecken wir
zuna¨chst das Gebiet [0, 1)2 disjunkt mit 22J−2 Tetromino-Teilmengen T˜ J−1n . Die Gebiete T˜ J−1n
bestehen also aus genau vier Quadraten der Gro¨ße 1/2J × 1/2J , die jeweils durch mindestens
eine Kante miteinander verbunden sind. Es gilt somit
[0, 1)2 = ⋃
n∈G(IJ−1) T˜
J−1
n , (3.16)
dabei ist G(IJ−1) die eindimensionale Indexmenge zu IJ−1 = {0, . . . , N/2−1}2, also G(IJ−1) =
{0, 1, . . . , 22J−2 − 1}. Unter den vielen Mo¨glichkeiten, das Bildgebiet [0, 1)2 disjunkt mit Te-
trominoes zu u¨berdecken, wa¨hlen wir die U¨berdeckung aus, die am besten die Bildstrukturen
beru¨cksichtigt. Eine solche U¨berdeckung hat eine minimale Anzahl von Tetrominoes, die nicht
vollsta¨ndig innerhalb eines Bildgebietes Ωi, i = 1, . . . , K , liegen. Das diskrete Analogon von
(3.16) ist die disjunkte U¨berdeckung der Indexmenge I durch Teilmengen T J−1n , die die beiden
Bedingungen aus Abschnitt 3.1 erfu¨llen:
I = ⋃
n∈G(IJ−1)T
J−1
n
Die diskreten Indexmengen T J−1n enthalten die vier Gitterpunkte, die in dem Gebiet T˜ J−1n
liegen. Wir nennen sie auch Tetromino, der Kontext wird deutlich machen ob wir das stetige
Gebiet T˜ J−1n oder die entsprechende diskrete Menge T J−1n meinen.
Im (J − 2)-ten Level fassen wir vier ”feine“ Tetrominoes T J−1n1 , . . . , T J−1n4 , ni ∈ G(IJ−1), zueiner ”gro¨beren“ Menge T J−2n zusammen, n ∈ G(IJ−2) = {0, . . . , 22J−4 − 1}, die wir wiederTetromino nennen (auch wenn diese Teilmenge von [0, 1)2 nicht mehr notwendigerweise eine
Tetromino-Form hat, wie Abbildung 3.17 auf Seite 121 anschaulich zeigen wird). Jede Menge
T J−2n entha¨lt dann 16 Indizes. Dieses Vergro¨bern soll so geschehen, dass mo¨glichst nur
Mengen innerhalb eines Bildgebietes zusammengefasst werden. Im j-ten Level (0 ≤ j < J)
gilt also fu¨r n ∈ G(Ij ) = {0, . . . , 22j − 1}: #T jn = 4J−j und T jn ⊂ I sowie
T
j
n = 4⋃
i=1T
j+1
ni = 4⋃
i=1
4⋃
s=1T
j+2
nis = 16⋃
k=1T
j+2
k = . . . = 4J−j−1⋃
k=1 T
J−1
k (3.17)
fu¨r passend gewa¨hlte Reihenfolgen von Indizes k .
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3.9.2 Adaptive Multiresolutionsanalyse der Tetrolets
Nachdem wir die Multiskalen-Struktur der Tetrominoes fu¨r das Bildgebiet [0, 1)2 untersucht
haben, betrachten wir jetzt die dazugeho¨rigen Tetrolets.
Wir wa¨hlen fu¨r 0 ≤ j ≤ J die Approximationsra¨ume Vj ⊂ L2([0, 1)2), die durch Skalie-
rungsfunktionen erzeugt werden sollen. Im feinsten Level J > 0 ist
VJ = closL2([0,1)2)span{φJ,n : n ∈ G(I)},
dabei sind die Skalierungsfunktionen
φJ,n := 2Jχ[0,1)2 (2J · −G−1(n)) (3.18)
charakteristische Funktionen auf den kleinen Quadraten der Gro¨ße 1/2J × 1/2J .
Es ist also f = fJ die Projektion in den feinsten Approximationsraum VJ :
fJ = PVJ f = ∑
n∈G(IJ ) cJ,n φJ,n,
mit IJ = I und
cJ,n = 〈f, φJ,n〉 =∑
m∈I
a[m] 2J 〈χ[0,1)2 (2J · −m), χ[0,1)2 (2J · −G−1(n))〉
=∑
m∈I
a[m] 2J 2−2Jδm,G−1(n) = 2−Ja[G−1(n)]. (3.19)
Im na¨chsten Level sind die ”gro¨beren“ Skalierungsfunktionen φJ−1,n fu¨r n ∈ G(IJ−1) u¨berdie Verfeinerungsgleichung definiert
φJ−1,n := 12 ∑
k∈G(T J−1n )
φJ,k .
Wegen (3.18) ist dies nichts anderes als φJ−1,n = 2J−1χT˜ J−1n . Beachte dabei, dass im Gegen-satz zur klassischen MRA-Struktur der Index n hier nicht eine zweidimensionale Translation
angibt, sondern die skalare Tetromino-Ordnungsnummer. Ebenso gilt fu¨r die Tetrolets mit
l = 1, 2, 3
ψlJ−1,n := ∑
k∈G(T J−1n )
ε[l, L(G−1(k))]φJ,k ,
wobei T J−1n die n-te Tetromino-Teilmenge von IJ ist, die von dem Tra¨ger-Tetromino von φJ−1,n
bzw. ψlJ−1,n u¨berdeckt wird. Insbesondere ist also #T J−1n = 4 fu¨r alle n ∈ IJ−1. Wir erinnern
daran, dass die Koeffizienten ε[l, m], l, m = 0, . . . , 3, Eintra¨ge aus der orthogonalen HWT-
Matrix (3.3) sind, und L die bijektive Abbildung ist, die den vier Pixeln aus T J−1n einen Wert
zwischen 0 und 3 zuordnet.
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Damit ko¨nnen wir jetzt fJ in den Tiefpassanteil fJ−1 und den Hochpassanteil gJ−1 zerlegen,
fJ−1(x) = ∑
n∈G(IJ−1)〈f, φJ−1,n〉φJ−1,n(x),
gJ−1(x) = ∑
n∈G(IJ−1)
∑
l=1,2,3〈f, ψ
l
J−1,n〉ψlJ−1,n(x).
In einem weiteren Schritt gehen wir zu beliebigen Zerlegungsleveln u¨ber. Fu¨r 0 ≤ j < J
und n ∈ G(Ij ) = {0, 1, . . . , 22j − 1} sind die Skalierungsfunktionen durch
φj,n := 2jχT˜ jn (3.20)
definiert, wobei das Tra¨ger-Tetromino T˜ jn aus der Vereinigung von vier feineren Tetromino-
Mengen entstanden ist: T˜ jn = ⋃4i=1 T˜ j+1ni . Das bedeutet
2jχ
T˜
j
n
= 2j (χ
T˜
j+1
n1 + χT˜ j+1n2 + χT˜ j+1n3 + χT˜ j+1n4 ) .
Damit bekommen wir also eine Verfeinerungsgleichung fu¨r die adaptiven Tetrolets:
φj,n = 12 ∑
k∈{n1,n2,n3,n4}
φj+1,k .
Wir ko¨nnen (3.20) auch in der folgenden Form schreiben:
φj,n = 12J−j ∑
k∈G(T jn)
φJ,k . (3.21)
Wegen #T jn = 4J−j ist die Skalierungsfunktion φj,n, n ∈ G(Ij ), also die charakteristische
Funktion auf 4J−j Quadraten der Gro¨ße 1/2J × 1/2J in [0, 1)2. Insbesondere ist φ0,0 die cha-
rakteristische Funktion auf ganz [0, 1)2 wegen 4J = N2.
Die Tetrolets im j-ten Level, 0 ≤ j < J, werden u¨ber die Verfeinerungsgleichung kon-
struiert:
ψlj,n = ∑
k∈{n1,n2,n3,n4}
ε[l, L(G−1(k))] φj+1,k , l = 1, 2, 3,
wobei wieder T˜ jn = ⋃4i=1 T˜ j+1ni fu¨r n ∈ G(Ij ) = {0, 1, . . . , 22j−1} zugrunde gelegt wird. Wegen
der Orthogonalita¨t der HWT-Matrix W in (3.3) gilt 〈ψlj ′,n′ , φj,n〉 = 0 fu¨r 0 ≤ j, j ′ < J;n, n′ ∈
G(Ij ). Damit existiert eine orthogonale Zerlegung
Vj (f)⊕Wj (f) = Vj+1(f)
mit den adaptiven Approximationsra¨umen
Vj (f) = closL2([0,1)2)span{φj,n : n ∈ G(Ij )}
und den Waveletra¨umen
Wj (f) = closL2([0,1)2)span{ψlj,n : l = 1, 2, 3;n ∈ G(Ij )},
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die von der jeweiligen Funktion f (bzw. dem Bild a) abha¨ngig sind.
Die orthogonale Zerlegung in Tief- und Hochpassanteile kann nun durch fj+1 = fj + gj
berechnet werden, mit
fj (x) = ∑
n∈G(Ij ) cj,n φj,n(x),
gj (x) = ∑
n∈G(Ij )
∑
l=1,2,3d
l
j,n ψ
l
j,n(x).
Hierbei sind die Koeffizienten gegeben durch
cj,n = 〈f, φj,n〉 = 12 ∑
k∈{n1,n2,n3,n4}
〈f, φj+1,k 〉 = 12 ∑
k∈{n1,n2,n3,n4}
cj+1,k ,
dlj,n = 〈f, ψlj,n〉 = ∑
k∈{n1,n2,n3,n4}
ε[l, L(G−1(k))] 〈f, φj+1,k〉 = ∑
k∈{n1,n2,n3,n4}
ε[l, L(G−1(k))] cj+1,k ,
fu¨r l = 1, 2, 3 und jedes Tetromino T˜ jn = ⋃4i=1 T˜ j+1ni , n ∈ G(Ij ). Mithilfe von (3.21) erha¨lt man
fu¨r die Tiefpass-Koeffizienten die Darstellung
cj,n = 〈f, φj,n〉 = 12J−j ∑
k∈G(T jn)
〈f, φJ,k〉 = 12J−j ∑
k∈G(T jn)
cJ,k . (3.22)
3.9.3 Approximationseigenschaften
Die betragsma¨ßige Gro¨ße der Tetrolet-Koeffizienten ha¨ngt im Wesentlichen von der Wahl
der Tra¨ger-Tetrominoes ab. Um mo¨glichst viele verschwindende Koeffizienten zu bekommen,
mu¨ssen wir eine adaptive Tetromino-Partition des Bildes finden, die die lokalen Bildstruktu-
ren beru¨cksichtigt. Ein Tetromino, das vollsta¨ndig innerhalb einer regula¨ren Bildregion liegt,
erzeugt einen betragsma¨ßig kleinen Tetrolet-Koeffizient, wa¨hrend Tetrominoes, die Bildkan-
ten enthalten, im Allgemeinen einen betragsma¨ßig großen Koeffizient liefern, weil hier die
Ho¨lder-Bedingung (3.14) nicht gilt.
Analog zu [PTI09] stellen wir deshalb folgende Bedingungen an unsere Tetromino-
Partitionen in den verschiedenen Leveln der Transformation:
(a) Gebietsbedingung: Im j-ten Zerlegungslevel, j = J − 1, . . . , 0, sollen ho¨chstens C1K
Tetrominoes existieren, die nicht vollsta¨ndig in einem Bildgebiet Ωi, i = 1, . . . , K ,
liegen. Dabei ist C1 unabha¨ngig von j und J.
(b) Durchmesserbedingung: Im j-ten Zerlegungslevel, j = J − 1, . . . , 0, sollen unter den
Tetrominoes, die vollsta¨ndig in einem Bildgebiet liegen, ho¨chstens C2 Tetrominoes sein,
die nicht die Bedingung
diamT jn := max
s1,s2∈T jn
‖s1 − s2‖2 ≤ D · 2J−j (3.23)
fu¨r eine feste Konstante D <∞ erfu¨llen. Dabei sind C2 und D unabha¨ngig von j und
J.
120 3.9. Multiresolutionsanalyse und Approximation
Tetrolets, deren Tetromino-Tra¨ger innerhalb eines Bildgebietes liegen und gleichzeitig
(3.23) erfu¨llen, nennen wir Typ-1-Tetrolets. Die u¨brigen Tetrolets heißen Typ-2-Tetrolets. Die
Anzahl der Typ-2-Tetrolets in jedem Level ist durch C1K + C2 beschra¨nkt.
Bemerkung 3.4. Die bestmo¨gliche Konstante D in (3.23) liefert die Verwendung von O-
Tetrominoes, denn in diesem Fall ist diam T J−1n = √2, also D = 1/√2. Der ungu¨nstigste Fall
tritt bei der Verwendung von I-Tetrominoes auf, denn es gilt diamT J−1n = 3, also D = 3/2.
Anhand eines ausfu¨hrlichen Beispiels wollen wir uns vergegenwa¨rtigen, was die beiden
Bedingungen fu¨r ein Bild bedeuten.
Beispiel 3.5. Betrachte das Bild der Gro¨ße 16 × 16, das in Abbildung 3.17(oben) zu sehen
ist. Es besteht aus K = 3 Bildregionen: Kreis, schra¨ger Balken und Hintergrund. Innerhalb
der Regionen soll die Bildfunktion Ho¨lder-stetig gema¨ß (3.15) sein. Wir zeigen, dass es
Tetromino-Partitionen fu¨r die J = 4 Zerlegungslevel gibt, die die beiden oben genannten
Bedingungen mit mo¨glichst kleinen Konstanten C1, C2, D erfu¨llen.
Im Level j = J − 1 = 3 u¨berdecken wir das 16 × 16-Bild adaptiv mit 64 Tetrominoes T 3n ,
n = 0, . . . , 63, wie in Abbildung 3.17(mitte links) dargestellt. Es gibt nur zwei Tetrominoes,
na¨mlich Nr. 27 und 53, die nicht vollsta¨ndig in einem Bildgebebiet liegen. Also gilt C1 = 2/3.
Damit die Durchmesserbedingung (3.23) auch fu¨r das I-Tetromino Nr. 35 erfu¨llt wird, wa¨hlen
wir D = 3/2. Wir haben damit dann C2 = 0.
Aus jeweils vier feinen Tetrominoes werden gro¨bere Tetromino-Mengen T 2n , n = 0, . . . , 15,
gebildet, so dass die Tetrolet-Approximation f2 entsteht, bei der wir folgendes beobachten:
Die Mengen T 2n haben im Allgemeinen keine Tetrominoform mehr. Außerdem mu¨ssen sie
nicht mehr zusammenha¨ngend sein, wie T 29 deutlich macht. Daru¨ber hinaus stellen wir fest,
dass es drei Tetrominoes (Nr. 9, 10, 14) gibt, die nicht der Gebietsbedingung entsprechen,
also C1 = 1. Wa¨hlen wir D = √13/2 ≈ 1, 8027, so genu¨gen alle Tetrominoes bis auf T 23
der Durchmesserbedingung, und wir erhalten C2 = 1. Fu¨r T 23 gilt diamT 23 = √68, d. h. die
Durchmesserbedingung wa¨re nur fu¨r D ≥ √17/2 erfu¨llt.
Gema¨ß der Bildgeometrie werden wieder jeweils vier Tetromino-Mengen vereinigt, so dass
im na¨chsten Level j = 1 die Tetrolet-Approximation f1 nur noch aus vier charakteristischen
Funktionen auf den Tetrominoes T 1n , n = 0, . . . , 3, besteht. Es gilt offensichtlich C1 = 2/3.
Wir berechnen leicht diamT 10 = √274, diam T 11 = √160, diam T 12 = √170, diam T 13 = √100.
Wa¨hlen wir also D = √170/8 ≈ 1, 6298 erfu¨llt nur T 10 die Durchmesserbedingung nicht, wir
haben also wieder C2 = 1.
Schließlich erhalten wir die konstante Funktion f0, die den Mittelwert des Bildes repre-
sentiert. Es gilt C1 = 1 und diam T 00 = √450. Damit haben wir fu¨r D = √450/16 ≈ 1.3258
sogar wieder C2 = 0.
Als levelunabha¨ngige Konstanten ko¨nnen wir dann C1 = C2 = 1 und D = √13/2 wa¨hlen.
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Abbildung 3.17: Bildfunktion f eines 16×16-Bildes (oben) und ihre Tetrolet-Approximationen
f3, f2, f1 und f0.
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Im zweiten Teil des Beispiels illustrieren wir anhand von Abbildung 3.18 die Vorgehens-
weise des Zerlegungs-Algorithmus, der die Tetrolet-Approximationen aus Abbildung 3.17
lieferte. In Abbildung 3.18(links) sehen wir die Tetromino-Partition fu¨r das Eingangsbild.
Aus diesen 64 Tetrominoes erhalten wir ein neues Tiefpassbild, indem wir die Tiefpassan-
teile (Mittelwerte) der Tetromino-Gebiete spaltenweise in eine 8× 8-Matrix schreiben. Dies
u¨berdecken wir wieder mit Tetrominoes unter Beru¨cksichtigung der Bildgeometrie. Wie be-
reits oben erwa¨hnt rechtfertigt diese Vorgehensweise die Bezeichnung ”Tetromino“ fu¨r die
Mengen T
j
n mit 0 ≤ j < J − 1, auch wenn sie keine Tetrominoform mehr besitzen (siehe
Abbildung 3.17). Auch hier erkennen wir wieder gut, dass die Tetrominoes Nr. 9, 10 und 14
nicht der Gebietsbedingung entsprechen und die entsprechenden Wavelets ψl2,9, ψl2,10 und
ψl2,14 mit l = 1, 2, 3 Typ-2-Tetrolets sind.
Die Tiefpasswerte der 16 Tetrominoes werden im Level j = 1 in eine 4 × 4-Matrix
eingetragen. Die Tetromino-Partition fu¨hrt hier zu einem 2 × 2-Tiefpassbild im Level j = 0,
das schließlich nur noch mit einem einzigen O-Tetromino u¨berdeckt werden kann.
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Abbildung 3.18: Adaptive Tetromino-U¨berdeckung eines 16× 16-Bildes und seiner Tiefpass-
anteile.
Lemma 3.6. Fu¨r die Tetrolet-Koeffizienten im j-ten Level, 0 ≤ j < J, gelten folgende
Abscha¨tzungen:
1. |dlj,n| ≤ CDα · 2−j(α+1)−1 fu¨r Typ-1-Tetrolets.
2. |dlj,n| ≤ C˜ · 2−(j+1) fu¨r Typ-2-Tetrolets.
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Dabei ist C die Ho¨lder-Konstante aus (3.14), D die Durchmesser-Konstante aus (3.23) und
C˜ eine positive, endliche Konstante.
Beweis. Es gilt fu¨r 0 ≤ j < J o. B. d. A.
|dlj,n| = | ∑
k∈{n1,n2,n3,n4}
ε[l, L(G−1(k))] cj+1,k | ≤ 12 (|cj+1,n1 − cj+1,n2 |+ |cj+1,n3 − cj+1,n4 |) ,
basierend auf der Notation T˜ jn = ⋃4i=1 T˜ j+1ni und mit passend gewa¨hlter Reihenfolge
n1, n2, n3, n4. Wir wenden (3.22) an und erhalten
|dlj,n| ≤
12 12J−(j+1)
| ∑
k∈G(T j+1n1 )
cJ,k −
∑
k∈G(T j+1n2 )
cJ,k |+ | ∑
k∈G(T j+1n3 )
cJ,k −
∑
k∈G(T j+1n4 )
cJ,k |
 .
Wegen #T j+1n = 4J−j−1 besteht jede Summe aus 4J−j−1 Summanden. Mit mi ∈ G(T j+1ni ),
i = 1, 2, 3, 4, ko¨nnen wir also o. B. d. A. abscha¨tzen
|dlj,n| ≤
12J−j 4J−j−1
(max
m1,m2 |cJ,m1 − cJ,m2 |+ maxm3,m4 |cJ,m3 − cJ,m4 |
)
.
Nun sei si = G−1(mi) die zweidimensionale Ortskoordinate des Bildpixels a[si], i = 1, 2, 3, 4.
Dann gilt mit (3.19)
|dlj,n| ≤ 2−j−2(max
s1,s2 |a[s1]− a[s2]|+ maxs3,s4 |a[s3]− a[s4]|
)
. (3.24)
Zu 1. Fu¨r Typ-1-Tetrolets nutzen wir nun die Ho¨lder-Stetigkeit (3.15) und erhalten
|dlj,n| ≤ 2−j−2(max
s1,s2 (C2−Jα‖s1 − s2‖α2 ) + maxs3,s4 (C2−Jα‖s3 − s4‖α2 )
)
= 2−Jα−j−2C (max
s1,s2 ‖s1 − s2‖α2 + maxs3,s4 ‖s3 − s4‖α2
)
.
Die Durchmesserbedingung (3.23) liefert schließlich die gewu¨nschte Ungleichung
|dlj,n| ≤ 2−Jα−j−2C · 2(D2J−j )α = CDα2−j(α+1)−1. (3.25)
Zu 2. Weil s1 und s2 bei Typ-2-Tetrolets ebenso wie s3 und s4 i. a. aus verschiedenen Bildre-
gionen kommen, ko¨nnen wir in (3.24) weder die Ho¨lder-Stetigkeit noch die Durchmesserbe-
dingung verwenden. Da die Bildwerte aber durch C˜ beschra¨nkt sind, erhalten wir zumindest
die Satzaussage.
Bemerkung 3.7. Wir ko¨nnen die Konstante C˜ in der zweiten Abscha¨tzung von Lemma 3.6 ver-
bessern, wenn wir bei den Typ-2-Tetrolets noch weitere Unterscheidungen vornehmen wu¨rden,
weil viele Typ-2-Tetrolets einen Null-Koeffizient liefern, obwohl ihr Tetromino-Tra¨ger nicht
vollsta¨ndig in einem Bildgebiet liegt. Zu jedem Tetromino T jn, das nicht in einem Bildgebiet
liegt, gibt es drei Typ-2-Tetrolet-Koeffizienten dlj,n fu¨r l = 1, 2, 3. Wenn aber nun der Tra¨ger
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derart in zwei verschiedenen Bildgebieten liegt, dass die zwei Pixel s1 und s2 in einem Gebiet
liegen, und s3 und s4 in dem anderen, so ko¨nnen wir in (3.24) trotzdem die Ho¨lder-Stetigkeit
und die Durchmesserbedingung anwenden, und erhalten auch in diesem Fall fu¨r zwei der drei
Typ-2-Koeffizienten die gu¨nstigere Typ-1-Abscha¨tzung (3.25). Ein solches Beispiel finden wir
in Abbildung 3.18 fu¨r das Tra¨ger-Tetromino Nr. 53 im feinsten Level.
Analog zu [PTI09] und in Anlehnung an [Mal89, Proposition 9.4] ko¨nnen wir nun die
optimale M-Term-Approximation durch Tetrolets unter den oben genannten Voraussetzungen
beweisen.
Satz 3.8. Sei f eine Bildfunktion wie in (3.13) beschrieben, die innerhalb der Bildre-
gionen Ho¨lder-stetig von der Ordnung α ∈ (0, 1] ist. Wir wenden die adaptive Tetrolet-
Transformation an, so dass die zugrunde liegenden Tetromino-Partitionen in den Zerlegungs-
leveln die Gebiets- und Durchmesserbedingung erfu¨llen. Die so erhaltene beste M-Term-
Approximation fM von f ∈ L2([0, 1)2) liefert fu¨r den Approximationsfehler die Abscha¨tzung
εM = ‖f − fM‖22 ≤ C ′M−α .
Beweis. Ordne alle Tetrolet-Koeffizienten dlj,n = 〈f, ψlj,n〉 von f in absteigender Reihenfolge
in einen Vektor, d. h. mit dem Tripel-Index µ = (j, n, l) erhalten wir (dµ)22J−1µ=0 mit |dµ| ≥ |dµ+1|.
Dabei ist d0 = c0,0 der einzig verbleibende Tiefpass-Koeffizient.
1. Wir zeigen zuna¨chst mithilfe von Lemma 3.6, dass die Reihe ∑22J−1µ=0 |dµ|p beschra¨nkt
ist fu¨r alle p mit 12 < 1p < α+12 .In jedem Level 0 ≤ j < J gibt es maximal 3 · 22j Typ-1-Tetrolets, so dass gilt
∑
dµ vom Typ 1
|dµ|p ≤
J−1∑
j=0 3 · 22j · |CDα2−j(α+1)−1|p = (CDα /2)p · 3
J−1∑
j=0 22j · 2−j(α+1)p.
Fu¨r J →∞ ist die Reihe endlich, wenn pα + p− 2 > 0, d. h. wenn 1p < α+12 .Nach Voraussetzung gibt es in jedem Level ho¨chstens C1K +C2 Typ-2-Tetrolets, so dass
fu¨r alle p gilt
|d0|p + ∑
dµ vom Typ 2
|dµ|p ≤ |d0|p + (C1K + C2) · J−1∑
j=0 |C˜2−(j+1)|p
= |d0|p + (C1K + C2)(C˜ /2)p J−1∑
j=0 2−jp
≤ |d0|p + (C1K + C2)(C˜ /2)p 11− 2−p <∞.
2. Wir betrachten die aus k Summanden bestehenden Partialsummen
Sk := 2k−1∑
µ=k |dµ|
p
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fu¨r 0 < k ≤ 22J−1. Diese Partialsummen sind fu¨r beliebiges J > 1 beschra¨nkt, weil wir
oben gezeigt haben, dass ∑22J−1µ=0 |dµ|p beschra¨nkt ist. Weil die Koeffizienten nach ihrer be-
tragsma¨ßigen Gro¨ße geordnet sind, gilt fu¨r k ≤ µ ≤ 2k − 1: |d2k | ≤ |d2k−1| ≤ |dµ|. Damit
ko¨nnen wir die Partialsummen Sk fu¨r 1 < p < 2 nach unten abscha¨tzen:
Sk ≥ k|d2k−1|p ≥ k|d2k |p.
Das bedeutet |d2k | ≤ |d2k−1| ≤ (Skk )1/p, bzw.
|dk | ≤
(
S⌈k/2⌉
k/2
)1/p = (2
k
S⌈k/2⌉
)1/p
.
Nun sind wir in der Lage, den Approximationsfehler abzuscha¨tzen; es gilt fu¨r 1 < M < 22J−1:
εM = 22J−1∑
µ=M+1 |dµ|
2 ≤ 2
2J−1∑
µ=M+1
(2
µ
)2/p (
S⌈µ/2⌉)2/p ≤ 22/p
(sup
µ>M
|S⌈µ/2⌉|
)2/p ∞∑
µ=M+1 µ
−2/p.
Die letzte Summe ist die Untersumme des Integrals ∫∞M x−2/pdx, denn die Funktion x−2/p istmonoton fallend fu¨r x > 0. Damit ko¨nnen wir die Summe nach oben hin abscha¨tzen durch
∞∑
µ=M+1 µ
−2/p ≤
∫ ∞
M
x−2/p dx = 12/p− 1M1−2/p,
so dass wir insgesamt fu¨r den Approximationsfehler die Ungleichung
εM ≤ 22/p sup
µ>M
|S⌈µ/2⌉|2/p 12/p− 1M1−2/p
erhalten, was fu¨r p→ 2/(α + 1) mit C ′ = 2α+1α supµ>M |S⌈µ/2⌉|α+1 die Behauptung liefert.
Kapitel 4
Postprocessing-Methode fu¨r gerichtete
Haarwavelets
Die in dieser Arbeit vorgestellten, gerichteten Wavelets sind durchweg Haarwavelets (mit
Ausnahme der stetigen Wavelets im Abschnitt 2.5). Ihr kleiner, kompakter Tra¨ger fu¨hrt in der
Anwendung nur zu sehr geringen Gibbs-Pha¨nomenen, die vernachla¨ssigbar sind. Die bisher
erzielten Ergebnisse in der Bildverarbeitung leiden vielmehr durch die fehlende Regularita¨t
der Basisfunktionen. Deshalb schlagen wir in diesem Kapitel eine Postprocessing-Methode
vor, die dieses Problem behebt. Dadurch la¨sst sich die Approximationsqualita¨t fu¨r glatte
Bilder wesentlich verbessern.
Die in unserer Arbeit [KM10] vorgestellte Hybridmethode kombiniert die adaptive
Tetrolet-Transformation mit einem Variationsansatz. Das dabei verwendete iterative Minimie-
rungsschema minimiert die anisotrope totale Variation (ATV), um die stu¨ckweise konstante
Tetrolet-Approximation zu gla¨tten unter Erhalt der wichtigen Bildkanten. Auf diese Weise
werden auch die Blocking-Effekte der Tetrolet-Transformation beseitigt.
Hybridmethoden Um in der Anwendung exzellente Ergebnisse zu erzielen, bedient man sich
in der Praxis ha¨ufig Hybridmethoden, die die Vorteile verschiedener Verfahren verbinden. In
der Bildverarbeitung sind in den letzten Jahren Kombinationen von einer Wavelettransfor-
mation mit Diffusions- und Variationstechniken untersucht worden [SWB+04,WWS05]. Die-
se Verfahren sind bisher insbesondere zur Bildentsto¨rung eingesetzt worden und basieren
auf einer gerichteten Wavelettransformation wie der Curvelet- oder Shearlettransformati-
on [MP07, ELC09]. Einer der popula¨rsten Ansa¨tze unter der großen Anzahl der Variations-
techniken ist die Minimierung von Funktionalen, die die totale Variation (TV) des Bildes als
Gla¨ttungsterm verwenden.
TV-Minimierung in der Bildverarbeitung Bekanntlich la¨sst sich ein gegebenes, verrausch-
tes Bild f : Ω → R in dem rechteckigen Bildgebiet Ω entsto¨ren, indem man das konvexe
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Funktional inf
u∈L2(Ω)
{12
∫
Ω(u− f)2 dx + λ
∫
Ω Φ(|∇u|2)dx
}
mit dem Regularisierungsparameter λ > 0 minimiert. Der erste Term bewirkt, dass das ge-
suchte Bild u a¨hnlich zu dem gegebenen f ist, wa¨hrend der zweite Term des Funktionals bei
geeigneter Wahl von Φ : [0,∞)→ R fu¨r eine kantenerhaltende Gla¨ttung sorgt. Dabei ist der
Gradient im distributionellen Sinne zu verstehen. In ihrer wegbereitenden Arbeit [ROF92]
stellten Rudin, Osher und Fatemi 1992 das sogenannte ROF-Modell zur Entsto¨rung von
Bildern vor, indem sie im Regularisierungsterm die Funktion Φ(s2) = |s| verwendeten:
inf
u∈L2(Ω)
{12
∫
Ω(u− f)2 dx + λ
∫
Ω |∇u|dx
}
.
Die Verwendung dieser TV-Seminorm
TV (f) = ∫Ω |∇f(x)|dx (4.1)
la¨sst Unstetigkeiten zu und bestraft trotzdem kleinere Oszillationen. Deshalb hat sich dieses
Modell als a¨ußerst effektiv fu¨r die Bildentsto¨rung erwiesen: Sto¨rungen werden entfernt, aber
– im Gegensatz zu einer Regularisierung mit einer L2-Norm – die Bildkanten in ihrer vollen
Scha¨rfe erhalten.
Die Variationsformulierung des Entsto¨rungsproblems fu¨hrt sofort zu einem
Gradientenabstiegs-Verfahren. Wegen der Nicht-Differenzierbarkeit von TV (f) muss
man entweder mit einem Subgradienten arbeiten oder mit einer regularisierten Version der
TV-Seminorm. Dazu ersetzt man ha¨ufig (4.1) durch das regularisierte Funktional
TV (f) = ∫Ω
√
|∇f(x)|2 + β2 dx, (4.2)
mit einem kleinen Parameter β > 0. Wir werden beide Mo¨glichkeiten im Verlauf dieses Ka-
pitels erla¨utern. Auch in der Literatur lassen sich beide Varianten finden. Dazu verweisen wir
auf die gute U¨berblicksarbeit von Chan et al. [CEPY06] mit den dort enthaltenen Referen-
zen, und erwa¨hnen hier lediglich die Arbeiten, die mit unseren Ergebnissen in unmittelbarem
Zusammenhang stehen.
Esedoglu und Osher [EO04] haben das ROF-Modell verallgemeinert, indem sie ani-
sotrope Energien zugelassen haben. Bei der Bildrekonstruktion werden nun geometrische
Bildeigenschaften beru¨cksichtigt.
Basierend auf dieser Arbeit haben Berkels et al. [BBD+06] eine Variationsmethode mit
speziellen Richtungsenergien zur Bildklassifikation untersucht, die auf der Berechnung der
Rotationswinkel der rechteckigen Bildfiguren beruht. Steidl und Teuber haben zur kantener-
haltenden Entsto¨rung von gedrehten und gescherten Rechtecken adaptive Diffusionstensoren
und anisotrope Regularisierungsmethoden verwendet [ST09], die insbesondere die scharfen
Eckpunkte der Figuren erhalten und nicht abrunden, wie es z. B. im isotropen ROF-Modell
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geschieht. In ihrer aktuellen Arbeit [ST10] bedienen sie sich einer anisotropen TV-Seminorm
im Regularisierungterm, um multiplikative Sto¨rungen zu entfernen. In [CSS08] wurden aniso-
trope Regularisations- und Diffusionsmethoden fu¨r ein Inpainting-Verfahren benutzt, das auf
einem Haarwavelet-Shrinkage basiert.
Der digitale TV-Filter von Chan, Osher und Shen [COS01] ist eine geeignete Diskreti-
sierung des ROF-Models und liefert aufgrund seiner Nicht-Linearita¨t sehr gute Ergebnisse
in der Bildentsto¨rung.
Auch Ta et al. betrachten in [TBEL07] ein diskretes ATV-Funktional zur Filterung von
Bildern und verwenden verschiedene Regularisierungsvarianten fu¨r die TV-Seminorm.
Chan und Zhou haben in [CZ00] einen iterativen TV-Minimierungs-Algorithmus zur Bild-
kompression vorgestellt, um die aus dem Wavelet-Shrinkage resultierenden Pseudo-Gibbs-
Pha¨nomene zu eliminieren.
In diesem Kapitel verallgemeinern wir eine sehr a¨hnliche TV-Minimierungs-Technik, die
von Durand und Froment [DF03] im Rahmen der Bildentsto¨rung vorgeschlagen wurde. Ihr
Verfahren kann man als projizierten Subgradienten-Abstieg bezeichnen. Diese Methode ist
bereits erfolgreich zur Bildentsto¨rung angewandt worden, und zwar in Kombination mit kom-
plexen Wavelets [Ma05], komplexen Ridgelets [MF06] und Wave-Atomen [Ma07]. Wir kom-
binieren dieses Postprocessing-Verfahren mit der Tetrolet-Transformation und wenden es
erstmals fu¨r die Approximation von Bildern an.
4.1 Methode des projizierten Subgradienten-Abstiegs
Wir stellen zuna¨chst den eindimensionalen, diskreten Ansatz von [DF03] dar und lassen die
ausfu¨hrlichen Beweise zugunsten einer besseren Lesbarkeit aus. Dann erweitern wir die
Methode auf den zweidimensionalen Fall mit anisotroper totaler Variation.
Fu¨r ein gegebenes Signal f = (f0, . . . , fN−1) ∈ RN ist die diskrete totale Variation von f
durch
TV (f) = N−2∑
k=0 |fk+1 − fk |, (4.3)
gegeben, siehe z. B. [Mal99, Kapitel 2]. Dies ist eine Diskretisierung des stetigen TV-
Funktionals in (4.1), indem man den Gradienten durch Vorwa¨rtsdifferenzen ersetzt. Wir setzen
wieder N = 2J′ mit J′ ∈ N voraus und zerlegen das Signal f mit der DWT in einen Tief- und
Hochpassanteil. Dazu sei fc die kontinuierliche Funktion in dem Approximationsraum V0, die
mit dem gegebenen diskreten Signal f verbunden ist durch
fc = N−1∑
k=0 fk φ0,k , (4.4)
wobei fk = 〈fc, φ0,k〉 ist (im Falle einer ONB-MRA). Nach J Leveln, 0 < J < J′, erhalten wir
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die Darstellung
fc = 2−JN−1∑
k=0 c−J,k (fc)φ−J,k +
−J∑
j=−1
2jN−1∑
k=0 dj,k (fc)ψj,k
mit den Waveletkoeffizienten dj,k (fc) := 〈fc, ψj,k〉 und den Approximationskoeffizienten
c−J,k (fc) := 〈fc, φ−J,k〉. Nach einem Wavelet-Shrinkage hat die rekonstruierte Funktion f˜c
die Gestalt
f˜c = 2−JN−1∑
k=0 c−J,k (fc)φ−J,k +
−J∑
j=−1
2jN−1∑
k=0 Sλ(dj,k (fc))ψj,k (4.5)
mit dem Shrinkage-Operator Sλ. U¨blicherweise wa¨hlt man auch hier fu¨r Sλ den globalen
Hard-thresholding-Operator
Sλ(x) =
{
x, |x| ≥ λ,0, |x| < λ,
mit einem geeigneten Schwellwert λ. Die Funktion in (4.5) kann schließlich wieder in V0
dargestellt werden durch
f˜c = N−1∑
k=0 f˜k φ0,k
wobei die Koeffizienten f˜k = 〈f˜c, φ0,k〉 das approximierte Signal f˜ = (f˜0, . . . , f˜N−1) ∈ RN von
f liefern. Sei nun
Mfc,λ := {(j, k) : |dj,k (fc)| ≥ λ}
die Indexmenge der Koeffizienten, die nach der Shrinkage-Prozedur erhalten bleiben, und
sei X := RN die Menge der Signale der La¨nge N. Diese Signale haben stets eine endliche
TV-Seminorm. Dann ko¨nnen wir einen Unterraum U = UMfc ,λ ⊂ X definieren, der die Signale
entha¨lt, die im Wesentlichen mit f˜ u¨bereinstimmen. Genauer gesagt meint ”im Wesentlichen“,dass die betragsma¨ßig großen Waveletkoeffizienten identisch sind. Wir definieren also:
U := {u ∈ X : dj,k (uc) = dj,k (fc) ∀(j, k) ∈ Mfc,λ, c−J,k (uc) = c−J,k (fc) ∀k},
wobei uc die kontinuierliche Funktion zum diskreten Signal u ist im Sinne von (4.4). Die
Signale u ∈ U unterscheiden sich also von dem gegebenen f˜ ho¨chstens in den betragsma¨ßig
kleinen Koeffizienten, die eine geringe Information von f beinhalten. Es gilt also
U = {f˜}+ V ,
mit dem Komplementa¨rraum
V = {v ∈ X : dj,k (vc) = 0 ∀(j, k) ∈ Mfc,λ, c−J,k (vc) = 0 ∀k}. (4.6)
Die Idee ist nun, unter den Signalen u ∈ U das Signal zu finden, das minimale TV-Seminorm
besitzt. Dazu lo¨sen wir das Variationsproblem
Problem 4.1. Finde u∗ ∈ U derart, dass TV (u∗) = minu∈U TV (u).
130 4.2. ATV-Minimierung
Wegen der Konvexita¨t des TV-Funktionals besitzt das Problem in dem Untervektorraum
U eine Lo¨sung. Das fu¨hrt uns schließlich zu der Hauptaussage von Durand und Froment,
die besagt, dass eine Lo¨sung mit Hilfe eines Subgradienten-Abstiegs-Verfahren und einer
Projektion auf den linearen Raum V ermittelt werden kann. Diese Aussage la¨sst sich direkt
auf den zweidimensionalen Fall u¨bertragen.
Satz 4.2. Eine Approximation der Lo¨sung u∗ des Problems 4.1 erha¨lt man mittels des Algo-
rithmus
uk+1 = uk − tk PV (gTV (uk )), (4.7)
mit der Orthogonalprojektion PV auf den Raum V und einem Subgradienten gTV (uk ) von
TV an der Stelle uk . Der Zeitschritt tk genu¨gt dabei den Bedingungen
tk > 0, lim
k→∞
tk = 0, ∑
k∈N
tk =∞, (4.8)
um Konvergenz zu gewa¨hrleisten.
4.2 ATV-Minimierung
Die Idee von Durand und Froment haben wir in [KM10] verallgemeinert, indem wir zum einen
eine anisotrope totale Variation verwendet und zum anderen den zweidimensionalen Fall
betrachtet haben.
Sei nun f := (fp)p∈I eine diskrete, zweidimensionale Datenmenge. Dann ersetzen wir die
eindimensionale TV in (4.3) durch die diskrete zweidimensionale TV
TV (f) =∑
p∈I
∑
p′∈N(p) |fp′ − fp|. (4.9)
fu¨r eine symmetrische Nachbarschaft N(p) des Pixels p. Typische Nachbarschaften sind die4er-Nachbarschaft N4(p) = {p′ ∈ I : ‖p − p′‖22 = 1} oder die 8er-Nachbarschaft N8(p) =
{p′ ∈ I : ‖p− p′‖22 ≤ 2}. Die diskrete ATV ist die gewichtete Summe
ATV (f) =∑
p∈I
∑
p′∈N(p)
√
wp,p′ |fp′ − fp|, (4.10)
vgl. [TBEL07], wobei die Gewichte wp,p′ ≥ 0 eine anisotrope Gla¨ttung bewirken, indem
die lokale Bildgeometrie beachtet wird. Weiter unten erla¨utern wir die Wahl geeigneter
Gewichte.
Nun berechnen wir mit der Kettenregel den beno¨tigten Subgradienten gATV des aniso-
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tropen Funktionals ATV (f) an der Stelle p ∈ I,
gATV (f)|p = ∂ATV (f)
∂fp= ∑
p′∈N(p)
√
wp,p′ sgn(fp − fp′) + ∑
p′∈N(p)\p
√
wp′,p sgn(fp − fp′)
= 2 ∑
p′∈N(p)
√
wp,p′ sgn(fp − fp′), (4.11)
mit symmetrischen Gewichten wp′,p = wp,p′ . Um schließlich Satz 4.2 anwenden zu ko¨nnen,
mu¨ssen wir zeigen, dass die hergeleitete Formel tatsa¨chlich ein Subgradient von ATV (f) ist.
Lemma 4.3. Der Ausdruck in (4.11) ist ein Subgradient von ATV , d. h. es gilt fu¨r alle N×N-
Bilder h = (hp)p∈I, f = (fp)p∈I
ATV (h) ≥ ATV (f) + 〈gATV (f), h− f〉.
Beweis. Es gilt |y| ≥ |x|+ sgn(x)(y− x) fu¨r alle x, y ∈ R. Setze y := √wp,p′ (hp′ − hp) und
x := √wp,p′ (fp′ − fp). Dann bekommen wir
√
wp,p′ |hp′ − hp| ≥ √wp,p′ |fp′ − fp|+ sgn(fp′ − fp) · √wp,p′(hp′ − hp − fp′ + fp).
Wir summieren jetzt u¨ber p ∈ I und p′ ∈ N(p) und erhalten
ATV (h) ≥ ATV (f) +∑
p∈I
∑
p′∈N(p) sgn(fp′ − fp) ·
√
wp,p′ ((hp′ − fp′)− (hp − fp))
= ATV (f) +∑
p∈I
2 ∑
p′∈N(p)
√
wp,p′ sgn(fp′ − fp) · (hp − fp)
= ATV (f) +∑
p∈I
gATV (f)|p · (h− f)|p
= ATV (f) + 〈gATV (f), h− f〉.
Zusammenfassend erhalten wir also aus (4.7) das verallgemeinerte, anisotrope Iterations-
verfahren
f (k+1) = f (k) − tk PV (gATV (f (k))),
wobei die Folge der Schrittweiten (tk )k∈N wieder den Bedingungen (4.8) genu¨gen muss. We-
gen (4.6) kann die Projektion PV in den Unterraum V fu¨r ein gegebenes Signal g ∈ X mittels
der inversen Wavelettransformation berechnet werden. Sei gc die zu g geho¨rende kontinu-
ierliche Funktion im Sinne von (4.4) und Mgc,λ die gegebene Indexmenge der signifikanten
Koeffizienten. Dann erha¨lt man aus ∑
(j,k) /∈Mgc,λ
dj,k (gc)ψj,k
132 4.2. ATV-Minimierung
eine Funktion, die aus den insignifikanten Koeffizienten rekonstruiert wird, also aus
c−J,k (gc) := 0, dj,k (gc) =
{ 0, (j, k) ∈ Mgc,λ,
dj,k (gc), sonst. (4.12)
Stellen wir diese Funktion dann bezu¨glich der Basisfunktionen φ0,k im Startraum V0 dar, so
liefern uns die Koeffizienten die diskreten Werte der Projektion PV (g).
Als Wavelettransformation wa¨hlen wir die adaptive Tetrolet-Transformation aus dem vo-
rigen Kapitel. Insgesamt ergibt sich dann fu¨r die Hybridmethode folgender Algorithmus.
Algorithmus: ATV-Minimierung der Tetrolet-Approximation
Input: Bild f = (fp)p∈I mit Indexmenge I = {0, . . . , N − 1}2, N = 2J , J ∈ N.
1. Berechne die diskreten Tetrolet-Koeffizienten.
2. Wende Shrinkage an und markiere die Indizes der verbliebenden Koeffizenten in Mf,λ.
3. Rekonstruiere f˜ aus den verbliebenen Tetrolet-Koeffizienten mittels der inversen
Tetrolet-Transformation.
4. Setze f (0) = f˜ . Fu¨r k = 0, 1, ... minimiere die ATV-Seminorm der f (k) durch das folgende
iterative Schema
(i) Berechne den Subgradienten gATV (f (k)) von f (k) mit (4.11).
(ii) Zerlege gATV (f (k)) in seine Tetrolet-Koeffizienten dj,k (gATV (f (k))) und
c−J,k (gATV (f (k))).
(iii) Berechne PV (gATV (f (k))) mittels der inversen Tetrolet-Transformation aus den
Koeffizienten gema¨ß (4.12).
(iv) Setze f (k+1) = f (k) − tk PV (gATV (f (k))).
Output: Bild f (k).
Jetzt erla¨utern wir die Wahl der Gewichte √wp,p′ und ihre Auswirkungen. Die ATV in
(4.10) war als gewichtete Summe von benachbarten Funktionswerten (im Falle von Bildern:
Bildwerten) definiert. Dabei ist es wu¨nschenswert, dass solche Pixel p′, die einen a¨hnlichen
Pixelwert aufweisen wie das Zentrumspixel p, einen gro¨ßeren Einfluss in der Mittelwertbil-
dung haben als Pixel, deren Pixelwert fp′ vo¨llig verschieden von fp ist. Mit anderen Worten:
Befinden wir uns also im Pixel p an einer Bildkante, so sollen die Pixel p′, die zwar ra¨umlich
benachbart sind aber auf der anderen Seite der Kante liegen, ein sehr kleines Gewicht be-
kommen. Fu¨r die Gewichte wp,p′ heißt das, dass sie von der Differenz der Bildwerte |fp− fp′ |
abha¨ngig sein mu¨ssen. Genauer gesagt soll der Gla¨ttungsprozess u¨ber Kanten hinweg ver-
hindert werden (also dort wo |fp − fp′ | groß ist) wa¨hrend er in flachen Bildregionen (dort wo
|fp − fp′ | klein ist) versta¨rkt weden soll. Deshalb fordern wir, dass wp,p′ monoton fallend fu¨r
fp− fp′ ≥ 0 sein soll, und zwar wp,p′ → 0 fu¨r |fp− fp′| → ∞. Außerdem ist es vernu¨nftig wp,p′
symmetrisch zu wa¨hlen, d. h. wp,p′ = wp′,p fu¨r alle p, p′ ∈ I.
Es gibt verschiedene Mo¨glichkeiten die Gewichte auf diese Art und Weise zu wa¨hlen,
siehe z. B. [DMW07] und die dort angefu¨hrten Referenzen. Eine popula¨re Wahl, die sich als
4.2. ATV-Minimierung 133
effektiv erwiesen hat, ist die Wahl der Gewichte des bilateralen Filters [TM98]. Die Gewichte
bestehen aus zwei Komponenten, die zum einen die ra¨umliche Na¨he und zum anderen die
A¨hnlichkeit des Pixelwertes beru¨cksichtigen:
wp,p′ = wp,p′ (fp − fp′ , p− p′) = exp(− 1
σ2i (fp − fp′)2
)
· exp(− 1
σ2s ‖p− p′‖22
)
. (4.13)
Beide Komponenten sind Gauß’sche Glockenkurven, die symmetrisch und positiv sind, und fu¨r
betragsma¨ßig große Argumente gegen Null streben. Der erste Term wird Intensita¨ts-Gewicht
genannt, er bestraft Pixelwerte fp′ aus einem anderen Bildgebiet und stellt somit ein Kanten
erhaltendes Gla¨tten sicher. Der zweite Term ist das ra¨umliche Gewicht, das ra¨umlich weit
entfernten Nachbarpixeln p′ einen geringeren Einfluss einra¨umt. Die Parameter σi, σs > 0
sind Kontrollparameter, um das Abfallen der beiden Gaußkurven zu bestimmen.
Zum Schluss zeigen wir noch, dass es eine zweite Mo¨glichkeit gibt, ein diskretes TV-
Funktional zu definieren. Wie erwa¨hnt war unser Ansatz in (4.9) eine Diskretisierung des
stetigen TV-Funktionals in (4.1) und brachte die Notwendigkeit der Verwendung eines Sub-
gradienten mit sich. Eine Diskretisierung des regularisierten TV-Funktionals in (4.2) fu¨hrt
zu der anisotropen diskreten TV der Form
ATV (f) =∑
p∈I
√ ∑
p′∈N(p)wp,p′ |fp′ − fp|
2 + β2, (4.14)
vgl. [TBEL07]. In diesem Fall beno¨tigen wir keinen Subgradienten gATV (f), weil die Diffe-
renzierbarkeit u¨berall gewa¨hrleistet ist. Wir erhalten den Gradienten
∇fATV (f)|p = ∑
p′∈N(p)wp′,p
(
Z (p, p′) + Z (p′, p′′)) (fp − fp′)
mit Z (p1, p2) = (∑p2∈N(p1) wp1,p2 (fp1 − fp2)2 + β2)−1/2 fu¨r p1, p2 ∈ I. Diese Gradientenfor-mel an der Stelle p ∈ I ergibt sich, indem wir erneut die Kettenregel anwenden:
∇fATV (f)|p = ∂ATV (f)
∂fp
= ∂
∂fp
√ ∑
p′∈N(p)wp,p′ (fp − fp′ )2 + β2
+ ∂
∂fp
 ∑
p′∈N(p)\p
√ ∑
p′′∈N(p′)wp′,p′′(fp′ − fp′′)2 + β2

= Z (p, p′)
 ∑
p′∈N(p)wp,p′(fp − fp′ )
+ ∑
p′∈N(p)\pZ (p′, p′′)
∑
p′′∈N(p′)wp′,p′′
∂
∂fp
(fp′ − fp′′)2.
Der Ausdruck ∂
∂fp
(fp′ − fp′′)2 im letzten Term verschwindet fu¨r alle p′′ 6= p, d. h.
∇fATV (f)|p = Z (p, p′)
 ∑
p′∈N(p)wp,p′ (fp − fp′)
+ ∑
p′∈N(p)\p Z (p′, p′′)wp′,p(fp′ − fp)(−1)= ∑
p′∈N(p)wp′,p
(
Z (p, p′) + Z (p′, p′′)) (fp − fp′),
wobei wir wieder die Symmetrie der Gewichte wp′,p = wp,p′ benutzt haben.
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4.3 Anwendungen in der Bildapproximation
Urspru¨nglich wurde das Postprocessing-Verfahren mit der TV-Minimierung von Durand und
Froment [DF03] fu¨r die Entsto¨rung von Signalen vorgeschlagen. Wir setzen es hier erstmals
zur Bildapproximation ein. Die U¨bertragung ist gerechtfertigt, weil auch die Approximation
auf einem Wavelet-Shrinkage beruht, das zu Gibbs-Pha¨nomenen im Hochpassbereich fu¨hren
kann, die es dann im Postprocessing zu beheben gilt.
Dafu¨r mu¨ssen wir die beschriebene ATV-Minimierung mit einer fu¨r Approximation geeig-
neten Wavelettransformation verbinden. Wir erinnern uns, dass die Tetrolets im Gegensatz
zu den Curvelets [CD04,CDDY06] oder Contourlets [DV05] nicht-redundant und adaptiv sind,
was sie besonders fu¨r du¨nne Bilddarstellungen pra¨destiniert. Die Verbindung von Tetrolet-
Transformation und ATV-Minimierung wird sich als hervorragende Hybridmethode zur Ap-
proximation von Bildern erweisen.
Die Tetrolet-Transformation leidet nicht wesentlich unter hochfrequenten Gibbs-
Pha¨nomenen, weil sie auf Basisfunktionen mit kleinen Tra¨gern beruht. Und doch treten Effekte
auf, die durch die ATV-Minimierung behoben werden ko¨nnen. Zwei Probleme der Tetrolet-
Transformation sind die Artefakte der 4× 4-Blockbildung und die fehlende Glattheit der Ba-
sisfunktionen. Letzteres macht sich besonders bei der Approximation von natu¨rlichen Bildern
mit ho¨herer Regularita¨t bemerkbar. Wir versuchen mit der vorgeschlagenen ATV-Minimierung
diese Schwachstellen zu beheben, indem wir die wesentlichen Tetrolet-Koeffizienten fixieren
und die betragsma¨ßig kleinen Koeffizienten im Iterationsprozess dahingehend a¨ndern, dass
die Bildregionen unter Kantenerhaltung gegla¨ttet werden.
Perfekte Rekonstruktion linearer Signale In diesem Paragraphen illustrieren wir, wie das
vorgeschlagene Postprocessing-Verfahren die Regularita¨t der Approximation erho¨ht. Unter
gewissen Voraussetzungen ko¨nnen wir sogar perfekte Rekonstruktion des Inputsignals be-
weisen.
Die verwendete Tetrolet-Transformation ist eine verallgemeinerte, adaptive HWT. Das
heißt, nach einem Shrinkage erha¨lt man eine stu¨ckweise konstante Approximation des ge-
gebenen Bildes. Beschra¨nken wir uns nun auf den eindimensionalen Fall (und damit auf die
klassische HWT), und betrachten wir ein lineares Inputsignal f = (f [p])N−1p=0 mit f [p] = ap+b
sowie seine Haarwavelet-Approximation f˜ . Im Folgenden zeigen wir, dass wir in der Lage
sind f˜ durch die ATV-Minimierung im Postprocessing-Schritt so zu verbessern, dass wir sogar
perfekte Rekonstruktion von f erreichen.
Satz 4.4. Sei f = (f [p])N−1p=0 ein lineares Signal mit f [p] = ap+b. Wenn wir den Algorithmus
von Seite 132 auf f anwenden mit einem globalen Shrinkage-Parameter 2−1/2a < λ < 2a,
so erhalten wir nach nur einem einzigen Postprocessing-Schritt mit t0 = a/2 eine perfekte
Rekonstruktion von f unter Verwendung der Nachbarschaft N(p) = {p − 1, p + 1} und den
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isotropischen Gewichten wp,p′ = 1, p, p′ ∈ {0, . . . , N − 1}.
Beweis. Wir beweisen die Eigenschaft der perfekten Rekonstruktion durch eine Anwendung
des Algorithmus auf Seite 132.
Schritt 1.Wir starten im Raum V0 mit der zum Signal f geho¨renden kontinuierlichen Funktion
fc = N−1∑
k=0 c0,k (fc)φ0,k
wobei c0,k (fc) = 〈fc, φ0,k〉 = f [k ] ist. Die DWT mit Haarwavelets liefert im j-ten Zerlegungs-
level, j = −1, . . . ,−J, fu¨r k = 0, . . . , 2jN − 1
cj,k (fc) = 1√2(cj+1,2k+1(fc) + cj+1,2k (fc)),
dj,k (fc) = 1√2(cj+1,2k+1(fc)− cj+1,2k (fc)).
Insbesondere gilt im ersten Level fu¨r k = 0, . . . , N2 − 1
c−1,k (fc) = 1√2(c0,2k+1(fc) + c0,2k (fc)) = 1√2(f [2k + 1] + f [2k ]) = 1√2(a(4k + 1) + 2b),
d−1,k (fc) = 1√2(c0,2k+1(fc)− c0,2k (fc)) = 1√2(f [2k + 1]− f [2k ]) = 1√2a.
Schritt 2. Wenn wir den Schwellwert λ des Shrinkage-Operators so wa¨hlen, dass 2−1/2a <
λ < 2a gilt, so werden alle Waveletkoeffizienten d−1,k (fc) im ersten Level abgeschnitten. Die
u¨brigen Koeffizienten c−1,k (fc) bleiben erhalten.
Schritt 3. Die anschließende Rekonstruktion liefert die Haarwavelet-Approximation f˜c, deren
Koeffizienten im Raum V0 uns die diskrete Approximation f˜ = (f˜ [p])N−1p=0 des Eingangssignals
f liefern wird.
Die Rekonstruktionsformeln fu¨r die Koeffizienten der HWT sind
c0,2k+1(fc) = 1√2(c−1,k (fc) + d−1,k (fc)),
c0,2k (fc) = 1√2(c−1,k (fc)− d−1,k (fc)), k = 0, . . . , N2 − 1.
Weil die Waveletkoeffizienten d−1,k (fc) abgeschnitten wurden, vereinfachen sich diese Aus-
dru¨cke fu¨r k = 0, . . . , N2 − 1 zu
c˜0,2k+1(fc) = c˜0,2k (fc) = 1√2c−1,k (fc) = 12(a(4k + 1) + 2b),
was fu¨r k = 0, . . . , N − 1 bedeutet
c˜0,k (fc) =
{ 12 (a(2k + 1) + 2b), k gerade12 (a(2k − 1) + 2b), k ungerade =
{ 2k+12 a+ b, k gerade2k−12 a+ b, k ungerade .
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Abbildung 4.1: Approximation eines linearen Signals mit anschließendem Postprocessing.
(a) Input, (b) Haarwavelet-Approximation, (c) gegla¨ttete Approximation nach einem einzigen
TV-Minimierungs-Schritt.
Damit erhalten wir also
f˜c = N−1∑
k=0 c˜0,k (fc)φ0,k
woraus wir die diskrete Approximation f˜ = (f˜ [p])N−1p=0 von f erhalten durch
f˜ [p] = c˜0,p(fc) =
{ 2p+12 a+ b, p gerade2p−12 a+ b, p ungerade , (4.15)
siehe Abbildung 4.1(b).
Schritt 4. Setze f (0) := f˜ . Wir minimieren die TV-Seminorm von f (0) durch nur eine Iteration
des Postprocessing-Schemas. Beachte, dass fu¨r f (0) gilt
sgn(f (0)[p]− f (0)[p+ 1]) = { 0, p gerade
−1, p ungerade . (4.16)
(i) Den Subgradient gATV (f (0)) an der Stelle p berechnen wir gema¨ß (4.11) als
gATV (f (0))[p] = 2(√wp,p−1 sgn(f (0)[p] − f (0)[p− 1]) +√wp,p+1 sgn(f (0)[p]− f (0)[p+ 1])) .
Weil die Werte f [p] = ap+ b in f = (f [p])N−1p=0 Abtastwerte einer linearen Funktion sind, die
keine Sprungstellen (Unstetigkeitsstellen) besitzt, ist es einleuchtend, isotropische Gewichte
wp,p+1 = 1 fu¨r alle p zu wa¨hlen. Damit vereinfacht sich der Subgradient zu
gATV (f (0))[p] = 2(sgn(f (0)[p] − f (0)[p− 1]) + sgn(f (0)[p]− f (0)[p+ 1])) .
(ii) Zerlegen wir den Subgradient in seine Haarwavelet-Koeffizienten, erhalten wir
d−1,k (gATV (f (0))) = 1√2(gATV (f (0))[2k + 1]− gATV (f (0))[2k ])= √2 sgn(f (0)[2k + 1]− f (0)[2k + 2])−√2 sgn(f (0)[2k ] − f (0)[2k + 1]).
(4.17)
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(iii) Die inverse HWT ergibt
PV (gATV (f (0))) = N/2−1∑
k=0 d−1,k (gATV (f (0)))ψ−1,k
wegen V = {v ∈ X : dj,k (v) = 0 ∀j < −1, c−1,k (v) = 0 ∀k}. Eine punktweise Betrachtung
fu¨r p = 0, . . . , N − 1 zeigt uns
PV (gATV (f (0)))|p =
 −
1√2d−1, p2 (gATV (f (0))), p gerade1√2d−1, p−12 (gATV (f (0))), p ungerade .
Mit (4.17) und der oben festgestellten Eigenschaft (4.16) von f (0) bekommen wir
PV (gATV (f (0)))|p =
{
− sgn(f (0)[p+ 1]− f (0)[p+ 2]) + sgn(f (0)[p]− f (0)[p+ 1]), p geradesgn(f (0)[p]− f (0)[p+ 1])− sgn(f (0)[p− 1]− f (0)[p]), p ungerade
= { 1, p gerade
−1, p ungerade .
(iv) Schließlich fu¨hren wir den Iterationsschritt durch
f (1) = f (0) − t0 PV (gATV (f (0))),
und bekommen an der Stelle p = 0, . . . , N − 1 mit (4.15) und der Schrittweite t0 = a/2
f (1)[p] = f (0)[p] − t(0){ 1, p gerade
−1, p ungerade =
{ 2p+12 a+ b− a/2, p gerade2p−12 a+ b+ a/2, p ungerade = ap+ b.
Damit ist das Ausgangssignal perfekt rekonstruiert.
Numerische Resultate Abbildung 4.1 veranschaulicht die Aussage von Satz 4.4. Die Eigen-
schaft der perfekten Rekonstruktion wird fu¨r ein lineares Signal f = (f [p])15p=0 mit f [p] = p il-
lustriert. Die Haarwavelet-Approximation f˜ in 4.1(b) kann gegla¨ttet werden, indem man einen
einzigen TV-Minimierungs-Schritt des vorgeschlagenen Postprocessing-Schemas durchfu¨hrt.
Die daraus resultierende Approximation f (1) in 4.1(c) ist (außer an den Ra¨ndern) eine perfekte
Rekonstruktion.
Wir wenden die vorgestellte Hybridmethode nun auf die beiden Testbilder in Abbildung
4.2 an. Die Abbildungen 4.3 und 4.4 verdeutlichen den Gla¨ttungseffekt der ATV-Minimierung,
die auf die Tetrolet-Approximation angewandt wird, und zum Vergleich auch auf die Wave-
lettransformation, die auf den biorthogonalen 9-7 Wavelets basiert. Fu¨r beide Transforma-
tionen stellen wir eine Verbesserung durch die ATV-Minimierung fest. Bei der Tetrolet-
Approximation des ”clock“-Bildes in Abbildung 4.3 steigt der PSNR-Wert nur leicht nach 5Iterationen, aber die visuelle Qualita¨t des Bildes ist betra¨chtlich verbessert worden, wie man
z. B. am Schatten des Buches sieht. Auch die im Hintergrund sichtbaren Blocking-Artefakte
der Tetrolet-Transformation sind behoben worden.
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Abbildung 4.2: Testbilder.
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Abbildung 4.3: Approximation des ”clock“-Bildes mit 2048 Koeffizienten. (a) Biorthogonal9-7 Shrinkage, PSNR 30.07 dB. (b) Biorthogonal 9-7 Shrinkage mit ATV-Minimierung,
PSNR 30.62 dB. (c) Tetrolet-Shrinkage, PSNR 32.61 dB. (d) Tetrolet-Shrinkage mit ATV-
Minimierung, PSNR 33.08 dB.
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Abbildung 4.4: Approximation eines stu¨ckweise glatten Bildes mit 1024 Koeffizienten. (a)
Biorthogonal 9-7 Shrinkage, PSNR 36.07 dB. (b) Biorthogonal 9-7 Shrinkage mit ATV-
Minimierung, PSNR 38.24 dB. (c) Tetrolet-Shrinkage, PSNR 36.59 dB. (d) Tetrolet-Shrinkage
mit ATV-Minimierung, PSNR 38.06 dB.
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Fu¨r das stu¨ckweise glatte Bild in Abbildung 4.4 bemerken wir nach 10 Iterationen einen
starken Gla¨ttungseffekt, der die stu¨ckweise konstante Tetrolet-Approximation deutlich ver-
bessert. Hier sind die Ergebnisse fu¨r die zugrunde liegende Tetrolet-Transformation in der
gleichen Gro¨ßenordnung wie bei der Verwendung des 9-7 Filters. Ein Grund dafu¨r liegt darin,
dass die Tetrolets schon an sich eine Richtungseigenschaft besitzen, wa¨hrend die Tensorpro-
duktwavelets im 9-7 Filter keinerlei Anisotropie aufweisen. Deshalb ist der qualitative Ge-
winn der anisotropen Postprocessing-Technik bei der Tensorprodukt-Wavelettransformation
gro¨ßer als bei der adaptiven Tetrolet-Transformation. In Zahlen: Bei der Hybridmethode mit
9-7 Filter steigt der PSNR-Wert von 36.07 dB auf 38.24 dB, wa¨hrend er bei der Tetrolet-
Transformation nur von 36.59 dB auf 38.06 dB anwa¨chst.
In beiden Abbildungen haben wir als Schrittweite die Folge tk = 1k+1 gewa¨hlt (gema¨ß(4.8)) sowie die Gewichtsparameter σs = 2 und σi = 100. Außerdem haben wir das regulari-
sierte, diskrete ATV-Funktional aus (4.14) mit eine 8er-Nachbarschaft bevorzugt.
Anhang A
Konstruktion eines dualen Frames
In diesem Abschnitt beweisen wir Satz 2.4, der die Konstruktion eines dualen Frames in
endlich-dimensionalen Unterra¨umen des L2(Ω) beschrieb.
Sei F := (fi)N−1i=0 , N ∈ N, ein Vektor mit Funktionen fi ∈ L2(Ω), Ω ⊂ Rd, und
V := closL2(Ω)span {f0, . . . , fN−1}
der durch F aufgespannte Unterraum von L2(Ω). Wir suchen einen dualen Frame F˜ := (f˜k )N−1k=0 ,
f˜k ∈ V , derart, dass fu¨r alle g ∈ V die Beziehung
g = N−1∑
k=0〈g, f˜k〉fk (A.1)
gilt. Dazu starten wir mit dem Ansatz F˜ = A0F , wobei die Koeffizientenmatrix A0 ∈ RN×N
in geeigneter Weise berechnet werden muss. Mit
H := 〈F˜ , F〉 = (∫
Rd
f˜k (x)fl(x)dx)N−1
k,l=0
findet man
H = 〈A0F, F〉 = A0〈F, F〉 = A0G, (A.2)
hierbei ist G = 〈F, F〉 die Gram’sche Matrix von F . Wenn F keine Basis von V ist, sondern
lediglich ein Frame, ist G nicht invertierbar. Sei in diesem Fall also Rang(G) = m ≤
N. In drei Schritten konstruieren wir einen Funktionenvektor F˜ , der die gesuchten dualen
Framefunktionen entha¨lt.
1. Wir betrachten zuna¨chst den endlich-dimensionalen Raum W := span {F (x) : x ∈
R
d} ⊆ RN , und das dazugeho¨rige orthogonale Komplement W⊥ ⊂ RN in RN . Wegen
Rang(G) = m folgt dimW = m. Weiter sei {e0, . . . , eN−m−1} eine ONB von W⊥, d. h.
eTl F (x) = 0 fu¨r alle x ∈ Rd, l = 0, . . . , N −m− 1.
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Betrachten wir jetzt G el = 〈F, F〉el = 0 fu¨r l = 0, . . . , N − m − 1, so folgt H el =
A0G el = 0, l = 0, . . . , N − m − 1. Sei nun U eine unita¨re Matrix von Eigenvektoren
von G, deren letzten N −m Spalten mit e0, . . . , eN−m−1 u¨bereinstimmen.
Die verallgemeinerte Moore-Penrose-Inverse von G ist gegeben durch G† = U∗D′U ,
wobei G = U∗DU , und D′ ist eine Diagonalmatrix, die die reziproken Werte der Nicht-
Nullelemente von D in der gleichen Reihenfolge entha¨lt. Das heißt, wegen G = GG† G
folgt
H = A0G = A0GG† G = HG†G,
so dass die Matrix A0 = HG† die Bedingung (A.2) erfu¨llt.
2. Um A0 zu berechnen, genu¨gt es also, die Matrix H zu konstruieren. Aus (A.1) wissen
wir, dass jede Funktion g ∈ V die Form g = cTF besitzt, mit c := (〈g, f˜k〉)N−1k=0 . Wir
erhalten dann
cTF = ((〈g, f˜k〉)N−1k=0 )T F = ((〈cTF, f˜k〉)N−1k=0 )T F = cT 〈F, F˜〉F = cTHTF
und damit cT (I −HT )F = 0 fu¨r alle c ∈ RN . Wie im ersten Schritt gesehen, folgt dass(I − H)c ∈ W⊥ fu¨r alle c ∈ RN gilt. Insbesondere ist jede Spalte von (I −H) in W⊥,
d. h. jede Spalte ist eine Linearkombination von e0, . . . , eN−m−1. Also gibt es Vektoren
b0, . . . , bN−m−1 ∈ RN mit I −H =∑N−m−1l=0 elbTl , das bedeutet
H = I − N−m−1∑
l=0 elb
T
l .
3. Wir setzen jetzt voraus, dass der duale Frame F˜ die gleichen Beziehungen erfu¨llt wie
F , dass also eTi F˜ (x) = 0 fu¨r alle x ∈ Rd, i = 0, . . . , N−m−1, gilt. Diese Beziehungen
fu¨hren dann zu
0T = eTi H = eTi − N−m−1∑
l=0 e
T
i elb
T
l = eTi − bTi ,
so dass wir die Vektoren bi = ei, i = 0, . . . , N−m−1, erhalten. Die Matrix H ist dann
durch
H = I − N−m−1∑
l=0 ele
T
l .
gegeben. Zusammen mit den obigen Bemerkungen fu¨hrt das zu dem dualen Frame
F˜ = A0F = HG†F = (I − N−m−1∑
l=0 ele
T
l )G† F = G† F. (A.3)
Die letzte Gleichung folgt aus der Beobachtung eTl G† = eTl U∗D′ U = 0 fu¨r l =0, . . . , N −m− 1, weil die ersten m Spalten von U∗ gema¨ß unserer Konstruktion in W
sind und die letzten N −m− 1 Diagonaleintra¨ge von D′ Null sind.
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Bemerkung A.1. Beachte, dass das obige Konstruktionsverfahren uns auch die Gram’sche
Kreuz-Matrix
H = 〈F˜ , F〉 = (〈f˜i, fj〉)N−1i,j=0
liefert.
Wenden wir das Verfahren jetzt auf unseren Approximationsraum V0 an (siehe Satz 2.3),
der durch den Frame {φi(· − k) : i = 0, . . . , 15; k ∈ Z2} erzeugt wird, so betrachten wir
zu diesem Zweck die translatierten Framefunktionen, die einen kompakten Tra¨ger in [0, 1]2
haben. Weil es keine Tra¨ger-U¨berlappungen gibt, deren Maß gro¨ßer als 0 in R2 ist, ko¨nnen
wir uns auf den Funktionenvektor Φ in (2.10) beschra¨nken. Die Abha¨ngigkeiten (2.16) unter
den Framefunktionen fu¨hren zu den Vektoren eˆi ∈ R16, so dass eˆTi Φ = 0 fu¨r i = 0, . . . , 4, mit
eˆ0 = (1, 1, 0, 0, 0, 0, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0)T ,
eˆ1 = (0, 0, 1, 1, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 0, 0)T ,
eˆ2 = (0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0,−1,−1)T ,
eˆ3 = (0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0,−1,−1, 0, 0)T ,
eˆ4 = (1, 1, 1, 1,−1,−1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0)T .
Die orthonormalisierten Vektoren sind dann ei = 12 eˆi fu¨r i = 0, . . . , 3 und e4 =14 (1, 1, 1, 1,−1,−1,−1,−1, 1, 1, 1, 1,−1,−1,−1,−1)T . Also ist die Matrix H = 〈Φ˜,Φ〉 ge-
geben durch
H = I − 4∑
l=0 el e
T
l .
Anhang B
Herleitungen zu Kapitel 2.5
B.1 Skalarprodukte der Splinefunktionen φ1 und φ2
Wir berechnen die Skalarprodukte fu¨r die in Abschnitt 2.5.1 konstruierten Splinefunktionen
φ1 und φ2. Diese Ergebnisse beno¨tigen wir insbesondere fu¨r die Berechnung der Spline-
Wavelets, die wir in B.3 vornehmen.
Zuna¨chst betrachten wir die Skalarprodukte der Basisfunktionen φ1 und φ2 aus V0.
(a) 〈φ1, φ1〉 = ‖φ1‖22 = 16 ,(b) 〈φ2, φ2〉 = ‖φ2‖22 = 13 ,(c) 〈φ2, φ2(2 · −k)〉 = 124 fu¨r k = (10) ,(−10 ) ,( 01) ,( 0−1) ,(d) 〈φ2, φ1(2 · −k)〉 = 124 fu¨r k = (00) ,(−10 ) ,( 0−1) ,(−1−1) .
Fu¨r alle anderen k ∈ Z2 sind die Skalarprodukte gleich Null.
φ1
(1, 0) x1
x2(0, 1)
φ2
(1, 0) x1
x2(0, 1) (0, 1) x2
x1(1, 0) x1(1, 0)
(0, 1) x2
Abbildung B.1: Skalarprodukte von φ1 und φ2 aus V0.
Jetzt betrachten wir die Skalarprodukte der Basisfunktionen φ1 und φ2 aus V0 sowie der
Basisfunktionen φ1(2·) und φ2(2·) aus V1.
(a) 〈φ1, φ1(2 · −k)〉 = 396 fu¨r k = ( 00) ,( 10) ,( 01) ,(11) ,(b) 〈φ1, φ2(2 · −k)〉 = 1192 fu¨r k = ( 00) ,( 20) ,( 02) ,(22) ,(c) 〈φ1, φ2(2 · −k)〉 = 148 fu¨r k = ( 10) ,( 01) ,( 21) ,(12) ,(d) 〈φ1, φ2(2 · −k)〉 = 548 fu¨r k = ( 11) ,(e) 〈φ2, φ1(2 · −k)〉 = 124 fu¨r k = ( 00) ,(−10 ) ,( 0−1) ,(−1−1) ,
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(f) 〈φ2, φ1(2 · −k)〉 = 1192 fu¨r k = (10),( 1−1),(01),(−11 ),( 0−2),(−1−2),(−20 ),(−2−1)(g) 〈φ2, φ2(2 · −k)〉 = 18 fu¨r k = (00) ,(h) 〈φ2, φ2(2 · −k)〉 = 116 fu¨r k = (10) ,( 01) ,(−10 ) ,( 0−1) ,(i) 〈φ2, φ2(2 · −k)〉 = 1192 fu¨r k = (20) ,( 02) ,(−20 ) ,( 0−2) ,(j) 〈φ2, φ2(2 · −k)〉 = 164 fu¨r k = (11) ,( 1−1) ,(−11 ) ,(−1−1) .
Fu¨r alle anderen k ∈ Z2 sind die Skalarprodukte gleich Null.
(0, 1)
(1, 0)
x2
x1 (1, 0)
x2
x1
(0, 1)
(1, 0)
x2
x1
(0, 1)
(1, 0)x1
x2(0, 1) x2(0, 1)
(1, 0)x1
x2(0, 1)
(1, 0)x1
x2(0, 1)
(1, 0)x1
x2(0, 1)
(1, 0)x1 (1, 0)
(0, 1) x2
x1 (1, 0)
(0, 1) x2
x1
Abbildung B.2: Skalarprodukte von φ1, φ2 aus V0 und φ1(2·), φ2(2·) aus V1.
B.2 Konstruktion der dualen Splinefunktionen φ˜1 und φ˜2 im Ab-
schnitt 2.5.1
Wir leiten die gesuchten dualen Funktionen φ˜1 in (2.53) und φ˜2 in (2.54) her. Wegen der
Tra¨gerbedingung (2.51) erha¨lt man aus dem allgemeinen Ansatz (2.52) der gesuchten Funk-
tionen die beiden Gleichungen
φ˜1 = a1( 00)φ1(2·) + a1( 10)φ1(2 · −
(10)) + a1( 01)φ1(2 · −
(01)) + a1( 11)φ1(2 · −
(11))
+ b1( 11)φ2(2 · −
(11))
φ˜2 = a2( 00)φ1(2·) + a2(−10 )φ1(2 · −
(
−10
)) + a2( 0
−1
)φ1(2 · −( 0−1)) + a2(−1
−1
)φ1(2 · −(−1−1))
+ b2( 00)φ2(2·) + b2( 10)φ2(2 · −
(10)) + b2( 01)φ2(2 · −
(01)) + b2(−10 )φ2(2 · −
(
−10
))
+ b2( 0
−1
)φ2(2 · −( 0−1)).
Zuerst wenden wir uns der Funktion φ˜1 zu. Aus der Dualita¨tsbedingung (2.49) bekommen wir
jetzt folgende Gleichungen
1. 〈φ˜1, φ1〉 = ‖φ1‖22 = 16
⇒ 132a1( 00) + 132a1( 10) + 132a1( 01) + 132a1( 11) + 548b1( 11) = 16
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2. 〈φ˜1, φ2〉 = 0
⇒ 124a1( 00) + 1192a1( 10) + 1192a1( 01) + 3192b1( 11) = 0
3. 〈φ˜1, φ2(· − (10))〉 = 0
⇒ 1192a1( 00) + 124a1( 10) + 1192a1( 11) + 3192b1( 11) = 0
4. 〈φ˜1, φ2(· − (01))〉 = 0
⇒ 1192a1( 00) + 124a1( 01) + 1192a1( 11) + 3192b1( 11) = 0
5. 〈φ˜1, φ2(· − (11))〉 = 0
⇒ 1192a1( 10) + 1192a1( 01) + 124a1( 11) + 3192b1( 11) = 0
Fasst man diese fu¨nf Gleichungen in Matrix-Vektor-Schreibweise zusammen, so erhalten wir
das lineare Gleichungssystem
18

14 14 14 14 5613 124 124 0 324124 13 0 124 324124 0 13 124 3240 124 124 13 324

a1 =

160000

,
dessen Lo¨sungsvektor a1 := [a1( 00), a1( 10), a1( 01), a1( 11), b1( 11)]T = [− 34 ,− 34 ,− 34 ,− 34 , 52 ]T ist.
Jetzt betrachten wir in analoger Weise die duale Funktion φ˜2.
1. 〈φ˜2, φ2〉 = ‖φ2‖22 = 13
⇒ 124
(
a2( 00) + a2(−10 ) + a2( 0−1) + a2(−1−1)
)+ 324b2( 00)
+ 348
(
b2( 10) + b2( 01) + b2(−10 ) + b2( 0−1)
) = 13
2. 〈φ˜2, φ1〉 = 0
⇒ 396a2( 00) + 1192b2( 00) + 148b2( 10) + 148b2( 01) = 0
3. 〈φ˜2, φ1(· − (−10 ))〉 = 0
⇒ 396a2(−10 ) + 1192b2( 00) + 148b2(−10 ) + 148b2( 01) = 0
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4. 〈φ˜2, φ1(· − ( 0−1))〉 = 0
⇒ 396a2( 0−1) + 1192b2( 00) + 148b2( 10) + 148b2( 0−1) = 0
5. 〈φ˜2, φ1(· − (−1−1))〉 = 0
⇒ 396a2(−1−1) + 1192b2( 00) + 148b2(−10 ) + 148b2( 0−1) = 0
6. 〈φ˜2, φ2(· − (10))〉 = 0
⇒ 1192a2( 00) + 1192a2( 0−1) + 1192b2( 00) + 348b2( 10) = 0
7. 〈φ˜2, φ1(· − (01))〉 = 0
⇒ 1192a2( 00) + 1192a2(−10 ) + 1192b2( 00) + 348b2( 01) = 0
8. 〈φ˜2, φ1(· − (−10 ))〉 = 0
⇒ 1192a2(−10 ) + 1192a2(−1−1) + 1192b2( 00) + 348b2(−10 ) = 0
9. 〈φ˜2, φ1(· − ( 0−1))〉 = 0
⇒ 1192a2(−1−1) + 1192a2( 0−1) + 1192b2( 00) + 348b2( 0−1) = 0
Fasst man diese neun Gleichungen in Matrix-Vektor-Schreibweise zusammen, so erhalten
wir das lineare Gleichungssystem
18

13 13 13 13 1 12 12 12 1214 0 0 0 124 16 16 0 00 14 0 0 124 0 16 16 00 0 14 0 124 0 16 0 160 0 0 14 124 0 0 16 16124 0 124 0 124 12 0 0 0124 124 0 0 124 0 12 0 00 124 0 124 124 0 0 12 00 0 124 124 124 0 0 0 12

a2 =

1300000000

,
dessen Lo¨sungsvektor
a2 := [a2( 00), a2(−10 ), a2( 0−1), a2(−1−1), b2( 00), b2( 10), b2( 01), b2(−10 ), b2( 0−1)]T
= [−14 ,−14 ,−14 ,−14 , 72 ,−14 ,−14 ,−14 ,−14 ]T
ist.
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B.3 Konstruktion der Wavelet-Splinefunktionen im Abschnitt 2.5.2
Aus der Definition der Wavelets in (2.59),
ψi(· − k) := φi(2 · −k)− ∑
i′=1,2
k ′∈Z2
〈φi(2 · −k), φ˜i′ (· − k ′)〉
‖φi′‖22 φi′(· − k ′),
la¨sst sich eine vereinfachte Darstellung herleiten, indem wir u¨berlegen, wann das Skalar-
produkt
〈φi(2 · −k), φ˜i′(· − k ′)〉 = 〈φi(2 · −(k − 2k ′)), φ˜i′〉
tatsa¨chlich von Null verschieden ist. Mit Hilfe der Definition der dualen Splinefunktionen
(2.55) und (2.56) und den Skalarprodukten in B.1 erhalten wir schließlich
〈φ1(2 · −(k − 2k ′)), φ˜1〉 =
 −
1192 , k − 2k ′ = (00) ,( 10) ,( 01) ,(11) ,0, sonst
〈φ1(2·−(k−2k ′)), φ˜2〉 =

148 , k − 2k ′ = (00) ,(−10 ) ,( 0−1) ,(−1−1) ,
− 1384 , k − 2k ′ = (10),( 1−1),(−11 ),( 01),(−20 ),( 0−2),(−1−2),(−2−1) ,0, sonst
〈φ2(2 · −(k − 2k ′)), φ˜1〉 =

− 1128 , k − 2k ′ = (00) ,( 20) ,( 02) ,(22) ,196 , k − 2k ′ = (10) ,( 01) ,( 21) ,(12) ,1796 , k − 2k ′ = (11) ,0, sonst
〈φ2(2 · −(k − 2k ′)), φ˜2〉 =

1348 , k − 2k ′ = (00) ,196 , k − 2k ′ = (10) ,(01) ,(−10 ) ,( 0−1) ,
− 1128 , k − 2k ′ = (11) ,( 1−1) ,(−11 ) ,(−1−1) ,
− 1384 , k − 2k ′ = (20) ,(02) ,(−20 ) ,( 0−2) ,0, sonst.
Jetzt fragen wir uns, fu¨r welche k ′ ∈ Z2 bei festem k ∈ Z2 die Skalarprodukte einen von
Null verschiedenen Wert liefern. Betrachten wir das erste Skalarprodukt, so muss k ′ die
Gestalt k ′ = k−m2 annehmen mit m = (00) ,( 10) ,(01) ,( 11). Das fu¨hrt uns wieder zu derPolyphasen-Zerlegung der Ebene Z2. Denn wir erhalten die folgenden vier Fa¨lle: Ist k ∈ 2Z2,
so gilt k ′ = k2 , fu¨r k ∈ 2Z2 + (10) gilt k ′ = k−
( 10)2 , fu¨r k ∈ 2Z2 + (01) gilt k ′ = k−
( 01)2
und fu¨r k ∈ 2Z2 + (11) gilt k ′ = k−
( 11)2 . Analog ko¨nnen wir auch fu¨r die anderen dreiSkalarprodukte diese Fallunterscheidung vornehmen. Damit erhalten wir schließlich die vier
Wavelet-Darstellungen auf Seite 88.
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