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Sumario
Neste trabalho, a consistência forte do estimador dos mnimos quadrados em modelos lineares sera
analisada impondo condições sobre a matriz de modelo e assumindo os mais diversos cenarios para os
erros aleatorios. De incio, serão estabelecidas condições gerais de suficiência para o caso em que os
erros são independentes e identicamente distribudos com variancia infinita. Em seguida e utilizando
um resultado de convergência quase certa para somas de variaveis aleatorias independentes estaveis
sera explorada a situação particular de erros independentes com distribuição estavel. Esta questão
da estabilidade dos erros sera ainda estudada com grande detalhe no captulo seguinte recorrendo,
desta feita, a uma importante estimativa sobre a norma da diferença entre o estimador dos mnimos
quadrados e o vector parametro; daremos especial ênfase ao caso em que os erros são independentes
e identicamente distribudos com distribuição normal onde,  a custa desta técnica inovadora, se con-
seguem estabelecer resultados analogos aos obtidos por Lai, Robbins & Wei nos finais da década de
setenta. A estimativa referida anteriormente, servira também para desenvolver resultados de con-
sistência forte para o estimador dos mnimos quadrados onde não se impõem quaisquer condições de
independência ou idêntica distribuição sobre os erros, mas se admite como hipotese a simetria radial
do vector dos erros aleatorios. Uma ultima abordagem a esta tematica sera realizada, assumindo que
a distribuição do quadrado erros aleatorios se encontra numa das três grandes classes: domnio de
atracção maximal da distribuição de Fréchet, domnio de atracção maximal da distribuição de Weibull
e domnio de atracção maximal da distribuição de Gumbel. A grande novidade aqui reside no facto
de usarmos expressamente, na maioria dos resultados, os comportamentos assimptoticos de cauda
caractersticos das distribuições que pertencem a cada um dos três domnios citados previamente.
A finalizar, no ultimo captulo, sera analisada a consistência forte de estimadores não lineares
num modelo especfico para as observações, onde é introduzida uma metodologia de linearização e
se admite que os erros aleatorios satisfazem hipoteses adequadas, nomeadamente, a de possurem
decaimento exponencial no infinito.
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Summary
In this work, the strong consistency of least squares estimators in multiple regression models will
be studied, given conditions on the design matrix and under several assumptions for the random
errors. Starting with establishing general conditions of sufficiency for the strong consistency of the
least squares estimators, where it is admitted independence and identical distribution for random
errors with infinite variance. Using a result on almost sure convergence for sums of independent
stable random variables for stable errors, the situation of stable independent errors will be explored.
This situation of stable errors will be studied in detail on the next chapter. There, using an important
estimate for the norm of the difference between the least squares estimator and parameter vector, a
special emphasis will be given to the case where the random errors are independent and identically
distributed with gaussian distribution. Through this new technique, results similar to those obtained
by Lai, Robbins & Wei in the seventies will be established. The estimate quoted previously will be
very useful in deriving strong consistency results for least squares estimators when assumptions of
independence and identical distribution for the random errors are completely excluded and a radial
symmetry condition on random vector will be admitted. A last approach to this subject will be carried
out assuming that the distribution of random errors is in one of the three classes: maximal domain
of attraction of the Fréchet distribution, of the Weibull distribution and of the Gumbel distribution.
This new approach uses the specific behaviour of the asymptotic tail of distributions for each of the
three domains quoted.
In the last chapter, the strong consistency of nonlinear estimators on a particular model for
observations will be analyzed. A linearization methodology will be used and an adequate hypothesis
for the random errors will be assumed, namely, that they have exponencial decay at infinity.
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Prefacio
O principal objectivo do presente trabalho é estabelecer a consistência forte do estimador dos
mnimos quadrados em modelos lineares assumindo as mais diversas hipoteses para os erros aleatorios
e impondo condições sobre a matriz de modelo.
No primeiro captulo, serão recordadas algumas noções elementares de teoria de probabilidades,
distribuições estaveis unidimensionais e teoria de valores extremos expondo-se, por um lado, um
conjunto de definições que servirão de base para os varios captulos posteriores e, por outro, uma
colectanea de uteis resultados com importancia decisiva no conteudo original. De destacar que na
segunda e terceira secções do primeiro captulo serão relembrados também alguns conceitos de analise
matricial e real, respectivamente, que funcionaram como ferramentas auxiliares ao longo de todo o
texto. O primeiro captulo é finalizado com uma ultima secção dedicada exclusivamente  a analise de
regressão dando especial destaque  a motivação que conduz ao modelo de regressão linear.
No segundo captulo, serão anunciados os primeiros resultados originais que constituem uma
extensão das condições de suficiência para a consistência forte do estimador dos mnimos quadrados,
estabelecidas na década de noventa por Mingzhong Jin e Xiru Chen, ao caso em que os erros aleatorios
do modelo linear não possuem momentos absolutos. Ainda neste captulo e seguindo um trabalho
realizado para o XIV Congresso Anual da SPE sera elaborada uma abordagem alternativa  a anterior,
assumindo a independência e estabilidade dos erros aleatorios do modelo linear.
No terceiro captulo e ainda dentro da tematica da estabilidade, sera estuda com grande detalhe
a consistência forte e a consistência em momento de ordem 0 < r 6 2 do estimador dos mnimos
quadrados por um processo de estimativa. A estimativa em causa sera obtida sobre a norma da dife-
rença entre o estimador dos mnimos quadrados e o vector parametro recorrendo apenas a operações
de calculo matricial. Através desta poderosa técnica, conseguem-se estabelecer resultados analogos
aos obtidos por Lai, Robbins & Wei nos finais da década de setenta num cenario em que os erros são
independentes e identicamente distribudos com distribuição normal. Usufruindo ainda das magnficas
propriedades das distribuições estaveis, conseguem-se generalizar os resultados do caso normal  a situa-
ção em que a variancia dos erros não esta definida assumindo apenas a independência e a estabilidade
destas variaveis aleatorias.
No quarto captulo, sera analisada a consistência forte e a consistência em momento de ordem
s > 0 do estimador dos mnimos quadrados excluindo quaisquer hipoteses de independência ou
idêntica distribuição para os erros aleatorios mas impondo, em alternativa, uma condição de simetria
radial sobre o vector dos erros. Recorrendo a um método de factorização de variaveis aleatorias e a
xv
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coordenadas polares generalizadas consegue-se uma elegante abordagem geométrica  a consistência do
estimador dos mnimos quadrados num leque de hipoteses pouco habitual. No final, alguns exemplos
praticos serão expostos com a respectiva aplicação da teoria desenvolvida anteriormente.
No quinto captulo e tendo por base um trabalho realizado no XIII Congresso Anual da SPE,
sera feito um ultimo estudo  a consistência forte e em média quadratica do estimador dos mnimos
quadrados admitindo que a distribuição do quadrado dos erros aleatorios se encontra numa das
três grandes classes: domnio de atracção maximal da distribuição de Fréchet, domnio de atracção
maximal da distribuição de Weibull e domnio de atracção maximal da distribuição de Gumbel. A
grande novidade aqui residira no facto de utilizarmos, na maioria dos resultados, o comportamento
assimptotico especfico das distribuições que pertencem a cada um dos três domnios previamente
citados.
Finalmente, no ultimo captulo sera analisada a consistência forte de estimadores não-lineares
num modelo concreto para as observações, onde se desenvolvera uma metodologia de linearização
admitindo que os erros aleatorios satisfazem hipoteses adequadas, em particular, que possuem decai-
mento exponencial no infinito. O caso em que os erros são independentes e identicamente distribudos
com distribuição normal é estudado numa secção  a parte; a terminar serão exibidos alguns exemplos
praticos sendo feita a aplicação dos respectivos resultados teoricos.
Faro, Fevereiro de 2007,
João Filipe Lita da Silva
JFLS
Captulo 1
Preliminares
1.1 Teoria de probabilidades
Historicamente, a teoria de probabilidades teve a sua origem em jogos de azar e apostas, que
gozavam de enorme popularidade no século XVII. As primeiras tentativas para formalizar as ideias
intuitivas associadas a este tipo de disputas, devem-se aos famosos matematicos franceses Blaise Pas-
cal e Pierre de Fermat. Ao que parece, no longnquo ano de 1654, o nobre francês Antoine Gombaud
(Chevalier de Méré) chamou a atenção de Pascal para uma aparente contradição num "jogo de dados".
O jogo consistia em lançar um par de dados 24 vezes e o problema estava em decidir se era correcto
apostar a mesma importancia a favor ou contra o aparecimento de pelo menos um "duplo seis", nos
vinte e quatro lançamentos. Este e outros problemas colocados por Gombaud motivaram uma troca
de correspondência entre Pascal e Fermat, na qual se estabeleceram os princpios fundamentais desta
teoria. Um professor de Leibniz, Christian Huygens, conhecedor do conteudo dessa correspondência
publicou em 1657 o livro De Ratiociniis in Ludo Aleae, um tratado com problemas associados aos
jogos de azar e desde então, o desenvolvimento prosseguiu com o contributo de Jakob Bernoulli e
Abraham De Moivre. Em 1812, Pierre Simon Laplace introduziu, na sua Théorie Analytique des
Probabilités, um grande numero de conceitos e técnicas matematicas, demonstrando a sua aplicação
em muitos problemas cientficos e praticos (a teoria dos erros, a matematica actuarial e a mecanica
estatstica foram algumas das areas que se desenvolveram no século XIX  a custa das ideias apresen-
tadas por Laplace). Em particular, formulou o que se costuma designar por definição classica de
probabilidade: a probabilidade de um acontecimento é o quociente do numero de casos favoraveis a
esse acontecimento sobre o numero de casos possveis, desde que estes sejam equiprovaveis (ou igual-
mente provaveis). Contudo, esta definição para além de restritiva é inadequada ja que não define
realmente o conceito de probabilidade, sendo apenas um método pratico de calculo da probabilidade
de acontecimentos simples, limitado aos conjuntos finitos de todos os resultados possveis. Efectiva-
mente, o grande problema residia no facto de se poder definir "ao acaso"da maneira que quiséssemos
e as diferentes definições conduziam-nos a diferentes respostas. Em 1889, Joseph Bertrand editou
Calcul de Probabilités expondo um variado numero de problemas geométricos onde o resultado de-
pendia do método de solução. Tornou-se, então, imperioso criar uma definição de probabilidade geral
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que ultrapassasse todas estas dificuldades.
O assunto foi definitivamente resolvido ja no século XX, no ano de 1933, por um nome in-
contornavel na teoria de probabilidades: Andrei Nikolaevitch Kolmogorov. Este matematico russo
axiomatizou o conceito de probabilidade na sua monografia Foundations of the Theory of Probability
lançando, assim, bases solidas para a moderna teoria de probabilidades. Desde então, as ideias de
A. N. Kolmogorov foram sendo refinadas, sempre sob o estimulo das aplicações (a estatstica é um
dos exemplos notaveis para além de outros tão diversificados como a economia, psicologia, genética
ou engenharia) e a teoria de probabilidades é, hoje em dia, parte de uma teoria mais geral chamada
teoria da medida.
A palavra probabilidade de utilização comum no vocabulario quotidiano, esta associada a situações
em que o conhecimento, no momento, não nos permite saber a evolução futura, isto é, sabemos que
ha varios resultados possveis mas desconhecemos qual deles se ira realizar. A este tipo de fenomenos
onde o estudo torna indispensavel o uso de probabilidades chamamos, em certas condições, experiência
aleatoria.
Definição 1.1.1 Uma experiência aleatoria é uma experiência onde:
(E1) Conhecemos todos os seus possveis resultados.
(E2) Não se conhece antecipadamente qual dos resultados possveis vai ocorrer cada vez que é efec-
tuada.
(E3) A sua repetição se pode realizar em condições analogas.
Em teoria de probabilidades é estudada a incerteza de uma experiência aleatoria, pelo que é
conveniente associar a cada experiência, um conjunto Ω de resultados possveis (i.e. de resultados
elementares e indivisveis) dessa experiência e um outro conjunto que represente todos os aconteci-
mentos possveis da experiência. Mais concretamente, a proxima definição vai ao encontro daquilo
que verdadeiramente necessitamos.
Definição 1.1.2 Uma classe F de subconjuntos de um conjunto não-vazio Ω que satisfaça:
(σ1) Ω ∈ F .
(σ2) Se A ∈ F então Ω \A ∈ F .
(σ3) Se An ∈ F para n = 1, 2, . . . então
∞⋃
n=1
An ∈ F .
é chamada σ-algebra sobre Ω (ou σ-algebra de subconjuntos de Ω).
Dada uma classe C de subconjuntos de um conjunto Ω chamamos σ-algebra gerada por C  a
menor σ-algebra sobre Ω que contém C e indicamos esse facto escrevendo σ(C). Note-se, então, que
a σ-algebra gerada por C sera a intersecção de todas as σ-algebras sobre Ω que contêm C.
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Exemplo 1.1.1
Se X for um espaço topologico, chamamos σ-algebra dos borelianos de X  a σ-algebra sobre X
gerada pela classe dos subconjuntos abertos de X. Esta σ-algebra é representada usualmente por
B(X) e os seus elementos têm o nome de borelianos de X. Um caso particular importantssimo
acontece quando X = Rn.
A σ-algebra dos borelianos de Rn é, sem duvida, a mais importante de todas as σ-algebras mas
os seus elementos podem ser subconjuntos de Rn bastante complicados. Neste sentido, a definição e
o exemplo que se seguem têm por objectivo clarificar um pouco mais este assunto.
Definição 1.1.3 Sendo Ω um conjunto chamamos pi-sistema sobre Ω a toda a famlia I de subcon-
juntos de Ω fechada para a intersecção finita,
A,B ∈ I =⇒ A ∩B ∈ I.
Exemplo 1.1.2
Uma exemplo tpico de um pi-sistema é a classe formada por todos os rectangulos de Rn com a forma,
{
(x1, . . . , xn) : x1 6 a1, . . . , xn 6 an, ai ∈ R, i = 1, . . . , n
}
e designada habitualmente por pi(Rn). Além disso, a σ-algebra dos borelianos de Rn coincide com a
σ-algebra gerada por pi(Rn), ou seja, B(Rn) = σ(pi(Rn)).
A ideia de associar, a uma experiência aleatoria, um conjunto de todos os resultados possveis e
a respectiva classe de subconjuntos que identifique todos os acontecimentos possveis da experiência
pode agora ser formalizada.
Definição 1.1.4 O espaço amostral de uma experiência aleatoria é um par (Ω,F) onde Ω é o
conjunto de todos os possveis resultados da experiência e F uma σ-algebra de subconjuntos de Ω.
Os elementos de F designam-se por acontecimentos; em particular, quando ω ∈ Ω chama-se
acontecimento elementar a {ω}. Na linguagem da teoria da medida, o par (Ω,F) da Definição 1.1.4
designa-se por espaço mensuravel e os elementos de F são chamados de F-mensuraveis (ou sim-
plesmente mensuraveis).
Sendo Ω um conjunto, chamamos função de conjunto a qualquer função com valores reais
definida numa classe de subconjuntos de Ω. A proxima definição, apresenta os três axiomas funda-
mentais para a noção de probabilidade.
Definição 1.1.5 Seja (Ω,F) um espaço amostral. Uma medida de probabilidade é uma função
de conjunto P( · ) definida em F que satisfaz os axiomas:
(P1) P(A) > 0 para todo o A ∈ F .
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(P2) Se {An, n > 1} é uma sucessão de elementos de F mutuamente exclusivos (isto é, Ai ∩Aj = ∅
se i 6= j) então P
( ∞⋃
n=1
An
)
=
∞∑
n=1
P(An).
(P3) P(Ω) = 1.
O termo "medida"na definição acima advém do facto de, no quadro da teoria da medida, dado
um espaço mensuravel (Ω,F) chama-se medida sobre (Ω,F) a uma aplicação m : F → [0,∞] que
verifica m(∅) = 0 e o axioma (P2). O triplo (Ω,F ,m) diz-se então um espaço de medida.
Exemplo 1.1.3
Sendo X um conjunto qualquer, (X,F) um espaço mensuravel e a um elemento fixado de X podemos
definir em F uma medida m por: m(A) = 0 se a /∈ A e m(A) = 1 se a ∈ A, para todo o A ∈ F .
Esta é a medida de Dirac relativa ao ponto a.
Exemplo 1.1.4
Um espaço de medida de grande relevo é (R,B(R),Leb) onde Leb designa a medida de Lebesgue
sobre R. Considerando a classe S de partes de R constituda por todos os intervalos semi-abertos da
forma [a, b[ (a 6 b)1 então Leb : B(R) −→ [0,∞] é a (unica) medida sobre a σ-algebra dos borelianos
de R que prolonga Leb : S −→ [0,∞] dada por Leb([a, b[) = b− a.
Neste momento, estamos em condições de anunciar a formulação do modelo matematico para uma
experiência aleatoria, ou seja, o modelo probabilstico que servira de base para todos os estudos
que efectuarmos e que é constitudo por:
M1. Um conjunto não-vazio Ω, de todos os resultados possveis.
M2. Uma σ-algebra F sobre Ω de acontecimentos aleatorios.
M3. Uma medida de probabilidade P definida em F .
Enfim, num conceito matematico abstracto tem-se a,
Definição 1.1.6 Um espaço de probabilidade é um triplo (Ω,F ,P) onde Ω é um conjunto não-
vazio, F é uma σ-algebra de subconjuntos de Ω e P é uma medida de probabilidade definida em
F .
Num espaço de probabilidade (Ω,F ,P) dizemos que um acontecimento A ∈ F ocorre quase
certamente (abreviadamente q.c.) se P(A) = 1.
1Uma classe C de partes de um conjunto Ω diz-se um semi-anel se se verificarem as propriedades seguintes:
(S1) ∅ ∈ C.
(S2) Se A ∈ C e B ∈ C então A ∩B ∈ C.
(S3) Se A ∈ C e B ∈ C então existe um conjunto finito de ndices I e uma famlia {Ai, i ∈ I} de subconjuntos
pertencentes a S disjuntos dois a dois, tal que A−B = Si∈I Ai.
A classe S de partes de R formada por todos os intervalos semi-abertos da forma [a, b[ (a 6 b) constitui um semi-anel.
De referir que, o conceito de medida também pode ser definido em qualquer semi-anel (ver [58]).
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Seja {An, n > 1} uma sucessão de acontecimentos num espaço de probabilidade (Ω,F ,P). Defi-
nimos limite superior da sucessão {An, n > 1} por,
lim sup
n→∞
An =
∞⋂
n=1
∞⋃
m=n
Am.
O limite inferior da sucessão {An, n > 1} é definido por,
lim inf
n→∞ An =
∞⋃
n=1
∞⋂
m=n
Am.
O acontecimento lim supAn é o acontecimento "ocorrência de um numero infinito dos An", no sentido
em que ω ∈ lim supAn se e so se ω pertence a um numero infinito dos An. Uma notação alternativa
para lim supAn é {An, infinitas vezes}. O acontecimento lim inf An também tem uma interpretação
intuitiva: é o acontecimento "ocorrência de An para todo o n suficientemente grande". A razão
prende-se com o facto de ω ∈ lim inf An se e so se ω ∈ Am para todo o m suficientemente grande
(m > n0(ω)). Em contraponto com a notação {An, infinitas vezes} alguns autores indicam lim inf An
por {An, quase certamente} (ver [91]). No seguimento do que acabamos de expor vem a primeira
parte do teorema de Borel-Cantelli, um resultado sine qua non em teoria de probabilidades e que
constitui um instrumento poderoso nas leis de grandes numeros. Ao longo desta secção, remeteremos
as demonstrações dos resultados anunciados para os livros generalistas sobre teoria de probabilidades
citados na bibliografia.
Teorema 1.1.1 (primeiro lema de Borel-Cantelli) Seja {An, n > 1} uma sucessão de aconte-
cimentos num espaço de probabilidade (Ω,F ,P) tal que ∑∞n=1P (An) <∞ então,
P
(
lim sup
n→∞
An
)
= 0.
Demonstração. Consultar [91], pagina 27.
Vejamos agora como definir variavel aleatoria. Na pratica, os elementos de um espaço amostral
podem coisas muito concretas tais como as faces de um dado, as moléculas de um gas ou até seres
humanos. Contudo, não são os proprios elementos do espaço amostral que nos interessam mas sim
valores numéricos que a eles estão associados. Por exemplo, para um ser humano podemos medir
certas caractersticas fsicas tais como a idade, o peso e a altura ou ainda outras caractersticas tais
como o rendimento anual, o numero de anos de escolaridade. Informalmente, uma variavel aleatoria
sera então uma caracterstica numérica do resultado de uma experiência aleatoria.
Definição 1.1.7 Dado um espaço amostral (Ω,F) chamamos variavel aleatoria (abreviadamente
v.a.) a uma função X: Ω→ R cuja imagem inversa de qualquer boreliano de R é um acontecimento,
X−1(B) =
{
ω : X(ω) ∈ B} ∈ F , ∀B ∈ B(R).
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No ambito da teoria da medida, se (Ω,F) e (Σ,G) forem espaços mensuraveis diz-se que uma
função ¤ : Ω → Σ é F-mensuravel (ou apenas mensuravel) se ¤−1(A) = {ω ∈ Ω: ¤(ω) ∈ A} ∈ F
para cada A ∈ G (fazendo a analogia com a Definição 1.1.7 conclui-se que uma v.a. não é mais do
que uma função F-mensuravel cujo o espaço mensuravel (Σ,G) é (R,B(R))).
Exemplo 1.1.5
Se X é uma v.a. definida em (Ω,F) e $ : R → R uma função boreliana (i.e. B(R)-mensuravel
quando (Ω,F) = (R,B(R)) = (Σ,G)) então $(X) é ainda uma v.a. (em particular, se $ for contnua
ou monotona então é boreliana).
Se {Yj , j ∈ J} for uma famlia não-vazia de v.a.'s sobre (Ω,F) tem lugar uma σ-algebra de
enorme relevancia: a σ-algebra gerada pela classe de conjuntos
{
ω : Yj(ω) ∈ B
}
, B ∈ B(R), j ∈ J
designada habitualmente por σ(Yj , j ∈ J). Claramente, σ(Yj , j ∈ J) ⊂ F sendo também a menor
σ-algebra relativamente  a qual todos os Yj , j ∈ J são mensuraveis.
No conceito de v.a. definido anteriormente, não encontramos qualquer referência a uma eventual
medida de probabilidade P definida no espaço amostral. Porém, na pratica, as variaveis aleatorias que
interessam verdadeiramente encontram-se definidas num espaço de probabilidade e estão, como iremos
ver, intimamente ligadas a uma classe especial de funções reais de variavel real, a ser introduzida ja
de seguida.
Definição 1.1.8 Uma função real de variavel real F definida em todo o R que seja não-decrescente2,
contnua  a direita3 e satisfaça,
lim
x→−∞F (x) = 0 e limx→+∞F (x) = 1
é designada por função de distribuição (abreviadamente f.d.).
O suporte de uma f.d. arbitraria F é o conjunto fechado,
Supp(F ) =
{
x : F (x+ ε)− F (x− ε) > 0, ∀ε > 0}
(ver [18] ou [19]). Os elementos de Supp(F ) são chamados pontos de crescimento de F . Uma f.d.
F diz-se degenerada se possui apenas um unico ponto de crescimento; caso contrario dizemos que
F é não-degenerada. Vamos agora introduzir algumas notações que usaremos ao longo de todo o
texto. Representaremos a cauda de uma f.d. F por,
F (x) = 1− F (x), x > 0.
2Recordemos que uma função F definida em D ⊂ R é não-decrescente (resp. não-crescente) se dados x, y ∈ D,
x < y =⇒ F (x) 6 F (y) (resp. x, y ∈ D, x < y =⇒ F (x) > F (y)). Enfim, uma função F definida em D ⊂ R é
crescente (resp. decrescente) se dados x, y ∈ D, x < y =⇒ F (x) < F (y) (resp. x, y ∈ D, x < y =⇒ F (x) > F (y)).
3Lembremos que uma função F definida em todo o R é contnua  a direita em R se lim
y→x
y>x
F (y) = F (x), ∀x ∈ R.
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O extremo esquerdo do suporte e o extremo direito do suporte da f.d. F estão definidos,
respectivamente, por
xinf = inf
{
x ∈ R : F (x) > 0} e xsup = sup{x ∈ R : F (x) < 1}.
Definição 1.1.9 Duas funções de distribuição F e G dizem-se de cauda equivalente se o extremo
direito do suporte de ambas for o mesmo e
lim
x→xsup
F (x)
G(x)
= c
para alguma constante 0 < c <∞.
Na realidade, as funções de distribuição são artefactos matematicos com propriedades que são
independentes de qualquer conjectura probabilstica. No entanto, uma v.a. X definida num espaço
de probabilidade (Ω,F ,P) induz um outro espaço de probabilidade, a saber, (R,B(R),PX) por meio
da correspondência,
PX(B) = P
[
X−1(B)
]
= P
{
ω : X(ω) ∈ B}, ∀B ∈ B(R) (1.1.1)
(ver [81]). Alguns autores (ver [12]) apelidam a medida de probabilidade PX definida em (1.1.1) de
distribuição da variavel aleatoria X. Esta sugestiva designação acontece, justamente, porque PX
esta estreitamente relacionada com a classe das funções de distribuição que acabamos de apresen-
tar. Com efeito, existe uma correspondência entre as funções de conjunto (1.1.1) e as funções de
distribuição, que passamos a descrever no resultado abaixo (ver [81], pagina 46).
Teorema 1.1.2 Dada uma medida de probabilidade P sobre (R,B(R)) existe uma função de dis-
tribuição F tal que,
P
(
]−∞, x]) = F (x), ∀x ∈ R. (1.1.2)
Reciprocamente, dada uma função de distribuição F existe uma unica medida de probabilidade P
definida em (R,B(R)) que satisfaz (1.1.2).
Demonstração. Consultar [19], paginas 25 e 27.
O interesse do Teorema 1.1.2 reside também no facto de se poder evitar as funções de conjunto
(em particular, a medida de probabilidade PX) que, como é sabido, são sempre funções de difcil
manuseamento. É então com naturalidade que surge o conceito de função de distribuição de uma
variavel aleatoria.
Definição 1.1.10 Seja X uma v.a. definida num espaço de probabilidade (Ω,F ,P). Chamamos
função de distribuição da v.a. X  a função real de variavel real FX dada por,
FX(x) = PX
(
]−∞, x]) = P{ω : X(ω) 6 x}, ∀x ∈ R.
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Observação 1.1.1 Note-se que dada uma função de distribuição F existe, em algum espaço de proba-
bilidade, uma variavel aleatoria X para a qual F (x) = P{X 6 x}.
Apresentamos agora dois tipos classicos de variaveis aleatorias.
Exemplo 1.1.6
Uma v.a. X definida sobre (Ω,F ,P) diz-se discreta se existe um conjunto finito ou enumeravel
E ⊂ R tal que P{X ∈ E} = 1. Em especial, se E = {x1, x2, . . .} ⊂ R então a colecção de numeros
não-negativos {pi} que satisfaz pi = P{X = xi} para todo o i = 1, 2, . . . e
∑∞
i=1 pi = 1 é chamada
função massa de probabilidade da v.a. X.
Exemplo 1.1.7
Se X é uma v.a. definida sobre (Ω,F ,P) com função de distribuição F então X diz-se absolutamente
contnua se existe uma função boreliana f : R→ R não-negativa4 tal que para qualquer numero real
x se tenha,
F (x) =
∫ x
−∞
f(t) dt
A função f é chamada função densidade de probabilidade da v.a. X.
Uma função de distribuição G sera chamada absolutamente contnua se existir uma função
boreliana g : R −→ R tal que G(x) = ∫ x−∞ g(t) dt, x ∈ R. A função g associada sera apelidada
sugestivamente de densidade ja que necessariamente
∫∞
−∞ g(t) dt = 1 e g > 0 a.e. (isto é, g sera
não-negativa em todo o R excepto num subconjunto de R que tenha medida de Lebesgue nula).
Sejam X e Y duas v.a.'s definidas num espaço de probabilidade (Ω,F ,P). A v.a. X é degenerada
num ponto c se P{X = c} = 1 e P{X 6= c} = 0, ou seja, se a f.d. de X for degenerada tendo c como
unico ponto de crescimento. Por outro lado, dizemos que X é simétrica relativamente a um ponto
a se,
P
{
X > a+ x
}
= P
{
X 6 a− x}, ∀x ∈ R
ou considerando a f.d. FX da v.a. X tem-se, de um modo equivalente,
FX(a− x) = 1− F (a+ x) +P
{
X = a+ x
}
, ∀x ∈ R.
O ponto a designa-se geralmente por centro de simetria. Se as v.a.'s X e Y tiverem a mesma
função de distribuição i.e.
FX(x) = FY(x), ∀x ∈ R
4Em boa verdade, f(x) apenas tera de ser não-negativa almost everywhere (abreviadamente a.e), ou seja, tera de
ser não-negativa em todo o R excepto num subconjunto de R que tenha medida de Lebesgue nula (ver Exemplo 1.1.4).
Um conjunto U ⊂ R tem medida de Lebesgue nula se para todo o ε > 0, existir uma famlia numeravel de intervalos
de comprimento total menor que ε cuja união inclua U . Convém observar ainda que F , sendo o integral indefinido de
f , é contnua. Tecnicamente, este integral é o de Lebesgue tendo-se consequentemente f(x) = F ′(x) a.e. (i.e. em todo
o ponto, excepto num conjunto de medida de Lebesgue nula).
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então dizemos que X e Y são identicamente distribudas e indicamos X d= Y. Mais geralmente,
dizemos ainda que X e Y (ou as correspondentes funções de distribuição) são do mesmo tipo se
existem constantes a > 0 e b ∈ R tais que X d= aY+ b.
Em muitas experiências, uma observação é exprimida, não por uma unica quantidade numérica,
mas por varias quantidades numéricas separadas. Para pudermos descrever matematicamente tais
experiências, torna-se indispensavel a introdução do conceito de vector aleatorio.
Definição 1.1.11 Dado um espaço amostral (Ω,F) chamamos vector aleatorio a uma função
X : Ω→ Rn cuja imagem inversa de qualquer boreliano de Rn é um acontecimento,
X−1(B) =
{
ω : X(ω) ∈ B} ∈ F , ∀B ∈ B(Rn).
Observemos que se (Ω,F) for um espaço amostral e X = (X1, . . . ,Xn) : Ω → Rn uma função
então X é um vector aleatorio se e so se cada Xi for uma variavel aleatoria.
 A semelhança do caso unidimensional, também os vectores aleatorios estão estreitamente ligados a
uma classe de funções apropriadamente definidas: a classe das funções de distribuição n-dimensionais.
Definição 1.1.12 Uma função F definida em todo o Rn com valores em R que satisfaça,
(D1) lim
xi→−∞
F (x1, . . . , xn) = F (x1, . . . , xi−1,−∞, xi+1, . . . , xn) = 0, i = 1, . . . , n.
(D2) lim
(x1,...,xn)→(∞,...,∞)
F (x1, . . . , xn) = F (∞, . . . ,∞) = 1.
(D3) lim
(y1,...,yn)→(x1,...,xn)
yi>xi, ∀i
F (y1, . . . , yn) = F (x1, . . . , xn).
(D4)
F (y1, . . . , yn)−
n∑
i=1
F (y1, . . . , yi−1, xi, yi+1, . . . , yn)+
+
∑
i6i<j6n
F (y1, . . . , yi−1, xi, yi+1, . . . , yj−1, xj , yj+1, . . . , yn) + . . .+ (−1)nF (x1, . . . , xn) > 0
sempre que (x1, . . . , xn), (y1, . . . , yn) ∈ Rn com −∞ < xi 6 yi <∞, i = 1, . . . , n.
é chamada função de distribuição n-dimensional.
Com efeito, um vector aleatorio X definido num espaço de probabilidade (Ω, F ,P) ainda induz
o espaço de probabilidade (Rn,B(Rn),PX) por meio da correspondência,
PX(B) = P
[
X−1(B)
]
= P
{
ω : X(ω) ∈ B}, ∀B ∈ B(Rn).
É habitual chamar distribuição n-dimensional  a medida de probabilidade PX pois,  a semelhança
do caso unidimensional, PX esta intimamente relacionada com a classe de funções de distribuição
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n-dimensionais. Efectivamente, o Teorema 1.1.2 admite uma versão n-dimensional que passamos a
anunciar.
Teorema 1.1.3 Dada uma medida de probabilidade P sobre (Rn,B(Rn)) existe uma função de dis-
tribuição n-dimensional F tal que,
P
(
]−∞, x1]× . . .×]−∞, xn]
)
= F (x1, . . . , xn), ∀(x1, . . . , xn) ∈ Rn. (1.1.3)
Reciprocamente, dada uma função de distribuição n-dimensional F existe uma unica medida de pro-
babilidade P definida em (Rn,B(Rn)) que satisfaz (1.1.3).
Demonstração. Seja P uma medida de probabilidade sobre (Rn,B(Rn)) e consideremos a função
F : Rn −→ R definida por F (x1, . . . , xn) = P
(
]−∞, x1]× . . .×]−∞, xn]
)
. Supondo os rectangulos
de Rn,
Sx1,...,xn =]−∞, x1]× . . .×]−∞, xn]
temos:5
(D1) Se para algum i = 1, . . . , n, xi ↓ −∞ então,
Sx1,...,xn ↓ ]−∞, x1]× . . .×]−∞, xi−1]× ∅×]−∞, xi+1]× . . .×]−∞, xn] = ∅
e o Teorema 10.2 de [12] na pagina 162 permite escrever,
lim
xi↓−∞
F (x1, . . . , xi−1, xi, xi+1, . . . , xn) = lim
xi↓−∞
P
(
Sx1,...,xn
)
= P(∅) = 0.
(D2) Uma vez que Sx1,...,xn ↑ Rn quando (x1, . . . , xn) ↑ (∞, . . . ,∞) temos do Teorema 10.2 de [12],
lim
(x1,...,xn)↑(∞,...,∞)
F (x1, . . . , xn) = lim
(x1,...,xn)↑(∞,...,∞)
P
(
Sx1,...,xn
)
= P(Rn) = 1.
(D3) Se (y1, . . . , yn) ↓ (x1, . . . , xn) então Sy1,...,yn ↓ Sx1,...,xn obtendo-se, novamente do Teorema
10.2 de [12],
lim
(y1,...,yn)↓(x1,...,xn)
F (y1, . . . , yn) = lim
(y1,...,yn)↓(x1,...,xn)
P
(
Sy1,...,yn
)
= P
(
Sx1,...,xn
)
= F (x1, . . . , xn)
o que estabelece a continuidade  a direita de F .
5No que se segue adoptaremos as seguintes notações:
(i) y ↑ x significara que y < x e y → x; y ↓ x significara que y > x e y → x.
(ii) (y1, . . . , yn) ↑ (x1, . . . , xn) significara que yi ↑ xi para cada i = 1, . . . , n; (y1, . . . , yn) ↓ (x1, . . . , xn) significara
que yi ↓ xi para cada i = 1, . . . , n.
(iii) Am ↑ A significara que A1 ⊂ A2 ⊂ . . . e A =
∞[
m=1
Am; Am ↓ A significara que A1 ⊃ A2 ⊃ . . . e A =
∞\
m=1
Am.
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(D4) Observando que qualquer rectangulo de Rn limitado A =]a1, b1]× . . .×]an, bn] pode ser escrito
como A = Sb1,...,bn \
(
Sa1,b2,...,bn ∪ Sb1,a2,...,bn ∪ . . . Sb1,b2,...,an
)
tem-se da formula de inclusão-
exclusão (ver [12], pagina 24),
0 6 P(A) = P(Sb1,...,bn)−P
(
Sa1,b2,...,bn ∪ Sb1,a2,...,bn ∪ . . . Sb1,b2,...,an
)
= F (b1, . . . , bn)−
n∑
i=1
F (b1, . . . , bi−1, ai, bi+1, . . . , bn)+
+
∑
16i<j6n
F (b1, . . . , bi−1, ai, bi+1, . . . , bj−1, aj , bj+1, . . . , bn) + . . .+ (−1)nF (a1, . . . , an)
para quaisquer (a1, . . . , an), (b1, . . . , bn) ∈ Rn com −∞ < ai 6 bi <∞, i = 1, . . . , n.
Reciprocamente, se F for uma função de distribuição n-dimensional então as condições (D3) e
(D4) garantem que existe uma unica medida P sobre a σ-algebra B(Rn) tal que
P
(
]a1, b1]× . . .×]an, bn]
)
= F (b1, . . . , bn)−
n∑
i=1
F (b1, . . . , bi−1, ai, bi+1, . . . , bn)+
+
∑
16i<j6n
F (b1, . . . , bi−1, ai, bi+1, . . . , bj−1, aj , bj+1, . . . , bn) + . . .+ (−1)nF (a1, . . . , an)
(ver Teorema 12.5 de [12], pagina 177). Fazendo a1 → −∞ vem,
]a1, b1]×]a2, b2]× . . .×]an, bn] ↑ ]−∞, b1]×]a2, b2]× . . .×]an, bn]
donde
P
(
]−∞, b1]×]a2, b2]× . . .×]an, bn]
)
= lim
a1→−∞
P
(
]a1, b1]×]a2, b2]× . . .×]an, bn]
)
= F (b1, . . . , bn)−
n∑
i=2
F (b1, . . . , bi−1, ai, bi+1, . . . , bn)+
+
∑
26i<j6n
F (b1, . . . , bi−1, ai, bi+1, . . . , bj−1, aj , bj+1, . . . , bn)+
+ . . .+ (−1)n−1F (b1, a2, . . . , an)
pelo Teorema 10.2 de [12]. De forma analoga, calculando sucessivamente os limites quando a2 →
−∞, . . ., an → −∞ obtém-se P
(
]−∞, b1]× . . .×]−∞, bn]
)
= F (b1, . . . , bn). Visto que ]−∞, b1]×
. . .×]−∞, bn] ↑ Rn quando (b1, . . . , bn) ↑ (∞, . . . ,∞) tem-se da condição (D2) e do Teorema 10.2
de [12],
P(Rn) = lim
(b1,...,bn)↑(∞,...,∞)
P
(
]−∞, b1]× . . .×]−∞, bn]
)
= lim
(b1,...,bn)↑(∞,...,∞)
F (b1, . . . , bn) = 1
pelo que P é uma medida de probabilidade que satisfaz (1.1.3).
Estamos agora em condições de generalizar a Definição 1.1.10.
JFLS
12 1. Preliminares
Definição 1.1.13 Se (X1, . . . ,Xn) for um vector aleatorio definido no espaço de probabilidade (Ω,F ,
P) chamamos função de distribuição conjunta de (X1, . . . ,Xn)  a função FX1,...,Xn definida em
todo o Rn com valores reais dada por,
FX1,...,Xn(x1, . . . , xn) = P
{
X1 6 x1, . . . ,Xn 6 xn
}
, ∀(x1, . . . , xn) ∈ Rn.
Observação 1.1.2 Convém sublinhar que dada uma função de distribuição conjunta F existe sem-
pre, nalgum espaço de probabilidade, um vector aleatorio (X1, . . . ,Xn) para o qual F (x1, . . . , xn) =
P
{
X1 6 x1, . . . ,Xn 6 xn
}
.
Exemplo 1.1.8
 A semelhança do Exemplo 1.1.7 um vector aleatorio (X1, . . . ,Xn) definido em (Ω,F ,P) diz-se abso-
lutamente contnuo se existe uma função boreliana6 não-negativa f : Rn → R tal que para cada
(x1, . . . , xn) ∈ Rn se tenha,
FX1,...,Xn(x1, . . . , xn) =
∫ x1
−∞
. . .
∫ xn
−∞
f(t1, . . . , tn) dt1 . . . dtn
onde FX1,...,Xn é a função de distribuição conjunta de (X1, . . . ,Xn). A função f é chamada função
de densidade conjunta do vector (X1, . . . ,Xn).
Um caso especial de uma função de densidade conjunta, com grande interesse neste trabalho, é
apresentado de seguida.
Definição 1.1.14 Dizemos que um vector aleatorio (X1, . . . ,Xn) absolutamente contnuo definido
num espaço de probabilidade tem simetria radial se a sua função de densidade conjunta for,
fX1,...,Xn(x1, . . . , xn) = g(r), r =
√
x21 + . . .+ x2n
dependendo apenas da distancia  a origem através de alguma função não-negativa g.
A independência pode ser vista como o unico e mais importante conceito em teoria de probabi-
lidades, demarcando-se da teoria da medida e alimentando um desenvolvimento  a parte. No curso
desta evolução, a teoria de probabilidades tem sido fortalecida pelas suas ligações ao mundo real e,
de facto, a definição de independência constitui uma abstracção de uma noção altamente intuitiva e
emprica.
Definição 1.1.15 Os acontecimentos A1, . . . , An (n > 2) definidos num espaço de probabilidade
(Ω,F ,P) dizem-se (mutuamente) independentes se
P (Ai1 ∩ . . . ∩Aim) = P (Ai1) . . .P (Aim)
para todo o 1 6 i1 < . . . < im 6 n e para todo o m = 2, . . . , n (i.e. se todas as combinações
satisfazem a regra do produto).
6Uma função f : Rn → R é boreliana se for B(Rn)-mensuravel considerando (Ω,F) = (Rn,B(Rn)) e (Σ,G) =
(R,B(R)).
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Observação 1.1.3 Os acontecimentos A1, A2, . . . são independentes se para todo o n > 2, A1, . . . , An
são independentes.
Estamos agora em condições de anunciar a segunda parte do Teorema 1.1.1 conhecida por segundo
lema de Borel-Cantelli.
Teorema 1.1.4 (segundo lema de Borel-Cantelli) Seja {An, n > 1} uma sucessão de aconteci-
mentos independentes num espaço de probabilidade (Ω,F ,P) então,
∞∑
n=1
P (An) =∞ =⇒ P
(
lim sup
n→∞
An
)
= 1.
Demonstração. Consultar [91], pagina 40.
Sejam X1,X2, . . . ,Xn (n > 2) v.a's definidas no mesmo espaço de probabilidade (Ω,F ,P) e
consideremos o vector aleatorio (X1, . . . ,Xn) também definido em (Ω,F ,P). Informalmente, as v.a.'s
Xi são independentes se e so se quaisquer acontecimentos determinados por qualquer grupo de v.a.'s
distintas são independentes.
Definição 1.1.16 As v.a.'s X1,X2, . . . ,Xn são (mutuamente) independentes se,
P {X1 ∈ B1,X2 ∈ B2, . . . ,Xn ∈ Bn} = P {X1 ∈ B1} P {X2 ∈ B2} . . .P {Xn ∈ Bn}
para todos os subconjuntos B1, B2, . . . , Bn ∈ B(R).
Ao longo de todo este texto, usaremos a abreviatura i.i.d. para indicar que v.a.'s X1, . . . ,Xn
definidas num espaço de probabilidade são (mutuamente) independentes e identicamente distribudas.
Decorre ainda que as v.a.'s X1,X2, . . . ,Xn são independentes se a função de distribuição do vector
aleatorio (X1, . . . ,Xn) puder ser factorizada como o produto das funções de distribuição individuais
de cada Xi.
Teorema 1.1.5 Sejam X1, . . . ,Xn v.a.'s definidas em (Ω,F ,P), respectivamente, com funções de dis-
tribuição FX1 , . . . , FXn e (X1, . . . ,Xn) o vector aleatorio com função de distribuição conjunta FX1,...,Xn .
(a) Se X1, . . . ,Xn são independentes então,
FX1,...,Xn(x1, . . . , xn) = FX1(xi) . . . FXn(xn), ∀(x1, . . . , xn) ∈ Rn.
(b) Se existem funções F1, . . . , Fn tais que lim
x→∞Fi(x) = 1 para todo o i = 1, . . . , n e,
FX1,...,Xn(x1, . . . , xn) = F1(x1) . . . Fn(xn), ∀(x1, . . . , xn) ∈ Rn
então X1, . . . ,Xn são independentes e Fi = FXi para todo o i = 1, . . . , n.
Demonstração. Consultar [42], pagina 61.
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Corolario 1.1.1
(a) Se X1, . . . ,Xn são v.a.'s independentes, absolutamente contnuas e possuem densidades fX1 , . . . ,
fXn então a função,
f(x1, . . . , xn) = fX1(x1) . . . fXn(xn), (x1, . . . , xn) ∈ Rn
é a função de densidade conjunta do vector aleatorio (X1, . . . ,Xn).
(b) Reciprocamente, se o vector (X1, . . . ,Xn) é absolutamente contnuo e tem função de densidade
conjunta f satisfazendo,
f(x1, . . . , xn) = f1(x1) . . . fn(xn), ∀(x1, . . . , xn) ∈ Rn
onde fi > 0 e
∫∞
−∞ fi(t) dt = 1, ∀i então as v.a.'s X1, . . . ,Xn são independentes e fi é a
densidade de Xi para todo o i = 1, . . . , n.
Demonstração. Consultar [42], pagina 63.
Apresentamos, em seguida, duas desigualdades relevantes para somas de v.a.'s independentes
conhecidas por desigualdades de tipo Kolmogorov (ver [49], pagina 44).
Teorema 1.1.6 (desigualdade de Lévy) Se X1, . . . ,Xn são v.a.'s independentes e simétricas re-
lativamente  a origem então para todo o ε > 0,
P
{
max
16j6n
∣∣∣∣∣
j∑
i=1
Xi
∣∣∣∣∣ > ε
}
6 2P
{∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ > ε
}
.
Demonstração. Consultar [18], pagina 72.
Teorema 1.1.7 Se X1, . . . ,Xn são v.a.'s independentes e para algum δ > 0 e α < 1,
P

∣∣∣∣∣∣
n∑
i=j+1
Xi
∣∣∣∣∣∣ > δ
 6 α, j = 0, 1, . . . , n− 1
então para todo o ε > 0,
P
{
max
16j6n
∣∣∣∣∣
j∑
i=1
Xi
∣∣∣∣∣ > δ + ε
}
6 1
1− α P
{∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ > ε
}
.
Demonstração. A demonstração é uma simples adaptação da desigualdade de Ottaviani apresentada
em [24] ou [92].
Antes de prosseguirmos, façamos a extensão das operações usuais de soma e multiplicação de
numeros a [0,∞] convencionando que: 0 · ∞ = ∞ · 0 = 0 e x · ∞ = ∞ · x = ∞ quando 0 < x 6 ∞.
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Se x for um real finito convencionaremos ainda que ∞ − x = ∞ e x − ∞ = −∞. Em teoria da
medida, sendo ¤ uma função mensuravel não-negativa no espaço de medida (Ω,F ,m) e {Ai} uma
decomposição finita de Ω em conjuntos F-mensuraveis define-se integral de ¤ por,∫
Ω
¤(ω)m(dω) = sup
∑
i
[
inf
ω∈Ai
¤(ω)
]
m(Ai)
onde o supremo é tomado sobre todas as decomposições finitas {Ai} de Ω em conjuntos F-mensuraveis.7
Dada uma função geral ¤, consideremos a sua parte positiva ¤+ = max (¤, 0) e a sua parte negativa
¤− = −min (¤, 0). Visto que ¤+ > 0, ¤− > 0 e ¤ = ¤+ − ¤− podemos definir mais geralmente,∫
Ω
¤(ω)m(dω) =
∫
Ω
¤+(ω)m(dω)−
∫
Ω
¤−(ω)m(dω)
excepto quando
∫
Ω ¤
+(ω)m(dω) =
∫
Ω ¤
−(ω)m(dω) = ∞, situação em que ¤ não tem integral. Se∫
Ω ¤
+(ω)m(dω) e
∫
Ω ¤
−(ω)m(dω) forem finitos então ¤ diz-se integravel e
∫
Ω ¤(ω)m(dω) é o seu
integral definido. Se
∫
Ω ¤
+(ω)m(dω) = ∞ e ∫Ω ¤−(ω)m(dω) < ∞ (resp. ∫Ω ¤+(ω)m(dω) < ∞ e∫
Ω ¤
−(ω)m(dω) = ∞) então ¤ não é integravel mas o valor do integral definido ∫Ω ¤(ω)m(dω) é ∞
(resp. −∞). O integral de ¤ sobre um elemento A de F é definido por,∫
A
¤(ω)m(dω) =
∫
Ω
IA(ω)¤(ω)m(dω)
onde IA é o indicador de A, ou seja, a função IA : Ω → {0, 1} definida por IA(ω) = 1 se ω ∈ A e
IA(ω) = 0 se ω /∈ A.
O leitor tem certamente uma ideia intuitiva de média de uma determinada quantidade aleatoria.
Frases como 'este carro gasta uma média de 8 litros aos 100Km' ou 'o vencedor da décima-sexta etapa
do Tour de France 2004 (contra-relogio individual Bourg D'Oisans - L'Alpe D'Huez) fez uma média
de 23.435Km/h' são-nos bastante familiares. Formalmente, estamos em condições de estabelecer a
noção de valor médio ou valor esperado de uma variavel aleatoria.
Definição 1.1.17 O valor médio de uma v.a. X definida no espaço de probabilidade (Ω,F ,P) é o
integral de X relativamente  a medida de probabilidade P,
E(X) =
∫
Ω
X(ω)P(dω).
Em analogia com o exposto anteriormente, dada uma v.a. X não-negativa o seu valor médio E(X)
existe sempre (podendo ser infinito). O valor médio de uma qualquer v.a. X esta definido se pelo
menos um dos valores médios E(X+) ou E(X−) for finito tendo-se E(X) = E(X+)−E(X−). Enfim,
7Note-se que definições alternativas de integral podem ser esboçadas como, por exemplo, a aproximação de Darboux-
Young: indicando o integral inferior e superior, respectivamente, por
R
Ω
¤(ω)m(dω) = sup
P
i [infω∈Ai ¤(ω)]m(Ai)
e
R
Ω
¤(ω)m(dω) = inf
P
i
ˆ
supω∈Ai ¤(ω)
˜
m(Ai) onde o nfimo e o supremo são tomados sobre todas as decomposições
finitas {Ai} de Ω em conjuntos F-mensuraveis, podemos definir integral como o valor comum
R
Ω
¤(ω)m(dω) =R
Ω
¤(ω)m(dω) (ver [12] para mais detalhes).
JFLS
16 1. Preliminares
X é integravel se E |X| < ∞. O integral ∫AX(ω)P(dω) sobre o conjunto A é definido por E(IAX)
onde IA é o indicador de A.
Sendo p > 0 e X uma v.a. num espaço de probabilidade (Ω,F ,P) chamamosmomento absoluto
de ordem p de X a E
[ |X|p ]. Em particular, se X for integravel chamamos variancia de X ao valor
V(X) = E
[(
X−E(X))2]. Associado a cada espaço de probabilidade (Ω,F ,P) estão os espaços Lp
de todas as v.a.'s X com momento absoluto de ordem p finito,
Lp(Ω,F ,P) =
{
X: Ω→ R ∣∣ X é variavel aleatoria e E[ |X|p ] <∞}.
Quando p > 1 podemos definir sobre o espaço vectorial Lp(Ω,F ,P) a norma E1/p
[ |X|p ] obtendo-se,
assim, um espaço vectorial normado (mais geralmente Lp(Ω,F ,P) é um espaço de Banach real).8
A integração num espaço de probabilidade (Ω,F ,P) constitui uma teoria excepcional, mas para
efectuarmos calculos temos de mudar para um outro espaço, na circunstancia (R,B(R),PX).
Teorema 1.1.8 (formula de mudança de variavel) Seja X uma variavel aleatoria de (Ω,F) e
PX a respectiva distribuição definida por (1.1.1). Se h : R −→ R é uma função boreliana e E
[ |h(X)| ] <
∞ então,
E
[
h(X)
]
=
∫ ∞
−∞
h(y)PX(dy). (1.1.4)
Demonstração. Consultar [25], pagina 18.
Observação 1.1.4 De notar que se um dos membros de (1.1.4) é infinito então o mesmo acontece ao
outro membro.
Exemplo 1.1.9
Se X é uma v.a. discreta com função massa de probabilidade pi = P{X = xi}, i = 1, 2, . . . e
h : R −→ R é uma função boreliana então
E
[
h(X)
]
=
∞∑
i=1
h(xi)pi
se
∑∞
i=1 |h(xi)| pi <∞.
Exemplo 1.1.10
Se X é uma v.a. absolutamente contnua com função de densidade f e h : R −→ R é uma função
boreliana então
E
[
h(X)
]
=
∫ ∞
−∞
h(x)f(x) dx
se
∫∞
−∞ |h(x)| f(x) dx <∞.
A relação (1.1.4) pode ser extendida  as variaveis aleatorias n-dimensionais e neste caso a mudança
faz-se para o espaço (Rn,B(Rn),PX).
8Mais geralmente, se 0 < p < 1 então a aplicação ¤(ω) 7→ ˆR
Ω
|¤(ω)|p m(dω)˜ 1p definida sobre Lp(Ω,F ,m) não
constitui uma norma (ver [39] para mais detalhes).
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Teorema 1.1.9 Seja X um vector aleatorio definido em (Ω,F ,P) e PX a distribuição definida por
PX(B) = P
{
ω : X(ω) ∈ B}, ∀B ∈ B(Rn). Se h : Rn −→ R é uma função B(Rn)-mensuravel e
E
[ |h(X)| ] <∞ então,
E
[
h(X)
]
=
∫
Rn
h(y)PX(dy).
Demonstração. Consultar [25], pagina 18.
Definição 1.1.18 Dada uma v.a. X num espaço de probabilidade definimos supremo quase certo
de X por,
sup q.c. X = inf
{
c : c > 0 e P{X > c} = 0}.
Anunciamos de seguida, sem demonstração, uma desigualdade fundamental em teoria de probabi-
lidades que estabelece propriedades relativas ao comportamento de qualquer v.a. independentemente
da sua distribuição.
Teorema 1.1.10 (desigualdade de Chebyshev) Seja X uma v.a. e g : R −→ R uma função não-
negativa, par9 e não-decrescente em [0,∞[ então para todo o ε > 0,
E
[
g(X)
]− g(ε)
sup q.c. g(X)
6 P
{ |X| > ε} 6 E[g(X)]
g(ε)
.
Se g for não-decrescente em R então para todo o ε > 0,
E
[
g(X)
]− g(ε)
sup q.c. g(X)
6 P
{
X > ε
}
6
E
[
g(X)
]
g(ε)
.
Demonstração. Consultar [55], pagina 159.
Observação 1.1.5 Em particular, fazendo g(t) = |t|r, r > 0 no Teorema 1.1.10 obtém-se para todo o
ε > 0,
E
[ |X|r ]− εr
sup q.c. |X|r 6 P
{ |X| > ε} 6 E[ |X|r ]
εr
.
i.e. a conhecida desigualdade de Markov.
O proximo resultado abre a porta para uma definição central na moderna teoria de probabilidades.
Teorema 1.1.11 Seja (Ω,F ,P) um espaço de probabilidade e X uma v.a. com E |X| < ∞. Se H
for uma σ-algebra contida em F então existe uma v.a. Y tal que,
(a) Y é H-mensuravel.
(b) E |Y| <∞.
9Uma função g : R −→ R é par se g(x) = g(−x), ∀x ∈ R.
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(c) Para todo o conjunto H em H tem-se,∫
H
Y(ω)P(dω) =
∫
H
X(ω)P(dω), ∀H ∈ H.
Além disso, se Y′ for outra v.a. com as propriedades (a), (b) e (c) então Y′ = Y q.c. (i.e. P{Y′ =
Y} = 1).
Demonstração. Consultar [91], pagina 84.
Definição 1.1.19 Seja X uma v.a. de L1(Ω,F ,P) e H uma σ-algebra contida em F . Uma v.a.
Y com as propriedades (a), (b) e (c) do Teorema 1.1.9 é chamada (uma versão da) esperança
condicional de X dada a σ-algebra H e é denotada escrevendo,
Y = E{X |H} q.c.
Algumas propriedades importantes da esperança condicional são apresentadas em baixo.
Teorema 1.1.12 Seja X uma v.a. de L1(Ω,F ,P) e H uma σ-algebra contida em F . Então,
(a) se Y ∈ L1(Ω,F ,P) tem-se
E{aX+ bY |H} = aE{X |H}+ bE{Y |H} q.c. (a, b ∈ R).
(b) E
{
E{X |H}} = E(X).
(c) se G é uma σ-algebra contida em H tem-se
E
{
E{X |H} | G} = E{X | G} = E{E{X | G} |H} q.c.
(d) se Y é H-mensuravel e XY ∈ L1(Ω,F ,P) tem-se
E{XY |H} = YE{X |H} q.c.10
Demonstração. Consultar [85], pagina 215.
Se X for uma v.a. num espaço de probabilidade (Ω,F ,P) tal que E |X| <∞ e {Yj , j ∈ J} uma
famlia de v.a.'s de (Ω,F ,P) então denotamos,
E(X |Yj , j ∈ J) = E
{
X |σ(Yj , j ∈ J)
}
10Note-se que, em particular, se Y for H-mensuravel e limitada então E{XY |H} = YE{X |H} q.c.
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e, em particular, quando J = {1, . . . , n} escreve-se,
E(X |Y1, . . . ,Yn) = E
{
X |σ(Y1, . . . ,Yn)
}
.
Uma ultima propriedade tem lugar quando a v.a X é independente das v.a.'s Y1, . . . ,Yn:
E(X |Y1, . . . ,Yn) = E(X) q.c.
Definição 1.1.20 Seja {Xn, n > 1} uma sucessão de v.a.'s em L1(Ω,F ,P). Dizemos que as v.a.'s
Xn são centradas nas esperanças condicionadas dados os predecessores se,
ξn = E(Xn |X1, . . . ,Xn−1) = 0 q.c.
Apresentamos agora dois resultados fundamentais para o Captulo 4, respectivamente, a igualdade
extendida de Bienaymé e a desigualdade extendida de Kolmogorov.
Teorema 1.1.13 (igualdade extendida de Bienaymé) Se as v.a.'s Xn de uma sucessão {Xn,
n > 1
}
são centradas nas esperanças condicionadas dados os predecessores então são centradas nos
valores médios e
V
(
n∑
i=1
Xi
)
=
n∑
i=1
V(Xi).
Demonstração. Consultar [56], pagina 52.
Teorema 1.1.14 (desigualdade extendida de Kolmogorov) Se X1, . . . ,Xn são centradas nas
esperanças condicionadas dados os predecessores então
P
{
max
16j6n
∣∣∣∣∣
j∑
i=1
Xi
∣∣∣∣∣ > ε
}
6 1
ε2
n∑
i=1
V(Xi).
Demonstração. Consultar [56], pagina 52.
Ao longo deste texto, o termo "convergência"sera utilizado como sinonimo de "existência de limite
finito". Dada uma sucessão de v.a.'s {Xn, n > 1} em (Ω,F ,P), a sua convergência é um conceito bem
definido, no sentido em que as v.a.'s Xn são funções de valores numéricos. No entanto, ao falarmos
da convergência de uma sucessão de v.a.'s ha uma questão técnica que sobressai de imediato: sera
sempre possvel definir uma sucessão de v.a.'s {Xn, n > 1} nalgum espaço de probabilidade de modo
que a função de distribuição conjunta de cada vector aleatorio (X1, . . . ,Xn), n > 1 coincida com
cada função de distribuição n-dimensional F1,...,n, n > 1, de uma famlia {F1,...,n, n > 1} designada
 a priori? A resposta é afirmativa como veremos no teorema da consistência de Kolmogorov.
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Definição 1.1.21 Uma famlia
{
F1,...,n, n > 1
}
de funções de distribuição n-dimensionais definidas
para qualquer n > 1 é chamada consistente se para todo n > 1,
F1,...,n(x1, . . . , xn) = lim
xn+1→∞
F1,...,n+1(x1, . . . , xn+1)
Teorema 1.1.15 (consistência de Kolmogorov) Se
{
F1,...,n, n > 1
}
é uma famlia consistente
de funções de distribuição n-dimensionais então existe uma medida de probabilidade P∞ sobre (R∞,
B(R∞)) onde R∞ = R × R × . . . tal que a função de distribuição conjunta de cada vector aleatorio
(X1, . . . ,Xn), n > 1 de (R∞,B(R∞),P∞) coincide, respectivamente, com cada função de distribuição
n-dimensional F1,...,n, n > 1, ou seja, tal que se
Xm(ω) = ωm, m = 1, 2, . . .
para ω = (ω1, ω2, . . .) ∈ R∞ = R× R× . . . então para todo o n > 1,
P∞
{
X1 6 x1, . . . ,Xn 6 xn
}
= F1,...,n(x1, . . . , xn).
Demonstração. Consultar [18], pagina 195.
Definição 1.1.22 Num espaço de probabilidade (Ω,F ,P) consideremos uma sucessão de v.a.'s {Xn,
n > 1} e uma v.a. X. Dizemos que:
(C1) Xn converge quase certamente para X se,
P
{
ω : lim
n→∞Xn(ω) = X(ω)
}
= 1
e indicamos Xn
q.c.−→ X.
(C2) Xn converge em probabilidade para X se para todo o ε > 0,
lim
n→∞P
{
ω : |Xn(ω)−X(ω)| > ε
}
= 0
e escrevemos Xn
P−→ X.
Definição 1.1.23 Sendo p > 0, {Xn, n > 1} uma sucessão de v.a.'s em Lp(Ω,F ,P) e X uma v.a.
de Lp(Ω,F ,P) dizemos que Xn converge em momento de ordem p para X se,
lim
n→∞E |Xn −X|
p = 0
e denotamos Xn
Lp−→ X.
Estabelecemos, agora, aquele que é o tipo mais fraco de convergência de v.a.'s no sentido em que
é consequência de qualquer um dos anteriores modos de convergência.
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Definição 1.1.24 Sendo X,X1,X2, . . . v.a.'s com, respectivamente, funções de distribuição F, F1,
F2, . . . dizemos que Xn converge em distribuição ou em lei para X se,
lim
n→∞Fn(x) = F (x)
para todo o ponto de continuidade x de F e escrevemos Xn
d−→ X.
Observação 1.1.6 Note-se que a convergência em distribuição é, claramente, uma propriedade exclu-
siva das funções distribuição das v.a.'s e não das proprias v.a.'s em si. A simbologia Xn −→ X é
simplesmente uma notação alternativa conveniente a FXn −→ F , isto porque em geral, X é uma
v.a. fictcia com f.d. F ja que não esta assegurado a existência de tal v.a. no espaço de probabi-
lidade (Ω,F ,P) das v.a's X1,X2, . . . (é claro que podemos sempre definir uma v.a. X com f.d. F
noutro espaço de probabilidade). Inclusive, as v.a.'s X1,X2, . . . podem estar definidas em espaços de
probabilidade completamente distintos (conf. Observação 1.1.1).
Uma ferramenta de grande utilidade no estudo da convergência em distribuição de sucessões de
v.a.'s é a função caracterstica,
Definição 1.1.25 Dada uma v.a. X num espaço de probabilidade (Ω,F ,P) chamamos função
caracterstica de X  a função ϕX : R→ C definida por,
ϕX(t) = E
(
eitX
)
= E
[
cos (tX)
]
+ iE
[
sin (tX)
]
, t ∈ R.
Teorema 1.1.16 Sejam X1,X2, . . . v.a.'s e ϕ1, ϕ2, . . ., respectivamente, as suas funções caractersti-
cas. Se Xn
d−→ X então ϕn(t) −→ ϕ(t) onde ϕ(t) é a função caracterstica de X. Reciprocamente,
se ϕn(t) −→ ϕ(t) e a função limite ϕ(t) é contnua em t = 0 então Xn d−→ X e ϕ(t) é a função
caracterstica de X.
Demonstração. Consultar [76], pagina 119.
Mais geralmente, para um vector aleatorio X = (X1, . . . ,Xn) tem-se,
Definição 1.1.26 Dado um vector aleatorioX = (X1, . . . ,Xn) num espaço de probabilidade (Ω,F ,P)
chamamos função caracterstica de X  a função ϕX : Rn → C definida por,
ϕX(t1, . . . , tn) = E
(
eit1X1+...+itnXn
)
, (t1, . . . , tn) ∈ Rn.
O estudo da convergência quase certa de v.a.'s tem um papel absolutamente fulcral em teoria de
probabilidades. Expomos, em baixo, alguns resultados uteis relativos  a convergência quase certa.
Teorema 1.1.17 (lei forte de Marcinkiewicz-Zygmund) Se X1,X2, . . . são variaveis aleatorias
i.i.d. então para qualquer p ∈]0, 2[,
X1 + . . .+Xn − cn
n1/p
q.c.−→ 0
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onde c é alguma constante finita se e so se E
[ |X1|p ] < ∞. Mais concretamente, c = E(X1) se
1 6 p < 2 e c é arbitraria se 0 < p < 1.
Demonstração. Consultar [18], pagina 125.
Observação 1.1.7 Observe-se que quando p = 1 no Teorema 1.1.17 recuperamos a classica lei forte
de Kolmogorov: se X1,X2, . . . são variaveis aleatorias i.i.d. com E |Xi| <∞, ∀i então
X1 + . . .+Xn
n
q.c.−→ µ
onde µ = E(Xi), ∀i.
Teorema 1.1.18 Sejam X1,X2, . . . variaveis aleatorias i.i.d. com E |X1| =∞. Se an é uma sucessão
de reais positivos tal que an/n é crescente
11 então,
lim sup
n→∞
|X1 + . . .+Xn|
an
= 0 q.c. se
∞∑
n=1
P
{ |Xn| > an} <∞
ou,
lim sup
n→∞
|X1 + . . .+Xn|
an
=∞ q.c. se
∞∑
n=1
P
{ |Xn| > an} =∞.
Demonstração. Consultar [19], pagina 134.
Teorema 1.1.19 (teorema das três séries de Kolmogorov) Se {Xn, n > 1} é uma sucessão de
v.a.'s independentes então
∑∞
n=1Xn converge q.c. se e so se
(a)
∑∞
n=1P
{ |Xn| > 1} <∞.
(b)
∑∞
n=1E
(
Xn I{|Xn|61}
)
converge.
(c)
∑∞
n=1V
(
Xn I{|Xn|61}
)
<∞.
Adicionalmente, a série
∑∞
n=1Xn converge absolutamente q.c. se e so se (a), (c) e
(b')
∑∞
n=1E
∣∣Xn I{|Xn|61}∣∣ <∞.
estiverem asseguradas.
Demonstração. Consultar [18], paginas 117 e 122.
Teorema 1.1.20 (lei forte de Feller) Seja X,X1,X2, . . . uma sucessão de v.a.'s i.i.d. e {bn} uma
sucessão positiva, crescente tal que lim
n→∞ bn =∞ e
∞∑
n=1
P
{ |Xn| > bn} <∞.
Se uma das seguintes hipoteses,
11Uma sucessão {xn} diz-se crescente (resp. decrescente) se xn < xn+1, ∀n ∈ N (resp. xn > xn+1, ∀n ∈ N). Do
mesmo modo, se xn 6 xn+1, ∀n ∈ N (resp. xn > xn+1, ∀n ∈ N) dizemos que a sucessão {xn} é não-decrescente (resp.
não-crescente).
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(a1)
bn
n
crescente e lim
n→∞
bn
n
=∞,
(a2)
bn
n
decrescente, b2n
∞∑
i=n
b−2i = O(n), n→∞ e E(X) = 0,
(a3) b2n
∞∑
i=n
b−2i = O(n), n→∞, bn
n∑
i=1
b−1i = O(n), n→∞ e E(X) = 0,
é verificada então
1
bn
n∑
i=1
Xi
q.c.−→ 0.
Demonstração. Consultar [18], pagina 126.
Teorema 1.1.21 Seja {Xn, n > 1} uma sucessão de v.a.'s tal que,
∀ε > 0,
∞∑
n=1
P
{ |Xn| > ε} <∞ (1.1.5)
então Xn
q.c.−→ 0. Se as v.a.'s X1,X2, . . . forem independentes e Xn q.c.−→ 0 então a condição (1.1.5) fica
assegurada.
Demonstração. Consultar [74], pagina 271. A demonstração da segunda asserção pode ser vista em
[55], pagina 240.
1.2 Elementos de analise matricial
Nesta secção faremos uma breve exposição de alguns conceitos elementares de analise matricial
com o objectivo de sustentar resultados vindouros. Por esta razão, daremos especial ênfase  as ma-
trizes rectangulares com entradas reais, mas a generalização  as matrizes rectangulares sobre qualquer
corpo (de escalares) K pode ser sempre efectuada (ver por exemplo [40]). No que diz respeito aos
espaços vectoriais, elegemos o espaço vectorial Rn sobre o corpo de escalares R equipado com a base
canonica para realizar o nosso trabalho, mas a extensão a qualquer espaço vectorial E sobre um corpo
K munido de uma outra base é naturalmente possvel. Neste sentido recomendamos o excelente [68]
ou ainda [59]. A fechar esta secção apresentaremos o importante teorema de Cochran cuja a demon-
stração pode ser encontrada em [21].
Da-se o nome de matriz rectangular do tipo n × κ sobre R a um quadro onde nκ elementos
de R se dispõem de modo a formarem n filas horizontais de κ elementos cada uma (as linhas da
matriz) e κ filas verticais de n elementos cada uma (as colunas da matriz),
a11 a12 . . . a1κ
a21 a22 . . . a2κ
...
...
. . .
...
an1 an2 . . . anκ
 .
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Abreviadamente, escrevemos [aij ]i=1,2,...,n
j=1,2,...,κ
e representamos por Mn×κ(R) o conjunto de todas as
matrizes do tipo n × κ sobre o corpo R. Uma matriz do tipo n × n diz-se quadrada de ordem n;
chamamos ainda vector coluna a uma matriz do tipo n × 1 e vector linha a uma matriz do tipo
1× κ.
Exemplo 1.2.1
A matriz [0]i=1,...,n
j=1,...,n
∈Mn×n(R) cujas entradas são todas nulas chama-sematriz nula e sera denotada
por O. Uma matriz
D =

d11 0 . . . 0
0 d22 . . . 0
...
...
. . .
...
0 0 . . . dnn
 .
de Mn×n(R) chama-se matriz diagonal e representa-se por D = diag(d11, . . . , dnn); um caso parti-
cular de uma matriz diagonal é a matriz identidade onde dii = 1 para todo o i = 1, . . . , n e que é
habitualmente indicada por I.
Se A = [aij ]i=1,...,n
j=1,...,κ
∈ Mn×κ(R) chamamos matriz transposta de A  a matriz [aji]j=1,...,κ
i=1,...,n
∈
Mκ×n(R) habitualmente denotada por AT . Uma matriz A ∈Mn×n diz-se simétrica se AT = A.
Um importante inteiro não-negativo associado a cada matriz A ∈Mn×κ(R) é a caracterstica de
A denotada usualmente por car(A). SeA ∈Mn×κ(R), car(A) é o numero maximo de vectores coluna
linearmente independentes de A. Um facto notavel é a veracidade da igualdade car(AT ) = car(A);
de um modo geral, tem-se 0 6 car(A) 6 min (n, κ).
A cada aplicação linear T : Rκ −→ Rn esta associada uma matriz do tipo n×κ definida do seguinte
modo: supondo os vectores da base canonica de Rκ tem-se,
T (1, 0, . . . , 0) = (t11, t21, . . . , tn1)
T (0, 1, . . . , 0) = (t12, t22, . . . , tn2)
...
T (0, 0, . . . , 1) = (t1κ, t2κ, . . . , tnκ).
e a matriz da aplicação linear T fica definida escrevendo T = [tij ]i=1,2,...,n
j=1,2,...,κ
. Reciprocamente, para
cada matriz A do tipo n × κ existe exactamente uma aplicação linear T : Rκ −→ Rn tal que T =
A (os vectores T (1, 0, . . . , 0), T (0, 1, . . . , 0), . . . , T (0, 0, . . . , 1) determinam univocamente a aplicação
T ). As operações de adição, multiplicação e multiplicação por um escalar real de matrizes são
definidas de forma a serem compatveis, respectivamente, com a adição, multiplicação (composição)
e multiplicação por um escalar real de aplicações lineares. Por outras palavras, estas operações estão
definidas como se segue:
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(A) Se [aij ]i=1,...,n
j=1,...,κ
∈Mn×κ(R) e [bij ]i=1,...,n
j=1,...,κ
∈Mn×κ(R) então,
[aij ]i=1,...,n
j=1,...,κ
+ [bij ]i=1,...,n
j=1,...,κ
= [aij + bij ]i=1,...,n
j=1,...,κ
(M) Se [aij ]i=1,...,n
j=1,...,κ
∈Mn×κ(R) e [cij ] i=1,...,κ
j=1,...,m
∈Mκ×m(R) então,
[aij ]i=1,...,n
j=1,...,κ
[cij ] i=1,...,κ
j=1,...,m
=
 n∑
p=1
aipcpj

i=1,...,n
j=1,...,m
(m) Se [aij ]i=1,...,n
j=1,...,κ
∈Mn×κ(R) e λ ∈ R então,
λ [aij ]i=1,...,n
j=1,...,κ
= [λaij ]i=1,...,n
j=1,...,κ
Uma matriz quadrada A ∈ Mn×n(R) é invertvel quando existe uma matriz quadrada X de
ordem n tal que AX = I = XA onde I é a matriz identidade. Quando uma matriz quadrada A
de ordem n é invertvel, chamamos matriz inversa  a matriz quadrada X de ordem n que satisfaz
AX = I = XA; a matriz X representa-se habitualmente por A−1. Se A ∈ Mn×n(R) for uma
matriz invertvel então (
AT
)−1 = (A−1)T . (1.2.1)
Se A = [aij ]i=1,...,n
j=1,...,n
for uma matriz arbitraria de Mn×n(R) podemos considerar a função que a
cada vector coluna x = [x1 . . . xn]
T faz corresponder o valor real,
xTAx =
n∑
i,j=1
aijxixj .
Uma função de x que seja expressa na forma xTAx designa-se por forma quadratica em x e é
usual referir-mo-nos  a matriz A como a matriz da forma quadratica xTAx.
Dizemos que uma matriz A ∈ Mn×n(R) é definida positiva se xTAx > 0 para todo o vector
coluna x ∈ Mn×1(R) não-nulo. Dizemos ainda que A ∈ Mn×n(R) é definida não-negativa se
xTAx > 0 para todo o vector coluna x ∈ Mn×1(R). Uma matriz A ∈ Mn×n(R) que seja definida
não-negativa mas não definida positiva (i.e. xTAx > 0 para todo o vector coluna x ∈ Mn×1(R) e
xT0Ax0 = 0 para algum vector coluna x0 ∈Mn×1(R) não-nulo) chama-se semidefinida positiva.12
Teorema 1.2.1 Sejam A1, . . . ,Am ∈Mn×n(R).
(a) Se A1, . . . ,Am são definidas não-negativas então A1 + . . .+Am é definida não-negativa.
12De referir que, uma forma quadratica xTAx diz-se definida não-negativa quando xTAx > 0 para todo o
vector coluna x; uma forma quadratica xTAx diz-se ainda definida positiva quando xTAx > 0 para todo o vector
coluna x não-nulo. Uma forma quadratica que seja definida não-negativa, mas que não seja definida positiva, diz-se
semidefinida positiva.
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(b) Se pelo menos uma das matrizes A1, . . . ,Am é definida positiva e as restantes definidas não-
negativas então A1 + . . .+Am é definida positiva.
Demonstração. Consultar [38], pagina 212.
Teorema 1.2.2 Se A ∈ Mn×n(R) é uma matriz definida positiva então A−1 também é definida
positiva. Se A for semidefinida positiva e invertvel então a sua inversa A−1 é semidefinida positiva.
Demonstração. Consultar [38], pagina 214.
Teorema 1.2.3 Se A ∈ Mn×κ(R) então a matriz ATA é definida não-negativa. Além disso, se
car(A) = κ então ATA é definida positiva; caso contrario, se car(A) < κ então ATA é semidefinida
positiva.
Demonstração. Consultar [38], pagina 214.
Daqui para a frente, por convenção, consideraremos os elementos de Rn como vectores coluna, ou
seja, Rn = Mn×1(R). Pelo que ja foi descrito anteriormente, também olharemos sempre para uma
matriz A ∈Mn×κ(R) como uma transformação linear de Rκ para Rn (em relação  as bases canonicas
de Rκ e Rn); o seu espaço imagem sera o subespaço vectorial Im(A) =
{
Ax ∈ Rn : x ∈ Rκ} de Rn e
o nucleo deA estara definido como sendo o subespaço vectorial de Rκ dado por Nuc(A) =
{
x ∈ Rκ :
Ax = 0
}
.
Observação 1.2.1 O espaço imagem de uma matriz A ∈ Mn×κ(R) é o subespaço vectorial de Rn
gerado pelas colunas de A.
Teorema 1.2.4 Se A ∈Mn×κ(R) então car(A) = dim
(
Im(A)
)
.
Demonstração. Consultar [68], pagina 163.
O nucleo e o espaço imagem estão relacionados do seguinte modo,
Nuc(AT ) =
(
Im(A)
)⊥ e Im(AT ) = (Nuc(A))⊥ (1.2.2)
onde definimos o complemento ortogonal de um qualquer subconjunto F ∈ Rn como sendo o
subespaço vectorial,
F
⊥ =
{
x ∈ Rn : xTy = 0, para todo o y ∈ F}.
O escalar xTy é vulgarmente chamado de produto interno canonico de x ∈ Rn e y ∈ Rn e é muitas
vezes denotado por 〈x,y〉. Recordemos que, mais geralmente, um produto interno definido num
espaço vectorial E sobre R é uma aplicação h : E× E −→ R que satisfaz, para quaisquer x,y,z ∈ E e
para todo o λ ∈ R,
(p1) h(x,y) = h(y,x).
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(p2) h(x+ y,z) = h(x,z) + h(y,z).
(p3) h(λx,y) = λh(x,y).
(p4) Se x 6= 0 então h(x,x) > 0.
Naturalmente, a aplicação 〈 · , · 〉 : Rn × Rn −→ R dada por,
〈x,y〉 = x1y1 + . . .+ xnyn, x = (x1, . . . , xn) ∈ Rn, y = (y1, . . . , yn) ∈ Rn
e definida anteriormente como produto interno canonico verifica os axiomas (p1), (p2), (p3) e (p4).
Convém referir que, ao longo deste texto, assumiremos sempre o espaço vectorial Rn munido do
produto interno canonico. Os vectores x,y ∈ Rn dizem-se ortogonais se 〈x,y〉 = 0 e indicamos
x ⊥ y. Dado um vector x ∈ Rn chamamos norma euclideana de x ∈ Rn ao escalar não-negativo
||x|| = √〈x,x〉 = √xTx. Uma matriz A ∈ Mn×n(R) diz-se ortogonal se ATA = I = AAT .13
Dada uma matriz A ∈Mn×n(R) ortogonal então A é invertvel e A−1 = AT . Se F for um subespaço
vectorial de Rn então Rn = F⊕ F⊥, ou seja, Rn é soma directa de F e F⊥ e, portanto, cada elemento
x ∈ Rn pode ser representado univocamente como a soma de um elemento de F com um elemento de
F⊥,
x = xF + xF⊥ onde xF ∈ F e xF⊥ ∈ F⊥.
 A aplicação linear PF : Rn −→ F dada por PF(x) = xF chamamos projecção ortogonal de Rn sobre
F;  a aplicação linear PF⊥ = Id− PF dada por PF⊥(x) = (Id− PF)(x) = x− PF(x) = xF⊥ chamamos
projecção ortogonal de Rn sobre F⊥. Se {v1, . . . ,vκ} for uma base ortonormada14 de F então,
P Fx =
κ∑
i=1
〈x,vi〉vi para todo o x ∈ Rn e ||P Fx||2 =
κ∑
i=1
〈x,vi〉2 (1.2.3)
onde P F é a matriz associada  a aplicação linear PF. Enfim, dado x ∈ Rn é ainda valida a conhecida
formula de Pitagoras,
||x||2 = ||P Fx||2 + ||P F⊥x||2
em que P F⊥ designa a matriz associada  a aplicação linear PF⊥ .
Um método classico de ortogonalização de um conjunto de vectores linearmente independentes
{x1, . . . ,xp} de Rn é o processo de ortogonalização de Gram-Schmidt. O algoritmo que
13Voltando ainda  a associação entre as aplicações lineares e as matrizes, convém sublinhar que o termo transfor-
mação ortogonal utilizado mais adiante (ver teorema de Cochran) refere-se a qualquer aplicação linear Q : Rn −→ Rn
cuja matriz associada Q ∈Mn×n(R) é ortogonal.
14Recordemos que um conjunto de vectores {v1, . . . ,vκ} ⊂ Rn diz-se ortonormado se ||v1|| = . . . = ||vκ|| = 1 e vi ⊥ vj
para todo i 6= j. Uma base ortonormada de um subespaço vectorial F de Rn com dimensão κ é um conjunto de κ
vectores de F ortonormado (observe-se que qualquer conjunto de vectores ortonormado é automaticamente linearmente
independente).
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passaremos a descrever, permite encontrar um conjunto ortogonal de vectores15 (não-nulos)  a custa
do conjunto de vectores linearmente independentes {x1, . . . ,xp} de Rn da seguinte maneira: definindo
recursivamente,
y1 = x1
y2 = x2 −
〈x2,y1〉
〈y1,y1〉
y1
y3 = x3 −
〈x3,y1〉
〈y1,y1〉
y1 −
〈x3,y2〉
〈y2,y2〉
y2
...
yp = xp −
〈xp,y1〉
〈y1,y1〉
y1 −
〈xp,y2〉
〈y2,y2〉
y2 − . . .−
〈xp,yp−1〉
〈yp−1,yp−1〉
yp−1
obtém-se o conjunto ortogonal de vectores {y1, . . . ,yp} de Rn. Convém destacar que este processo
conduz-nos automaticamente a um conjunto ortonormado de vectores de Rn, a saber,
{
y1
||y1|| , . . . ,
yp
||yp||
}
revelando-se, assim, um método de grande utilidade na construção de bases ortonormadas em espaços
vectoriais. De referir ainda, que o processo de ortogonalização de Gram-Schmidt pode também ser
utilizado em conjuntos finitos ou infinitos numeraveis de vectores não necessariamente linearmente
independentes de um espaço vectorial16 (se o conjunto não for linearmente independente o método
produzira um vector ym = 0 onde m é o menor valor que torna o conjunto {y1, . . . ,ym} linearmente
dependente).
Proposição 1.2.1 Se A ∈Mn×κ(R) uma matriz com caracterstica κ então existe uma base ortonor-
mada
{
w1(n), . . . ,wn(n)
}
de Rn tal que,
∣∣∣∣P Im(A)x∣∣∣∣2 = 〈w1(n),x〉2 + . . .+ 〈wκ(n),x〉2, x ∈ Rn.
Demonstração. Visto que a matriz An =
[
aij
]
i=1,...,n
j=1,...,κ
tem caracterstica κ podemos considerar uma
base de Im(A) dada por,
a1 = (a11, a21, . . . , an1)
...
aκ = (a1κ, a2κ, . . . , anκ).
Utilizando o processo de ortogonalização de Gram-Schmidt podemos construir (primeiro uma base
ortogonal e depois) uma base ortonormada
{
w1(n), . . . ,wκ(n)
}
de Im(A) tendo-se,
∣∣∣∣P Im(A)x∣∣∣∣2 = 〈w1(n),x〉2 + . . .+ 〈wκ(n),x〉2, x ∈ Rn
(conf. (1.2.3)).
15Um conjunto de vectores {y1, . . . ,yp} ⊂ Rn diz-se ortogonal se cada par de vectores distintos de {y1, . . . ,yp} é
ortogonal, ou seja, se yi ⊥ yj para todo o i 6= j.
16Um conjunto de vectores ortogonal infinito numeravel sera produzido, num espaço de dimensão infinita, a partir
de um conjunto infinito numeravel de vectores linearmente independentes.
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Do mesmo modo, o complemento ortogonal
(
Im(A)
)⊥ de Im(A) admitira também uma base
ortonormada
{
wκ+1(n), . . . ,wn(n)
}
e os vectores
w1(n) =
(
w11(n), w21(n), . . . , wn1(n)
)
...
wκ(n) =
(
w1κ(n), w2κ(n), . . . , wnκ(n)
)
wκ+1(n) =
(
w1κ+1(n), w2κ+1(n), . . . , wnκ+1(n)
)
...
wn(n) =
(
w1n(n), w2n(n), . . . , wnn(n)
)
constituirão uma base ortonormada de Rn = Im(A)⊕ (Im(A))⊥.
Um vector v ∈ Rn, v 6= 0 diz-se vector proprio de A ∈ Mn×n(R) se existir um escalar λ ∈ R
tal que Av = λv. O escalar λ toma o nome de valor proprio de A associado ao vector proprio v.
Ao conjunto,
Spec(A) =
{
λ ∈ R : λ é valor proprio de A}
de todos os valores proprios de A ∈Mn×n(R) damos o nome de espectro de A. O raio espectral
de A é o numero real não-negativo ρ(A) = max
{ |λ| : λ ∈ Spec(A)}.
Teorema 1.2.5 Se λ é um valor proprio de A ∈Mn×n(R) associado ao vector proprio v então, para
qualquer inteiro positivo m, λm é valor proprio Am associado ao vector proprio v. Além disso, se A
for invertvel (e nesse caso λ 6= 0) então λ−1 é valor proprio de A−1 associado ao vector proprio v.
Demonstração. Consultar [38], pagina 521.
Teorema 1.2.6 Seja A ∈Mn×n(R) uma matriz simétrica. Então,
(a) A é definida não-negativa se e so se todos os seus valores proprios são não-negativos.
(b) A é definida positiva se e so se todos os seus valores proprios são positivos.
(c) A é semidefinida positiva se e so se todos os seus valores proprios são não-negativos e pelo
menos um deles é nulo.
Demonstração. Consultar [38], pagina 543.
É do conhecimento geral que toda a matriz A ∈ Mn×n(R) simétrica admite uma diagonalização
ortogonal, ou seja, existe uma matriz ortogonal Q ∈ Mn×n(R) tal que QTAQ = diag(λ1, . . . , λn)
onde λ1, . . . , λn representam os não necessariamente distintos valores proprios de A ordenados de
forma arbitraria (ver [38]). Assim, vamos assumir que os elementos λ1, . . . , λn estão ordenados de
forma não-decrescente,
λmin = λ1 6 λ2 6 . . . 6 λn−1 6 λn = λmax.
O menor e o maior valor proprio de uma matriz simétrica A ∈ Mn×n(R) são caracterizados pela
solução de problemas de mnimo e maximo com constrangimentos.
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Teorema 1.2.7 (teorema de Rayleigh-Ritz) Se A ∈ Mn×n(R) é uma matriz simétrica com va-
lores proprios λ1, . . . , λn (não necessariamente distintos) ordenados de forma não-decrescente λmin =
λ1 6 λ2 6 . . . 6 λn−1 6 λn = λmax então,
λminx
Tx 6 xTAx 6 λmaxxTx, ∀x ∈ Rn.
Adicionalmente,
λmax = max
x6=0
xTAx
xTx
e λmin = min
x6=0
xTAx
xTx
.
Demonstração. Consultar [40], pagina 176.
Proposição 1.2.2 Se A ∈Mn×κ(R) então ρ(AAT ) = ρ(ATA).
Demonstração. As matrizes AAT e ATA são simétricas e definidas não-negativas donde, pelo Teo-
rema 1.2.6, os valores proprios de ambas são numeros reais não-negativos.
1. ρ(AAT ) = 0.
Com vista a um absurdo, suponhamos que ρ(ATA) > 0. Então existe um vector v 6= 0 de Rκ tal
que ATAv = ρ(ATA)v e necessariamente Av 6= 0 (pois estamos a assumir que ρ(ATA) > 0).
Como,
Av 6= 0 e AAT (Av) = ρ(ATA)Av
tem-se que ρ(ATA) é valor proprio AAT donde 0 < ρ(ATA) 6 ρ(AAT ) = 0 o que é absurdo.
Portanto ρ(ATA) = 0.
2. ρ(AAT ) > 0.
Se ρ(AAT ) > 0 existira um vector w 6= 0 de Rn tal que AATw = ρ(AAT )w e necessariamente
ATw 6= 0 (porque ρ(AAT ) > 0). Visto que,
ATw 6= 0 e ATA(ATw) = ρ(AAT )ATw
então ρ(AAT ) é valor proprio ATA donde
0 < ρ(AAT ) 6 ρ(ATA). (1.2.4)
Por outro lado, também ρ(ATA) > 0 pois se ρ(ATA) = 0 então um raciocnio (por absurdo)
analogo ao utilizado em 1. conduziria a ρ(AAT ) = 0. Mas neste caso, ja sabemos (de 1.) que,
0 < ρ(ATA) 6 ρ(AAT )
o que em combinação com (1.2.4) produz ρ(AAT ) = ρ(ATA).
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Observação 1.2.2 Observemos que se A ∈ Mn×κ(R) é não-nula então as matrizes AAT e ATA são
semidefinidas positivas e têm os mesmos valores proprios positivos o que implica ρ(AAT ) = ρ(ATA).
Os dois proximos resultados são estimativas matriciais fundamentais nos captulos que se vão
seguir.
Proposição 1.2.3 Se A ∈Mn×κ(R) então∣∣∣∣∣∣(ATA)−1ATx∣∣∣∣∣∣2 6 ρ((ATA)−1) ∣∣∣∣P Im(A)x∣∣∣∣2 , ∀x ∈ Rn
onde P Im(A) é a matriz associada  a projecção ortogonal sobre o espaço imagem Im(A).
Demonstração. Escrevendo Rn = Im(A)⊕ (Im(A))⊥ tem-se,
R
n = Im(A)⊕Nuc(AT )
(conf. (1.2.2)) e qualquer vector x ∈ Rn pode ser decomposto de forma unica em,
x = xIm(A) + xNuc(AT )
onde xIm(A) ∈ Im(A) e xNuc(AT ) ∈ Nuc(AT ). Então ATx = ATxIm(A) +ATxNuc(AT ) = ATxIm(A)
e uma vez que
[
A
(
ATA
)−1][(
ATA
)−1
AT
]
é simétrica definida não-negativa, todos os seus valores
proprios são não-negativos tendo-se,∣∣∣∣∣∣(ATA)−1ATx∣∣∣∣∣∣2 = ∣∣∣∣∣∣(ATA)−1ATxIm(A)∣∣∣∣∣∣2
= xTIm(A)
[(
ATA
)−1
AT
]T [(
ATA
)−1
AT
]
xIm(A)
= xTIm(A)
[
A
(
ATA
)−1][(
ATA
)−1
AT
]
xIm(A)
6
Rayleight-Ritz
ρ
([
A
(
ATA
)−1][(
ATA
)−1
AT
])
xTIm(A)xIm(A)
=
Proposição 1.2.1
ρ
([(
ATA
)−1
AT
][
A
(
ATA
)−1])
xTIm(A)xIm(A)
= ρ
((
ATA
)−1(
ATA
)(
ATA
)−1)
xTIm(A)xIm(A)
= ρ
((
ATA
)−1)
xTIm(A)xIm(A).
A tese fica estabelecida observando que xIm(A) = P Im(A)x onde P Im(A) é a matriz associada  a pro-
jecção ortogonal sobre o espaço imagem Im(A).
Proposição 1.2.4 Se A ∈Mκ×n(R) então
||Ax||2 6 ρ(AAT ) ∣∣∣∣∣∣P Im(AT )x∣∣∣∣∣∣2 , ∀x ∈ Rn
onde P Im(AT ) é a matriz associada  a projecção ortogonal sobre o espaço imagem Im(A
T ).
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Demonstração. Seguindo os mesmos passos da Proposição 1.2.3 tem-se Ax = AxIm(AT ) uma vez que
Rκ = Nuc(A)⊕ Im(AT ). Por outro lado, ATA é simétrica definida não-negativa donde todos os seus
valores proprios são não-negativos vindo,
||Ax||2 =
∣∣∣∣∣∣AxIm(AT )∣∣∣∣∣∣2 = xTIm(AT )ATAxIm(AT ) 6
6
Rayleight-Ritz
ρ
(
ATA
)
xT
Im(AT )
xIm(AT ) =
Proposição 1.2.2
ρ
(
AAT
) ∣∣∣∣∣∣xIm(AT )∣∣∣∣∣∣2 .
A conclusão segue do facto de xIm(AT ) = P Im(AT )x onde P Im(AT ) é a matriz associada  a projecção
ortogonal sobre o espaço imagem Im(AT ).
Uma sucessão de vectores {xm, m > 1} de Rn converge para um vector x de Rn se,
lim
m→∞ ||vm − v|| = 0
e indicamos lim
m→∞xm = x ou xm −→ x quando m→∞. Dada uma matriz A ∈Mn×n(R) definimos
a norma matricial de A por,
|||A||| = sup
x6=0
||Ax||
||x||
tendo-se então |||A||| =
√
ρ(ATA); se A ∈ Mn×n(R) for simétrica tem-se |||A||| = ρ(A). Diz-se que
uma sucessão de matrizes {Am, m > 1} de Mκ×n(R) converge para uma matriz A ∈Mκ×n(R) se,
lim
m→∞ |||Am −A||| = 0
e escrevemos lim
n→∞Am = A ou Am −→ A quando m→∞.
Apresentamos agora uma versão matricial de uma ferramenta essencial em teoria de probabili-
dades: o lema de Kronecker.
Lema 1.2.1 (lema de Kronecker matricial) Seja {vm, m > 1} uma sucessão de vectores de Rn
e {Am, m > 1} uma sucessão de matrizes de Mn×n(R) simétricas, invertveis, definidas positivas e
tais que Am+1 −Am é definida não-negativa para todo o m > 1. Se,
(a)
∞∑
i=m
A−1i vi existe finito.
(b) lim
m→∞A
−1
m = O.
(c) lim sup
m→∞
m∑
i=1
∣∣∣∣∣∣A−1m (Ai −Ai−1)∣∣∣∣∣∣ <∞.
então
lim
m→∞A
−1
m
m∑
i=1
vi = 0.
Demonstração. A demonstração pode ser vista na Secção 2 de [5].
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Observação 1.2.3 Designando por λmax(Am) e λmin(Am), respectivamente, o maior e o menor valor
proprio da matriz Am ∈Mn×n(R) referenciada no lema de Kronecker matricial então a condição
lim sup
m→∞
λmax(Am)
λmin(Am)
<∞ (1.2.5)
implica a hipotese lim supm→∞
∑m
i=1
∣∣∣∣∣∣A−1m (Ai −Ai−1)∣∣∣∣∣∣ < ∞. Convém destacar que a conclusão
do lema de Kronecker matricial pode ser falsa se a condição (1.2.5) não se verificar (ver [6] para a
construção de um contra-exemplo).
Observação 1.2.4 De referir ainda que é possvel de estabelecer limm→∞A−1m
∑m
i=1 vi = 0 sob hipoteses
ligeiramente mais fracas do que as assumidas no Lema 1.2.1 (ver [35] para mais detalhes).
De seguida, abordamos alguns conceitos elementares sobre a distribuição normal multivariada de
dimensão n > 2. Recordemos que, um vector aleatorio X = (X1, . . . ,Xn) tem distribuição normal
multivariada não-degenerada se a sua função caracterstica for,
ϕ(t) = exp
{
i tTη − 1
2
tTCt
}
, t ∈ Rn
com car(C) = n (ver Apêndice).
Teorema 1.2.8 Se o vector aleatorio X = (X1, . . . ,Xn) tem distribuição normal multivariada não-
degenerada com matriz de covariancia C =
[
νij
]
i=1,...,n
j=1,...,n
então as componentes X1, . . . ,Xn são inde-
pendentes se e so se νij = 0 para todo o i 6= j (i, j = 1, . . . , n).
Demonstração. Consultar [81], pagina 247.
Teorema 1.2.9 Se o vector aleatorio X = (X1, . . . ,Xn) tem distribuição normal multivariada não-
degenerada com vector médio η = (η1, . . . , ηn) e matriz de covariancia C = diag(ν21 , . . . , ν
2
n) então
cada componente Xj tem distribuição N(ηj , ν2j ).
Demonstração. Para cada j = 1, . . . , n a função caracterstica da componente Xj é,
ϕXj (tj) = E
(
eitjXj
)
= E
(
ei0X1+...+i0Xj−1+itjXj+i0Xj+1+...+i0Xn
)
=
= ϕX(0, . . . , 0, tj , 0, . . . , 0) = eitjηi−
1
2
ν2j t
2
j
e portanto Xj tem distribuição N(ηj , ν2j ).
As distribuições normais têm um papel crucial em teoria de probabilidades, nomeadamente, nos
teoremas do limite central. Muitas variaveis, pelo menos numa primeira aproximação, podem ser
consideradas como normais. É o que acontece com os erros de medida em Fsica, o rendimento de um
terreno em Agronomia ou a amplitude de um sinal captado numa linha de rudo,. . . cujas variações,
por vezes muito grandes, devem-se a um vasto numero de factores. Finalizamos esta secção com um
resultado de enorme importancia para observações que se regem segundo uma distribuição normal: o
teorema de Cochran.
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Teorema 1.2.10 (teorema de Cochran) Sejam X1, . . . ,Xn v.a.'s independentes com distribuição
normal N(0, ν2) e X = (X1, . . . ,Xn).
(a) As componentes de X em toda a base ortonormada de Rn são independentes tendo cada uma
distribuição N(0, ν2). Além disso, qualquer transformação ortogonal de X é um vector de n
componentes independentes onde cada componente tem distribuição N(0, ν2).
(b) Se F1⊕ . . .⊕ Fκ for uma decomposição de Rn em κ subespaços de Rn de dimensões m1, . . . ,mκ
então os vectores aleatorios P F1X, . . . ,P FmX (respectivamente, as projecções ortogonais de X
sobre F1, . . . ,Fκ) são independentes. Adicionalmente, as v.a.'s ||P F1X||2 , . . . , ||P FmX||2 são
independentes, respectivamente, com distribuição ν2χ2(m1), . . . , ν2χ2(mκ).
Demonstração. Consultar [21], pagina 119.
Sejam X1, . . . ,Xn v.a.'s independentes em que cada Xi tem distribuição N(ηi, ν2), i = 1, . . . , n.
Considerando o vector aleatorio X = (X1, . . . ,Xn) e vector real η = (η1, . . . , ηn) podemos escrever
X = η +Y com Y = (Y1, . . . ,Yn) onde Y1, . . . ,Yn são independentes e cada Yi tem distribuição
N(0, ν2), i = 1, . . . , n.17 Nestas condições, o teorema de Cochran admite ainda a seguinte generali-
zação.
Corolario 1.2.1 Sejam X1, . . . ,Xn v.a.'s independentes onde cada Xi tem distribuição normal N(ηi,
ν2), i = 1, . . . , n e F1 ⊕ . . . ⊕ Fκ uma decomposição de Rn em κ subespaços de Rn de dimen-
sões m1, . . . ,mκ. Se X = (X1, . . . ,Xn) então os vectores aleatorios P F1X, . . . ,P FmX (respectiva-
mente, as projecções ortogonais de X sobre F1, . . . ,Fκ) são independentes. Além disso, as v.a.'s
||P F1X||2 , . . . , ||P FmX||2 são independentes, respectivamente, com distribuição ν2χ2
(
m1, ||P F1η||2
)
,
. . ., ν2χ2
(
mκ, ||P Fκη||2
)
.
Demonstração. Consultar [21], pagina 121.
1.3 Topicos de analise real.
O objectivo central desta secção é, por um lado, introduzir alguns conceitos e notações classicas
da analise real relevantes em secções e captulos ulteriores e, por outro, anunciar o método dos
multiplicadores de Lagrange essencial em resultados auxiliares para o terceiro captulo. Abrimos esta
secção com a seguinte definição (ver [3], pagina 264),
Definição 1.3.1 Chamam-se numeros de Bernoulli  a sucessão { n} de numeros racionais dados
pela identidade,
x
ex − 1 ≡
∞∑
n=0
 n xn
n!
, |x| < 2pi
17O vector aleatorio Y é conhecido em teoria do Sinal por rudo branco e o vector real η representa o sinal emitido.
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Alternativamente, cada numero de Bernoulli  n pode também ser definido por,
 n =
n!
2pii
∮
C
z
ez − 1
dz
zn+1
onde o contorno C inclui a origem, tem raio inferior a 2pi (para evitar os polos ±2pi) e é orientado no
sentido anti-horario (ver [8], pagina 413). Os primeiros numeros de Bernoulli são:  0 = 1,  1 = −12 ,
 2 = 16 ,. . . . Se n, p ∈ N e { m} for a sucessão de numeros de Bernoulli então,
n∑
j=1
jp =
1
p+ 1
p+1∑
i=1
(−1)δip
(
p+ 1
i
)
 p+1−i ni
onde δip = 0 se i 6= p e δip = 1 se i = p designa-se por formula de Faulhaber (ver [20], pagina 106).
Se {xn} e {an} forem duas sucessões de numeros reais chamamos transformação de Abel a,
n∑
j=1
xjaj = xnAn +
n∑
j=1
(xj − xj+1)Aj
onde Aj = a1 + . . .+ aj (j = 1, . . . , n).
Proposição 1.3.1 (lema de Ces aro) Se {an} é uma sucessão de numeros reais positiva, crescente
com lim
n→∞ an =∞ e {xn} uma sucessão de numeros reais tal que xn −→ x∞ ∈ R quando n → ∞
então,
1
an
n∑
i=1
(ai − ai−1)xi −→ x∞
quando n→∞.
Demonstração. Consultar [91], pagina 116.
A proposição que se segue é um resultado sine qua non em teoria de probabilidades.
Proposição 1.3.2 (lema de Kronecker) Se {an} é uma sucessão de numeros reais positiva, cres-
cente com lim
n→∞ an =∞ e {xn} uma sucessão de numeros reais tal que
∞∑
n=1
xn
an
é convergente então,
1
an
n∑
i=1
xi −→ 0
quando n→∞.
Demonstração. Consultar [91], pagina 117.
Proposição 1.3.3 Se a1, . . . , an são reais não-negativos então,(
as1 + . . .+ a
s
n
)1/s 6 (ar1 + . . .+ arn)1/r
para 0 < r < s.
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Demonstração. Com efeito,
(
∑n
i=1 a
s
i )
1/s(∑n
j=1 a
r
j
)1/r =
 n∑
i=1
asi(∑n
j=1 a
r
j
)s/r

1/s
=
 n∑
i=1
(
ari∑n
j=1 a
r
j
)s/r1/s 6 ( n∑
i=1
ari∑n
j=1 a
r
j
)1/r
= 1
atendendo ao facto de (
∑n
i=1 ai)
p >
∑n
i=1 a
p
i , p > 1.
Expomos, de seguida, as conhecidas notações de Landau. Sejam f, g : D ⊂ R −→ R funções e
x0 ∈ D.
(L1) Se existir uma vizinhança Vε(x0) de x0 e uma constante c > 0 tal que para todo o x ∈
Vε(x0) ∩D,
|f(x)| 6 c |g(x)|
dizemos que f é fracamente inferior a g em x0 e escreve-se f = O(g), x→ x0. Se as funções
f e g são tais que f = O(g) e g = O(f) quando x → x0 então dizem-se do mesmo grau
quando x→ x0 e escreve-se f  g, x→ x0.
(L2) Se existir uma vizinhança Vε(x0) de x0 e uma função δ : D ⊂ R −→ R verificando lim
x→x0
δ(x) = 0
tais que para todo o x ∈ Vε(x0) ∩D,
f(x) = δ(x)g(x)
dizemos que f é fortemente inferior a g em x0 e escrevemos f = o(g), x→ x0.
(L3) Se existir uma vizinhança Vε(x0) de x0 e uma função ξ : Vε(x0)∩D −→ R verificando lim
x→x0
ξ(x)
= 1 tais que para todo o x ∈ Vε(x0) ∩D,
f(x) = ξ(x)g(x)
dizemos que f e g são (assimptoticamente) equivalentes em x0 e escrevemos f ∼ g, x→ x0.
Observação 1.3.1 Dadas as funções f, g : D ⊂ R −→ R e x0 ∈ D então podemos afirmar que f é
fracamente inferior a g em x0 se e so se lim sup
n→x0
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞.
Introduzimos agora alguns conceitos adicionais, nomeadamente, o de variação lenta, variação
regular e variação rapida de uma função no infinito. Seguiremos de perto o excepcional Regular va-
riation de N. H. Bingham, C. M. Goldie e J. L. Teugels onde as definições e as demonstrações dos
teoremas aqui anunciados podem ser encontradas. Em grosso modo as funções de variação regular
são aquelas que, assimptoticamente, se comportam como uma potência xα, α ∈ R.
Definição 1.3.2 Seja f uma função positiva e mensuravel  a Lebesgue em ]0,∞[. Então,
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(R1) f é de variação lenta no infinito e escrevemos f ∈ R0 se,
lim
x→∞
f(tx)
f(x)
= 1, t > 0.
(R2) f é de variação regular no infinito de ndice α ∈ R e escrevemos f ∈ Rα se,
lim
x→∞
f(tx)
f(x)
= tα, t > 0.
(R3) f é de variação rapida no infinito e escrevemos f ∈ R−∞ se,
lim
x→∞
f(tx)
f(x)
=

∞ se 0 < t < 1
1 se t = 1
0 se t > 1
.
Teorema 1.3.1 Se f ∈ Rα com α > 0 então existe g ∈ R1/α tal que
f
(
g(x)
) ∼ x ∼ g(f(x)), x→∞.
Demonstração. Consultar [11], pagina 28.
A função g do Teorema 1.3.1 chama-se uma inversa assimptotica de f . Se f é uma função
definida em [x0,∞[, localmente limitada e verifica lim
x→∞ f(x) =∞ então uma versão da sua inversa
assimptotica é a função inversa generalizada de f definida em [f(x0),∞[ e dada por,
f−1(t) = inf
{
x ∈ [x0,∞[ : f(x) > t
}
.
Teorema 1.3.2 Se ` é uma função de variação lenta então existe uma função de variação lenta `#,
unica a menos de uma equivalência assimptotica, tal que
lim
x→∞ `(x) `
#
(
x`(x)
)
= 1, lim
x→∞ `
#(x) `
(
x`#(x)
)
= 1
e consequentemente `## ∼ `.
Demonstração. Consultar [11], pagina 29.
A função de variação lenta `# do Teorema 1.3.2 é chamada conjugada de Bruijn de ` e (`, `#)
diz-se um par conjugado de Bruijn.
Teorema 1.3.3 Sejam a, b > 0 e f(x) ∼ xab`a(xb), x→∞ onde ` é uma função de variação lenta.
Se g for uma inversa assimptotica de f então
g(x) ∼ x 1ab
[
`#
(
x
1
a
)] 1
b
, x→∞.
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Demonstração. Consultar [11], pagina 29.
Em particular, se f for uma função definida em [x0,∞[, localmente limitada e tal que lim
x→∞ f(x)
=∞ então tem-se f−1(x) ∼ x 1ab
[
`#
(
x
1
a
)] 1
b
quando x→∞.
Teorema 1.3.4 Se h ∈ R−∞ é não-crescente então para algum u > 0 e todo o α ∈ R,∫ ∞
u
tαh(t) dt <∞ e lim
x→∞
xα+1h(x)∫∞
x t
αh(t) dt
=∞.
Reciprocamente, se para algum α ∈ R,
∫ ∞
1
tαh(t) dt <∞ e lim
x→∞
xα+1h(x)∫∞
x t
αh(t) dt
=∞ então h ∈ R−∞.
Demonstração. Consultar [26], pagina 570.
A passagem para coordenadas polares em Rn esta definida pela transformação de x = (x1, . . . , xn)
∈ Rn em (r, θ1, . . . , θn−1) ∈]0,∞[×]0, pi[× . . .×]0, pi[×]0, 2pi[ dada pelas formulas,
x1 = r cos θ1
x2 = r sin θ1 cos θ2
...
xn−1 = r sin θ1 sin θ2 . . . sin θn−2 cos θn−1
xn = r sin θ1 sin θ2 . . . sin θn−1
.
Tem-se ainda dx = rn−1(sin θ1)n−2(sin θ2)n−3 . . . sin θn−2drdθ1 . . . dθn−1 e supondo um ponto s =
(s1, . . . , sn) da esfera unitaria Sn−1 podemos escrever para qualquer função f : Rn −→ R que seja
B(Rn)-mensuravel e integravel (considerando o triplo (Rn,B(Rn),Leb) onde Leb é a medida de Le-
besgue18), ∫
Rn
f(x) dx =
∫ ∞
0
∫
Sn−1
f(r s)rn−1 drds.
Relembramos, de seguida, a noção de ponto de maximo e mnimo de uma função real de varias
variaveis.
Definição 1.3.3 Suponhamos a função f : D ⊂ Rn −→ R. Um ponto x0 ∈ D diz-se um ponto de
maximo (resp. ponto de mnimo) se existe uma bola aberta Bε(x0) = {x ∈ Rn : ||x− x0|| < ε}
tal que para todo x ∈ Bε(x0) ∩D se tenha a desigualdade f(x) 6 f(x0) (resp. f(x) > f(x0)).
Os pontos de maximo e mnimo de uma função designam-se por pontos de extremo.
Consideremos agora um aberto U ⊂ Rn, funções g1, . . . , gm : U −→ R e o conjunto,
K =
{
x ∈ U : gi(x) = 0, i = 1, . . . ,m
}
dos pontos de U onde as funções g1, . . . , gm se anulam. As equações gi(x) = 0 (i = 1, . . . ,m)
chamam-se ligações.
18A medida de Lebesgue sobre (Rn,B(Rn)) é a medida produto de n exemplares da medida de Lebesgue sobre os
borelianos de R (ver Exemplo 1.1.4).
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Definição 1.3.4 Consideremos as funções f, g1, . . . , gm : U ⊂ Rn −→ R e o conjunto,
K =
{
x ∈ U : gi(x) = 0, i = 1, . . . ,m
}
.
O ponto x0 ∈ K chama-se extremo condicionado da função f relativamente  as ligações gi(x) = 0
(i = 1, . . . ,m) se x0 for um ponto de extremo da função f restringida ao conjunto K .
Teorema 1.3.5 (multiplicadores de Lagrange) Seja U ⊂ Rn um aberto. Se
(a) f, g1, . . . , gm : U −→ R são funções continuamente derivaveis.
(b) x0 ∈ U é um extremo condicionado da função f relativamente  as ligações gi(x) = 0 (i =
1, . . . ,m).
então os vectores grad
(
f(x0)
)
, grad
(
g1(x0)
)
, . . . , grad
(
gm(x0)
)
são linearmente dependentes, isto é,
existem numeros ν, ν1, . . . , νm tais que,
ν grad
(
f(x0)
)
+ ν1 grad
(
g1(x0)
)
+ . . .+ νm grad
(
gm(x0)
)
= 0.
Demonstração. Consultar [51], pagina 101.
Corolario 1.3.1 Seja U ⊂ Rn um aberto. Se
(a) f, g1, . . . , gm : U −→ R são funções continuamente derivaveis.
(b) x0 ∈ U é um extremo condicionado da função f relativamente  as ligações gi(x) = 0 (i =
1, . . . ,m).
(c) A caracterstica da matriz jacobiana
[
∂gj
∂xi
(x0)
]
j=1,...,m
i=1,...,n
é m.
então existem reais ν1, . . . , νm tais que,
grad
(
f(x0)
)
+
m∑
j=1
νj grad
(
gj(x0)
)
= 0.
Demonstração. Consultar [51], pagina 101.
A função L(x) = f(x) + ν1g1(x) + . . . + νmgm(x) designa-se por função de Lagrange e os
numeros reais ν1, . . . , νm chamam-se multiplicadores de Lagrange.
As proposições que se seguem, resultam da aplicação do método dos multiplicadores de Lagrange
e são de crucial importancia para o terceiro captulo.
Proposição 1.3.4 Dado o conjunto,
H =
{
(t1, . . . , tn) ∈ Rn : t1 > 0, . . . , tn > 0, t21 + . . .+ t2n = 1
}
e uma qualquer sucessão {an} positiva tem-se,
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(a) max
H
n∑
j=1
(
ajtj
)2 = ( max
16j6n
aj
)2
(b) max
H
n∑
j=1
(
ajtj
)α = (a 2α2−α1 + . . .+ a 2α2−αn )1−α2 (0 < α < 2)
Demonstração.
(a) A função f(t1, . . . , tn) =
(
a1t1
)2+. . .+(antn)2 tem um maximo na hiperfcie fechada e limitada
H pelo teorema de Weierstrass. Escrevendo a2m = max
16j6n
a2j é facil verificar que,
f(t1, . . . , tn) = a2m +
n∑
j=1
j 6=m
(
a2j − a2m
)
t2j (1.3.1)
para todo o (t1, . . . , tn) ∈ H. Então o maximo de (1.3.1) é atingindo para tj = 0 para todo o
j = 1, . . . , n com j 6= m e tm = 1 implicando,
max
H
n∑
j=1
(
ajtj
)2 = max
16j6n
a2j =
(
max
16j6n
aj
)2
.
(b) Pelo teorema de Weierstrass a função
f(t1, . . . , tn) =
(
a1t1
)α + . . .+ (antn)α, 0 < α < 2
tem um maximo na hiperfcie fechada e limitada H. Se f atingir o seu valor maximo f∗ nalgum
ponto interno da hiperfcie H então podemos utilizar o método dos multiplicadores de Lagrange
para o encontrar. Considerando a ligação,
g(t1, . . . , tn) = t21 + . . .+ t
2
n = 1. (1.3.2)
e a função de Lagrange L(t1, . . . , tn) = f(t1, . . . , tn) + νg(t1, . . . , tn) tem-se,
∂L
∂t1
= αaα1 t
α−1
1 + 2νt1 = 0
...
∂L
∂tn
= αaαnt
α−1
n + 2νtn = 0
Deste modo, o multiplicador de Lagrange é ν = −α
2
(
a
2α
2−α
1 + . . .+ a
2α
2−α
n
) 2−α
2
e
(t1, . . . , tn) =
 a α2−α1√
a
2α
2−α
1 + . . .+ a
2α
2−α
n
, . . . ,
a
α
2−α
n√
a
2α
2−α
1 + . . .+ a
2α
2−α
n

donde,
max
H
n∑
j=1
(
ajtj
)α = (a 2α2−α1 + . . .+ a 2α2−αn )1−α2 .
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Vejamos agora que a possibilidade de f atingir o seu valor maximo num ponto da fronteira de
H esta completamente excluda. Sem perda de generalidade, suponhamos que f atinge o seu
valor maximo num ponto da fronteira de H com a ultima componente tn nula. Então, podemos
usar novamente o método dos multiplicadores de Lagrange para achar o ponto de extremo no
conjunto,
H
′ =
{
(t1, . . . , tn−1) ∈ Rn−1 : t1 > 0, . . . , tn−1 > 0, t21 + . . .+ t2n−1 = 1
}
.
Calculos idênticos aos efectuados em cima produzem,
max
H′
n−1∑
j=1
(
ajtj
)α =(a 2α2−α1 + . . .+ a 2α2−αn−1)1−α2 <
<
(
a
2α
2−α
1 + . . .+ a
2α
2−α
n−1 + a
2α
2−α
n
)1−α
2
= max
H
n∑
j=1
(
ajtj
)α
.
Naturalmente, se o ponto de extremo na fronteira de H possuir mais do que uma componente
nula, podemos proceder analogamente usando hiperfcies de Rn−p+1, em que p é o numero de
componentes nulas do ponto de extremo.
Proposição 1.3.5 Dado o conjunto,
H =
{
(t1, . . . , tn) ∈ Rn : t1 > 0, . . . , tn > 0, t21 + . . .+ t2n = 1
}
temos,
max
H
n∑
j=1
ti log
(
1
ti
)
=
1
2
√
n log n.
Além disso, para qualquer sucessão positiva {an} tem-se,
a1 + . . .+ an
n
·
√
n log n
2
6 max
H
n∑
j=1
ajtj log
(
1
tj
)
6 max
16i6n
ai ·
√
n log n
2
.
Demonstração. Suponhamos a função f(t1, . . . , tn) = t1 log
(
t−11
)
+ . . .+ tn log
(
t−1n
)
e a ligação (1.3.2).
A função f admite um maximo na hiperfcie H pois se considerarmos o seu prolongamento por con-
tinuidade f¯ a H então o teorema de Weierstrass garante que f¯ atinge o seu maximo em H e argumen-
tando como na demonstração da Proposição 1.3.4 conclumos que o ponto de extremo tera que ser ne-
cessariamente interno deH. Deste modo, admitindo a função de Lagrange L(t1, . . . , tn) = f(t1, . . . , tn)
+ νg(t1, . . . , tn) vem,
∂L
∂t1
= −1 + 2νt1 − log t1 = 0
...
∂L
∂tn
= −1 + 2νtn − log tn = 0
⇐⇒

1 + log t1
2t1
= ν
...
1 + log tn
2tn
= ν
JFLS
42 1. Preliminares
para algum ν, independente de j. Visto que h(t) = 1+log t2t definida em ]0, 1] é injectiva tem-se
(t1, . . . , tn) =
(
1√
n
, . . . , 1√
n
)
donde,
max
H
n∑
j=1
ti log
(
1
ti
)
= f
(
1√
n
, . . . ,
1√
n
)
=
1
2
√
n log n.
Para o enquadramento suponhamos,
f1(t1, . . . , tn) = a1t1 log
(
1
t1
)
+ a2t2 log
(
1
t2
)
+ . . .+ antn log
(
1
tn
)
f2(t1, . . . , tn) = a2t1 log
(
1
t1
)
+ a3t2 log
(
1
t2
)
+ . . .+ a1tn log
(
1
tn
)
...
fn(t1, . . . , tn) = ant1 log
(
1
t1
)
+ a1t2 log
(
1
t2
)
+ . . .+ an−1tn log
(
1
tn
)
.
Então,
nmax
H
(f1) > max
H
(f1 + . . .+ fn)
pois max
H
(f1) = max
H
(f2) = . . . = max
H
(fn) o que implica,
max
H
n∑
j=1
ajtj log
(
1
tj
)
> a1 + . . .+ an
n
·
√
n log n
2
.
Por outro lado,
max
H
n∑
j=1
ajtj log
(
1
tj
)
6 max
16i6n
ai ·max
H
n∑
j=1
tj log
(
1
tj
)
= max
16i6n
ai ·
√
n log n
2
como pretendamos.
Observação 1.3.2 Note-se que se a sucessão {an} for monotona crescente então,
max
H
n∑
j=1
ajtj log
(
1
tj
)
∼ an
√
n log n
2
, n→∞
pois lim inf
n→∞ an 6 lim infn→∞
a1 + . . .+ an
n
(ver [60], pagina 19).
1.4 Distribuições estaveis unidimensionais
Esta secção é dedicada a uma classe especial de funções de distribuição com grande relevancia em
captulos futuros: as distribuições estaveis unidimensionais. Seguiremos de perto o essencial Stable
non-gaussian random processes: stochastic models with infinite variance de G. Samorodnitsky e M. S.
Taqqu; todavia, recomendamos ainda a consulta dos classicos [29] e [32], bem como de outros livros
de texto mais recentes (nomeadamente [7], [41], [89] ou [93]), para uma maior comodidade de leitura
dos resultados que se vão expor.
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A teoria das distribuições estaveis unidimensionais teve a sua génese por volta de 1920 e 1930
por P. Lévy e A. Y. Khinchin. A grande dispersão das distribuições estaveis é uma das razões da
sua enorme importancia na modelação dos fenomenos. De facto, qualquer distribuição estavel (não-
gaussiana) possui grande variabilidade, no sentido em que, é muito mais provavel tomar valores
distantes do valor médio. As distribuições estaveis têm sido usadas para modelar fenomenos tão
diversos como campos gravitacionais de estrelas, distribuições de temperatura de reactores nucleares,
pressões em reticulados cristalinos, preços em mercados de capitais, rudo em sistemas de comuni-
cação e ainda de intempéries (aguaceiros anuais).
Nesta secção, abordaremos quatro definições de distribuição estavel unidimensional, todas elas
equivalentes entre si. As primeiras duas definições são relativas  a propriedade "estabilidade": a
famlia de distribuições estaveis é preservada sob convolução.
Definição 1.4.1 Diz-se que uma variavel aleatoria Z tem uma distribuição estavel se para quaisquer
reais positivos c1 e c2 existir um numero positivo a e um real b tais que,
c1 Z1 + c2 Z2
d= aZ + b (1.4.1)
onde Z1 e Z2 são copias19 independentes de Z. Quando b = 0 a variavel aleatoria Z diz-se estrita-
mente estavel
Observação 1.4.1 Convém observar que qualquer v.a. X concentrada num unico ponto (i.e. degene-
rada) é sempre estavel (basta tomar a = c1+ c2 e b = 0). De notar ainda que qualquer v.a. simétrica
e estavel é estritamente estavel.
Teorema 1.4.1 Para qualquer v.a. X estavel existe um numero α ∈]0, 2] tal que o numero positivo
a de (1.4.1) satisfaz aα = cα1 + c
α
2 .
Demonstração. Consultar [82], pagina 3.
O numero α do Teorema 1.4.1 designa-se por ndice de estabilidade ou expoente caracte-
rstico. Uma v.a. X estavel com ndice de estabilidade α é chamada α-estavel.
Exemplo 1.4.1
Se X for uma v.a. gaussiana com média η e variancia ν2 então X é estavel com expoente caracterstico
α = 2 uma vez que a igualdade em distribuição (1.4.1) é verificada com a =
√
c21 + c
2
2 e b =
η
(
c1 + c2 −
√
c21 + c
2
2
)
.
Definição 1.4.2 Diz-se que uma variavel aleatoria Z tem uma distribuição estavel se para todo o
n > 2 existir um numero positivo an e um real bn tais que,
Z1 + . . .+ Zn
d= anZ + bn (1.4.2)
onde Z1, . . . ,Zn são copias independentes de Z.
19O termo "copias"significa que as v.a.'s Z1 e Z2 têm a mesma distribuição da v.a. Z. Mais geralmente, diremos que
as v.a's X1, . . . ,Xn são copias da v.a. X quando X1, . . . ,Xn tiverem a mesma distribuição da v.a. X.
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Observação 1.4.2 Se Z for uma v.a. α-estavel então o numero an de (1.4.2) é dado necessariamente
por an = n1/α.
A terceira definição de estabilidade esta relacionada com o papel das distribuições estaveis no
contexto do teorema do limite central e estabelece que as distribuições estaveis são as unicas dis-
tribuições que podem ser obtidas como limites de somas de variaveis aleatorias i.i.d. centralizadas e
normalizadas. De facto, as distribuições estaveis aproximam a distribuição de somas de v.a.'s i.i.d.
centralizadas e normalizadas, tornando-as uteis no modelamento da contribuição de alguns pequenos
efeitos casuais.
Definição 1.4.3 Diz-se que uma variavel aleatoria Z tem uma distribuição estavel se existir uma
sucessão de v.a.'s Y1,Y2, . . . i.i.d., uma sucessão de numeros positivos {cn} e uma sucessão de numeros
reais {dn} tais que,
Y1 +Y2 + . . .+Yn
cn
+ dn
d−→ Z.
Observação 1.4.3 Se Z for gaussiana e as v.a.'s Y1,Y2, . . . forem i.i.d. com variancia finita então a
condição (1.4.3) não é mais do que o bem conhecido teorema do limite central.
Considerando uma sucessão de v.a.'s X,X1,X2, . . . i.i.d. então, se existir uma sucessão de numeros
positivos {cn} e uma sucessão de numeros reais {d′n} tais que,
X1 +X2 + . . .+Xn − d′n
cn
d−→ Z (1.4.3)
dizemos que Z (ou a sua função de distribuição) tem um domnio de atracção e que a v.a. X
pertence ao domnio de atracção de Z. A v.a. X pertence ao domnio de atracção normal de uma
v.a. α-estavel Z quando a sucessão normalizante cn for dada por cn = c n1/α para alguma constante
c positiva.
A ultima definição especifica a função caracterstica de uma v.a. estavel Z. Efectivamente, esta
definição costuma ser usada extensivamente e a principal razão, prende-se com o facto da caracteri-
zação de uma v.a. Z estavel ser feita através de quatro parametros (unicos).
Definição 1.4.4 Diz-se que uma variavel aleatoria Z tem uma distribuição estavel se existirem
parametros 0 < α 6 2, σ > 0, −1 6 λ 6 1 e µ ∈ R tais que a sua função caracterstica assuma a
forma,
E
(
eiZt
)
=

exp
(
− σα |t|α
(
1− iλsign(t) tan
(piα
2
))
+ iµt
)
se α 6= 1
exp
(
− σ |t|
(
1 + iλ
2
pi
sign(t) log |t|
)
+ iµt
)
se α = 1
(1.4.4)
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com t ∈ R e onde,
sign(t) =

1 se t > 0
0 se t = 0
−1 se t < 0
.
Deste modo, a estabilidade de uma variavel aleatoria é caracterizada pelos quatro parametros
unicos,
α ∈]0, 2], σ > 0, λ ∈ [−1, 1], µ ∈ R
respectivamente, o ndice de estabilidade, parametro de escala, parametro de distorção e
parametro de localização. Designaremos as distribuições estaveis por Sα(σ, λ, µ) e uma variavel
aleatoria estavel Z sera indicada escrevendo,
Z ∼ Sα(σ, λ, µ).20
Ja vimos que qualquer v.a. gaussiana com média η e variancia ν2 é estavel com expoente ca-
racterstico α = 2. Porém, é sabido que a sua função caracterstica tem a forma exp
(
− t2ν22 + iηt
)
,
ou seja, α = 2, σ =
√
ν2
2 e µ = η em (1.4.4) donde se conclui que o parametro de distorção λ
é totalmente irrelevante quando α = 2. Na representação acima, uma constante µ (v.a. dege-
nerada) tem distribuição degenerada Sα(0, λ, µ) para qualquer 0 < α 6 2. Se nada for dito em
contrario, assumiremos doravante que σ > 0 convencionando, assim, a exclusão das distribuições
degeneradas deste texto ja que estas possuem propriedades bastante invulgares (por exemplo, todos
os momentos de uma distribuição degenerada são finitos mas distribuições α-estaveis não-degeneradas
com 0 < α < 2 têm momentos de segunda ordem infinitos). Uma distribuição Sα(σ, λ, 0) diz-se
distorcida  a direita se λ > 0; se λ < 0 a distribuição Sα(σ, λ, 0) diz-se distorcida  a esquerda.
Dizemos ainda que a distribuição Sα(σ, 1, 0) é totalmente distorcida  a direita e que a distribuição
Sα(σ,−1, 0) é totalmente distorcida  a esquerda. O suporte de qualquer distribuição Sα(σ, 1, µ)
com 0 < α < 1 é [µ,∞[; analogamente, o suporte de qualquer distribuição Sα(σ,−1, µ) com 0 < α < 1
é ]−∞, µ].
Observação 1.4.4 As funções de distribuição de v.a.'s α-estaveis (isto é, v.a.'s estaveis com expoente
caracterstico α) não-degeneradas são absolutamente contnuas e as suas densidades infinitamente
diferenciaveis em todo o ponto da recta real.
A função caracterstica (1.4.4) é uma ferramenta poderosa no estudo das v.a.'s estaveis, em
particular, das suas propriedades elementares.
20Observemos que existe uma coincidência com o smbolo "∼"utilizado para indicar que duas funções são equivalentes
num ponto x0 (conf. Secção 1.3). Contudo, não ha perigo de confusão com a notação Z ∼ Sα(σ, λ, µ) ja que na
equivalência de funções expliciteremos sempre o ponto em causa, na circunstancia escrevendo "x→ x0".
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Proposição 1.4.1 Se Z1 e Z2 são v.a.'s independentes tais que Z1 ∼ Sα(σ1, λ1, µ1) e Z2 ∼ Sα(σ2, λ2,
µ2) então Z1 + Z2 ∼ Sα(σ, λ, µ) com,
σ = (σα1 + σ
α
2 )
1/α , λ =
λ1σ
α
1 + λ2σ
α
2
σα1 + σ
α
2
, µ = µ1 + µ2.
Demonstração. Consultar [82], pagina 10.
Proposição 1.4.2 Se Z ∼ Sα(σ, λ, µ) e τ é uma constante real então Z + τ ∼ Sα(σ, λ, µ+ τ).
Demonstração. Consultar [82], pagina 11.
Proposição 1.4.3 Se Z ∼ Sα(σ, λ, µ) e τ é uma constante real não nula então
τZ ∼ Sα(|τ |σ, sign(τ)λ, τµ) se α 6= 1
τZ ∼ S1
(
|τ |σ, sign(τ)λ, τµ− 2
pi
σλτ log |τ |
)
se α = 1.
Demonstração. Consultar [82], pagina 11.
Se Z ∼ Sα(1, λ, 0) então as duas ultimas propriedades permitem escrever,
σZ + µ ∼ Sα(σ, λ, µ) se α 6= 1
e
σZ +
2
pi
λσ log σ + µ ∼ Sα(σ, λ, µ) se α = 1.
Proposição 1.4.4 Para qualquer 0 < α < 2,
Z ∼ Sα(σ, λ, 0) ⇐⇒ −Z ∼ Sα(σ,−λ, 0).
Demonstração. Consultar [82], pagina 11.
Proposição 1.4.5 Z ∼ Sα(σ, λ, µ) é simétrica relativamente ao ponto µ se e so se λ = 0.
Demonstração. Consultar [82], pagina 11.
Proposição 1.4.6 Se Z ∼ Sα(σ, λ, µ) com 0 < α 6 2, α 6= 1 então Z é estritamente estavel se e so
se µ = 0.
Demonstração. Consultar [82], pagina 12.
Proposição 1.4.7 Z ∼ S1(σ, λ, µ) é estritamente estavel se e so se λ = 0.
Demonstração. Consultar [82], pagina 12.
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O proximo resultado da-nos a possibilidade de obter Z ∼ Sα(σ, λ, 0), 0 < α < 2  a custa de duas
v.a.'s independentes Y1 e Y2 ambas com distribuição Sα(σ, 1, 0).
Teorema 1.4.2 Se Z ∼ (σ, λ, 0), 0 < α < 2 então existem duas v.a.'s Y1 e Y2 i.i.d. com distribuição
comum Sα(σ, 1, 0) tais que,
Z d=
(
1 + λ
2
)1/α
Y1 −
(
1− λ
2
)1/α
Y2 se α 6= 1
e
Z d=
(
1 + λ
2
)
Y1 −
(
1− λ
2
)
Y2 + σ
[
1 + λ
pi
log
(
1 + λ
2
)
− 1− λ
pi
log
(
1− λ
2
)]
se α = 1
Demonstração. Consultar [82], pagina 16.
Quando temos uma v.a. gaussiana, isto é, quando Z ∼ S2(σ, ∗, µ) conhecemos perfeitamente o
comportamento assimptotico das probabilidades de cauda,
P{Z < −z} = P{Z > z} ∼ 1
2
√
piσz
e−
z2
4σ2 , z →∞.
No entanto, quando 0 < α < 2 o comportamento assimptotico das probabilidades de cauda é z−α.
Teorema 1.4.3 Se Z ∼ Sα(σ, λ, µ), 0 < α < 2 então,
lim
z→∞ z
αP{Z > z} = c(α)1 + λ
2
σα e lim
z→∞ z
αP{Z < −z} = c(α)1− λ
2
σα
onde
c(α) =
(∫ ∞
0
t−α sin t dt
)−1
=

1− α
Γ(2− α) cos (αpi2 ) se α 6= 1
2
pi
se α = 1
com Γ( · ) a função gama21.
Demonstração. Consultar [82], pagina 16.
Os resultados seguintes são referentes aos momentos absolutos de ordem p > 0 de uma v.a.
estavel. Em particular, qualquer v.a. α-estavel com 0 < α < 2 tem variancia infinita; inclusive, toda
a v.a. α-estavel com 0 < α 6 1 não é integravel, não possuindo assim valor médio.
Teorema 1.4.4 Se Z ∼ Sα(σ, λ, µ), 0 < α < 2 então,
E |Z|p <∞ para qualquer 0 < p < α,
E |Z|p =∞ para qualquer p > α.
21Γ(x) =
Z ∞
0
tx−1e−t dt, x > 0.
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Demonstração. Consultar [82], pagina 18.
Corolario 1.4.1 Se Z ∼ Sα(σ, λ, 0) com 0 < α < 2, α 6= 1 então para todo o 0 < p < α,
E |Z|p = σp · 2
p−1Γ
(
1− pα
)
p
∫∞
0 t
−p−1 sin2 t dt
[
1 + λ2 tan2
(αpi
2
)] p2α
· cos
(
p
α
arctan
(
λ tan
(αpi
2
)))
.
Se Z ∼ S1(σ, 0, 0) então para todo o 0 < p < 1,
E |Z|p =
σp 2p+1 Γ
(
p+1
2
)
Γ(−p)
√
pi Γ
(−p2) .
Demonstração. Consultar [82], pagina 18.
Observação 1.4.5 O momento absoluto de ordem −1 < p < α de uma v.a. Z ∼ Sα(σ, λ, 0) com
0 < α < 2, α 6= 1 pode ainda ser expresso por,
E |Z|p = σ
p Γ
(
1− pα
)
cos
[ p
α arctan
(
λ tan αpi2
)]
Γ(1− p) ∣∣cos [arctan (λ tan αpi2 )]∣∣ pα cos (ppi2 )
(ver [7], pagina 38).
Proposição 1.4.8 Se Z ∼ Sα(σ, λ, µ) com 1 < α 6 2 então µ = E(Z).
Demonstração. Consultar [82], pagina 19.
Finalizamos esta secção com dois resultados que nos dão a equivalência para convergência quase
certa de somas de v.a's independentes estaveis. O primeiro diz-nos quais as condições sobre os
parametros que são equivalentes  a convergência quase certa de uma série de v.a.'s independentes
α-estaveis.
Teorema 1.4.5 Seja {Xi, i > 1} uma sucessão de variaveis aleatorias independentes tal que Xi ∼
Sα(σi, λi, µi), 0 < α 6 2. Então,
∞∑
i=1
σαi <∞ e
∞∑
i=1
µi converge ⇐⇒
∞∑
i=1
Xi converge q.c.
Demonstração. A demonstração pode ser vista em [67].
Através do teorema das três séries de Kolmogorov é ainda possvel estabelecer condições para que
uma série de v.a.'s independentes convirja absolutamente quase certamente.
Teorema 1.4.6 Seja {Xi, i > 1} uma sucessão de variaveis aleatorias independentes tal que Xi ∼
Sα(σi, λi, µi), 0 < α 6 2. Então
∑∞
i=1Xi converge absolutamente q.c. se e so se
∑∞
i=1 |µi| <∞ e
∑∞
i=1 σ
α
i <∞ se 0 < σ < 1
∑∞
i=1 σi |log (min {σi, 0.5})| <∞ se α = 1
∑∞
i=1 σi <∞ se α > 1
.
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Demonstração.
(a) 0 < α < 1.
Suponhamos que
∞∑
i=1
σαi <∞ e
∞∑
i=1
|µi| <∞. Para demonstrarmos que
∞∑
i=1
Xi converge absoluta-
mente quase certamente teremos apenas de mostrar,
∞∑
i=1
E
(|Xi| I{|Xi|61}) <∞ (1.4.5)
ja que a convergência de
∞∑
i=1
P (|Xi| > 1) vem directamente do Teorema 1.4.5, Teorema 1.1.19 e a
convergência de
∞∑
i=1
E
(
X2i I
2
{|Xi|61}
)
segue ainda do Teorema 1.1.19 e de (1.4.5). Das propriedades
das distribuições estaveis sabemos que, Xi ∼ σiYi + µi com Yi ∼ Sα(1, λi, 0) e
Yi ∼
(
1 + λi
2
) 1
α
Ai −
(
1− λi
2
) 1
α
Bi
onde Ai e Bi são independentes com distribuição comum Sα(1, 1, 0). Observando que uma variavel
aleatoria com distribuição Sα(σ, 1, 0), 0 < α < 1 tem o suporte contido em [0,∞[ (ver [82], pagina
15) vem
E
(|Xi| I{|Xi|61}) 6 ∫ 1
0
P (σi |Yi|+ |µi| > x) dx
=
∫ 1
0
P
(
|Yi| > x− |µi|
σi
)
dx
6
∫ 1
0
P
(
|A1|+ |B1| > x− |µi|
σi
)
dx
= σi
∫ 1−|µi|
σi
−|µi|
σi
P (A1 +B1 > y) dy
= σi
∫ 0
−|µi|
σi
P (A1 +B1 > y) dy + σi
∫ 1−|µi|
σi
0
P (A1 +B1 > y) dy
6 |µi|+ σi
∫ 1
σi
0
P (A1 +B1 > y) dy
e uma vez que P (A1 +B1 > t) ∼ 2P (A1 > t) ∼ 2c(α)t−α quando t → ∞ (ver [26], pagina 37)
tem-se, ∫ 1
σi
0
P (A1 +B1 > y) dy ∼ 2c(α)
∫ 1
σi
0
1
yα
dy =
2c(α)
1− α σ
α−1
i , i→∞.
Para estabelecermos a implicação recproca basta utilizar o Teorema 1.4.5 para concluir que
∞∑
i=1
σαi <∞. Mas se
∞∑
i=1
|Xi| <∞ quase certamente então,
∞∑
i=1
s∗(µi)Xi converge q.c.
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onde,
s∗(t) =
{
−1 se t < 0
1 se t > 0
(uma vez que converge absolutamente quase certamente). Visto que s∗(µi)Xi ∼ Sα(σi, s∗(µi)λi, |µi|)
conclumos (novamente do Teorema 1.4.5) que
∞∑
i=1
|µi| <∞.
(b) α = 1.
Admitamos que
∞∑
i=1
σi |log (min {σi, 0.5})| <∞ e
∞∑
i=1
|µi| <∞.  A semelhança do caso anterior, tere-
mos apenas de demonstrar (1.4.5). Das propriedades das distribuições estaveis tem-se,
Xi ∼ σiYi + 2
pi
λiσi log σi + µi
com Yi ∼ S1(1, λi, 0) e
Yi ∼
(
1 + λi
2
)
Ai −
(
1− λi
2
)
Bi +
(
1 + λi
pi
)
log
(
1 + λi
2
)
−
(
1− λi
pi
)
log
(
1− λi
2
)
onde Ai e Bi são independentes com distribuição comum S1(1, 1, 0). Então,
E
( |Xi| I{|Xi|≤1}) = ∫ 1
0
P
(∣∣∣∣σiYi + 2piλiσi log σi + µi
∣∣∣∣ > x) dx 6 ∫ 1
0
P
(
|Yi| >
x− 2piσi |log σi| − |µi|
σi
)
dx
e
E
( |Xi| I{|Xi|≤1}) 6 ∫ 1
0
P
(
|A1|+ |B1| >
x− 2piσi |log σi| − |µi| − cσi
σi
)
dx 6
6 σi
∫ 1
σi
− 2pi σi|log σi|−|µi|−cσi
σi
P (|A1|+ |B1| > y) dy
(
c <
1
10
)
Visto queP (|A1| > t) = P (A1 > t) +P (A1 < −t) ∼ 2
pi
t−1, t→∞ eP (|A1|+ |B1| > t) ∼ 2P (|A1| > t),
t→∞ tem-se,
P (|A1|+ |B1| > t) ∼ 4
pi
t−1, t→∞.
Então o resultado segue pois,∫ 1
σi
1
P (|A1|+ |B1| > y) dy ∼ 4
pi
log
(
1
σi
)
, i→∞
e
σi
∫ 1
σi
− 2pi σi|log σi|−|µi|−cσi
σi
P (|A1|+ |B1| > y) dy =
=
2
pi
σi |log σi|+ |µi|+ cσi + σi
∫ 1
0
P (|A1|+ |B1| > y) dy + σi
∫ 1
σi
1
P (|A1|+ |B1| > y) dy.
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Para a implicação recproca, o argumento utilizado no caso anterior permite, desde logo, concluir
que
∞∑
i=1
|µi| <∞. Então, resta-nos mostrar apenas que
∞∑
i=1
σi |log (min{σi, 0.5})| <∞. Como |Xi| =
|Xi − µi + µi| > |Xi − µi| − |µi| bastara considerar Xi ∼ S1(σi, λi, 0) e assim
Xi ∼ σi
(
1 + λi
2
)
Ai − σi
(
1− λi
2
)
Bi+
+ σi
(
1 + λi
pi
)
log
(
1 + λi
2
)
−
(
1− λi
pi
)
log
(
1− λi
2
)
︸ ︷︷ ︸
=ζi
+
2
pi
λiσi log σi
onde Ai e Bi são independentes com distribuição comum S1(1, 1, 0). Deste modo,
E
(|Xi| I{|Xi|61}) > σi · P (A1 < 0)2 ·
∫ 1−σi10σi
1
P (A1 > z) dz −
∫ − 5
pi
log σi
1
P (A1 > z) dz

pois se 0 < λi < 1 (os restantes casos são analogos) tem-se,
E
(|Xi| I{|Xi|61}) = ∫ 1
0
P (|Xi| > x) dx
>
∫ 1
0
P
(
σi
(
1 + λi
2
)
Ai − σi
(
1− λi
2
)
Bi > x− σi ζi − 2
pi
λiσi log σi
)
dx
=
∫ 1−σi ζi− 2pi λiσi log σi
−σi ζi− 2pi λiσi log σi
P
(
σi
(
1 + λi
2
)
Ai − σi
(
1− λi
2
)
Bi > y
)
dy
>
P(U+V>x)>P(U>x)·P(V>0)
com U e V v.a.'s independentes
∫ 1−σi ζi− 2pi λiσi log σi
−σi ζi− 2pi λiσi log σi
P
(
σi
(
1 + λi
2
)
Ai > y
)
·P
(
−σi
(
1− λi
2
)
Bi > 0
)
dy
= σi ·
(
1 + λi
2
)
·P (B1 < 0) ·
∫ 1−σi ζi− 2pi λiσi log σi
σi
„
1+λi
2
«
−σi ζi− 2pi λiσi log σi
σi
„
1+λi
2
« P (A1 > z) dz
>
1+λi
2
>0, ∀i
− 1
10
6ζi6 110 , ∀i
− 2
pi
λiσi log σi>0, ∀i>i1
σi · P (B1 < 0)2 ·
∫ 1−σi10
σi
1
5
− 4
pi
log σi
P (A1 > z) dz
>
− 1
pi
log σi> 15 , ∀i>i2
σi · P (A1 < 0)2 ·
∫ 1−σi10
σi
− 5
pi
log σi
P (A1 > z) dz
= σi · P (A1 < 0)2 ·
∫ 1−σi10σi
1
P (A1 > z) dz −
∫ − 5
pi
log σi
1
P (A1 > z) dz
 .
Tendo em conta que P (A1 < 0) é não-nulo (pois o suporte da distribuição S1(1, 1, 0) é R) o resultado
fica estabelecido ja que,
∫ 1−σi10
σi
1
P (A1 > z) dz ∼ log
(
1
σi
)
, i→∞ e
∫ − 5
pi
log σi
1
P (A1 > z) dz = o
(
log σi
)
, i→∞.
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(c) 1 < α < 2.
Suponhamos que
∞∑
i=1
σi <∞ e
∞∑
i=1
|µi| <∞. Então,
E |Xi| = E |Xi −E(Xi) + µi| 6 E |Xi −E(Xi)|+ |µi| = c(α, λi)σi + |µi|
com c(α, λi) 6
Γ(1− 1α)R∞
0 u
−2 sin2 u du
[
1 + tan2
(
αpi
2
)] 1
2α donde
∞∑
i=1
E |Xi| <∞. Consequentemente,
∞∑
i=1
|Xi| <∞ q.c.
(ver [57], pagina 80).
Reciprocamente, se
∞∑
i=1
|Xi| <∞ quase certamente então o mesmo argumento que foi utilizado
nos casos anteriores permite concluir que
∞∑
i=1
|µi| <∞. Para vermos que
∞∑
i=1
σi <∞ consideremos
novamente Xi ∼ Sα(σi, λi, 0). Então,
Xi ∼ σi
(
1 + λi
2
) 1
α
Ai − σi
(
1− λi
2
) 1
α
Bi
onde Ai e Bi são independentes com distribuição comum Sα(1, 1, 0). Deste modo,
E
(|Xi| I{|Xi|61}) > σi · P (A1 < 0) ·P (A1 > 1)
2
1
α
porque se −1 < λi < 0 (os restantes casos são analogos) tem-se,
E
(|Xi| I{|Xi|61}) = ∫ 1
0
P (|Xi| > x) dx
>
∫ 1
0
P
(
σi
(
1 + λi
2
) 1
α
Ai − σi
(
1− λi
2
) 1
α
Bi < −x
)
dx
=
∫ 1
0
P
(
−σi
(
1 + λi
2
) 1
α
Ai + σi
(
1− λi
2
) 1
α
Bi > x
)
dx
>
∫ 1
0
P
(
−σi
(
1 + λi
2
) 1
α
Ai > 0
)
·P
(
σi
(
1− λi
2
) 1
α
Bi > x
)
dx
= σi ·
(
1− λi
2
) 1
α
·P (A1 < 0) ·
∫ 1
σi
„
1−λi
2
« 1
α
0
P (B1 > y) dy
> σi · P (A1 < 0)
2
1
α
·
∫ 1
σi
0
P (B1 > y) dy
= σi · P (A1 < 0)
2
1
α
·
(∫ 1
0
P (B1 > y) dy +
∫ 1
σi
1
P (B1 > y) dy
)
> σi · P (A1 < 0)
2
1
α
·
∫ 1
0
P (B1 > y) dy
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>
y 7→P(B1>y) decrescente
σi · P (A1 < 0) ·P (B1 > 1)
2
1
α
= σi · P (A1 < 0) ·P (A1 > 1)
2
1
α
.
O resultado fica estabelecido uma vez que P (A1 < 0) ou P (A1 > 1) são não-nulos (o suporte da
distribuição Sα(1, 1, 0), α > 1 é R).
(d) α = 2.
Se Xi ∼ N(µi, 2σ2i ) então Xi =
√
2σiZi+µi com Zi ∼ N(0, 1), ∀i e a demonstração segue os mesmos
passos do caso acima.
1.5 Domnios de atracção maximal
No mundo que nos rodeia, existe um vasto numero de situações onde os extremos governam as
leis que nos interessam conhecer. Alguns casos concretos (ver [31]) são listados de seguida:
Desastres naturais. Inundações, chuvas torrenciais, temperaturas extremas, pressões atmos-
féricas extremas, ventos ciclonicos e outros fenomenos podem causar extensivas perdas humanas
e materiais. Enquanto tais desastres não puderem ser completamente evitados, a sociedade deve
tomar acções de prevenção no sentido de minimizar os estragos. Em represas, diques, canais e
outras estruturas a escolha dos materiais de construção e dos métodos de arquitectura podem
acautelar alguns destes desastres. As soluções, dadas pela engenharia, que tentam responder
a estes problemas devem basear-se numa teoria bastante precisa ja que falhas de imprecisão
podem revelar-se fatais (por exemplo, represas de grande custo podem não durar o suficiente
antes de entrarem em colapso).
Falha numa peça de um equipamento. Suponhamos que a peça de um equipamento
falha se uma das suas componentes falhar. Por outras palavras, consideremos o conjunto de
componentes dessa peça, cuja a falha de qualquer uma delas conduz  a paragem do mecanismo.
Esta é uma situação extrema, no sentido em que a "componente mais fraca"por si so leva  a falha
do equipamento. Apesar desta suposição parecer simplista, o modelo geral para a falha duma
complexa peça de um equipamento pode ser reduzido ao modelo que acabamos de descrever.
Na realidade, se primeiro considerarmos grupos de componentes onde a falha de um deles
resulta na paragem do mecanismo então o "grupo mais fraco"tera influência na primeira falha
no equipamento.
Tempo de serviço. Consideremos, novamente, uma peça de um equipamento com um largo
numero de componentes e admitamos que essas componentes servem o sistema em simultaneo.
Então, o tempo necessario para que o equipamento seja servido é determinado pela componente
que requer o tempo de serviço mais longo.
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Corrosão. Costumamos dizer que uma superfcie com um largo numero de pequenas cavi-
dades entra em corrosão se qualquer uma delas penetrar através da espessura da superfcie.
Inicialmente, as cavidades são de profundidade aleatoria, a qual, devido  a corrosão qumica, vai
crescendo com o tempo. Mais uma vez, estamos perante uma medição extrema que causa a
falha: a profundidade do buraco.
Solidez de um material. Um material absolutamente homogéneo quebra sob pressão obede-
cendo a uma certa lei determinstica. Contudo, nenhum material é absolutamente homogéneo;
de facto, experiências de engenharia mostram que a quebra de materiais solidos produzidos
sob idênticos procedimentos varia grandemente. A explicação é que cada ponto (ou pelo
menos cada pequena area) tem uma solidez aleatoria e portanto, a quantidade de força que
é necessaria para a quebra do material varia nos diferentes pontos. Evidentemente, o "ponto
mais fraco"determinara a solidez de todo o material.
Poluição atmosférica. A concentração de ar poludo é expressa em termos da proporção de
um poluente especfico existente no ar. As concentrações são registadas em intervalos de tempo
iguais (as investigações actuais baseiam-se em informações recolhidas em intervalos de cinco
minutos) e o objectivo é manter a "maior medição"abaixo dos nveis aceitaveis.
Amostras estatsticas. Efectuadas as observações de uma determinada quantidade queremos,
muitas vezes, saber quão grande ou quão pequena uma medição pode ser.
Estimadores estatsticos. Depois de se recolherem as observações, as informações são usadas
para calcular estimadores de certas caractersticas de uma determinada quantidade sob obser-
vação. Consequentemente, pretendemos estimar essas caractersticas de uma forma tão precisa
quanto possvel mas estimações acima ou abaixo serão inevitaveis. De consideravel interesse
passa a ser, então, a investigação daquele que é o maior ou menor estimador.
Os problemas associados aos extremos, que não se esgotam nos exemplos acima descritos, indicam
que qualquer teoria de extremos bem sucedida reunira um extenso numero de topicos interessantes
das mais diversas areas do conhecimento. Matematicamente, todos os problemas que foram referi-
dos, podem ser interpretados formalmente do seguinte modo: efectuado um numero n de medições
aleatorias X1, . . . ,Xn pretende-se estudar e conhecer o comportamento de min (X1, . . . ,Xn) ou de
max (X1, . . . ,Xn). Se pensarmos numa inundação provocada pelo excesso de caudal de um rio,
Xj indicara o nvel do rio no dia j onde, por exemplo, podemos considerar como "dia 1"o dia de
hoje. Visto que desconhecemos o nvel do rio no futuro, podemos toma-lo como aleatorio. A res-
posta  a questão "Estara o nvel do rio abaixo de 250cm daqui a 4 anos?"passa pelo calculo de
P
{
max (X1, . . . ,Xn) 6 250
}
em que n = 1461.
Mais concretamente, o objectivo sera impor condições sobre sucessões de constantes bn, dn ∈ R e
an, cn > 0 tais que,
lim
n→∞P
{
min (X1, . . . ,Xn)− bn
an
6 x
}
= L(x)
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e
lim
n→∞P
{
max (X1, . . . ,Xn)− dn
cn
6 x
}
= H(x)
para algumas funções de distribuição L(x) e H(x) a determinar. Embora hajam resultados de con-
vergência desenvolvidos num cenario mais geral no que concerne  as hipoteses sobre as v.a.'s X1, . . . ,Xn
(ver [31]) assumiremos sempre que estas v.a.'s são i.i.d. não-degeneradas. Convém ainda sublinhar
a importancia do estudo assimptotico do modelo ja que, em muitas situações, a analise assimptotica
conduz-nos ao modelo exacto para o fenomeno em estudo, enquanto um numero fixo de observações
apenas pode utilizado como uma aproximação. A espectacularidade desta teoria reside no facto de
virmos a compreender a regularidade de comportamento de fenomenos extremos. . . o que até parece
contraditorio!
Ao longo desta secção X,X1,X2, . . . sera uma sucessão de v.a.'s i.i.d. não-degeneradas com função
de distribuição comum F . Por uma questão de necessidade de resultados especficos em captulos
futuros, trabalharemos doravante, apenas e so commax (X1, . . . ,Xn). No entanto, todos os resultados
desenvolvidos para max (X1, . . . ,Xn) possuem versões analogas para min (X1, . . . ,Xn) dada a relação
min (X1, . . . ,Xn) = −max (−X1, . . . ,−Xn). Denotemos,
M1 = X1, Mn = max (X1, . . . ,Xn) (n > 2)
cuja função de distribuição é P{Mn 6 x} = P{X1 6 x, . . . ,Xn 6 x} = Fn(x), x ∈ R, n ∈ N.
O topico principal desta secção consistira em caracterizar todas as possveis distribuições limite da
sucessão centralizada e normalizada c−1n
(
Mn − dn
)
, cn > 0, dn ∈ R. Esta questão esta intimamente
ligada a uma outra: quais as distribuições que satisfazem para todo o n > 2 a identidade em lei,
max (X1, . . . ,Xn)
d= cnX+ dn
para sucessões de constantes apropriadas cn > 0 e dn ∈ R?
Definição 1.5.1 Uma v.a. não-degenerada X (ou a correspondente f.d.) diz-se max-estavel se
satisfaz,
max (X1, . . . ,Xn)
d= cnX+ dn, ∀n > 2 (1.5.1)
para X1, . . . ,Xn copias independentes de X e sucessões de constantes cn > 0, dn ∈ R apropriadas.
As sucessões de constantes cn > 0 e dn ∈ R são designadas, respectivamente, por constantes
normalizantes e constantes centralizantes. Se X,X1,X2, . . . for uma sucessão de v.a.'s i.i.d.
max-estaveis então (1.5.1) pode ser reescrita como,
c−1n
(
Mn − dn
) d= X
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donde qualquer f.d. max-estavel é distribuição limite do (apropriadamente centralizado e norma-
lizado) maximo de v.a.'s i.i.d.; além disso, funções de distribuição max-estaveis são as unicas dis-
tribuições limite de c−1n
(
Mn − dn
)
.  A semelhança do que ja aconteceu anteriormente omitiremos as
demonstrações de todos os resultados apresentados; contudo, o leitor podera encontra-las em livros
da especialidade como [26], [31], [77] ou [78].
Teorema 1.5.1 A classe de funções de distribuição max-estaveis coincide com a classe de todas as
possveis funções de distribuição não-degeneradas que são limite da (apropriadamente centralizada e
normalizada) sucessão do maximo de v.a.'s i.i.d..
Demonstração. Consultar [26], pagina 121.
Definição 1.5.2 Sendo α > 0 chamam-se distribuições de valores extremos  as funções de dis-
tribuição Φα, Λ e Ψα definidas como se segue:
Φα(x) =

exp(−x−α) se x > 0
0 se x 6 0
Λ(x) = exp
(− e−x), x ∈ R
Ψα(x) =

1 se x > 0
exp
(− (−x)α) se x 6 0
chamadas, respectivamente, distribuição de Fréchet, distribuição de Gumbel e distribuição
de Weibull.
O proximo resultado, o teorema de Fisher-Tippett, especifica a forma da distribuição limite para
o maximo de v.a.'s i.i.d. centralizadas e normalizadas constituindo, assim, um dos resultados funda-
mentais da teoria de valores extremos.
Teorema 1.5.2 (teorema de Fisher-Tippett) Seja {Xn, n > 1} uma sucessão de v.a.'s i.i.d..
Se existem constantes normalizantes cn > 0, constantes centralizantes dn ∈ R e alguma função de
distribuição H não-degenerada tais que,
lim
n→∞F
n(cnx+ dn) = H(x)
então H é do mesmo tipo de uma das três distribuições de valores extremos.
Demonstração. Consultar [26], pagina 121.
Observação 1.5.1 Observemos que as funções de distribuição que são do mesmo tipo de uma das
três distribuições de valores extremos são contnuas em todo o R donde podemos escrever mais
correctamente: lim
n→∞F
n(cnx+ dn) = H(x), x ∈ R.
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Identificada que esta a f.d. limite da sucessão centralizada e normalizada do maximo de v.a.'s
i.i.d. levantam-se agora outras questões: dada uma distribuição de valores extremos H, que condições
sobre F implicam a convergência em lei de c−1n
(
Mn−dn
)
? Como escolher as constantes normalizantes
cn > 0 e centralizantes dn ∈ R de modo a que lim
n→∞F
n(cnx+ dn) = H(x)? Pode acontecer que
diferentes constantes normalizantes e centralizantes impliquem a convergência para distintas funções
de distribuição limite? Esta ultima questão pode ser respondida de imediato: a distribuição limite
é unicamente determinada a menos de uma transformação afim. Para responder  as duas primeiras
questões é necessario introduzir a seguinte definição.
Definição 1.5.3 Dizemos que a variavel aleatoria X (ou a sua função de distribuição F ) pertence
ao domnio de atracção maximal de uma distribuição H não-degenerada e escrevemos X ∈ D(H)
(ou F ∈ D(H)) se existirem constantes normalizantes cn > 0 e constantes centralizantes dn ∈ R tais
que,
lim
n→∞F
n(cnx+ dn) = H(x).
Até ao final desta secção, iremos dar as condições necessarias e suficientes para que a função de
distribuição F pertença ao domnio de atracção maximal de uma das três distribuições de valores
extremos, caracterizando em simultaneo as constantes normalizantes cn > 0 e constantes centrali-
zantes dn ∈ R. Antes, porém, sera necessario introduzirmos o conceito de função quantil de uma
distribuição.
Definição 1.5.4 Sendo F uma função de distribuição então a função dada por,
F←−(t) = inf
{
x ∈ R : F (x) > t}, 0 < t < 1
designa-se por função quantil da função de distribuição F . A quantidade xt = F←−(t) chama-se
t-quantil de F .
A. O domnio de atracção maximal da distribuição de Fréchet
O proximo resultado caracteriza o domnio de atracção maximal da distribuição de Fréchet Φα,
α > 0.
Teorema 1.5.3 (Domnio de atracção maximal de Φα) A função de distribuição F pertence ao
domnio de atracção maximal de Φα, α > 0 se e so se F (x) = x−α`(x) para alguma função de variação
lenta `. Se F pertence ao domnio de atracção maximal de Φα, α > 0 então,
lim
n→∞F
n(cnx) = Φα(x), x ∈ R
onde a sucessão de constantes normalizantes é cn = F←−(1− n−1).
Demonstração. Consultar [26], pagina 131.
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Sinteticamente, podemos escrever,
F ∈ D(Φα) ⇐⇒ F ∈ R−α.
Observação 1.5.2 Observe-se que qualquer função de distribuição F que pertença ao domnio de
atracção maximal de Φα, α > 0 tem o extremo direito do suporte infinito, ou seja, xsup =∞. Além
disso, a sucessão de constantes normalizantes pode ser expressa por cn = n1/α`0(n) para alguma
função de variação lenta `0.
Num sentido eminentemente pratico, tendo como objectivo as aplicações, exibimos condições
suficientes para a identificação das distribuições que estão na classe acima referida.
Corolario 1.5.1 Seja F uma função de distribuição absolutamente contnua com densidade f positiva
nalgum intervalo ]x0,∞[, x0 ∈ R.
(a) Se para algum α > 0,
lim
x→∞
x f(x)
F (x)
= α
então F ∈ D(Φα) e podemos escolher a sucessão normalizante cn de modo que cnf(cn) ∼ α/n,
n→∞.
(b) Se f é não-crescente e F ∈ D(Φα) então lim
x→∞
x f(x)
F (x)
= α > 0.
(c) lim
x→∞
x f(x)
F (x)
= α > 0 se e so se para algum x0,
F (x) = c exp
(
−
∫ x
x0
α(t)
t
dt
)
, x > x0 (c > 0)
onde α(x) é uma função mensuravel definida em ]x0,∞[ satisfazendo lim
t→∞α(t) = α.
Demonstração. Consultar [78], pagina 63.
Proposição 1.5.1 Se X é uma v.a. com função de distribuição F ∈ D(Φα) então E
[
(X+)p
]
< ∞
para qualquer 0 < p < α onde X+ = max (X, 0).
Demonstração. Consultar [31], pagina 120.
B. O domnio de atracção maximal da distribuição de Weibull
As funções de distribuição Ψα e Φα estão intimamente relacionadas uma vez que Ψα(−x−1) =
Φα(x), x > 0. Deste modo, também os respectivos domnios de atracção maximal vão estar intima-
mente relacionados como mostra o seguinte resultado.
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Teorema 1.5.4 (Domnio de atracção maximal de Ψα) A função de distribuição F com ex-
tremo direito do suporte xsup pertence ao domnio de atracção maximal de Ψα, α > 0 se e so se
xsup < ∞ e F (xsup − x−1) = x−α`(x) para alguma função de variação lenta `. Se F pertence ao
domnio de atracção maximal de Ψα, α > 0 então,
lim
n→∞F
n(xsup + cnx) = Ψα(x), x ∈ R
onde a sucessão de constantes normalizantes é cn = xsup − F←−(1− n−1) e a sucessão de constantes
centralizantes é dn = xsup.
Demonstração. Consultar [26], pagina 135.
Simbolicamente, podemos escrever,
F ∈ D(Ψα) ⇐⇒ xsup <∞ e F (xsup − x−1) ∈ R−α.
O Corolario 1.5.1 admite um resultado correspondente para o domnio de atracção maximal da
distribuição de Weibull.
Corolario 1.5.2 Seja F uma função de distribuição absolutamente contnua com extremo direito do
suporte xsup <∞ e densidade f positiva nalgum intervalo ]x0, xsup[, x0 < xsup.
(a) Se para algum α > 0,
lim
x→xsup
(xsup − x) f(x)
F (x)
= α
então F ∈ D(Ψα).
(b) Se f é não-crescente e F ∈ D(Ψα) então lim
x→xsup
(xsup−x) f(x)
F (x)
= α > 0.
(c) lim
x→xsup
(xsup−x) f(x)
F (x)
= α > 0 se e so se
F (x) = c exp
(
−
∫ x
x−1sup
δ(t)
xsup − t dt
)
, x0 < x < xsup (c > 0)
onde a função δ : ]0,∞[→]0,∞[ verifica lim
t→xsup
δ(t) = α.
Demonstração. Consultar [78], pagina 63.
C. O domnio de atracção maximal da distribuição de Gumbel
Finalizamos esta secção com a analise da terceira grande classe de distribuições: o domnio de
atracção maximal da distribuição de Gumbel. O domnio de atracção maximal da distribuição de
Gumbel cobre um vasto conjunto de distribuições, i.e. distribuições com comportamentos de cauda
variadamente distintos. De entre estas, encontram-se distribuições cuja cauda de probabilidade de-
cresce para zero mais rapidamente que qualquer potência x−α, em especial, a distribuição log-normal
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(dita de cauda moderadamente pesada) e a distribuição normal (chamada de cauda light). No en-
tanto, convém destacar que existem distribuições com suporte limitado  a direita que estão também
includas nesta classe.
Definiremos a função auxiliar de uma função de distribuição F por,
A(x) =
1
F (x)
∫ xsup
x
F (t) dt, x < xsup.
Refira-se que, dada uma variavel aleatoria X com função de distribuição F a função auxiliar A(x) não
é mais do que a função excesso média: A(x) = E
(
X− x|X > x), x < xsup também conhecida por
função vida residual esperada quando X > 0 e E(X) <∞.
Os dois proximos resultados caracterizam por completo as funções de distribuição desta vasta
classe.
Teorema 1.5.5 (Domnio de atracção maximal de Λ) A função de distribuição F com extremo
direito do suporte xsup 6 ∞ pertence ao domnio de atracção maximal de Λ se e so se existir algum
x0 < xsup tal que,
F (x) = h(x) exp
(
−
∫ x
x0
g(t)
a(t)
dt
)
, x0 < x < xsup
onde h(x), g(x) são funções mensuraveis que satisfazem lim
x→xsup
h(x) = h0 > 0, lim
x→xsup
g(x) = 1 e
a(x) é uma função positiva, absolutamente contnua em ]x0, xsup[22 com derivada a′(x) verificando
lim
x→xsup
a′(x) = 0. A sucessão de constantes centralizantes pode ser escolhida como dn = F←−(1− n−1)
e a sucessão de constantes normalizantes por cn = a(dn).
Demonstração. Consultar [26], pagina 142.
A outra caracterização é expressa no,
Teorema 1.5.6 A função de distribuição F com extremo direito do suporte xsup 6 ∞ pertence ao
domnio de atracção maximal de Λ se e so se existe alguma função positiva aˆ tal que,
lim
x→xsup
F
(
x+ taˆ(x)
)
F (x)
= e−t, t ∈ R.
Demonstração. Consultar [26], pagina 143.
Observação 1.5.3 Observe-se que nos teoremas anteriores, a função auxiliar A(x) é uma escolha
possvel para ambas as funções a(x) e aˆ(x).
22Seja f uma função real de variavel real definida num intervalo J de R. Se para todo o δ > 0 existir um ε > 0 tal
que
Pn
i=1 |f(bi)− f(ai)| < δ para cada famlia finita
˘
]ai, bi[, i > 1
¯
de subintervalos abertos de J disjuntos dois a
dois que satisfaça
Pn
i=1(bi − ai) < ε dizemos que f é absolutamente contnua em J (ver [39], pagina 282).
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Em particular, no domnio de atracção maximal da distribuição de Gumbel encontram-se as
funções de von Mises, isto é, as funções F que admitem a seguinte representação,
F (x) = c exp
{
−
∫ x
x0
1
a(t)
dt
}
, x0 < x < xsup (c > 0)
com a(x) uma função positiva, absolutamente contnua em ]x0, xsup[ com derivada a′(x) verificando
lim
x→xsup
a′(x) = 0.
As versões dos anteriores corolarios dos domnios de atracção maximal da distribuição de Fréchet
e Weibull possuem, no domnio de atracção maximal da distribuição de Gumbel, dois resultados
correspondentes consoante a existência ou não de segunda derivada da função de distribuição F .
Corolario 1.5.3 Seja F uma função de distribuição absolutamente contnua com extremo direito do
suporte xsup 6∞ e densidade f .
(a) Se
lim
x→xsup
f(x)[
F (x)
]2 ∫ xsup
x
F (t) dt = 1
então F ∈ D(Λ). A sucessão de constantes centralizantes pode ser escolhida como dn = F←−(1−
n−1) e a sucessão de constantes normalizantes por cn = A(dn).
(b) Se f é não-crescente e F ∈ D(Λ) então lim
x→xsup
f(x)
[F (x)]2
∫ xsup
x F (t) dt = 1.
(c) lim
x→xsup
f(x)
[F (x)]2
∫ xsup
x F (t) dt = 1 se e so se para algum x0 < xsup 6∞,
F (x) = c exp
(
−
∫ x
x0
g(t)
a(t)
dt
)
, x0 < x < xsup (c > 0)
onde lim
x→xsup
g(x) = 1 e a(x) é uma função positiva, absolutamente contnua em ]x0, xsup[ com
derivada a′(x) verificando lim
x→xsup
a′(x) = 0.
(d) Para algum x0 < xsup 6∞,
lim
x→xsup
f(x)[
F (x)
]2 ∫ xsup
x
F (t) dt = 1 ⇐⇒ tf(F←−(1− t−1)) ∈ R0 ⇐⇒
⇐⇒ F (x) = c exp
(
−
∫ x
x0
g(t)
a(t)
dt
)
, x0 < x < xsup (c > 0)
onde limx→xsup g(x) = 1 e a(x) é uma função positiva, absolutamente contnua em ]x0, xsup[
com derivada a′(x) verificando lim
x→xsup
a′(x) = 0.
Demonstração. Consultar [78], pagina 64.
Corolario 1.5.4 Seja F uma função de distribuição absolutamente contnua com extremo direito do
suporte xsup 6 ∞ e suponhamos que existe algum x0 < xsup tal que F possui segunda derivada F ′′
negativa em ]x0, xsup[.
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(a) Se
lim
x→xsup
F (x)F ′′(x)[
F ′(x)
]2 = −1
então F ∈ D(Λ) e podemos tomar a(x) = F (x)F ′(x) .
(b) Se F ′′ é não-decrescente, F ′(x) = − ∫ xsupx F ′′(t) dt e F ∈ D(Λ) então limx→xsup F (x)F ′′(x)[F ′(x)]2 = −1.
(c) lim
x→xsup
F (x)F ′′(x)
[F ′(x)]2
= −1 se e so se F é uma função de von Mises duas vezes diferenciavel.
Demonstração. Consultar [78], pagina 66.
O resultado abaixo expõe uma propriedade interessante de algumas distribuições do domnio de
atracção maximal da distribuição de Gumbel.
Proposição 1.5.2 Se X é uma v.a. com função de distribuição F ∈ D(Λ) e extremo direito do suporte
infinito então F ∈ R−∞. Em particular, E
[
(X+)p
]
<∞ para qualquer p > 0 onde X+ = max (X, 0).
Demonstração. Consultar [26], pagina 148.
1.6 Analise de regressão
O termo regressão foi introduzido, no século XIX, por Francis Galton no seu artigo Family Likeness
in Stature de 1886. Neste trabalho, Galton estabeleceu que, embora exista uma tendência para que
pais altos tenham filhos altos e pais baixos tenham filhos baixos, a média de alturas de filhos nascidos
de pais com uma determinada altura (em particular, de pais invulgarmente altos ou baixos) tendem
a mover-se ou a "regredir"em direcção  a altura média de toda a população. Esta lei de regressão
universal proposta por Galton, foi confirmada mais tarde por Karl Pearson num artigo de 1903
intitulado On the Laws of Inheritance onde foram recolhidos mais de um milhar de registos de
alturas de membros de grupos familiares. Mais concretamente, Pearson estabeleceu que a média de
alturas de filhos de um grupo de pais altos era inferior  a média de alturas dos seus progenitores e
que a média de alturas de filhos de um grupo de pais baixos era maior que a média de alturas dos
seus progenitores, constatando-se uma igual "regressão"para filhos altos e baixos em direcção  a média
de todos os indivduos (nas palavras de Galton esta era a "regressão  a mediocridade"). Contudo,
a interpretação moderna de regressão é bastante diferente. Em grosso modo, a analise de regressão
esta relacionada com o estudo da dependência de uma variavel (variavel dependente) a uma ou mais
variaveis tendo em vista a estimação e/ou predição da (população) média ou do valor médio da
variavel dependente  a custa dos valores conhecidos ou fixos (em amostras realizadas) das restantes
variaveis.
Nas mais diversas ciências, é usual estudar um determinado fenomeno com base em dados (infor-
mações resultantes de observações efectuadas ou situações experimentais realizadas), com o objectivo
de descrever, explicar ou prever o seu comportamento. Neste processo, é importante saber, ainda que
de forma aproximada, o mecanismo subjacente ao fenomeno em estudo com o intuito de estabelecer
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formulações matematicas que correspondam fielmente  as descrições do mesmo. Estas formulações
matematicas são vulgarmente conhecidas por modelos.
Em muitas situações, ha apenas interesse em investigar se uma variavel quantitativa Y esta rela-
cionada com outras variaveis quantitativas X1, . . . ,Xp e qual a expressão matematica que, porventura,
as liga. Assim, de um modo geral, o estudo do comportamento da variavel Y como função das outras
variaveis X1, . . . ,Xp pode ser traduzido pelo seguinte modelo,
Y = f(X1, . . . ,Xp;β1, . . . , βκ) (1.6.1)
onde β1, . . . , βκ são constantes fixas mas desconhecidas, designadas habitualmente por parametros
do modelo. Na terminologia corrente, a variavel Y é conhecida por variavel explicada, variavel
resposta ou variavel endogena e as variaveis X1, . . . ,Xp são chamadas de variaveis explicativas,
variaveis controladas23 ou variaveis exogenas. É especialmente importante o caso em que a
relação funcional (1.6.1) assume a forma,
Y = β1X1 + . . .+ βκXκ (1.6.2)
dizendo-se então que estamos perante um modelo linear relativamente aos parametros.
De seguida, são apresentados alguns exemplos concretos das relações funcionais acima descritas.
Exemplo 1.6.1
O consumo privado, considerado como agregado macroeconomico, constitui uma variavel cujo com-
portamento tem sido amplamente estudado. O modelo mais simples é a função de consumo
keynesiana, onde o consumo C é explicado a partir do rendimento disponvel R, através da relação
C = f(R). É habitual propor para f uma função afim C = β1+β2R, onde β1 e β2 são os parametros
do modelo (β2 é a propensão marginal para consumir pois mede a variação de C relativa  a variação
de R satisfazendo 0 < β2 < 1).
Exemplo 1.6.2
Suponhamos que numa experiência, foram feitas medições da voltagem V relativamente  a intensidade
de corrente I num determinado circuito eléctrico. Teoricamente, existe uma relação linear entre as
variaveis V e I conhecida por lei de Ohm: V = RI onde R é a resistência. Assim, se desejarmos
uma estimação de R a partir das medições efectuadas, é razoavel considerar a relação V = β I.
Emmuitos casos, pode acontecer que o modelo (1.6.1) não seja linear relativamente aos parametros,
mas que mediante uma transformação de variavel se consiga obter um modelo linear, afirmando-se en-
tão que o modelo em causa foi linearizado. Um modelo linear ou linearizavel diz-se intrinsecamente
linear relativamente aos parametros.
Exemplo 1.6.3
Considere-se uma unidade produtiva que se dedica ao fabrico de um bem, onde é possvel estabelecer
(em certas condições) uma relação funcional entre a produção Q do bem e determinada combinação
23Note-se que o termo "controladas"usado para designar as variaveis X1, . . . ,Xp é bastante sugestivo, no sentido em
que estas variaveis assumem certos valores fixos no modelo.
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de factores produtivos como sucede, por exemplo, com capital K e trabalho L. Esta relação funcional
chama-se função de produção. Uma especificação muito utilizada é a função de Cobb-Douglas,
Q = β1Kβ2Lβ3 (1.6.3)
onde β1, β2 e β3 são constantes positivas (β2 e β3 representam as elasticidades da quantidade pro-
duzida relativamente ao capital e ao trabalho, respectivamente). A função de Cobb-Douglas é lineari-
zavel uma vez que logaritmizando a expressão (1.6.3) obtém-se,
logQ = log β1 + β2 logK + β3 log L.
Enfim, outros exemplos de modelos intrinsecamente lineares poderiam ser citados como omodelo
de Michaelis-Menten que traduz a actividade de algumas enzimas,
Y =
β1X
β2 +X
.
Esta equação relaciona a "velocidade"inicial de uma reacção enzimatica com a concentração de subs-
trato X (β1 indica a velocidade de reacção quando a enzima esta completamente saturada com o
substrato e a reacção se processa  a maxima velocidade e β2 é a concentração do substrato aquando da
metade da velocidade de reacção). Este modelo pode ser transformado num modelo linear expressando
o recproco da velocidade como função da concentração de substrato recproca,
1
Y
=
1
β1
+
β2
β1
1
X
.
Naturalmente, pode sempre acontecer que o modelo não seja intrinsecamente linear nos parametros.
É o que sucede nos proximos exemplos,
Exemplo 1.6.4
A função de produção CES,24
Q = β1
[
(1− β3)L−β4 + β3K−β4
]−β2
β4
onde β1 > 0, β2 > 0, 0 < β3 < 1 e β4 ∈ R é não-linear e neste caso, não existe qualquer transformação
de Q que permita obter um modelo linear.
Exemplo 1.6.5
No modelo logstico,
Y =
β1
1 + β2e−β3X
em que β1, β2, β3 ∈ R constata-se, sem dificuldade, que estamos perante um modelo intrinsecamente
não-linear (para outros exemplos ver [9]).
24Função de produção elasticidade de substituição constante.
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Por questões de conteudo em captulos posteriores, a nossa base de trabalho assentara, salvo
indicação em caso contrario, no modelo linear proposto em (1.6.2). Porém, é indispensavel avaliar a
sua adequação  a realidade, nomeadamente para prever a evolução do fenomeno em estudo, sendo pois
necessario estimar os parametros do modelo. Visto que os resultados que pretendemos desenvolver
mais adiante se enquadram exclusivamente num cenario de amostras de grande dimensão, deveremos
dispor de:
(a) Informação sobre as grandezas (variaveis e parametros) do modelo. Uma componente funda-
mental desta informação consiste nas observações das variaveis, que constituem os dados do
modelo;
(b) Métodos de calculo que possibilitem obter estimativas para os parametros do modelo, através
de um estimador indispensavel para o efeito;
(c) Técnicas que permitam analisar a consistência do estimador para grandes amostras.
Suponhamos que se têm n observações de cada variavel,
yi;xi1, . . . , xiκ (i = 1, . . . , n)
que constituem os dados do modelo. Convém referir que, os dados se podem classificar em seccionais
e temporais. Os dados são seccionais quando se referem a observações de atributos de determinadas
entidades em certo momento ou perodo de tempo (por exemplo, as quantidades produzidas e as
quantidades de factores de produção utilizados referentes  as empresas de uma certa industria num
determinado ano, as despesas em bens de consumo e os rendimentos das famlias consideradas numa
determinada amostra em determinado ano). Os dados são temporais quando dizem respeito a ob-
servações de atributos de uma mesma entidade para varios momentos ou perodos de tempo (por
exemplo: as quantidades produzidas e as quantidades de factores de produção utilizados referentes
a uma determinada industria nos ultimos 10 anos, o consumo e o rendimento disponvel num deter-
minado pas nos ultimos 20 anos). Para cada observação, o modelo especificado permite escrever a
seguinte relação determinstica,
yi = β1xi1 + . . .+ βκxiκ, i = 1, . . . , n (1.6.4)
i.e. uma função que caracteriza de forma exacta o modo como yi depende de xi1, . . . , xiκ para cada
i. No entanto, facilmente se comprova que, em muitas aplicações (sobretudo em fenomenos sociais),
é praticamente impossvel dispor de uma relação deste tipo para cada uma das n observações. Por
exemplo, admitamos que temos dados relativos ao rendimento X e  as despesas de consumo Y de um
conjunto de famlias e pretendemos efectuar um orçamento de sobrevivência. Visto que as despesas de
consumo familiares dependem, para além do rendimento, de factores tão cruciais como o numero de
membros e a sua composição, suponhamos ainda que as famlias em estudo possuem o mesmo numero
de membros e igual composição. Porém, é completamente irrealista esperar que todas as famlias com
um dado rendimento Xi mostrem exactamente as mesmas despesas Yi = β1 + β2Xi, pois de entre
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todas as famlias com o mesmo rendimento existiram variações nas idades, um dos membros pode
gostar de carros de luxo, roupas de marca, jogar regularmente em casinos, viajar para o estrangeiro,
. . . e uma lista sem fim poderia ser aqui anunciada. Por outro lado, alguns destes factores podem
nem ser quantificaveis e mesmo que sejam, pode não ser possvel obter dados sobre eles. Além disso,
muitas variaveis podem sofrer ligeiros efeitos de maneira a que, mesmo com quantidades substanciais
de dados, a estimação estatstica da sua influência se possa revelar difcil e incerta. Evidentemente,
ha também que acautelar um certo elemento basico e imprevisvel de casualidade na resposta humana.
Esta questão do enquadramento teorico do fenomeno em estudo é ultrapassada recorrendo  a "fle-
xibilização"da relação (1.6.4), ou seja, especificando um relacionamento linear expandido que envolva
variaveis aleatorias. Deste modo, admite-se que as observações da variavel explicada são variaveis
aleatorias Yi e adiciona-se uma variavel aleatoria ei  a combinação linear das respectivas observações
das variaveis explicativas,
Yi = β1xi1 + . . .+ βκxiκ + ei, i = 1, . . . , n. (1.6.5)
O termo ei é designado por erro aleatorio associado  a i-ésima observação e o seu objectivo em (1.6.5)
é caracterizar as discrepancias que emergem entre os valores de Yi observados e os valores que seriam
dados por um relacionamento funcional exacto. Claro esta que, o efeito lquido de todas as influências
omitidas ou não-mensuraveis do anterior problema do orçamento familiar fica representado por esta
variavel aleatoria. Mais geralmente, na teoria dos erros, os erros aleatorios ou acidentais são devidos
a causas diversas e incoerentes, bem como a causas temporais que variam durante observações su-
cessivas e que escapam a uma analise em função da sua imprevisibilidade, tanto em grandeza como
em sentido. Podem ter varias origens como: os instrumentos de medida, pequenas variações das
condições ambientais (pressão, temperatura, fontes de rudos) ou factores relacionados com o proprio
observador. Os erros acidentais mudam o resultado em qualquer sentido, aumentando a dispersão de
resultados e afectando consequentemente a precisão dos mesmos. Obviamente, não podemos predizer
qual o valor especfico de ei em cada observação, mas podemos fazer hipoteses sobre as caractersticas
principais da sua distribuição de probabilidade.
O conjunto das n igualdades (1.6.5) (uma para cada observação) é tradicionalmente conhecido
por modelo de regressão linear. Utilizando a notação matricial, podemos escrever o modelo de
regressão linear sinteticamente,
Y =Xβ + e (1.6.6)
onde,
Y =

Y1
Y2
...
Yn
 , X =

x11 x12 . . . x1κ
x21 x22 . . . x2κ
...
...
. . .
...
xn1 xn2 . . . xnκ
 , β =

β1
β2
...
βκ
 e e =

e1
e2
...
en

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são respectivamente, o vector das observações (aleatorias) da variavel explicada, a matriz de
modelo, o vector parametro e o vector dos erros (aleatorios). Num quadro mais generalista,
que possibilite a inclusão de funções não-lineares nos parametros, podemos idealizar o modelo de
regressão não-linear, 
Y1 = f(x1•,β) + e1
Y2 = f(x2•,β) + e2
...
Yn = f(xn•,β) + en
em que f : Rκ ×→ R é uma função conhecida  a partida e
x1• = (x11, x12, . . . , x1κ)
x2• = (x21, x22, . . . , x2κ)
...
xn• = (xn1, xn2, . . . , xnκ)
são os vectores das variaveis explicativas ou exogenas (ver [9] ou [33]).
Apresentado o modelo de regressão linear (1.6.6) que analisaremos detalhadamente nos proximos
captulos com hipoteses adicionais sobre os coeficientes da matriz de modelo e as componentes do
vector dos erros, avançamos para o método de calculo que usaremos para estimar os respectivos
parametros do modelo. Por questões técnicas, assumiremos que n > κ e também que os vectores das
n observações de cada uma das κ variaveis explicadas (endogenas),
x•1 = (x11, x21, . . . , xn1)
x•2 = (x12, x22, . . . , xn2)
...
x•κ = (x1κ, x2κ, . . . , xnκ)
são linearmente independentes, i.e. admitiremos que a caracterstica da matriz de modeloX é κ. Por
outras palavras, recordando que existemulticolinearidade exacta da matriz de modeloX quando a
sua caracterstica é inferior a κ, trabalharemos sempre sob a ausência de multicolinearidade exacta da
matriz de modelo X. De referir ainda que, excluiremos também a hipotese de multicolinearidade
quasi-exacta da matriz de modelo, ou seja, evitaremos situações em que a caracterstica de X é κ
mas os vectores x•1,x•2, . . . ,x•κ são "quase"linearmente dependentes, o que acontece se x•1 estiver
"perto"de ser linearmente gerado por x•2, . . . ,x•κ. Por exemplo, considerando
Xc = c1x•1 + c2x•2 + . . .+ cκx•κ
.= 0
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onde
c =

c1
c2
...
cκ

com alguma componente não-nula e "
.="significa "quase igual a". Se c1 6= 0 (se c1 = 0 rearrange-se
as colunas da matriz de modelo X de forma a não ser zero) então,
x•1
.=
(
−c2
c1
)
x•2 + . . .+
(
−cκ
c1
)
x•κ (1.6.7)
ou
x•1 =
(
−c2
c1
)
x•2 + . . .+
(
−cκ
c1
)
x•κ + v1
em que v1 é precisamente a diferença entre os membros esquerdo e direito de (1.6.7). Nos fenomenos
economicos, é usual encontrar o problema da multicolinearidade uma vez que as observações de
variaveis economicas diferentes (particularmente as referentes a dados agregados) estão fortemente
correlacionadas, o que da lugar a "quase"dependências lineares.
Nestas condições, podemos garantir a existência da matriz
(
XTX
)−1 facto que, como se vai ver
de seguida, tera uma importancia decisiva para a estimação dos parametros do modelo de regressão
linear. De notar ainda que a diferença n− κ constitui o numero de graus de liberdade do modelo.
O método que iremos utilizar para estimar o vector parametro β (e portanto os parametros)
do modelo de regressão linear (1.6.6) designa-se por método dos mnimos quadrados. Convém
sublinhar que o vector parametro β assume valores num dado subconjunto  de Rκ chamado espaço
parametro. A ttulo ilustrativo,
 =
{
(β1, β2) ∈ R2 : 0 < β2 < 1
}
é o espaço parametro associado ao Exemplo 1.6.1.
Definição 1.6.1 O estimador dos mnimos quadrados (EMQ) do vector parametro β é o vector
β˜ do espaço parametro  ⊂ Rκ que minimiza a função u : → R definida por,
u(β) =
(
Y −Xβ)T (Y −Xβ).
Observação 1.6.1 Observe-se que o método dos mnimos quadrados propõe o seguinte critério: esco-
lher β no espaço parametro de forma a minimizar a soma do quadrado dos erros,
e21 + e
2
2 + . . .+ e
2
n ou e
Te.
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Retomando a expressão de u da Definição 1.6.1 e utilizando propriedades bem conhecidas do
calculo matricial obtém-se sucessivamente,
u(β) = YTY − βTXTY −YTXβ + βTXTXβ
= YTY − 2βTXTY + βTXTXβ
= YTY −YTX(XTX)−1XTY + βTXTXβ +YTX(XTX)−1XTY − 2βTXTY
= YT
[
I −X(XTX)−1XT ]Y + βTXTXβ+
+YTX
(
XTX
)−1
XTX
(
XTX
)−1
XTY − 2βTXTX(XTX)−1XTY
= YT
[
I −X(XTX)−1XT ]Y + [β − (XTX)−1XTY]TXTX[β − (XTX)−1XTY]
donde para encontrarmos o minimizante β˜ basta ter em conta que,[
β − (XTX)−1XTY]TXTX[β − (XTX)−1XTY] (1.6.8)
é uma forma quadratica definida positiva de matriz XTX. Consequentemente, o valor que minimiza
a forma quadratica (1.6.8) sera aquele que a anula o que acontece se,
β˜ =
(
XTX
)−1
XTY. (1.6.9)
A solução (1.6.9) obtida designa-se habitualmente por solução dos mnimos quadrados e é a
solução exacta e unica do sistema de Cramer XTXβ =XTY conhecido por sistema de equações
normais dos mnimos quadrados.
Observação 1.6.2 Convém destacar que existem outros métodos de calculo que possibilitam a esti-
mação dos parametros em cenarios mais gerais, nomeadamente, quando o problema da multicoli-
nearidade exacta se coloca e não existe a inversa da matriz XTX (pois a matriz de modelo tem
caracterstica inferior a κ), não podendo a solução dos mnimos quadrados ser alcançada. Uma
dessas técnicas de calculo chama-se método das componentes principais que, no entanto, não
sera abordada no presente texto.
Encontrado que esta o EMQ, resta-nos agora definir formalmente o conceito de consistência.
Antes porém, estabeleçamos algumas noções elementares de teoria da amostragem.
Em Estatstica, o termo população designa um conjunto de elementos cujos atributos são objecto
de um determinado estudo. Para conhecer de forma completa uma população tem de analisar-se todos
os seus elementos, isto é, realizar um censo ou indagação completa. Exceptuando os casos em que
a população tem dimensão modesta e é acessvel, raramente é possvel analisar todos os elementos
de uma população finita e, evidentemente, é sempre impossvel observar todos os elementos de uma
população infinita. Portanto, o estudo dos atributos de uma população tem de ser feito sobre um
seu subconjunto finito, que se designa por amostra. Os termos amostra e população referem-se
a conjuntos de unidades estatsticas contudo, por abuso de linguagem, estes termos também são
utilizados para identificar os conjuntos de valores assumidos pelo atributo em estudo.
JFLS
70 1. Preliminares
Quando um observador, numa perspectiva inferencial, dispõe de uma amostra de n observações
(x1, . . . , xn), supõe que tal amostra é uma realização do vector aleatorio
(X1, . . . ,Xn).
Este vector designa-se habitualmente por amostra aleatoria de dimensão n. Um processo de
amostragem, ou seja, o processo seguido para escolher os elementos da população a incluir na amostra,
da lugar a (X1, . . . ,Xn) e conduz virtualmente a muitas amostras diferentes. O subconjunto de Rn
de todas as amostras passveis de serem seleccionadas chama-se espaço amostra. Existem varios
métodos de selecção de amostras aleatorias que condicionam a forma de fazer inferências a partir
das mesmas. Um processo particular de amostragem, a amostragem casual, acontece quando as
n variaveis aleatorias observadas, componentes do vector (X1, . . . ,Xn) são independentes e identica-
mente distribudas.
Definição 1.6.2 Uma estatstica é um vector aleatorio T(X1, . . . ,Xn), função da amostra aleatoria
(X1, . . . ,Xn), que não envolve qualquer parametro desconhecido.
Dada uma amostra aleatoria (X1, . . . ,Xn) de uma população com função de distribuição conjunta
dependendo, entre possivelmente outros, de um vector parametro θ (desconhecido) pertencente ao
espaço parametro  ⊂ Rκ então as estatsticas que são utilizadas com o proposito de estimar θ =
(θ1, . . . , θκ) denotam-se por T(X1, . . . ,Xn), T′(X1, . . . ,Xn), T′′(X1, . . . ,Xn),. . . . Assim, a qualquer
variavel aleatoria função da amostra aleatoria (X1, . . . ,Xn) chamamos estimador e representamos
por Tn = T(X1, . . . ,Xn).
Definição 1.6.3 Um estimador Tn = T(X1, . . . ,Xn) diz-se:
(F1) fortemente consistente de θ se Tn
q.c.−→ θ para cada θ ∈  fixo.
(f2) fracamente consistente de θ se Tn
P−→ θ para cada θ ∈  fixo.
Definição 1.6.4 Dado p > 0 diz-se que o estimador Tn = Tn(X1, . . . ,Xn) é consistente em
momento de ordem p de θ se Tn
Lp−→ θ para cada θ ∈  fixo. A consistência em momento de
ordem 2 é chamada consistência em média quadratica.
A analise da consistência forte do EMQ nos mais diversos cenarios sera, agora, o tema dos proximos
captulos. . .
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Captulo 2
A consistência forte
2.1 Condições gerais de suficiência
Consideremos o modelo de regressão linear (1.6.6) reescrito do seguinte modo,
Yi = xTi β + ei, 1 6 i 6 n, n > 1 (2.1.1)
onde
xi =

xi1
...
xiκ
 , i = 1, . . . , n
é um vector coluna não-aleatorio com κ componentes, ei é um erro aleatorio relativo  a i-ésima obser-
vação (i = 1, . . . , n) e o β o vector parametro.
Desde a década de sessenta, a consistência do EMQ em modelos lineares tem atrado a atenção de
muitos estatsticos em todo o mundo. Sensivelmente, na segunda metade da década de setenta este
problema foi satisfatoriamente resolvido para o caso em que os erros aleatorios possuiam variancia
finita. Mais concretamente, nos anos de 1978 (ver [53]) e 1979 (ver [54]) Lai, Robbins e Wei mostraram
que se a sucessão {ei, i > 1} fosse i.i.d. com E(e1) = 0 e 0 < E
(
e21
)
< ∞ então uma condição
suficiente para a consistência forte de β˜ seria,
S−1n =
(
n∑
i=1
xix
T
i
)−1
−→ O (2.1.2)
quando n → ∞. Contudo, em 1976, Drygas ja tinha demonstrado, com as mesmas hipoteses para
sucessão de erros, que a condição (2.1.2) era necessaria para se obter a consistência forte do EMQ.
Portanto, ficou estabelecido que se a sucessão {ei, i > 1} for i.i.d. com E(e1) = 0 e 0 < E
(
e21
)
<∞
então a condição (2.1.2) é necessaria e suficiente para que β˜ seja fortemente consistente.
Posteriormente, durante a década de oitenta, alguns autores asiaticos estudaram este proble-
ma a fundo sob hipoteses mais fracas para a sucessão de erros aleatorios, nomeadamente, quando os
erros apenas possuem momentos absolutos finitos de ordem inferior a 2. Inicialmente, as investigações
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foram influenciadas pela crença da condição S−1n −→ O (n→∞) ter um papel crucial na consistência
de β˜. Mas mais tarde constatou-se que esta condição, apesar de ser essencial para o caso em que
a variancia dos erros é finita, é insuficiente quando os erros possuem momentos absolutos finitos de
ordem inferior a 2. Alias, neste cenario, torna-se mesmo impossvel obter simultaneamente condições
necessarias e suficientes para a consistência forte conseguindo-se apenas condições de suficiência. Ja
na década de noventa, com o objectivo de ultrapassar este irremediavel obstaculo, os autores Xiru
Chen e Mingzhong Jin estabeleceram um conceito mais geral de "condição necessaria e suficiente"para
a consistência forte de β˜ chamada condição necessaria e suficiente de primeira espécie em oposição
 a tradicional noção de "condição necessaria e suficiente"(designada então de condição necessaria e
suficiente de segunda espécie). Evidentemente, este novo conceito surgiu com o proposito de dar
sentido  a não existência de condições necessarias no cenario desejado. Na realidade, o conceito usual
de "condição necessaria e suficiente", apesar de ser mais forte do que o novo conceito estabelecido,
goza da inconveniência de não existir nalgumas situações; por outro lado, o conceito de condição
necessaria e suficiente de primeira espécie tem a vantagem de existir sempre ficando, sob um certo
ponto de vista, garantida a existência de condições necessarias e suficientes (ver [15] e [16] para mais
detalhes).
Este estudo acabou por ter um enorme significado pois, devido  a sua natureza probabilstica
associada  as somas de v.a.'s independentes, o problema da consistência forte pode ser encarado
como uma extensão natural das leis de grandes numeros. Adicionalmente, através da analise do
comportamento do EMQ sob hipoteses mais fracas para os momentos absolutos, são reveladas novas
propriedades do EMQ que, curiosamente, contrastam com a situação em que a variancia dos erros é
finita tais como:
1. O facto da equivalência da consistência fraca e forte do EMQ ser verdadeira quando a sucessão
{ei, i > 1} é i.i.d. com E
(
e21
)
<∞ e falsa no caso dos ei's possurem apenas momentos absolutos
finitos de ordem r < 2.
2. É do conhecimento geral que, quando uma sucessão de erros {ei, i > 1} é i.i.d. com E
(
e21
)
<∞
então a introdução de algum parametro linear (incomodo) no modelo (2.1.1) não altera o EMQ
de não-consistente para consistente. Sob condições mais fracas nos momentos absolutos esta
propriedade ja não é valida.
O objectivo principal desta secção sera estender as condições de suficiência desenvolvidas por Xiru
Chen e Mingzhong Jin  a situação em que a sucessão {ei, i > 1} é i.i.d. com E |e1|r <∞ para algum
0 < r 6 1.
Suponhamos que a matriz Si é invertvel para valores grandes de i e escreva-se,
di = S−1i xi, i > 1
com di definido de forma arbitraria para valores pequenos de i (quando a matriz S
−1
i não existe).
Defina-se ainda N(K) = #
{
i > 1: ||di|| > K−1
}
.
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Recuperando a matriz Xn =
[
xij
]
i=1,...,n
j=1,...,κ
do modelo de regressão linear (1.6.6) temos,1
β˜ = β +
(
XTnXn
)−1
XTne (2.1.3)
por substituição do vector das observações Y =Xnβ+e em (1.6.9). Observando que
(
XTnXn
)−1 =
S−1n (para valores grandes de n) somos conduzidos  a seguinte expressão do EMQ,
β˜ = β + S−1n
n∑
i=1
xiei (2.1.4)
pelo que β˜ é fortemente consistente se e so se S−1n
∑n
i=1 xiei
q.c.−→ 0.
Abrimos os resultados sobre a consistência forte do EMQ com um teorema que foi anunciado em
[63] e que constitui uma extensão da lei forte de Kolmogorov para a regressão multipla.
Teorema 2.1.1 Seja {ei, i > 1} uma sucessão de erros i.i.d. do modelo de regressão linear (2.1.1)
com E(e1) = 0 e suponhamos que,
(a) lim
n→∞
1
n
Sn =H com H definida positiva.
(b) As linhas da matriz de modelo Xn pertencem a um compacto de Rκ.
então β˜ é fortemente consistente.
Demonstração. Consultar [63], pagina 462.
Teorema 2.1.2 Seja {ei, i > 1} uma sucessão de erros i.i.d. do modelo de regressão linear (2.1.1)
com E(e1) = 0 e E |e1|r <∞ para algum 1 < r < 2. Se,
(a) lim
n→∞S
−1
n = O e lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞.
(b) N(K) = O
(
Kr
)
quando K →∞.
então β˜ é fortemente consistente.
Demonstração. A demonstração da convergência quase certa da série
∑∞
i=1 diei, onde os di's repre-
sentam uma das j-ésimas componentes do vector di = S−1i xi, pode ser vista em [17] ou [43]. A
conclusão segue da aplicação do lema de Kronecker matricial com Ai = Si e vi = diei.
Teorema 2.1.3 Seja {ei, i > 1} uma sucessão de erros i.i.d. do modelo de regressão linear (2.1.1)
com E |e1|r <∞ para algum 0 < r 6 1. Se,
(a) lim
n→∞S
−1
n = O e lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞.
1Ondice n emXn relativo ao numero de linhas da matriz de modelo
ˆ
xij
˜
i=1,...,n
j=1,...,κ
é destacado porque vão acontecer
passagens ao limite em n.
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(b) N(K) = O
(
Kr
logsK
)
quando K →∞ para qualquer s > 1.
então β˜ é fortemente consistente.
Demonstração. Seja di uma das j-ésimas componentes de di = S−1i xi e e
′
i = eiI{|eidi|61}. Demons-
tremos que,
∞∑
i=1
diei converge q.c.
utilizando o teorema das três séries de Kolmogorov:
i.
∞∑
i=1
P
( |diei| > 1) <∞.
Uma vez que,
P
( |diei| > 1) 6 P (|diei|r I{|eidi|>1} > 1) 6 |di|rE (|ei|r I{|eidi|>1})
vamos analisar a série,
∞∑
i=1
|di|rE
( |ei|r I{|eidi|>1}).
Considerando,
pi = P
(
i− 1 6 |e1| < i
)
, i > 1 (2.1.5)
K − 1 6 |di|−1 < K, K > 1 (2.1.6)
vem,
|di|rE
(|ei|r I{|eidi|>1}) 6 (K − 1)−r ∞∑
j=K
jr pj , K > 2
ja que,
|ei|r I{|eidi|>1} 6 |ei|r I{|ei|>K−1} 6
∞∑
j=K
|ei|r I{j−16|ei|<j}
implica,
E
(|ei|r I{|eidi|>1}) 6 ∞∑
j=K
jr pj .
Escrevendo N˜(K) = #
{
i > 1: |di|−1 6 K
}
obtém-se,2
#
{
i > 1: K − 1 < |di|−1 6 K
}
= N˜(K)− N˜(K − 1)
2Observe-se que eN(K) 6 N(K) pois ˘i > 1: |di|−1 6 K¯ ⊂ ˘i > 1: ||di|| > K−1¯.
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donde,
∞∑
i=1
|di|rE
( |ei|r I{|eidi|>1}) 6 N˜(1) sup
i>1
|di|rE |ei|r +
+
∞∑
K=2
∑
{i : K−1<|di|−16K}
(K − 1)−r
∞∑
j=K
jr pj
i.e.
∞∑
i=1
|di|rE
( |ei|r I{|eidi|>1}) 6N˜(1) sup
i>1
|di|rE |ei|r +
+
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−r
∞∑
j=K
jr pj .
Mas,
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−r
∞∑
j=K
jr pj =
∞∑
j=1
N˜(j + 1)pj+
+
∞∑
j=2
(
j∑
K=2
N˜(K)
(
(K − 1)−r −K−r
))
jr pj −
∞∑
j=1
N˜(1)jr pj
e visto que N˜(K) = O
(
Kr
logsK
)
com s > 1 tem-se,
N˜(K)
(
(K − 1)−r −K−r
)
= O
(
1
K logsK
)
atendendo ao facto de,
0 6 (K − 1)−r −K−r = r
∫ K
K−1
t−r−1 dt 6 r(K−1)−r−1 6
6 2r+1r ·K−r−1, ∀K > 2.
Então para alguma constante c1(r, s) > 0,
∞∑
j=2
(
j∑
K=2
N˜(K)
(
(K − 1)−r −K−r)) jr pj 6 ∞∑
j=2
c1(r, s)jr pj
pois,
0 6
j∑
K=2
1
K logsK
6 1
2 logs 2
+
∫ j
2
1
K logsK
dt 6 1
2 logs 2
+
log1−s 2
s− 1 .
As séries
∑∞
j=2 c1(r, s)j
rpj ,
∑∞
j=1 N˜(j+1)pj e
∑∞
j=1 N˜(1)j
rpj são convergentes por comparação
com
∑∞
j=1(j − 1)rpj 6 E |e1|r <∞ e o termo
N˜(1) sup
i>1
|di|rE |e1|r
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é limitado porque di −→ 0 quando i→∞ ja que, por hipotese, lim supi→∞
∣∣∣∣∣∣S−1i xixTi ∣∣∣∣∣∣ <∞.
Consequentemente,
∞∑
i=1
P
( |diei| > 1) <∞.
ii.
∞∑
i=1
∣∣E(die′i)∣∣ <∞.
De (2.1.5) e (2.1.6) obtém-se,
∣∣E(die′i)∣∣ 6 |di|E( |ei| I{|eidi|61}) 6 (K − 1)−1 K∑
j=1
j pj
porque,
|ei| I{|eidi|61} 6 |ei| I{|ei|<K} 6
K∑
j=1
|ei| I{j−16|ei|<j} 6
K∑
j=1
j I{j−16|ei|<j}.
Então,
∞∑
i=1
∣∣E(die′i)∣∣ 6 p1N˜(1) sup
i>1
|di|+
∞∑
K=2
∑
{i : K−1<|di|−16K}
(K − 1)−1
K∑
j=1
j pj
ou seja,
∞∑
i=1
∣∣E(die′i)∣∣ 6 N˜(1) sup
i>1
|di|+
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−1
K∑
j=1
j pj
onde,
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−1
K∑
j=1
j pj = −p1N˜(1)−
∞∑
j=2
N˜(j − 1)
(
j
j − 1
)
pj+
+
∞∑
j=2
p1N˜(K)
(
(K − 1)−1 −K−1
)
+
∞∑
j=2
 ∞∑
K=j
N˜(K)
(
(K − 1)−1 −K−1
) j pj .
Visto que N˜(K) = O
(
Kr
logsK
)
com s > 1 tem-se,
N˜(K)
(
(K − 1)−1 −K−1
)
= O
(
1
K2−r logsK
)
.
Quando 0 < r < 1 vem,
∞∑
K=j
1
K2−r logsK
6 1
logs 2
∞∑
K=j
1
K2−r
6 1
logs 2
(
jr−2 +
∫ ∞
j
1
t2−r
dt
)
6
6 1
logs 2
(
jr−1 +
jr−1
1− r
)
6 j
r−1
logs 2
(
2− r
1− r
)
.
(2.1.7)
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para j > 2 o que implica,
∞∑
j=2
( ∞∑
K=j
N˜(K)
(
(K − 1)−1 −K−1
))
j pj 6
∞∑
j=2
c2(r, s)jrpj
para alguma constante c2(r, s) > 0. Se r = 1 então,
∞∑
K=j
1
K logsK
6 1
j logs j
+
∫ ∞
j
1
t logs t
dt =
1
j logs j
+
log1−s j
s− 1 (2.1.8)
e
∞∑
j=2
( ∞∑
K=j
N˜(K)
(
(K − 1)−1 −K−1
))
j pj 6
∞∑
j=2
c3
(
1
j logs j
+
log1−s j
(s− 1)
)
jpj
para alguma constante c3 > 0. De (2.1.7) e (2.1.8) a convergência da série
∞∑
j=2
N˜(K)
(
(K − 1)−1 −K−1
)
.
fica assegurada. As séries
∑∞
j=2 c2(r, s)j
rpj ,
∑∞
j=1 N˜(j − 1)
(
j
j−1
)
pj e
∞∑
j=2
c3
(
1
j logs j
+
log1−s j
(s− 1)
)
jpj
também são convergentes por comparação com a série
∑∞
j=1(j − 1)rpj <∞. Portanto,
∞∑
i=1
∣∣E(die′i)∣∣ <∞.
iii.
∞∑
i=1
E
(
d2i e
′
i
2
)
<∞.
Novamente de (2.1.5) e (2.1.6) obtém-se ainda,
E
(
d2i e
′
i
2
)
6 1
(K − 1)2
K∑
j=1
j2pj , K > 2
donde,
∞∑
i=1
E
(
d2i e
′
i
2
)
6 p1N˜(1) sup
i>1
(
d2i
)
+
∞∑
K=2
∑
{i : K−1<|di|−16K}
(K − 1)−2
K∑
j=1
j2pj
ou seja,
∞∑
i=1
E
(
d2i e
′
i
2
)
6 p1N˜(1) sup
i>1
(
d2i
)
+
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−2
K∑
j=1
j2pj .
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Mas,
∞∑
K=2
(
N˜(K)− N˜(K − 1)
)
(K − 1)−2
K∑
j=1
j2pj = −p1N˜(1)+
+
∞∑
K=2
p1N˜(K)
(
(K − 1)−2 −K−2
)
−
∞∑
j=2
N˜(j − 1)
(
j
j − 1
)2
pj+
+
∞∑
j=2
 ∞∑
K=j
N˜(K)
(
(K − 1)−2 −K−2
) j2pj
e como N˜(K) = O
(
Kr
logsK
)
com s > 1 tem-se
N˜(K)
(
(K − 1)−2 −K−2) = O( 1
K3−r logsK
)
.
Então para j > 2 vem,
∞∑
K=j
1
K3−r logsK
6 1
logs 2
∞∑
K=j
1
K3−r
6 1
logs 2
(
jr−3 +
∫ ∞
j
1
t3−r
dt
)
6
6 1
logs 2
(
jr−2 +
jr−2
2− r
)
6 j
r−2
logs 2
(
3− r
2− r
)
ficando garantida a convergência da série
∑∞
K=2 N˜(K)
(
(K − 1)−2 −K−2
)
. Por outro lado,
∞∑
j=2
 ∞∑
K=j
N˜(K)
(
(K − 1)−2 −K−2
) j2pj 6 ∞∑
j=2
c4(r, s)jrpj
para alguma constante c4(r, s) > 0 pelo que as séries
∑∞
j=2 N˜(j−1)
(
j
j−1
)2
pj e
∑∞
j=2 c4(r, s)j
rpj
são convergentes por comparação com
∑∞
j=2(j − 1)rpj <∞. Portanto,
∞∑
i=1
E
(
d2i e
′
i
2
)
<∞
e a tese fica estabelecida pelo lema de Kronecker matricial com Ai = Si e vi = diei.
Observação 2.1.1 Observe-se que a hipotese (b) do Teorema 2.1.3 pode ser refinada pondo para qual-
quer s > 1,
N(K) = O
(
Kr
logK log (logK) . . . (logmK)
s
)
, K →∞
onde logmK = log (log (. . . log (K))) para algum inteiro m > 2. Neste caso, o estudo das séries de
Kolmogorov devera ser efectuado a partir da ordem
[
exp(m−1) 1
]
+ 1 onde [x] indica o maior inteiro
menor ou igual a x e exp(m−1) 1 = exp (exp (. . . exp (1))).
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2.2 Condições de suficiência para erros estaveis
Iniciamos esta secção com um teorema que estende o resultado desenvolvido por Lai, Robbins e
Wei (ver [53] e [54]) ao caso em que os erros têm valor médio não-nulo.
Teorema 2.2.1 Se no modelo de regressão linear (2.1.1),
(a) e1, e2, . . . são i.i.d. N(η, ν2) com η 6= 0.
(b) lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞ e
∣∣∣∣∣
∣∣∣∣∣
∞∑
i=1
S−1i xi
∣∣∣∣∣
∣∣∣∣∣ <∞.
então β˜ é fortemente consistente.
Demonstração. Visto que ei − η ∼ N(0, ν2) a tese é uma consequência do resultado de [53] (ou [54])
e do lema de Kronecker matricial.
Os proximos teoremas constituem uma alternativa aos resultados estabelecidos na anterior secção.
Mais concretamente, vamos admitir unicamente que a sucessão de erros é i.i.d. α-estavel (α < 2)
excluindo quaisquer hipoteses sobre os seus momentos absolutos.
Teorema 2.2.2 Seja 0 < α < 2, α 6= 1 e suponhamos que no modelo de regressão linear (2.1.1),
(a) e1, e2, . . . são i.i.d. Sα(σ, λ, µ).
(b) lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞ e ∞∑
i=1
∣∣∣∣S−1i xi∣∣∣∣min (α,1) <∞.
então β˜ é fortemente consistente.
Demonstração. A identidade (2.1.4) garante que,
β˜ = β + S−1n
n∑
i=1
xiei = β + S−1n
n∑
i=1
xie∗i + µS
−1
n
n∑
i=1
xi
com e∗i ∼ Sα(σ, λ, 0). Adoptando o mesmo raciocnio do Teorema 2.2.1 vem,
µS−1n
n∑
i=1
xi −→ 0
quando n→∞ ja que ∣∣∣∣∑∞i=1 S−1i xi∣∣∣∣ <∞. Por outro lado, cada componente do vector∑ni=1 S−1i xie∗i
tem distribuição,
Sα
σ
(
n∑
i=1
|dij |α
)1/α
,
λ
n∑
i=1
sign(dij) |dij |α
n∑
i=1
|dij |α
, 0
 , j = 1, . . . , κ
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onde dij é a j-ésima componente de S
−1
i xi. Visto que,
∞∑
i=1
|dij |α 6
∞∑
i=1
∣∣∣∣S−1i xi∣∣∣∣α
temos a convergência quase certa de
∑∞
i=1 S
−1
i xie
∗
i através do Teorema 1.4.5 e do lema de Kronecker
matricial conclui-se que,
S−1n
n∑
i=1
xie∗i
q.c.−→ 0.
No que se segue, usaremos a notação |x|min = min
( |x1| , . . . , |xκ| ) onde x é um κ-vector não-
estocastico.
Teorema 2.2.3 Suponhamos que no modelo de regressão linear (2.1.1),
(a) e1, e2, . . . são i.i.d. S1(σ, λ, µ).
(b) lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞ e ∞∑
i=1
∣∣∣∣S−1i xi∣∣∣∣ log ∣∣S−1i xi∣∣min converge.
então β˜ é fortemente consistente.
Demonstração. Analogamente, da identidade (2.1.4) vem,
β˜ = β + S−1n
n∑
i=1
xiei = β + S−1n
n∑
i=1
xie∗i + µS
−1
n
n∑
i=1
xi
com e∗i ∼ S1(σ, λ, 0). Visto que µS−1n
∑n
i=1 xi −→ 0 quando n→∞ resta mostrar que
∣∣∣∣∑∞
i=1 S
−1
i xie
∗
i
∣∣∣∣
<∞. Cada componente do vector ∑ni=1 S−1i xie∗i tem distribuição,
S1
σ
n∑
i=1
|dij | ,
λ
n∑
i=1
sign(dij) |dij |
n∑
i=1
|dij |
,−2σλ
pi
n∑
i=1
dij log |dij |
 , j = 1, . . . , κ
onde dij é a j-ésima componente de S
−1
i xi. Visto que limi→∞
S−1i xi = 0 (observe-se que por hipotese
lim supi→∞
∣∣∣∣∣∣S−1i xixTi ∣∣∣∣∣∣ < ∞) então o Teorema 1.4.5 e o lema de Kronecker matricial permitem
concluir que,
S−1n
n∑
i=1
xie∗i
q.c.−→ 0.
Observação 2.2.1 Se os erros e1, e2, . . . forem i.i.d. estritamente estaveis com ndice de estabili-
dade 0 < α < 2 então a consistência forte do EMQ permanece verdadeira quando lim
n→∞S
−1
n = O,
lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞ e ∞∑
i=1
∣∣∣∣S−1i xi∣∣∣∣α <∞.
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Os resultados apresentados anteriormente podem ser estendidos  a situação em que as variaveis
aleatorias e1, e2, . . . são (apenas) independentes e tais que ei ∼ Sα(σi, λi, µi). Neste sentido, fi-
nalizamos este captulo com esta generalização onde a hipotese de idêntica distribuição dos erros
e1, e2, . . . é completamente excluda. Para uma melhor exposição das nossas ideias e dos resultados a
elas associados comecemos por anunciar os casos 0 < α 6 2, α 6= 1.
Teorema 2.2.4 Seja 0 < α 6 2, α 6= 1 e suponhamos que no modelo de regressão linear (2.1.1),
(a) e1, e2, . . . são independentes e tais que ei ∼ Sα(σi, λi, µi).
(b) lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞, ∞∑
i=1
(
σi
∣∣∣∣S−1i xi∣∣∣∣ )α <∞ e
∣∣∣∣∣
∣∣∣∣∣
∞∑
i=1
µiS
−1
i xi
∣∣∣∣∣
∣∣∣∣∣ <∞.
então β˜ é fortemente consistente.
Demonstração. De (2.1.4) apenas temos que mostrar a convergência q.c. da série
∑∞
i=1 S
−1
i xiei ja
que a versão matricial do Lema de Kronecker estabelece tudo o resto. Mas cada componente do
vector
∑n
i=1 S
−1
i xiei tem distribuição,
Sα

(
n∑
i=1
(
σi |dij |
)α)1/α
,
n∑
i=1
(
σi |dij |
)α
λisign(dij)
n∑
i=1
(
σi |dij |
)α ,
n∑
i=1
µidij
 , j = 1, . . . , κ
donde pelo Teorema 1.4.5 conclumos que
∑∞
i=1 S
−1
i xiei converge quase certamente ficando, assim,
a consistência forte do estimador estabelecida.
Terminamos com a apresentação do caso α = 1.
Teorema 2.2.5 Suponhamos que no modelo de regressão linear (2.1.1),
(a) e1, e2, . . . são independentes e tais que ei ∼ S1(σi, λi, µi).
(b) lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞, ∞∑
i=1
σi
∣∣∣∣S−1i xi∣∣∣∣ log ∣∣S−1i xi∣∣min converge e∣∣∣∣∣
∣∣∣∣∣
∞∑
i=1
µiS
−1
i xi
∣∣∣∣∣
∣∣∣∣∣ <∞.
então β˜ é fortemente consistente.
Demonstração. Utilizando a identidade (2.1.4) sera suficiente demonstrar a convergência quase certa
da série,
∞∑
i=1
S−1i xiei (2.2.1)
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pois o lema de Kronecker matricial garantira a consistência forte do EMQ. Visto que cada componente
do vector
∑n
i=1 S
−1
i xiei tem distribuição,
S1

n∑
i=1
σi |dij | ,
n∑
i=1
σi |dij |λisign(dij)
n∑
i=1
σi |dij |
,
n∑
i=1
(
µi − 2σiλi
pi
log |dij |
)
dij
 , j = 1, . . . , κ
onde dij é a j-ésima componente de S
−1
i xi. A convergência quase certa da série (2.2.1) resulta do
Teorema 1.4.5 uma vez que lim
i→∞
S−1i xi = 0.
Observação 2.2.2 Se os erros e1, e2, . . . forem independentes, α-estaveis e simétricos (em relação  a
origem) então a consistência forte do EMQ é valida quando
lim
n→∞S
−1
n = O, lim sup
n→∞
n∑
i=1
∣∣∣∣∣∣S−1n xixTi ∣∣∣∣∣∣ <∞ e ∞∑
i=1
(
σi
∣∣∣∣S−1i xi∣∣∣∣ )α <∞.
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Captulo 3
Na estabilidade dos erros
No que se vai seguir e em captulos posteriores, assumiremos sempre que a matriz de modelo
Xn =
[
xij
]
i=1,...,n
j=1,...,κ
tem caracterstica κ e excluiremos também qualquer hipotese de multicolineari-
dade quase-exacta da matriz Xn (conf. Secção 1.6). Até ao final deste texto, destacaremos ainda o
ndice n do numero de linhas da matriz de modelo e do numero de componentes do vector dos erros
uma vez que, em resultados futuros, vão acontecer passagens ao limite em n.
Neste captulo, supondo que os erros são α-estaveis, temos como principal objectivo estabelecer
condições sobre o raio espectral da matriz
(
XTnXn
)−1 para que o EMQ do vector parametro β
referente ao modelo de regressão linear,
Yn =Xnβ + en (3.0.1)
seja fortemente consistente. Para alcançarmos a consistência forte do EMQ, usaremos uma im-
portante estimativa para a diferença entre o EMQ e o vector parametro β, obtida através da
Proposição 1.2.3. Com efeito, efectuando a substituição do vector das observações Yn = Xnβ + en
em (1.6.9) vem,
β˜ − β = (XTnXn)−1XTnen
donde aplicando a Proposição 1.2.3 com A =Xn, Xn = Im(Xn) e x = en tem-se automaticamente,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 ρ((XTnXn)−1) ||PXnen||2 . (3.0.2)
Sinteticamente, representaremos o raio espectral ρ
(
(XTnXn)
−1
)
simplesmente por ρn.
O uso pratico de modelos lineares de efeitos fixos tais como os estudados aqui é bastante comum.
Uma situação tpica ocorre em designs de modelos lineares multiplos. Veja-se [61], onde em cada
tratamento de uma base de design temos regressão nalgumas variaveis. Podemos considerar que,
para cada tratamento, são feitas observações igualmente espaçadas nas quais as variaveis de controlo
tomam como valores potências sucessivas de i para i = 1, 2, . . . , n. Exemplos desta metodologia
podem ser vistos ainda em [69] e [80].
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3.1 O caso normal
Na secção 1.4 do primeiro captulo vimos (conf. Exemplo 1.4.1) que qualquer v.a. com distribuição
N(η, ν2) é estavel, ou seja, mais concretamente,
S2(σ, λ, µ) = N(µ, 2σ2) (σ > 0)
onde o parametro de distorção λ é totalmente irrelevante. Nesta secção incidiremos os holofotes
sobre este caso especial das distribuições estaveis conseguindo assim e numa primeira instancia, um
resultado igual ao obtido por Lai, Robbins e Wei (ver [53] e [54]). Apresentaremos, em seguida, a
extensão natural  a situação em que o valor médio dos erros é não-nulo e desenvolveremos também os
correspondentes resultados de consistência em média quadratica.
Na Observação 1.4.4 referimos que as funções de distribuição de v.a.'s α-estaveis não-degeneradas
são absolutamente contnuas e as suas densidades infinitamente diferenciaveis em todo o ponto da
recta real. Mas excluindo alguns casos especiais (de entre eles o gaussiano) a representação das den-
sidades de uma v.a. estavel apenas pode ser feita através de complicadas funções especiais. Contudo,
existem desenvolvimentos assimptoticos de densidades α-estaveis numa vizinhança da origem ou de
infinito (ver [41] ou [93] para mais detalhes).
Teorema 3.1.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S2(σ, λ, 0) com σ > 0.
(b) ρn = o(1), n→∞.
então β˜ é fortemente consistente.
Demonstração. Aplicando a Proposição 1.2.1 a A =Xn e x = en existira uma base ortonormada
w1(n) =
(
w11(n), w21(n), . . . , wn1(n)
)
...
wκ(n) =
(
w1κ(n), w2κ(n), . . . , wnκ(n)
)
tal que a v.a. ||PXnen||2 é expressa por,
||PXnen||2 =
(
Sn1(n)
)2
+ . . .+
(
Snκ(n)
)2
(3.1.1)
onde a sucessão
{
Sni(n), n > 1
}
esta definida pelo arranjo triangular de v.a.'s,
S1i(1) = w1i(1)e1
S2i(2) = w1i(2)e1 + w2i(2)e2
...
Sni(n) = w1i(n)e1 + w2i(n)e2 + . . .+ wni(n)en
(3.1.2)
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para todo o i = 1, . . . , κ. Utilizando a desigualdade de Levy (ver Teorema 1.1.6) a cada termo da
sucessão
{
Sni(n), n > 1
}
obtém-se,
P
{
max
16j61
|Sji(1)| > ε
}
6 2 ·P
{
|S1i(1)| > ε
}
6 2 · E
( |S1i(1)| )
ε
6
6 2 · E
( ||PX1e1|| )
ε
=
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
)
P
{
max
16j62
|Sji(2)| > ε
}
6 2 ·P
{
|S2i(2)| > ε
}
6 2 · E
( |S2i(2)| )
ε
6
6 2 · E
( ||PX2e2|| )
ε
=
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
)
...
P
{
max
16j6n
|Sji(n)| > ε
}
6 2 ·P
{
|Sni(n)| > ε
}
6 2 · E
( |Sni(n)| )
ε
6
6 2 · E
( ||PXnen|| )
ε
=
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
)
para qualquer i = 1, . . . , κ pois o teorema de Cochran (ver Teorema 1.2.10) garante que ||PXnen||2
∼ 2σ2χ2(κ), ∀n ∈ N. Então,
P
{
max
16j6n
|Sji(n)| > ε
}
6
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
) , ∀n ∈ N
e escolhendo a subsucessão max
16j6ξn
|Sji(ξn)| de max
16j6n
|Sji(n)| que nos da,
lim
n→∞
(
max
16j6ξn
|Sji(ξn)|
)
= lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
vem,
P
{
max
16j6ξn
|Sji(ξn)| > ε
}
6
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
) , ∀n ∈ N.
Efectuando a passagem ao limite em n surge,
P
{
lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
> ε
}
6
4σ Γ
(
κ+1
2
)
εΓ
(
κ
2
)
e fazendo ε → ∞ conclu-se que lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
existe finito quase certamente para todo o
i = 1, . . . , κ. Consequentemente,
lim sup
n→∞
||PXnen||2
existe finito quase certamente.1 A estimativa (3.0.2) e a hipotese sobre o raio espectral estabelecem
a tese.
1Observemos que lim sup
n→∞
||PXnen||2 > 0 q.c. uma vez que ||PXnen||2 ∼ 2σ2χ2(κ), ∀n ∈ N.
JFLS
86 3. Na estabilidade dos erros
A consistência em média quadratica esta também assegurada sob idêntica hipotese para o raio
espectral de
(
XTnXn
)−1.
Teorema 3.1.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S2(σ, λ, 0) com σ > 0.
(b) ρn = o(1), n→∞.
então β˜ é consistente em média quadratica.
Demonstração. A estimativa (3.0.2) e o teorema de Cochran (conf. Teorema 1.2.10) asseguram que,
E
[∣∣∣∣β˜ − β∣∣∣∣2] 6 ρnE [||PXnen||2] = 2κσ2 ρn
o que conclui a prova ja que por hipotese ρn = o(1), n→∞.
Observação 3.1.1 Note-se que, sob as hipoteses dos anteriores Teorema 3.1.1 e Teorema 3.1.2, as v.a.'s
e1, e2, . . . são i.i.d. estritamente estaveis com expoente caracterstico α = 2.
Para situações em que as v.a.'s e1, e2, . . . não são estritamente estaveis consideremos o vector
real µ = (µ, . . . , µ) ∈ Rn bem como a sua projecção ortogonal PXnµ sobre o espaço imagem Xn =
Im(Xn). De seguida, apresentamos resultados de consistência forte e de consistência em média
quadratica para os casos de estabilidade não-estrita.
Corolario 3.1.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S2(σ, λ, µ) com σ > 0 e µ 6= 0.
(b) ρn é uma sucessão evanescente tal que ρn = o
(
||PXnµ||−2
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. O vector dos erros en pode ser decomposto em en = µ + e∗n onde as componentes
do vector aleatorio e∗n (conhecido como rudo branco em teoria do Sinal) têm distribuição N(0, 2σ2).
Visto que a projecção ortogonal PXn é linear obtém-se,
PXnen = PXnµ+ PXne
∗
n
e a desigualdade triangular garante que,
||PXnen||2 6 2
(
||PXnµ||2 + ||PXne∗n||2
)
.
Então, a estimativa (3.0.2) pode ser reescrita na forma,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 2ρn ||PXnµ||2 + 2ρn ||PXne∗n||2 (3.1.3)
e do Teorema 3.1.1 tem-se ρn ||PXne∗n||2 q.c.−→0 quando n → ∞. A tese fica estabelecida através da
hipotese ρn ||PXnµ||2 −→ 0 quando n→∞.
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Corolario 3.1.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S2(σ, λ, µ) com σ > 0 e µ 6= 0.
(b) ρn é uma sucessão evanescente tal que ρn = o
(
||PXnµ||−2
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. A tese é uma simples combinação da estimativa (3.1.3) e do Teorema 3.1.2.
3.2 O caso 0 < α < 2
Em sintonia com o que foi previamente feito, assumiremos ao longo deste captulo que o parame-
tro de escala σ é positivo. No entanto, sempre que Z ∼ Sα(0, λ, µ) com 0 < α 6 2 então Z = µ (ver
função caracterstica (1.4.4)) donde todas as distribuições Sα(0, λ, µ) com 0 < α 6 2 são degenera-
das no ponto µ. Nesta situação, observe-se ainda que o parametro de distorção λ é completamente
irrelevante. Deste modo, se e1, e2, . . . forem i.i.d. Sα(0, λ, µ) com 0 < α 6 2, µ 6= 0 então o EMQ β˜
é fortemente consistente e consistente em média quadratica para qualquer raio espectral ρn que veri-
fique ρn = o
(
||PXnµ||−2
)
, n→∞. Evidentemente, se µ = 0 então o EMQ é fortemente consistente
e consistente em média quadratica para qualquer raio espectral ρn. Excluiremos situações como esta
por não terem grande interesse na pratica.
Teorema 3.2.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. Sα(σ, λ, 0) com 0 < α < 2, α 6= 1.
(b) ρn = o
(
n1−
2
α
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Da Proposição 1.2.1 sabemos que existe uma base ortonormada {w1(n), . . . , wn(n)}
de Rn tal que,
||PXnen||2 =
(
Sn1(n)
)2
+ . . .+
(
Snκ(n)
)2
onde cada termo de
{
Sni(n), n > 1
}
esta definido por (3.1.2) para todo o i = 1, . . . , κ. As propriedades
das distribuições estaveis (conf. Proposição 1.4.1 e Proposição 1.4.3) asseguram que,
n∑
j=p
wji(n)ej
n
1
α
− 1
2
∼ Sα
(
σ¯(α, n, p), λ¯(α, n, p), 0
)
, p = 1, . . . , n (3.2.1)
onde,
σ¯(α, n, p) = σ
 n∑
j=p
|wji(n)|α
n1−
α
2
 1α e λ¯(α, n, p) = λ
n∑
j=p
sign
(
wji(n)
) |wji(n)|α
n∑
j=p
|wji(n)|α
. (3.2.2)
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Escolhendo r < α vem,
P

∣∣∣∣∣∣
n∑
j=p
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣ > δ
 6
E
∣∣∣∣∣∣
n∑
j=p
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣
r
δr
6
(
σ¯(α, n, p) · c1
(
r, λ¯(α, n, p)
))r
δr
para alguma constante c1
(
r, λ¯(α, n, p)
)
> 0 dada por,
(
c1
(
r, λ¯(α, n, p)
))r
=
2r−1Γ
(
1− rα
)
r
∫∞
0 t
−r−1 sin2 t dt
[
1 +
(
λ¯(α, n, p)
)2 tan2 (αpi
2
)] r2α
·
· cos
(
r
α
arctan
(
λ¯(α, n, p) tan
(αpi
2
)))
(conf. Corolario 1.4.1). A Proposição 1.3.4 garante que
∑n
j=p
|wji(n)|α
n1−
α
2
6 1 o que implica σ¯(α, n, p) 6
σ e,
P

∣∣∣∣∣∣
n∑
j=p
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣ > δ
 6
(
σ¯(α, n, p) · c1
(
r, λ¯(α, n, p)
))r
δr
6
(
c2(α, σ, r)
)r
δr
< 1
fixando δ > c2(α, σ, r) com,(
c2(α, σ, r)
)r
=
σ 2r−1Γ
(
1− rα
)
r
∫∞
0 t
−r−1 sin2 t dt
·
[
1 + tan2
(αpi
2
)] r2α
.
Pelo Teorema 1.1.7 tem-se para todo o ε > 0,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣ > δ + ε
 6 11− c2(α,σ,r)δr P

∣∣∣∣∣∣
n∑
j=1
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣ > ε

6 1
1− c2(α,σ,r)δr
·
E
∣∣∣∣∣∣
n∑
j=1
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣
r
εr
6
(
c2(α,σ,r)
δ
)r
1−
(
c2(α,σ,r)
δ
)r · (δε
)r
.
Naturalmente, podemos efectuar os calculos anteriores para cada termo,
m∑
j=p
wji(m)ej
m
1
α
− 1
2
, p = 1, . . . ,m
com m = 1, . . . , n− 1 e concluir que,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣ > δ + ε
 6
(
c2(α,σ,r)
δ
)r
1−
(
c2(α,σ,r)
δ
)r · (δε
)r
, ∀n ∈ N.
A tese fica estabelecida raciocinando como na parte final da demonstração do Teorema 3.1.1.
A consistência em momento de ordem r do EMQ é analisada de seguida.
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Teorema 3.2.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. Sα(σ, λ, 0) com 0 < α < 2, α 6= 1.
(b) ρn = o
(
n1−
2
α
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < α.
Demonstração. A estimativa (3.0.2) pode ser reescrita como (conf. Proposição 1.3.3),
E
(∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣r) 6 (ρn) r2 E( |Sn1(n)|r + . . .+ |Snκ(n)|r ) (3.2.3)
onde cada termo da sucessão
{
Sni(n), n > 1
}
esta definido por (3.1.2) para todo o i = 1, . . . , κ. Visto
que para todo o n ∈ N,
n∑
j=1
wji(n)ej
n
1
α
− 1
2
∼ Sα
(
σ¯(α, n, 1), λ¯(α, n, 1), 0
)
em que σ¯(α, n, 1) e λ¯(α, n, 1) são dados por (3.2.2) tem-se para cada i = 1, . . . , κ
E
∣∣∣∣∣∣
n∑
j=1
wji(n)ej
n
1
α
− 1
2
∣∣∣∣∣∣
r
6
(
c2(α, σ, r)
)r
, ∀n ∈ N.
A conclusão segue da hipotese sobre o raio espectral ρn.
Corolario 3.2.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. Sα(σ, λ, µ) com 0 < α < 2, α 6= 1.
(b) ρn = o
(
1
n
2
α
−1 + ||PXnµ||2
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. A demonstração é uma consequência do Teorema 3.2.1 e da estimativa (3.1.3).
Corolario 3.2.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. Sα(σ, λ, µ) com 0 < α < 2, α 6= 1.
(b) ρn = o
(
1
n
2
α
−1 + ||PXnµ||2
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < α.
Demonstração. A tese resulta da combinação do Teorema 3.2.2 e da estimativa (3.1.3).
Terminamos esta secção com o ultimo caso α = 1. Quando e1, e2, . . . são i.i.d. S1(σ, 0, 0) os
calculos utilizados no Teorema 3.2.1 e no Teorema 3.2.2 permanecem validos passo a passo (conf.
Corolario 1.4.1). Além disso, a estimativa (3.1.3) ainda é verdadeira o que estabelece os,
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Teorema 3.2.3 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S1(σ, 0, µ).
(b) ρn = o
(
n−1
)
, n→∞.
então β˜ é fortemente consistente.
Teorema 3.2.4 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S1(σ, 0, µ).
(b) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < 1.
Pelo Teorema 1.4.3 as probabilidades de cauda de uma v.a. Z ∼ Sα(σ, λ, µ) com 0 < α < 2 têm
o seguinte comportamento assimptotico,
lim
z→∞ z
αP
(
Z > z
)
= c(α)
1 + λ
2
σα (3.2.4)
e
lim
z→∞ z
αP
(
Z < −z) = c(α)1− λ
2
σα (3.2.5)
com c(α) =
(∫∞
0 t
−α sin t dt
)−1. Visto que a função de distribuição de |Z| é dada por,
F|Z|(z) = FZ(z)− FZ(−z), z > 0
e F|Z|(z) = 0 se z < 0 obtém-se de (3.2.4) e (3.2.5),
F |Z|(z) = FZ(z) + FZ(−z) ∼ c(α)σα z−α, z →∞.
Este comportamento de cauda conduz-nos aE |Z|r <∞ para 0 < r < α porqueE |Z|r = ∫∞0 P{ |Z|r >
z
}
dz e assim podemos completar o estudo dos restantes casos.
Observação 3.2.1 Dada uma v.a. Z ∼ Sα(σ, λ, µ) com 0 < α < 2 obtém-se das expressões (3.2.4) e
(3.2.5),
FZ2(z) = FZ
(√
z
)
+ FZ
(−√z) ∼ c(α)σα z−α2 , z →∞.
Então, podemos afirmar que a distribuição de Z2 tem cauda equivalente a uma distribuição estavel
com expoente caracterstico α2 . Concretamente, a função FZ2 (f.d. de Z
2) e Sα
2
(σ′, 1, 0) onde,
σ′ =

4σ2
[ √
pi cos
(
αpi
4
)
Γ
(
1−α
2
)
cos
(
αpi
2
)] 2α se α 6= 1
2σ2
pi
se α = 1
têm comportamento assimptotico de cauda equivalente.
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Teorema 3.2.5 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S1(σ, λ, µ) com λ 6= 0.
(b) ρn = o
(
1
n log2 n
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Das Proposições 1.4.1 e 1.4.3 obtém-se para todo i = 1, . . . , κ,
n∑
j=p
wji(n)ej√
n log n
∼ S1
(
σ¯(n, p), λ¯(n, p), µ¯(n, p)
)
, p = 1, . . . , n
em que,
σ¯(n, p) = σ
n∑
j=p
|wji(n)|√
n log n
, λ¯(n, p) =
λ
n∑
j=p
sign
(
wji(n)
) |wji(n)|
n∑
j=p
|wji(n)|
(3.2.6)
e
µ¯(n, p) =
wpi(n)√
n log n
+ . . .+
wni(n)√
n log n
−
− 2σλ
pi
(
wpi(n) log |wpi(n)|√
n log n
+ . . .+
wni(n) log |wni(n)|√
n log n
)
.
(3.2.7)
Pela Proposição 1.3.5 temos que σ¯(n, p) 6 σ,
∣∣λ¯(n, p)∣∣ 6 |λ|, ∣∣λ¯(n, p)∣∣ 6 |λ| e |µ¯(n, p)| 6 1log 2 + σ|λ|pi .
Visto que,
n∑
j=p
wji(n)ej√
n log n
d= σ¯(n, p)Zn +
2
pi
λ¯(n, p)σ¯(n, p) log
(
σ¯(n, p)
)
+ µ¯(n, p)
com,
Zn
d=
(
1 + λ¯(n, p)
2
)
An −
(
1− λ¯(n, p)
2
)
Bn+
+
(
1 + λ¯(n, p)
pi
)
log
(
1 + λ¯(n, p)
2
)
−
(
1− λ¯(n, p)
pi
)
log
(
1− λ¯(n, p)
2
)
onde {An, n > 1} e {Bn, n > 1} denotam duas sucessões de v.a.'s tais que An e Bn são independentes
com distribuição comum Sα(1, 1, 0) para todo o n ∈ N, tem-se para cada i = 1, . . . , κ e para qualquer
0 < r < 1,
E
∣∣∣∣∣∣
n∑
j=p
wji(n)ej√
n log n
∣∣∣∣∣∣
r
= E
∣∣∣∣σ¯(n, p)Zn + 2pi λ¯(n, p)σ¯(n, p) log (σ¯(n, p))+ µ¯(n, p)
∣∣∣∣r
6 E
(
σ¯(n, p) |Zn|+ 2
pi
∣∣λ¯(n, p)∣∣ ∣∣σ¯(n, p) log (σ¯(n, p))∣∣+ |µ¯(n, p)|)r
6 E
(
σ |Zn|+ 2 |λ|σmax
pi
+
1
log 2
+
σ |λ|
pi
)r
6 E
[
σr |Zn|r +
(
2 |λ|σmax
pi
)r
+
(
1
log 2
)r
+
(
σ |λ|
pi
)r]
= σrE
( |Zn|r )+ (2 |λ|σmax
pi
)r
+
(
1
log 2
)r
+
(
σ |λ|
pi
)r
, p = 1, . . . , n
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com σmax = max
(
e−1, σ log σ
)
. Analogamente,
E
( |Zn|r ) = E
∣∣∣∣∣
(
1 + λ¯(n, p)
2
)
An −
(
1− λ¯(n, p)
2
)
Bn+
+
(
1 + λ¯(n, p)
pi
)
log
(
1 + λ¯(n, p)
2
)
−
(
1− λ¯(n, p)
pi
)
log
(
1− λ¯(n, p)
2
)∣∣∣∣∣
r
6 E
[
1 +
∣∣λ¯(n, p)∣∣
2
|An|+
1 +
∣∣λ¯(n, p)∣∣
2
|Bn|+
+
2
pi
∣∣∣∣1 + λ¯(n, p)2 · log
(
1 + λ¯(n, p)
2
)∣∣∣∣+ 2pi
∣∣∣∣1− λ¯(n, p)pi log
(
1− λ¯(n, p)
2
)∣∣∣∣
]r
6 E
(
1 + |λ|
2
|An|+ 1 + |λ|2 |Bn|+
4
epi
)r
6
(
1 + |λ|
2
)r
E
( |An|r )+ (1 + |λ|2
)r
E
( |Bn|r )+ ( 4
epi
)r
6 2c3
(
1 + |λ|
2
)r
+
(
4
epi
)r
para alguma constante c3 > 0 independente de n uma vez que a distribuição de An e Bn é S1(1, 1, 0).
Portanto, para cada 0 < r < 1 vem,
E
∣∣∣∣∣∣
n∑
j=p
wji(n)ej√
n log n
∣∣∣∣∣∣
r
6 c4(r, σ, λ) <∞, p = 1, . . . , n
para alguma constante c4(r, σ, λ) > 0 independente de n o que implica,
P

∣∣∣∣∣∣
n∑
j=p
wji(n)ej√
n log n
∣∣∣∣∣∣ > δ
 6
E
∣∣∣∣∣∣
n∑
j=p
wji(n)ej√
n log n
∣∣∣∣∣∣
r
δr
6 c4(r, σ, λ)
δr
< 1
escolhendo δ >
[
c4(r, σ, λ)
]1/r fixo. Então, para todo o ε > 0
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej√
n log n
∣∣∣∣∣∣ > δ + ε
 6
c4(r,σ,λ)
δr
1− c4(r,σ,λ)δr
·
(
δ
ε
)r
(conf. Teorema 1.1.7). Efectuado os calculos anteriores para cada termo,
m∑
j=p
wji(m)ej√
m logm
, p = 1, . . . ,m
com m = 1, . . . , n− 1 conclumos que,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej√
n log n
∣∣∣∣∣∣ > δ + ε
 6
c4(r,σ,λ)
δr
1− c4(r,σ,λ)δr
·
(
δ
ε
)r
, ∀n ∈ N.
A tese fica estabelecida usando a identidade (3.1.1) e procedendo como na parte final da demonstração
do Teorema 3.1.1.
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Teorema 3.2.6 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são i.i.d. S1(σ, λ, µ) com λ 6= 0.
(b) ρn = o
(
1
n log2 n
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < α.
Demonstração. A tese é uma consequência da estimativa (3.2.3) e de
E
∣∣∣∣∣∣
n∑
j=1
wji(n)ej√
n log n
∣∣∣∣∣∣
r
6 c4(r, σ, λ) <∞, ∀n ∈ N
para cada i = 1, . . . , κ com c4(r, σ, λ) > 0 independente de n, uma vez que para todo o n ∈ N,
n∑
j=1
wji(n)ej√
n log n
∼ S1
(
σ¯(n, 1), λ¯(n, 1), µ¯(n, 1)
)
onde σ¯(n, 1), λ¯(n, 1) e µ¯(n, 1) estão definidos por (3.2.6) e (3.2.7) verificam,
σ¯(n, 1) 6 σ,
∣∣λ¯(n, 1)∣∣ 6 |λ| e |µ¯(n, 1)| 6 1
log 2
+
σ |λ|
pi
.
Observação 3.2.2 Comparando as conclusões dos Teoremas 3.2.3 e 3.2.4 com as dos Teoremas 3.2.5
and 3.2.6 conclui-se que podemos tomar qualquer λ  a custa da substituição ρn = o
(
n−1
)
, n → ∞
por ρn = o
(
1
n log2 n
)
, n→∞.
3.3 Sob parametros σi, λi e µi variaveis
O nosso proposito nesta ultima secção é alcançar a consistência forte do EMQ generalizando os
resultados desenvolvidos anteriormente nas Secções 3.1 e 3.2. Concretamente, assumiremos que os
erros são apenas independentes e tais que ei ∼ Sα(σi, λi, µi). Até ao final deste captulo admitiremos,
salvo qualquer indicação em contrario, que σ1, σ2, . . . é uma sucessão positiva, σn = (σ1, . . . , σn) e
||σn||∞ = max16j6nσj . De um modo geral, dada a sucessão real µ1, µ2, . . . usaremos a seguinte notação
µn = (µ1, . . . , µn).
Teorema 3.3.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S2(σi, λi, 0).
(b) ρn = o
(
||σn||−2∞
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Da Proposição 1.2.1 existira uma base ortonormada {w1(n), . . . ,wn(n)} de Rn tal
que,
||PXnen||2 =
(
Sn1(n)
)2
+ . . .+
(
Snκ(n)
)2
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onde cada termo de
{
Sni(n), n > 1
}
esta definido por (3.1.2) para todo o i = 1, . . . , κ. As propriedades
das distribuições estaveis (conf. Proposição 1.4.1 e Proposição 1.4.3) garantem que,
w1i(n)e1
||σn||∞
+ . . .+
wni(n)en
||σn||∞
∼ S2
(
σ¯(n, 1), ∗, 0
)
(3.3.1)
onde,
σ¯(n, 1) =
 n∑
j=1
(
σj |wji(n)|
||σn||∞
)2 12 . (3.3.2)
Aplicando a desigualdade de Levy (conf. Teorema 1.1.6) a
n∑
j=1
wji(n)ej
||σn||∞
obtém-se,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣ > ε
 6 2P

∣∣∣∣∣∣
n∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣ > ε
 6
6
2E
∣∣∣∣∣∣
n∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣

ε
6 2
√
2 σ¯(n, 1)
ε
√
pi
6 2
√
2
ε
√
pi
uma vez que
∑n
j=1
(
σj |wji(n)|
||σn||∞
)2
6 1 (conf. alnea (a) da Proposição 1.3.4). Efectuando os calculos
anteriores para cada termo
∑m
j=1
wji(m)ej
||σm||∞ , m = 1, . . . , n− 1 vem,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣ > ε
 6 2
√
2
ε
√
pi
, ∀n ∈ N.
Escolhendo a subsucessão max
16p6ξn
∣∣∣∣∣∣
p∑
j=1
wji(ξn)ej
||σξn ||∞
∣∣∣∣∣∣ de max16p6n
p∑
j=1
wji(n)ej
||σn||∞
que nos da,
lim
n→∞
 max
16j6ξn
∣∣∣∣∣∣
p∑
j=1
wji(ξn)ej
||σξn ||∞
∣∣∣∣∣∣
 = lim sup
n→∞
 max
16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣

tem-se,
P
 max16p6ξn
∣∣∣∣∣∣
p∑
j=1
wji(ξn)ej
||σξn ||∞
∣∣∣∣∣∣ > ε
 6 2
√
2
ε
√
pi
, ∀n ∈ N.
Efectuando a passagem ao limite em n surge,
P
lim supn→∞
 max
16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣
 > ε
 6 2
√
2
ε
√
pi
e fazendo ε→∞ conclui-se que lim sup
n→∞
 max
16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)ej
||σn||∞
∣∣∣∣∣∣
 existe finito quase certamente para
todo o i = 1, . . . , κ. Consequentemente,
lim sup
n→∞
||PXnen||2
||σn||2∞
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existe finito quase certamente verificando-se ainda lim sup
n→∞
||PXnen||2
||σn||2∞
> 0 quase certamente. A con-
clusão da demonstração segue da estimativa (3.0.2) e da hipotese sobre o raio espectral ρn.
Também a consistência em média quadratica do EMQ é verdadeira sob idêntica hipotese para o
raio espectral.
Teorema 3.3.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S2(σi, λi, 0).
(b) ρn = o
(
||σn||−2∞
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. A estimativa (3.0.2) e
n∑
j=1
wji(n)ej
||σn||∞
∼ S2
(
σ¯(n, 1), ∗, 0) = N(0, 2(σ¯(n, 1))2) garantem
que,
E
[∣∣∣∣β˜ − β∣∣∣∣2] 6 ρnE [(Sn1(n))2 + . . .+ (Snκ(n))2] = 2κρn ||σn||2∞ (σ¯(n, 1))2 6 2κ ρn ||σn||2∞
onde σ¯(n, 1) estão definidos por (3.3.2).
Corolario 3.3.1 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S2(σi, λi, µi).
(b) ρn é uma sucessão evanescente tal que ρn = o
(
1
||σn||2∞ + ||PXnµn||2
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. O vector do erros en pode ser decomposto em en = µn+e∗n em que cada componente
e∗i do vector aleatorio e
∗
n tem distribuição N(0, 2σ
2
i ). Da linearidade da projecção ortogonal PXn
sobre o espaço imagem Xn tem-se,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 2ρn ||PXnµn||2 + 2ρn ||PXne∗n||2 . (3.3.3)
Do Teorema 3.3.1 obtém-se ρn ||PXne∗n||2 q.c.−→ 0 e a conclusão da prova segue da hipotese ρn ||PXnµn||2
−→ 0 quando n→∞.
Corolario 3.3.2 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S2(σi, λi, µi).
(b) ρn é uma sucessão evanescente tal que ρn = o
(
1
||σn||2∞ + ||PXnµn||2
)
, n→∞.
então β˜ é consistente em média quadratica.
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Demonstração. A conclusão resulta da combinação da estimativa (3.3.3) com o Teorema 3.3.2.
Teorema 3.3.3 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ Sα(σi, λi, 0), 0 < α < 2, α 6= 1.
(b) ρn = o
[(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
)1− 2
α
]
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Ja que vimos que,
||PXnen||2 =
(
Sn1(n)
)2
+ . . .+
(
Snκ(n)
)2
onde cada termo de
{
Sni(n), n > 1
}
esta definido por (3.1.2) para todo o i = 1, . . . , κ. As propriedades
das distribuições estaveis (conf. Proposição 1.4.1 e Proposição 1.4.3) garantem que,
n∑
j=p
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∼ Sα
(
σ¯(α, n, p), λ¯(α, n, p), 0
)
, p = 1, . . . , n (3.3.4)
onde,
σ¯(α, n, p) =

n∑
j=p
(
σj |wji(n)|
)α(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
)1−α
2

1
α
(3.3.5)
e
λ¯(α, n, p) =
n∑
j=p
sign
(
wji(n)
)
λi |wji(n)|α
n∑
j=p
|wji(n)|α
. (3.3.6)
Escolhendo r < α vem,
P

∣∣∣∣∣∣∣∣∣
n∑
j=p
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣ > δ
 6
6 1
δr
·E
∣∣∣∣∣∣∣∣∣
n∑
j=p
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣
r
6
(
σ¯(α, n, p) · c5
(
r, λ¯(α, n, p)
))r
δr
em que a constante c5
(
r, λ¯(α, n, p)
)
é dada por,(
c5
(
r, λ¯(α, n, p)
))r
=
2r−1Γ
(
1− rα
)
r
∫∞
0 t
−r−1 sin2 t dt
[
1+
(
λ¯(α, n, p)
)2 tan2 (αpi
2
)] r2α
·
· cos
(
r
α
arctan
(
λ¯(α, n, p) tan
(αpi
2
)))
.
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Visto que,
n∑
j=p
(
σj |wji(n)|
)α(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
)1−α
2
6 1
(conf. alnea (b) da Proposição 1.3.4) obtém-se σ¯(α, n, p) 6 1 e
P

∣∣∣∣∣∣∣∣∣
n∑
j=p
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣ > δ
 6
6
(
σ¯(α, n, p) · c5
(
r, λ¯(α, n, p)
))r
δr
6
(
c6(α, r)
)r
δr
< 1
tomando δ > c6(α, r) fixo com,(
c6(α, r)
)r
=
2r−1Γ
(
1− rα
)
r
∫ +∞
0 t
−r−1 sin2 t dt
[
1 + tan2
(αpi
2
)] r2α
.
Então, para qualquer ε > 0 tem-se,
P
 max16p6n
∣∣∣∣∣∣∣∣∣
p∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣ > δ + ε
 6
6 1
1−
(
c6(α,r)
δ
)r P

∣∣∣∣∣∣∣∣∣
n∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣ > ε

6 1
1−
(
c6(α,r)
δ
)r · 1εr ·E
∣∣∣∣∣∣∣∣∣
n∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣
r
6
(
c6(α,r)
δ
)r
1−
(
c6(α,r)
δ
)r · (δε
)r
.
De forma analoga, podemos efectuar os calculos precedentes para cada termo,
m∑
j=p
wji(m)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
m
) 1
α
− 1
2
, p = 1, . . . ,m
com m = 1, . . . , n− 1 e concluir que,
P
 max16p6n
∣∣∣∣∣∣∣∣∣
p∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣ > δ + ε
 6
(
c6(α,r)
δ
)r
1−
(
c6(α,r)
δ
)r · (δε
)r
, ∀ ∈ N.
A tese fica estabelecida raciocinando como na parte final da demonstração do Teorema 3.3.1.
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A consistência em momento de ordem r também é verdadeira impondo a mesma condição sobre
o raio espectral ρn.
Teorema 3.3.4 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ Sα(σi, λi, 0), 0 < α < 2, α 6= 1.
(b) ρn = o
[(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
)1− 2
α
]
, n→∞.
então β˜ é consistente em momento de ordem r com r < α.
Demonstração. Para cada i = 1, . . . , κ tem-se,
E
∣∣∣∣∣∣∣∣∣
n∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∣∣∣∣∣∣∣∣∣
r
6
(
c6(α, r)
)r
, ∀n ∈ N.
uma vez que para todo o n ∈ N,
n∑
j=1
wji(n)ej(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 1
α
− 1
2
∼ Sα
(
σ¯(α, n, 1), λ¯(α, n, 1), 0
)
onde σ¯(α, n, 1) e λ¯(α, n, 1) são dados por (3.3.5) and (3.3.6). A tese é agora uma consequência da
estimativa (3.2.3) e da hipotese (b).
Corolario 3.3.3 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ Sα(σi, λi, µi), 0 < α < 2, α 6= 1.
(b) ρn = o
 1(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 2
α
−1
+ ||PXnµn||2
, n→∞.
então β˜ é fortemente consistente.
Demonstração. A tese resulta da combinação entre a estimativa (3.3.3) e o Teorema 3.3.3.
Corolario 3.3.4 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ Sα(σi, λi, µi), 0 < α < 2, α 6= 1.
(b) ρn = o
 1(
σ
2α
2−α
1 + . . .+ σ
2α
2−α
n
) 2
α
−1
+ ||PXnµn||2
, n→∞.
então β˜ é consistente em momento de ordem r com r < α.
JFLS
3.3. Sob parametros σi, λi e µi variaveis 99
Demonstração. A tese é uma consequência da estimativa (3.3.3) e do Teorema 3.3.4.
Os resultados previamente expostos são verdadeiros nalgumas situações particulares do caso α =
1. Com efeito, quando ei ∼ S1(σi, 0, 0) os calculos realizados nos Teoremas 3.3.3 e 3.3.4 permanecem
verdadeiros passo a passo (conf. Corolario 1.4.1). Além disso, a estimativa (3.3.3) continua valida
garantindo o,
Teorema 3.3.5 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S1(σi, 0, µi).
(b) ρn = o
(
1
σ21 + . . .+ σ2n + ||PXnµn||2
)
, n→∞.
então β˜ é fortemente consistente.
Teorema 3.3.6 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S1(σi, 0, µi).
(b) ρn = o
(
1
σ21 + . . .+ σ2n + ||PXnµn||2
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < 1.
Os proximos resultados cobrem as restantes situações do caso α = 1.
Teorema 3.3.7 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S1(σi, λi, µi) com λi 6= 0.
(b) ρn = o
(
1
||PXnµn||2 + ||σn||∞
√
n log (n ||σn||∞)
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Fazendo uso da decomposição en = µn+e∗n onde µn = (µ1, . . . , µn) e e∗n = (e∗1, . . . , e∗n)
com e∗i ∼ S1(σi, λi, 0) ficamos aptos para utilizar a estimativa (3.3.3). As propriedades das dis-
tribuições estaveis (conf. Proposição 1.4.1 e Proposição 1.4.3) asseguram que, para todo o i = 1, . . . , κ
n∑
j=p
wji(n)e∗j ∼ S1
(
σ∗(n, p), λ∗(n, p), µ∗(n, p)
)
, p = 1, . . . , n
onde,
σ∗(n, p) =
n∑
j=p
σj |wji(n)| , λ∗(n, p) =
n∑
j=p
sign
(
wji(n)
)
λjσj |wji(n)|
n∑
j=p
σj |wji(n)|
(3.3.7)
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e
µ∗(n, p) =
2
pi
n∑
j=p
σjλjwji(n) log
(
|wji(n)|−1
)
. (3.3.8)
Para qualquer i = 1, . . . , κ tem-se ainda,
n∑
j=p
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∼ S1
(
σ¯(n, p), λ¯(n, p), µ¯(n, p)
)
, p = 1, . . . , n
com,
σ¯(n, p) =
σ∗(n, p)
||σn||∞
√
n |log (n ||σn||∞)|
,
λ¯(n, p) = sign
(
1
||σn||∞
√
n log (n ||σn||∞)
)
λ∗(n, p)
e
µ¯(n, p) =
µ∗(n, p)
||σn||∞
√
n log (n ||σn||∞)
+
2
pi
· σ
∗(n, p)λ∗(n, p) log
( ||σn||∞√n |log (n ||σn||∞)| )
||σn||∞
√
n log (n ||σn||∞)
.
Da Proposição 1.3.4 é facil verificar que,
σ¯(n, p) 6
√
σ21 + . . .+ σ2n
||σn||∞
√
n |log (n ||σn||∞)|
6 ||σn||∞
√
n
||σn||∞
√
n |log (n ||σn||∞)|
6 1|log (n ||σn||∞)|
6 c7
para alguma constante c7 > 0 independente de n e da Proposição 1.3.5 vem ainda,
|µ¯(n, p)| 6 1
pi
·
∣∣∣∣ log nlog (n ||σn||∞)
∣∣∣∣+ 2pi ·
∣∣∣∣∣ log
( ||σn||∞√n |log (n ||σn||∞)| )
log (n ||σn||∞)
∣∣∣∣∣ 6 c8
para alguma constante c8 > 0 independente de n. Pelo Teorema 1.4.2 obtém-se,
n∑
j=p
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
d= σ¯(n, p)Zn +
2
pi
λ¯(n, p)σ¯(n, p) log
(
σ¯(n, p)
)
+ µ¯(n, p)
com,
Zn
d=
(
1 + λ¯(n, p)
2
)
An −
(
1− λ¯(n, p)
2
)
Bn+
+
(
1 + λ¯(n, p)
pi
)
log
(
1 + λ¯(n, p)
2
)
−
(
1− λ¯(n, p)
pi
)
log
(
1− λ¯(n, p)
2
)
onde {An, n > 1} e {Bn, n > 1} representam duas sucessões de v.a.'s tais que An e Bn são indepen-
dentes com distribuição comum Sα(1, 1, 0) para todo o n ∈ N. Deste modo, para cada i = 1, . . . , κ e
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qualquer 0 < r < 1 tem-se,
E
∣∣∣∣∣∣ 1||σn||∞√n log (n ||σn||∞)
n∑
j=p
wji(n)e∗j
∣∣∣∣∣∣
r
=
= E
∣∣∣∣σ¯(n, p)Zn + 2pi λ¯(n, p)σ¯(n, p) log (σ¯(n, p))+ µ¯(n, p)
∣∣∣∣r
6 E
(
σ¯(n, p) |Zn|+ 2
pi
∣∣λ¯(n, p)∣∣ ∣∣σ¯(n, p) log (σ¯(n, p))∣∣+ |µ¯(n, p)|)r
6 E
(
c7 |Zn|+ 2Cmax
pi
+ c8
)r
6 c9E |Zn|r +
(
2Cmax
pi
+ c8
)r
, p = 1, . . . , n.
em que cmax = max
(
e−1, c7 log c7
)
. Analogamente,
E
( |Zn|r ) = E
∣∣∣∣∣
(
1 + λ¯(n, p)
2
)
An −
(
1− λ¯(n, p)
2
)
Bn+
+
(
1 + λ¯(n, p)
pi
)
log
(
1 + λ¯(n, p)
2
)
−
(
1− λ¯(n, p)
pi
)
log
(
1− λ¯(n, p)
2
)∣∣∣∣∣
r
6 E
[
1 +
∣∣λ¯(n, p)∣∣
2
|An|+
1 +
∣∣λ¯(n, p)∣∣
2
|Bn|+
+
2
pi
∣∣∣∣1 + λ¯(n, p)2 · log
(
1 + λ¯(n, p)
2
)∣∣∣∣+ 2pi
∣∣∣∣1− λ¯(n, p)pi log
(
1− λ¯(n, p)
2
)∣∣∣∣
]r
6 E
(
|An|+ |Bn|+ 4
epi
)r
6 E |An|r +E |Bn|r +
(
4
epi
)r
6 2c10 +
(
4
epi
)r
com c10 independente de n uma vez que a distribuição de An e Bn é S1(1, 1, 0). Então, para cada
0 < r < 1 vem,
E
∣∣∣∣∣∣
n∑
j=p
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣
r
6 c11(r) <∞, p = 1, . . . , n
para alguma constante c11(r) > 0 independente de n o que implica,
P

∣∣∣∣∣∣
n∑
j=p
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣ > δ
 6 c11(r)δr < 1, p = 1, . . . , n
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fixando δ >
[
c11(r)
]1/r. Para todo o ε > 0,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣ > δ + ε
 6
6 1
1− c11(r)δr
·
E
∣∣∣∣∣∣
n∑
j=p
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣
r
εr
6
c11(r)
δr
1− c11(r)δr
·
(
δ
ε
)r
(conf. Teorema 1.1.7). Realizando os calculos anteriores para cada termo,
m∑
j=p
wji(m)e∗j
||σm||∞
√
m log (m ||σm||∞)
, p = 1, . . . ,m
com m = 1, . . . , n− 1 conclumos que,
P
 max16p6n
∣∣∣∣∣∣
p∑
j=1
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣ > δ + ε
 6
c11(r)
δr
1− c11(r)δr
·
(
δ
ε
)r
, ∀n ∈ N.
A tese fica estabelecida através da estimativa (3.3.3) e efectuando um raciocnio analogo ao da parte
final da demonstração do Teorema 3.3.1.
Teorema 3.3.8 Se no modelo de regressão linear (3.0.1),
(a) e1, e2, . . . são independentes tais que ei ∼ S1(σi, λi, µi) com λi 6= 0.
(b) ρn = o
(
1
||PXnµn||2 + ||σn||∞
√
n log (n ||σn||∞)
)
, n→∞.
então β˜ é consistente em momento de ordem r com r < 1.
Demonstração. A tese é uma consequência das estimativas (3.3.3), (3.2.3) e
E
∣∣∣∣∣∣
n∑
j=1
wji(n)e∗j
||σn||∞
√
n log (n ||σn||∞)
∣∣∣∣∣∣
r
6 c11(r) <∞ para todo o i = 1, . . . , κ
com c11(r) > 0 uma constante independente de n e e∗i ∼ S1(σi, λi, 0).
Observação 3.3.1 Se lim sup
n→∞
σn = σ ∈]0,∞[ então o seguinte melhoramento na hipotese (b) dos Teo-
remas 3.3.7 e 3.3.8 pode ser feito,
ρn = o
(
1
||PXnµn||2 +
√
n log n
)
, n→∞.
Observação 3.3.2 Observemos que se σn −→ 0 e µn −→ µ ∈ R quando n→∞ então en P−→ µ porque
E
[
exp
(
ient
)] −→ E[ exp (iµt)] quando n→∞. Por outro lado, se ρn for uma sucessão evanescente
tal que
ρn = o
(
||PXnµn||−2
)
, n→∞ e
∞∑
n=1
σn
∣∣log (min{σn, 0.5})∣∣ <∞
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então a série
∑∞
n=1 e
∗
n converge absolutamente quase certamente (conf. Teorema 1.4.6) e a consistência
forte do EMQ fica assegurada uma vez que,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 2ρn ||PXnµn||2 + 2ρn ||PXne∗n||2 6 2ρn ||PXnµn||2 + 2ρn ||e∗n||2 .
Exemplo 3.3.1
Sejam e1, e2, . . . são independentes tais que ei ∼ S1(σi, λi, µi) com λi 6= 0. Se σn = δn−δ log n(
0 < δ 6 12
)
então σn − σn+1 ∼ δ2n−1−δ log n, n→∞ o que implica,
n∑
j=n0
(σj − σj+1)
√
j log j
2
∼ δ
2
1− 2δn
1
2
−δ log2 n, n→∞
para 0 < δ < 12 e
∑n
j=n0
(σj − σj+1)
√
j log j
2 ∼ log
3 n
24 , n→∞ para δ = 12 . Considerando,
H =
{
(t1, . . . , tn) ∈ Rn : t1 > 0, . . . , tn > 0, t21 + . . .+ t2n = 1
}
obtém-se, usando a transformação de Abel (conf. Secção 1.3),
max
H
n∑
j=1
σjtj log
(
1
tj
)
= O
(
n
1
2
−δ log2 n
)
, n→∞
para 0 < δ < 12 e
max
H
n∑
j=1
σjtj log
(
1
tj
)
= O
(
log3 n
)
, n→∞
para δ = 12 . Visto que, √
σ21 + . . .+ σ2n ∼
δ√
1− 2δn
1
2
−δ log n, n→∞
para 0 < δ < 12 e
√
σ21 + . . .+ σ2n ∼
√
log3 n
2
√
3
, n→∞ para δ = 12 podemos escrever,
ρn = O
(
1
||PXnµn||2 + n
1
2
−δ log2 n
)
, n→∞
para 0 < δ < 12 ou
ρn = O
(
1
||PXnµn||2 + log3 n
)
, n→∞
para δ = 12 porque σ¯(n, p) 6 c12 e |µ¯(n, p)| 6 c13 para n suficientemente grande. Naturalmente, se
σn = δn−δ log n
(
1
2 < δ 6 1
)
então,
max
H
n∑
j=1
σjtj log
(
1
tj
)
= O(1), n→∞
e
√
σ21 + . . .+ σ2n = O(1), n → ∞. Deste modo, σ∗(n, p) = O(1), |µ∗(n, p)| = O(1), n → ∞ (conf.
(3.3.7) e (3.3.8)) e podemos assumir apenas ρn = o
(
||PXnµn||−2
)
, n→∞.
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Captulo 4
Uma abordagem geométrica
O nosso proposito neste captulo sera analisar a consistência do EMQ supondo que os erros se
distribuem radialmente, ou seja, que o vector erros en tem simetria radial (conf. Definição 1.1.14). A
grande novidade residira no facto de não impormos quaisquer condições de independência (na pratica
associadas geralmente  a não transacção de informação) ou idêntica distribuição para a sucessão
aleatoria e1, e2, . . . conseguindo-se, deste modo, abranger um vasto leque de situações em que as ob-
servações são feitas. Trabalharemos apenas sob a hipotese de simetria radial do vector dos erros e
usaremos coordenadas polares generalizadas para criar outras variaveis aleatorias que nos conduzirão
 a consistência forte do EMQ. Refira-se, que a radialidade dos erros é condição suficiente para que se
tenha a independência das novas variaveis aleatorias resultantes da transformação para coordenadas
polares generalizadas do vector dos erros. Por outro lado, desenvolveremos um interessante resultado
que consiste na identificação da distribuição de uma variavel aleatoria criada por factorização e que
nos permitira também obter a consistência forte do EMQ.
Consideremos o modelo de regressão linear,
Yn =Xnβ + en (4.0.1)
e indiquemos, mais uma vez, o raio espectral da matriz
(
XTnXn
)−1 por ρn.
O nosso interesse sera estudar o vector aleatorio dos erros en sob o ponto de vista geométrico e
neste sentido, assumiremos ao longo deste captulo que en é absolutamente contnuo com simetria
radial i.e. que a sua função de densidade conjunta é dada por,
fe1,...,en(x1, . . . , xn) = g(r), r =
√
x21 + . . .+ x2n
onde g é alguma função não-negativa (conf. Definição 1.1.14). Deste modo, é com toda a naturalidade
que surge a transformação de en expresso formalmente em coordenadas cartesianas para coordenadas
polares generalizadas. Consideremos pois a aplicação,
R
n 3 (x1, . . . , xn) 7→ (r, θ1, . . . , θn−1) ∈]0,∞[×]0, pi[× . . .×]0, pi[×]0, 2pi[
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definida por, 
x1 = r cos θ1
x2 = r sin θ1 cos θ2
...
xn−1 = r sin θ1 sin θ2 . . . sin θn−2 cos θn−1
xn = r sin θ1 sin θ2 . . . sin θn−1
(conf. Secção 1.3) cujo o jacobiano é,
Jac = rn−1(sin θ1)n−2(sin θ2)n−3 . . . sin θn−2 > 0.
Ao transformamos o vector dos erros en = (e1, . . . , en) usando coordenadas polares generalizadas
criamos novas variaveis aleatorias  a custa das v.a.'s e1, . . . , en, a saber: a variavel aleatoria radial
Rn =
√
e21 + . . .+ e2n do vector en e os angulos aleatorios ao centro Θ1, . . . ,Θn−1. A função de
densidade conjunta de (Rn,Θ1, . . . ,Θn−1) sera então dada por,
fRn,Θ1,...,Θn−1(r, θ1, . . . , θn−1) = g(r)r
n−1(sin θ1)n−2(sin θ2)n−3 . . . sin θn−2 (4.0.2)
onde g é uma função não-negativa. No proximo resultado provaremos que as novas variaveis aleatorias
Rn,Θ1, . . . ,Θn−1 são (mutuamente) independentes.
Proposição 4.0.1 Se o vector dos erros en é absolutamente contnuo com simetria radial então as
variaveis aleatorias Rn,Θ1, . . . ,Θn−2,Θn−1 são independentes, respectivamente, com densidades
f0(r) = npi
n/2
Γ(n2+1)
g(r)rn−1, r > 0
f1(θ) =
(sin θ)n−2R pi
0 (sin t)
n−2 dt , 0 < θ < pi
...
fn−2(θ) = sin θ2 , 0 < θ < pi
fn−1(θ) = 12pi , 0 < θ < 2pi.
Demonstração. Pondo,
f1(θ) =
(sin θ)n−2∫ pi
0 (sin t)
n−2 dt
, 0 < θ < pi
f2(θ) =
(sin θ)n−3∫ pi
0 (sin t)
n−3 dt
, 0 < θ < pi
...
fn−2(θ) =
sin θ
2
, 0 < θ < pi
fn−1(θ) =
1
2pi
, 0 < θ < 2pi
vem,
f1(θ1) . . . fn−1(θn−1) =
Γ
(
n
2 + 1
)
npin/2
(sin θ1)n−2(sin θ2)n−3 . . . sin θn−2.
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porque a area de superfcie da esfera unitaria Sn−1 de Rn é
npin/2
Γ
(
n
2 + 1
) = ∫
Sn−1
ds =
=
∫ pi
0
∫ pi
0
. . .
∫ pi
0
∫ 2pi
0
(sin t1)n−2(sin t2)n−3 . . . sin tn−2 dt1 dt2 . . . dtn−2 dtn−1
Considerando a função f0(r) = npi
n/2
Γ(n2+1)
g(r)rn−1 obtém-se,
fRn,Θ1,...,Θn−1(r, θ1, . . . , θn−1) = f0(r)f1(θ1) . . . fn−1(θn−1)
o que mostra a independência (mutua) de Rn,Θ1, . . . ,Θn−1 e ainda que as densidades de Rn,Θ1,
Θ2, . . . ,Θn−2,Θn−1 são, respectivamente, f0, f1, f2, . . . , fn−2, fn−1 (conf. alnea (b) do Corolario
1.1.1).
Denotemos por,
fRn(r) =
npin/2
Γ
(
n
2 + 1
) g(r)rn−1, r > 0 (4.0.3)
a densidade da variavel aleatoria radial Rn que depende da função g não-negativa. Dos angulos
aleatorios ao centro podemos formar o vector aleatorio dos angulos ao centro
Θn−1 = (Θ1, . . . ,Θn−1)
cuja função de densidade conjunta é (conf. alnea (a) do Corolario 1.1.1),
fΘn−1(θ1, . . . , θn−1) =
Γ
(
n
2 + 1
)
npin/2
(sin θ1)n−2(sin θ2)n−3 . . . sin θn−2 (4.0.4)
que, como se pode constatar, não depende da função g.
Da factorização,
||PXnen||2 =
||PXnen||2
||en||2
||en||2 = Zn ||en||2 = ZnR2n (4.0.5)
onde Xn = Im(Xn) e
Zn =
||PXnen||2
||en||2
(4.0.6)
somos conduzidos ao importante resultado,
Proposição 4.0.2 A variavel aleatoria Zn =
||PXnen||2
||en||2 é limitada.
Demonstração. Utilizando a formula de Pitagoras tem-se,
0 6 Zn =
∣∣∣∣PXnen∣∣∣∣2∣∣∣∣en∣∣∣∣2 =
∣∣∣∣PXnen∣∣∣∣2∣∣∣∣PXnen∣∣∣∣2 + ∣∣∣∣PX⊥n en∣∣∣∣2 6 1
o que conclui a prova.
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Ja sabemos que do facto de car(Xn) = κ e da ausência de multicolinearidade quase-exacta da
matriz Xn o EMQ de β é expresso por,
β˜ = β + (XTnXn)
−1XTnen (4.0.7)
sendo obtido por substituição do vector das observações Yn = Xnβ + en em (1.6.9). Então, apre-
sentamos uma nova versão da estimativa (3.0.2) com a recente variavel aleatoria Zn cuja distribuição
esta perfeitamente definida como veremos na proxima secção.
Proposição 4.0.3 No modelo de regressão linear (3.0.1) tem-se,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 ρn ZnR2n (4.0.8)
Demonstração. Da estimativa (3.0.2) obtém-se imediatamente∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 ρn ZnR2n
usando a factorização (4.0.5).
O resultado que se segue é uma extensão da identidade (3.1.1)  as novas v.a.'s Rn,Θ1, . . . , Θn−1.
Proposição 4.0.4 Existe uma base ortonormada
{
w1(n), . . . ,wn(n)
}
de Rn tal que,
Zn =
〈
w1(n),(cosΘ1, sinΘ1 cosΘ2, . . . , sinΘ1 . . . sinΘn−1)
〉2+
+ . . .+
〈
wκ(n), (cosΘ1, sinΘ1 cosΘ2, . . . , sinΘ1 . . . sinΘn−1)
〉2
, n > κ.
Demonstração. Aplicando a Proposição 1.2.1 a A = Xn e x = en existira uma base ortonormada{
w1(n), . . . ,wn(n)
}
de Rn tal que a v.a. ||PXnen||2 é expressa por,
||PXnen||2 = 〈w1(n), en〉2 + . . .+ 〈wκ(n), en〉2
e tese fica estabelecida efectuando a transformação para coordenadas polares generalizadas de en =
(e1, . . . , en) 
e1 = Rn cosΘ1
e2 = Rn sinΘ1 cosΘ2
...
en−1 = Rn sinΘ1 sinΘ2 . . . sinΘn−2 cosΘn−1
en = Rn sinΘ1 sinΘ2 . . . sinΘn−1
tendo em conta que ||en||2 = R2n.
Observação 4.0.3 Observemos que da Proposição 4.0.1 conclui-se também a independência de Rn e
Zn uma vez que, pela Proposição 4.0.4, Zn apenas depende dos angulos ao centro Θ1, . . . ,Θn−1.
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4.1 A distribuição de Zn
Sob a hipotese da simetria radial do vector dos erros en, vimos na secção anterior que podemos
utilizar coordenadas polares generalizadas para transformar (e1, . . . , en) em (Rn,Θn−1, . . . ,Θn−1)
cuja função de densidade conjunta é dada por (4.0.2). Da Proposição 4.0.4 é ainda facil verificar
que a variavel aleatoria Zn depende unicamente dos angulos ao centro Θ1, . . . ,Θn−1 e portanto a sua
função densidade de probabilidade não dependera da função g. Então, para acharmos a densidade da
variavel aleatoria Zn podemos supor qualquer função g na densidade conjunta do vector dos erros.
Em particular, escolhendo
g(r) =
1
(2pi)n/2
e−
r2
2
somos conduzidos  a seguinte densidade conjunta para en,
fe1,...,en(x1, . . . , xn) =
1
(2pi)n/2
e−
x21+...+x
2
n
2
o que corresponde  a situação em que o vector aleatorio dos erros tem densidade normal multivariada,
i.e. en ∼ N(0, I). Consequentemente, as componentes e1, . . . , en são independentes tendo cada uma
distribuição normal standard unidimensional (conf. o Teorema 1.2.8 e o Teorema 1.2.9). Pelo teorema
de Cochran (conf. Teorema 1.2.10) as variaveis aleatorias
∣∣∣∣PXnen∣∣∣∣2 e ∣∣∣∣PX⊥n en∣∣∣∣2 onde Xn = Im(Xn)
são independentes tendo-se,
∣∣∣∣PXnen∣∣∣∣2 ∼ χ2(κ) e ∣∣∣∣PX⊥n en∣∣∣∣2 ∼ χ2(n− κ).
Proposição 4.1.1 Sejam X1, . . . ,Xm variaveis aleatorias independentes com densidades fXi(xi) (i =
1, . . . ,m) e Y1, . . . ,Ym as variaveis aleatorias definidas por Yj = X1+ . . .+Xj, j = 1, . . . ,m. Então
a função de densidade conjunta do vector aleatorio (Y1, . . . ,Ym) é,
fY1,...,Ym(y1, . . . , ym) = fX1(y1) fX2(y2 − y1) . . . fXm(ym − ym−1).
Demonstração. O sistema de m equações lineares e m incognitas x1, . . . , xm
x1 = y1
x1 + x2 = y2
...
x1 + x2 + . . .+ xm = ym
tem uma unica solução dada por, 
x1 = y1
x2 = y2 − y1
...
xm = ym − ym−1
.
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Então, a densidade conjunta do vector aleatorio (Y1, . . . ,Ym) sera,
fY1,...,Ym(y1, . . . , ym) =
fX1,...,Xm(x1, . . . , xm)
|Jac(x1, . . . , xm)| = fX1(y1) · fX2(y2 − y1) . . . fXm(ym − ym−1)
pois as variaveis aleatorias X1, . . . ,Xm são independentes e o jacobiano da transformação,
h1(x1, . . . , xm) = x1
h2(x1, . . . , xm) = x1 + x2
...
hm(x1, . . . , xm) = x1 + x2 + . . .+ xm
é,
Jac(x1, . . . , xm) = det


∂h1
∂x1
. . . ∂h1∂xm
...
. . .
...
∂hm
∂x1
. . . ∂hm∂xm

 = det


1 . . . 0
...
. . .
...
1 . . . 1

 = 1.
Definindo as variaveis aleatorias X1 =
∣∣∣∣PXnen∣∣∣∣2, X2 = ∣∣∣∣PX⊥n en∣∣∣∣2, Y1 = ∣∣∣∣PXnen∣∣∣∣2 e Y2 = ∣∣∣∣en∣∣∣∣2
conclumos da Proposição 4.1.1 que a função de densidade conjunta do par aleatorio (Y1,Y2) é
fY1,Y2(x, y) = fX1(x) fX2(y − x). Deste modo, a densidade da variavel aleatoria Zn é,
fZn(z) =
∫ ∞
−∞
| t | fY1,Y2(zt, t) dt
=
∫ ∞
−∞
| t | fX1(zt) fX2(t− zt) dt
=
1
Γ
(κ
2
)
Γ
(
n− κ
2
)z κ2−1(1− z)n−κ2 −1 ∫ ∞
0
1
2
n
2
t
n
2
−1e−
t
2 dt
=
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
)z κ2−1(1− z)n−κ2 −1
sempre que 0 < z < 1 e fZn(z) = 0 se caso contrario. Portanto, a variavel aleatoria Zn tem dis-
tribuição beta de parametros
(
κ
2 ,
n−κ
2
)
.
Convém destacar que podamos ter seguido um caminho alternativo ao exposto acima e evitado
a Proposição 4.1.1. Com efeito, a variavel aleatoria Wn definida por,
Wn =
||PXnen||2
κ∣∣∣∣∣∣PX⊥n en∣∣∣∣∣∣2
n− κ
tem distribuição de Snedecor com graus de liberdade κ e (n− κ) i.e.
fWn(w) =
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
) ( κ
n− κ
)κ
2
w
κ
2
−1
(
1 +
κw
n− κ
)−n
2
, w > 0.
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Deste modo, a densidade da variavel aleatoria Vn =
κ
n− κWn sera,
fVn(v) =
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
) v κ2−1 (1 + v)−n2 , v > 0.
Fazendo uso da transformação u =
v
v + 1
obtemos a identidade integral,
∫ ∞
t
va−1 (1 + v)−a−b dv =
∫ 1
t
t+1
ua−1 (1− u)b−1 du, t > 0
e tomando a = κ2 e b =
n−κ
2 vem,
FVn(t) = FUn
(
t
t+ 1
)
, t > 0 (4.1.1)
onde Un é uma variavel aleatoria com distribuição beta de parametros
(
κ
2 ,
n−κ
2
)
. Adicionalmente,
visto que
Zn 6 Vn (4.1.2)
temos ainda que,
P(Zn > t) 6 P (Vn > t) = P
(
Un >
t
t+ 1
)
, t > 0 (4.1.3)
e podemos utilizar a distribuição de Un para obter majorações de P(Zn > t).
4.2 A consistência do estimador
O objectivo central desta secção é obter a consistência forte do EMQ. Mas antes, estabeleçamos
alguns resultados auxiliares.
Lema 4.2.1 Para qualquer 0 6 α < 1 existe n0 ∈ N tal que,
P
(
Zn >
ε
nα
)
<
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
) ( ε
nα
)κ
2
−1 (
1− ε
nα
)n−κ
2
, ε > 0
para todo o n > n0.
Demonstração. Se κ > 2 e n > κ+ 2 então Zn tem em
z0 =
κ− 2
n− 4
a unica moda (se κ = 1 e n > 3 então fZn(z) é monotona decrescente em ]0, 1[). Visto que para todo
o 0 < α < 1,
lim
n→∞
κ− 2
n− 4
ε
nα
= 0, ε > 0
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existira uma ordem n0 ∈ N tal que,
z0 =
κ− 2
n− 4 <
ε
nα
, ∀n > n0, ε > 0.
Deste modo, como a densidade fZn(z) é monotona decrescente em ]z0, 1[ podemos escrever,
P
(
Zn >
ε
nα
)
<
(
1− ε
nα
)
fZn
( ε
nα
)
, ∀n > n0, ε > 0
o que estabelece a tese.
Lema 4.2.2 Para qualquer 0 < α < 1 tem-se,
lim
n→∞n
ξ
(
1− ε
nα
)n−κ
2 = 0, ξ ∈ R, ε > 0.
Demonstração. Dado ξ ∈ R tem-se para todo o ε > 0,
nξ
(
1− ε
nα
)n−κ
2 = elog
(
nξ (1− εnα )
n
2
) (
1− ε
nα
)−κ
2
= eξ logn+
n1−α
2
log (1− εnα )
nα (
1− ε
nα
)−κ
2
= e
n1−α
(
ξ logn
n1−α +
1
2
log (1− εnα )
nα
) (
1− ε
nα
)−κ
2
e como 0 < α < 1 vem,
lim
n→∞ log
(
1− ε
nα
)nα
= −ε e lim
n→∞
ξ log n
n1−α
= 0
donde,
lim
n→∞n
ξ
(
1− ε
nα
)n−κ
2 = 0.
Vamos, de seguida, enunciar dois importantes resultados com influência directa e decisiva para
consistência forte do estimador dos mnimos quadrados.
Proposição 4.2.1 Para todo o 0 < α < 1 tem-se,
P
(
lim sup
n→∞
{
Zn >
1
mnα
})
= 0, m = 1, 2, . . .
Demonstração. Visto que,
lim
n→∞
Γ
(n
2
)
Γ
(
n− κ
2
)
n
κ
2
= 2−
κ
2
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(ver [60]) tem-se do Lema 4.2.2 com ξ = α
(
1− κ
2
)
+ s (s > 1) e ε =
1
m
(m = 1, 2, . . .)
lim
n→∞
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
) ( 1
mnα
)κ
2
−1 (
1− 1
mnα
)n−κ
2
1
ns
=
=
1
m
κ
2
−1 Γ
(κ
2
)
2
κ
2
lim
n→∞n
α+κ
2
(1−α)+s
(
1− 1
mnα
)n−κ
2
= 0.
Então o Lema 4.2.1 garante que,
lim
n→∞
P
(
Zn >
1
mnα
)
1
ns
6 lim
n→∞
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
) ( 1
mnα
)κ
2
−1 (
1− 1
mnα
)n−κ
2
1
ns
= 0
e consequentemente,
∞∑
n=1
P
(
Zn >
1
mnα
)
<∞, m = 1, 2, . . .
porque a série
∑∞
n=1
1
ns (s > 1) é convergente. A conclusão surge do primeiro lema de Borel-Cantelli
(conf. Teorema 1.1.1).
Observação 4.2.1 Optando por seguir o caminho alternativo descrito no final da secção anterior ter-
se-ia, de um modo natural, que dado um qualquer 0 < α < 1 existiria n0 ∈ N tal que,
P
(
Un >
ε
nα + ε
)
<
Γ
(
n
2
)
Γ
(
κ
2
)
Γ
(
n−κ
2
) ( ε
nα
)κ
2
−1(
1− ε
nα + ε
)n−κ
2
, ε > 0
para todo o n > n0. Além disso,
lim
n→∞n
ξ
(
1− ε
nα + ε
)n−κ
2
= 0, ξ ∈ R, ε > 0
o que permitiria obter a conclusão da Proposição 4.2.1  a custa desigualdade (4.1.2).
Proposição 4.2.2 Para qualquer 0 < α < 1 tem-se nα Zn
q.c.−→ 0.
Demonstração. De acordo com a Proposição 4.2.1 temos,
P
(
lim sup
n→∞
{
|nα Zn| > 1
m
})
= P
(
lim sup
n→∞
{
Zn >
1
mnα
})
= 0
para cada m = 1, 2, . . . o que implica (ver [18]),
P
(
lim
n→∞n
α Zn = 0
)
= 1
como pretendamos.
JFLS
4.2. A consistência do estimador 113
Apresentemos agora os primeiros resultados sobre a consistência forte do EMQ.
Teorema 4.2.1 Se o vector dos erros en no modelo de regressão linear (4.0.1) é absolutamente
contnuo com simetria radial e para algum 0 < α < 1,
∃C = C(ω) > 0: lim sup
n→∞
(
n−αρnR2n
)
6 C(ω) q.c. (4.2.1)
então β˜ é fortemente consistente.
Demonstração. A tese é uma consequência da estimativa (4.0.8) e da Proposição 4.2.2.
Corolario 4.2.1 Se o vector dos erros en no modelo de regressão linear (4.0.1) é absolutamente
contnuo com simetria radial, a variavel aleatoria radial Rn
q.c.−→ R∞ e ρn = O(nα), n → ∞ para
algum 0 < α < 1 então β˜ é fortemente consistente.
Demonstração. Das hipoteses assumidas resulta que o termo n−αρnR2n é limitado quase certamente
donde a conclusão vem do Teorema 4.2.1.
A consistência em média quadratica do EMQ pode ser obtida  a custa da independência de Rn e
Zn (conf. Observação 4.0.3) impondo, adicionalmente, condições sobre E
(
R2n
)
.
Teorema 4.2.2 Se o vector dos erros en no modelo de regressão linear (4.0.1) é absolutamente
contnuo com simetria radial, E
(
R2n
)
= O (np), n → ∞ e ρn = o
(
n1−p
)
, n → ∞ então β˜ é consis-
tente em média quadratica.
Demonstração. De acordo com a estimativa (4.0.8) tem-se,
E
(∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2) 6 ρnE (R2n) E (Zn) 6 c1 ρn np κn = κ c1 · ρnn1−p = o(1)
quando n→∞ e a tese fica estabelecida.
Mais geralmente, a independência das variaveis aleatorias Rn e Zn conduzem-nos  a consistência
em momento de ordem s do EMQ.
Teorema 4.2.3 Se o vector dos erros en no modelo de regressão linear (4.0.1) é absolutamente
contnuo com simetria radial, E (Rsn) = O (n
p), n → ∞ e ρn = o
(
n1−
2p
s
)
, n → ∞ então β˜ é
consistente em momento de ordem s.
Demonstração. Dado s > 0 a estimativa (4.0.8) produz,
E
(∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣s) 6 ρn s2 ·E (Rsn) E(Zn s2) = ρn s2 ·E (Rsn) Γ (n2 ) Γ ( s+κ2 )Γ (κ2 ) Γ (n+s2 ) = o(1)
quando n→∞ porque Γ
(
n+ s
2
)
∼
(n
2
)s/2
Γ
(n
2
)
, n→∞.
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Observação 4.2.2 A consistência do EMQ em momento de ordem s permanece valida se en for abso-
lutamente contnuo com simetria radial e ρn = o
(
n
[E (Rsn)]
2/s
)
, n→∞.
Convém agora destacar uma situação particular da simetria radial relativa ao caso em que os erros
são independentes (não-degenerados). Neste cenario, como veremos ja de seguida, somos automati-
camente conduzidos  a normalidade de e1, . . . , en.
Teorema 4.2.4 Se as variaveis aleatorias e1, e2, . . . são independentes e o vector dos erros en tem
simetria radial,
fe1,...,en(x1, . . . , xn) = g(r), r =
√
x21 + . . .+ x2n
com função g diferenciavel então cada erro e1, e2, . . . , en tem distribuição normal com valor médio
nulo e igual variancia.
Demonstração. De fe1,...,en(x1, . . . , xn) = g(r), r =
√
x21 + . . .+ x2n e
fe1,...,en(x1, . . . , xn) = fe1(x1) . . . fen(xn)
tem-se,
g
(√
x21 + . . .+ x2n
)
= fe1(x1) . . . fen(xn). (4.2.2)
Visto que,
∂g(r)
∂x1
=
dg(r)
dr
∂r
∂x1
e
∂r
∂x1
=
x1
r
conclumos, derivando (4.2.2) em ordem a x1, que
x1
r
g′(r) = f ′e1(x1)fe2(x2) . . . fen(xn).
Dividindo ambos os membros por x1 g(r) = x1 fe1(x1)fe2(x2) . . . fen(xn) obtém-se,
1
r
g′(r)
g(r)
=
1
x1
f ′e1(x1)
fe1(x1)
(4.2.3)
O lado direito de (4.2.3) é independente de x2, . . . , xn e o lado esquerdo de (4.2.3) é uma função
de r =
√
x21 + . . .+ x2n. Então ambos os lados são necessariamente independentes de x1, x2, . . . , xn
donde,
1
r
g′(r)
g(r)
= c2 = constante.
Consequentemente,
d log g(r)
dr
= c2r =⇒ g(r) = c3 e
c2 r
2
2
e a condição de simetria radial produz
fe1,...,en(x1, . . . , xn) = g
(√
x21 + . . .+ x2n
)
= c3 ec2·
x21+...+x
2
n
2 .
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Do facto de fe1,...,en ser função de densidade conjunta obtém-se c3 =
(− c22pi)n2 vindo,
fe1,...,en(x) =
1
(2pi)
n
2
(
− 1c2
)n
2
e−
1
2
xdiag(−c2,...,−c2)xT , x ∈ Rn
e portanto, as variaveis aleatorias e1, e2, . . . en são normais com média zero e variancia σ2 = − 1
c2
(conf. Teorema 1.2.9).
Teorema 4.2.5 Se as variaveis aleatorias e1, e2, . . . são independentes com densidades fe1 , fe2 , . . .
contnuas e o vector dos erros en tem simetria radial então cada erro e1, e2, . . . , en tem distribuição
normal com valor médio nulo e igual variancia.
Demonstração. De acordo com as hipoteses tem-se,
fe1(x1) . . . fen(xn) = g(r), r
2 = x21 + . . .+ x
2
n. (4.2.4)
De (4.2.4) surge,
fe1(x1)fe2(0) . . . fen(0) = g (|x1|)
fe1(0)fe2(x2) . . . fen(0) = g (|x2|)
...
fe1(0) . . . fen−1(0)fen(xn) = g (|xn|)
o que implica,
g(r) = fe1(r)fe2(0) . . . fen(0), fe2(x2) =
fe1(x2)
fe1(0)
fe2(0), . . . , fen(xn) =
fe1(xn)
fe1(0)
fen(0).
Consequentemente, a equação funcional (4.2.4) pode ser escrita como, h(t) = log
(
fe1(t)
fe1(0)
)
,
h(x1) + . . .+ h(xn) = h(r), r2 = x21 + . . .+ x
2
n. (4.2.5)
Além disso, fazendo x2 = . . . = xn = 0, x1 = −x1 em (4.2.5), podemos afirmar ainda que h(x1) =
h(−x1) = h(|x1|). Portanto, se
x21 = y
2
1 + y
2
2,
h(r) = h(y1) + h(y2) + h(x2) + . . .+ h(xn), r2 = y21 + y
2
2 + x
2
2 + . . .+ x
2
n,
tem-se, em geral,
h(r) = h(y1) + . . .+ h(ym), r2 = y21 + . . .+ y
2
m.
Escolhendo m = p2 e pondo y = y1 = . . . = ym, obtém-se,
h(p y) = p2 h(y) ou h(p) = p2 h(1) para y = 1.
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Para y =
q
p
onde q é um inteiro vem,
p2 h
(
q
p
)
= h
(
p · q
p
)
= h(q) = q2 h(1) ou h
(
q
p
)
= c
(
q
p
)2
,
onde c4 = ϕ(1). Assim, ϕ(y) = c4 y2 para todo o racional y e da hipotese da continuidade de
fe1 , fe2 , . . . conclu-se que a relação é valida para todo y. Então,
fe1(y) = fe1(0) e
c4 y2 . (4.2.6)
e para esta função ser uma densidade de probabilidade, c4 deve ser não-negativo e ser escrito como
− 1
2σ2
. Integrando (4.2.6) em R e igualando o resultado  a unidade tem-se fe1(0) =
1
σ
√
2pi
donde,
fe1(y) =
1
σ
√
2pi
e−
y2
2σ2 , y ∈ R
que corresponde  a distribuição normal N(0, σ2) com E(e1) = 0 e V(e1) = σ2. As densidades de
e2, . . . , en são também normais N(0, σ2) pois integrando em R as funções seguintes,
fe2(x2) =
fe1(x2)
fe1(0)
fe2(0), . . . , fen(xn) =
fe1(xn)
fe1(0)
fen(0)
e igualando os respectivos resultados  a unidade produz fe2(0) = . . . = fen(0) =
1
σ
√
2pi
.
4.3 A extensão ao caso α = 1
Na Secção 4.1 vimos que, se o vector dos erros for absolutamente contnuo com simetria radial
então a variavel aleatoria Zn tem distribuição beta com parametros
(
κ
2 ,
n−κ
2
)
. Então,
fnZn(z) =
Γ
(n
2
)
Γ
(κ
2
)
Γ
(
n− κ
2
)
n
κ
2
z
κ
2
−1
(
1− z
n
)n−κ
2
−1
, 0 < z < n
e fnZn(z) = 0 se caso contrario. Da Proposição 4.0.4 sabemos que a variavel aleatoria nZn pode ser
expressa por,
nZn =
(
S(n−1)1(n)
)2
+ . . .+
(
S(n−1)κ(n)
)2
onde para cada i = 1, . . . , κ,
S(n−1)i(n) =
√
n cosΘ1w1i(n) +
√
n sinΘ1 cosΘ2w2i(n) + . . .+
√
n sinΘ1 . . .
sinΘn−2 cosΘn−1w(n−1)i(n) +
√
n sinΘ1 . . . sinΘn−2 sinΘn−1wni(n).
Consideremos pois o arranjo triangular
{
Tmi(n), n > 2, 1 6 m 6 n − 1
}
de variaveis aleatorias
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definido por,{
T1i(2) =
√
2
[
cosΘ1w1i(2) + sinΘ1w2i(2)
]
{
T1i(3) =
√
3 cosΘ1w1i(3)
T2i(3) =
√
3 sinΘ1
[
cosΘ2w2i(3) + sinΘ2w3i(3)
]
...
T1i(n) =
√
n cosΘ1w1i(n)
T2i(n) =
√
n sinΘ1 cosΘ2w2i(n)
...
T(n−2)i(n) =
√
n sinΘ1 . . . sinΘn−3 cosΘn−2w(n−2)i(n)
T(n−1)i(n) =
√
n sinΘ1 . . . sinΘn−2
[
cosΘn−1w(n−1)i(n) + sinΘn−1wni(n)
]
para todo o i = 1, . . . , κ. Então,
S1i(2) = T1i(2)
S2i(3) = T1i(3) + T2i(3)
...
S(n−1)i(n) = T1i(n) + T2i(n) + . . .+T(n−1)i(n)
para todo o i = 1, . . . , κ. Visto que,
E
[
T1i(2)
]
= 0 q.c.
E
[
T2i(3) | T1i(3)
]
=
√
3 sinΘ1
[
w2i(3)E(cosΘ2) + w3i(3)E(sinΘ2)
]
= 0 q.c.
...
E
[
T(n−1)i(n) | T1i(n), . . . ,T(n−2)i(n)
]
=
=
√
n sinΘ1 . . . sinΘn−2
[
w(n−1)i(n)E(cosΘn−1) + wni(n)E(sinΘn−1)
]
= 0 q.c.
podemos aplicar a igualdade extendida de Bienaymé e a desigualdade extendida de Kolmogorov (conf.
Teorema 1.1.13 e Teorema 1.1.14) a cada termo da sucessão aleatoria S(n−1)i(n), n > 2 o que produz,1
P
{
max
16j61
|Sji(2)| > ε
}
6 1
ε2
·E
[(
S1i(2)
)2]
6
E
(
2 Z2
)
ε2
=
κ
ε2
P
{
max
16j62
|Sji(3)| > ε
}
6 1
ε2
·E
[(
S2i(3)
)2]
6
E
(
3 Z3
)
ε2
=
κ
ε2
...
P
{
max
16j6n−1
|Sji(n)| > ε
}
6 1
ε2
·E
[(
S(n−1)i(n)
)2]
6
E
(
nZn
)
ε2
=
κ
ε2
uma vez que E
(
nZn
)
= κ, ∀n ∈ N. Consequentemente,
P
{
max
16j6n−1
|Sji(n)| > ε
}
6 κ
ε2
, ∀n ∈ N
1Observemos que E
ˆ
S(n−1)i(n)
˜
= 0, ∀n > 2.
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e e escolhendo a subsucessão max
16j6ηn−1
|Sji(ηn)| de max
16j6n−1
|Sji(n)| que nos da,
lim
n→∞
(
max
16j6ηn−1
|Sji(ηn)|
)
= lim sup
n→∞
(
max
16j6n−1
|Sji(n)|
)
vem,
P
{
max
16j6ηn−1
|Sji(ηn)| > ε
}
6 κ
ε2
, ∀n ∈ N.
Efectuando a passagem ao limite em n surge,
P
{
lim sup
n→∞
(
max
16j6n−1
|Sji(n)|
)
> ε
}
6 κ
ε2
e fazendo ε→∞ conclu-se que lim sup
n→∞
(
max
16j6n−1
|Sji(n)|
)
existe finito quase certamente para todo
o i = 1, . . . , κ. Portanto,
lim sup
n→∞
nZn
existe finito quase certamente. Por outro lado, é facil verificar que a sucessão de funções {fnZn , n > 1}
converge pontualmente em R quando n→∞ i.e.
fnZn(z) −→ f(z) =

1
2
κ
2 Γ
(κ
2
) z κ2−1e− z2 se z > 0
0 se z 6 0
quando n → ∞. Então nZn d−→ χ2(κ), ou seja, nZn converge em lei para uma variavel aleatoria
que possui distribuição χ2 com κ graus de liberdade o que implica lim sup
n→∞
nZn > 0 quase certamente.
Desta forma, podemos realizar melhoramentos nos resultados da anterior Secção 4.2.
Teorema 4.3.1 Seja p > 0. Se o vector dos erros en no modelo de regressão linear (4.0.1) é abso-
lutamente contnuo com simetria radial, ρn = o (n−p), n→∞ e
∃C = C(ω) > 0: lim sup
n→∞
R2n
np+1
6 C(ω) q.c. (4.3.1)
então β˜ é fortemente consistente.
Demonstração. A condição (4.3.1) conduz-nos a,
ρnR2n Zn = ρn n
p · R
2
n
np+1
· nZn 6 C1(ω) ρn np q.c.
e a conclusão da prova acontece tendo em conta a hipotese sobre o raio espectral ρn.
Corolario 4.3.1 Seja p > 0. Se o vector dos erros en no modelo de regressão linear (4.0.1) é
absolutamente contnuo com simetria radial,
Rn
np
q.c.−→ R∞ e ρn = o
(
n1−2p
)
, n → ∞ então β˜ é
fortemente consistente.
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Demonstração. A hipotese
Rn
np
q.c.−→ R∞ implica R
2
n
n2p
q.c.−→ R2∞ (ver [18] ou [75]) e a tese segue do
Teorema 4.3.1.
Completamos esta abordagem geométrica  a consistência do EMQ exibindo alguns exemplos de
aplicação.
Exemplo 4.3.1 (Distribuição Normal Multivariada)
Supondo,
g(r) =
1
(2pi σ2)n/2
e−
r2
2σ2 , σ > 0
então cada componente do vector en tem distribuição N(0, σ2). Então, as componentes e1, . . . , en
são i.i.d. para todo o n > 2 e de acordo com a lei forte de Kolmogorov (conf. Observação 1.1.7) vem,
R2n
n
=
e21 + . . .+ e
2
n
n
q.c.−→ σ2
uma vez que E
(
e2i
)
= σ2, ∀i. O Corolario 4.3.1 assegura assim que o EMQ é fortemente consistente
(p = 12). Além disso, R
2
n tem distribuição σ
2χ2(n) o que implica E
(
R2n
)
= σ2n e a consistência em
média quadratica do EMQ é verdadeira quando ρn = o(1), n→∞. É de destacar que recuperamos
precisamente a mesma conclusão do Teorema 3.1.1.
Exemplo 4.3.2 (Distribuição de Kotz)
Sejam a, b > 0 e n+ 2q > 2. Se,
g(r) =
aΓ
(n
2
)
b−
2q+n−2
2a pi
n
2 Γ
(
2q + n− 2
2a
) r2q−2e−b r2a
então o vector dos erros en tem distribuição de Kotz2 (ver [84]). Por exemplo, tomando q = a− n2 +1
obtém-se,
fR2n(r) =
1
2
√
r
fRn
(√
r
)
= ab ra−1e−b r
a
, r > 0.
ou seja, R2n tem distribuição de Weibull-Gnedenko com parametros (a, b). Visto que,
E
(
R2n
)
= b−
1
a Γ
(
1 +
1
a
)
então a consistência em média quadratica é verdadeira se ρn = o(n), n→∞. A consistência forte do
EMQ também é valida se ρn = o(n), n→∞ porque,
sup
m>n
E
∣∣R2m − R2n∣∣ = sup
m>n
(
E
(
R2m
)−E(R2n)) = 0
2Note-se que se q = a = 1 e b = 1
2σ2
(σ > 0) então recuperamos o anterior exemplo da distribuição normal
multivariada.
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implica R2n
L1−→ R∞ para alguma v.a. R∞ ∈ L1. Portanto, R2n q.c.−→ R∞ uma vez que R2n é uma
sucessão monotona não-decrescente e R2n
P−→ R∞ (ver [57]).
Exemplo 4.3.3 (Distribuição Uniforme Multivariada)
Seja a > 0 e consideremos,
g(r) =
Γ
(n
2
+ 1
)
(a
√
pi)n
, r < a
que corresponde  a situação em que o vector dos erros en esta distribudo uniformemente numa bola
aberta centrada na origem com raio a. É facil verificar que Rn tem densidade,
fRn(r) =
n
an
rn−1, 0 < r < a
e distribuição,
FRn(r) =

0 se r 6 0
(r
a
)n
se 0 < r < a
1 se r > a
.
Então,
FRn(r) −→ F (r) =

1 se r > a
0 se r < a
quando n → ∞ e Rn P−→ a donde R2n q.c.−→ a2 uma vez que R2n é uma sucessão não-decrescente (ver
[57]). Do Corolario 4.3.1 a consistência forte do EMQ fica garantida se ρn = o(n), n→∞. Por outro
lado, a variavel aleatoria R2n tem densidade,
fR2n(r) =
n
2 an
r
n
2
−1, 0 < r < a2
o que implica E
(
R2n
)
=
na2
n+ 2
e a consistência em média quadratica também fica assegurada se
ρn = o(n), n→∞.
Exemplo 4.3.4 (Distribuição t Multivariada)
Seja q ∈ N e suponhamos,
g(r) =
Γ
(
n+ q
2
)
n
n
2
Γ
(q
2
)
(qpi)
n
2
(
1 +
n
q
r2
)−n+q
2
(4.3.2)
que corresponde  a situação em que o vector dos erros en tem distribuição t multivariada com q graus
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de liberdade, matriz de precisão T = diag
(
n, . . . , n
)
e distorção nula. A densidade de R2n sera,
fR2n(r) =
1
2
√
r
fRn
(√
r
)
=
npin/2
2Γ
(n
2
+ 1
) g (√r) r n2−1, r > 0
donde substituindo a função g dada em (4.3.2) vem,
fR2n(r) =
Γ
(
n+ q
2
)
Γ
(n
2
)
Γ
(q
2
) (n
q
)n
2
r
n
2
−1
(
1 +
n r
q
)−n+q
2
, r > 0.
Portanto, R2n tem distribuição de Snedecor com graus de liberdade n e q o que implica,
E
(
R2n
)
=
q
q − 2 (q > 2).
Então, a consistência em média quadratica é verdadeira se ρn = o(n), n → ∞. A consistência forte
também é valida se ρn = o(n), n→∞: com efeito,
sup
m>n
E
∣∣R2m − R2n∣∣ = sup
m>n
(
E
(
R2m
)−E(R2n)) = 0
implica R2n
L1−→ R∞ para alguma v.a. R∞ ∈ L1. Deste modo, R2n q.c.−→ R∞ uma vez que R2n é uma
sucessão não-decrescente e R2n
P−→ R∞ (ver [57]).
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Captulo 5
Em domnios de atracção maximais
Neste captulo, investigaremos a consistência forte e em média quadratica do EMQ através do
comportamento da cauda de probabilidade da distribuição do quadrado dos erros. Efectivamente,
assumindo que as variaveis aleatorias e, e1, e2, . . . são independentes e identicamente distribudas, o
nosso grande proposito sera estabelecer a consistência do EMQ em cada um dos domnios de atracção
maximal (conf. Secção 1.5). Acontece que, num cenario de convergência em lei da sucessão centrada
e normalizada
max
(
e21, . . . , e
2
n
)− dn
cn
(cn > 0, dn ∈ R)
onde a respectiva sucessão de funções de distribuição converge para uma distribuição não-degenerada
H, a variavel aleatoria e2 pertencera ao domnio de atracção maximal de H. Além disso, H é do
mesmo tipo de uma das seguintes distribuições de valores extremos: Fréchet, Weibull ou Gumbel
(conf. Teorema 1.5.2). Refira-se que, em particular, quando as variaveis aleatorias e, e1, e2, . . . são
não-degeneradas, independentes e identicamente distribudas tal convergência em lei é verificada
quando a variavel aleatoria e2 é max-estavel, i.e. quando para todo n > 2 é verdadeira a identidade
em lei,
max
(
e21, . . . , e
2
n
) d= cn e2 + dn
para algumas constantes cn > 0 e dn ∈ R (conf. Definição 1.5.1). Deste modo, vamos estabelecer
a consistência forte e em média quadratica do EMQ quando a distribuição do quadrado dos erros
pertence a uma das três grandes classes:
A. Domnio de atracção maximal da distribuição de Fréchet.
B. Domnio de atracção maximal da distribuição de Weibull.
C. Domnio de atracção maximal da distribuição de Gumbel.
Suponhamos então o modelo de regressão linear,
Yn =Xnβ + en. (5.0.1)
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Visto estarmos a admitir que a matriz de modelo Xn tem caracterstica κ e ainda a excluir qualquer
hipotese de multicolinearidade quase-exacta da matriz Xn então o EMQ é dado por,
β˜ − β = (XTnXn)−1XTnen
e utilizando a estimativa (3.0.2) obtém-se sucessivamente,∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2 6 ρ((XTnXn)−1) ||PΩnen||2 6
formula de
Pitagoras
ρ
(
(XTnXn)
−1
)
||en||2 6
6
||en||26nmax (e21,...,e2n)
ρ
(
(XTnXn)
−1
)
nMn.
(5.0.2)
onde Mn = max
(
e21, . . . , e
2
n
)
.  A semelhança de anteriores captulos, denotaremos por ρn o raio
espectral da matriz
(
XTnXn
)−1.
5.1 O domnio de atracção maximal da distribuição Fréchet
Antes expormos os resultados centrais desta secção analisamos, como forma de motivação para o
que se vai seguir, um caso concreto de uma cauda de probabilidade.
Teorema 5.1.1 Se r > 0 e no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) F e2(x) = O
(
x−1/r
)
, x→∞.
(c) ∃s > 2r + 1: ρn = O
(
1/ns
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Da estimativa (5.0.2) apenas teremos de mostrar que,
∀ε > 0,
∞∑
n=1
P
{
nρnMn > ε
}
<∞
(conf. Teorema 1.1.21). Mas isto é imediato porque
∑∞
n=1 n
r−s+1
r <∞ e
P
{
nρnMn > ε
}
= 1−
(
1− F e2
(
ε
n ρn
))n
6 1−
1− c1(
ε
n ρn
)1/r

n
=
= 1−
(
1− c1 n
r−s+1
r (nsρn)
1
r
ε1/r
)n
∼ c1
ε1/r
n
r−s+1
r (nsρn)
1
r ∼ n r−s+1r , n→∞.
(5.1.1)
Enfraquecendo a anterior condição sobre a velocidade de convergência para zero do raio espectral
ρn conseguimos obter ainda a convergência em probabilidade do EMQ.
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Corolario 5.1.1 Se r > 0 e no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) F e2(x) = O
(
x−1/r
)
, x→∞.
(c) ∃s > r + 1: ρn = O
(
1/ns
)
, n→∞.
então β˜ é fracamente consistente.
Demonstração. Da expressão obtida em (5.1.1) tem-se
lim
n→∞P
{
nρnMn > ε
}
6 c1
(c2
ε
)1/r
lim
n→∞n
r−s+1
r = 0,
dado que estamos a assumir que r > 0 e s > r + 1.
Exemplo 5.1.1
Como exemplo de aplicação, podemos pensar no caso em que os erros têm distribuição de Cauchy
com parametros (0, pi),
fe(x) =
1
pi2 + x2
, x ∈ R.
A densidade do quadrado dos erros sera,
fe2(x) =
fe (
√
x) + fe (−
√
x)
2
√
x
, x > 0
tendo-se fe2(x) ∼ x−
3
2 , x → ∞ e F e2(x) ∼ 2x−
1
2 , x → ∞ donde bastara tomar r = 2 e escolher
ρn = O
(
1/ns
)
, n→∞ com s > 3 e s > 5 para se obter, respectivamente, a consistência fraca e forte
do EMQ. Convém destacar que, nesta situação, a v.a. e2 não possui momento absoluto de ordem 1.
Observação 5.1.1 A condição sobre o raio espectral em [43] é (XTnXn)
−1 = O
(
n−(2−α)/α
)
, n → ∞
onde as componentes do vector dos erros verificam E |e1|α <∞ com α > 1. É de facil constatação que
as hipoteses ρn = O
(
1/ns
)
, n→∞ com s > 2r+1 e F e2(x) = O(x−1/r), x→∞ são claramente mais
fortes do que as admitidas em [43] mas existe a obvia vantagem deste resultado poder ser aplicado  a
situação em que 0 < α < 1.
É sabido que, na classe de distribuições que possuem suporte não limitado  a direita encontram-se,
em particular, todas as distribuições que estão no domnio de atracção maximal da distribuição de
Fréchet.
Teorema 5.1.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) Fe2 ∈ D(Φ1/r) (r > 0) satisfazendo F e2(x) = x−1/r`(x) e
ρn =

o
(
n−1
)
se r < 1 ou
(
r = 1 e
∞∑
n=1
`(n)
n
<∞
)
O
(
1
brn `1(n)
)
se caso contrario
, n→∞
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com bn > 0 uma qualquer sucessão de reais tal que
bn
n
é crescente e
∞∑
n=1
1
bn
<∞1 sendo `1(x)
a função de variação lenta definida por `1(x) = x−r · F←−e2
(
1− x−1) ∼ [(1
`
)r]#
(xr), x→∞.
então β˜ é fortemente consistente.
Demonstração. Se r < 1 ou r = 1 e
∞∑
n=1
`(n)
n
<∞2 então E(e2) < ∞ ficando a tese estabelecida
através da classica lei forte de Kolmogorov (conf. Observação 1.1.7). Se caso contrario tem-se sempre
E
(
e2
)
=∞ e o resultado segue pelo Teorema 1.1.18 ja que,
F e2
(
brn `1(n)
) ∼ (n−r brn)−1/r
n
=
1
bn
, n→∞.
Corolario 5.1.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d. tais que Fe(−x) = O
(
F e(x)
)
, x→∞.
(b) Fe ∈ D(Φ1/r) (r > 0) satisfazendo F e(x) = x−1/r`(x) e
ρn =

o
(
n−1
)
se r < 1 ou
(
r = 1 e
∞∑
n=1
` (
√
n)
n
<∞
)
O
(
1
b2rn `1(n)
)
se caso contrario
, n→∞
com bn > 0 uma qualquer sucessão de reais tal que
bn
n
é crescente e
∞∑
n=1
1
bn
<∞ sendo `1(x) a
função de variação lenta definida por `1(x) ∼
{[(
1
`
)r]#
(xr)
}2
, x→∞.
então β˜ é fortemente consistente.
Demonstração. Com efeito, nesta situação tem-se,
F e2(x) = F e(
√
x) + Fe(−
√
x) = x−
1
2r ̂`(x)(1 +O(1)), x→∞ (5.1.2)
com ̂`(x) = `(√x) e a conclusão segue do Teorema 5.1.1.
O proximo resultado da-nos a consistência em média quadratica do EMQ.
Teorema 5.1.3 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) Fe2 ∈ D(Φ1/r), 0 < r < 1.
1Note-se que, em particular, podemos tomar bn = n logn · log log (n) . . . (logm(n))p (p > 1) onde logm n =
log (log (. . . logn)) para algum m ∈ N.
2Observe-se que E
`
e2
´
<∞ ⇐⇒
∞X
n=1
`(n)
n
<∞.
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(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Visto que 0 < r < 1 então E
(
e2
)
<∞ donde a estimativa (5.0.2) implica,
E
(∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2) 6 ρnE(||en||2) = nρn ·E(e2) (5.1.3)
e a hipotese (c) estabelece a tese.
Corolario 5.1.3 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos tais que Fe(−x) = O
(
F e(x)
)
, x→∞.
(b) Fe ∈ D(Φ1/r), 0 < r < 12 .
(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Considerando F e(x) = x−
1
r `(x), 0 < r < 12 para alguma função de variação lenta `
então das hipoteses assumidas obtém-se F e2(x) = x
− 1
2r ̂`(x)(1 +O(1)), x→∞ com ̂`(x) = `(√x) e
o Teorema 5.1.3 conclui a demonstração.
Observação 5.1.2 Observemos que se 0 < s 6 2 e no modelo de regressão linear (5.0.1) e, e1, e2, . . .
são identicamente distribudas, Fe2 ∈ D(Φ1/r) com 0 < rs < 2 e ρn = o
(
n−
2
s
)
, n → ∞ então β˜ é
consistente em momento de ordem s.
Observação 5.1.3 Variaveis aleatorias com distribuição de Pareto, Cauchy, Cauchy generalizada, Burr,
log-gama (ver Apêndice) ou estaveis com ndice de estabilidade α < 2 (ver Secção 1.4) estão no
domnio de atracção maximal da distribuição de Fréchet.
5.2 O domnio de atracção maximal da distribuição Weibull
Avançamos, agora, para a analise das distribuições que pertencem ao domnio de atracção maximal
da distribuição de Weibull.
Teorema 5.2.1 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) Fe2 ∈ D(Ψr), r > 0.
(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é fortemente consistente.
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Demonstração. Sendo xsup o extremo direito do suporte de Fe2 tem-se para todo o x < xsup,
P
(
Mn 6 x
)
= Fn(x) −→ 0, n→∞.
Quando x > xsup vem P
(
Mn 6 x
)
= Fn(x) = 1 donde Mn
P−→ xsup. Consequentemente, a sucessão
M1,M2, . . . convergira quase certamente uma vez que é não-decrescente em n,
Mn
q.c−→ xsup (5.2.1)
(ver [57]) e a tese fica estabelecida através da estimativa (5.0.2).
Corolario 5.2.1 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) O extremo esquerdo e direito do suporte de Fe, respectivamente, xinf e xsup satisfazem |xinf | 6
|xsup| e Fe(−x) = O
(
F e(x)
)
, x→ xsup.
(c) Fe ∈ D(Ψr), r > 0.
(d) ρn = o
(
n−1
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Com efeito,
F e2(x) = F e
(√
x
)
+ Fe
(−√x) = F e(√x)(1 +O(1)) = G(√x)(1 +O(1)), x→ x2sup
onde G é a distribuição definida por G(u) = Fe(u) se u > 0 e G(u) = 0 se u < 0 (note-se que
Fe2(x) = 0 quando x < 0). Então Fe2(x) e G
(√
x
)
são de cauda equivalente (conf. Definição 1.1.9) e
portanto Fe2(x) pertence ao domnio de atracção maximal da distribuição de Weibull Ψr/2 (r > 0).
A tese é agora uma consequência do Teorema 5.2.1.
De seguida, anunciamos a consistência em média quadratica do EMQ quando a distribuição do
quadrado dos erros pertence ao domnio de atracção maximal da distribuição de Weibull.
Teorema 5.2.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) Fe2 ∈ D(Ψr), r > 0.
(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
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Demonstração. Voltando a denotar o extremo direito do suporte de Fe2 por xsup conclui-se, sem difi-
culdade, que E(Mn) −→ xsup quando n→∞ uma vez que a sucessãoMn é positiva, não-decrescente e
verifica (5.2.1) (conf. Corolario 2 da Secção 4.2 de [18]). A tese fica estabelecida através da estimativa,
E
(∣∣∣∣∣∣β˜ − β∣∣∣∣∣∣2) 6 nρn ·E(Mn). (5.2.2)
Corolario 5.2.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) O extremo esquerdo e direito do suporte de Fe, respectivamente, xinf e xsup satisfazem |xinf | 6
|xsup| e Fe(−x) = O
(
F e(x)
)
, x→ xsup.
(c) Fe ∈ D(Ψr), r > 0.
(d) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Das hipoteses assumidas vem F e2(x) = G
(√
x
)(
1 + O(1)
)
, x → x2sup onde G é a
distribuição definida por G(u) = Fe(u) se u > 0 e G(u) = 0 se u < 0. O Teorema 5.2.2 conclui a
demonstração ja que Fe2(x) e G
(√
x
)
são de cauda equivalente.
Observação 5.2.1 Na hipotese (b) dos Corolarios 5.2.1 e 5.2.2 se |xinf | < |xsup| então a condição
Fe(−x) = O
(
F e(x)
)
, x → xsup é trivialmente cumprida uma vez que Fe(−x) = 0, ∀x ∈
] |xinf | ,
xsup
[
.
Observação 5.2.2 Estes resultados podem ser aplicados a variaveis aleatorias com distribuição uni-
forme, beta ou ainda a caudas de probabilidade com comportamento de potência xr (r > 0) no
extremo direito do suporte xsup limitado:
F (x) = K
(
xsup − x
)r
, xsup −K−1/r 6 x 6 xsup
para K, r > 0.
5.3 O domnio de atracção maximal da distribuição Gumbel
Finalizamos este captulo com o estudo da convergência forte e em média quadratica do EMQ
quando a função de distribuição de e2 pertence  a terceira grande classe de distribuições: o domnio
de atracção maximal da distribuição de Gumbel.
Teorema 5.3.1 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
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(b) Fe2 ∈ D(Λ).
(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Seja xsup o extremo direito do suporte de Fe2 . Se xsup =∞ tem-se E
(
e2
)
<∞ (conf.
Proposição 1.5.2) e a tese fica estabelecida pela lei forte de Kolmogorov (conf. Observação 1.1.7). Se
xsup <∞ a tese resulta automaticamente da convergência (5.2.1).
Corolario 5.3.1 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) O extremo direito do suporte de Fe for ilimitado e Fe(−x) = O
(
F e(x)
)
, x→∞.
(c) Fe ∈ D(Λ).
(d) ρn = o
(
n−1
)
, n→∞.
então β˜ é fortemente consistente.
Demonstração. Com efeito, quando x→∞ tem-se,
F e2(x) = F e
(√
x
)
+ Fe
(−√x) = h(√x) exp{−∫ x
x20
g
(√
t
)
2
√
t α
(√
t
) dt}(1 +O(1))
e lim
x→∞h
(√
x
)
= c0 > 0, lim
x→∞ g
(√
x
)
= 1. A função α̂(x) = 2
√
xα
(√
x
)
é positiva, absolutamente
contnua em ]0,∞[ e verifica,
α̂′(x) =
α(
√
x)√
x
+ α′(
√
x) −→ 0, x→∞
ja que α′(u) −→ 0 quando u→∞ permite escrever,
lim
u→∞
α(u)
u
= lim
u→∞
1
u
∫ u
u0
α′(t) dt = 0
isto é, α(u) = o(u), u→∞. A tese é agora uma consequência do Teorema 5.3.1.
Corolario 5.3.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são i.i.d.
(b) O extremo esquerdo e direito do suporte de Fe, respectivamente, xinf e xsup satisfazem |xinf | 6
|xsup| <∞ e Fe(−x) = O
(
F e(x)
)
, x→ xsup.
(c) Fe é uma função de von Mises.
(d) ρn = o
(
n−1
)
, n→∞.
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então β˜ é fortemente consistente.
Demonstração. De facto,
F e2(x) = F e
(√
x
)
+ Fe
(−√x) = c exp{−∫ x
x20
1
α̂(t)
dt
}(
1 +O(1)
)
, x→ x2sup
em que α̂(x) = 2
√
xα
(√
x
)
é positiva, absolutamente contnua em
]
0, x2sup
[
e satisfaz,
α̂′(x) =
α(
√
x)√
x
+ α′(
√
x) −→ 0, x→ x2sup
uma vez que α(u) = o(xsup − u) = o(1), u→ xsup (ver alnea (b) do Lema 1.2 de [78]). A conclusão
da demonstração segue mais uma vez pelo Teorema 5.3.1.
A consistência em média quadratica do EMQ é apresentada no proximo resultado.
Teorema 5.3.2 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) Fe2 ∈ D(Λ).
(c) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Mencionando novamente o extremo direito do suporte de Fe2 por xsup temos E
(
e2
)
< ∞ se xsup = ∞ e a tese fica estabelecida através de (5.1.3). Se xsup < ∞ a conclusão obtém-se
raciocinando como na demonstração do Teorema 5.2.2.
Corolario 5.3.3 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) O extremo direito do suporte de Fe for ilimitado e Fe(−x) = O
(
F e(x)
)
, x→∞.
(c) Fe ∈ D(Λ).
(d) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Na demonstração do Corolario 5.3.1 vimos que as hipoteses assumidas conduzem-nos
a,
F e2(x) = ĥ(x) exp
{
−
∫ x
x20
ĝ(t)
α̂(t)
dt
}(
1 +O(1)
)
, x→∞
onde ĥ(x) = h
(√
x
)
, ĝ(x) = g
(√
x
)
verificam lim
x→∞ ĥ(x) = c0 > 0, limx→∞ ĝ(x) = 1 e α̂(x) = 2
√
x
α
(√
x
)
é positiva, absolutamente contnua em
]
0,∞[ e satisfaz lim
x→∞ α̂
′(x) = 0. A tese é agora uma
consequência do Teorema 5.3.2.
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Corolario 5.3.4 Se no modelo de regressão linear (5.0.1),
(a) e, e1, e2, . . . são identicamente distribudos.
(b) O extremo esquerdo e direito do suporte de Fe, respectivamente, xinf e xsup satisfazem |xinf | 6
|xsup| <∞ e Fe(−x) = O
(
F e(x)
)
, x→ xsup.
(c) Fe é uma função de von Mises.
(d) ρn = o
(
n−1
)
, n→∞.
então β˜ é consistente em média quadratica.
Demonstração. Ja vimos na demonstração do Corolario 5.3.2 que,
F e2(x) = c exp
{
−
∫ x
x20
1
α̂(t)
dt
}(
1 +O(1)
)
, x→ x2sup
onde α̂(x) = 2
√
xα
(√
x
)
é positiva, absolutamente contnua em
]
0, x2sup
[
e satisfaz lim
x→x2sup
α̂′(x) = 0.
A conclusão da prova segue então pelo Teorema 5.3.2.
Observação 5.3.1 Na hipotese (b) dos Corolarios 5.3.2 e 5.3.4 se |xinf | < |xsup| <∞ então a condição
Fe(−x) = O
(
F e(x)
)
, x→ xsup é imediatamente verificada pois Fe(−x) = 0, ∀x ∈
] |xinf | , xsup[.
Observação 5.3.2 Nesta linha de resultados enquadra-se qualquer distribuição que tenha comporta-
mento exponencial no extremo direito do suporte limitado como,
F (x) = K exp
(
C
x− xsup
)
, x < xsup
para K,C > 0 ou no caso em que o extremo direito do suporte é ilimitado, distribuições com o
seguinte comportamento de cauda: F (x) = exp (1− ex), x > 0. As situações em que o quadrado dos
erros têm distribuição de Weibull-Gnedenko, exponencial, normal, log-normal, Gama, Benktander
tipo I, Benktander tipo II ou de Erlang estão também includas neste domnio de atracção maximal
(ver Apêndice).
5.4 Exemplos de matrizes de modelo
Uma questão natural ligada aos resultados desenvolvidos anteriormente é a existência de matrizes
de modelo com velocidade de convergência para zero arbitraria quando o numero de observações
cresce infinitamente. Na realidade, é o caso em que o peso nas observações mais recentes cresce
polinomialmente.
Teorema 5.4.1 Dado um inteiro positivo p existe uma matriz de modelo Xn(p) tal que
lim
n→∞n
2p+1 · ρ
((
XTn (p)Xn(p)
)−1)
= (2p+ 1) (2p+ 2)2.
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Demonstração. Consideremos a seguinte matriz de modelo
Xn(p) =

1p 1p+1
2p 2p+1
...
...
np np+1
 .
Então,
XTn (p)Xn(p) =
[
S2p(n) S2p+1(n)
S2p+1(n) S2p+2(n)
]
,
onde Sp(n) = 1p + 2p + . . .+ np. Os valores proprios da matriz
(
XTn (p)Xn(p)
)−1
são não-negativos
e o seu raio espectral é
ρn =
S2p(n) + S2p+2(n) +
√(
S2p(n)− S2p+2(n)
)2 + 4 (S2p+1(n))2
2
(
S2p(n)S2p+2(n)−
(
S2p+1(n)
)2) .
Da formula de Faulhaber (ver [20]) sabemos que
1p + 2p + . . .+ np =
p+1∑
j=1
bpj n
j ,
com bpj =
(−1)δjp  p−j+1 p!
j! (p− j + 1)! e  i (i = 0, 1, . . . , p) os numeros de Bernoulli (ver Secção 1.3). Deste
modo,
S2p(n) + S2p+2(n) =
2p+3∑
j=1
uj n
j com u2p+3 =
1
2p+ 3
,
(
S2p(n)− S2p+2(n)
)2
+ 4
(
S2p+1(n)
)2 = 4p+6∑
j=1
vj n
j com v4p+6 =
1
(2p+ 3)2
e
2
(
S2p(n)S2p+2(n)−
(
S2p+1(n)
)2) = 4p+4∑
j=1
zj n
j com z4p+4 =
2
(2p+ 1)(2p+ 2)2(2p+ 3)
.
Através destas expressões obtém-se
lim
n→+∞n
2p+1 · ρn =
2
2p+ 3
2
(2p+ 1) (2p+ 2)2 (2p+ 3)
= (2p+ 1) (2p+ 2)2 ,
o que estabelece a tese.
Observação 5.4.1 No caso em estudo, podemos concluir que dado um modelo possuindo (eventual-
mente) erros de elevada potência no ndice de cauda é sempre possvel encontrar uma matriz de
modelo tal que o estimador dos mnimos quadrados seja fortemente consistente.
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Estimadores não-lineares
Seguindo o exemplo apresentado na pagina 139 de [21], suponhamos uma experiência que consiste
na emissão de um sinal de coordenadas ai, bi, ci transformado em sinal numérico f(ai, bi, ci) por um
determinado aparelho e recebido sobre uma linha de rudo. A recepção do sinal pode ser traduzida
pelo modelo,
Yi = f(ai, bi, ci) + ei (6.0.1)
onde Yi representa a i-ésima recepção, f(ai, bi, ci) a transformação do i-ésimo sinal e ei o i-ésimo
rudo (variavel aleatoria com média nula e distribuição independente de i). Efectuadas n emissões
com diferentes doses de sinal o investigador tera como objectivo achar a dose optimal de sinal. O
modelo (6.0.1) pode ser enquadrado no seguinte modelo para as observações,
Yi = µi + ei, i = 1, . . . , n
ou, em notação matricial,
Yn = µn + en (6.0.2)
com
Yn =

Y1
...
Yn
 , µn =

µ1
...
µn
 e en =

e1
...
en
 .
 A semelhança dos captulos anteriores, voltamos a destacar o ndice n nos vectores envolvidos por
uma questão de passagens ao limite em n. De um modo geral, podemos idealizar um estimador da
forma Θn = gn(Yn) onde gn é uma aplicação regular (num sentido que adiante tornaremos mais
preciso) definida em Rn e tomando valores em Rκ com κ 6 n fixo.
Exemplo 6.0.1
Um exemplo conhecido acontece quando gn : Rn −→ R esta definida por gn(x1, . . . , xn) = x1+...+xnn e
o estimador toma a forma,
Θn =
µ1 + . . .+ µn
n
+
e1 + . . .+ en
n
.
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Se a sucessão de numeros reais {µn} converge para µ∞ ∈ R e a sucessão da v.a.'s {ei, n > 1} for
i.i.d. tal que E |ei| < ∞, ∀i então lim
n→∞
e1+...+en
n = E(e) q.c. (conf. Observação 1.1.7) e limn→∞
µ1+...+µn
n = µ∞ (ver Proposição 1.3.1) donde a sucessão dos estimadores {Θn, n > 1} converge
fortemente para µ+E(e).
Em suma, nas proximas secções analisaremos funções gn : Rn −→ Rκ não necessariamente lineares
e apresentaremos condições pouco restritivas que conduzirão  a convergência quase certa da sucessão
de estimadores {Θn, n > 1}.
6.1 Variaveis aleatorias com decaimento exponencial
Algumas distribuições de probabilidade como a distribuição normal, χ2, gama, Weibull, entre
outras, exibem um comportamento assimptotico notavel que clarificamos em seguida.
Definição 6.1.1 Uma variavel aleatoria X tem decaimento exponencial no infinito (DEI) de
parametros α, β > 0 e τ ∈ R se |X| tiver função densidade de probabilidade,
f|X|(x)  xτe−βx
α
, x→∞. (6.1.1)
Se X tiver DEI com parametros α, β > 0 e τ ∈ R escrevemos X ∼ DEI(α, β, τ).
A proposição seguinte justifica a denominação dada  as variaveis aleatorias introduzidas na Defi-
nição 6.1.1.
Proposição 6.1.1 Se X ∼ DEI(α, β, τ) então P{ |X| > u} = o (uτ+1e−βuα), u→∞.
Demonstração. Comecemos por observar que a função h(x) = e−βxα , x > 0 é não-crescente e de
variação rapida no infinito ja que satisfaz,
lim
x→∞
h(tx)
h(x)
= lim
x→∞ e
−β(t−1)xα =

∞ se 0 < t < 1
1 se t = 1
0 se t > 1
.
Então,
P
{ |X| > u} = ∫ ∞
u
f|X|(x) dx 6 c2
∫ ∞
u
xτe−βx
α
dx = o
(
uτ+1e−βu
α
)
, u→∞ (c2 > 0)
pois o Teorema 1.3.4 assegura que
∫∞
u x
τe−βxα dx = o
(
uτ+1e−βuα
)
, u→∞.
Observação 6.1.1 Note-se que uma variavel aleatoria X ∼ DEI(α, β, τ) tem momentos absolutos de
todas as ordens. Com efeito, para qualquer p > 0 tem-se up−1P
{ |X| > u} = o(uτ+pe−βuα), u→∞
e
∫∞
0 u
τ+pe−βuα du = 1
αβ
τ+p+1
α
Γ
(
τ+p+1
α
)
o que implica,
E |X|p = p
∫ ∞
0
up−1P
{ |X| > u} du <∞.
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Exemplo 6.1.1
Se X > 0 e X ∼ DEI(α, β, τ) então √X ∼ DEI (2α, β, 2τ + 1). Se X ∼ DEI(α, β, τ) então X2 ∼
DEI
(
α
2 , β,
τ−1
2
)
.
Proposição 6.1.2 Seja X,X1,X2, . . . uma sucessão de variaveis aleatorias identicamente distribudas
tal que X ∼ DEI(α, β, τ) e {an} uma sucessão de reais positiva satisfazendo lim
n→∞ an =∞ e
∑∞
n=1 e
−δaαn
<∞ para qualquer δ > 0. Então
Xn
an
q.c.−→ 0.
Demonstração. De acordo com a Proposição 6.1.1 tem-se para todo o ε > 0,
P
{ |Xn|
an
> ε
}
= o
((
an ε
)τ+1
e−β(εan)
α
)
, n→∞.
Escolhendo δ < βεα em
∑∞
n=1 e
−δaαn <∞ garantimos
∞∑
n=1
P
{ |Xn|
an
> ε
}
<∞
o que implica
Xn
an
q.c.−→ 0 (ver Teorema 1.1.21).
6.2 A convergência forte
Suponhamos que, para todo o n ∈ N, se tem que gn ∈ C1(Rn;Rκ) e representemos por Dgn a
aplicação diferencial de gn. Em concordancia com o modelo que supusemos verificar-se vem,
Θn = gn(Yn) = gn(µ+ en) = gn(µ) +Dgn(λn)en (6.2.1)
em que λn é um ponto aleatorio do conjunto L =
{
tYn + (1 − t)µn : t ∈]0, 1[
}
. O lado di-
reito da formula resulta da aplicação do teorema do valor médio de Lagrange  a função h(t) =
gn
(
tYn + (1− t)µn
)
.
Supondo que existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞ e para quase
todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω) (6.2.2)
então da anterior formula (6.2.1) podemos escrever,
||Θn − g∞|| 6 |||Dgn(λn)||| ||en||+ ||gn(µn)− g∞|| =
=
√
ρ
(
Dgn(λn)TDgn(λn)
) ||en||+ ||gn(µn)− g∞|| 6√C(ω) ||en||√an + ||gn(µn)− g∞|| q.c.
(6.2.3)
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Em consequência, para vermos que a sucessão de estimadores
{
Θn, n > 1
}
é fortemente consistente
sera suficiente mostrar que,
lim
n→∞
||en||2
an
= 0 quase certamente.
Repare-se que isto não é mais do que estabelecer uma lei forte de grandes numeros para a sucessão
e1, e2, . . . de v.a's i.i.d. uma vez que,
||en||2
an
=
e21 + . . .+ e
2
n
an
.
Para sucessões {an} verificando an = np para algum p ∈
]
1
2 ,∞
[
a lei forte de Marcinkiewicz-Zygmund
(conf. Teorema 1.1.17) da-nos um primeiro resultado para erros não-degenerados, ou seja, erros tais
que E
(
e2
) 6= 0. Com efeito, o referido resultado diz-nos que dada uma sucessão de variaveis aleatorias{
Xn, n > 1
}
i.i.d. e q ∈]0, 2[ então,
X1 + . . .+Xn
n1/q
converge quase certamente se e so se E |X1|q <∞. Neste caso, o limite é igual a E(X1) se 1 6 q < 2
ou é nulo se 0 < q < 1. Consequentemente, para erros não-degenerados ||en||2 /np convergira para
zero se e so se p > 1 e E
(
e2/p
)
< ∞. Deste modo, usando o procedimento de linearização (6.2.1)
para a sucessão de estimadores
{
Θn, n > 1
}
obtemos um primeiro resultado.
Teorema 6.2.1 Admitamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞,
1
an
= O
(
n−p
)
, n → ∞
com p > 1 e para quase todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) os erros e, e1, e2, . . . são i.i.d. tais que E
(
e2/p
)
<∞.
Então Θn
q.c.−→ g∞.
Demonstração. Da formula (6.2.3) tem-se,
||Θn − g∞|| 6
√
C(ω)
||en||√
an
+ ||gn(µn)− g∞|| q.c.
pelo que a tese é consequência da lei forte de Marcinkiewicz-Zygmund (conf. Teorema 1.1.17) que
assegura,
lim
n→∞
||en||2
an
6 c3 lim
n→∞
||en||2
np
= 0
para alguma constante c3 > 0.
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Os resultados seguintes exploram as observações efectuadas acima em conjunção com o lema de
Kronecker (conf. Proposição 1.3.2) e o teorema das três séries de Kolmogorov (conf. Teorema 1.1.19).
Os resultados podem aplicar-se a erros cuja distribuição tem DEI.
Teorema 6.2.2 Suponhamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞ e para quase todo o ω ∈ Ω
existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) Os erros e, e1, e2, . . . são i.i.d.
(d)
∞∑
n=1
P
{
e2 > an
}
<∞,
∞∑
n=1
1
an
E
(
e2I{e26an}
)
<∞ e
∞∑
n=1
1
a2n
E
(
e4I{e26an}
)
<∞.
Então Θn
q.c.−→ g∞.
Demonstração. No contexto em que desenvolvemos este trabalho, se definirmos
Zn =
e2n
an
e Z′n =
e2n
an
I
e2n
an
61
ff
então a hipotese (d) pode ser reescrita como,
∞∑
n=1
P
{
Zn > 1
}
<∞,
∞∑
n=1
E(Z′n) <∞ e
∞∑
n=1
V
(
Z′n
)
<∞
o que pelo teorema das três séries de Kolmogorov (conf. Teorema 1.1.19) é equivalente  a convergência
quase certa de
∞∑
n=1
Zn =
∞∑
n=1
e2n
an
.
O lema de Kronecker garante então que lim
n→∞
||en||2
an
= 0 quase certamente, pelo que a tese anunciada
é agora consequência das restantes hipoteses assumidas e da majoração dada por (6.2.3).
O resultado seguinte da condições mais simples para a convergência forte da sucessão de esti-
madores
{
Θn, n > 1
}
quando os erros têm DEI.
Corolario 6.2.1 Admitamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞,
∞∑
n=1
1
an
<∞ e para quase
todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
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(c) Os erros e, e1, e2, . . . são i.i.d. tais que e ∼ DEI(α, β, τ).
Então Θn
q.c.−→ g∞.
Demonstração. Demonstremos a hipotese (d) do Teorema 6.2.2. A desigualdade de Markov (conf.
Observação 1.1.5) garante que,
P
{
e2 > an
}
6 E(e
2)
an
e a condição
∑∞
n=1
1
an
<∞ estabelece ∑∞n=1P{e2 > an} <∞. Por outro lado,
E
(
e2I{e26an}
)
6 E
(
e2
)
<∞
e
E
(
e4I{e26an}
)
6 E
(
e4
)
<∞
o que implica,
∞∑
n=1
1
an
E
(
e2I{e26an}
)
6 E
(
e2
) ∞∑
n=1
1
an
<∞
e ∞∑
n=1
1
a2n
E
(
e4I{e26an}
)
6 E
(
e4
) ∞∑
n=1
1
a2n
<∞.
O resultado seguinte aplica-se sempre que os erros tem um momento de segunda ordem finito.
Teorema 6.2.3 Admitamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞,
∞∑
n=1
1
an
<∞ e para quase
todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) Os erros e, e1, e2, . . . são i.i.d. tais que E(e2) <∞.
Então Θn
q.c.−→ g∞.
Demonstração. Visto que,
∞∑
n=1
E
(
e2n
an
)
6 E(e2)
∞∑
n=1
1
an
<∞
obtém-se
∑∞
n=1
e2n
an
<∞ quase certamente1 e o lema de Kronecker (conf. Proposição 1.3.2) assegura
que ||en||2 /an q.c.−→ 0. A conclusão segue de (6.2.3).
1Qualquer série
P∞
n=1Xn de v.a.'s converge absolutamente q.c. se
P∞
n=1E |Xn|r < ∞ para algum r ∈]0, 1] (ver
[55]).
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Até aqui, temo-nos baseado no lema de Kronecker para demonstrar que
lim
n→∞
||en||2
an
= 0 q.c.
 a custa da aplicação da lei forte de Marcinkiewicz-Zygmund ou do teorema das três séries de Kol-
mogorov. No que se vai seguir, vamos fazer uso de outro resultado para atingir o mesmo fim, mais
concretamente da lei forte de Feller (conf. Teorema 1.1.20), ultrapassando assim a necessidade do
lema de Kronecker.
Teorema 6.2.4 Suponhamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞
an
n
= ∞, an
n
crescente,
∞∑
n=1
P{e2 > an} < ∞ e para quase todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal
que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) Os erros e, e1, e2, . . . são i.i.d.
Então Θn
q.c.−→ g∞.
Demonstração. Pela lei forte de Feller (conf. Teorema 1.1.20) as condições do enunciado garantem
que,
lim
n→∞
||en||2
an
= 0 q.c.
e a tese fica estabelecida através da estimativa (6.2.3).
6.3 Na simetria radial de erros independentes
Em termos gerais, postular que o vector dos erros en tem simetria radial (isto é, que a função
de densidade conjunta de en depende apenas da distancia  a origem através de alguma função não-
negativa g) é uma hipotese natural com significado claro, nomeadamente, que não ha qualquer direcção
privilegiada para os erros em Rn. Geometricamente, as transformações ortogonais correspondem a
rotações quando aplicadas a um vector, que mantêm a norma deste, originando a sua permanência
sobre a mesma esfera de Rn centrada na origem. Uma vez que esta esfera é, na realidade, a superfcie
de nvel da densidade do vector dos erros quando este possui simetria radial, conclui-se que esta
superfcie de nvel é invariante para as transformações ortogonais. Por outro lado, a suposição de
que o vector dos erros tem simetria radial traduz matematicamente a hipotese da não existência de
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erros sistematicos2 numa determinada experiência. Contudo, assumir que en tem simetria radial,
dada a amostra Yn = µn+en, não constitui uma verdadeira extensão do caso em que se admite uma
distribuição normal para os erros independentes. Efectivamente, vimos no captulo 4 que quando
os erros são independentes e en = (e1, . . . , en) tem simetria radial com função g diferenciavel ou
densidades contnuas para cada ei então necessariamente os erros e1, . . . , en tem distribuição normal
com média nula e igual variancia (conf. Teorema 4.2.4 e Teorema 4.2.5). Mais geralmente, é sabido
que se p é uma medida de probabilidade em Rn invariante relativamente  as transformações ortogonais
e é, em simultaneo, o produto de duas medidas concentradas em subespaços ortogonais não triviais de
Rn então p é a medida de Dirac ou p é a medida Gaussiana com densidade x 7→ 1
(4piσ)n/2
exp
(
− ||x||24σ
)
para algum σ > 0 (ver [60]). Uma vez que o vector aleatorio en, expresso na base canonica de Rn, tem
como componentes v.a.'s independentes, existe uma decomposição obvia da distribuição conjunta de
en no produto de distribuições concentradas em subespaços ortogonais não triviais donde um vector
aleatorio com componentes independentes e simetria radial tem necessariamente distribuição normal
multivariada ou degenerada. Deste modo, ao assumirmos que en tem simetria radial e também
componentes independentes, estaremos a admitir que os erros são gaussianos ja que, na pratica, o
caso degenerado não possui grande interesse.
DefinindoDn como o espaço imagem aleatorio da aplicação aleatoria associada  a matriz
(
Dgn(λn)
)T
obtém-se, utilizando a Proposição 1.2.4 com A = Dgn(λn) e x = en, que
||Dgn(λn)en||2 6 ρ
(
Dgn(λn)
(
Dgn(λn)
)T) ||PDnen||2
donde podemos reescrever a formula (6.2.3) do seguinte modo,
||Θn − g∞|| 6
√
C(ω)
||PDnen||√
an
+ ||gn(µn)− g∞|| (6.3.1)
para alguma sucessão de reais {an} positiva. Refira-se que
s = dim (Dn) = car
((
Dgn(λn)
)T) 6 min{κ, n} = κ (n > κ)
(conf. Teorema 1.2.4) donde se assumirmos que os erros são independentes com simetria radial então
o teorema de Cochran (ver Teorema 1.2.10) garante que a distribuição de ||PDnen||2 é independente
de n o que permite um melhoramento do Teorema 6.2.3.
Para cada n ∈ N, considere-se o vector aleatorio en e denotemos a respectiva projecção ortogonal
no subespaço aleatorio Dn (cuja dimensão é s 6 κ) por PDnen.
Proposição 6.3.1 Seja {en, n > 1} uma sucessão de variaveis aleatorias i.i.d. com distribuição
N(0, σ2). Se {an} é uma sucessão de reais positiva tal que lim
n→∞ an =∞ e
∑∞
n=1 e
−δan < ∞ para
2Na categoria dos erros experimentais encontram-se os erros sistematicos que se caracterizam por afectar sempre
no mesmo sentido e com magnitudes que pouco variam o resultado de uma medição. Os erros sistematicos classificam-
se em quatro tipos: instrumentais, de paralaxe, ambientais ou teoricos. Estes erros são dos mais graves pois são
frequentemente difceis de detectar.
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qualquer δ > 0 então
||PDnen||2
an
q.c.−→ 0.
Demonstração. Do teorema de Cochran e das hipoteses assumidas tem-se ||PDnen||2 ∼ σ2χ2(s), ∀n ∈
N com s 6 κ e consequentemente ||PDnen||2 ∼ DEI
(
1, 12 ,
s
2 − 1
)
pelo que a conclusão decorre da
Proposição 6.1.2.
Vamos agora anunciar e demonstrar um resultado geral para erros aleatorios gaussianos indepen-
dentes.
Teorema 6.3.1 Suponhamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞,
∑∞
n=1 e
−δan < ∞ para
qualquer δ > 0 e para quase todo o ω ∈ Ω existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) {en, n > 1} é uma sucessão de variaveis aleatorias i.i.d. com distribuição N(0, σ2).
Então Θn
q.c.−→ g∞.
Demonstração. De acordo com a Proposição 6.3.1 tem-se,
||PDnen||2
an
q.c.−→ 0
e a formula (6.3.1) estabelece a tese uma vez que a hipotese (a) assegura a convergência de gn(µn)
para g∞.
Quando a aplicação diferencial (aleatoria) Dgn(λn) possui entradas que são independentes dos
erros ocorre um curioso fenomeno analogo ao verificado no Captulo 3 (ver Teorema 3.1.1) e que
sugestivamente podemos apelidar de colapso dos erros.
Proposição 6.3.2 Se {en, n > 1} é uma sucessão de variaveis aleatorias i.i.d. com distribuição
N(0, σ2) e cada sucessão de v.a's
{[
Dgn(λn)
]
ij
, j > 1
}
(i = 1, . . . , κ) é independente da sucessão
{en, n > 1} então para qualquer sucessão de reais positiva {an} satisfazendo lim
n→∞ an =∞ tem-se,
||PDnen||2
an
q.c.−→ 0.
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Demonstração. Aplicando a Proposição 1.2.1 a A =
(
Dgn(λn)
)T e x = en existira uma base
(aleatoria) ortonormada
W1(n, ω) =
(
W11(n, ω), . . . ,Wn1(n, ω)
)
...
Ws(n, ω) =
(
W1κ(n, ω), . . . ,Wns(n, ω)
)
tal que a v.a. ||PDnen||2 é expressa por,
||PDnen||2 =
(
Sn1(n)
)2
+ . . .+
(
Sns(n)
)2
(6.3.2)
onde a sucessão
{
Sni(n), n > 1
}
esta definida pelo arranjo triangular de v.a.'s,
S1i(1) = W1i(1, ω)e1
S2i(2) = W1i(2, ω)e1 +W2i(2, ω)e2
...
Sni(n) = W1i(n, ω)e1 +W2i(n, ω)e2 + . . .+Wni(n, ω)en
para todo o i = 1, . . . , s. Visto que,
E
[
W1i(1, ω)e1
]
= E
[
W1i(1, ω)
] ·E(e1) = 0 q.c.
E
[
W2i(2, ω)e2 |W1i(2, ω)e1
]
= W2i(2, ω)E
[
e2 |W1i(2, ω)e1
]
= 0 q.c.
...
E
[
Wni(n, ω)en |W1i(n, ω)e1, . . . ,W(n−1)i(n, ω)en−1
]
=
= Wni(n, ω)E
[
en |W1i(n, ω)e1, . . . ,W(n−1)i(n, ω)en−1
]
= 0 q.c.
podemos aplicar a igualdade extendida de Bienaymé e a desigualdade extendida de Kolmogorov (ver
Teorema 1.1.13 e Teorema 1.1.14) a cada termo da sucessão aleatoria
{
Sni(n), n > 1
}
o que produz,3
P
{
max
16j61
|Sji(1)| > ε
}
6 1
ε2
·E
[(
S1i(1)
)2]
6
E
(
||PD1e1||2
)
ε2
=
2s(s+ 2)σ2
ε2
P
{
max
16j62
|Sji(2)| > ε
}
6 1
ε2
·E
[(
S2i(2)
)2]
6
E
(
||PD2e2||2
)
ε2
=
2s(s+ 2)σ2
ε2
...
P
{
max
16j6n
|Sji(n)| > ε
}
6 1
ε2
·E
[(
Sni(n)
)2]
6
E
(
||PDnen||2
)
ε2
=
2s(s+ 2)σ2
ε2
para qualquer i = 1, . . . , s pois o teorema de Cochran (ver Teorema 1.2.10) garante que ||PDnen||2 ∼
2σ2χ2(s), ∀n ∈ N. Então,
P
{
max
16j6n
|Sji(n)| > ε
}
6 2s(s+ 2)σ
2
ε2
, ∀n ∈ N
3Note-se que E
ˆ
Sni(n)
˜
= 0, ∀n > 1.
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e escolhendo a subsucessão max
16j6ξn
|Sji(ξn)| de max
16j6n
|Sji(n)| que nos da,
lim
n→∞
(
max
16j6ξn
|Sji(ξn)|
)
= lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
vem,
P
{
max
16j6ξn
|Sji(ξn)| > ε
}
6 2s(s+ 2)σ
2
ε2
, ∀n ∈ N.
Efectuando a passagem ao limite em n surge,
P
{
lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
> ε
}
6 2s(s+ 2)σ
2
ε2
e fazendo ε → ∞ conclu-se que lim sup
n→∞
(
max
16j6n
|Sji(n)|
)
existe finito quase certamente para todo o
i = 1, . . . , κ. Consequentemente,
lim sup
n→∞
||PDnen||2
existe finito quase certamente verificando-se ainda lim sup
n→∞
||PDnen||2 > 0 q.c. uma vez que ||PDnen||2
∼ 2σ2χ2(s), ∀n ∈ N.
Teorema 6.3.2 Suponhamos que no modelo (6.0.2),
(a) gn(µn) −→ g∞ quando n→∞.
(b) Existe uma sucessão numérica {an} positiva verificando lim
n→∞ an =∞ e para quase todo o ω ∈ Ω
existe um numero não-negativo C = C(ω) tal que,
lim sup
n→∞
[
anρ
(
Dgn(λn)
TDgn(λn)
)
(ω)
]
6 C(ω).
(c) {en, n > 1} é uma sucessão de variaveis aleatorias i.i.d. com distribuição N(0, σ2).
(d) Cada sucessão de v.a's
{[
Dgn(λn)
]
ij
, j > 1
}
(i = 1, . . . , κ) é independente da sucessão
{en, n > 1}
Então Θn
q.c.−→ g∞.
Demonstração. A tese é uma consequência da estimativa (6.3.1) e da Proposição 6.3.2.
Observação 6.3.1 Observemos que, se no modelo (6.0.2) a matriz Dgn(λn) for não-estocastica então
as hipoteses (a), (b) e (c) do Teorema 6.3.2 ainda garantem a convergência Θn
q.c.−→ g∞.
6.4 Exemplos de aplicação
A finalizar, apresentamos dois exemplos de estimadores não-lineares relativamente aos quais a teo-
ria desenvolvida anteriormente se aplica. Mais concretamente, mostramos que se considerarmos pesos
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adequados para a sucessão das observações, o raio espectral da aplicação diferencial quando multi-
plicada pela sua transposta pode ter uma velocidade de convergência para zero suficiente para que
o estimador seja convergente quase certamente, pelo menos, no caso dos erros de quadrado integravel.
Exemplo 6.4.1
Seja gn(x1, . . . , xn) = cos
(
x1 + . . .+ xn
2n
)
e suponha-se µn = 2n−1τn, com {τn} uma sucessão con-
vergente tal que limn→∞ τn = τ∞ ∈ R. Pelo lema de Ces aro (conf. Proposição 1.3.1) obtém-se,
lim
n→∞
τ1 + . . .+ 2n−1 τn
2n
= τ∞
o que implica lim
n→∞ gn(µ1, . . . , µn) = cos
(
τ∞
)
. Por outro lado, para algum vector aleatorio λn =
(λ1, . . . , λn) ∈ L,
Dgn(λn)
T =
[
− 1
2n
sin
(
λ1 + . . .+ λn
2n
)
. . . − 1
2n
sin
(
λ1 + . . .+ λn
2n
) ]
.
Aplicando o Teorema 6.2.3 com an =
4n
n
podemos concluir que Θn
q.c.−→ cos (τ∞) sempre que E(e2) <
∞ ja que,
ρ
(
Dgn(λn)
TDgn(λn)
)
=
1
4n
sin2
(
λ1 + . . .+ λn
2n
)
+ . . .+
1
4n
sin2
(
λ1 + . . .+ λn
2n
)
6 n
4n
.
Exemplo 6.4.2
Consideremos gn(x1, . . . , xn) = log
(
1 +
(
x1 + . . .+ xn
n2
)2)
e admita-se que µn = (2n−1)vn, sendo
{vn} uma sucessão convergente verificando lim
n→∞ vn = v∞ ∈ R. Pelo lema de Ces aro,
lim
n→∞
v1 + . . .+ (2n− 1)vn
n2
= v∞
o que implica que lim
n→∞ gn(µ1, . . . , µn) = log
(
1 + v2∞
)
. Por outro lado, para algum vector aleatorio
λn = (λ1, . . . , λn) ∈ L tem-se,
Dgn(λn)
T =
 2n2
(
λ1+...+λn
n2
)
1 +
(
λ1+...+λn
n2
)2 . . . 2n2
(
λ1+...+λn
n2
)
1 +
(
λ1+...+λn
n2
)2

Visto que a função real u : [0,∞[−→ R definida por u(t) = t
(1 + t)2
atinge o valor maximo em t0 = 1
vem,
ρ
(
Dgn(λn)
TDgn(λn)
)
=
4
n4
(
λ1+...+λn
n2
)2
[
1 +
(
λ1+...+λn
n2
)2]2 + . . .+
4
n4
(
λ1+...+λn
n2
)2
[
1 +
(
λ1+...+λn
n2
)2]2 =
=
4
n3
·
(
λ1+...+λn
n2
)2
[
1 +
(
λ1+...+λn
n2
)2]2 6 4n3 · 14 = 1n3
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Aplicando o Teorema 6.2.3 com an = n3 pode concluir-se a convergência forte do estimador,
Θn
q.c.−→ log (1 + v2∞)
sempre que E
(
e2
)
<∞.
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DISTRIBUIÇÃO ARCSIN
Uma variavel aleatoria X tem distribuição arcsin se tiver função densidade de probabilidade
f(x) =

1
pi
√
x(1− x) se x ∈]0, 1[
0 se x /∈]0, 1[
Propriedades:
1. E
(
Xk
)
=
Γ(k+ 12)√
pi(k+1)
, k ∈ N.
2. V(X) = 1/8.
3. E
(
eitX
)
= 0
(
t
2
)
cos
(
t
2
)
+ i0
(
t
2
)
sin
(
t
2
)
, t ∈ R onde n(x) é a função de Bessel de primeira
espécie.4
DISTRIBUIÇÃO BETA
Uma variavel aleatoria X tem distribuição beta de parametros (α, β) com α, β > 0 se tiver função
densidade de probabilidade
f(x) =

Γ(α+ β)
Γ(α)Γ(β)
xα−1(1− x)β−1 se x ∈ [0, 1]
0 se x /∈ [0, 1]
Propriedades:
1. E
(
Xk
)
= Γ(α+β)Γ(α+k)Γ(α)Γ(α+β+k) , k ∈ N.
2. V(X) = αβ
(α+β)2(α+β+1)
.
3. O valor x0 = α−1α+β−2 é a unica moda quando α > 1 e β > 1.
4. E
(
eitX
)
= Γ(α+β)Γ(α)
∑∞
n=0
(it)n
n!
Γ(α+n)
Γ(α+β+n) , t ∈ R.
4ν(z) =
“z
2
”ν ∞X
m=0
(−1)m ` z
2
´2m
Γ (m+ ν + 1)m!
, z ∈ C.
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DISTRIBUIÇÃO BENKTANDER DO TIPO I
Uma variavel aleatoria X tem distribuição Benktander do tipo I de parametros (α, β) com α, β > 0
se tiver função de distribuição,
F (x) =

1−
(
1 +
2β log x
α
)
e−β log
2(x)−(α+1) log x se x > 1
0 se x 6 1
.
Propriedades:
1. E
(
Xk
)
= 1 + kα +
k(k−1)√pi
2α
√
β
[
1− erf
(
1−k+α
2
√
β
)]
e
(1+α)2+k2−2k(α+1)
4β , k ∈ N onde erf(x) é a função
erro.5
2. V(X) = − 1
α2
+
√
pi
α
√
β
[
1− erf
(
α−1
2
√
β
)]
e
(α−1)2
4β .
3. O valor x0 = e
−α+1−
√
1+6β
2β é moda se β > α(α
2+3α+2)
6(α+1) ; o valor x0 = 1 é moda se β <
α(α2+3α+2)
6(α+1) .
DISTRIBUIÇÃO BENKTANDER DO TIPO II
Uma variavel aleatoria X tem distribuição Benktander do tipo II de parametros (α, β) com α > 0 e
0 < β < 1 se tiver função de distribuição,
F (x) =

1− eαβ x−(1−β)e−αβ xβ se x > 1
0 se x 6 1
.
Propriedades:
1. E
(
Xk
)
=
(
1
β − 1
)
e
α
β
(
β
α
) k+β−1
β Γ
(
k+β−1
β ,
α
β
)
+ e
α
β
(
β
α
) k+β−1
β Γ
(
k+2β−1
β ,
α
β
)
onde Γ(x, y) é a
função gama incompleta.6
2. V(X) =
(
β
1
β − β 1+2ββ
)
α
− 1+β
β Γ
(
1+β
β ,
α
β
)
e
α
β + α−
1+β
β β
1+2β
β Γ
(
1+2β
β ,
α
β
)
e
α
β − (α+1)2
α2
.
3. O valor x0 = 1 é moda.
DISTRIBUIÇÃO DE BURR
Uma variavel aleatoria X tem distribuição de Burr de parametros (β, σ, δ) com β, σ, δ > 0 se tiver
função de distribuição,
f(x) =

σδ
β
(
x− α
β
)−σ−1 [
1 +
(
x− α
β
)−σ]−δ−1
se x > 0
0 se x 6 0
.
Propriedades:
5erf(x) =
2√
pi
Z x
0
e−t
2
dt, x ∈ R.
6Γ(x, y) =
Z ∞
y
tx−1e−t dt, x, y > 0.
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1. E
(
Xk
)
=
βkΓ(−k+σσ )Γ( δσ+kσ )
Γ(δ) , σ > k.
2. V(X) = β
2
Γ2(δ)
{
Γ(δ)Γ
(
1− 2σ
)
Γ
(
2
σ + δ
)− [Γ (1− 1σ)]2 [Γ ( 1σ + δ)]2}, σ > 2.
3. O valor x0 = β
(
σδ−1
σ+1
) 1
σ
é moda se σδ > 1; o valor x0 = 0 é moda se σδ 6 1.
DISTRIBUIÇÃO DE CAUCHY
Uma variavel aleatoria X tem distribuição de Cauchy de parametros (µ, σ) com µ ∈ R e σ > 0 se
tiver função densidade de probabilidade
f(x) =
1
pi
σ
σ2 + (x− µ)2 , x ∈ R.
Propriedades:
1. Todos os momentos são infinitos.
2. X ∼ S1(σ, 0, µ).
3. O valor x0 = µ é moda e mediana.
4. E
(
eitX
)
= eiµt−σ|t|, t ∈ R.
DISTRIBUIÇÃO DE CAUCHY GENERALIZADA
Uma variavel aleatoria X tem distribuição de Cauchy generalizada de parametro α > 0 se tiver função
densidade de probabilidade
f(x) =
1 + α
2pi
sin
(
pi
1+α
)
1 + |x|1+α , x ∈ R.
Propriedades:
1. Todos os momentos são infinitos.
2. O valor x0 = 0 é moda.
DISTRIBUIÇÃO DE CAUCHY MULTIVARIADA
Um vector aleatorio X = (X1, . . . ,Xn) tem distribuição de Cauchy multivariada com parametro α se
tiver função de densidade conjunta
f(x1, . . . , xn) =
Γ
(
α+1
2
)
pi
α+1
2
(
1 + x21 + . . .+ x2n
)α+1
2
, (x1, . . . , xn) ∈ Rn.
DISTRIBUIÇÃO DE ERLANG
Uma variavel aleatoria X tem distribuição de Erlang de parametros (n, λ) com n ∈ N e λ > 0 se tiver
função densidade de probabilidade
f(x) =

λn
(n− 1)!x
n−1e−λx se x > 0
0 se x 6 0
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Propriedades:
1. E
(
Xk
)
= n(n+1)...(n+k−1)
λk
, k ∈ N.
2. V(X) = n
λ2
.
3. O valor x0 = n−1λ é moda.
4. E
(
eitX
)
=
(
λ
λ−it
)n
, t ∈ R.
DISTRIBUIÇÃO EXPONENCIAL
Uma variavel aleatoria tem distribuição exponencial de parametro α > 0 se tiver função densidade
de probabilidade
f(x) =

λe−λx se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
= k!
λk
, k ∈ N.
2. V(X) = 1
λ2
.
3. O valor x0 = 0 é moda.
4. E
(
eitX
)
= λλ−it , t ∈ R.
DISTRIBUIÇÃO DE FRÉCHET
Uma variavel aleatoria X tem distribuição de Fréchet de parametros (α, β) com α, β > 0 se tiver
função densidade de probabilidade
f(x) =

α
β
(
x
β
)−α−1
e
−
“
x
β
”−α
se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
= βkΓ
(
α−k
α
)
, α > k.
2. V(X) = β2
{
Γ
(
α−2
α
)− [Γ (α−1α )]2}, α > 2.
3. O valor x0 = β
(
α
1+α
) 1
α
é a unica moda.
DISTRIBUIÇÃO GAMA
Uma variavel aleatoria X tem distribuição gama de parametros (α, λ) com α, λ > 0 se tiver função
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densidade de probabilidade
f(x) =

λα
Γ(α)
xα−1e−λx se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
= α(α+1)...(α+k−1)
λk
, k ∈ N.
2. V(X) = α
λ2
.
3. O valor x0 = α−1λ é moda quando α > 1.
4. E
(
eitX
)
=
(
1− itλ
)−α
, t ∈ R.
DISTRIBUIÇÃO DE GUMBEL
Uma variavel aleatoria X tem distribuição de Gumbel de parametros (α, β) com α ∈ R e β > 0 se
tiver função densidade de probabilidade
f(x) =
1
β
e
−x−α
β e
»
−e−
x−α
β
–
, x ∈ R.
Propriedades:
1. E
(
Xk
)
=
∑k
j=0
(
k
j
)
αk−jβjÀk, k ∈ N onde Àk é o integral de Euler-Mascheroni.7
2. V(X) = pi
2β2
6 .
3. O valor x0 = α é moda.
4. E
(
eitX
)
= eαitΓ(1− βit), t ∈ R.
DISTRIBUIÇÃO DE KAPTEYN
Uma variavel aleatoria X tem distribuição de Kapteyn de parametros (µ, σ2, G(x)) com µ ∈ R, σ > 0
e G uma função monotona diferenciavel se tiver função densidade de probabilidade
f(x) =
1
xσ
√
2pi
e−
[G(x)−µ]2
2σ2
∣∣G′(x)∣∣ .
DISTRIBUIÇÃO DE KOTZ
Um vector aleatorioX = (X1, . . . ,Xn) tem distribuição de Kotz de parametros (a, b, n, q) com a, b > 0
e n+ 2q > 2 se tiver função densidade de probabilidade conjunta,
f(x1, . . . , xn) =
aΓ
(n
2
)
b−
2q+n−2
2a pi
n
2 Γ
(
2q + n− 2
2a
) (x21 + . . .+ xn)q−1e−b (x21+...+x2n)a
7Àk = (−1)k
Z ∞
0
(log t)ke−t dt.
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DISTRIBUIÇÃO DE LÉVY
Uma variavel aleatoria X tem distribuição de Lévy de parametros (µ, σ) com µ ∈ R σ > 0 se tiver
função densidade de probabilidade
f(x) =

√
σ
2pi
1
(x− µ)3/2 e
− σ
2(x−µ) se x > µ
0 se x 6 µ
Propriedades:
1. Todos os momentos são infinitos.
2. X ∼ S1/2(σ, 1, µ).
3. O valor x0 = µ+ σ3 é moda.
4. E
(
eitX
)
= e−(itµ+
√−2iσt), t ∈ R.
DISTRIBUIÇÃO LOG-GAMA
Uma variavel aleatoria X tem distribuição log-gama de parametros (α, β) com α, β > 0 se tiver função
densidade de probabilidade
f(x) =

αβ
Γ(β)
(log x)β−1x−α−1 se x > 1
0 se x 6 1
Propriedades:
1. E
(
Xk
)
= αβ(α− k)−β , α > k.
2. V(X) = αβ(α− 2)−β − α2β(α− 1)−2α.
3. O valor x0 = e(
β−1
α+1) é moda se β > 1.
DISTRIBUIÇÃO LOG-NORMAL
Uma variavel aleatoria X tem distribuição log-normal de parametros (µ, σ2) com µ ∈ R e σ > 0 se
tiver função densidade de probabilidade
f(x) =

1
xσ
√
2pi
e−
(log x−µ)2
2σ2 se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
= ekµ+
k2σ4
2 , k ∈ N.
2. V(X) = eσ
2+µ
[
eσ
4 − 1].
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3. O valor x0 = eµ−σ
2
é a unica moda.
DISTRIBUIÇÃO DE MAXWELL
Uma variavel aleatoria X tem distribuição de Maxwell de parametro α > 0 se tiver função densidade
de probabilidade
f(x) =

√
2
pi
x2e−
x2
2α2
α3
se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
=
21+
k
2 αkΓ( k+32 )√
pi
, k ∈ N.
2. V(X) = α
2(3pi−8)
pi .
3. O valor x0 = α
√
2 é moda.
4. E
(
eitX
)
= i
{
αt
√
2
pi + ie
−α2t2
2 (α2t2 − 1)
[
sign(t)erf
(
α|t|i√
2
)
+ 1
]}
, t ∈ R onde erf(x) é a função
erro.
DISTRIBUIÇÃO NORMAL (OU GAUSSIANA)
Uma variavel aleatoria X tem distribuição normal de parametros (µ, σ2) com µ ∈ R e σ > 0 se tiver
função densidade de probabilidade
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 , x ∈ R
denotando-se X ∼ N(µ, σ2). Quando µ = 0 e σ2 = 1 dizemos que X tem distribuição normal
standard.
Propriedades:
1. E(X) = µ.
2. V(X) = σ2.
3. E
[
X−E(X)]k =

1 · 3 · . . . · (k − 1)σk se k é par
0 se k é mpar
, k ∈ N.
4. X ∼ N(µ, 2σ2) = S2(σ, ∗, µ).
5. O valor x0 = µ é moda.
6. E
(
eitX
)
= eiµt−
t2σ2
2 , t ∈ R.
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DISTRIBUIÇÃO NORMAL MULTIVARIADA
Um vector aleatorio X = (X1, . . . ,Xn) tem distribuição normal multivariada se tiver função carac-
terstica
ϕX(t) = exp
{
i tTµ− 1
2
tTCt
}
, t ∈ Rn
onde C ∈Mn×n(R) é uma matriz simétrica definida não-negativa e µ ∈ Rn.
Propriedades:
1. E(X) = µ e µ designa-se por vector médio de X.
2. Quando a caracterstica da matriz C é n diz-se que X tem distribuição normal multivariada
não-degenerada designando-se C pormatriz de covariancia e a função de densidade conjunta
de X é,
f(x) =
1√
(2pi)n det (C)
exp
{
−1
2
(x− µ)TC−1(x− µ)
}
, x ∈ Rn.
DISTRIBUIÇÃO DE PARETO
Uma variavel aleatoria X tem distribuição de Pareto com parametros (x0, α) onde x0, α > 0 se tiver
função densidade de probabilidade
f(x) =

α
x0
(x0
x
)α+1
se x > x0
0 se x 6 x0
Propriedades:
1. E
(
Xk
)
= αx
k
0
α−k , α > k.
2. V(X) = αx
2
0
(α−1)(α−2) , α > 2.
3. O valor x0 é moda.
4. E
(
eitX
)
= −xα0 tα cos
(
piα
2
)
Γ(1− α) + 12
(
−α2 ; 12 , 1− α2 ;−α
2t2
4
)
+
+ 1α−1
[
x0tiα 12
(
1
2 − α2 ; 32 , 32 − α2 ;−
x20t
2
4
)
sign(t)
]
+ ixα0 t
αΓ(1− α)sign(t) sin (piα2 ), t ∈ R onde
pq(a1, . . . , ap; b1, . . . , bq;x) é a função hipergeométrica generalizada.8
DISTRIBUIÇÃO FUNÇÃO POTÊNCIA
Uma variavel aleatoria X tem distribuição função potência com parametros (x0, α) onde x0, α > 0 se
tiver função densidade de probabilidade
f(x) =

αxα−1
xα0
se x ∈ [0, x0]
0 se x /∈ [0, x0]
Propriedades:
8
pq(a1, . . . , ap; b1, . . . , bq;x) =
∞X
n=0
(a1)n . . . (ap)n
(b1)n . . . (bq)n
xn
n!
, x ∈ R onde (α)n := Γ(α+n)Γ(α) é o smbolo de Pochhammer.
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1. E
(
Xk
)
= αx
k
0
α+k .
2. V(X) = αx
2
0
(α+1)2(α+2)
, α > 2.
3. O valor x0 é moda quando α > 1.
4.
E
(
eitX
)
= 12
(
−α
2
;
1
2
, 1 +
α
2
;−α
2t2
4
)
+
+
1
α+ 1
(
x0tiα 12
(
1
2
+
α
2
;
3
2
,
3
2
+
α
2
;−x
2
0t
2
4
)
sign(t)
)
, t ∈ R.
DISTRIBUIÇÃO χ.
Uma variavel aleatoria X tem distribuição χ com ν > 0 graus de liberdade se tiver função densidade
de probabilidade
f(x) =

1
2
ν
2
−1Γ
(
ν
2
)xν−1e−x22 se x > 0
0 se x 6 0
e denota-se X ∼ χ(ν).
Propriedades:
1. E
(
Xk
)
=
2
k
2 Γ( ν+k2 )
Γ( ν2 )
, k ∈ N.
2. V(X) = ν − 2
[
Γ( ν+12 )
Γ( ν2 )
]2
.
3. O valor x0 =
√
ν − 1 é a unica moda.
4. E
(
eitX
)
= 1
Γ( ν2 )
∑∞
n=0
(i
√
2t)n
n! Γ
(
ν+n
2
)
, t ∈ R.
DISTRIBUIÇÃO χ2
Uma variavel aleatoria X tem distribuição χ2 com ν graus de liberdade se tiver função densidade de
probabilidade
f(x) =

1
2
ν
2Γ
(
ν
2
)x ν2−1e−x2 se x > 0
0 se x 6 0
e denota-se X ∼ χ2(ν).
Propriedades:
1. E
(
Xk
)
= ν(ν + 2) . . .
[
ν + 2(k − 1)], k ∈ N.
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2. V(X) = 2ν.
3. O valor x0 = ν − 2 é moda quando ν > 2; para ν = 2 a moda é 2.
4. E
(
eitX
)
= (1− 2it)− ν2 , t ∈ R.
DISTRIBUIÇÃO χ2 NÃO-CENTRAL
Uma variavel aleatoria X tem distribuição χ2 não-central com parametro de não-centralidade λ e ν
graus de liberdade se tiver função densidade de probabilidade
f(x) =

e−
x+λ
2 x
ν
2
+1
2
ν
2
∞∑
n=0
(λx)n
n! 22nΓ
(
n+ ν2
) se x > 0
0 se x 6 0
e denota-se X ∼ χ2(ν, λ).
Propriedades:
1. E
(
Xk
)
= 2ke−
λ
2 Γ
(
k + ν2
)
1˜1
(
k + ν2 ,
ν
2 ,
λ
2
)
, k ∈ N onde
p˜q(a1, . . . , ap; b1, . . . , bq;x) =
pq(a1, . . . , ap; b1, . . . , bq;x)
Γ(b1) . . .Γ(bq)
é a função hipergeométrica generalizada regularizada.
2. V(X) = 2(2λ+ ν).
DISTRIBUIÇÃO DE RAYLEIGH
Uma variavel aleatoria X tem distribuição de Rayleigh com parametro σ > 0 se tiver função densidade
de probabilidade
f(x) =

x
σ2
e−
x2
2σ2 se x > 0
0 se x 6 0
Propriedades:
1. E
(
Xk
)
= 2
k
2 σkΓ
(
k
2 + 1
)
.
2. V(X) = σ2
(
2− pi2
)
.
3. O valor x0 = σ é moda.
4. E
(
eitX
)
= 1 + ie−
σ2t2
2
√
pi
2σt
[
1− erf
(
iσt√
2
)]
, t ∈ R.
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DISTRIBUIÇÃO DE SNEDECOR
Uma variavel aleatoria X tem distribuição de Snedecor com (ν1, ν2) graus de liberdade se tiver função
densidade de probabilidade
f(x) =

Γ
(
ν1+ν2
2
)
ν
ν1
2
1 ν
ν2
2
2
Γ
(
ν1
2
)
Γ
(
ν2
2
) x ν12 −1(ν2 + ν1x)− ν1+ν22 se x > 0
0 se x 6 0
(ν1, ν2 > 0)
Propriedades:
1. E
(
Xk
)
= νk2
Γ( ν12 +k)Γ(
ν2
2
−k)
νk1Γ(
ν1
2 )Γ(
ν2
2 )
, ν2 > 2k.
2. V(X) = 2ν
2
2 (ν1+ν2−2)
ν1(ν2−2)2(ν2−4) (ν2 > 4).
3. O valor x0 =
(ν1−2)ν2
ν1(ν2+2)
é a unica moda quando ν1 > 2.
4. Se X e Y forem duas variaveis aleatorias independentes admitindo distribuição χ2 com, res-
pectivamente, n e m graus de liberdade então a variavel aleatoria
X/n
Y/m
tem distribuição de
Snedecor com (n,m) graus de liberdade.
DISTRIBUIÇÃO DE SNEDECOR NÃO-CENTRAL
Uma variavel aleatoria X tem distribuição de Snedecor de parametros (ν1, ν2, λ) com ν1, ν2 ∈ N e
λ > 0 se tiver função densidade de probabilidade
f(x) =

Γ
(
ν1+ν2
2
)
ν
ν1
2
1 ν
ν2
2
2 e
−λ
2
Γ
(
ν1
2
)
Γ
(
ν2
2
) x ν12 −1(ν2 + ν1x)− ν1+ν22 11 [ν1 + ν22 , ν12 , ν1λx2(ν1x+ ν2)
]
se x > 0
0 se x 6 0
onde pq é a função hipergeométrica generalizada.
Propriedades:
1. E(X) = ν2(ν1+λ)ν1(ν2−2) , ν2 > 2.
2. V(X) =
2ν22((ν1+λ)2+(ν2−2)(ν1+2λ))
ν21 (ν2−2)2(ν2−4)
, ν2 > 4.
DISTRIBUIÇÃO t
Uma variavel aleatoria X tem distribuição t de Student com ν > 0 graus de liberdade se tiver função
densidade de probabilidade
f(x) =
1√
νpi
Γ
(
ν+1
2
)
Γ
(
ν
2
) (1 + x2
ν
)− ν+1
2
, x ∈ R.
Propriedades:
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1. E
(
Xk
)
=

ν
k
2√
pi
Γ( ν+k2 )Γ( k+12 )
Γ( ν2 )
se k é par
0 se k é mpar
, k ∈ N, ν2 > 2.
2. V(X) = νν−2 , ν > 2.
3. O valor x0 = 0 é moda.
4. E
(
eitX
)
=
21−
ν
2 ν
ν
4 |t| ν2 ν
2
(√ν|t|)
Γ( ν2 )
, t ∈ R onde n(x) é a função de Bessel modificada.9
DISTRIBUIÇÃO t NÃO-CENTRAL
Uma variavel aleatoriaX tem distribuição t de Student não-central com parametro de não-centralidade
λ ∈ R e ν > 0 graus de liberdade se tiver função densidade de probabilidade
f(x) =
ν
ν
2 e−
λ2
2
√
piΓ
(
ν
2
)
(ν + x2)
ν+1
2
∞∑
j=0
Γ
(
ν + j + 1
2
)(
λj
j!
)(
2x2
ν + x2
) j
2
, x ∈ R.
Propriedades:
1. E
(
Xk
)
=

ν
ν
2 Γ( ν−k2 )
2
ν
2 Γ( ν2 )
∑k
j=0
(2k)!λ2j
(2j)!(k−j)!2k−j se k é par
ν
ν
2 Γ( ν−k2 )
2
ν
2 Γ( ν2 )
∑k
j=1
(2k−1)!λ2j−1
(2j−1)!(k−j)!2k−j se k é mpar
, k ∈ N, ν > k.
DISTRIBUIÇÃO t MULTIVARIADA
Um vector aleatorio X = (X1, . . . ,Xn) tem distribuição t multivariada com k graus de liberdade,
vector de desvio µ e matriz de precisão T se tiver função de densidade conjunta
f(x) =
Γ
(
n+k
2
)√
detT
Γ
(
k
2
)
(kpi)
n
2
[
1 +
1
k
(x− µ)TT (x− µ)
]−n+k
2
, x ∈ Rn
onde T ∈Mn×n(R) é uma matriz simétrica definida positiva.
Propriedades:
1. E(X) = µ.
2. E
[
(X− µ)(X− µ)T ] = kk−1T−1, k > 2.
9n(x) = (−1)n+1i−nn(ix) log
“x
2
”
+
1
2
„
2
x
«n n−1X
m=0
(n−m− 1)!
m!
„
−x
2
4
«m
+
+
(−1)n
2
“x
2
”n ∞X
m=0
»
Γ′(m+ 1)
Γ(m+ 1)
+
Γ′(n+m+ 1)
Γ(n+m+ 1)
–
(x/2)2m
m!(n+m)!
onde n(z) é a função de Bessel.
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DISTRIBUIÇÃO UNIFORME
Uma variavel aleatoria X tem distribuição no intervalo [a, b] (a < b) se tiver função densidade de
probabilidade
f(x) =

1
b− a se x ∈ [a, b]
0 se x /∈ [a, b]
Propriedades:
1. E
(
Xk
)
= b
k+1−ak+1
(b−a)(k−1) , k ∈ N.
2. V(X) = (b−a)
2
12 .
3. E
(
eitX
)
= e
itb−eita
i(b−a)t , t ∈ R.
DISTRIBUIÇÃO UNIFORME MULTIVARIADA
Um vector aleatorio X = (X1, . . . ,Xn) tem distribuição uniforme multivariada sobre um boreliano B
limitado de Rn tal que Leb(B) > 0 se tiver função de densidade conjunta
f(x1, . . . , xn) =

1
Leb(B)
se (x1, . . . , xn) ∈ B
0 se (x1, . . . , xn) /∈ B
DISTRIBUIÇÃO DE WEIBULL
Uma variavel aleatoria X tem distribuição de Weibull com parametro α > 0 se tiver função densidade
de probabilidade
f(x) =

α(−x)α−1e−(−x)α se x < 0
0 se x > 0
Propriedades:
1. E
[ |X|k ] = Γ (1 + kα), k ∈ N.
2. V(X) = 2αΓ
(
2
α
)− 1
α2
[
Γ
(
1
α
)]2
.
3. O valor x0 = −
(
1− 1α
) 1
α é moda se α > 1; o valor x0 = 0 é moda se α 6 1.
DISTRIBUIÇÃO WEIBULL-GNEDENKO
Uma variavel aleatoria X tem distribuição Weibull-Gnedenko de parametros (α, λ) com α ∈ R e λ > 0
se tiver função densidade de probabilidade
f(x) =

|α|λxα−1e−λxα se x > 0
0 se x 6 0
Propriedades:
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1. E
(
Xk
)
= λ−
k
αΓ
(
k
α + 1
)
, k ∈ N.
2. V(X) = λ−
2
α
{
2
αΓ
(
2
α
)− 1
α2
[
Γ
(
1
α
)]2}
.
3. O valor x0 =
(
α−1
αλ
) 1
α é moda se α > 1; o valor x0 = 0 é moda se α 6 1.
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