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In recent years, a statistical approach called sparse modeling has been extensively
studied for estimating unobserved model parameters from a small number of ob-
servations using the sparsity of model parameters. Although sparse modeling has
been applied to many practical problems mostly in the fields of signal processing
and image processing, to the best of our knowledge, a limited number of studies
have applied it to problems in the field of information networking. In this thesis, we
investigate how sparse modeling can be applied to information networking prob-
lems. Specifically, we particularly focus on three types of information networking
problems: minimum link flow problem, betweenness centrality estimation, and net-
work topology compactization. First, we focus on the minimum link flow problem
that is similar to the classical minimum cost flow problem except that its objective
is to minimize the number of links consisting a flow rather than the total link cost.
We present a sparse-modeling-based formulation of the minimum link flow prob-
lem and propose two algorithms called Constrained Orthogonal Matching Pursuit
(COMP) and l1-norm minimization with Redundant Link Pruning (L1-RLP). Fur-
thermore, we investigate how effectively our formulation of the minimum link flow
problem can be solved using our algorithms. Our findings include that the minimum
link flow problems are effectively solvable with our algorithms. Next, we focus on
betweenness centrality estimation. We present a sparse-modeling based solution for
betweenness centrality estimation by extending our formulation of the minimum
link flow problem. Betweenness centralities of all nodes in an undirected graph are
estimated from shortest-path trees, each of which is obtained as the solution for the
minimum link flow problem formulated as the l1-norm minimization problem. Fur-
thermore, we investigate how accurately betweenness centrality can be estimated
with our proposed sparse-modeling based estimation method. Our findings include
that our proposed estimation method can accurately estimate a set of nodes whose
top 10% betweenness centralities in a graph. Finally, we focus on network topology
compactization for finding a sparse representation of a given network topology. We
train a dictionary from a number of learning network topologies using the K-SVD
algorithm, which is one of conventional dictionary learning algorithms, and obtain
a sparse representation of the network topology by solving an l0-norm minimiza-
tion problem for given network topology and the trained dictionary. Furthermore,
through experiments, the effects of several factors — the network (i.e., topology and
network size) and the dictionary (i.e., dictionary size) — on sparse representation of
network topologies are investigated. Our finding includes that graphs whose struc-
ture is uniform (e.g., tree) and networks with cluster structure are suitable for sparse
representation of network topologies.
