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a b s t r a c t
When missing data are either missing completely at random (MCAR) or missing at
random (MAR), the maximum likelihood (ML) estimation procedure preserves many of
its properties. However, in any statistical modeling, the distribution specification for the
likelihood function is at best only an approximation to the real world. In particular, since
the normal-distribution-basedML is typically applied to datawith heterogeneousmarginal
skewness and kurtosis, it is necessary to know whether such a practice still generates
consistent parameter estimates. When the manifest variables are linear combinations of
independent random components and missing data are MAR, this paper shows that the
normal-distribution-based MLE is consistent regardless of the distribution of the sample.
Examples also show that the consistency of the MLE is not guaranteed for all nonnormally
distributed samples. When the population follows a confirmatory factor model, and data
are missing due to the magnitude of the factors, the MLE may not be consistent even
when data are normally distributed. When data are missing due to the magnitude of
measurement errors/uniqueness, MLEs for many of the covariance parameters related
to the missing variables are still consistent. This paper also identifies and discusses the
factors that affect the asymptotic biases of the MLE when data are not missing at random.
In addition, the paper also shows that, under certain data models and MAR mechanism,
the MLE is asymptotically normally distributed and the asymptotic covariance matrix
is consistently estimated by the commonly used sandwich-type covariance matrix. The
results indicate that certain formulas and/or conclusions in the existing literature may not
be entirely correct.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Incomplete or missing data exist in almost all areas of empirical research. They are especially common in the social and
behavioral scienceswhere surveys or questionnaires are themain sources for acquiring data. Theremight be various reasons
for missing data to occur. The process by which data become incomplete was called the missing data mechanism by Rubin
[1]. Missing completely at random (MCAR) is a process in whichmissingness of the data is independent of both the observed
and themissing values;missing at random (MAR) is a process inwhichmissingness of the data is independent of themissing
values given the observed data. Missing data with MCAR andMARmechanisms are sometimes referred to as ignorable non-
responses, because maximum likelihood (ML) estimation preserves many of its properties if these mechanisms are ignored.
When the missingness depends on the missing values themselves given the observed data, the process is not missing at
random (NMAR). Missing data with an NMAR mechanism are also referred to as non-ignorable non-responses because ML
estimates (MLE), by ignoring the missing data mechanism, are generally inconsistent.
Many statistical methods have been developed for the analysis of missing data [2–7]. In particular, the EM-algorithm
[8–12] facilitates ML estimation in various contexts. In modeling real multivariate data, however, specifying the correct
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distribution form needed to obtain the true MLE is always challenging if not impossible, perhaps due to limited choices of
multivariate distributions. The challenge of specifying the right density function has motivated the development of a theory
of ML based on misspecified distributions [13,14] with complete data. It can be argued that, in any statistical modeling, the
distribution specification is at best only an approximation to the real world. However, according to Laird [15] and Rotnitzky
andWypij [16], when the distribution form ismisspecified, theMLEswill be inconsistent unless themissing datamechanism
is MCAR. For example, Laird [15, p. 308] stated
Although valid likelihood inferences can be obtainedwhenwe have ignorable non-response, the validity does depend
upon using the correct data model f (Yo|X, θ), thus data model validation should be an integral part of the analysis.
With complete data, likelihood analyses are fairly robust to use of an incorrect datamodel.With incomplete data there
may be more sensitivity to model misspecification, since implicitly the data model is used to ‘fill in’ for the missing
values on the basis of f (Ym|Yo,X, θ).
When the data model or distribution specification is incorrect, the ML method is commonly called pseudo ML [13] and the
corresponding normal equation is called an estimating equation. Liang and Zeger [17, p. 20] implied that, for nonnormally
distributed data, an MCAR mechanism is necessary for estimators obtained from solving estimating equations to be consis-
tent. Using examples, Rotnitzky and Wypij [16] further calculated biases of the estimates based on estimating equations.
However, none of these papers studied the problem rigorously. Because every distribution is an approximation to reality, it
is important to critically evaluate the consistency of the pseudoMLE. If the pseudoMLE is not consistent when data areMAR,
then only the MCAR mechanism can be ignored when modeling practical multivariate data with an unknown distribution.
Due to its special merit for modeling survey data, mean and covariance structure analysis with missing data has been
well studied [18–30]. Most of the developments have assumed that the likelihood function is correctly specified. With
misspecified distributions in the normal-distribution-based ML procedure for mean and covariance structure analysis,
Arminger and Sobel [31] provided a sandwich-type covariance matrix to estimate the asymptotic covariance matrix of the
MLEs. The consistency of the sandwich-type covariancematrix has been studied byWhite [14] and Gourieroux et al. [13] for
balanced data where no missing data mechanism is involved. Similar to consistency of the pseudo MLE, with MAR data, we
cannot take the consistency of the sandwich-type covariance matrix for granted. Actually, we could not find any literature
dealing with the asymptotic normality of the pseudo MLE when the MARmissing data mechanism is ignored. Furthermore,
evenwhen data follow the assumed normal distribution, the standard errors for theMLEs based on the expected information
matrixmay not be correct unless there is proper accounting for themissing datamechanism. Kenward andMolenberghs [32]
explained the difference between expected and observed information matrices using examples. In particular, they showed
that the information matrix in the normal-distribution-based ML procedure is no longer block-diagonal; that is, estimates
of means and covariances are not asymptotically independent. However, they did not show how the structure of the
informationmatrix corresponding to the covariance parameters forMAR data differs from that corresponding toMCAR data.
Also, Kenward and Molenberghs assumed that data are normally distributed. How nonnormally distributed data affect the
information matrix when missing values are MAR has never been clarified in the literature. Many missing data procedures
in multivariate analysis are only for covariance structure or factor analysis models; hence it is necessary to explore the
structure of the information matrix corresponding to the covariance parameters to see the effect of MAR data on covariance
structure analysis. As we shall see, the expected information matrix with MAR data differs a lot from that for MCAR data
even when modeling the covariance structure alone. The standard errors based on the expected information matrix have to
take the MAR mechanism into account even when data are normally distributed. With nonnormally distributed data, the
expected informationmatrix for the sidematrices of the sandwich-type covariancematrix also depends on themissing data
scheme when the mechanism is MAR.
The purpose of the paper is to rigorously study the normal-distribution-based ML with missing data and an unknown
population distribution. In Section 2, we will consider a data model under which sufficient conditions exist for the normal-
distribution-based pseudo MLE to be consistent. Examples are also provided when the MLE may or may not be consistent.
When data are NMAR, the MLE is not consistent in general. In Section 3, we will consider factors that affect biases in the
MLE. In Section 4,wewill formally establish that, under certain conditions, theMLEs are asymptotically normally distributed
even when data are not normally distributed and the missing data mechanism is MAR. We will also contrast the structure
of the expected information matrix for MAR data with that for MCAR data, and show that the conditions for the consistency
of pseudoMLE are also sufficient for the consistency of the sandwich-type covariance matrix. These developments will lead
to a better understanding of the normal-distribution-based ML procedure for missing data and will help to promote proper
applications of and statistical inferences with the commonly used missing data procedures.
Unless stated explicitly, we will regard the distribution of the underlying population as unknown throughout the paper.
So a MLE is implicitly a pseudo MLE.
2. Consistency of normal-distribution-based pseudo MLE with mar data
Let x be a random vector with E(x) = µ and Cov(x) = 6. The distribution of x as well as µ and 6 are unknown.
Suppose a sample with missing data is drawn from x. We will consider conditions under which the MLEs µˆ and 6ˆ, based
on x ∼ Np(µ,6), are consistent. Through the work of Rubin [1] and others, it is widely known that µˆ and 6ˆ are consistent
when all missing data are MAR or MCAR and x ∼ Np(µ,6). When x does not follow Np(µ,6), µˆ and 6ˆ are still consistent
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if all the missing data are MCAR (see e.g., [33]). In the following, we will mainly study the consistency of the MLEs when x
does not follow Np(µ,6) and the missing data are MAR.
Let z1, z2, . . ., zp be independent random variables with E(zj) = 0, Var(zj) = 1 and z = (z1, z2, . . . , zp)′. Let
A =
a11 0 0 · · · 0a21 a22 0 · · · 0· · ·
ap1 ap2 ap3 · · · app
 ,
6 = AA′ and
x = (x1, x2, . . . , xp)′ = µ+ Az. (1)
Then E(x) = µ, Cov(x) = 6 and the distribution of x is determined by distributions of the zj’s. When z ∼ Np(0, I),
x ∼ Np(µ,6). We do not know the distribution form of x in general, evenwhen the distributions of zj’s are known. However,
the data model in (1) allows us to formulate sufficient conditions for the consistency of the MLEs. Note that the zj’s in (1) are
not observed and they are actually latent variables. Wewill mainly consider xjmissing due to zl falling into certain intervals.
Let x1, x2, . . ., xN be a random sample drawn from x with xi = µ + Azi, where xi = (xi1, xi2, . . . , xip)′ and zi =
(zi1, zi2, . . . , zip)′. Consider the case xi in which k variables xij1 , xij2 , . . . , xijk are missing and the reason is related to the
m values of zil1 , zil2 , . . ., zilm . For example, zil1 , zil2 , . . ., zilm fall into certain intervals. Although zi is a latent vector, all
the information regarding (zil1 , zil2 , . . . , zilm) is contained in (xi1, xi2, . . . , xil), where l = max(l1, l2, . . . , lm). Notice that
(zi1, zi2, . . . , zil) and (xi1, xi2, . . . , xil) are uniquely determined by each other. When l < j = min(j1, j2, . . . , jk) and
(xi1, xi2, . . . , xil) is observed, all the information related to missing values are observed. Let ri = (ri1, ri2, . . . , rip)′ be the
vector of missing data indicators with rij = 1 if xij is missing and zero otherwise, xim = (xij1 , xij2 , . . . , xijk)′, and xio be the
vectors of observed variables. There exists
f (ri|xio; xim) = P(ri|{xi1, xi2, . . . , xil, . . .}; xim)
= P(ri|{zi1, zi2, . . . , zil, . . .}; xim)
= P(ri|{zi1, zi2, . . . , zil, . . .})
= P(ri|xio) (2)
and themissing datamechanism isMAR [1].When l ≥ j, at least one of themissing values is related to its own value through
its dependence on (zl, zl+1, . . . , zq), the missing data mechanism is NMAR. For the missing data scheme described above,
we have the following result.
Theorem 1. Suppose x is represented by (1) and xij’s are missing due to the values of zil’s following into certain intervals. If all
the missing values in the sample are MAR, then the normal-distribution-based MLEs µˆ and 6ˆ are consistent regardless of the
distribution of the zj’s.
Theproof of the above theoremwill be given in theAppendix by showing that the normal estimating equation is unbiased.
Specifically, let σ = vech(6) be the vector of nonduplicated elements of 6, β = (µ′,σ′)′ and l(β) = l(µ,6) be the log
likelihood function based on xi ∼ Npi(µi,6i), where µi is a subvector of µ and 6i is a submatrix of 6. Then the normal
estimating function is given by (see Eq. (A.2) in the Appendix)
g¯(β) = 1
N
l˙(β), (3)
where l˙(β) = ∂ l(β)/∂β. Unbiased estimating equation implies
E[g¯(β)] = 0.
For structural models µ(θ) and 6(θ), the normal estimating function is given by
g¯(θ) = 1
N
β˙
′
(θ)g¯[β(θ)], (4)
where β˙(θ) = ∂β(θ)/∂θ′ does not involve the sample. When the structural models are properly parameterized, β˙(θ) 6= 0.
Thus, E[g¯(θ)] = 0 if and only if E[g¯(β)] = 0. We immediately have the following result.
Corollary 1. Suppose x is represented by (1) and xij’s are missing due to the values of zil’s following into certain intervals. For
structural modelsµ(θ) and6(θ), if all the missing values in the sample are MAR, then θˆ is consistent regardless of the distribution
of the zj’s.
The consistency of theMLEs in Theorem1depends onwhether x can be represented by (1).When x cannot be represented
by (1), the normal-distribution-based MLE may not be consistent with nonnormally distributed x.
Example 1. Let
x1 = z1, x2 = az21 + bz2,
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where z1 and z2 are independent with E(z1) = E(z2) = 0, Var(z1) = Var(z2) = 1, γ1 = E(z31) and β1 = E(z41). The
population means and variances–covariance of x1 and x2 are given by
µ1 = 0, µ2 = a, σ11 = 1, σ12 = aγ1, σ22 = a2(β1 − 1)+ b2.
Suppose the observed sample is given by
x11, . . . , xn1, x(n+1)1, . . . , xN1,
x12, . . . , xn2.
Themissing values are due to their corresponding zi1 ∈ (c1, d1]. It is obvious that xi2, i = n+1, . . ., N are MAR. But theMLEs
µˆ2, σˆ12 and σˆ22 are not consistent. Let p1 = P{z1 ∈ (c1, d1]} and F1(t) be the cumulative distribution function (CDF) of z1,
F∗1 (t) =
{F1(t)/(1− p1), t ≤ c1,
F1(c1)/(1− p1), t ∈ (c1, d1],
[F1(t)− p1] /(1− p1), t > d1,
(5)
and the mean, variance, skewness and kurtosis for u ∼ F∗1 (t) be ν∗1 , pi∗11 = pi∗21 , γ ∗1 , β∗1 , respectively. The Appendix provides
the details leading to
µˆ2
wp1−→ a(pi∗11 − γ ∗1 pi∗1 ν∗1 − ν∗21 ),
where
wp1−→means convergingwith probability one. The asymptotic bias in µˆ2 is a(pi∗11−1−γ ∗1 pi∗1 ν∗1−ν∗1 2) and is proportional
to a. There also exist
σˆ12
wp1−→ api∗1 (γ ∗1 + 2ν∗1/pi∗1 )
and
σˆ22
wp1−→ a2[pi∗211 (β∗1 − 1)+ pi∗11γ ∗21 + 4ν∗1pi∗1 γ ∗1 + 4ν∗21 − pi∗211 γ ∗21 ].
So both σˆ12 and σˆ22 are also asymptotically biased.
The MAR mechanism characterized in (2) depends on the fact that all the values of the zl’s related to missing variables
are determined by the observed variables. Otherwise, MAR will not hold.
Example 2. Consider p = 4 and x = (x1, x2, x3, x4)′ is generated by the following data model
x1 = a11z1, x2 = a21z1 + a22z2,
x3 = a31z1 + a32z2 + a33z3, x4 = a41z1 + a42z2 + a43z3 + a44z4.
When x2 is missing due to z1 ∈ (c1, d1] and x4 is missing due to z3 ∈ (c3, d3], then x2 and x4 will be simultaneously missing
with probability
P{z1 ∈ (c1, d1]}P{z3 ∈ (c3, d3]}.
Given x1 and x3 being observed, we have
z3 = (x3 − a31x1/a11 − a32z2)/a33.
So, due to x2 not being observed, z3 cannot be expressed as a function of the observed variables, x4 is NMAR in cases with
x2 also missing. The MLE will not be consistent in such a case even when z1 to z4 are normally distributed. When a32 = 0,
x3 being missing does not depend on z2 anymore, the MLE will be consistent regardless of the distribution of the zj’s. On the
other hand, if x3 is missing due to z1 ∈ (c1, d1], x4 is missing due to z2 ∈ (c2, d2], and both x1 and x2 are observed, then the
MLE will be consistent regardless of the distribution of the zj’s.
The consistency of σˆjk in Theorem 1 also depends on (xij, xik) being observed and their number of observations increases
proportionally as N increases.
Example 3. Consider the missing data pattern
x11, . . . , xn1, x(n+1)1, . . . , xN1,
x12, . . . , xn2,
x(n+1)3, . . . , xN3.
(6)
Because not a single pair of (xi2, xi3) is observed, σ23 is not estimable even when x ∼ N(µ,6) (see [34,35]) and all the
missing values are MCAR. When a fixed number of pairs of (xi2, xi3) is observed that does not increase with N , σˆ23 will not
be consistent either even when x ∼ N(µ,6). When the missing xi2 and xi3 are due to zi1 ∈ (−∞, c1] and zi1 ∈ (c1,∞),
respectively, µˆ2, µˆ3, σˆ12, σˆ13, σˆ22 and σˆ33 are consistent regardless of the distribution form of z.
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When data are NMAR, the MLE is generally not consistent. This does not imply that all the parameter estimates related
to a missing variable are not consistent. Let us consider the NMARmechanism in the data model (1). When xj is missing due
to the magnitude of zj, we have the following result (see Appendix for proof).
Theorem 2. Suppose x is represented by (1) and x(n+1)j, x(n+2)j, . . ., xNj are missing due to their corresponding zij ∈ (cj, dj].
Then the MLEs σˆ1j, σˆ2j, . . ., σˆ(j−1)j are still consistent. But µˆj, σˆjj, σˆ(j+1)j, . . ., σˆpj are generally not consistent. The consistency or
inconsistency does not depend on whether x ∼ N(µ,6).
Example 4. Consider the sample with missing data as given in (6) where the missing xi2 is due to zi2 > c2 and the missing
xi3 is due to zi3 ≤ c3. Then σˆ12 and σˆ13 are still consistent; but µˆ2, µˆ3, σˆ22 and σˆ33 are not consistent. In this example, both
missing xi2 and xi3 are NMAR, which causes the inconsistency of µˆ2, µˆ3, σˆ22 and σˆ33. Because the pair (xi2, xi3) is never
observed in (6), σˆ23 is again not estimable.
The data model in (1) is formulated by an arbitrary covariance matrix. In the psychometric literature, the covariance
matrix6may enjoy certain structure. For example, the observed variables in the commonly used confirmatory factormodel
can be represented by
x = µ+3f+ , (7)
where f and  are independent,
3 =
λ1 0 0 · · · 00 λ2 0 · · · 0· · ·
0 0 · · · 0 λq
 , Cov(f) = 8, Cov() = 9,
with λj = (λ(p1+···+pj−1+1)j, λ(p1+···+pj−1+2)j, . . . , λ(p1+···+pj−1+pj)j)′,8 being a correlation matrix and9 = diag(ψ21 , ψ22 , . . . ,
ψ2p ). Because each xi only measures one factor, the model is also called unidimensional, which is strongly recommended in
practice (see [36]). Suppose the correlations among the fj’s are generated by
f = Bz, (8)
where
B =
b11 0 0 · · · 0b21 b22 0 · · · 0· · ·
bq1 bq2 bq3 · · · bqq

with BB′ = 8, and z = (z1, z2, . . . , zq)′ with zl being standardized independent random variables. Suppose all the j are
independent and let ξj = j/ψj. Because there are more latent variables than the number of observed variables in (7), we
still cannot determine the value of z and ξ = (ξ1, ξ2, . . . , ξp)′ even when x is fully observed. When xj is missing due to
either ξl ∈ (cl, dl] or zk ∈ (ck, dk], the missing data mechanism is NMAR. However, parallel to Theorem 2, we still have the
following result.
Theorem 3. Suppose x is represented by (7) and (8), and xj is an indicator of fk. If xij’s are missing due to the corresponding
z ′iks ∈ (ck, dk], then the MLEs σˆ1j, σˆ2j, . . ., σˆ(p1+···+pk−1)j are still consistent. But µˆj and σˆmj with m > (p1 + · · · + pk−1)
are generally not consistent. If xij’s are missing due to the corresponding z ′ils ∈ (cl, dl] and l < k, then the MLEs σˆ1j, σˆ2j, . . .,
σˆ(p1+···+pl−1)j are still consistent. But µˆj and σˆmj with m > (p1 + · · · + pl−1) are generally not consistent. If xij’s are missing due
to the corresponding ξ ′j s ∈ (cj, dj], then the MLEs σˆ1j, . . ., σˆ(j−1)j, σˆ(j+1)j, . . ., σˆpj are still consistent but µˆj and σˆjj are generally
not consistent. None of the consistency or inconsistency depends on whether x ∼ N(µ,6).
The proof of the theorem is in the Appendix. According to Theorem 3, when (7) and (8) hold and xj is missing due to ξj
falling into certain interval, only µˆj and σˆjj are not consistent. Let θ = (λ′1,λ′2, . . . ,φ′, ψ21 , ψ22 , . . . , ψ2j−1, ψ2j+1, . . . , ψ2p )′
with φ being the vector of all the correlations in 8 and σ(−j) being the vector after removing σjj from σ. When σ(−j)(θ) is
identified, we can also get a consistent estimate of θ by fitting σˆ(−j) to σ(−j)(θ) using the least squares or the generalized
least squares procedure. So consistent structural parameter estimates are also obtainable even when data are NMAR.
In summary, under certain conditions, the normal-distribution-based pseudo MLEs are consistent when the missing
data mechanism is MAR or even NMAR. But the conditions in Theorems 1–3 cannot be verified because zi are not observed.
Actually, without extra information beyond the observed sample, it is impossible to distinguish between MAR and NMAR
mechanisms [37].
TheMARmechanism in this sectionwas formulated throughdatamodel (1)when zj’s fall into certain intervals. Such kinds
of selected observations are widely studied in the econometrics literature (e.g., [38,39]). For example, we will not observe
the buying behavior of major durable goods before a household income reaches a certain level. In surveys, a participant
will skip a question when he or she feels too embarrassed to answer it. If the skipped question is related to the questions
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already answered through some latent traits and the reason for skipping is due to the values of the latent traits being too
high or too low, then the formulatedMARmechanism provides a reasonable model for themissing value. For the purpose of
allowingmissingness to depend on all the linear combinations of the previously observed variables, we specifiedA as a lower
triangular matrix in (1) so that (z1, z2, . . . , ξl) and (x1, x2, . . . , xl) are determined by each other. In practice, a participant
may join the study after missing a few times and then be missing again. The missingness at the later stage may depend on
all the previously observed variables. We can match such a case with (1) by specifying an A whose rows correspond to the
observed variables form the upper-left part of a lower triangular matrix and the condition for MAR is still satisfied.
3. Asymptotic biases in MLEs when data are NMAR
When data are NMAR, the MLEs are not consistent in general even when x ∼ N(µ,6). In this section, we will consider
how the biases are related to the population means, variances, covariances and missing data schemes. We will consider
p = 2, which is simple to manage and also allows a thorough understanding of the relationship. Two data models will be
used for the study, one is(
x1
x2
)
=
(
µ1
µ2
)
+
(
σ1 0
σ2ρ σ2(1− ρ2)1/2
)(
z1
z2
)
, (9)
and the other is(
x1
x2
)
=
(
µ1
µ2
)
+
(
σ1(1− ρ2)1/2 σ1ρ
0 σ2
)(
z1
z2
)
, (10)
where z1 and z2 are independent and standardized random variables. It is obvious that the two models have equal means
and equal covariance matrices. When (z1, z2)′ ∼ N2(0, I), the two models generate identical distributions N2(µ,6). They
are generally not identical when z1 and z2 are not normally distributed. As we shall see below, when data are NMAR, the
limits of the MLEs based on (9) and (10) are also very different. But they share some common properties.
Consider data model (9) first. If xi2 is missing when zi2 ∈ (c2, d2], it is obvious that the missing data mechanism is NMAR
[4, pp. 11–19]. Then using the same notation and essentially the same technique as for Example 1 we have
µˆ2
wp1−→ µ2 + σ2(1− ρ2)1/2ν∗2 .
Thus, the absolute bias in µˆ2 is
b(µˆ2) = σ2(1− ρ2)1/2|ν∗2 |, (11)
which increases as σ2 increases and decreases as ρ2 increases. Similarly,
σˆ22
wp1−→ σ22 + σ22(1− ρ2)(pi∗22 − 1)
and the absolute bias in σˆ22 is given by
b(σˆ22) = σ22(1− ρ2)|pi∗22 − 1|, (12)
which increases as σ2 increases and decreases as ρ2 increases.
It is also easy to verify that σˆ12 is consistent for σ12, a result implied by Theorem 2. However, the MLE ρˆ is still biased due
to a biased σˆ22 and
ρˆ
wp1−→ ρ[1+ (1− ρ2)(pi∗22 − 1)]1/2
.
Because the absolute bias of ρˆ depends on the value of ρ in a rather complicated way, we will only characterize the relative
bias given by
r(ρˆ) = b(ρˆ)
ρ
= 1[1+ (1− ρ2)(pi∗22 − 1)]1/2
− 1. (13)
It is obvious that r(ρˆ) does not depend on σ1 nor σ2, and r(ρˆ) = 0 when pi∗22 = 1. When pi∗22 > 1, r(ρˆ) < 0 and it increases
as ρ2 increases. When pi∗22 < 1, r(ρˆ) > 0 and it decreases as ρ2 increases. Thus, in either case the relative bias r(ρˆ) becomes
smaller as ρ2 increases.
Consider data model (10) with xi2 being missing when zi2 ∈ (c2, d2], the missing data mechanism is again NMAR. In this
case, we have
µˆ2
wp1−→ µ2 + σ2ν∗2
(1− ρ2)
[ρ2pi∗22 + (1− ρ2)]
.
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Thus, the absolute bias in µˆ2 is given by
b(µˆ2) = σ2|ν∗2 |
[
1+ pi
∗
22ρ
2
1− ρ2
]−1
, (14)
which, like the b(µˆ2) in (11), increases when σ2 increases, and decreases when ρ2 increases. Similarly,
σˆ22
wp1−→ σ22pi∗22
{
1− ρ2
[ρ2pi∗22 + (1− ρ2)]
+ ρ
2pi∗22
[ρ2pi∗22 + (1− ρ2)]2
}
and
b(σˆ22) = σ22|pi
∗
22 − 1|(1− ρ2)(2ρ2pi∗22 + 1− ρ2)
[ρ2pi∗22 + (1− ρ2)]2
. (15)
It is obvious that the bias increases when σ22 increases. Let
g(ρ2) = (1− ρ
2)(2ρ2pi∗22 + 1− ρ2)
[ρ2pi∗22 + (1− ρ2)]2
,
then
g˙(ρ2) = −2ρ
2
[ρ2pi∗22 + (1− ρ2)]3
.
Thus, b(σˆ22) decreases when ρ2 increases. We also have
ρˆ
wp1−→ ρ
(
pi∗22
(1− ρ2)(ρ2pi∗22 + 1− ρ2)+ ρ2pi∗22
)1/2
.
The relative bias is given by
r(ρˆ) =
[
pi∗22
(1− ρ2)(ρ2pi∗22 + 1− ρ2)+ ρ2pi∗22
]1/2
− 1
=
[
1
ρ2(2− ρ2)+ (1− ρ2)2/pi∗22
]1/2
− 1. (16)
It follows from (16) that r(ρˆ) = 0 when pi∗22 = 1, r(ρˆ) < 0 when pi∗22 < 1, and r(ρˆ) > 0 when pi∗22 > 1. Let
g(ρ2) =
[
pi∗22
(1− ρ2)(ρ2pi∗22 + 1− ρ2)+ ρ2pi∗22
]1/2
.
It follows from the derivative
g˙(ρ2) = pi∗1/222 [(1− ρ2)(ρ2pi∗22 + 1− ρ2)+ ρ2pi∗22]−3/2(1− ρ2)(1− pi∗22)
that r(ρˆ) increases as ρ2 increases when pi∗22 < 1, and decreases as ρ2 increases when pi
∗
22 > 1. So, once again, a large ρ
2
will mitigate the effect of NMAR data on the MLE of ρ.
One may have an interest in the MLE σˆ12 = σˆ1σˆ2ρˆ rather than ρˆ. We have
σˆ12
wp1−→ σ1σ2ρ pi
∗
22
[ρ2pi∗22 + (1− ρ2)]
.
Thus, the relative bias
r(σˆ12) = pi
∗
22
[ρ2pi∗22 + (1− ρ2)]
− 1 (17)
increases as ρ2 increases when pi∗22 < 1 and decreases as ρ2 increases when pi
∗
22 > 1. There will be no asymptotic bias on
σˆ12 when pi∗22 = 1. Because r(σˆ12) < 0 when pi∗22 < 1 and r(σˆ12) > 0 when pi∗22 > 1, a large ρ2 also mitigates the effect of
NMAR data on the relative bias in σˆ12.
In summary, for both data models (9) and (10), a larger correlation between a variable withmissing values and a variable
with complete cases will lessen the relative biases in the MLE; a larger standard deviation of the variable with missing
values will accelerate the effect of NMAR data on the absolute biases in the MLE. The standard deviation of the variable
having complete cases has no effect on the MLEs of the mean and variance of the variable having missing cases. However,
some MLEs for parameters related to the missing variable can still be consistent even when data are NMAR. For example,
when f2(t) = F˙2(t) is symmetric and c2 = −d2, there will be no bias in µˆ2 according to (11) or (14). Because pi∗22 > 1 in this
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case, even when f2(t) is not symmetric or b2 6= −c2, a larger pi∗22 will mitigate the effect of NMAR data on µˆ2 according to
(14). But (11) does not depend on pi∗22.
Eqs. (11)–(17) characterize the asymptotic biases in the MLEs when xi2’s are missing due to z ′i2s ∈ (c2, d2] in data
models (9) and (10). These formulas also apply under other missing data schemes. For example, when xi2’s corresponding to
z ′i2s ∈ (−∞, c2] as well as z ′i2s ∈ (d2,∞) are missing, which are also NMAR, all these formulas are still valid after defining
ν∗2 and pi
∗
22 as the mean and variance of the distribution with density function
f ∗2 (t) =
{
f2(t)/[F2(d2)− F2(c2)], c2 < t ≤ d2,
0, else.
Similarly, when f2(t) is symmetric and c2 = −d2, there will be no bias in µˆ2 according to (11) or (14).
Whenmissing values in a sample followamonotonic pattern, analytical formulas for the normal-distribution-basedMLEs
with p > 2 also exist [34]. Using these analytical formulas, asymptotic biases can be obtained parallel with those in this
section. When themissing values follow schemes other than that described in this section, if the means and variances of the
observed sample can be characterized by analytical distributions, the asymptotic biases of the MLEs can still be obtained.
4. Asymptotic distribution, information and sandwich-type covariance matrices
We will consider the asymptotic distribution of the MLE in this section. Because the MLEs with NMAR data are not
consistent in general, we only consider samples with MAR data. We will still use data model (1) where xj’s are missing
due to zl’s following into certain intervals. We will also discuss the form of the expected information matrix when data are
not normally distributed and the missing data mechanism is MAR.
Let vec(6) be the vector of stacking the columns of 6, µ˙i = ∂µi/∂µ′, D(i) = ∂vec(6i)/∂σ′, and
gi(β) = l˙i(β) =
(
µ˙′i6
−1
i (xi − µi)
1
2
D(i)′vec[6−1i (xi − µi)(xi − µi)′6−1i − 6−1i ]
)
.
Then the normal estimating function in (3) can be written as (see also Eq. (A.2) in the Appendix)
g¯(β) = 1
N
N∑
i=1
gi(β).
Under a set of standard regularity conditions the MLE βˆ satisfies g¯(βˆ) = 0 (see e.g., [33]). Applying the Taylor expansion to
g¯(βˆ) = 0, we have
0 = g¯(β)+ ˙¯g(β¯)(βˆ− β), (18)
where ˙¯g(β¯) is the Jacobian matrix of g¯with respect to β and each row is evaluated at a vector β¯ that lies between βˆ and β. It
follows from (18) that
√
N(βˆ− β) = −˙¯g−1(β¯)√N g¯(β). (19)
We need the following result.
Lemma 1. Let x be given by (1) and assume data are missing according to the conditions in Theorem 1. When the missing data
mechanism is MAR, there exists
−˙¯g(β¯) = − 1
N
l¨(β¯)
wp1−→ I,
where I is the information matrix by taking the missing data mechanism into account and l¨(β) = ∂2l(β)/∂β∂β′.
The proof of this lemma is given in the Appendix. The general analytical expression of I is very complicated. We
just compare the form of I under MAR mechanism against that under MCAR mechanism when xij1 is missing due to
zil ∈ (c(1)l , d(1)l ], xij2 ismissing due to zil ∈ (c(2)l , d(2)l ], and d(1)l ≤ c(2)l . Letµ(−j) be the vector after removingµj fromµ,6(−j) be
the matrix after removing the jth row and column of 6, A(−j) be the matrix after removing the jth row of A, the lth column
vector of A be al, the lth column vector of A(−j) be al(−j); C1 = ∂µ(−j1)/∂µ′, C2 = ∂µ(−j2)/∂µ′, D1 = ∂vec(6(−j1))/∂σ′,
D2 = ∂vec(6(−j2))/∂σ′, D = ∂vec(6)/∂σ′; Fl(t) be the CDF of zl, ν(1)l∗ and pi (1)ll∗ be the mean and variance for ul1 ∼ F (1)l∗ (t)
defined in Eq. (A.3) in the Appendix, ν(2)l∗ and pi
(2)
ll∗ be the mean and variance for ul2 ∼ F (2)l∗ (t) defined parallel with (A.3)
corresponding to (c(2)l , d
(2)
l ], ν∗l and pi∗ll be the mean and variance for ul ∼ F∗l (t) defined in (A.4); p1 = P{zl ∈ (c(1)l , d(1)l ]}
and p2 = P{zl ∈ (c(2)l , d(2)l ]}. Then I is given by
I =
(
Iµµ(MCAR) Iµσ (MAR)
Iσµ(MAR) Iσσ (MCAR)+ Iσσ (MAR)
)
, (20)
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where
Iµµ(MCAR) = p1C′16−1(−j1)C1 + p2C′26−1(−j2)C2 + (1− p1 − p2)6−1,
Iσσ (MCAR) = p12 D
′
1(6
−1
(−j1) ⊗ 6−1(−j1))D1 +
p2
2
D′2(6
−1
(−j2) ⊗ 6−1(−j2))D2 +
(1− p1 − p2)
2
D′(6−1 ⊗ 6−1)D,
Iµσ (MAR) = p1ν(1)l∗ C′1[(a′l(−j1)6−1(−j1))⊗ 6−1(−j1)]D1 + p2ν
(2)
l∗ C
′
2[(a′l(−j2)6−1(−j2))⊗ 6−1(−j2)]D2
+ (1− p1 − p2)ν∗l [(a′l6−1)⊗ 6−1]D,
Iσµ(MAR) = I′µσ (MAR),
Iσσ (MAR) = p1[pi (1)ll∗ + (ν(1)l∗ )2 − 1]D′1[6−1(−j1) ⊗ (6−1(−j1)al(−j1)a′l(−j1)6−1(−j1))]D1
+ p2[pi (2)ll∗ + (ν(2)l∗ )2 − 1]D′2[6−1(−j2) ⊗ (6−1(−j2)al(−j2)a′l(−j2)6−1(−j2))]D2
+ (1− p1 − p2)(pi∗ll + ν∗2l − 1)D′[6−1 ⊗ (6−1ala′l6−1)]D.
The matrix IMCAR = diag{Iµµ(MCAR),Iσσ (MCAR)} is the information matrix when all the missing data are MCAR. The
nonzero elements in Iµσ (MAR) and Iσσ (MAR) are due to the MAR mechanism. It is obvious that the information matrix
corresponding to σˆ is not of the familiar structure as for complete or MCAR data. IMCAR depends on the distribution of zl
through p1 and p2 while Iµσ (MAR) and Iσσ (MAR) depend on the distribution of zl through ν
(1)
l∗ , ν
(2)
l∗ , ν
∗
l , pi
(1)
ll∗ , pi
(2)
ll∗ and pi
∗
ll .
When p = 2 and data are normally distributed, Kenward and Molenberghs [32] showed that the off-diagonal element of
the 2×2 informationmatrix is not zero. Actually, the off-block diagonal ofI can still be zero when data are MAR but satisfy
a symmetric structure, as discussed at the end of Section 3.
We also need the following result for the asymptotic normality of βˆ.
Lemma 2. Let x be given by (1) and data be missing according to the conditions in Theorem 1. When the missing data mechanism
is MAR, there exists
√
N g¯(β) L→ Np+p∗(0,H),
where p∗ = p(p+ 1)/2 and H depends on the distribution of z and the missing data schemes.
Lemmas 1 and 2 together with Eq. (19) lead to the following result.
Theorem 4. Let x be given by (1) and data bemissing according to the conditions in Theorem1.When themissing datamechanism
is MAR, there exists
√
N(βˆ− β) L→ Np+p∗(0,), (21)
where
 = I−1HI−1.
The  in (21) is commonly called a sandwich-type covariance matrix. By applying Gourieroux et al.’s [13] pseudo ML
theory for complete data to missing data, Arminger and Sobel [31] suggested using
ˆ = Iˆ−1O HˆIˆ
−1
O (22)
to estimate, where
IˆO = − 1N
N∑
i=1
l¨i(βˆ) and Hˆ = 1N
N∑
i=1
l˙i(βˆ)l˙′i(βˆ)
with li(β) being the log likelihood function of xi ∼ Npi(µi,6i) as given in (A.1). But they did not provide any proof or
conditions under which the ˆ in (22) is consistent. Similar to the consistency of the MLE, the consistency of (22) cannot be
taken for granted. When βˆ is not consistent as in Example 1, IˆO is not consistent forI nor is Hˆ forH. Notice that, unless data
are MCAR, E[l˙i(β)] 6= 0 for any given i. For a random sample x1, x2, . . ., xm from N(µ, σ 2),∑mi=1 x2i /m is not consistent for
σ 2 unless µ = 0. We may wonder whether Hˆ is ever consistent for Hwhen data are MAR. The following result justifies the
use of (22).
Lemma 3. Let x be given by (1) and data be missing according to the conditions in Theorem 1. When the missing data mechanism
is MAR, IˆO is consistent for I and Hˆ is consistent for H.
For the I given in (20), its consistent estimate can also be obtained when consistent estimates of ν(1)l∗ , ν
(2)
l∗ , ν
∗
l , pi
(1)
ll∗ , pi
(2)
ll∗ ,
pi∗ll are available and al is known. However, consistent estimates of ν
(1)
l∗ , ν
(2)
l∗ , ν
∗
l , pi
(1)
ll∗ , pi
(2)
ll∗ and pi
∗
ll as well as A are generally
not available in practical data analysis. Within the  in (21), H 6= I in general. When x ∼ N(µ,6), H = I, then ˆ = Iˆ−1O
provides a consistent estimate for.
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With structural models µ(θ) and 6(θ), the corresponding normal estimating function is given by (4). Because β(θ) does
not involve data and E{l˙[β(θ)]} = 0, there exist
˙¯g(θ) wp1−→ Iθ and
√
N g¯(θ) L→ Np+p∗(0,Hθ ),
where Iθ = β˙′Iβ˙ and Hθ = β˙′Hβ˙. Thus, we have the following result.
Corollary 2. Let x be given by (1) and data be missing according to the conditions in Theorem 1. When the missing data
mechanism is MAR, there exists
√
N(θˆ− θ) L→ N(0,θ ), (23)
where
θ = I−1θ HθI−1θ
and Iθ and Hθ can be consistently estimated by1
Iˆθ = − 1N
N∑
i=1
l¨i(θˆ) and Hˆθ = 1N
N∑
i=1
l˙i(θˆ)l˙′i(θˆ),
respectively.
Similarly, one cannot take the result in Corollary 2 for granted. For the nonnormal data in Example 1, (23) does not hold
even when data are MAR.
5. Conclusion and discussion
Having rigorously studied the normal-distribution-basedMLmissing data procedurewith amisspecified distribution, we
can reach several conclusions. First, under certain data models the normal-distribution-based pseudoMLE is still consistent
when themissing data mechanism is MAR. Second, when data are NMAR, the pseudoMLEs for many covariance parameters
related to variables having missing cases still can be consistent. Third, the asymptotic bias in the MLE for NMARmechanism
is closely related to the population parameters, whichmaymitigate the bias ormake itworse. The asymptotic bias in theMLE
is also closely related to themissing data scheme; theMLE for themean parameter can still be asymptotically unbiasedwith
NMAR data. Fourth, with MAR mechanism and under certain conditions, the pseudo MLE asymptotically follows a normal
distribution and its asymptotic covariance matrix is given by a sandwich-type matrix. Fifth, under certain conditions the
estimator for the sandwich-type covariance matrix as given in [31] is consistent. Sixth, the expected information matrix for
MAR data differs a lot from the expected information matrix for MCAR data, for both the mean parameters and covariance
parameters as well. When data are normally distributed, consistent standard errors can be obtained from the observed
informationmatrix or the sandwich-type covariancematrix, but not from the expected informationmatrix derived following
the assumption of MCAR mechanism.
Theorem 1 shows that the pseudo MLE based on the normal distribution is still consistent when data are MAR. The
conditions formulated through data model (1) are only sufficient. In particular, the MAR mechanism is created through
linear combinations of a set of latent variables falling into certain intervals. A MAR mechanism also can be created by other
selection processes (e.g., [40]).While it is possible that the result of Theorem 1 also holds for otherMAR schemes formulated
through the latent variables in (1), more study is needed in such a direction. Similarly, the result of Theorem 1may not apply
to pseudoMLEs based on other distribution assumptions. Actually, evenwithoutmissing data, Gourieroux et al. [13] showed
that pseudo MLEs are consistent only when the assumed distribution belongs to a quadratic exponential family. When a
pseudo MLE is not consistent, the consistency of the sandwich-type covariance matrix estimator will no longer hold either.
Finally, the results in this paper do not depend onmissing data patterns. Themissing data scheme discussed in Section 2,
following the data model in (1), can generate observed data with a monotonic pattern while the missing data mechanism is
strictly MAR. For example, with three variables, a monotonic missing data pattern is generated if (c(1)1 , d
(1)
1 ] ⊂ (c(2)1 , d(2)1 ];
xi1 is always observed; xi2 is missing when zi1 ∈ (c(1)1 , d(1)1 ]; and xi3 is missing when zi1 ∈ (c(2)1 , d(2)1 ]. However, a monotonic
pattern with the missing data mechanism being strictly MAR may not exist in other contexts as discussed by Robins and
Gill [40].
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1 Little and Rubin [4, p. 109] used l˙θ(θˆ)l˙′θ(θˆ) to estimate NH. It is obvious that l˙θ(θˆ)l˙
′
θ(θˆ) is of rank 1. Although E[l˙θ(θ)l˙′θ(θ)] = NH, N−1 l˙θ(θˆ)l˙′θ(θˆ) is not
consistent for H.
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Appendix
Proof of Theorem 1. We will use the estimating equation approach to establish the consistency of the MLEs µˆ and 6ˆ.
Specifically, if the estimating function is unbiased, then under standard regularity conditions, the root of the estimating
equation is consistent [41,33]. Let xi be the vector of the observed marginals for the ith case, its mean vector be µi and its
covariance matrix be 6i, which are either µ and 6 or their subvector and submatrix, respectively. Then the log likelihood
function based on xi ∼ Npi(µi,6i) is
l(µ,6) = c +
N∑
i=1
li(µ,6), (A.1)
where c is a constant and
li(µ,6) = −12 ln |6i| −
1
2
(xi − µi)′6−1i (xi − µi), i = 1, 2, . . . ,N.
By taking the partial derivatives of l(µ,6)with respect to µ and 6we obtain the normal estimating function
g¯(µ,6) = (g¯′1(µ,6), g¯′2(µ,6))′, (A.2)
where
g¯1(µ,6) = 1N
N∑
i=1
µ˙′i6
−1
i (xi − µi)
and g¯2(µ,6) = (g¯211(µ,6), . . . , g¯2km(µ,6), . . . , g¯2pp(µ,6))′ with
g¯2km(µ,6) = 12N
N∑
i=1
tr{[6−1i (xi − µi)(xi − µi)′6−1i − 6−1i ]6˙i},
µ˙i = ∂µi/∂µ′ and 6˙i being the partial derivative of 6i with respect to an individual element σkm. In the following we
will first give the detail when two variables are missing due to a single z variable following into certain intervals. Then we
provide the outline when more variables are missing due to the values of multiple z’s.
Consider xij1 missing due to zil ∈ (c(1)l , d(1)l ] and xij2 missing due to zil ∈ (c(2)l , d(2)l ]. Then the probability of xij1 being
missing is
p1 = P{zil ∈ (c(1)l , d(1)l ]}
and the probability of xij2 being missing is
p2 = P{zil ∈ (c(2)l , d(2)l ]}.
Suppose (c(1)l , d
(1)
l ] and (c(2)l , d(2)l ] do not have overlap and we may assume d(1)l ≤ c(2)l . Let Fl(t) be the CDF of zl and
F (1)l∗ (t) =

0, t < c(1)l ,
Fl(t)/p1, t ∈ (c(1)l , d(1)l ],
1, t > d(1)l ,
(A.3)
ν
(1)
l∗ and pi
(1)
ll∗ be the mean and variance of u ∼ F (1)l∗ (t); ν(2)l∗ and pi (2)ll∗ be the mean and variance corresponding to a similarly
defined CDF F (2)l∗ (t)with c
(2)
l and d
(2)
l ; and ν
∗
l and pi
∗
ll be the mean and variance corresponding to the CDF
F∗l (t) =

Fl(t)/(1− p1 − p2), t < c(1)l ,
Fl(c
(1)
l )/(1− p1 − p2), t ∈ (c(1)l , d(1)l ],
[Fl(t)− p1] /(1− p1 − p2), t ∈ (d(1)l , c(2)l ],[
Fl(c
(2)
l )− p1
]
/(1− p1 − p2), t ∈ (c(2)l , d(2)l ],
[Fl(t)− p1 − p2] /(1− p1 − p2), t > d(2)l .
(A.4)
Let A(−j) be the matrix after removing the jth row of A, µ(−j) be the vector after removing the jth element from µ, 6(−j)
be the covariance matrix after removing the jth row and column of 6. Then, for an observed case xi whose jth variable is
missing, there exist µi = µ(−j) and
xi = A(−j)zi + µ(−j).
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Thus,
E[g¯1(µ,6)] = p1µ˙′(−j1)6−1(−j1)A(−j1)νl1 + p2µ˙′(−j2)6−1(−j2)A(−j2)νl2 + (1− p1 − p2)6−1Aνl, (A.5)
where νl1 is a p-dimensional vector whose lth element is ν
(1)
l∗ and others are zero; νl2 is a p-dimensional vector whose lth
element is ν(2)l∗ and others are zero; and νl is a p-dimensional vector whose lth element is ν
∗
l and others are zero. Denote the
lth column of A(−j1) as al(−j1), that of A(−j2) as al(−j2), and that of A as al. Then we can rewrite Eq. (A.5) as
E[g¯1(µ,6)] = p1µ˙′(−j1)6−1(−j1)al(−j1)ν
(1)
l∗ + p2µ˙′(−j2)6−1(−j2)al(−j2)ν
(2)
l∗ + 6−1al(1− p1 − p2)ν∗l .
Notice that ν(1)l∗ freely changes as c
(1)
l or d
(1)
l moves; similarly ν
(2)
l∗ also freely vary as c
(2)
l or d
(2)
l moves. Because the
missing data are MAR, regardless of what ν(1)l∗ and ν
(2)
l∗ are, E[g¯1(µ,6)] = 0 when z ∼ Np(0, I). Since µ˙′(−j1)6−1(−j1)al(−j1),
µ˙′(−j2)6
−1
(−j2)al(−j2) and 6
−1al do not depend on ν(1)l∗ and ν
(2)
l∗ and
E(zl) = p1ν(1)l∗ + p2ν(2)l∗ + (1− p1 − p2)ν∗l = 0, (A.6)
there must exist
µ˙′(−j1)6
−1
(−j1)al(−j1) = µ˙′(−j2)6−1(−j2)al(−j2) = 6−1al. (A.7)
Because (A.6) and (A.7) do not depend on z ∼ Np(0, I), we will have
E[g¯1(µ,6)] = 0 (A.8)
for whatever distribution form of z.
Turning to g¯2(µ,6), we have
E[g¯2km(µ,6)] = 12 tr
{
p1[6−1(−j1)A(−j1)5
(1)
l A
′
(−j1)6
−1
(−j1) − 6−1(−j1)]6˙(−j1)
+ p2[6−1(−j2)A(−j2)5
(2)
l A
′
(−j2)6
−1
(−j2) − 6−1(−j2)]6˙(−j2)
+ (1− p1 − p2)[6−1A5lA′6−1 − 6−1]6˙
}
,
where5(1)l is a diagonal matrix whose lth diagonal is pi
(1)
ll∗ + (ν(1)l∗ )2 and others are 1.0;5(2)l is a diagonal matrix whose lth
diagonal is pi (2)ll∗ + (ν(2)l∗ )2 and others are 1.0; 5l is a diagonal matrix whose lth diagonal is pi∗ll + (ν∗l )2 and others are 1.0.
Notice that
A(−j1)5
(1)
l A
′
(−j1) = 6(−j1) + A(−j1)(5(1)l − Ip)A′(−j1)
= 6(−j1) + [pi (1)ll∗ + (ν(1)l∗ )2 − 1]al(−j1)a′l(−j1).
Let
h1 = tr(6−1(−j1)al(−j1)a′l(−j1)6−1(−j1)6˙(−j1)),
we have
tr{[6−1(−j1)A(−j1)5
(1)
l A
′
(−j1)6
−1
(−j1) − 6−1(−j1)]6˙(−j1)} = [pi
(1)
ll∗ + (ν(1)l∗ )2 − 1]h1.
Similarly, let
h2 = tr(6−1(−j2)al(−j2)a′l(−j2)6−1(−j2)6˙(−j2)) and h = tr(6−1ala′l6−16˙),
we have
tr{[6−1(−j2)A(−j2)5
(2)
l A
′
(−j2)6
−1
(−j2) − 6−1(−j2)]6˙(−j2)} = [pi
(2)
ll∗ + (ν(2)l∗ )2 − 1]h2
and
tr{[6−1A5lA′6−1 − 6−1]6˙} = [pi∗ll + (ν∗l )2 − 1]h.
When z ∼ Np(0, I) and c(1)l < d(1)l ≤ c(2)l < d(2)l freely move, E[g¯2(µ,6)] = 0 due to the MAR mechanism and the
consistency of the true MLE. Notice that h1, h2 and h do not depend on c
(1)
l , d
(1)
l , c
(2)
l , or d
(2)
l and
p1[pi (1)ll∗ + (ν(1)l∗ )2] + p2[pi (2)ll∗ + (ν(2)l∗ )2] + (1− p1 − p2)[pi∗ll + (ν∗l )2] = E(z2l ) = 1, (A.9)
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there must exist
h1 = h2 = h. (A.10)
Because (A.9) and (A.10) hold for both normally and nonnormally distributed data,
E[g¯2(µ,6)] = 0 (A.11)
regardless of the distribution form of z.
When (c(1)l , d
(1)
l ] and (c(2)l , d(2)l ] overlap, we can rearrange them as three nonoverlap intervals. Let the common area of
(c(1)l , d
(1)
l ] and (c(2)l , d(2)l ] be (c(c)l , d(c)l ]. Then cases with both xij1 and xij2 missing are of probability pc = P{zl ∈ (c(c)l , d(c)l ]}.
The proof for E[g¯1(µ,6)] = 0 and E[g¯2(µ,6)] = 0 is essentially the same as the above by adding one extra term
corresponding to both j1th and j2th variables missing. Similarly, when more than two variables are missing or when the
missing values depend on the values of multiple z’s, the proof will just repeat the above process by having more terms in
each equation. 
Details leading to the result in Example 1: Let zi = (zi1, z2i1, zi2)′,
z¯∗ = 1
n
n∑
i=1
zi, and S∗zz =
1
n
n∑
i=1
(zi − z¯∗)(zi − z¯∗)′.
Because the zi1 corresponding to the observed xi2 has a CDF F∗1 (t) as given in (5) and n follows the Binomial distribution
B(N, 1− p1), we have
z¯∗
wp1−→
 ν∗1pi∗11 + ν∗21
0
 (A.12)
and
E(ziz′i) =
pi∗11 + ν∗21 E(u3) 0E(u3) E(u4) 0
0 0 1
 ,
where u ∼ F∗1 (t). Thus
S∗zz
wp1−→
(
pi∗11 ω12 0
ω21 ω22 0
0 0 1
)
, (A.13)
where
ω12 = ω21 = E(u3)− ν∗1 (pi∗11 + ν∗21 ) = pi∗31 (γ ∗1 + 2ν∗1/pi∗1 )
and
ω22 = E(u4)− (pi∗11 + ν∗21 )2 = pi∗211 (β∗1 + 4ν∗1γ ∗1 /pi∗1 + 4ν∗21 /pi∗11 − 1).
Let x¯∗ and S∗xx be the sample mean and sample covariance matrix of xi based on the complete cases and
A =
(
1 0 0
0 a b
)
.
Then it follows from (A.12) and (A.13) that
x¯∗ = Az¯∗ wp1−→
(
ν∗1
a(pi∗11 + ν∗21 )
)
and
S∗xx = AS∗zzA′ wp1−→
(
pi∗11 aω12
aω21 a2ω22 + b2
)
.
Let βˆ be the regression coefficient of xi2 on xi1 based on the complete observations, then
βˆ
wp1−→ aω12/pi∗11 = api∗1 (γ ∗1 + 2ν∗1/pi∗1 ).
With the above components, the result in the example directly follows from equation (7) of [34].
Proof of Theorem 2. We will directly work with the MLEs and show that they converge. The analytical form of the MLEs
can be obtained using the conditional approach outlined in [34]. By rearranging the cases we can assume that x(n+1)j, x(n+1)j,
. . ., xNj are missing. Let Fj(t) be the CDF of zj and F∗j (t) be defined parallel with (5). The mean and variance for u ∼ F∗j (t) are
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ν∗j and pi
∗
jj = pi∗2j , respectively. Let xi(−j) denote the (p− 1)× 1 vector of the ith case without the jth variable,
x¯∗(−j) =
1
n
n∑
i=1
xi(−j), x¯(−j) = 1N
N∑
i=1
xi(−j), x¯∗j =
1
n
n∑
i=1
xij,
S∗(−j)(−j) =
1
n
n∑
i=1
(xi(−j) − x¯∗(−j))(xi(−j) − x¯∗(−j))′,
s∗(−j)j =
1
n
n∑
i=1
(xi(−j) − x¯∗(−j))(xij − x¯∗j ),
S(−j)(−j) = 1N
N∑
i=1
(xi(−j) − x¯(−j))(xi(−j) − x¯(−j))′.
Then the vector of regression coefficients of xij on xi(−j) based on the first n observations is given by
βˆ = S∗−1(−j)(−j)s∗(−j)j.
It follows from Anderson [34] that the MLE of σj(−j) = (σ1j, . . . , σ(j−1)j, σ(j+1)j, . . . , σpj) is given by
σˆj(−j) = βˆ′S(−j)(−j).
Let a′(j) = (aj1, aj2, . . . , ajj, 0, . . . , 0) be the jth row vector of A and Ipi∗jj be a diagonal matrix whose jth diagonal element is
pi∗jj and all the other diagonal elements are 1.0. Then
S∗(−j)(−j)
wp1−→ A(−j)Ipi∗jj A′(−j),
s∗(−j)j
wp1−→ A(−j)Ipi∗jj a(j),
S(−j)(−j)
wp1−→ A(−j)A′(−j) = 6(−j).
Let
A11 =
 a11 0 0 · · · 0a21 a22 0 · · · 0· · ·
a(j−1)1 a(j−1)2 a(j−1)3 · · · a(j−1)(j−1)
 ,
A21 =
a(j+1)1 a(j+1)2 · · · a(j+1)(j−1)a(j+2)1 a(j+2)2 · · · a(j+2)(j−1)· · ·
ap1 ap2 · · · ap(j−1)
 ,
A22 =
a(j+1)(j+1) 0 0 · · · 0a(j+2)(j+1) a(j+2)(j+2) 0 · · · 0· · ·
ap(j+1) ap(j+2) ap(j+3) · · · app
 ,
hj = (a(j+1)j, a(j+2)j, . . . , apj)′, bj−1 = (aj1, aj2, . . . , aj(j−1))′. Then
A(−j)Ipi∗jj a(j) =
(
A11bj−1
A21bj−1 + ajjpi∗jjhj
)
, (A.14)
A(−j)Ipi∗jj A
′
(−j) = A(−j)A′(−j) +
(
011 012
021 (pi∗jj − 1)hjh′j
)
, (A.15)
where 011 is a (j− 1)× (j− 1)matrix of zeros and 012 = 0′21 is a (j− 1)× (p− j)matrix of zeros. It follows from (A.15) that
C = (A(−j)Ipi∗jj A′(−j))−1(A(−j)A′(−j)) =
(
Ij−1 C12
021 C22
)
, (A.16)
where 021 is a (p − j) × (j − 1)matrix of zeros, C12 and C22 are not needed and thus their forms are not presented here. It
follows from (A.14) and (A.16) that
σˆj(−j) = βˆ′S(−j)(−j)
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wp1−→ [a′(j)Ipi∗jj A′(−j)]C
= (b′j−1A′11, {b′j−1A′11C12 + [bj−1A′21 + ajjpi∗jjh′j]C22}).
The theorem follows by noticing that b′j−1A
′
11 = (σ1j, . . . , σ(j−1)j). 
Proof of Theorem 3. Let 9k = diag(ψ2(p1+···+pk−1+1), ψ2(p1+···+pk−1+2), . . . , ψ2(p1+···+pk−1+pk)) be the error variance matrix
corresponding to factor k and η = (ξ1, ξ2, . . . , ξp, z1, z2, . . . , zq)′. Then we have
x = µ+ Aη,
where
A =

9
1/2
1 0 0 · · · 0 b11λ1 0 0 · · · 0
0 91/22 0 · · · 0 b21λ2 b22λ2 0 · · · 0· · · · · ·
0 0 · · · 0 91/2q bq1λq bq2λq bq3λq · · · bqqλq
 .
Let the lth variable of η be ηl, the CDF of ηl be Fl(t), F∗l (t) be defined parallel with (5) and the variance of u ∼ F∗l (t) be pi∗ll .
By rearranging the cases we can assume that x(n+1)j, x(n+2)j, . . ., xNj are missing and define the same notation for sample
covariance matrices as in the proof for Theorem 2.
When xj is missing due to ηl ∈ (cl, dl],
s∗(−j)j
wp1−→ A(−j)Ipi∗ll a(j) and S∗(−j)(−j)
wp1−→ A(−j)Ipi∗ll A′(−j),
where a′(j) is the jth row vector of A, A(−j) is the matrix after removing a
′
(j) from A, and Ipi∗ll is a (p+q)× (p+q)matrix whose
lth diagonal element is pi∗ll and others are 1.0. When ηl = zk, we have
A(−j)Ipi∗ll a(j) = A(−j)a(j) +
(
0
bkkλjk(pi∗ll − 1)h
)
, (A.17)
where 0 is a vector of p1 + · · · + pk−1 zeros and h = (bkkλ′k(−j), b(k+1)kλ′k+1, . . . , bqkλ′q)′. We also have
A(−j)Ipi∗ll A
′
(−j) = A(−j)A′(−j) +
(
011 012
021 (pi∗ll − 1)hh′
)
, (A.18)
where 011 is a (p1 + · · · + pk−1)× (p1 + · · · + pk−1)matrix of zeros, 012 = 0′21 is a (p1 + · · · + pk−1)× (pk + · · · + pq − 1)
matrix of zeros. Let C = (A(−j)Ipi∗ll A′(−j))−1(A(−j)A′(−j)), then it follows from (A.18) that
C =
(
Ip1+···+pk−1 C12
021 C22
)
, (A.19)
where 021 is a (pk + · · · + pq − 1)× (p1 + · · · + pk−1)matrix of zeros. It is obvious that
a′(j) = (01, ψj, 02, bk1λjk, . . . , bk(k−1)λjk, bkkλjk, 03),
where 01 is a row vector of j− 1 zeros, 02 is a row vector of p− j zeros, and 03 is a row vector of q− k zeros. We thus have
A(−j)a(j) =
(
m1
m2
)
, (A.20)
where
m1 = bk1λjk

b11λ1
b21λ2
...
b(k−1)1λk−1
+ bk2λjk

0
b22λ2
...
b(k−1)2λk−1
+ · · · + bk(k−1)λjk

0
...
0
b(k−1)(k−1)λk−1
 ,
and
m2 = bk1λjk
bk1λk(−j)...
bq1λq
+ bk2λjk
bk2λk(−j)...
bq2λq
+ · · · + bkkλjk
bkkλk(−j)...
bq(k−1)λq
 ,
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with λ(−j) being the vector after removing λjk from λk. It follows from (A.17)–(A.20) that
σˆj(−j) = βˆ′S(−j)(−j)
wp1−→ [m′1,m′2 + bkkλjk(pi∗ll − 1)h′]C
= (m′1, {m′1C12 + [m′2 + bkkλjk(pi∗ll − 1)h′]C22}).
The consistency of σˆ1j, σˆ2j, . . ., σˆ(p1+···+pk−1)j follows by noticing (σ1j, σ2j, . . . , σ(p1+···+pk−1)j) = m′1.
The proof for the consistency of σˆ1j, σˆ2j, . . ., σˆ(p1+···+pl−1)jwith xj beingmissing due to zl ∈ (cl, dl] is essentially the same as
for the proof of the consistency of σˆ1j, σˆ2j, . . ., σˆ(p1+···+pk−1)j given above, so we will not repeat it here. As for the consistency
of σˆ1j, . . ., σˆ(j−1)j, σˆ(j+1)j, . . ., σˆpj when xj is missing due to ξj ∈ (cj, dj], we just need to notice that all the elements in the jth
column of A(−j) are zeros. Thus, A(−j)Ipi∗jj = A(−j). The remainder of the proof is straightforward by following the same steps
as for the proof of the consistency of σˆ1j, σˆ2j, . . ., σˆ(p1+···+pk−1)j when xj is missing due to zk ∈ (ck, dk]. 
Proof of Lemma 1. We need to distinguish between parameters and their population values. Let τ and 0 be the parameter
counterparts of the population mean vector µ and covariance matrix 6, with γ = (τ′, vech′(0))′. Applying the differential
rule to li(τ,0) defined as in (A.1), we have
d2li(τ,0) = 12 tr[0
−1
i (d0i)0
−1
i (d0i)] − (dτi)′0−1i (dτi)− 2(dτi)′0−1i (d0i)0−1i (xi − τi)
− tr[0−1i (xi − τi)(xi − τi)′0−1i (d0i)0−1i (d0i)], (A.21)
where τi is a subvector of τ and 0i is a submatrix of 0, corresponding to xi. Let Ai be the matrix after removing the rows of
A corresponding to the missing variables, there exists xi = Aizi + µi and we can rewrite (A.21) as
d2li(τ,0) = 12 tr[0
−1
i (d0i)0
−1
i (d0i)] − (dτi)′0−1i (dτi)− 2(dτi)′0−1i (d0i)0−1i (Aizi + µi − τi)
− tr[0−1i (Aizi + µi − τi)(Aizi + µi − τi)′0−1i (d0i)0−1i (d0i)]. (A.22)
Similar to the proof of Theorem 1, we will first provide the details when xij1 is missing due to zil ∈ (c(1)l , d(1)l ], xij2 is missing
due to zil ∈ (c(2)l , d(2)l ], and d(1)l ≤ c(2)l . Then we will give the outline of the proof when more variables are missing.
Let I1 ∪ I2 ∪ I0 = {1, 2, . . . ,N} such that xij1 is missing when i ∈ I1, xij2 is missing when i ∈ I2, and no variable is missing
when i ∈ I0. Let F (1)l∗ (t), F (2)l∗ (t) and F∗l (t) be defined as in the proof of Theorem 1; ui1 be a random sample from F (1)l∗ (t), ui2
be a random sample from F (2)l∗ (t), ui0 be a random sample from F
∗
l (t), each is independent with zil;
zi1 = (zi1, . . . , zi(l−1), ui1, zi(l+1), . . . , zip)′, (A.23)
zi2 = (zi1, . . . , zi(l−1), ui2, zi(l+1), . . . , zip)′, (A.24)
zi0 = (zi1, . . . , zi(l−1), ui0, zi(l+1), . . . , zip)′. (A.25)
Let
ti1(γ, zi1) = 12 tr[0
−1
(−j1)(d0(−j1))0
−1
(−j1)(d0(−j1))] − (dτ(−j1))′0−1(−j1)(dτ(−j1))
− 2(dτ(−j1))′0−1(−j1)(d0(−j1))0−1(−j1)(A(−j1)zi1 + µ(−j1) − τ(−j1))
− tr[0−1(−j1)(A(−j1)zi1 + µ(−j1) − τ(−j1))(A(−j1)zi1 + µ(−j1) − τ(−j1))′0−1(−j1)(d0(−j1))0−1(−j1)(d0(−j1))],
ti2(γ, zi2) = 12 tr[0
−1
(−j2)(d0(−j2))0
−1
(−j2)(d0(−j2))] − (dτ(−j2))′0−1(−j2)(dτ(−j2))
− 2(dτ(−j2))′0−1(−j2)(d0(−j2))0−1(−j2)A(−j2)(zi2 + µ(−j2) − τ(−j2))
− tr[0−1(−j2)(A(−j2)zi2 + µ(−j2) − τ(−j2))(A(−j2)zi2 + µ(−j2) − τ(−j2))′0−1(−j2)(d0(−j2))0−1(−j2)(d0(−j2))],
ti0(γ, zi0) = 12 tr[0
−1(d0)0−1(d0)] − (dτ)′0−1(dτ)− 2(dτ)′0−1(d0)0−1A(zi0 + µ− τ)
− tr[0−1(Azi0 + µ− τ)(Azi0 + µ− τ)′0−1(d0)0−1(d0)],
and
ti(γ) = ti1(γ, zi1)I{zil∈(c(1)l ,d(1)l ]} + ti2(γ, zi2)I{zil∈(c(2)l ,d(2)l ]} + ti0(γ, zi0)I{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]}. (A.26)
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It follows from (A.22) that
1
N
d2l(γ) = 1
N
N∑
i=1
d2li(γ)
= 1
N
[∑
i∈I1
d2li(γ)+
∑
i∈I2
d2li(γ)+
∑
i∈I0
d2li(γ)
]
and
t¯(γ) = 1
N
N∑
i=1
ti(γ)
have the same distribution. Because ti(γ), i = 1, 2, . . ., N are independent and identically distributed,
t¯(γ)
wp1−→ t(γ)
according to the lawof large numbers. Under standard regularity conditions as in Jennrich [42] or Yuan [43], the convergence
of t¯(γ) to t(γ) is uniform. Because βˆ is consistent, so is β¯. Thus,
t¯(β¯)
wp1−→ t(β).
Lemma 1 follows by noticing that I = −∂2t(β)/∂β∂β′.
When the intervals (c(1)l , d
(1)
l ] and (c(2)l , d(2)l ] overlap, wemay denote the common part by (c(c)l , d(c)l ]. Then ti(γ) in (A.26)
will contain a term corresponding to both xij1 and xij2 missing. Similarly, when m variables are missing corresponding to
zil1 ∈ (cl1 , dl1 ], zil2 ∈ (cl2 , dl2 ], . . ., zilm ∈ (clm , dlm ], then ti(γ) will contain many more terms. Because the ti(γ)’s are
independent and identically distributed, the proof is essentially the same as when only two variables are missing due to
a single zl.
Eq. (20) follows from
E[t¯(β)] = E[ti(β)] = aMCAR + rMAR,
where
aMCAR = −p1
{
1
2
tr[6−1(−j1)(d6(−j1))6−1(−j1)(d6(−j1))] + (dµ(−j1))′6−1(−j1)(dµ(−j1))
}
− p2
{
1
2
tr[6−1(−j2)(d6(−j2))6−1(−j2)(d6(−j2))] + (dµ(−j2))′6−1(−j2)(dµ(−j2))
}
− (1− p1 − p2)
{
1
2
tr[6−1(d6)6−1(d6)] + (dµ)′6−1(dµ)
}
and
rMAR = −2p1ν(1)l∗ (dµ(−j1))′6−1(−j1)(d6(−j1))6−1(−j1)al(−j1) − 2p2ν
(2)
l∗ (dµ(−j2))
′6−1(−j2)(d6(−j2))6
−1
(−j2)al(−j2)
− 2(1− p1 − p2)ν∗l (dµ)′6−1(d6)6−1al
− p1[pi (1)ll∗ + (ν(1)l∗ )2 − 1]tr[(d6(−j1))6−1(−j1)al(−j1)a′l(−j1)6−1(−j1)(d6(−j1))6−1(−j1)]
− p2[pi (2)ll∗ + (ν(2)l∗ )2 − 1]tr[(d6(−j2))6−1(−j2)al(−j2)a′l(−j2)6−1(−j2)(d6(−j2))6−1(−j2)]
− (1− p1 − p2)[pi∗ll + ν∗2l − 1]tr[(d6)6−1ala′l6−1(d6)6−1]. 
Proof of Lemma 2. We will only explicitly consider xij1 and xij2 being missing due to zil ∈ (c(1)l , d(1)l ] and zil ∈ (c(2)l , d(2)l ],
respectively. The proof for the asymptotic normality of βˆ is essentially the same when more xijk are missing due to, say,
zilk ∈ (clk , dlk ], k = 1, 2, . . .,m.
Using the same notation introduced in (A.23)–(A.25), let
hi1(β, zi1) =
 µ˙′(−j1)6−1(−j1)A(−j1)zi11
2
D′1[(6−1(−j1)A(−j1))⊗ (6−1(−j1)A(−j1))]vec(zi1z′i1 − Ip)
 ,
hi2(β, zi2) =
 µ˙′(−j2)6−1(−j2)A(−j2)zi21
2
D′2[(6−1(−j2)A(−j2))⊗ (6−1(−j2)A(−j2))]vec(zi2z′i2 − Ip)
 ,
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hi0(β, zi0) =
(
6−1Azi0
1
2
D′[(6−1A)⊗ (6−1A)]vec(zi0z′i0 − Ip)
)
and
hi(β) = hi1(β, zi1)I{zil∈(c(1)l ,d(1)l ]} + hi2(β, zi2)I{zil∈(c(2)l ,d(2)l ]} + hi0(β, zi0)I{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]}. (A.27)
Then
g¯(β) = 1
N
[∑
i∈I1
l˙i(β)+
∑
i∈I2
l˙i(β)+
∑
i∈I0
l˙i(β)
]
and
h¯(β) = 1
N
N∑
i=1
hi(β)
have the same distribution. It is obvious that hi(β), i = 1, 2, . . ., N , are independent and identically distributed. It
follows from (A.8) and (A.11) that E(hi) = E(g¯) = 0. Lemma 2 follows directly from applying the central limit theorem
to
√
Nh¯(β). 
Proof of Lemma 3. In the proof for Lemma1wehave shown that
∑N
i=1 l¨i(β)/N converges uniformly. Because βˆ is consistent,
IˆO(βˆ) = −∑Ni=1 l¨i(βˆ)/N is consistent for I.
To show the consistency of Hˆwhen xij1 and xij2 are missing due to zil ∈ (c(1)l , d(1)l ] and zil ∈ (c(2)l , d(2)l ], let hi be given by
(A.27). It is obvious that N−1
∑N
i=1 hih
′
i is consistent for H. Notice that
I2{zil∈(c(1)l ,d(1)l ]}
= I{zil∈(c(1)l ,d(1)l ]}, I
2
{zil∈(c(2)l ,d(2)l ]}
= I{zil∈(c(2)l ,d(2)l ]},
I2{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]}
= I{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]};
N∑
i=1
hi1(β, zi1)h′i1(β, zi1)I{zil∈(c(1)l ,d(1)l ]}
and
∑
i∈I1
l˙i(β)l˙′i(β)
have the same distribution,
N∑
i=1
hi2(β, zi2)h′i2(β, zi2)I{zil∈(c(2)l ,d(2)l ]}
and
∑
i∈I2
l˙i(β)l˙′i(β)
have the same distribution, and
N∑
i=1
hi0(β, zi0)h′i0(β, zi0)I{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]}
and
∑
i∈I0
l˙i(β)l˙′i(β)
have the same distribution. Consequently,
N∑
i=1
hi(β)h′i(β) =
N∑
j=1
[hi1(β, zi1)h′i1(β, zi1)I{zil∈(c(1)l ,d(1)l ]} + hi2(β, zi2)h
′
i2(β, zi2)I{zil∈(c(2)l ,d(2)l ]}
+hi0(β, zi0)hi0(β, zi0)I{zil 6∈(c(1)l ,d(1)l ]∪(c(2)l ,d(2)l ]}]
and
∑N
j=1 l˙i(β)l˙
′
i(β) have the same distribution. Thus, when evaluated at the population value β = (µ′,σ′)′,
N−1
N∑
j=1
l˙i(β)l˙′i(β)
will be consistent for H. Under standard regularity conditions (see [42,43]) it can be shown that, with probability 1,
N−1
∑N
j=1
∑N
j=1 l˙i(β)l˙
′
i(β) converges to E[hi(β)h′i(β)] uniformly on a compact set of µ and 6. Consequently, Hˆ is consistent
forH. The proof for the consistency of Hˆ is essentially the same whenmore xijk are missing due to, say, zilk ∈ (clk , dlk ], k = 1,
2, . . .,m. 
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