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Abstract-Problems with uncertainties can be viewed and formalized making use of multifunc- 
tions or general set-valued functions. A new concept of global optimality is proposed which allows us 
to solve global optimization problems with uncertainties, in natural setting without imposing artificial 
constraints on uncertainties, nor introducing a kind of partial ordering (in order, to apply conven- 
tional optimality concepts and optimization techniques), nor considering solution “in probability”. 
With the new concept, deterministic optimization requires two optimization procedures. A study 
of the subject is presented with many illustrative examples. Then, a monotonic iterative algorithm 
is developed which renders approximate solutions with precision specified in advance. A notion of 
piecewise continuous function of several variables is proposed and the method is then generalized for 
uncertain functions defined by a closed set-valued function with piecewise continuous upper and lower 
boundaries. The max* f reduction, precision and decomposition lemmas are proved. To facilitate 
practical applications, deferred deletions of sets with discontinuities are introduced, and convergence 
theorem is proved for the modified algorithm. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Uncertain functions can be interpreted as point values of set-valued functions. Due to imprecision 
of measurements and fluidity or impurity of media, all functions are, in fact, uncertain functions. 
If the margin of uncertainty is small, then such functions can be modelled as conventional single- 
valued functions. 
EXAMPLE 1. Consider the set-valued function 
i 
1, ifa:<l, 
y = f(z) = (1,2), if z = 1, 
2, ifz>l. 
(1) 
Rotation of coordinate axes by an angle Q E (O,T/~), without rotation of the graph, trans- 
forms this function into an ordinary single-valued function. In contrast, rotation in the negative 
direction by an angle p E (0, -7r/2) transforms this function into a multifunction with single or 
triple values within appropriate intervals. 
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DEFINITION 1. A set-valued function is called closed if its every accumulation point (5, y) rep- 
resents a function value, that is, f(x) = y. 
Function (1) above is not closed since its accumulation points (1,l) and (1,2) do not represent 
function values f (1) # 1 and f (1) # 2, though f (1) is well defined being any number in (1,2). 
This function can be made closed by adding points (1,1) and (1,2) to its graph, i.e., by closing 
strict inequalities or the interval (1,2) in (1). 
Here, we consider closed bounded scalar set-valued functions 
f:x+s, X E R”, S G [a, b] c R’, (2) 
with their point values 
f(x) = y E f(x) = S(x) G s. (3) 
The bar denotes a set from which a particular point value y = f(x) is taken. A set f(x) may 
consist of several disjoint subsets. The function J(x) in (2) is called scalar to emphasize the 
fact that the optimization will be considered with respect to the set f(x) as a whole, and not 
with respect to different constituent sets which may present a situation of conflict in a vector 
optimization problem. 
LEMMA 1. If X is bounded and J is bounded and closed, then X is closed and f(x) = S(x) is 
closed for all x E X. 
PROOF. Suppose, on the contrary, that X is bounded but not closed. Then, there is x0 E cl X, 
x0 $ X. By definition of closure, for every 6 > 0, there are points x, E N&(x0) n X for which 
point values yn = f (xc,) are defined. Take S + 0, then x, + x0, and this defines a sequence 
yn = f (x,) which is bounded, i.e., contained in a segment [a, b] c R’, compact in R1. Thus, there 
is a convergent subsequence (yns) = f (x,,) + yo E [a, b]. The point (x0, yo) is an accumulation 
point for f (.) since every neighborhood Nr(xo, yo) c Rn+‘, y > 0, contains function values 
(xns, yns). However, x0 4 X, so f (x0) is not defined, thus, f is not closed contradicting the 
assumption of the lemma. Hence, X is closed. 
Suppose now, that for some x0 E X, the set f(xo) is not closed in R’. Then, there is ~0 E 
clf(xo), yo # f(x0). By definition of closure, for every 6 > 0, there are points y E N6(yo)n 
f(x”) c R1, the corresponding points (x0, y) E N&(x0, yo) c Rn+’ represent function values, 
thus, the point xo,yo is an accumulation point for f (.). However, yo # I, so f(.) is not 
closed, contradicting the assumption. This completes the proof. I 
EXAMPLE 2. Let X = [O,oo) = R+. The function fl(x) = [-x,x] is closed but unbounded. The 
function &2(x) = [-l,l] over X = [0, 1) is bounded but not closed. To make it closed, we have 
to close the set x = [0, 11. 
2. UPPER AND LOWER FUNCTIONS 
A closed bounded set-valued function f has at each x E X an upper value f*(x) and a lower 
value f*(x) such that its point values f(x) satisfy the inequality 
f*(x) I f(x) I f*(x), vx E x. (4) 
Indeed, by Lemma 1, the set f(x) is closed implying (4). 
If for every x E X, the set f(x) is connected (one single segment), then we can write for the 
set and point values of this function 
f(x) E f(x) = [f*(x), f *(x)1 . (5) 
EXAMPLE 3. For the multifunction 
$(x) = (0) U f U {sinx}, 
(1 
we have f(x) c [f*(x),f*(x)] but f(x) # [f*(x)lf*(x)]. 
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EXAMPLE 4. Closure of a function. The classical function 
is not closed at z = 0. Its closure 
is a multifunction single-valued at z # 0 and triple-valued at x = 0. The Dirichlet function 
h(x) = 
1, z irrational, 
0, 2 rational, 
(7) 
(8) 
(9) 
is nowhere closed. Its closure is a constant double-valued function cl h(x) = (0) U (1). 
Clearly, for a single-valued function f(x), we have f*(x) = f*(x) = f(x). A nonclosed set- 
valued function may or may not have f*(x) or f*(x) at certain 2. The shape of f* or f’ may be 
quite complicated, for example, f*(x) = f*(x) = h(x) in (9). 
For closed set-valued functions of a single argument, upper and lower functions f * and f* are 
usually piecewise continuous. In Example 1, for cl f(x), see (l), we have 
f*(x) = { :’ z 5 :’ and 
7 7 
f*(x) = { :’ t z :’ , 
3 -7 
and the same structure for clsignx in (8) of Example 4 
f’(x) =791(x) = { “, ; ‘, :’ 
7 , 
f*(x) = ‘102(x) = { “, 12 “,’ 
7 -* 
(10) 
Functions (10) are usual relay functions and represent the mathematical abstraction of the un- 
certain relay function of finite precision ~0 > 0 which is technically materialized in mechanical 
and electrical relays 
( 
I, ifx>rj, 
Q&r) = *I, if 1x1 511, 0 < 17 I 770. (II) 
-1, if x < -_77, 
Here, the value of 77 E (O,vs] and the occurrence of +l or -1 over [-n,n] are uncertain and 
indeterminable. 
For function (ll), we have 
s;(x) = l7 { 
x 2 -q, 
-1, < 
3,.(x) = l7 x > 7), 
2 -17, { -1, 2117. (12) 
Using graphic representations, the reader can easily find f l and f. for functions in Examples 2 
and 3, and for cl h(x), see (9), which are all Lipschitz continuous. 
3. THE NOTION OF OPTIMALITY IN PROBLEMS 
WITH UNCERTAINTIES 
For simplicity, we consider here uncertainty only in the cost function, and such that gives rise 
to a band J(x) = [f*(x), f*(x)]. Th e crucial question is how a value of an uncertain function is 
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taken. If one can take a point x E X and then a value y E f(x) at will, then the classical concept 
of optimal solution can be trivially extended onto set-valued functions by taking their closure 
and considering inff,(x) or supf*(x) according to the case. We do not consider such problems 
here. 
The situation of practical interest is that a man takes a point x E X, and then it is the 
nature or circumstances that present us with a value y E f(x). Clearly, the commonly accepted 
concepts of optimality based on unique function values in deterministic or probabilistic sense are 
not applicable to set-valued functions with the nature as a player. 
DEFINITION 2. A function f : X -+ R ‘, X C Rn, is called uncertain function if and only if for 
every x E X, there exists a set S(x) c R1 such that a point value f(x) = y E S(x) may be taken 
without any preference as to where this point is located within S(x). 
The set S(x) may be a singleton but not for all x E X. According to the notations above, 
see (2),(3), and the choice of a simple band situation, we have S(x) = f(x) = [f*(x),f*(x)], 
so that we shall look, in fact, for the optimal interval [f*(x), f*(x)] within which the value 
y = f(x) E f(x) is located. The sense of interval optimality is clear from the following definitions 
of the max and min problems. 
3.1. The Global Max-Problem 
Find 
s* = ~Ea$*(x) 
and the set 
X’ = {x E x 1 f*(x) = s’} . 
If X’ is a singleton, the problem is solved. Otherwise, find 
so = maxf*(x), 5 E x*, 
(13) 
(14) 
(15) 
and the set 
x0 = {x E x* 1 f*(x) = SO}. (16) 
The full global max-solution is given by the set X0 of all globally maximizing points in X 
(global maximizers) and the constant segment 
f”(x) = [s*, s”] , VXEXO (17) 
3.2. The Global Min-Problem 
Find 
s* = FEi; f*(x) (18) 
and the set 
x* = {x E x 1 f’(x) = s*} .
If X* is a singleton, the problem is solved. Otherwise, find 
(19) 
so = minf*(x), x E X”, (20) 
and the set 
x0 = {x E x* ( f*(x) = SO>. (21) 
The full global min-solution is given by the set X0 of all global minimizers and the constant 
segment 
J”(x) = [SO, s*] , vx E x0. (22) 
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We see that, in general, double max or min operations should be performed for solving opti- 
mization problems with uncertainty in the cost function. For short writing with the reference to 
an uncertain function f : X -+ RI, we shall denote the procedures in (13)-(17) or (18)-(22) as 
(23) 
LEMMA 2. 
yey2f(2) = - $2 2[-f(z)1. (24) 
PROOF. Denote g(x) = -f(x), then we have 
g*(x) = -f*(x), g*(x) = -f*(x), (25) 
s; = - ming*(x) = - min [-f.(x)] = maxf*(z), (26) 
which is identical to (13). Here, and below, all minima and maxima exist since f is closed, thus, 
by Lemma 1, both f*(z) and f*( x are either classical continuous functions defined on a closed ) 
bounded set X c Rn or discontinuous functions that have attainable infimum and supremum 
over X due to Definition 1. 
We also have 
x = {x E x ] g*(x) = -s;} = {x E x ] -f*(x) = -ST} 
= {x E x 1 f*(x) = s; = s*} = x*, of (14). 
Now, we obtain by the second minimization in (24) over the set X; = X*, cf., (20) 
(27) 
sy = -ming,(x) = -min[-f*(x)] = maxf*(x) = so, of (15) (28) 
x; = {x E x; ( g*(x) = -sY} = {x E X’ ] -f’(x) = -SO} 
= {x E x* 1 f”(x) = SO} = x0, of (1% (29) 
which completes the proof. I 
REMARK 1. The equality f(x) = [f*(x), f* ( )] x was not used in the proof of Lemma 2, thus, the 
property (24) holds for any bounded closed function f(x) that defines a closed set f(x) = S(x), 
not necessarily a segment in R1. 
REMARK 2. If $(x) c [f*(x),f*(x)], not being equal to a segment, then equalities in (17),(22) 
should be replaced by the inclusions. Since the above results are based only on f*(x), f*(x), 
they are valid for arbitrary closed and bounded set-valued function f(x). If f(x) is not closed, an 
s-precise solution can be obtained either by considering its closure or by constructing an s-problem 
with the introduction of a small E into appropriate relations above and changing max/min for 
sup/inf. 
EXAMPLE 5. Consider the uncertain function f(x) for which f(x) = [sinx, cosx], x E X c R’, 
where X = {x 1 sinx 5 cosx}, a countable union of disjoint closed sets. The global min-solution 
is 
xc = X’ = {Zk}, xk = ;+af2nk, k = 0, fl, . . . ,$ = s* = _G 
2 . (30) 
Note, that minsinxi = -1 < so does not provide the min-solution since at those points we 
have f(x”,) = f(-7r/2 f 2rk) = [-l,O] which segment contains values y E f(x”,) greater than 
SO = -A/z. 
Using graphic representation, the reader can easily find optimal solutions for uncertain func- 
tions corresponding to set-valued functions in Examples l-4 above. 
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4. THE SEQUENTIAL GAMMA ALGORITHM 
For the case when X = c’, a closed cube in Rn, we present here an outline of the algorithm 
for global optimization of uncertain functions developed on the basis of the cubic algorithm [l]. 
For simplicity, we assume that f*(z) and f*(z) are Lipschitz continuous over 6. Due to the 
property (24), same as in simple optimization, we can limit ourselves to the study of min2 f(z) 
only. 
In accordance with the min2 f formulation (18)-(22) of the global min-problem, a sequential 
gamma algorithm for a cube c c R” can be constructed by applying the cubic algorithm [I] 
twice, first to the upper function f*(z) over X = c, and then to the lower function f*(z) over 
an approximation X* > X’ of the set X*. 
STEP 1. Take an integer N > 2 and partition I? into N” subcubes ci, UC?i = c, Ci n Cj = 4 for 
all i # j (here Ci = int Ci). If c is the length of the edge of c, then the diameter of each Ci is 
c&/N. Certain subcubes Ci c c will be further partitioned in the same way and subsequent 
diameters are d, = c&i/N”, m = 1,2,. . . . Let L’ be a Lipschitz constant of f’ (x) over c (not 
necessarily the smallest one). Define deletion constants 
r ,,, = L*d, = 
L’CJsi 
N”’ m=l,2,.... (31) 
The variation of f*(z) over each @ is bounded 
Varf*(s) = max If*(z) - f*(Z)1 5 L*d,,, = r,, (32) 
for x, i in @‘, and tends to zero when r, + 0 as m + 00. 
ITERATION 1. Take arbitrary points xi E Ci, compute all f*(zi) and calculate 
Sl = rnp f’ (Xi) , l<i<Nn. 
The value si is the first approximation for s* in (18). Delete all Ci for which 
(33) 
f* (Xi) - Sl > 7-l. (34) 
Due to (32), those deleted Ci do not contain global minimizers of f*(x) over 6’. The remaining 
subcubes constitute a quasi-cubic set 
Kr = {X ) x E C’i, for which f* (xi) - si 5 ri} , (35) 
which is the first approximation to the set X* in (19). Clearly, all global minimizers of f*(x) 
over C are contained in Ki. 
LEMMA 3. We have 
0 5 sl - s* < r-1, -7-l L f*(x) - sl 5 27-1, f*(x) - s* < 37-1, vx E I-zl. (36) 
PROOF. Since s* is the global minimum value of f*(x) over X = c‘, so the left inequality is 
obvious. Let x* be a global minimizer, that is, f*(x*) = s*. Since x* E Ki, so x* E Ci,, c Ki 
for some is. Due to (32), and to the fact that s* is the global minimum value, we have for a 
representative point Xi0 E Cii,, 
-rl 5 f* (X*) - f* (Xi,) = S* - f* (Xio) 5 0. (37) 
Due to (33),(35), we have 
0 I f’ (Go) - Si 5 n. (38) 
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Adding (37) and (38) and noting that $1 1 s*, we get the second left inequality in (36). The third 
left inequality is obtained by adding the inequalities f*(x) - s* 1 0 and s* - si 2 -ri. Now, 
noting that for any x E Ki, there is a subcube (.?i c Ei such that x E Gi, we have from (32), 
(35) the fourth left inequality 
f*(X) - Sl = f*(X) - f* (Xi) + f* (Xi) - Sl 5 2Tl* 2,X1 E cii, (39) 
and the last inequality follows by adding si - s* 5 ~1 to (39). I 
Thus, r1 = L*c&i/N is the precision of an approximation to (9*,X*) provided by the pair 
(si, l?~), in the sense that 3ri is a bound for possible elevation of f*(x) within Ki over its global 
minimum value s*. 
FURTHER ITERATIONS. Partition each Gi c I?1 in the same way as c. The second deletion 
constant (the precision) will be r2 = ri/N. Take new grid points {xc:} using translated grid 
generator [l-3] with xi E Ki staying in the process and repeat Iteration 1 replacing si,ri, by 
sz,rz, then by ss,rs, etc., and stop when r,,, of (31) is sufficiently small. Clearly, Lemma 3 is 
valid for any m = 1,2,..., not just for m = 1 as in (36), the value s, 2 s* is monotonically 
decreasing and i?m is a sequence of nested compact sets. 
STEP 2. If f+(x) has a large variation within Km, repeat the procedure of Step 1 making further 
partitions of subcubes that constitute gm and replacing the upper function f*(x) by the lower 
function f*(x) as per (20) with its Lipschitz constant L, over the remaining set &. When lower 
deletion constant (the precision with respect to f*) 
is sufficiently small, stop the iterations. Note that, due to (36), the overall uncertainty band will 
be as indicated in (42) below. 
The resulting approximate solution is given by the set 
pm+q = X0 (41) 
with a minimal value of the uncertain function 
f(x) E [sm+q - rm+q, sm + 2rml 7 for x E Km+,. (42) 
REMARK 3. For n = 1 (time series analysis, financial applications), the MATLAB code presented 
in [2] can be used to implement the sequential gamma algorithm. 
REMARK 4. For n > 2, translational grid generator, estimation of unknown Lipschitz constant, 
modification for Holder functions, and other improvements of the cubic algorithm as presented 
in [3-6] can be used to develop computationally efficient codes for the gamma algorithm. 
5. GENERALIZATIONS 
In practice, the set X is usually not a cube in R”. If this set is robust (“shaved” set, cl int X = 
clX), then the sequential gamma-algorithm can be constructed in the same way on the basis of 
the beta-algorithm, see [3, Chapter 6, pp. 79-1351. 
If X is not robust, then different topologies should be incorporated in the gamma algorithm 
(cf., [3, pp. 128-1331). 
Interesting problems arise in optimization of piecewise continuous uncertain functions. An 
ordinary single valued function f(t) of a single argument is called piecewise continuous if it has 
a finite number of jumps over any finite interval. This definition can be modified as follows. 
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DEFINITION 3. A function f(t) is piecewise continuous if any finite interval (a, b) can be subdi- 
vided into a finite number of disjoint open intervals (ai, bi), Ui[ai, bi] = [a, b], such that f(t) is 
bounded and continuous over every (ai, bi) and takes finite values at points ai, bi. 
Definition 3 can be generalized for functions f(x) of a vector argument z E R”. However, in 
view of practical applications and to guarantee the performance of simple iterative procedure of 
the sequential gamma algorithm proposed in Section 4, we have to exclude isolated point values, 
curve values, etc. They can be accounted for by the introduction of different topologies in the 
same way as for a nonrobust set X c R”, leading to a more complicated version of the gamma 
algorithm. Such considerations are beyond the scope of this paper. 
DEFINITION 4. A single valued function f : R” + R is called piecewise continuous if any bounded 
domain (connected open set) X c Rn can be subdivided into a finite number of disjoint open 
subsets Xi, Xi n Xj = 4, UXi = 8 (x = clX = closure X) such that f(x) is bounded and 
continuous over every Xi and its values on the boundaries aXi (as subsets of lesser dimension) 
are limits of values over at least one of Xi, that is, for every x E x, there is a subset Xi and a 
sequence 6, + 0, 6, > 0 such that 
fin = N6,, (x) n Xi # 4, n=l,2,..., (43) 
f(x) = lim f(x,), 2, E a,, (44) 
where N&,, (x) is an open &-neighborhood of x. 
The reader can visualize Definition 4 by cutting vertically a loaf of bread in several pieces and 
then shifting pieces of bread vertically to form a stairwise surface. This shows that Definition 4 
is not vacuous and illustrates the exclusion of zero width “surfaces” that project on the plane R2 
as curves, not domains (similar to “loafs” of bread with zero volume). For example, the function 
sign x is not piecewise continuous in the sense of Definition 4 because of an isolated value at x = 0 
(condition (44) is not satisfied), in contrast, functions (10),(12) are piecewise continuous. 
The closure of a piecewise continuous single valued function f(x), x E X c Rn, X bounded, 
presents a multifunction cl f( ) x over x which is single valued over every Xi C X and multivalued 
over all or part of aXi* 
LEMMA 4. A single-valued f(x) is piecewise continuous over x in the sense of Definition 4 if 
and only if to every Xi corresponds a single-valued function cl (pi(x) = cl f(x), 2 E _&, which is 
continuous over Xi. 
PROOF. Suficiency is trivial since the graph 
[X,Clf(X)] =U[Xi,‘p(Xi)]. 
Necessity. Over open Xj, we have pj(x) = f(x), x E Xj, which is bounded and continuous by 
Definition 4. By definition of the boundary dXj, for every x E aXj there is a sequence x, E Xj 
such that limx, = 2. By Definition 4, relations (43),(44) are satisfied but, maybe, for some i # j. 
In this case, noting that for z E 8X,, relation (43) is clearly valid also for i = j, we close all sets 
in (43). Then, {&} becomes a sequence of nonempty nested compact sets which has nonempty 
intersection 
fin,= limQ2,=xEdXjndXi. (46) 
n=l 
The function f : x + R1 being single-valued, the value f(x) in (44) is defined, however, on aXi 
and not on i3Xj. Since pj(x) = f(x), x E Xj, is bounded on Xj, SO the values f (x,), X, E Xj 
are bounded when x, + x E 8X,, as n + co. Due to (43),(46), it means the existence of a finite, 
limit .lim pj(xn) as n + 00 which limit, say, vj(x) is not equal to that of (44) and not included 
in the set of function values f(x) in order to preserve single-valuedness of f(x) over _%. Now, 
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we m&e the closure by continuity adjoining the values cpj(~) for all 5 E 8X, to the set vj (Xj). 
This defines the function clvj(x), x E Ej, which is continuous on Xj by construction and equal 
on this subset to the function elf(z), x E Xj c R. Doing so for all constituent subsets of the 
union UXj = X proves the lemma. 
COROLLARY. The closure of a single-valued piecewise continuous (in the sense of Definition 4) 
functionf:x+R’,_%CR”b ounded, can be decomposed in a finite number of single-valued 
uniformly continuous functions vi(x), x E Xi, UXi = 8, XinXj = 4. The union of corresponding 
surfaces defines a multifunction cl f (x), x E x, single-valued on every open Xi and uniformly 
continuous on every closed Xi. 
Returning to the main subject, consider now an uncertain function f : X + R’, X C R” 
bounded, defined by a closed set-valued function with upper and lower functions f*(x), f*(z) 
piecewise continuous over _% that have multiple values on boundaries aXi but are single-valued 
and uniformly continuous on every xi, as specified in the corollary. In the spirit of Definition 4 and 
Lemma 4, such functions will be called piecewise continuous multifunctions. If f*(x), f*(x) are 
Lipschitz (or HBlder) continuous over each Xi, then a gamma algorithm constructed with the use 
of the beta algorithm [3, pp. 79-1351 can solve the problem of min2 f(x). However, in practice 
the upper and lower functions are usually Lipschitz continuous over every Xi. If we consider 
a circumscribed cube (or quasi-cubic set with box constraints) c 2 x with a nondominant 
continuation of f*(x), f*(x) over the set 6 - x (that is, not creating global minima lower than 
those in x), then a version of the gamma algorithm of Section 4 with a simple additional device 
can be used to solve the min2 f(x) problem. 
THEOREM. If subcubes cj” which contain points of aXi with multiple values in their interior, 
CJF n 6’Xi # 4, are not deleted by operator (34) acting on f*(si) in Step 1 and on f.+(xi) in 
Step 2 until a later check specified in the proof, then for any precision E > 0, there exist finite 
m(~), q(E) in (42) such that the bracket in (42) is E-close to the bracket [so, s*] in (22), and as 
E + 0, the exact solution (21),(22) is obtained in the limit. 
PROOF. Those CT are subdivided by aXi into several open subsets S$ lJI, 32 = I?~?, each of 
which will contain smaller subcubes cjmk+p c SJ$, p > 0, after some further partitions. Clearly, 
c;+p n 6’Xi = q5 empty, and once all those cJ:+’ are deleted by (34) with s,,,+~, r,+p instead 
of sl,rl, the entire cj” is deleted by continuity or nondominance of f* without further checks 
of its other subcubes. This deferred deletion of 63” ensures that a part of boundary dXi with 
lower values of f*(x) is not deleted by the check on a higher value f*(xi) in (34) irrelevant to a 
lower part S$ due to discontinuity of f*(x) over CJF (the same consideration for f*(x)). With 
this modification and due to monotonicity of the algorithm as m -+ m, r, + 0, the precision 
property of E-approximation to the segment [so, s’] in (22) is clear. 
Now, by construction, the sequences s, 2 s+ and s m+g 2 so are monotonically decreasing 
as m + 03, q + co and bounded from below, thus, both have finite limits. At the same time, 
nested compact quasi-cubic sets Km+q have a nonempty intersection nK,+, -+ j? > X0. If 
s, + s’ > s*, or s,+~ -+ s” > so, or z - X0 # 4, there will be a subcube Ca c l? - X0 with 
a representative x6 E C’s such that either s’ > f *(x6) > s* or s” > f*(x&) > so contradicting the 
definition of the limits s’ = lims,, s” = lims,+,. Hence, s’ = s*, s” = so and I? = X0, which 
completes the proof. I 
6. CONCLUSIONS 
A new concept of global optimaiity is proposed for uncertain functions viewed as unspecified 
point values of set-valued functions. For the class of interval-valued functions, the optimal interval 
value is defined leading to double optimization with respect to upper/lower closures of such 
functions. A monotonic iterative algorithm is then developed yielding approximate solutions up 
to the precision specified in advance. A notion of piecewise continuous function f : R” + R 
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is defined and the method is generalized for an uncertain function over a bounded set X c R" 
defined by a closed set-valued function with piecewise Lipschitz continuous upper and lower 
functions. The max2 f reduction, precision, decomposition lemmas and the convergence theorem 
are proved. The results are ready for computer implementation. 
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