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Abstract
We consider the problem of simultaneous variable selection and estimation of the cor-
responding regression coefficients in an ultra-high dimensional linear regression models,
an extremely important problem in the recent era. The adaptive penalty functions are
used in this regard to achieve the oracle variable selection property along with easier
computational burden. However, the usual adaptive procedures (e.g., adaptive LASSO)
based on the squared error loss function is extremely non-robust in the presence of data
contamination which are quite common with large-scale data (e.g., noisy gene expression
data, spectra and spectral data). In this paper, we present a regularization procedure
for the ultra-high dimensional data using a robust loss function based on the popular
density power divergence (DPD) measure along with the adaptive LASSO penalty. We
theoretically study the robustness and the large-sample properties of the proposed adap-
tive robust estimators for a general class of error distributions; in particular, we show
that the proposed adaptive DPD-LASSO estimator is highly robust, satisfies the oracle
variable selection property, and the corresponding estimators of the regression coefficients
are consistent and asymptotically normal under easily verifiable set of assumptions. Nu-
merical illustrations are provided for the mostly used normal error density. Finally, the
proposal is applied to analyze an interesting spectral dataset, in the field of chemomet-
rics, regarding the electron-probe X-ray microanalysis (EPXMA) of archaeological glass
vessels from the 16th and 17th centuries.
Keywords: High-dimensional linear regression models, Adaptive LASSO estimator, non-
polynomial dimensionality, oracle property, density power divergence loss, variable selection.
1 Introduction
We consider the problem of simultaneous estimation and variable selection in the linear
regression models (LRM) given by
y = Xβ + ε, (1)
where y = (y1, ..., yn)
T denotes the vector of observations from a response variable Y , X =
(x1, ...,xn)
T is the design matrix containing associated values of the explanatory variable
X = (X1, ..., Xp)∈ Rp, β = (β1, ..., βp) is the regression coefficient vector, and ε = (ε1, ..., εn)T
follows a n-variate normal distribution with mean vector 0n and variance-covariance matrix
1
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σ2In. High-dimensional statistics, in relation to the LRM given in (1), refers to the situation
where the number of unknown parameters (p) is of much larger order than the sample size
n. If the dimensionality p grows polynomially with the sample size n, i.e., p = O(nα) for
some α > 0, the situation is commonly referred to as high-dimensional or of polynomial
dimensionality. But, if the dimensionality p grows exponentially with the sample size n,
i.e., p = O(en
l
) for some l ∈ (0, 1), it is often referred to as ultra-high dimensional or of
non-polynomial dimensionality.
In recent years, several important statistical methods, algorithms, and theories have been
developed to perform high-dimensional data analysis. Penalized least square methods have
become very popular in the context of high-dimensional LRM since Tibshirami (1996, [35])
introduced the least absolute shrinkage and selection operator (LASSO) estimate. Under the
LRM (1), the LASSO estimate of β is defined as
β̂L = β̂L(λ) = arg min
β∈ Rp
(
‖y −Xβ‖22 + λ ‖β‖1
)
, (2)
where ‖β‖1 =
p∑
i=1
|βi| is the `1-norm, ‖y −Xβ‖22 =
n∑
i=1
(
yi − xTi β
)2
is the `2-norm, and
λ > 0 is a (penalty) regularization parameter. This estimator is proved to perform variable
selection in the sense that a few component of β̂ becomes zero depending on the choice of
λ. If we replace the `1-norm by `2-norm in (2), we get the Ridge estimator introduced in
Hoerl and Kennard (1970, [19]); this method does not lead to variable selection but if there
are high correlations among predictors, the performance of Ridge estimator dominates the
LASSO estimator. Fan and Li (2001, [11]) pointed out that a good selection procedure should
verify the oracle properties. Let β0 = (β01, . . . , β0p)
T be the true parameters in the LRM
given in (1). Denote by S0 = {j : β0j 6= 0} and we shall assume that the cardinal of S0 is
s0  n (sparsity). Let β̂ be an estimator of β obtained by a fitting procedure. Then, we say
that this procedure (or estimator) has the oracle property, or variable selection consistency,
if
{
j : β̂j 6= 0
}
= S0 with probability tending to one. Fan and Li (2001, [11]) and Zou
(2006, [40]) pointed out that LASSO estimator does not satisfy the oracle properties. More
concretely, Zou (2006, [40]) concluded that there exist certain scenarios where the lasso is
inconsistent for variable selection. Besides, LASSO estimator also tends to underestimate
the coefficients of important variables.
To fix the problem regarding the oracle properties, Zou (2006, [40]) introduced an adaptive
version of the LASSO estimator, which assigns different weights to different coefficients.
Precisely, the adaptive LASSO estimator of β in the LRM (1) is defined as
β̂AL = β̂AL(λ) = arg min
β∈ Rp
‖y −Xβ‖22 + λ p∑
j=1
|βj |∣∣∣β˜,j∣∣∣
 , (3)
where β˜,j is any (initial) consistent estimator of βj for j = 1, . . . , p. Note that, for any fixed λ,
the penalty for the components having initial estimate zero goes to infinity, while the weights
for the other components (nonzero initial estimates) converge to a finite constant yielding rel-
atively lower penalty than the zero component. Consequently, the adaptive LASSO estimator
is able to reduce the estimation bias and improve variable selection accuracy. For fixed p, Zou
(2006, [40]) proved that the adaptive LASSO has the oracle property. For p > n, Huang et
2
al (2008, [20]) established that, under the partial orthogonality and certain other conditions,
the adaptive LASSO estimators are consistent and also efficient when the marginal regres-
sion estimators are used as the initial estimators. The convexity of the adaptive LASSO
criterion ensures that these desired properties are global instead of local. And, the adaptive
LASSO estimator can be easily computed using the same efficient algorithms that are used
to compute LASSO, namely the least angle regression (LARS) of Efron et al (2004, [10]).
However, the above methods are based on the squared-error (`2) loss function and the
lack of robustness of this type of loss is well known. Outlying values of xi (leverage point)
or extreme values of (xi, Yi) (influence points) have significant influence in the regularization
procedures based on `2 loss function. The need for robust procedures in statistical inference
is widely recognized and their importance has also been stressed for regularization methods.
For this purpose, the penalized M-estimators have been developed, which replaces the `2 loss
function by a convex loss function of the form
n∑
i=1
ρ
(
yi − xTi β
)
. (4)
Wang et al. (2007, [36]) proposed the least absolute deviation (LAD) loss with ρ (x) = |x|
along with the LASSO penalty, which is referred to as the LAD-LASSO method. This LAD
loss does not work well for small errors because it penalizes the small residuals strongly
enough (Owen, 2007, [28] and Lambert-Lacroix and Zwald, 2011, [26]). Lambert-Lacroix and
Zwald (2011, [26]) alternatively proposed using the loss function in (4) with
ρ (x) =
{
x2 |x| ≤M
2M |x| −M2 |x| > M .
This function is quadratic in small values of x but grows linearly for large values of x.
The parameter M describes where the transition from a quadratic to linear structure takes
places. It is unclear how to choose M to adapt to the unknown error structures. Such
a robust LASSO with Huber’s loss function (Huber, (1981,[21])) are robust to outliers in
the response variable with high asymptotic efficiency but they are not robust methods for
leverage points (outliers in the covariates). Arslan (2012, [2]) presented a weighted version
of the LAD-LASSO method that is robust also with respect to the leverage points. Maronna
(2011, [30]) proposed S-Ridge and MM-Ridge regressions that add a `1 penalty to traditional
unpenalized S-regression and MM-regression. Other approach that are robust with respect
to leverage point were presented in Khan et al. (2007, [24]) and Alfons et al. (2013, [1]). In
Chang et al. (2018, [8]), a penalized method is presented using Tukey’s biweight loss that is
resistant to outliers in both the response and covariates. Another interesting paper in relation
to outliers in the response variable is Li et al (2011, [27]). The theory of adaptive LASSO
along with the quantile regression loss function has been developed in Fan et al. (2014,[12])
for the ultra-high dimensional set-up. Qi et al (2019, [29]) considered, to gain robustness and
efficiency simultaneously, a data-driven convex combination of adaptive LASSO and LAD-
LASSO methods to produce a robust adaptive LASSO, which not only enjoys the oracle
properties but also synthesizes the advantages of the two methods. Recently, Zhang et al.
(2017, [39]) and Ghosh and Majumdar (2020, [17]) have considered a robust loss function
based on the density power divergence (DPD) of Basu et al. (1998, [4]) along with grouped
LASSO penalty and the general class of non-concave penalty functions. Although the general
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non-concave penalized DPD-based procedure of Ghosh and Majumdar (2020, [17]) is seen
to yield significantly improved robust and efficient performance both in terms of variable
selection and parameter estimation and satisfies the oracle variable selection property under
appropriate conditions, the method appear to be computationally challenging in ultra-high
dimensional set-ups with growing number of covariates.
The purpose of the present paper is to present a new regularization procedure for ultra
high-dimensional LRM (1) using the DPD-based loss function, as proposed by Ghosh and
Majumdar (2020, [17]), but along with the adaptive penalty function, as presented in (3)
or its appropriate generalizations. This is motivated by the fact that the classical adap-
tive LASSO procedure based on the squared error loss function is extremely non robust in
the presence of outliers in the data but significantly reduce the computational burden than
using a non-concave penalized procedures, along with several nice useful properties and sig-
nificantly improved performance of the DPD measure in robust estimation under classical
low-dimensional set-ups (see, e.g., Basu et al., 2011, [5]) as well as in high-dimensional set-up
with non-concave penalties (Ghosh and Majumdar, 2020, [17]). So, this robust loss function
based on the DPD measure is expected to provide a useful robust adaptive variable selection
procedure in ultra-high dimensional LRM which will have the desired oracle property at a
comparatively lesser computational cost.
We start with the definition of the DPD loss function and the corresponding robust
regularized estimator of regression coefficient for the LRM in (1) with adaptively weighted
penalty functions and a general class of location-scale type error distributions including the
normal errors (Section 2). The robustness of the proposed adaptive robust estimator is exam-
ined theoretically via the influence function analyses (Section 3). Further, the large sample
oracle model selection property of our proposed estimator is also derived under appropri-
ate conditions, along with its consistency and asymptotic normality (Section 4). An efficient
computational algorithm has also been discussed for our proposed estimation procedure (Sec-
tion 5). The finite-sample performance of the proposal is then illustrated through simulation
studies, comparing its performance with that of other existing robust and non-robust meth-
ods (Section 6). Finally, the proposed method is applied to a real high-dimensional data set
from the field of chemometrics, highlighting the advantage of our proposal in the presence of
leverage points (section 7). For brevity, the proofs of all the results and additional numerical
results are presented in the Appendix to the paper.
2 The proposed estimation procedure based on the density
power divergence loss and the adaptive LASSO penalty
The DPD family (Basu et al. (1998, [4])) represents a rich class of density-based diver-
gences. Given two densities g, f , with respect to some common dominating measure, the
DPD between them is defined, as a function of a nonnegative tuning parameter γ, as
dγ(g, f) =

∫ {
f1+γ(x)−
(
1 + 1γ
)
fγ(x)g(x) + 1γ g
1+γ(x)
}
dx, for γ > 0,∫
g(x) log g(x)f(x)dx, for γ = 0.
(5)
The case corresponding to γ = 0 may be derived from the general formula by taking its con-
tinuous limit as γ tends to 0. The quantities defined in Equation (5) are genuine divergences
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in the sense that dγ(g, f) ≥ 0 for any densities g, f and all γ ≥ 0, and dγ(g, f) is equal to
zero if and only if the densities g and f are identically equal.
We consider the parametric model family of densities {fθ : θ ∈ Θ ⊂ Rp} to model
a population having true density g and the subsequent problem of estimating θ based on
a random sampel drawn from that population. Let G represent the distribution function
corresponding to the density g. The minimum DPD functional Tγ(G) at G is defined by the
relation dγ(g, fTγ(G)) = minθ∈Θ dγ(g, fθ). Clearly, the term
∫
g1+γ(x)dx has no role in the
minimization of dγ(g, fθ) over θ ∈ Θ. Thus, the essential objective function to be minimized
in the computation of the minimum DPD functional Tγ(G) reduces to∫ {
f1+γθ (x)−
(
1 +
1
γ
)
fγθ (x)g(x)
}
dx =
∫
f1+γθ (x)dx−
(
1 +
1
γ
)∫
fγθ (x)dG(x). (6)
In the above objective function, the density g appears only as a linear term and has been
replaced by dG. Thus, given a random sample y1, . . . , yn from the distribution G, we can
estimate the above objective function by replacing G with its empirical estimate Gn. For a
given tuning parameter γ, therefore, the minimum DPD estimator (MDPDE) θ̂γ of θ can be
obtained by minimizing the objective function
Hn,γ(θ) =
∫
f1+γθ (x)dx−
(
1 +
1
γ
)∫
fγθ (x)dGn(x) (7)
=
∫
f1+γθ (x)dx−
(
1 +
1
γ
)
1
n
n∑
i=1
fγθ (yi)
over θ ∈ Θ. Importantly, unlike many other divergence based estimation procedure, the
above-mentioned minimization problem associated with the MDPDE does not require the
use of a non-parametric density estimate.
Durio and Isaia (2011, [9]) extended the concept of the MDPDE to the problem of robust
estimation in the LRM (1) with n > p (low dimensional settings). For the LRM, fθ(yi) is a
normal density with mean xTi β and variance σ
2. It is a simple exercise to establish that, in
this case,
∫
f1+γθ (x)dx = (2pi)
γ/2σ−γ(1+γ)−1/2. The corresponding DPD loss function, thus,
has the form
Ln,γ(β, σ) =
1
(2pi)γ/2 σγ
(
1√
γ + 1
− γ + 1
γ
1
n
n∑
i=1
exp
{
−γ
(
yi − xTi β)
)2
2σ2
})
+
1
γ
. (8)
The term 1/γ has been introduced in order to get the log-likelihood function as a limiting
case of Ln,γ(β, σ) as γ ↓ 0, and therefore the corresponding MDPDE (at γ = 0) is nothing
but the usual maximum likelihood estimator (MLE). When both Y and X are random but
we only assume the parametric model for the conditional distribution of Y given X, the
loss function Ln,γ(β, σ) in (8) can be seen as an empirical estimate of the expectation (with
respect to the unknown covariate distribution) of the DPD objective function (6) between
the conditional data and model densities of Y given X. However, under the fixed design
setup with non-stochastic covariates xi, i = 1, ..., n, the only random observations y1, ..., yn
are independent but non-homogeneous. Ghosh and Basu (2013, [16]) recently studied this
problem, where they suggested minimizing the average DPD measure between the data and
the model densities for each given covariate value. Interestingly, this approach also leads to
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the same loss function, as given in (8). Therefore the loss function Ln,γ(β, σ) in (8), referred
from here as the DPD loss function (with tuning parameter γ), can be used to obtain robust
MDPDE under the LRM in (1) with normal errors for both stochastic and fixed design
matrices.
In this paper, we propose to minimize a general penalized objective function constructed
with the DPD-loss function and adaptive penalties. Firstly, in consistence with the adaptive
LASSO objective function (3), we consider a general objective function as given by
Qn,γ,λ(β, σ) = Ln,γ(β, σ) + λ
p∑
j=1
|βj |∣∣∣β˜,j∣∣∣I(β˜,j 6= 0), (9)
where λ is the usual regularization parameter, γ > 0 is a robustness tuning parameter and
(β˜,j)j=1,...,p is a consistent estimator of β, usually refereed to as the initial estimator. As we
will show later, we need this initial estimator β˜,j to be robust to achieve the robustness of
the final estimator, say (β̂γ,λ, σ̂γ,λ), obtained by minimizing Qn,γ,λ(β, σ). We will refer to
these final resulting estimators (β̂λ,γ , σ̂λ,γ) as the adaptive DPD-LASSO (Ad-DPD-LASSO)
estimator of (β, σ) with tuning parameter γ.
Note that, we consider the minimization of Qn,γ,λ(β, σ) with respect to both β and σ
for their simultaneous estimation; the additional adaptive LASSO penalty on β helps sparse
selection of the components of β with oracle (variable selection) consistency. As γ → 0,
the DPD loss function coincide with the negative log-likelihood function, plus a constant,
and hence the minimization of the objective function Qn,0,λ(β, σ) leads to the non-robust
penalized MLEs of β and σ. However, if the minimization is performed with respect to β
only (assuming σ known), the objective function Qn,γ,λ(β, σ) at γ → 0 becomes equivalent
to the adaptive LASSO objective function given in (3), in the sense that both yield the
same estimator β̂AL of β. Thus, for γ > 0, the minimization of Qn,γ,λ(β, σ) provides a
generalization of the adaptive LASSO estimator β̂AL with the additional benefit of robustness
against data contamination; we will prove this claimed robustness property through the
influence function analysis in the next section.
However, before we start the theoretical analysis of our proposal, let us further extend
its definition by considering the more general class of adaptively weighted LASSO penalty of
the form
∑p
j=1w
(∣∣∣β˜,j∣∣∣) |βj | for a suitable weight function w and a location-scale family of
error distribution, as in Ghosh and Majumdar (2020, [17]). Letting the random errors is in
the model (1) to be independent and identically distributed having a location-scale density
of the form 1σf
(

σ
)
with location 0 and scale σ (f being an univariate distribution with mean
0 and variance 1), the corresponding DPD loss function is given by (generalizing from (8))
Ln,γ(β, σ) =
1
σγ
(
M
(γ)
f −
1 + γ
γ
1
n
n∑
i=1
fγ
(
yi − xTi β
σ
))
+
1
γ
, (10)
where M
(γ)
f =
∫
f()1+γd is assumed to exist finitely. Then, we define the generalized
adaptively weighted DPD-LASSO (AW-DPD-LASSO) estimators of (β, σ) as the minimizer
of the objective function
Qn,γ,λ(β, σ) = Ln,γ(β, σ) + λ
p∑
j=1
w
(∣∣∣β˜,j∣∣∣) |βj | , (11)
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with Ln,γ(β, σ) being now given by (10). Note that, the general objective function (11) coin-
cides with the earlier one given in (9) for a hard-thresholding weight function w(s) = 1sI(s 6=
0) and standard normal error density f (so that M
(γ)
f = (2pi)
−γ/2(γ + 1)−1/2). Although
the weights are generally assumed to be stochastic depending on the initial estimators, they
can also ne non-stochastic; for example, if w(s) = 1 for all s, the general objective function
(11) coincides with the objective function of DPD-LASSO, a special case of the non-concave
penalized DPD estimators of Ghosh and Majumdar (2020, [17]), corresponding to the LASSO
penalty along with the DPD loss function.
In the rest of the paper, unless otherwise mentioned, we will denote by Ln,γ(β, σ) and
Qn,γ,λ(σ,β) the generalized quantities in (10) and (11), respectively, and derive the theoretical
results for the general class of AW-DPD-LASSO estimators under the ultra-high dimensional
set-up. The simplification of all the results for the Ad-DPD-LASSO estimator (and some
others) will also be provided as special cases of the general theory.
Remark 1 (Connection with the Non-concave penalized DPD estimators)
As mentioned earlier, Ghosh and Majumdar (2020, [17]) have developed a non-concave pe-
nalized DPD-based estimator (to be referred to as the DPD-ncv estimator) for robust estima-
tion and variable selection under the ultra high-dimensional LRM set-up. The non-concave
or folded concave penalties, such as SCAD (Fan and Li (2001, [11])) or MCP (Zhang,(2010,
[39])), lead to better variable selection properties compared to the convex penalties like
LASSO, as initially demonstrated in the pioneer paper by Fan and Li (2001, [11]). Given
such a penalty function pλn(·), with the regularization parameter λn, the DPD-ncv estimator
is defined as minimizer of the penalized objective function
Ln,γ(β, σ) + λ
p∑
j=1
pλn (|βj |) ,
which is computationally challenging in higher dimensions. However, in view of our general
AW-DPD-LASSO estimator and its objective function (11), we can obtain an easily com-
putable approximation of the DPD-ncv estimator. Following the idea from Fan et al. (2014,
[11, 12]), given a good initial estimator β˜, we can the following approximation:
pλn(|βj |) ≈ pλn(|β˜j |) + p′λn(|β˜j |)(|βj | − |β˜j |).
Therefore, an AW-DPD-LASSO estimator with weight function w = p′λn , which is compara-
tively much easier to compute even in ultra-high dimension, is expected to work as a substitute
for the corresponding DPD-ncv estimator. We will verify its performance both theoretically
and empirically in the subsequent sections for the popular SCAD penalty function, for which
w(s) = p′λn(s) = I(s ≤ λn) +
(aλn − s)+
(a− 1)λn I(s > λn), (12)
with a > 2 being a tuning constant. We will refer to this weight in (12) as the SCAD weight
function. Suggested choice of a from the common literature of SCAD penalty is a = 3.7.
3 Robustness: Influence Function Analyses
The influence function (IF) is a classical tool for measuring (local) robustness of any statistical
estimator which indicates the possible asymptotic bias in the estimation functional due to
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an infinitesimal contamination (Hampel et al. (1986, [18])). The concept has been extended
rigorously for the penalized estimators by Avella-Medina (2017, [3]), and this extended IF has
been further used in the high-dimensional context by Ghosh and Majumdar (2020, [17]) so
as to justify the robustness of the DPD based estimators with general non-concave penalties.
Here, we will derive the IF for our AW-DPD-LASSO estimators (β̂γ,λ, σ̂γ,λ), obtained as
the minimizer of the general objective function in (11), to verify their theoretical (local)
robustness against data contamination.
In order to define the IF, we need to first extend the definition of the AW-DPD-LASSO
estimator as a statistical functional. Assuming the true joint distribution of (Y,X), to be
G(y,x), the statistical functionals T γ,λ(G) = (T
β
γ,λ(G), T
σ
γ,λ(G)) corresponding to the esti-
mators (β̂γ,λ, σ̂γ,λ) is defined as the minimizer of
Qγ,λ(β, σ) =
∫
L∗γ((y,x);β, σ)dG(y,x) + λ
p∑
j=1
w (|Uj(G)|) |βj | , (13)
with respect to θ = (β, σ), where U(G) = (U1(G), . . . , Up(G)) is the statistical functional
corresponding to the initial estimator (β˜,j)j=1,...,p and
L∗γ((y,x);β, σ) =
1
σγ
(
M
(γ)
f −
1 + γ
γ
fγ
(
y − xTβ
σ
))
+
1
γ
. (14)
It is straightforward to see that the objective function Qγ,λ(β, σ) in (13) coincides with the
empirical objective function (11) when G is substituted by the empirical distribution function,
say Gn, and hence (T
β
γ,λ(Gn), T
σ
γ,λ(Gn)) = (β̂γ,λ, σ̂γ,λ).
Note that, by definition, our AW-DPD-LASSO estimator also belongs to the class of M-
estimators considered in Avella-Medina (2017, [3]), with their L(Z, θ) function coinciding with
our L∗γ((y,x);θ). Hence, we can use the extended definition of IF from Avella-Medina (2017,
[3]) to derive the IF of our estimator. The major problem is here the non-differentiability
of the penalty function at zero (for most common weight function including the one for
adaptive LASSO); it has been proposed and justified in Avella-Medina (2017, [3]) to tackle
this problem by extending the definition of IF in such cases as the limiting form of the IFs
with appropriate differentiable penalty functions. Following their suggestion, let us consider
a sequence penalties pm,λ(s, t(G)), each being continuous and infinitely differentiable in both
arguments for all m = 1, 2, . . ., which converges to our adaptively weighted LASSO penalty
λw (|t(G)|) |s| in the Sobolev space as m → ∞; note that they possibly depend on the
functionals t(G) = Uj(G), the j-th component of the initial estimator U(G). Then, we
define the statistical functionals Tm,γ,λ(G) = (T
β
m,γ,λ(G), T
σ
m,γ,λ(G)), for m = 1, 2, . . ., as the
minimizer of
Qm,γ,λ(β, σ) =
∫
L∗γ((y,x);β, σ)dG(y,x) +
p∑
j=1
pm,λ(βj , Uj(G)), (15)
with respect to θ = (β, σ). Since the penalties pm,λ are differentiable, one can now compute
the IF of the functional Tm,γ,λ(G) for each m = 1, 2, . . ., and then define the IF of the AW-
DPD-LASSO estimator, at the contamination points (yt,xt), following Avella-Medina (2017,
[3]) as the limit of the IFs of Tm,γ,λ(G) as m→∞:
IF((yt,xt),T γ , G) = lim
m→∞ IF((yt,xt),Tm,γ , G). (16)
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Now, to compute the IFs of Tm,γ,λ(G) at the contamination points (yt,xt), we consider its
estimating equation obtained by equating the derivatives of Qm,γ,λ(β, σ), with respect to the
parameters θ = (β, σ), to zero. By some standard calculations, these estimating equations
can be simplified as
(1+γ)
σγ+1
∫
ψ1,γ
(
y−xTβ
σ
)
xdG(y,x) +P ∗m,λ(β,U(G)) = 0p,
(1+γ)
σγ+1
∫
ψ2,γ
(
y−xTβ
σ
)
dG(y,x) = 0.
 (17)
where ψ1,γ(s) = u(s)f
γ(s), ψ2,γ(s) = {su(s) + 1}fγ(s)− γγ+1M
(γ)
f , u = f
′/f with f ′ denoting
the derivative of f and P ∗m,λ(β,U(G)) is a p-vector having j-th element as
∂
∂βj
pm,λ(βj , Uj(G)).
Now, we substitute the contaminated distribution G = (1−)G+∧(yt,xt), with  and ∧(yt,xt)
being the contamination proportion and the degenerate contamination distribution at (yt,xt),
respectively, in place of G in the above estimating equations (17) and differentiate with re-
spect to  at  = 0. Collecting terms after some algebra, and assuming all the relevant
integrals exist finitely, we get the influence function of Tm,γ,λ as given by
IF((yt,xt),Tm,γ , G) = ∂
∂
Tm,γ,λ(G)
∣∣∣∣
=0
= −J∗γ(G;Tm,γ,λ(G))−1
 (1+γ)σγ+1 ψ1,γ (yt−xTt βσ )xt + P ∗(2)m,λ(β,U(G))IF((yt,xt),U , G)
(1+γ)
σγ+1
ψ2,γ
(
yt−xTt β
σ
)  .
where IF((yt,xt),U , G) denote the IF of the initial estimator U , P ∗(k)m,λ(β,U(G)) is a p×p di-
agonal matrix with j-th diagonal being the derivative of the j-th component of P ∗m,λ(β,U(G))
with respect to its k-th argument for k = 1, 2, and the (p+ 1)× (p+ 1) matrix J∗γ(G;β, σ) =
Jγ(G;β, σ) + diag
{
P
∗(1)
m,λ(β,U(G)), 0
}
with
Jγ(G;β, σ) = EG
[
∂2L∗γ((y,x);β, σ)
∂β∂βT
]
= −(1 + γ)
σγ+2
EG
 J11,γ (y−xTβσ )xxT J12,γ (y−xTβσ )x
J12,γ
(
y−xTβ
σ
)
xT J22,γ
(
y−xTβ
σ
)  ,
where J11,γ(s) = {γu2(s) + u′(s)}fγ(s), J12,γ(s) = {(1 + γ)u(s) − γsu2(s) + su′γ(s) and
J22,γ(s) = {(1 + γ)(1 + 2su(s)) + s2u′2u2(s)}fγ(s)− γM (γ)f . Throughout this paper, we will
assume that the error density f is such that Jii,γ(s) > 0 for all s and i = 1, 2.
It has been shown in Proposition 1 of Avella-Medina (2017, [3]) that under certain condi-
tions including the existence of the above IF of Tm,γ,λ, compactness of the parameter space Θ
and the continuity of the relevant functions in θ = (β, σ), the limit of IF((yt,xt),Tm,γ,λ, G)
exists as m → ∞ and the limit is also independent of the choice of the penalty sequence
pm,λ(s) . Therefore, we can uniquely define the IF of our AW-DPD-LASSO estimator
T γ,λ by (16) with any appropriate penalty sequence and the resulting IF will, in fact, be
the distributional derivative of T γ,λ(G) with respect to  at  = 0 as proved in Avella-
Medina (2017, [3]). We take a particular choice of differentiable penalty functions as given
by pm,λ(s, Uj(G)) = λw (hm(Uj(G)))hm(s) where the infinitely differentiable function
hm(s) =
2
m
log(esm + 1)− s→ |s|, as m→∞.
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Then, calculating the IFs of Tm,γ,λ with this particular penalty function for each m and
taking limit as m → ∞, we have derived the IF of our AW-DPD-LASSO estimator T γ,λ
which is presented in the following theorem.
Theorem 2 Consider the above-mentioned set-up with the general error density f and the
true parameter value θg = (βg, σg) = Tγ,λ(G), where β
g is sparse with only s(< n) non-zero
components (recall p >> n). Without loss of generality, assume βg = (βgT1 ,0
T
p−s)T , where β
g
1
contains all and only s-non-zero elements of βg. Let us denote x1, x1,t and β1 to be the s-
vectors of the first s elements of the p-vectors x, xt and β, respectively, and the corresponding
partition of our functional as T γ,λ(G) = (T
β1
γ,λ(G)
T ,T β2γ,λ(G)
T , T σγ,λ(G))
T . Then, whenever
the associated quantities exist finitely, the influence function of T β2γ,λ is identically zero at the
true distribution G and that of (T β1γ,λ, T
σ
γ ) at G is given by
IF((yt,xt), (T β1γ,λ, T σγ,λ), G)
= −Sγ(G;θg)−1

(1+γ)
(σg)γ+1
ψ1,γ
(
yt−xT1,tβg
σg
)
x1,t + λP (β,U(G))IF((yt,xt),U (1), G)
(1+γ)
(σg)γ+1
ψ2,γ
(
yt−xT1,tβg
σg
)
 ,
(18)
where U (1) is the first s elements of U , P (β,U(G)) is an s × s diagonal matrix having
j-th diagonal entry as w′(|Uj(G)|)sign(Uj(G)βj) for j = 1, . . . , s, with w′(s) denoting the
derivative of w(s) in s, and the (s+ 1)× (s+ 1) matrix Sγ(G;β, σ) is defined as
Sγ(G;β, σ) = −(1 + γ)
σγ+2
EG
 J11,γ (y−xTβσ )x1xT1 J12,γ (y−xTβσ )x1
J12,γ
(
y−xTβ
σ
)
xT1 J22,γ
(
y−xTβ
σ
)  . (19)
Now consider the particular case of the model (1) being true where the conditional density
of Y given X = x is 1σf
(
y−xTβ
σ
)
. Let us denote the corresponding joint distribution as
G = F(β,σ), which also contains the marginal distribution (say H) of x along with the above
model conditional distribution. In this case, the matrix Sγ(G;β, σ) can be further simplified
as
S(0)γ (G;β, σ) = −
(1 + γ)
σγ+2
 J
(0)
11,γEH
(
x1x
T
1
)
J
(0)
12,γEH (x1)
J
(0)
12,γEH (x1)
T J
(0)
22,γ
 ,
where
J
(0)
11,γ = γM
(γ)
f,0,2 +M
(γ)∗
f,0 ,
J
(0)
12,γ = (1 + γ)M
(γ)
f,0,1 − γM (γ)f,1,2 +M (γ)∗f,1 ,
and J
(0)
22,γ = 2(1 + γ)M
(γ)
f,1,1 +M
(γ)∗
f,2 + γM
(γ)
f,2,2 +M
(γ)
f ,
with M
(γ)
f,i,j =
∫
siu(s)jf(s)1+γds and M
(γ)∗
f,i =
∫
siu′1+γds for i, j = 0, 1, 2.
In particular, if the error density f satisfies J
(0)
12,γ = 0 or E(x) = 0p, then we can separately
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write down the IFs of T β1γ,λ and T
σ
γ,λ at the model G = F(β,σ) from Theorem 2 as given by
IF((yt,xt),T β1γ,λ, F(β,σ)) (20)
=
σ
J
(0)
11,γ
[
EH
(
x1x
T
1
)]−1 [
ψ1,γ
(
yt − xT1,tβ1
σ
)
x1,t +
λσγ+1
(1 + γ)
P (β,β)IF((yt,xt),U (1), F(β,σ))
]
,
IF((yt,xt),T σγ,λ, Fθ) =
σ
J
(0)
22,γ
ψ2,γ
(
yt − xT1,tβ1
σ
)
, (21)
where we have used the fact that (βg1, σ
g) = (β1, σ) at the model G = F(β,σ) and U(F(β,σ)) =
β by its consistency.
It is clear from the above formulas of the IF of the AW-DPD-LASSO estimator that
this estimator is expected to be robust having bounded influence function if the quantities
ψ1,γ((yt − xT1,tβ1)/σ)x1,t, ψ2,γ((yt − xT1,tβ1)/σ) and IF((yt,xt),U (1), F(β,σ)) are bounded in
either or both of the contamination point (yt,xt). The first two quantity depends directly on
the model assumption on the error density f and the tuning parameter γ; for most common
densities having exponential structure they can be seen to be bounded in (yt,xt) for any
γ > 0. The last quantity, namely the IF of the initial estimator U , needs also to be bounded
and so we need to choose a robust solution as our starting point of our generalized adaptive
DPD-LASSO estimation. One possible option could be to choose the DPD-LASSO estimator
from Ghosh and Majumdar (2020, [17]) or other robust M-estimators of regression coefficient
from the existing literature.
Remark 3 If the weights are fixed (non-stochastic) in the definition of AW-DPD-LASSO
estimator, there is no involvement of U(G) in (17). Hence the corresponding IF will not
depend on the IF of U but will coincide with the results of Ghosh and Majumdar (2020,
[17]).
Finally, we now simplify Theorem 2 to obtain the influence function of the Ad-DPD-
LASSO estimator, defined as a minimizer of the simpler objective function given in (9), where
the error density f is the standard normal density (so that J
(0)
12,γ = 0) and w(s) =
1
sI(s 6= 0)
(so that w′ = −s−2 whenever s 6= 0). The simplified results are presented in the following
corollary; clearly the IF of the Ad-DPD-LASSO estimator is bounded in the contamination
points for all γ > 0 indicating the claimed robustness of our proposal against (infinitesimal)
data contamination in both the response and covariates spaces, provided the initial estimator
is chosen robustly.
Corollary 4 Consider the Ad-DPD-LASSO estimation by the minimization of the simpler
objective function given in (9) with normal error density in the model (1). Suppose that the
model is true, i.e., G = F(β,σ) and the true regression coefficient β is sparse with only s(< n)
non-zero components (but p >> n). Without loss of generality, assume β = (βT1 ,0
T
p−s)T ,
where β1 contains all and only s-non-zero elements of β. Also assume that the initial esti-
mator is consistent in the sense U(F(β,σ)) = β and denote P 0(β) = diag{β−21 , . . . , β−2s }. If
the functional corresponding to the Ad-DPD-LASSO estimator is partitioned as T γ,λ(G) =
(T β1γ,λ(G)
T ,T β2γ,λ(G)
T , T σγ,λ(G))
T , with T β1γ,λ being of length s, then their influence functions
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at the model F(β,σ) are given by
IF((yt,xt),T β1γ,λ, F(β,σ)) = −σ(γ + 1)3/2
[
EH
(
x1x
T
1
)]−1 [(
yt − xTt β
)
e−
γ(yt−xTt β)
2
2σ2 x1,t
+
λσ2γ+3(2pi)γ/2
(1 + γ)
P 0(β)IF((yt,xt),U (1), F(β,σ))
]
,
IF((yt,xt),T β2γ,λ, F(β,σ)) = 0,
IF((yt,xt),T σγ,λ, Fθ) =
σ(1 + γ)5/2
2 + γ2
[{
1−
(
yt − xTt β
σ
)2}
e−
γ(yt−xTt β)
2
2σ2 − γ
(1 + γ)1/2
]
,
whenever the associated quantities exist finitely and all the notations used are the same as in
Theorem 2.
Remark 5 Note that, at the special case γ ↓ 0, the Ad-DPD-LASSO coincides with the usual
adaptive LASSO and hence the above results provided its influence function as a special case
which is new in the literature of adaptive LASSO. Further, the IF at γ = 0 are unbounded
in the contamination point, even if we start with a robust initial estimator, indicating the
non-robust nature of the usual adaptive LASSO against data contamination.
4 Oracle Consistency
We now study the asymptotic properties of the AW-DPD-LASSO estimators under the ultra-
high dimensional set-up of non-polynomial order, following Fan et al. (2014, [12]). With the
notation of Sections 1 and 2, recall that, the number p of the available covariates is assumed
to grow exponentially with the sample size n so that log p = O(nl) for some l ∈ (0, 1).
However, only few of them are significantly (linearly) associated with the response under the
true model so that the true value β0 = (β10, . . . , βp0) of the regression coefficient is sparse
having only s  n non-zero entries, i.e., β0 = (β10,0p−s)T without loss of generality; the
true model is then denoted as S0 = {j : βj0 6= 0} = {1, 2, . . . , s}. Let us allow s = sn = o(n)
to slowly diverge with the sample size n, but the subscript will be suppress unless required to
avoid any confusion. The oracle property refers to the fact that any estimator can correctly
identify this true model S0, i.e., the first s components of the estimated regression coefficient
vector are consistent estimators of the components of β10 whereas the remaining components
are zero asymptotically with probability tending to one. We will now show that, under
certain conditions, the general AW-DPD-LASSO estimator of β enjoys the oracle property
and subsequently simplify the required conditions for the Ad-DPD-LASSO estimator.
For simplicity, we here assume that the design matrix X is fixed with each column being
standardized to have `1-norm
√
n and the response is also standardized so that the error
variance σ2 is assumed to be known and equal to one. The case of unknown σ2 can be
tackled by similar arguments with slightly modified assumptions as described later on; note
that the objective function is convex in σ and hence its minimizer can be shown to be
consistent and asymptotically normal through standard arguments and will be independent
of the penalty used (see Ghosh and Majumdar (2020, [17])). Further, in consistence with
the high-dimensional literature, we will assume that the regularization parameter λ = λn in
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our objective function (11) depends of the sample size n but their explicit relation is given
later on following the required assumptions. In the following, given any S ⊆ {1, 2, . . . , p} and
any p-vector v = (v1, . . . , vp)
T , we will denote Sc = {1, 2, . . . , p} \ S, vS = (vj : j ∈ S) and
vSc = (vj : j /∈ S) whereas Supp(v) = {j : vj 6= 0}. Note that, for the true model S0, we have
β0S0 = β10, β0Sc0 = 0p−s and Supp(β0) = S0. Further, let XS consists of the j-th column
of X for all j ∈ S for any S, and put X1 = XS0 and X2 = XSc0 (so that X = [X1 : X2]);
the corresponding partition of the i-th row of X would be denoted by xi = (x
T
1i,x
T
2i)
T . Also
define
H(1)γ (β) = ((1 + γ)ψ1,γ(yi − xTi β) : i = 1, . . . , n)T
and H(2)γ (β) = Diag{(1 + γ)J11,γ(yi − xTi β) : i = 1, . . . , n}. (22)
Since the AW-DPD-LASSO estimator of β coincides with the usual adaptive LASSO
estimator at γ = 0, we here focus on deriving their asymptotic properties for γ > 0 only. In
order to derive the oracle variable selection property of our AW-DPD-LASSO estimator under
any general error distribution f and a fixed γ > 0, we need the following basic assumptions on
the corresponding DPD loss function Ln,γ(β) = Ln,γ(β, 1) in (10) along with the boundedness
of the design matrix X = ((xij)). All our assumptions and results are given in terms of a
fixed design matrix, but they can be easily extended for the random design matrix by showing
that the required assumptions holds for the random design asymptotically with probability
one.
(A1) The error density f is such that fγ is a Lipschitz function with Lipschitz constant Lγ .
(A2) The eigenvalues of the matrix n−1(XT1X1) are bounded below and above by positive
constants c0 and c
−1
0 , respectively. Also κn := maxi,j |xij | = o(n1/2s−1).
Note that Assumption (A1) is implied by the boundedness of the function ψ1,γ(s) when-
ever it is differentiable and this holds for most common exponential family of distributions
at any γ > 0; in particular, it holds for the usual normal error distribution. The second
assumption, on the other hand, is the same as used in Fan et al. (2014,[12]); the first part is
quite standard in high-dimensional literature whereas the second part holds for appropriate
fixed design matrix as well as for common stochastic designs with asymptotic probability one
(see Fan et al., 2014, for some example).
4.1 General AW-DPD-LASSO estimator with Fixed Non-stochastic Weights
We first consider the AW-DPD-LASSO estimators with fixed non-stochastic weights in the
corresponding objective function in (11). With σ = 1, the objective function in β can now
be re-expressed as
Qn,γ,λ(β) = Ln,γ(β) + λn
p∑
j=1
wj |βj | ,
where wj is the fixed weights corresponding to the j-th penalty term and the DPD loss
Ln,γ(β) has the form Ln,γ(β) =
1
n
∑n
i=1 ργ(x
T
i β, yi) with
ργ(x
T
i β, yi) = M
(γ)
f −
1 + γ
γ
fγ
(
yi − xTi β
)
+
1
γ
. (23)
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Note that ∇Ln,γ(β) = n−1
[
XTH
(1)
γ (β)
]
and ∇2Ln,γ(β) = n−1
[
XTH
(2)
γ (β)X
]
, where ∇
and ∇2 denote the first and second order gradient with respect to β, respectively. Let us also
denote w = (w1, . . . , wp), w0 = wS0 , w1 = wSc0 , and define δn =
√
s(log n)/n+ λn||w0||2.
We first study the properties of an oracle estimator obtained by minimizing the above
objective function Qn,γ,λ(β) with fixed weights over the restricted oracle parameter space{
β = (βT1 ,β
T
2 )
T ∈ Rp : β2 = 0p−s
} ≡ Rs×{0}p−s; let us denote the corresponding minimizer
as β̂
o
= (β̂
o
1,0p−s), the oracle estimator for our model. We need the following additional
assumption on the DPD loss function; below and in the rest of this section all expectations
are taken with respect to the true model density f of i = yi − xTi β0.
(A3) The diagonal elements of E[H
(2)
γ (β0)] are all finite and bounded from below by a
constant c1 > 0.
(A4) Expectation of all third order partial derivatives of ργ(x
T
i β, yi), i = 1, . . . , n, with
respect to the components of βS0 are uniformly bounded in a neighborhood of β10.
Note that these two assumptions are very common in the statistical inference using the DPD
loss function even in low-dimensional and they hold for most common (regular) models for
the error; see Basu et al. (2011), Ghosh and Basu (2013). Then, we have the following result
about the `2-consistency of the oracle estimator β̂
o
.
Theorem 6 Suppose Assumptions (A1)–(A4) hold and λn||w0||2
√
sκn → 0. Then, given
any constant C1 > 0 and δn =
√
s(log n)/n+ λn||w0||2, there exists some c > 0 such that
P
(∣∣∣∣∣∣β̂o1 − β10∣∣∣∣∣∣
2
≤ C1δn
)
≥ 1− n−cs. (24)
Further, if δ−1n min
1≤j≤s
|βj0| → ∞, then the sign of each component of β̂o1 matches with that of
the true β10.
Next we will show that the oracle estimator in Theorem 6 is indeed an asymptotic global
minimizer of the objective function Qn,γ,λ(β) over the whole parameter space with probability
tending to one. For this purpose, we need the following additional assumptions controlling
the correlation between the important and unimportant covariates in the same spirit as in
Fan et al.(2014, [12]); see Condition 3 and the subsequent discussions there.
(A5)
∣∣∣∣∣∣n−1(XT2 E[H(2)γ (β0)]X1)∣∣∣∣∣∣
2,∞
< λn min(|w1|)2C1δn , for some constant C1 > 0, where we
denote ||A||2,∞ = sup
x∈Rq\{0}
||Ax||∞
||x||2 for any p× q matrix A and min(|w1|) = minj>s |wj |.
Theorem 7 Suppose that Assumptions (A1)–(A5) hold with λn > 2
√
(c+ 1) log p/n and
min(|w1|) > c3 for some constant c, c3 > 0, and
λn||w0||2κn max{
√
s, ||w0||2} → 0, δns3/2κ2n(log2 n)2 = o(nλ2n).
Then, with probability at least 1−O(n−cs), there exists a global minimizer β̂ =
(
(β̂
o
1)
T , β̂
T
2
)T
of the AW-DPD-LASSO objective function Qn,γ,λ(β) such that∣∣∣∣∣∣β̂o1 − β10∣∣∣∣∣∣
2
≤ C1δn, and β̂2 = 0p−s.
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Note that Theorem 7 presents consistency of both the parameter estimates and oracle
variable selection of our AW-DPD-LASSO estimators under appropriate assumptions. Next,
we will derive the conditions under which these estimators are asymptotically normal after
suitable normalizations. Let us define V n =
[
XT1 E[H
(2)
γ (β0)]X1
]−1/2
, Zn = X1V n and
Ωn = V ar
[
H
(1)
γ (β0)
]
, and consider the following additional assumption.
(A6) ZnΩnZn is positive definite, λn||w0||2 = O(
√
s/n), and
√
n/s min
1≤j≤s
|βj0| → ∞.
These Assumptions (A5)-(A6) are similar to the conditions used in Fan et al. (2014,[12]) while
developing the properties of the adaptive quantile regressions. Assumption (A5) provides the
maximum correlation between the important and unimportant covariates allowed for the
proposed method to have oracle model selection consistency. And this maximum allowed
correlation further depends proportionally on the minimum of the weights attached to the
truly zero coefficients. Assumption (A6) put further restrictions on these weights ensuring
that all the weights for unimportant covariates are penalized but those for the important
covariates to be small enough depending on the rate of convergences of λn and s. Under
these conditions, we now derive the following theorem on asymptotic distribution of the
AW-DPD-LASSO.
Theorem 8 Suppose that the assumptions of Theorem 7 hold along with Assumption (A6).
Then, with probability tending to one, there exists a global minimizer β̂ = (β̂
o
1, β̂2)
T of the
AW-DPD-LASSO objective function Qn,γ,λ(β) such that β̂2 = 0p−s and
uT [ZTnΩnZn]
−1/2V −1n
[(
β̂
o
1 − β10
)
+ nλnV
2
nw˜0
] L→N(0, 1), (25)
for any arbitrary s-dimensional vector u satisfying uTu = 1, where w˜0 is an s-dimensional
vector with j-th element wjsign(βj0).
Assumption (A6) is crucial for the above asymptotic normality result of the AW-DPD-
LASSO estimator, since it ensures that the bias term, namely nλnV nw˜0, does not diverges
asymptotically ensuring a legitimate asymptotic distribution of
(
β̂
o
1 − β10
)
. It is controlled
by the choice of weight and regularization sequence depending on s. Further, the asymptotic
variance of the AW-DPD-LASSO estimator depends crucially on the tuning parameter γ > 0;
it can be seen that that there is a slight increase in these asymptotic variances with increasing
γ > 0 in consistence with the classical theory of DPD based estimation Basu et al. (1998,
[4]).
As a special case of the above results, we get the properties of the DPD-LASSO estimators
by using the weights wj = 1 for all j = 1, . . . , p. Then, we have ||w0||2 =
√
s, min(|w1|) =
1 > 0 and hence δn =
√
s(log n)/n + λn
√
s. We can also simplify some other conditions as
well to obtain the consistency and model selection property of the DPD-LASSO estimators,
which is presented in the following corollary.
Corollary 9 (Properties of the DPD-LASSO Estimator) Under the set-up of this sec-
tion, assume that Assumption (A1)-(A4) hold true. Then, for a given constant C1 > 0,
we have the following results for the DPD-LASSO estimator with regularization parameter
λn = O(n
−1/2).
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a) There exists some c > 0 such that, with probability at least 1− n−cs, the corresponding
oracle estimator β̂
o
1 satisfies∣∣∣∣∣∣β̂o1 − β10∣∣∣∣∣∣
2
≤ C1
[√
s(log n)/n+ λn
√
s
]
. (26)
b) If
√
s(log n)/n = o
(
min
1≤j≤s
|βj0|
)
, then the sign of each component of β̂
o
1 matches with
that of the true β10.
c) If Assumption (A5) holds with λn > 2
√
(c+ 1) log p/n for some constant c > 0 and
n1/2(log2 n)
5/2 = O(log p), then, with probability at least 1 − O(n−cs), there exists a
global minimizer β̂ = ((β̂
o
1)
T , β̂
T
2 )
T of the DPD-LASSO objective function such that β̂
o
1
satisfies (26) and β̂2 = 0p−s.
d) In addition to the assumptions of item (c), if
√
n/s min
1≤j≤s
|βj0| → ∞ and ZnΩnZn
is positive definite, then the DPD-LASSO estimator β̂
o
1 obtained in item (c) further
satisfies (25), but the associated bias nλnV nw˜0 is non-diminishing.
It is important to note that the good properties of the DPD-LASSO estimator requires
λn = O(n
−1/2), which is known to be quite low for a thresholding level even for Gaussian
noise Fan et al. (2014, [12]). This is in consistent with any LASSO estimators that motivated
researchers to consider adaptive LASSO. In general, the properties of the AW-DPD-LASSO
estimators crucially depends note only on the choice of weights w but also on the structure of
the oracle through different assumptions on w0 and w1. These are not practically feasible to
satisfy with the nonadaptive fixed weights and we need to estimates the weights adaptively
from the data. However, the results developed in this section with fixed weights will indeed
be useful in understanding the behaviors of the AW-DPD-LASSO estimators with stochastic
(adaptive) weights as discussed in the next subsection.
4.2 General AW-DPD-LASSO estimator with Adaptive Weights
We now consider the AW-DPD-LASSO estimators with adaptive (stochastic) weights as in
the objective function in (11), but with σ = 1. Given an initial estimator of β˜ = (β˜1, . . . , β˜p)
T ,
we can now re-express the objective function in β as
Q̂n,γ,λ(β) = Ln,γ(β) + λn
p∑
j=1
ŵj |βj | , (27)
where the loss Ln,γ(β) are exactly as in Section 4.1 but the weights are now estimated
adaptively as ŵj = w
(∣∣∣β˜,j∣∣∣) for some suitable function w(·). We first study the property
of the resulting estimator for general weight function and initial estimator β˜ under suitable
assumptions and then simplify them for an important special case.
In this section as well, we will continue to use the notation of Section 4.1, and addi-
tionally denote ŵ = (ŵ1, . . . , ŵp)
T and w∗ = (w∗1, . . . , w∗p)T with w∗j = w(|β0j |) and their
partitions ŵ0 = ŵS0 , ŵ1 = ŵSc0 , w
∗
0 = w
∗
S0
and w∗1 = w∗Sc0 . Further, let us define
16
δ∗n =
[√
s(log n)/n+ λn
(
||w∗0||2 + C2c5
√
s(log p)/n
)]
, where the constants C2, c5 are de-
fined in the following assumptions.
(A7) The initial estimator β˜ satisfies ||β˜−β0||2 ≤ C2
√
s(log p)/n for some constant C2 > 0,
with probability tending to one.
(A8) The weight function w(·) is non-increasing over (0,∞) and is Lipschitz continuous with
Lipschitz constant c5 > 0. Further, w(C2
√
s(log p)/n) > 12w(0+) for large enough n,
where C2 is as in Assumption (A7).
(A9) With C2 being as in Assumption (A7), min
1≤j≤s
|β0j | > 2C2
√
s(log p)/n. Further, the
derivative of the wight satisfies w′(|b|) = o(s−1λ−1n (n log p)−1/2) for any |b| > 12 min1≤j≤s |β0j |.
These assumptions are exactly the same as Conditions 4–6 of Fan et al. (2014, [12]). The
first one put the weaker restriction on the initial estimator to be only consistent in order to
achieve the variable selection consistency of the second stage AW-DPD-LASSO estimators as
shown in the following theorem; this minor requirement is satisfied by most simple LASSO
estimators, including the DPD-LASSO, so that either of them can be used as the initial
estimator here. On the other hand, Assumptions (A8) and (A9) put restrictions on the
weight functions used where the first one is needed for model selection consistency and both
are needed for the asymptotic normality of the resulting estimators.
Theorem 10 Suppose that the assumptions of Theorem 7 hold with w = w∗ and δn = δ∗n.
Additionally, suppose that Assumptions (A7)-(A8) hold with λnsκn
√
(log p)/n → 0. Then,
with probability tending to one, there exists a global minimizer β̂ = (β̂
T
1 , β̂
T
2 )
T of the AW-
DPD-LASSO objective function Qn,γ,λ(β) in (27), with adaptive weights, such that∣∣∣∣∣∣β̂1 − β10∣∣∣∣∣∣
2
≤ C1δn, and β̂2 = 0p−s.
Theorem 11 Suppose that the assumptions of Theorem 8 hold with w = w∗ and δn = δ∗n.
Additionally, suppose that Assumptions (A7)-(A9) hold. Then, with probability tending to
one, there exists a global minimizer β̂ = (β̂
T
1 , β̂
T
2 )
T of the AW-DPD-LASSO objective function
Qn,γ,λ(β) in (27), with adaptive weights, having the same asymptotic properties as those
described in Theorem 8.
It is important to note that these results can be further simplified for any give weight
function. For example, if we use the SCAD weight function as defined in (12), it has been
verified in Fan et al. (2014,[12]) that Assumption (A8) is satisfied if λn >
2
(a+1)C2
√
s(log p)
n ,
whereas Assumption (A9) is satisfied if min
1≤j≤s
|β0j | ≥ 2aλn. Therefore, under appropriately
simplified conditions as given in Corollary 1 of Fan et al. (2014,[12]), the AW-DPD-LASSO
estimator with SCAD weight function can be seen to satisfy exactly the same model section
oracle property and asymptotic normality as the DPD-NCV estimator with SCAD penalty,
in much lower computational cost. However, the Ad-DPD-LASSO estimators may not enjoy
both these properties since the corresponding weight function is not Lipschitz around zero
but they are so locally on intervals of the form (c,∞) for any c > 0.
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5 Computational algorithm
Several computationally efficient algorithms have been developed in the literature to solve the
least squares regression problems with different types (e.g., adaptive, grouped, etc.) of LASSO
penalties. These techniques often use the local convex nature of the objective function.
However, to achieve robustness, it is required to replace the quadratic loss function by a robust
loss. In this section, we develop an appropriate estimating algorithm for the DPD-LASSO,
the Ad-DPD-LASSO and the general AW-DPD-LASSO estimators. These three methods
are based on DPD loss function together with a weighted version of LASSO penalty. In
order to minimize the corresponding objective functions, we propose an iterative optimization
algorithm. Firstly the objective function is minimized in β with a fixed σ, and secondly it is
optimized on σ for fixed β ; these two steps are repeated consecutively until convergence.
To perform the first minimization with respect to β, we use the the approach of MM-
algorithm; here, the observed data are weighted in order to bound the DPD loss function by
a quadratic loss, and hence transform the minimization problem to a least square LASSO pe-
nalized problem. This transformed problem then can easily be solved using LARS algorithm.
In the alternative steps, given β, σ is updated using coordinate descent algorithm.
5.1 MM-algorithm for minimization of the DPD loss in β
MM-algorithm (Hunter and Lange (2004, [22])) is one of the most common strategy for con-
structing optimization algorithms. It operates by creating a surrogate function that minorizes
(or majorizes) the objective function. When the surrogate function is optimized, the objective
function is driven uphill or downhill as needed. Let be h(ν) a real-valued objective function.
The function hMM (ν|ν(m)) is said to majorize h(ν) at the point ν(m) if
hMM (ν
(m)|ν(m)) = h(ν(m)), and hMM (ν|ν(m)) ≥ h(ν). (28)
If ν(m) is the current solution at step m, for m = 0, 1..., then MM-algorithm proposes to
iteratively update the solution as
ν(m+1) = arg minν hMM (ν|ν(m)).
From conditions (28), the descending property can be drawn
h(ν(m+1)) ≤ hMM (ν(m+1)|ν(m)) ≤ hMM (ν(m)|ν(m)) = h(ν(m)), (29)
and hence, it can be shown that MM-algorithm converges to the required minimizer of h(ν)
(Proposition 11, Castilla et al., 2020 [7]). The descent property (29) lends an MM-algorithm
remarkable numerical stability. Furthermore, it is not necessary to obtain a strict local
minimum of the majorization function to ensure the descent property (29), but it suffices to
downward hMM (ν|ν(m)) and hence any optimization algorithm could be used to minimize it.
In order to apply this technique to our DPD loss given in (8), as a function of β with a
fixed σ, we consider an alternative equivalent objective function
L˜n,γ,λ(β) = − log
[
1
n
n∑
i=1
exp
(
−γ
2
(
yi − xTi β
σ
)2)]
. (30)
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Note that, minimizing L˜n,γ,λ(β) with respect to β is equivalent to minimizing the DPD loss
Ln,γ,λ(β, σ), given in (8), as a function of β with fixed σ. So, we can equivalently apply the
MM-algorithm to L˜n,γ,λ(β) in (30), which can be further bounded by a quadratic function
using the following Jensen inequality.
κ(zTν) = κ
(
ziν
(m)
i
zTν(m)
νi
zTν(m)
ν
(m)
i
)
≤
∑
i
ziν
(m)
i
zTν(m)
κ
(
νi
zTν(m)
ν
(m)
i
)
,
where κ(ν) is a convex function and z, ν and ν(m) are positive vectors. For our purpose, let
us take κ(u) = − log(u), z = ( 1n , .., 1n),
νi = exp
(
−γ
2
(
yi − xTi β
σ(m)
)2)
, and ν
(m)
i = exp
−γ
2
yi − xTi β̂(m)
σ̂(m)
2 ,
so that the above-mentioned Jensen inequality yields
L˜n,γ,λ(β) = − log
[
1
n
n∑
i=1
exp
(
−γ
2
(
yi − xTi β
σ(m)
)2)]
≤
n∑
i=1
µ
(m)
i
1
2
(
yi − xTi β
σ(m)
)2
+
n∑
i=1
µ
(m)
i log
(
1
µ
(m)
i
)
,
(31)
with
µ
(m)
i =
exp
(
−γ2
(
yi−xTi β̂
(m)
σ̂(m)
)2)
∑n
l=1 exp
(
−γ2
(
yl−xTl β̂
(m)
σ̂(m)
)2) .
Therefore, it suffices to minimize the quadratic function
UMM (β|β(m), σ(m)) =
n∑
i=1
µ
(m)
i
(
yi − xTi β
σ(m)
)2
to optimize the objective function given in (30), which is indeed equivalent to minimizing
the DPD loss function in β. Furthermore, if we transfer the data (yi,xi) to their weighted
versions
y∗i =
√
µ
(m)
i
σ̂(m)
yi, x
∗
i =
√
µ
(m)
i
σ̂(m)
xi, (32)
then the function UMM (β|β(m), σ(m)) becomes just the least-square loss for y∗i and x∗i , i.e.,
UMM (β|β(m), σ(m)) =
n∑
i=1
(
y∗i − x∗Ti β
)2
.
This final function, even after considering the additional penalty term, can easily be mini-
mized by existing algorithms.
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5.2 Computation of General Adaptive LASSO with Least Squares Loss
We now discuss an algorithm for general adaptive LASSO with the least squares loss. So, we
consider the objective function
Un,γ,λ(β) =
n∑
i=1
(
yi − xTi β
)2
+ λ
p∑
j=1
ω(|β˜j |) · |βj | (33)
where ω(·) is a general weight function and β˜ is a robust initial estimator. Note that the
function Un,γ,λ depends only on β (there is no σ). Zou (2006, [40]) showed the minimiza-
tion problem, minβ Un,γ,λ(β), can be solved by the standard LASSO algorithm applied to a
weighted design matrix, which is explicitly exhibited in the following Algorithm 1.
Algorithm 1 (Computing general adaptive LASSO estimator)
1. Define ω̂j = ω(|β˜j |) and x∗j = xjω̂j , j = 1, 2, ..., p
2. Solve the LASSO problem
β̂
∗
= argminβ
n∑
i=1
(
yi − x∗Ti β
)2
+ λ
p∑
j=1
|βj | (34)
3. Output β̂ = β̂
∗
/ω̂j .
The problem in (34) is a standard one and can be solve by the existing methods like the
coordinate descent approach (Friedman et al., 2010, [13]). The selection of optimal λ can
be done through the Least Angle Regression (LARS) algorithm (Efron et al., 2004, [10]), or
using cross validation or any information criterion.
5.3 Computing the proposed AW-DPD-LASSO Estimator
We now explain the final computational algorithm for our robust generalized AW-DPD-
LASSO estimator by minimizing the objective function given in (11), with the DPD loss
function being computed for the normal error as in (8). Since a directly minimization of
Qn,γ,λ(β, σ) is computationally inefficient, as mentioned earlier, an alternatives optimization
techniques is proposed by combining the MM-algorithm and the computational algorithm for
general adaptive LASSO (as describe in Algorithm 1).
Our algorithm for computation of AW-DPD-LASSO estimator proceeds iteratively as
follows. Suppose that a current solution at step m of our iterative algorithm is given by
(β̂
(m)
, σ̂(m)). First, we fix σ̂(m) and consider the minimization problem with respect to β
only, as
minβQn,γ,λ
(
β|β(m), σ(m)
)
= minβ
Ln,γ,λ(β, σ̂(m)) + λ p∑
j=1
ω(|β˜j |) · |βj |
 . (35)
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Following the discussions in Section 5.1, the problem in (35) is equivalent to the minimization
problem
minβ Q˜n,γ,λ
(
β|β(m), σ(m)
)
= minβ
L˜n,γ,λ(σ̂(m),β) + λ p∑
j=1
ω(|β˜j |) · |βj |
 . (36)
Using Jensen’s inequality (31), Q˜n,γ,λ
(
β|β(m), σ(m)
)
can be majorized by
UMM
(
β|β(m), σ(m)
)
+ λ
p∑
j=1
ω(|β˜j |) · |βj | =
n∑
i=1
(
y∗i − x∗Ti β
)2
+ λ
p∑
j=1
ω(|β˜j |) · |βj |,
with y∗i and x
∗
i being as defined in (32). This final majorization function can easily be
minimized using Algorithm 1 of Section 5.2. Thus, MM-algorithm can be applied to optimize
Qn,γ,λ
(
β|β(m), σ(m)
)
iteratively until convergence. Once this MM algorithm converges, we
update the solution for β as
β̂
(m+1)
= argminQn,γ,λ
(
β|β(m), σ(m)
)
. (37)
It is important to note that, the robust initial estimate β˜ can also be updated at each
iteration by considering β˜ = β̂
(m)
, when the solution for β is updated as β̂
(m+1)
.
Next, we consider the objective function corresponding to the AW-DPD-LASSO as a
function of σ only (with β being fixed at the solution β(m+1)) as given by
Qn,γ,λ(σ) = Ln,γ,λ(σ, β̂
(m+1)
) + λ
p∑
j=1
ω(|β˜j |) · |β̂
(m+1)
j |. (38)
The minimizer σ̂ of Qn,γ,λ(σ) should make its first derivative zero. But,
∂Qn,γ,λ(σ)
∂σ
=
σ−γ−1
(2pi)γ/2
[
− γ
γ + 1
+ (γ + 1)
1
n
n∑
i=1
exp
−γ
2
yi − xTi β̂(m+1)
σ
2
− (γ + 1) 1
n
n∑
i=1
exp
−γ
2
yi − xTi β̂(m+1)
σ
2yi − xTi β̂(m+1)
σ
2 ].
Thus, σˆ should satisfy the estimating equation
1
n
n∑
i=1
exp
−γ
2
yi − xTi β̂(m+1)
σ
2
− 1
n
n∑
i=1
exp
−γ
2
yi − xTi β̂(m+1)
σ
2yi − xTi β̂(m+1)
σ
2 = γ
(γ + 1)3/2
. (39)
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This equation (39) has no explicit solution. However, as in Ghosh and Majumdar (2018,
[17]), the solution of (39) can be approximated as
(σ̂(m+1))2 =
[
1
n
n∑
i=1
w
(m)
i −
γ
(γ + 1)3/2
]−1
1
n
n∑
i=1
w
(m)
i
(
yi − xTi β̂
(m+1)
)2
, (40)
where
w
(m)
i = exp
−γ
2
yi − xTi β̂(m+1)
σ̂(m)
2 .
We alternatively repeat the above procedures of separately updating the parameters β and
σ until both the parameter values converges simultaneously in the same iteration, and the
final solution (after convergence) is then nothing but their AW-DPD-LASSO estimator. This
procedure is explained clearly in the following algorithm.
Algorithm 2 (General AW-DPD-LASSO estimator)
1. Set m = 0. Choose values of the hyper-parameters λ and γ, and set robust initial values
β˜ and (β̂
0
, σ̂0) using any suitable robust algorithm.
2. For each m = 0, 1, . . ., do the following:
(a) Compute β̂
(m+1)
using (37).
(b) Compute σ̂(m+1) using (40).
3. If |Qn,γ,λ(β̂(m+1), σ̂(m+1))−Qn,γ,λ(β̂(m), σ̂(m))| ≤ ε (pre-specified): Go to Step 4.
Else: Set β˜ = β̂
(m)
, m = m+ 1 and return to Step 2.
4. Output: β̂ = β̂
(m+1)
and σ̂ = σ̂(m+1) as the required AW-DPD-LASSO estimator.
The performance of Algorithm 2 depends on the choice of initial values β˜ and (β̂
0
, σ̂0),
as well as on the regularization parameter λ. We can apply any robust standard regression
method, such as RLARS, or DPD-LASSO to get the required initial values of the parameters.
Note that β˜ and β̂
0
can be chosen differently. For the selection of (best) λ, we propose to use
the high-dimensional Bayesian Information Criterion (HBIC), which has demonstrably better
performance compared to the standard BIC under non-polynomial dimensionality (Kim et
al., 2012, [25]; Wang et al., 2013, [36]; Fan and Tang, 2013). The HBIC is defined as
HBIC(λ) = log(σ̂2λ) +
log log(n) log p
n
‖β̂λ‖0. (41)
and we select the optimal λ minimizing the HBIC values over a pre-determined set (via grid
search).
6 Simulation study
We present a driven simulation study to illustrate the robustness and the efficiency of the
proposed adaptive robust methods, namely the Ad-DPD-LASSO and the AW-DPD-LASSO
with the SCAD penalty, under the LRM (1).
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6.1 Simulation Settings
The data are generated from the LRM (1) following an interesting set-up, similar to the
one considered in Zou and Li (2008, [42]). We set the sample size n = 100, the true error
standard deviation σ0 = 0.5, and choose the number of explanatory variables to be p = 500
and p = 1000. Two different scenarios are considered for the true sparse regression coefficients
β0 as follows:
• Setting A: Only three true coefficients are not null. β0 = (3, 1.5, 0, 0, 2,0p−5).
• Setting B : A more challenging scenario obtained by modifying the precedent Setting A,
where we triplicate the number of nonzero coefficients along the first 60 components.
We divide the first 60 components into continuous blocks of size 20, and assign the
coefficient values (3, 1.5, 0, 0, 2,015) to each block. Thus, the true model is here made
up of nine important covariates.
Rows of the design matrix X are drawn from the normal distribution N (0,Σ), where Σ is
a positive definite matrix of Toeplitz structure, with the (i, j)-th element being 0.5|i−j|. To
study the robustness of the method, we additionally modify these (pure) data by two type of
contamination as follows:
• Y -outliers : We add random observations, drawn independently from a normal distri-
bution with mean 20 and standard deviation 1, to the response variable for a random
10% of each sample.
• X-outliers : We add random observations, drawn independently from a normal distri-
bution with mean 20 and standard deviation 1, to the covariate value in 10 columns of
X for a random 10% of each sample.
We repeat the simulations over R = 100 replications to compute different performance mea-
sures. In particular, we evaluate the variable selection performances through Model Size
(MS), True Positive proportion (TP) and True Negative proportion, which are defined as
MS(β̂) = |supp(β̂)|, TP(β̂) = |supp(β̂) ∩ supp(β0)||supp(β0)|
, TN(β̂) =
|suppc(β̂) ∩ suppc(β0)|
|suppc(β0)|
.
Additionally, in order to asses the estimation accuracy, we compute the mean square error
for the true non-zero coefficients (MSES) and zero coefficients (MSEN) of β̂ separately, as
well as the absolute Estimation Error (EE) of σ̂:
MSES(β̂) =
1
s
‖ β̂S − β0S ‖2, MSEN(β̂) =
1
p− s ‖ β̂N ||
2, EE(σ̂) = |σ̂ − σ0|.
Finally, we also examine the prediction accuracy on an unused test sample of size n = 100,
generated from the same model distributions as that of the train sample. For this purpose,
we use the Absolute Prediction Bias (APrB) defined as
APrB(β̂) =‖ ytest − Xtestβ̂ ‖1 .
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6.2 Competing methods
We compare our adaptive robust methods with the robust least angle regression (RLARS;
Khan et al. (2007, [24])), sparse least trimmed squares (sLTS; Alfons et al.(2013, [1])), random
sample consensus (RANSAC), and the LAD-LASSO (Wang et al. (2007, [36])) estimators.
Additionally, our Ad-DPD-LASSO and AW-DPD-LASSO methods (with SCAD penalty) are
also compared with the related DPD based methods, namely the DPD-LASSO and the DPD-
ncv with SCAD penalty, for the same values of tuning parameters (γ = 0.1, 0.3, 0.5, 0.7, 1).
Moreover, for comparing our methods in terms of efficiency loss, we use three standard non-
robust methods, namely the ones based on the least squared loss along with the LASSO,
SCAD and MCP penalties, which we will refer to as the LS-LASSO, LS-SCAD and LS-MCP,
respectively. The standard adaptive LASSO (Ad-LS-LASSO) is also considered, with the
initial parameters being obtained via LS-LASSO.
For the DPD-LASSO and DPD-ncv methods, the starting points are taken as the RLARS
estimates because of time and computational efficiency. We use 5-fold cross-validation for the
selection of the regularized parameter λ in all the above competing methods except LAD-
LASSO, DPD-LASSO and DPD-ncv. We use BIC criterion to choose the optimum λ in
LAD-LASSO, whereas the HBIC is used for DPD-LASSO and DPD-ncv.
6.3 Results
For brevity, we present the simulation results (performance measures) for the most challenging
case of Setting B with p = 1000, in Tables 1-3, respectively, for pure data and two types of
contaminated data. The results for the remaining cases are provided in Appendix B. All these
results clearly indicate the significant gain obtained using the DPD-loss function instead of
the classic least-squared loss. Moreover, all other robust methods considered, namely LAD-
LASSO, RLARS, sLTS and RANSAC, perform worse than the DPD based methods, both in
terms of the variable selection and the parameter estimation. It is to note that all methods
register greater errors on the second scenario, namely Setting B, where the true model size is
greater. Finally, as expected, adaptive methods improve the estimation accuracy with least
squares loss in absence of contamination and with the DPD-loss in the absence and also the
presence of data contamination.
There exist significant differences between the four DPD based methods considered. The
DPD-ncv (with SCAD penalty) performs the best in terms of variable selection in all the
simulation settings, and register lower mean square error for the true non-zero coefficient
(MSES) than the Ad-DPD-LASSO and the AW-DPD-LASSO estimators; but DPD-ncv pro-
vides a higher mean square error for the zero coefficients (MSEN) as well as greater errors
for the estimation of the error variance. The DPD-LASSO performs worse in both MSES
and MSEN measures compared to the rest of the DPD based methods. Note that DPD loss
with the parameter value γ = 0.1 is the comparatively less robust, and hence produce greater
MSES and MSEN in the presence of data contamination (close to the LS based results). For
larger values of γ ≥ 0.3, however, the DPD-based methods provide extremely robust inference
against contamination in both the response and the covariates. They often provide the best
proportion (100%) of true positive coefficients than non-robust in presence of contamination,
specially when the contamination is in the covariates. In addition, one of the most significant
improvement obtained by the Ad-DPD-LASSO and the AW-DPD-LASSO estimators, com-
pared to the rest of the estimating methods, is in the accuracy of estimating σ. With respect
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to the optimal γ value, note that a value hover around γ ∈ [0.3, 0.5] produce, in general, the
best performance across the set-ups.
Table 1: Performance measures obtained by different methods for p = 1000, Setting B and
no outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 21.27 1.00 0.99 2.52 1.52 34.91 6.31
Ad-LS-LASSO 9.00 1.00 1.00 1.49 0.00 31.30 5.16
LS-SCAD 9.03 1.00 1.00 0.36 0.00 19.62 4.23
LS-MCP 9.04 1.00 1.00 0.36 0.00 19.60 4.22
LAD-LASSO 16.70 1.00 0.99 7.55 2.63 53.97 9.17
RLARS 12.70 1.00 1.00 0.48 2.82 7.65 4.49
sLTS 61.80 0.79 0.94 219.62 300.30 6.79 46.08
RANSAC 15.10 0.52 0.99 238.20 394.16 143.68 49.35
DPD-LASSO γ = 0.1 10.37 1.00 1.00 4.59 114.54 58.75 11.10
DPD-LASSO γ = 0.3 8.73 0.90 1.00 27.95 701.22 211.92 25.86
DPD-LASSO γ = 0.5 13.13 0.99 1.00 3.13 95.99 35.29 10.61
DPD-LASSO γ = 0.7 22.12 0.73 0.98 70.05 1201.08 25.81 29.53
DPD-LASSO γ = 1 14.40 0.69 0.99 73.96 1500.41 163.41 37.38
DPD-ncv γ = 0.1 9.00 1.00 1.00 0.14 2.64 5.58 4.20
DPD-ncv γ = 0.3 9.00 1.00 1.00 0.17 3.08 10.28 4.21
DPD-ncv γ = 0.5 9.00 1.00 1.00 0.19 3.36 13.86 4.23
DPD-ncv γ = 0.7 9.00 1.00 1.00 0.23 3.82 16.63 4.25
DPD-ncv γ = 1 9.01 1.00 1.00 0.26 4.12 19.82 4.31
Ad-DPD-LASSO γ = 0.1 11.34 1.00 1.00 0.49 2.79 6.18 4.24
Ad-DPD-LASSO γ = 0.3 9.10 1.00 1.00 0.64 0.04 3.04 4.33
Ad-DPD-LASSO γ = 0.5 9.58 1.00 1.00 0.66 0.45 4.65 4.39
Ad-DPD-LASSO γ = 0.7 9.16 1.00 1.00 0.79 0.11 5.29 4.31
Ad-DPD-LASSO γ = 1 9.18 1.00 1.00 1.06 0.38 8.68 4.36
AW-DPD-LASSO γ = 0.1 10.68 1.00 1.00 0.34 0.28 3.92 3.78
AW-DPD-LASSO γ = 0.3 9.62 1.00 1.00 0.36 0.00 3.93 3.92
AW-DPD-LASSO γ = 0.5 10.70 1.00 1.00 0.43 0.30 5.46 4.00
AW-DPD-LASSO γ = 0.7 9.82 1.00 1.00 0.50 0.20 6.68 4.04
AW-DPD-LASSO γ = 1 9.60 1.00 1.00 0.66 0.09 9.56 3.99
Additionally, it is also evident from the simulation results that the AW-DPD-LASSO
estimator (with SCAD penalty) performs very competitively with the DPD-ncv method (with
SCAD penalty) in terms of both variables selection and even better than the DPD-ncv in
terms of estimating σ and prediction performance. Since the computational time for AW-
DPD-LASSO is much lower than the DPD-ncv, it clearly can serve as a fast yet excellent
alternative to the DPD-ncv method in ultra-high dimensional set-ups.
Further comparisons of the proposed Ad-DPD-LASSO and AW-DPD-LASSO (with SCAD
penalty) estimators in terms of their prediction performance are provided in Appendix C. For
both of them, the prediction errors are seen to decrease as the number of covariates increase
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or the values of tuning parameter γ increases. The AW-DPD-LASSO performs slightly better
than the Ad-DPD-LASSO at larger values of γ, whereas the opposite is observed at smaller
values of γ.
Table 2: Performance measures obtained by different methods for p = 1000, Setting B and
Y -outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 7.85 0.46 1.00 332.57 56.63 923.77 53.67
Ad-LS-LASSO 5.24 0.42 1.00 282.04 196.13 728.11 46.04
LS-SCAD 26.32 0.63 0.98 253.30 396.77 526.46 44.85
LS-MCP 11.40 0.52 0.99 256.43 316.72 584.97 44.96
LAD-LASSO 25.93 0.85 0.98 144.66 226.31 315.34 36.80
RLARS 20.25 0.79 0.99 90.67 320.57 144.45 26.38
sLTS 51.28 0.93 0.96 83.66 131.04 7.52 22.84
RANSAC 13.00 0.37 0.99 319.90 646.28 296.99 56.92
DPD-LASSO γ = 0.1 8.50 0.74 1.00 65.91 1475.56 348.96 38.15
DPD-LASSO γ = 0.3 6.94 0.62 1.00 80.41 1681.17 381.90 39.62
DPD-LASSO γ = 0.5 12.22 0.88 1.00 27.28 618.61 130.50 20.97
DPD-LASSO γ = 0.7 23.58 0.61 0.98 92.40 1643.77 30.59 36.54
DPD-LASSO γ = 1 14.03 0.53 0.99 105.81 2131.45 215.98 47.96
DPD-ncv γ = 0.1 9.10 0.91 1.00 23.00 425.28 127.54 16.34
DPD-ncv γ = 0.3 9.34 0.98 1.00 4.78 118.05 19.60 6.88
DPD-ncv γ = 0.5 9.12 0.98 1.00 4.65 110.96 13.06 6.67
DPD-ncv γ = 0.7 9.21 0.98 1.00 4.47 101.86 10.88 6.64
DPD-ncv γ = 1 9.22 0.99 1.00 4.49 100.00 10.20 6.62
Ad-DPD-LASSO γ = 0.1 18.71 0.81 0.99 81.49 835.39 130.08 22.43
Ad-DPD-LASSO γ = 0.3 10.92 0.99 1.00 6.21 27.67 10.02 6.14
Ad-DPD-LASSO γ = 0.5 9.98 0.99 1.00 5.81 24.30 5.94 5.50
Ad-DPD-LASSO γ = 0.7 9.48 0.99 1.00 3.87 11.31 7.30 5.11
Ad-DPD-LASSO γ = 1 9.96 0.97 1.00 15.38 48.27 8.59 6.66
AW-DPD-LASSO γ = 0.1 12.98 0.80 0.99 92.47 567.77 169.98 23.06
AW-DPD-LASSO γ = 0.3 10.84 0.99 1.00 6.36 31.77 9.71 5.91
AW-DPD-LASSO γ = 0.5 12.72 0.99 1.00 3.84 15.54 7.87 4.91
AW-DPD-LASSO γ = 0.7 10.80 0.99 1.00 3.69 13.75 8.37 5.14
AW-DPD-LASSO γ = 1 11.51 0.96 1.00 17.81 57.74 8.38 8.38
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Table 3: Performance measures obtained by different methods for p = 1000, Setting B and
X-outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 7.85 0.46 1.00 332.57 56.63 923.77 53.67
Ad-LS-LASSO 9.00 1.00 1.00 1.52 0.00 31.56 4.85
LS-SCAD 26.32 0.63 0.98 253.30 396.77 526.46 44.85
LS-MCP 11.40 0.52 0.99 256.43 316.72 584.97 44.96
LAD-LASSO 25.93 0.85 0.98 144.66 226.31 315.34 36.80
RLARS 20.25 0.79 0.99 90.67 320.57 144.45 26.38
sLTS 51.28 0.93 0.96 83.66 131.04 7.52 22.84
RANSAC 12.23 0.36 0.99 335.92 696.48 322.69 51.78
DPD-LASSO γ = 0.1 10.33 1.00 1.00 4.58 114.30 58.74 10.80
DPD-LASSO γ = 0.3 8.71 0.90 1.00 27.94 700.75 211.92 26.32
DPD-LASSO γ = 0.5 13.08 0.99 1.00 3.14 96.10 35.47 9.83
DPD-LASSO γ = 0.7 21.04 0.79 0.99 56.38 945.35 31.38 24.17
DPD-LASSO γ = 1 14.30 0.69 0.99 73.45 1515.09 164.59 37.40
DPD-ncv γ = 0.1 9.00 1.00 1.00 0.14 2.64 5.58 3.88
DPD-ncv γ = 0.3 9.00 1.00 1.00 0.17 3.09 10.29 3.89
DPD-ncv γ = 0.5 9.00 1.00 1.00 0.19 3.38 13.85 3.94
DPD-ncv γ = 0.7 9.00 1.00 1.00 0.23 3.81 16.61 3.99
DPD-ncv γ = 1 9.01 1.00 1.00 0.28 4.14 19.80 4.10
Ad-DPD-LASSO γ = 0.1 11.20 1.00 1.00 0.50 2.62 5.91 4.20
Ad-DPD-LASSO γ = 0.3 9.10 1.00 1.00 0.64 0.04 3.04 4.15
Ad-DPD-LASSO γ = 0.5 9.58 1.00 1.00 0.66 0.45 4.65 4.13
Ad-DPD-LASSO γ = 0.7 9.16 1.00 1.00 0.79 0.11 5.30 4.17
Ad-DPD-LASSO γ = 1 9.18 1.00 1.00 1.06 0.39 8.68 4.02
AW-DPD-LASSO γ = 0.1 10.68 1.00 1.00 0.34 0.28 3.92 3.58
AW-DPD-LASSO γ = 0.3 9.42 1.00 1.00 0.36 0.00 3.88 3.76
AW-DPD-LASSO γ = 0.5 10.70 1.00 1.00 0.43 0.30 5.46 3.80
AW-DPD-LASSO γ = 0.7 9.80 1.00 1.00 0.50 0.20 6.67 3.94
AW-DPD-LASSO γ = 1 9.58 1.00 1.00 0.67 0.09 9.56 4.02
7 Real data analysis
Robust high-dimensional regression is highly important in the field of chemometrics, where
hundreds or even thousands of spectra need to be analyzed. We now apply our proposed
method to a real data set corresponding to the electron-probe X-ray microanalysis (EPXMA)
of archaeological glass vessels from the 16th and 17th centuries, where each of n = 180 glass
vessels is represented by a spectrum on 1920 frequencies. For each vessel the contents of
thirteen chemical compounds are registered. These data was first introduced in Janssens et
al. (1998), where the archaeological glass vessels were investigated through chemical analysis.
However, it was realized that some spectra in the data set had been measured with a different
detector efficiency, which in the statistical sense, leads to bad leverage points (outliers in the
covariates space). Besides leverage points, there are also four different material compositions
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of the glass vessels, further increasing the inhomogeneity of the spectral data. Later, these
data have been used to identify multivariate outliers by Filzmoser et al. (2008, [14]) and
subsequently studied in Serneels et al.(2005, [33]), Maronna (2011, [30]) and Smucler and
Yohai (2017, [34]) to illustrate different high-dimensional robust regression methods. We also
study these data taking the thirteen compound (PbO) as response variable and fit a linear
model with the frequencies as covariates.
Since the frequencies below 15 and above 500 have mostly the values of zero, we keep
frequencies 15 to 500 in our modelling, so that we have p = 486 covariates. We estimate the
coefficients of the regression model fitted using the LS-LASSO, Ad-LS-LASSO, LS-SCAD,
RLARS and the four DPD based methods, namely the DPD-LASSO, Ad-DPD-LASSO, AW-
DPD-LASSO and DPD-ncv. In order to study the performance of the different methods,
Maronna (2011 [30]) used 10% trimmed root mean square error, RMSE(0.9), which is a more
robust criterion than the usual RMSE. Using this measure prevents the outliers from inflating
the RMSE. In order to compare the precedent estimating methods, we report the model size
(MS), RMSE(0.9), and the minimum and maximum error (MAX and MIN) in Table 4. The
results clearly illustrate that the robust DPD-based methods register greater maximum error
Table 4: Error measures for X-ray microanalysis (EPXMA) with the different methods.
MS RMSE(0.9) MAX MIN
(×102) (×102)
LS-LASSO 23.00 0.86 0.74 20.42
Ad-LS-LASSO 5.00 1.96 0.59 0.03
LS-SCAD 12.00 1.47 0.44 0.23
RLARS 3.00 0.75 5.16 2.96
DPD-LASSO γ = 0.1 41.00 0.51 1.01 0.42
DPD-LASSO γ = 0.3 48.00 0.45 1.08 3.22
DPD-LASSO γ = 0.5 44.00 0.43 1.12 5.37
DPD-LASSO γ = 0.7 38.00 0.54 1.33 1.15
DPD-LASSO γ = 1 22.00 0.80 1.60 1.22
Ad-DPD-LASSO γ = 0.1 25.00 0.44 0.82 8.98
Ad-DPD-LASSO γ = 0.3 22.00 0.33 4.01 0.13
Ad-DPD-LASSO γ = 0.5 14.00 0.80 6.15 1.64
Ad-DPD-LASSO γ = 0.7 12.00 0.86 6.10 2.11
Ad-DPD-LASSO γ = 1 56.00 0.84 5.57 0.04
AW-DPD-LASSO γ = 0.1 6.00 1.16 1.27 15.13
AW-DPD-LASSO γ = 0.3 14.00 0.65 5.17 5.33
AW-DPD-LASSO γ = 0.5 13.00 0.85 6.19 0.42
AW-DPD-LASSO γ = 0.7 16.00 0.90 6.18 0.39
AW-DPD-LASSO γ = 1 11.00 0.89 6.22 3.68
DPD-ncv γ = 0.1 11.00 0.71 4.34 9.85
DPD-ncv γ = 0.3 12.00 0.71 4.74 0.09
DPD-ncv γ = 0.5 14.00 0.64 5.11 6.81
DPD-ncv γ = 0.7 13.00 0.65 5.21 1.86
DPD-ncv γ = 1 13.00 0.67 5.32 8.38
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(MAX) than non-robust ones, because the outliers lead to larger residuals in a robust fit. In
terms of RMSE(0.9), we can further see that the robust methods show a better performance.
In order to asses the prediction performance of different methods on these data, Smucler
and Yohai (2017, [34]) proposed using the τ -scale of the residuals, calculated as in Maronna
and Zamar (2002, [31]). To define this τ -scale for a univariate sample x = (x1, ..xn), we
consider the function
Wc(x) =
(
1−
(x
c
)2)2
I(|x| ≤ c), and put wi = Wc1
(
xi −med(x)
σ0
)
, i = 1, . . . , n,
where σ0 is the median absolute deviation of the sample x. Then, the τ−scale statistic for
x is defined as σ(x) =
σ20
n
∑n
i ρc2
(
xi−µ(x)
σ0
)
, where ρc(x) = min(x
2, c2) and µ(x) =
∑
xiwi∑
wi
is a weighted mean. To combine robustness and efficiency, Maronna and Zamar (2002, [31])
suggested to take c1 = 4.5 and c2 = 3, which yield approximately 80% efficient univariate
location and scale estimation for normal data. In our case, we randomly split the data
into a train set (n = 120) used to fit the model and a test set (n = 60) used to calculate
prediction residuals and their τ -scale statistics. We apply the same schema for all the methods
considered, namely the LS-LASSO, Ad-LS-LASSO, LS-SCAD, RLARS, DPD-LASSO, Ad-
Figure 1: Box-plots of the τ−scale of the prediction residuals, obtained by different methods,
for the EPXMA data
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DPD-LASSO, AW-DPD-LASSO and DPD-ncv, and repeat the process R = 100 times. The
box-plots of the τ -scale statistics of the prediction residuals, obtained by different methods,
across the 100 replications are presented in Figure 7; the median value of the τ -scales are
reported in Table B of Appendix B. It is again clear that DPD based methods register lower
error than the least-squared error. Note that the τ−scale measure is generally lower when
γ increases, evidencing the increment of the robustness with γ. Moreover, the performance
of AW-DPD-LASSO (with SCAD penalty) is sufficient close to that of the corresponding
DPD-ncv estimator which again justifies the usefulness of our proposed general adaptive
DPD-LASSO estimators as a fast alternative to the DPD-ncv approach.
8 Conclusions
In this paper we have presented a new robust adaptive LASSO methods based on the DPD-
loss function for the LRM under ultra-high dimension. This selection of the loss grants high
robustness against outliers in the data, while the use of adaptive LASSO penalty ensures
the oracle property, so that it performs as well as if the true underlying model were given
in advance. Further, the computation of the proposed AW-DPD-LASSO estimator can be
solved by using the same efficient algorithms as the DPD-LASSO method, just with properly
transforming the data. Through an extensive simulation study, it has been shown that
the use of AW-DPD-LASSO method improves the accuracy of the parameters estimation
(both regression coefficient and error variance) compared to several other existing robust and
non-robust methods. This advantage is accentuated in the estimation of the error standard
deviation σ.
The simplicity and usefulness of the adaptive DPD framework encourages for its extension
to other parametric regression models. In particular, in future works, our interest will be to
consider the general adaptively weighted DPD-LASSO approach for the binary and multiple
logistic regression models, as well as for Poisson regression model, under the ultra-high di-
mensional set-up. Their further extension to the class of ultra-high dimensional generalized
linear models will also be a complete and important future work.
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A Proof of the theorems
A.1 Proof of Theorem 6
Consider the set-up and notations of Section 4 and define, for given M > 0, the set
B0(M) = {β ∈ Rp : ||β − β0||2 ≤M,Supp(β) ⊆ Supp(β0) = S0} ,
and the function
Zn(M) = sup
β∈B0(M)
∣∣∣∣ (Ln,γ(β)− Ln,γ(β0))− E (Ln,γ(β)− Ln,γ(β0)) ∣∣∣∣ (42)
Put L = (1 + γ)Lγ/γ. Then, we start by proving the following lemma which provides us the
convergence rate for Zn(M) to be used in the proof of the main theorem.
Lemma 12 Under Assumptions (A1)–(A2), we have the following result for any t > 0.
P
(
Zn(M) ≥ 4ML
√
s/n+ t
)
≤ e−
nc0t
2
8M2L2 . (43)
Proof. Let W1, . . . ,Wn be a Rademacher sequence, independent of our model components.
Then, an application of the symmetrization theorem (Theorem 14.3, Buhlmann and van de
Geer (2011, [6])) yield
E[Zn(M)] ≤ 2E
[
sup
β∈B0(M)
∣∣∣∣∣ 1n
n∑
i=1
Wi
(
ργ(x
T
i β, yi)− ργ(xTi β0, yi)
)∣∣∣∣∣
]
≤ 2
n
E
[
sup
β∈B0(M)
n∑
i=1
|Wi|
∣∣ργ(xTi β, yi)− ργ(xTi β0, yi)∣∣
]
(44)
But, by Assumption (A1), the function ργ(·, yi) is Lipschitz for each i = 1, . . . , n, with the
common Lipschitz constant L independent of i. Hence, we have∣∣ργ(xTi β, yi)− ργ(xTi β0, yi)∣∣ ≤ L ∣∣xTi β − xTi β0∣∣ , (45)
and we further get
E[Zn(M)] ≤ 2L
n
E
[
sup
β∈B0(M)
n∑
i=1
∣∣xTi β − xTi β0∣∣
]
=
2L
n
E
 sup
β∈B0(M)
s∑
j=1
n∑
i=1
|xij | |βj − βj0|

≤ 2L
n
sup
β∈B0(M)
||β − β0||E
 s∑
j=1
∣∣∣∣∣
n∑
i=1
|xij |
∣∣∣∣∣
2
1/2
[By Cauchy-Schwarz inequality]
≤ 2ML
n
 s∑
j=1
E
∣∣∣∣∣
n∑
i=1
|xij |
∣∣∣∣∣
2
1/2 [By the Jensen’s inequality]
=
2ML
n
√
sn = 2ML
√
s/n. (46)
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Now, let us define Zi,γ =
√
c0
LM
[
ργ(x
T
i β, yi)− ργ(xTi β0, yi)
]
. Then, using (45) and Assumption
(A2), we have, for any β = (βT1 ,0
T )T ∈ B0(M),
1
n
n∑
i=1
Z2i,γ ≤
1
n
c0
L2M2
L2
n∑
i=1
[
xTi (β − β0)
]2
=
c0
M2
1
n
(β1 − β10)T [XT1X1](β1 − β10)
≤ c0
M2
1
c0
||β1 − β10||22 ≤ 1. (47)
But, Zn(M) =
LM√
c0
sup
β∈B0(M)
∣∣∣∣ 1n∑ni=1 (Zi,γ − E(Zi,γ)) ∣∣∣∣. Therefore, using the above result,
along the Lipschitz property of ργ to apply Massart’s concentration theorem (Massart, 2000),
we get
P
(√
c0
LM
Zn(M) ≥
√
c0
LM
E[Zn(M)] +
√
c0
LM
t
)
≤ e−
nc0t
2
8M2L2 .
Combining it with (46), we finally get the desired lemma as follows.
P
(
Zn(M) ≥ 2ML
√
s/n+ t
)
≤ P (Zn(M) ≥ E[Zn(M)] + t) ≤ e−
nc0t
2
8M2L2 . (48)
Proof of the theorem.
Consider the set B0(M) as defined above with M = o(κ−1n s−1/2). Then, a Taylor series
expansion of Ln,γ(β) at any β = (β
T
1 ,0
T )T ∈ B0(M) around β0, along with Assumption
(A4), yields
E [Ln,γ(β)− Ln,γ(β0)] =
1
2n
(β1 − β10)TE[XT1H(2)γ (β0)X1](β1 − β10) + o(1), (49)
since the first order derivative of E[Ln,γ(β)] is zero at β = β0. Now, by Assumptions (A2)
and (A3), we have
1
n
(β1 − β10)TE[XT1H(β0)X1](β1 − β10) ≥ c0c1||β1 − β10||22,
for sufficiently large n, which implies
E [Ln,γ(β)− Ln,γ(β0)] ≥
1
2
c0c1||β1 − β10||22. (50)
Next, we will proceed as in the proof of Theorem 1 of Fan et al. (2014,[12]) to prove
the first part of our theorem; the second part follows from there is a straightforward manner
and hence omitted for brevity. Note that, the oracle parameter value β̂
o
may not belongs
to βo(M) and hence may not satisfy (50). So, we define β˜1 = uβ̂
o
1 + (1 − u)β10 with u =
M/(M + ||β̂o1 − β10||2) so that β˜ = (β˜
T
1 ,0
T )T ∈ B0(M) and satisfies (50). But, by convexity
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of our objective function Qn,γ,λ(β), it can be easily shown that Qn,γ,λ(β˜) ≤ Qn,γ,λ(β0) and
hence
E
[
Ln,γ(β˜)− Ln,γ(β0)
]
≤ Zn(M) + λn
s∑
j=1
wj
∣∣∣β˜j − βj0∣∣∣
≤ Zn(M) + λn||w0||2||β˜1 − β01||2 ≤ Zn(M) + λn||w0||2M,
where the second last inequality holds by Cauchy-Schwarz inequality. Therefore, on the event
En =
{
Zn(M) ≤ 2MLn−1/2
√
s log n
}
, we get
E
[
Ln,γ(β˜)− Ln,γ(β0)
]
≤ 2MLn−1/2
√
s log n+ λn||w0||2M, (51)
Now, take L = (1 + γ)Lγ/γ so that, by applying Lemma 12 with t = ML
√
s(log n)/n,
we get for large enough n (satisfying log n ≥ 4)
P (Ecn) = P
(
Zn(M) > 2MLn
−1/2√s log n)
≤ P
(
Zn(M) > 2ML
√
s/n+ t
)
≤ exp(−c0s(log n)/8).
The first inequality follows because 2ML
√
s/n+ t < 2MLn−1/2
√
s log n. Hence,
P (En) ≥ 1− exp(−c0s(log n)/8) = 1− n−c0s/8.
Note that, we can assume L > 1 without any loss of generality.
Also, take M = L−1
[
2
√
s/n+ λn||w0||2
]
so that it satisfies M = o(κ−1n s−1/2) by Assumption
(A2) and the fact that λn||w0||2
√
sκn → 0. Therefore, combining (50) for β1 = β˜1 and (51),
on the event En, we get that
1
2
c0c1||β˜1 − β10||22 ≤
(
2n−1/2
√
s log n+ λn||w0||2
)
ML
≤
(
2n−1/2
√
s log n+ λn||w0||2
)(
2
√
s/n+ λn||w0||2
)
,
and hence
||β˜1 − β10||2 ≤ O
(√
s(log n)/n+ λn||w0||2
)
, (52)
But ||β˜1 − β10||2 ≤M/2, and hence
M ||β̂o1 − β10||2
M + ||β̂o1 − β10||2
≤ M
2
, or ||β̂o1 − β10||2 ≤M = O
(
2
√
s/n+ λn||w0||2
)
.
Then, it follows that
||β̂o1 − β10||2 ≤ O
(√
s(log n)/n+ λn||w0||2
)
,
on the event En having probability at least 1− n−cs with c = c0/8. This completes the proof
of the first part of the theorem.
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A.2 Proof of Theorem 7
Consider the set-up and notations of Section 4 and Appendix A.1. Note that, by Assumption
(A1), the function |ψ1,γ | is bounded and let us denote its upper bound by Rγ . For any given
r > 0, define a ball in Rs around β0 as
N (r) = {β = (βT1 ,βT2 )T ∈ Rp : β2 = 0p−s, ||β1 − β10||2 ≤ r} ,
and the functional space Γj(r) = {hj,β : β ∈ N (r)}, where
hj,β(xi, yi) = xij(1+γ)
[
ψ1,γ(yi − xTi β)− ψ1,γ(yi − xTi β0)− E
(
ψ1,γ(yi − xTi β)− ψ1,γ(yi − xTi β0)
)]
,
for i = 1, . . . , n and j = 1, . . . , p. We again start with an useful Lemma and subsequently
prove the main theorem using it.
Lemma 13 Consider the ball N = N (C1δn) for some sequence δn → 0 satisfying κnδ2n =
o(λn) and assume that, for j = s+1, . . . , p, the functional space Γj = Γj(δn) has the covering
number N(·,Γj , || · ||2) satisfying
log(1 +N(2−kRγ ,Γj , || · ||2)) ≤ Aj,n22k, 0 ≤ k ≤ (log2 n)/2,
for some constant Aj,n > 0 satisfying Aj,n log2 n = o(
√
nλn). Further, if Assumptions (A1)–
(A4) hold with λn > 2
√
(c+ 1) log p/n and min(|w1|) > c3 for some constant c, c3 > 0, and
λn
√
n/ log p→∞, then there exists some constant c > 0 such that
P
(
sup
β∈N
∣∣∣∣∣∣n−1XT2H(1)γ (β1)∣∣∣∣∣∣∞ ≥ λn min(|w1|)
)
≤ o(p−c). (53)
Proof. We follow the line of argument used in the proof of Lemma 2 of Fan et al. (2014,[12])
and consider the decomposition
sup
β∈N
∣∣∣∣∣∣n−1XT2H(1)γ (β1)∣∣∣∣∣∣∞ ≤ I1 + I2 + I3,
where
I1 = sup
β∈N
∣∣∣∣∣∣∣∣ 1nXT2 E (H(1)γ (β1)−H(1)γ (β10))
∣∣∣∣∣∣∣∣
∞
,
I2 =
1
n
∣∣∣∣∣∣XT2H(1)γ (β10)∣∣∣∣∣∣∞ ,
I3 = max
j>s
sup
β∈N
∣∣∣∣∣n−1
n∑
i=1
hj,β(xi, yi)
∣∣∣∣∣ .
We first consider I1. Then, a Taylor series expansion of H
(1)
γ (β1) at any β = (β
T
1 ,0
T )T ∈
N around β10, along with Assumption (A3), yields
E
[
H(1)γ (β1)−H(1)γ (β10)
]
= E[H(2)γ (β10)]X1(β1 − β10) +O(δ2n),
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for sufficiently large n. Therefore,
I1 ≤ sup
β∈N
∣∣∣∣∣∣∣∣ 1nXT2 E[H(2)γ (β10)]X1(β1 − β10)
∣∣∣∣∣∣∣∣
∞
+O(κnδ
2
n)
≤ sup
β∈N
∣∣∣∣∣∣∣∣ 1nXT2 E[H(2)γ (β10)]X1
∣∣∣∣∣∣∣∣
2,∞
||β1 − β10||2 +O(κnδ2n)
≤ λn min(|w1|)
2C1δn
C1δn +O(κnδ
2
n),
where the last inequality follows from Assumption (A5) and the definition of N . Hence, for
sufficiently large n, we have
I1 ≤ λn min(|w1|)
2
+ o(λn). (54)
Next, we consider I2 and use the condition λn > 2
√
(c+ 1) log p/n. An application of
Hoeffding’s inequality then implies that
P
(∣∣∣∣∣∣XT2H(1)γ (β10)∣∣∣∣∣∣∞ ≥ nλn) ≤ ∑
j=s+1
2 exp
(
− n
2λ2n
R2γ
∑n
i=1 x
2
ij
)
= 2 exp
(
log(p− s)− nλ
2
n
R2γ
)
≤ O(p−c).
Therefore, with probability at least 1−O(p−c), we have
I2 = n
−1
∣∣∣∣∣∣XT2H(1)γ (β10)∣∣∣∣∣∣∞ ≤ λn. (55)
Finally, considering I3, we recall that |ψ1,γ | is bounded and the columns of X are stan-
dardized to have `1 norm
√
n so that their `2 norm is bounded by
√
n. Thus, we get∑n
i=1 h
2
j,β(xi, yi) ≤ nR2γ and hence ||hj,β||2 ≤
√
nRγ . Additionally, in view of the assumption
on the covering number of the spaces Γj , we can apply Corollary 14.4 of Buhlmann and van
de Geer (2011, [6]) to get, for each j > s and any t > 0,
P
(
sup
β∈N
∣∣∣∣∣n−1
n∑
i=1
hj,β(xi, yi)
∣∣∣∣∣ ≥ 4Rγ√n (3√Aj,n log2 n+ 4 + 4t)
)
≤ 4 exp (−nt2/8) .
Taking t =
√
C(log p)/n with some large enough C > 0, as p→∞, we deduce
P
(
max
j>s
sup
β∈N
∣∣∣∣∣n−1
n∑
i=1
hj,β(xi, yi)
∣∣∣∣∣ ≥ 12Rγ√n √Aj,n log2 n
)
≤ 4(p− s) exp (−C(log p)/8)
= 4(p− s)p−C/8 → 0.
Since
√
Aj,n log2 n = o(
√
nλn), we finally get that, with probability at least 1− o(p−c),
I3 = max
j>s
sup
β∈N
∣∣∣∣∣n−1
n∑
i=1
hj,β(xi, yi)
∣∣∣∣∣ = oP (λn). (56)
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Now the lemma follows by combining (54), (55) and (56).
Proof of the theorem.
The proof follows exactly in the same manner as in the proof of Theorem 2 of Fan et al.
(2014, [12]) using Theorem 6 and Lemma 13.
Remark 14 Our proof of Theorem 7 is based on Lemma 13 which, in turn, depends on
an additional assumption about the covering number of spaces Γj. This assumption is a bit
restrictive; Fan et al. (2014, [12]) proved that this holds for quantile regression loss by proper
choices of the convergence rates of the sequences involved (δn, λn, κn). Although we do not
have a proof available right now, we conjecture that it would be possible to prove Lemma 13
and hence Theorem 7 for our DPD loss function avoiding this assumption appropriately.
A.3 Proof of Theorem 8
Consider the set-up and notation of Section 4 and Appendix A.2. Let us put ηi0 = x
T
1iβ10
for i = 1, . . . , n and θ = V −1n (β1 − β10) so that β1 = β10 + V nθ. Also define
Rn,i(θ) = ργ(ηi0 +Z
T
n,iθ, yi)− ργ(ηi0, yi) + (1 + γ)ψ1,γ(yi − ηi0)ZTn,iθ,
for each i and Rn(θ) =
∑n
i=1Rn,i(θ). Consider θ over the convex open set B0(n) =
{θ ∈ Rs : ||θ||2 < c∗
√
s} for some constant c∗ > 0 independent of s. The following lemma
gives the convergence rate of rn(θ) = Rn(θ)− E[Rn(θ)], which will subsequently be used to
prove the main theorem.
Lemma 15 Under the assumptions of Theorem 8, we have, for any  > 0 and θ ∈ B0(n),
P (|rn(θ)| ≥ )) ≤ exp
(−Cbns2(log s)) ,
where bn is some diverging sequence such that bns
7/2(log s) maxi ||Zn,i||2 → 0 and C > 0 is
some constant.
Proof. Note that Rn,i(θ)’s are independent. So, for any , t > 0, we get by Markov inequality
that
P (rn(θ) ≥ ) = P
(
etrn(θ) ≥ et
)
≤ e−tE
[
et
∑n
i=1(Rn,i(θ)−E[Rn,i(θ)])
]
= e−t−t
∑n
i=1 E[Rn,i(θ)]
n∏
i=1
E
[
etRn,i(θ)
]
. (57)
Let us first consider the term E[Rn,i(θ)] and use a Taylor series to obtain
E[Rn,i(θ)] =
1
2
(1 + γ)E[J11,γ(yi − ηi0)](ZTn,iθ)2 +O((ZTn,iθ)3),
for i = 1, . . . , n, with O(·) being uniform over i. Then, we get
t
n∑
i=1
E[Rn,i(θ)] =
t
2
θT (ZTnE[H
(2)
γ (β0)]Zn)θ +O(t
n∑
i=1
(ZTn,iθ)
3)
=
t
2
||θ||22 +O
(
t
n∑
i=1
(ZTn,iθ)
3
)
, (58)
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since ZTnE[H
(2)
γ (β0)]Zn is the identity matrix by definition of Zn.
Next consider the term E
[
etRn,i(θ)
]
and use Taylor series expansions along with Assumption
(A4) to obtain
E
[
etRn,i(θ)
]
= 1 +
t
2
(1 + γ)E[J11,γ(yi − ηi0)](ZTn,iθ)2 +O(t2(ZTn,iθ)3).
Next, using the fact that
∏n
i=1(1 + xi) ≤ e
∑n
i=1 xi for large enough xi > 0, and the argument
similar to (58), we get
n∏
i=1
E
[
etRn,i(θ)
]
≤ e
∑n
i=1 E[e
tRn,i(θ)−1]
≤ exp
[
t
2
||θ||22 +O
(
t2
n∑
i=1
(ZTn,iθ)
3
)]
. (59)
Combining (58) and (59) in (57), we finally have
P (rn(θ) ≥ ) ≤ exp
[
−t−O
(
t
n∑
i=1
(ZTn,iθ)
3
)
+O
(
t2
n∑
i=1
(ZTn,iθ)
3
)]
. (60)
Now, taking t = 2s2(logs)bn with bn satisfying the conditions of the lemma, for θ ∈ B0(n),
we get
t
n∑
i=1
(ZTn,iθ)
3 ≤ tmax
i
|ZTn,iθ|
(
ZTnE[H
(2)
γ (β0)]Zn
)
||θ||22
≤ 2s2(log s)bn max
i
||Zn,i||2||θ||2||θ||22
≤ 2(C∗)3s7/2(log s)bn max
i
||Zn,i||2 → 0.
Here, in the last step we have used that ||θ||2 < C∗
√
s and the given conditions in the lemma.
Then, it follows from (60) that
P (rn(θ) ≥ ) ≤ exp
[
−C˜t
]
= exp
[−Cbns2(log s)] ,
for appropriate constants C˜ and C. The same can also be obtained for P (rn(θ) ≤ −) in a
similar manner, which then completes the proof of the lemma.
To complete the proof of Theorem 8, we further need the following lemma from Fan et al.
(2014, [12]), which we state here for the sake of completeness.
Lemma 16 (Lemma 4, [12], Supplementary material) Let h(θ) be a positive function
defined on the convex open set B0(n), and {hn(θ) : θ ∈ B0(n)} be a sequence of random convex
functions. Suppose that there exists a diverging sequence bn such that, for every θ ∈ B0(n)
and for all  > 0,
P (|hn(θ)− h(θ)| ≥ ) ≤ c4 exp
[−c5bns2(log s)] ,
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for some constants c4, c5 > 0. Further, assume that there exists a constant c6 > 0 such that
|h(θ1)− h(θ2)| ≤ c6s||θ1 − θ2||∞, for any θ1,θ2 ∈ B0(n). Then, we have
sup
Ks
|hn(θ)− h(θ)| = oP (1),
where Ks is any compact set in Rs defined as Ks = {θ ∈ Rs : ||θ||2 ≤ c7
√
s} ⊂ B0(n) for
some c7 ∈ (0, c∗).
Proof of the theorem.
Let us now prove our main theorem, extending the line of arguments in the proof of Theorem
3 of Fan et al. (2014, [12]). Define Q∗n,γ(θ) = n [Qn,γ,λn(β1,0)−Qn,γ,λn(β01,0)], which is
then minimized at θ̂n = V
−1
n
(
β̂
o
1 − β01
)
, because Qn,γ,λn(β1,0) is minimized at β1 = β̂
o
1.
Now, we study Q∗n,γ(θ) by decomposing it into its mean and centralized stochastic component
as Q∗n,γ(θ) = Mn(θ) + Tn(θ), where
Mn(θ) = E[Q
∗
n,γ(θ)] = nE [Ln,γ(β1,0)− Ln,γ(β10,0)] + nλn
p∑
j=1
wj (|β0j + (V nθ)j | − |β0j |) ,
Tn(θ) = Q
∗
n,γ(θ)− E[Q∗n,γ(θ)] = rn(θ)−H(1)γ (θ0)Znθ. (61)
Here, we have used E[H
(1)
γ (θ0)Znθ] = 0 and rn(θ) as in Lemma 15.
Let us first consider the first term in Mn(θ) for θ ∈ B0(n) and proceed as in the proof of
(49) to get
nE [Ln,γ(β1,0)− Ln,γ(β10,0)] =
1
2
θT (ZTnE[H
(2)
γ (β0)]Zn)θ + o(1) =
1
2
||θ||22 + o(1).
Next, considering the second term in Mn(θ) for θ ∈ B0(n), we note that Assumption (A2),
(A3) and (A6) implies
||V nθ||∞ ≤ ||V nθ||2 ≤ Cn−1/2||θ||2 = o
(
min
1≤j≤s
|βj0|
)
,
and hence sign(β01 + V nθ) = sign(β01) and
p∑
j=1
wj (|β0j + (V nθ)j | − |β0j |) = w˜0TV nθ.
Therefore, for any θ ∈ B0(n), we have
Mn(θ) =
1
2
||θ||22 + nλnw˜0TV nθ + o(1). (62)
This leads to the expression
Q∗n,γ(θ) =
1
2
||θ||22 + nλnw˜0TV nθ −H(1)γ (θ0)Znθ + rn(θ) + o(1)
=
1
2
||θ − ηn||22 −
1
2
||ηn||22 + rn(θ) + o(1), (63)
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with ηn =
[
H
(1)
γ (θ0)Zn − nλnV nw˜0
]
, which has an asymptotic normal distribution. This is
because, by the central limit theorem we have uT [ZTnΩnZn]
−1/2H(1)γ (θ0)Zn asymptotically
follows a standard normal distribution for any u ∈ Rs with uTu = 1, and hence
uT [ZTnΩnZn]
−1/2 [ηn + nλnV nw˜0]
L→N(0, 1). (64)
This also ensures that ηn is bounded in `2-norm as
||ηn||2 ≤ ||H(1)γ (θ0)Zn||2 + nλn||V nw˜0||2
≤ OP (
√
s) + Cλn
√
n||w˜0||2 [Using Assumptions (A2)-(A3)]
= C
√
s [1 +OP (1)] , [Using Assumption (A6)]. (65)
Finally, we will now show that this quantity ηn is close to the minimizer θ̂n of Q
∗
n,γ(θ),
with probability tending to one. To this end, we need to investigate the quantity rn(θ) in
the stochastic term Tn(θ) for θ ∈ B0(n) with a large enough c∗  C. For this purpose, using
Lemma 15, we get a sequence bn →∞ such that, for any  > 0,
P (|rn(θ)| ≥ ) ≤ exp [−Cbns(log s)] .
Then, to apply Lemma 16, we note that rn(θ) can be written as rn(θ) = hn(θ)−h(θ) + o(1)
for
hn(θ) = Q
∗
n,γ(θ)− nλnw˜0TV nθ +H(1)γ (θ0)Znθ, and h(θ) = ||θ||22.
By definition, these functions hn(θ) and h(θ) are convex on B0(n) and, for any θ1,θ2 ∈ B0(n),
we have (using Assumption (A3))
|h(θ1)− h(θ2)| =
∣∣(θ1 + θ2)T (θ1 − θ2)∣∣
≤ ||θ1 + θ2||2||θ1 − θ2||2 ≤ Cs||θ1 − θ2||∞.
Thus, all the conditions of Lemma 16 are satisfies and we have
sup
Ks
|rn(θ)| = oP (1),
for any compact set Ks = {θ ∈ Rs : ||θ||2 ≤ c7
√
s} ⊂ B0(n) with c7 ∈ (0, c∗). We choose c7
large enough such that, for each s, the corresponding set Ks cover the ball B1(n) centered at
ηn and radius , an arbitrary fixed positive constant, with probability tending to one. Then,
we get
∆n = sup
θ∈B1(n)
|rn(θ)| ≤ sup
Ks
|rn(θ)| = oP (1). (66)
Next, to study the behavior of Q∗n,γ(θ) outside B1(n), we write a vector outside B1(n) as
θ = ηn + ae ∈ Rs for e ∈ Rs is a unit vector and a is a constant satisfying a > , the radius
of B1(n). Let θ
∗ be the boundary point of B1(n) that lies on the line segment joining ηn and
θ so that θ∗ = ηn + e = (1 − /a)ηn + (/a)θ. Now, by convexity of Q∗n,γ(θ), along with
(63), we get

a
Q∗n,γ(θ) +
(
1− 
a
)
Q∗n,γ(ηn) ≥ Q∗n,γ(θ∗) ≥
1
2
2 − 1
2
||ηn||22 −∆n
≥ 1
2
2 +Q∗n,γ(ηn)− 2∆n.
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Since  < a, using (66) we get, for large enough n,
inf
||θ−ηn||2>
Q∗n,γ(θ) ≥ Q∗n,γ(ηn) +
a

[
2
2
− oP (1)
]
> Q∗n,γ(ηn).
Therefore, the minimizer θ̂n of Q
∗
n,γ(θ) must lie within the ball B1(n) with probability tending
to one, i.e., for any arbitrarily chosen  > 0,
P
(
||θ̂n − ηn||2 > 
)
→ 0.
This result, combined with (64) via Slutsky’s theorem, yields
uT [ZTnΩnZn]
−1/2
[
θ̂n + nλnV nw˜0
] L→N(0, 1),
from which the theorem follows by the fact that θ̂n = V
−1
n
(
β̂
o
1 − β01
)
.
A.4 Proof of Theorem 10
Following the idea of the proof of Theorems 6 and 7, let us first consider the minimization of
Q̂n,γ,λ(β) over the oracle subspace
{
β = (βT1 ,β
T
2 )
T ∈ Rp : β2 = 0p−s
}
.
Let us start with a = β = (βT1 ,0p−s)T with β1 = β01 + δ∗nv1 ∈ Rs where ||v1||2 = C for
some large enough constant C > 0. For this particular β, we have
n
[
Q̂n,γ,λ(β)− Q̂n,γ,λ(β0)
]
= I1(v1) + I2(v1), (67)
where
I1(v1) = n [Ln,γ(β10 + δ
∗
nv1,0)− Ln,γ(β10,0)] ,
I2(v1) = nλn
p∑
j=1
ŵj (|β0j + δ∗n(v1)j | − |β0j |) .
But, as in the proof of Theorem 6 in Appendix A.1, we have
E [I1(v1)] ≥ 1
2
c0c1n||δ∗nv1||22, (68)
and also, with probability at least 1− n−cs, we have
|I1(v1)− E [I1(v1)]| ≤ nZn(Cδ∗n) ≤ 2Lδ∗n
√
sn(log n)||v1||2,
since δ∗n = o(k−1n s−1/2) by our assumptions. Then, by triangle inequality, we get the lower
bound of I1 as
I1(v1) ≥ 1
2
c0c1n(δ
∗
n)
2||v1||22 − 2Lδ∗n
√
sn(log n)||v1||2. (69)
Next, we can bound the term I2 using the triangle and Cauchy-Swartz inequalities as
|I2(v1)| ≤ nλn
p∑
j=1
|ŵjδ∗n(v1)j | ≤ nλnδ∗n||ŵ0||2||v1||2. (70)
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However, by Assumptions (A7)-(A8), we have
||ŵ0||2 ≤ ||ŵ0 −w∗0||2 + ||w∗0||2
≤ c5||β˜1 − β1||2 + ||w∗0||2 ≤ C2c5
√
s(log p)/n+ ||w∗0||2. (71)
Combining all the above results, we finally get
n
[
Q̂n,γ,λ(β)− Q̂n,γ,λ(β0)
]
≥ 1
2
c0c1n(δ
∗
n)
2||v1||22 − 2Lδ∗n
√
sn(log n)||v1||2
− nλnδ∗n
(
C2c5
√
s(log p)/n+ +||w∗0||2
)
||v1||2.
Taking ||v1||2 = C large enough, with probability tending to one, we can obtain
n
[
Q̂n,γ,λ(β)− Q̂n,γ,λ(β0)
]
> 0, i.e., Q̂n,γ,λ(β10 + δ
∗
nv1,0) > Q̂n,γ,λ(β01,0).
Therefore, with probability tending to one, there exists a minimizer β̂1 of Q̂n,γ,λ(β1,0) such
that ||β̂1 − β1||2 ≤ C3δ∗n for some constant C3 > 0. Then, to complete the proof of the
theorem, it is enough to show that (β̂
T
1 ,0)
T is indeed also a global minimizer of Q̂n,γ,λ(β)
over the whole Rp.
To this end, as in Theorem 7, it is enough to show via the KKT condition that, with
probability tending to one,∣∣∣∣∣∣n−1XT2H(1)γ (β̂1)∣∣∣∣∣∣∞ < λn min(|ŵ1|). (72)
To prove (72), we note that β0j = 0 for all j = s+ 1, . . . , p, and hence w
∗
j = w(0+). But, by
Assumption (A7), we have |β˜j | ≤ C2
√
s(log p)/n. Therefore, using Assumption (A8), we get
min(|ŵ1|) = min
j>s
w(|β˜j |) ≥ w(C2
√
s(log p)/n) >
1
2
w(0+) =
1
2
min(|w∗1|).
Next, we apply Lemma 13 under the assumptions of Theorem 7 with δn = δ
∗
n to get, with
probability at least 1− o(p−c),
sup
||β1−β01||2≤C3δ∗n
∣∣∣∣∣∣n−1XT2H(1)γ (β1)∣∣∣∣∣∣∞ < λn min(|w∗1|) < λn min(|ŵ1|).
But, since ||β̂1−β01||2 ≤ C3δ∗n with probability tending to one, the above results also implies
(72) completing the proof of the theorem.
A.5 Proof of Theorem 11
First, we note that, by Theorem 10, with probability tending to one, there exists a global
minimizer (β̂
T
1 ,0)
T of Q̂n,γ,λ(β) such that ||β̂1 − β01||2 ≤ C3δ∗n.
Then, to show the asymptotic normality of β̂1, we reconsider the notation used in Theorem
8 and its proof and define
Q̂∗n,γ(θ) = n
[
Q̂n,γ,λn(V nθ + β10,0)− Q̂n,γ,λn(β01,0)
]
.
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Then, clearly a global minimizer of Q̂∗n,γ(θ) is θ̂n = V
−1
n
(
β̂1 − β01
)
.
Then, under Assumption (A9), one can follow the arguments of the proof of Theorem 5
of Fan et al. (2014,[12]) to show that sup
θ∈B0(n)
∣∣∣Q̂∗n,γ(θ)−Q∗n,γ(θ)∣∣∣ = oP (1), and then θ̂−ηn =
oP (1), where ηn is as defined in the proof of Theorem 8 in Appendix A.3. Then, the present
theorem follows from the asymptotic properties of ηn as studied in Appendix A.3.
B Additional tables: Simulations and data application
We report the our simulation results for Setting A with p = 500 and p = 1000, and Setting
B with p = 500 in Tables 5-13, respectively.
Table 5: Performance measures obtained by different methods for p = 500, Setting A and no
outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 4.28 1.00 1.00 2.50 0.29 31.93 5.39
Ad-LS-LASSO 3.00 1.00 1.00 1.97 0.00 28.02 5.08
LS-SCAD 3.03 1.00 1.00 0.32 0.01 22.10 4.53
LS-MCP 3.03 1.00 1.00 0.32 0.02 22.06 4.53
LAD-LASSO 3.44 1.00 1.00 3.86 0.31 36.62 5.47
RLARS 8.80 1.00 0.99 0.53 11.53 9.45 4.91
sLTS 5.95 1.00 0.99 3.58 0.90 9.00 5.55
RANSAC 11.26 1.00 0.98 3.34 9.60 18.10 5.29
DPD-LASSO γ = 0.1 3.02 1.00 1.00 3.75 40.15 34.86 7.55
DPD-LASSO γ = 0.3 3.03 1.00 1.00 3.81 40.57 34.96 7.55
DPD-LASSO γ = 0.5 3.05 1.00 1.00 3.87 40.88 34.70 7.55
DPD-LASSO γ = 0.7 3.55 1.00 1.00 3.75 39.33 32.70 7.58
DPD-LASSO γ = 1 3.25 1.00 1.00 4.05 42.10 33.49 7.62
DPD-ncv γ = 0.1 3.01 1.00 1.00 0.15 0.61 4.70 4.50
DPD-ncv γ = 0.3 3.00 1.00 1.00 0.18 0.64 9.18 4.49
DPD-ncv γ = 0.5 3.01 1.00 1.00 0.25 0.69 12.75 4.51
DPD-ncv γ = 0.7 3.02 1.00 1.00 0.30 0.76 15.54 4.53
DPD-ncv γ = 1 3.04 1.00 1.00 0.37 0.82 18.75 4.55
Ad-DPD-LASSO γ = 0.1 3.40 1.00 1.00 0.71 0.59 3.53 3.93
Ad-DPD-LASSO γ = 0.3 3.12 1.00 1.00 0.94 0.06 3.64 3.99
Ad-DPD-LASSO γ = 0.5 3.12 1.00 1.00 1.10 0.11 3.91 4.08
Ad-DPD-LASSO γ = 0.7 3.06 1.00 1.00 1.29 0.00 4.03 4.13
Ad-DPD-LASSO γ = 1 3.00 1.00 1.00 1.58 0.00 4.31 4.22
AW-DPD-LASSO γ = 0.1 3.94 1.00 1.00 0.34 0.25 3.19 3.75
AW-DPD-LASSO γ = 0.3 3.36 1.00 1.00 0.37 0.24 3.42 3.79
AW-DPD-LASSO γ = 0.5 3.88 1.00 1.00 0.42 0.39 3.68 3.85
AW-DPD-LASSO γ = 0.7 3.38 1.00 1.00 0.47 0.28 3.95 3.91
AW-DPD-LASSO γ = 1 3.38 0.99 1.00 2.71 0.27 5.15 4.06
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Table 6: Performance measures obtained by different methods for p = 500, Setting B and no
outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 18.33 1.00 0.98 2.10 2.65 30.97 5.76
Ad-LS-LASSO 9.00 1.00 1.00 1.38 0.00 30.60 5.77
LS-SCAD 9.01 1.00 1.00 0.34 0.00 19.45 4.67
LS-MCP 9.01 1.00 1.00 0.34 0.01 19.48 4.67
LAD-LASSO 14.71 1.00 0.99 5.90 4.43 47.53 7.59
RLARS 13.27 1.00 0.99 0.48 6.34 8.12 5.03
sLTS 48.71 0.92 0.92 105.11 300.86 10.37 23.39
RANSAC 15.95 0.68 0.98 186.98 669.68 104.88 35.74
DPD-LASSO γ = 0.1 9.88 0.99 1.00 5.28 206.38 52.12 9.83
DPD-LASSO γ = 0.3 8.92 0.92 1.00 27.83 1384.67 207.39 22.78
DPD-LASSO γ = 0.5 11.72 1.00 0.99 3.51 153.52 32.17 8.57
DPD-LASSO γ = 0.7 15.63 0.97 0.99 9.36 436.92 26.03 11.88
DPD-LASSO γ = 1 12.84 0.84 0.99 42.49 1919.91 132.89 25.47
DPD-ncv γ = 0.1 9.00 1.00 1.00 0.16 4.87 5.66 4.78
DPD-ncv γ = 0.3 9.00 1.00 1.00 0.19 5.64 10.24 4.80
DPD-ncv γ = 0.5 9.02 1.00 1.00 0.24 6.32 13.80 4.82
DPD-ncv γ = 0.7 9.03 1.00 1.00 0.26 7.47 16.56 4.86
DPD-ncv γ = 1 9.03 1.00 1.00 0.31 8.74 19.73 4.89
Ad-DPD-LASSO γ = 0.1 9.54 1.00 1.00 0.53 0.78 3.86 4.61
Ad-DPD-LASSO γ = 0.3 9.10 1.00 1.00 0.58 0.02 3.82 4.74
Ad-DPD-LASSO γ = 0.5 9.18 1.00 1.00 0.65 0.39 4.50 4.73
Ad-DPD-LASSO γ = 0.7 9.14 1.00 1.00 0.74 0.42 5.32 4.77
Ad-DPD-LASSO γ = 1 7.00 0.76 1.00 104.34 57.91 113.08 18.77
AW-DPD-LASSO γ = 0.1 9.78 1.00 1.00 0.35 0.13 3.59 4.22
AW-DPD-LASSO γ = 0.3 9.26 1.00 1.00 0.38 0.13 4.05 4.24
AW-DPD-LASSO γ = 0.5 9.76 1.00 1.00 0.44 0.49 5.08 4.31
AW-DPD-LASSO γ = 0.7 9.46 1.00 1.00 0.50 0.73 6.26 4.46
AW-DPD-LASSO γ = 1 9.28 0.99 1.00 6.89 9.09 11.40 5.03
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Table 7: Performance measures obtained by different methods for p = 500, Setting A and
Y -outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 1.26 0.34 1.00 385.24 3.82 620.33 31.72
Ad-LS-LASSO 1.23 0.36 1.00 328.79 25.46 546.10 28.96
LS-SCAD 12.41 0.73 0.98 191.12 334.02 326.86 20.89
LS-MCP 5.09 0.62 0.99 201.85 227.96 336.84 21.07
LAD-LASSO 4.82 0.99 1.00 75.46 20.21 234.18 14.35
RLARS 3.99 1.00 1.00 0.37 1.28 7.03 4.47
sLTS 10.37 1.00 0.99 2.69 2.38 13.96 5.44
RANSAC 11.26 1.00 0.98 3.60 9.94 18.87 5.96
DPD-LASSO γ = 0.1 3.03 1.00 1.00 3.69 40.44 34.99 7.96
DPD-LASSO γ = 0.3 3.03 1.00 1.00 3.62 39.25 35.13 7.88
DPD-LASSO γ = 0.5 3.13 1.00 1.00 3.48 37.31 34.49 7.78
DPD-LASSO γ = 0.7 4.47 1.00 1.00 3.07 33.52 31.29 7.46
DPD-LASSO γ = 1 3.33 1.00 1.00 3.28 34.54 33.54 7.54
DPD-ncv γ = 0.1 3.00 1.00 1.00 0.16 0.61 3.93 4.50
DPD-ncv γ = 0.3 3.00 1.00 1.00 0.18 0.63 6.15 4.51
DPD-ncv γ = 0.5 3.00 1.00 1.00 0.21 0.66 8.58 4.53
DPD-ncv γ = 0.7 3.00 1.00 1.00 0.26 0.68 10.76 4.56
DPD-ncv γ = 1 3.00 1.00 1.00 0.34 0.71 13.52 4.57
Ad-DPD-LASSO γ = 0.1 3.40 1.00 1.00 0.72 0.61 3.51 21.98
Ad-DPD-LASSO γ = 0.3 3.16 1.00 1.00 0.89 0.15 3.88 34.26
Ad-DPD-LASSO γ = 0.5 3.12 1.00 1.00 1.11 0.17 4.44 36.19
Ad-DPD-LASSO γ = 0.7 3.06 1.00 1.00 1.25 0.05 4.68 37.26
Ad-DPD-LASSO γ = 1 3.12 1.00 1.00 1.31 0.29 5.13 37.05
AW-DPD-LASSO γ = 0.1 3.94 1.00 1.00 0.35 0.02 3.50 4.06
AW-DPD-LASSO γ =0.3 3.26 1.00 1.00 0.37 0.09 3.59 4.14
AW-DPD-LASSO γ =0.5 3.90 1.00 1.00 0.43 0.63 3.76 4.20
AW-DPD-LASSO γ =0.7 3.38 1.00 1.00 0.45 0.34 4.12 4.24
AW-DPD-LASSO γ =1 3.32 1.00 1.00 0.53 0.58 4.49 4.27
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Table 8: Performance measures obtained by different methods for p = 500, Setting B and
Y -outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 7.82 0.55 0.99 305.11 74.46 875.57 47.54
Ad-LS-LASSO 5.55 0.47 1.00 271.78 391.65 708.74 43.05
LS-SCAD 22.64 0.69 0.97 246.17 784.24 535.66 35.60
LS-MCP 10.57 0.56 0.99 254.04 583.06 574.63 35.31
LAD-LASSO 24.60 0.93 0.97 107.66 371.98 287.10 29.44
RLARS 19.93 0.86 0.98 53.56 217.95 111.83 15.45
sLTS 39.27 0.98 0.94 31.43 90.36 11.83 13.70
RANSAC 14.45 0.51 0.98 272.20 1106.33 192.91 42.82
DPD-LASSO γ = 0.1 9.28 0.86 1.00 37.09 1757.60 224.26 25.96
DPD-LASSO γ = 0.3 7.38 0.70 1.00 69.77 2853.50 338.59 38.21
DPD-LASSO γ = 0.5 12.09 0.97 0.99 10.44 498.39 65.92 12.24
DPD-LASSO γ = 0.7 16.03 0.94 0.98 17.24 793.87 53.76 15.34
DPD-LASSO γ = 1 11.52 0.76 0.99 60.26 2533.88 199.77 33.75
DPD-ncv γ = 0.1 8.98 0.97 1.00 6.97 249.43 46.28 6.91
DPD-ncv γ = 0.3 9.12 1.00 1.00 1.49 18.31 7.94 5.06
DPD-nc γ = 0.5 9.07 1.00 1.00 0.65 7.54 6.70 4.94
DPD-ncv γ = 0.7 9.02 1.00 1.00 0.42 6.91 7.21 4.92
DPD-ncv γ = 1 9.00 1.00 1.00 0.33 7.74 8.09 4.97
Ad-DPD-LASSO γ = 0.1 12.76 0.94 0.99 29.07 155.80 71.43 9.12
Ad-DPD-LASSO γ = 0.3 9.76 1.00 1.00 0.55 1.72 4.56 4.86
Ad-DPD-LASSO γ = 0.5 9.49 1.00 1.00 0.65 0.73 4.55 4.99
Ad-DPD-LASSO γ = 0.7 9.15 0.99 1.00 4.25 9.49 7.80 6.09
Ad-DPD-LASSO γ = 1 9.41 0.99 1.00 6.76 36.90 7.47 5.94
AW-DPD-LASSO γ = 0.1 11.15 0.93 0.99 32.00 127.38 73.84 7.76
AW-DPD-LASSO γ = 0.3 9.70 0.99 1.00 7.75 4.85 13.41 5.98
AW-DPD-LASSO γ = 0.5 11.03 1.00 1.00 0.50 1.44 5.49 4.76
AW-DPD-LASSO γ = 0.7 10.09 0.99 1.00 3.96 3.92 9.30 6.07
AW-DPD-LASSO γ = 1 10.56 0.99 1.00 5.36 35.95 7.17 5.39
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Table 9: Performance measures obtained by different methods for p = 500, Setting A and
X-outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 1.26 0.34 1.00 385.24 3.82 620.33 31.72
Ad-LS-LASSO 3.00 1.00 1.00 1.94 0.00 28.09 4.96
LS-SCAD 12.41 0.73 0.98 191.12 334.02 326.86 20.89
LS-MCP 5.09 0.62 0.99 201.85 227.96 336.84 21.07
LAD-LASSO 4.82 0.99 1.00 75.46 20.21 234.18 14.35
RLARS 3.99 1.00 1.00 0.37 1.28 7.03 4.47
sLTS 10.37 1.00 0.99 2.69 2.38 13.96 5.44
RANSAC 11.07 1.00 0.98 3.71 9.31 18.26 5.50
DPD-LASSO γ = 0.1 3.02 1.00 1.00 3.75 40.15 34.86 7.96
DPD-LASSO γ = 0.3 3.03 1.00 1.00 3.81 40.57 34.96 7.98
DPD-LASSO γ = 0.5 3.05 1.00 1.00 3.87 40.88 34.70 7.99
DPD-LASSO γ = 0.7 3.55 1.00 1.00 3.75 39.33 32.70 7.90
DPD-LASSO γ = 1 3.14 1.00 1.00 4.08 42.28 33.79 8.00
DPD-ncv γ = 0.1 3.01 1.00 1.00 0.15 0.62 4.60 4.45
DPD-ncv γ = 0.3 3.00 1.00 1.00 0.18 0.65 9.06 4.47
DPD-ncv γ = 0.5 3.01 1.00 1.00 0.25 0.70 12.64 4.51
DPD-ncv γ = 0.7 3.02 1.00 1.00 0.30 0.76 15.44 4.54
DPD-ncv γ = 1 3.04 1.00 1.00 0.36 0.81 18.66 4.57
Ad-DPD-LASSO γ = 0.1 3.28 1.00 1.00 0.80 0.05 3.41 4.67
Ad-DPD-LASSO γ = 0.3 3.26 1.00 1.00 0.84 0.04 3.65 4.71
Ad-DPD-LASSO γ = 0.5 3.14 1.00 1.00 1.09 0.01 3.78 4.69
Ad-DPD-LASSO γ = 0.7 3.08 1.00 1.00 1.17 0.00 3.99 4.68
Ad-DPD-LASSO γ = 1 3.09 1.00 1.00 1.36 0.01 4.41 4.69
AW-DPD-LASSO γ = 0.1 3.33 1.00 1.00 0.34 0.12 3.23 4.45
AW-DPD-LASSO γ = 0.3 3.58 1.00 1.00 0.37 0.22 3.57 4.48
AW-DPD-LASSO γ = 4.30 1.00 1.00 0.43 0.68 4.14 4.54
AW-DPD-LASSO γ = 0.7 3.61 1.00 1.00 0.48 0.35 4.40 4.55
AW-DPD-LASSO γ = 1 4.35 1.00 1.00 1.65 1.06 5.71 4.76
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Table 10: Performance measures obtained by different methods for p = 500, Setting B and
X-outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 7.82 0.55 0.99 305.11 74.46 875.57 47.54
Ad-LS-LASSO 9.00 1.00 1.00 1.38 0.00 30.38 5.75
LS-SCAD 22.64 0.69 0.97 246.17 784.24 535.66 35.60
LS-MCP 10.57 0.56 0.99 254.04 583.06 574.63 35.31
LAD-LASSO 24.60 0.93 0.97 107.66 371.98 287.10 29.44
RLARS 19.93 0.86 0.98 53.56 217.95 111.83 15.45
sLTS 39.27 0.98 0.94 31.43 90.36 11.83 13.70
RANSAC 14.29 0.51 0.98 267.36 1281.90 220.07 43.09
DPD-LASSO γ = 0.1 9.86 0.99 1.00 5.28 206.32 52.13 9.87
DPD-LASSO γ = 0.3 8.89 0.92 1.00 28.20 1408.12 209.62 23.94
DPD-LASSO γ = 0.5 11.69 1.00 0.99 3.51 153.49 32.16 8.78
DPD-LASSO γ = 0.7 15.40 0.97 0.99 9.14 410.26 26.19 11.61
DPD-LASSO γ = 1 13.16 0.84 0.99 42.80 1961.22 128.03 28.47
DPD-ncv γ = 0.1 9.00 1.00 1.00 0.16 4.87 5.60 4.65
DPD-ncv γ = 0.3 9.00 1.00 1.00 0.19 5.61 10.17 4.71
DPD-ncv γ = 0.5 9.02 1.00 1.00 0.23 6.29 13.74 4.74
DPD-ncv γ = 0.7 9.02 1.00 1.00 0.26 7.42 16.49 4.82
DPD-ncv γ = 1 9.02 1.00 1.00 0.31 8.64 19.67 4.88
Ad-DPD-LASSO γ = 0.1 9.50 1.00 1.00 0.53 0.73 3.80 36.66
Ad-DPD-LASSO γ = 0.3 9.06 1.00 1.00 0.58 0.01 3.74 32.98
Ad-DPD-LASSO γ = 0.5 9.16 1.00 1.00 0.65 0.26 4.56 34.74
Ad-DPD-LASSO γ = 0.7 9.14 1.00 1.00 0.74 0.42 5.31 29.79
Ad-DPD-LASSO γ = 1 9.08 1.00 1.00 1.01 0.42 6.98 30.12
AW-DPD-LASSO γ = 0.1 9.32 1.00 1.00 0.35 0.22 3.95 4.62
AW-DPD-LASSO γ = 0.3 9.57 1.00 1.00 0.39 0.32 4.64 4.61
AW-DPD-LASSO γ = 0.5 10.11 1.00 1.00 0.47 0.96 5.92 4.75
AW-DPD-LASSO γ = 0.7 9.57 1.00 1.00 0.52 0.61 6.97 4.79
AW-DPD-LASSO γ = 1 10.19 1.00 1.00 1.14 0.77 9.88 5.06
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Table 11: Performance measures obtained by different methods for p = 1000, Setting A and
no outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 4.16 1.00 1.00 2.70 0.08 33.66 5.23
Ad-LS-LASSO 3.00 1.00 1.00 1.68 0.00 28.60 4.54
LS-SCAD 3.11 1.00 1.00 0.29 0.00 22.70 3.98
LS-MCP 3.06 1.00 1.00 0.29 0.00 22.70 3.98
LAD-LASSO 3.60 1.00 1.00 4.43 0.13 38.51 5.72
RLARS 9.61 1.00 0.99 0.54 5.68 10.11 4.59
sLTS 8.16 1.00 0.99 4.61 0.70 10.73 5.83
RANSAC 11.72 1.00 0.99 3.30 4.85 19.31 5.73
DPD-LASSO γ = 0.1 3.03 1.00 1.00 3.77 19.05 33.59 7.96
DPD-LASSO γ = 0.3 3.02 1.00 1.00 3.78 19.39 33.54 7.96
DPD-LASSO γ = 0.5 3.07 1.00 1.00 3.83 19.77 33.29 8.02
DPD-LASSO γ = 0.7 6.02 1.00 1.00 3.27 17.50 28.20 7.34
DPD-LASSO γ = 1 3.41 1.00 1.00 4.01 21.21 32.18 8.15
DPD-ncv γ = 0.1 3.06 1.00 1.00 0.13 0.31 5.31 4.00
DPD-ncv γ = 0.3 3.08 1.00 1.00 0.14 0.34 10.48 4.05
DPD-ncv γ = 0.5 3.11 1.00 1.00 0.16 0.37 14.24 4.07
DPD-ncv γ = 0.7 3.12 1.00 1.00 0.18 0.39 17.07 4.09
DPD-ncv γ = 1 3.14 1.00 1.00 0.27 0.42 20.29 4.10
Ad-DPD-LASSO γ = 0.1 4.20 1.00 1.00 0.52 1.43 4.00 3.88
Ad-DPD-LASSO γ = 0.3 3.12 1.00 1.00 0.75 0.06 2.44 3.71
Ad-DPD-LASSO γ = 0.5 3.36 1.00 1.00 0.81 0.30 2.88 3.85
Ad-DPD-LASSO γ = 0.7 3.06 1.00 1.00 0.98 0.01 2.79 3.83
Ad-DPD-LASSO γ = 1 3.08 1.00 1.00 1.11 0.02 3.22 3.85
AW-DPD-LASSO γ = 0.1 4.62 1.00 1.00 0.26 0.29 2.87 3.46
AW-DPD-LASSO γ = 0.3 3.64 1.00 1.00 0.24 0.00 2.48 3.46
AW-DPD-LASSO γ = 0.5 4.88 1.00 1.00 0.31 0.75 3.66 3.44
AW-DPD-LASSO γ = 0.7 3.76 1.00 1.00 0.29 0.08 3.10 3.44
AW-DPD-LASSO γ = 1 3.70 1.00 1.00 0.37 0.13 3.93 3.41
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Table 12: Performance measures obtained by different methods for p = 1000, Setting A and
Y -outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 1.06 0.29 1.00 408.22 1.23 620.23 32.80
Ad-LS-LASSO 0.99 0.30 1.00 359.73 9.94 563.67 31.31
LS-SCAD 15.91 0.73 0.99 221.89 180.13 348.35 25.68
LS-MCP 5.16 0.56 1.00 225.93 121.87 369.16 25.91
LAD-LASSO 5.45 0.99 1.00 95.88 11.12 260.53 17.04
RLARS 4.71 1.00 1.00 1.32 1.58 7.23 4.08
sLTS 10.94 1.00 0.99 3.46 1.10 17.39 5.13
RANSAC 11.82 1.00 0.99 4.71 5.04 17.33 5.45
DPD-LASSO γ = 0.1 3.01 1.00 1.00 3.75 19.16 33.77 7.32
DPD-LASSO γ = 0.3 3.02 1.00 1.00 3.61 18.66 33.76 7.21
DPD-LASSO γ = 0.5 3.29 1.00 1.00 3.39 17.79 32.74 7.07
DPD-LASSO γ = 0.7 6.14 1.00 1.00 2.72 14.53 26.54 6.36
DPD-LASSO γ = 1 4.86 1.00 1.00 3.02 16.00 29.16 6.55
DPD-ncv γ = 0.1 3.01 1.00 1.00 0.13 0.35 3.63 3.74
DPD-ncv γ = 0.3 3.01 1.00 1.00 0.14 0.35 6.08 3.77
DPD-ncv γ = 0.5 3.01 1.00 1.00 0.16 0.36 8.55 3.79
DPD-ncv γ = 0.7 3.01 1.00 1.00 0.19 0.38 10.71 3.83
DPD-ncv γ = 1 3.00 1.00 1.00 0.26 0.40 13.39 3.91
Ad-DPD-LASSO γ = 0.1 4.38 1.00 1.00 0.50 1.49 4.10 3.89
Ad-DPD-LASSO γ = 0.3 3.18 1.00 1.00 0.74 0.10 2.47 3.93
Ad-DPD-LASSO γ = 0.5 3.20 1.00 1.00 0.89 0.13 3.16 3.99
Ad-DPD-LASSO γ = 0.7 3.12 1.00 1.00 1.03 0.08 3.59 3.98
Ad-DPD-LASSO γ = 1 3.10 1.00 1.00 1.13 0.07 3.98 3.98
AW-DPD-LASSO γ = 0.1 4.76 1.00 1.00 0.27 0.62 3.38 3.67
AW-DPD-LASSO γ = 0.3 3.36 1.00 1.00 0.27 0.00 2.46 3.63
AW-DPD-LASSO γ = 0.5 4.26 1.00 1.00 0.29 0.26 2.87 3.60
AW-DPD-LASSO γ = 0.7 3.62 1.00 1.00 0.32 0.00 3.00 3.64
AW-DPD-LASSO γ = 1 3.54 1.00 1.00 0.39 0.00 3.38 3.65
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Table 13: Performance measures obtained by different methods for p = 1000, Setting A and
X-outliers
Method MS(β̂) TP(β̂) TN(β̂) MSES(β̂) MSEN(β̂) EE(σ̂) APrB(β̂)
(10−2) (10−5) (10−2) (10−2)
LS-LASSO 1.13 0.31 1.00 406.53 1.17 621.43 32.82
Ad-LS-LASSO 3.00 1.00 1.00 1.72 0.00 28.96 4.45
LS-SCAD 15.09 0.71 0.99 217.82 181.86 349.93 25.93
LS-MCP 6.63 0.58 1.00 217.82 184.10 359.61 25.04
LAD-LASSO 5.40 0.99 1.00 91.68 10.76 255.77 16.50
RLARS 4.12 1.00 1.00 1.41 0.80 7.40 4.22
sLTS 11.15 1.00 0.99 3.31 1.10 16.45 5.10
RANSAC 12.56 1.00 0.99 4.67 5.53 21.74 5.46
DPD-LASSO γ = 0.1 3.03 1.00 1.00 3.77 19.05 33.59 7.38
DPD-LASSO γ = 0.3 3.02 1.00 1.00 3.78 19.39 33.54 7.35
DPD-LASSO γ = 0.5 3.07 1.00 1.00 3.83 19.77 33.29 7.37
DPD-LASSO γ = 0.7 5.42 1.00 1.00 3.34 17.98 28.60 6.82
DPD-LASSO γ = 1 3.41 1.00 1.00 4.01 21.21 32.18 7.45
DPD-ncv γ = 0.1 3.01 1.00 1.00 0.13 0.31 5.40 3.77
DPD-ncv γ = 0.3 3.03 1.00 1.00 0.15 0.34 10.71 3.82
DPD-ncv γ = 0.5 3.04 1.00 1.00 0.16 0.37 14.53 3.84
DPD-ncv γ = 0.7 3.05 1.00 1.00 0.19 0.39 17.40 3.85
DPD-ncv γ = 1 3.07 1.00 1.00 0.26 0.41 20.64 3.89
Ad-DPD-LASSO γ = 0.1 4.20 1.00 1.00 0.52 1.43 4.00 3.74
Ad-DPD-LASSO γ = 0.3 3.12 1.00 1.00 0.75 0.06 2.44 3.93
Ad-DPD-LASSO γ = 0.5 3.36 1.00 1.00 0.81 0.30 2.88 3.97
Ad-DPD-LASSO γ = 0.7 3.06 1.00 1.00 0.98 0.01 2.79 4.05
Ad-DPD-LASSO γ = 1 3.08 1.00 1.00 1.11 0.02 3.22 3.97
AW-DPD-LASSO γ = 0.1 4.62 1.00 1.00 0.26 0.29 2.87 3.51
AW-DPD-LASSO γ = 0.3 3.36 1.00 1.00 0.24 0.00 2.45 3.61
AW-DPD-LASSO γ = 0.5 4.88 1.00 1.00 0.31 0.75 3.66 3.58
AW-DPD-LASSO γ = 0.7 3.76 1.00 1.00 0.29 0.08 3.10 3.58
AW-DPD-LASSO γ = 1 3.70 1.00 1.00 0.37 0.13 3.93 3.60
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Table 14: Median of τ−scale of the residuals of each of the estimators for the electronprobe
X-ray microanalysis data
τ−escale
(×102)
LS-LASSO 12.04
Ad-LS-LASSO 17.32
LS-SCAD 16.40
RLARS 9.85
DPD-LASSO γ = 0.1 10.01
DPD-LASSO γ = 0.3 9.29
DPD-LASSO γ = 0.5 9.25
DPD-LASSO γ = 0.7 8.94
DPD-ncv γ = 0.1 9.58
DPD-ncv γ = 0.3 9.37
DPD-ncv γ = 0.5 9.42
DPD-ncv γ = 0.7 9.50
Ad-DPD-LASSO γ = 0.1 9.98
Ad-DPD-LASSO γ = 0.3 9.29
Ad-DPD-LASSO γ = 0.5 9.25
Ad-DPD-LASSO γ = 0.7 8.94
AW-DPD-LASSO γ = 0.1 10.13
AW-DPD-LASSO γ = 0.3 9.34
AW-DPD-LASSO γ = 0.5 9.29
AW-DPD-LASSO γ = 0.7 8.88
C Comparing Ad-DPD-LASSO and AW-DPD-LASSO esti-
mators in terms of prediction performance
We have seen from our simulations presented in the main paper that the Ad-DPD-LASSO
estimator selects pretty better the model size than AW-DPD-LASSO. In contrast, AW-DPD-
LASSO is more accurate in estimating the regression coefficient, which is shown by generally
lower MSES and MSEN values. Finally, both performs similarly in estimating σ which
is significantly better than other existing algorithms considered. We further compare the
performance of Ad-DPD-LASSO and AW-DPD-LASSO, in terms of their prediction accuracy,
for varying number of covariates and contamination on proportions in the data.
For this purpose, we repeat the previous simulation exercise for Setting A, with varying
p and contamination proportion, and including similarly generated test sample to examine
the accuracy of the prediction. Once the model is fitted and the regression parameters are
estimated based on the training data, we evaluate the mean root square error of prediction
based on the test data as RMSE =
√
1
n
∑n
i=1
(
ytest,i − xTtest,iβ̂
)2
. for both Ad-DPD-LASSO
and AW-DPD-LASSO estimators. Figures 2–4 show the RSME values against the number
of covariates for pure data, 10% of Y -outliers and 10% of X-outliers, respectively. Both
the methods performs similarly in all settings, with or without contamination, with the
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Ad-DPD-LASSO being slightly more steady. By contrast AW-DPD-LASSO registers lower
RMSE when the number of covariates is lower, revealing greater accuracy on prediction.
Figure 2: Number of covariates against RMSE for pure data with Ad-DPD-LASSO (left) and
AW-DPD-LASSO (right) methods
Figure 3: Number of covariates against RMSE for 10% of Y -outliers with Ad-DPD-LASSO
(left) and AW-DPD-LASSO (right) methods
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Figure 4: Number of covariates against RMSE for 10% of X-outliers with Ad-DPD-LASSO
(left) and AW-DPD-LASSO (right) methods
Finally, we plot the RMSE values over the contamination level on Y -outliers from 0%
(pure data) to 25%, for the case with p = 500 and Setting A in Figure 5; the same for the
X-outliers are shown in Figure 6. For both the methods, the robustness increases for greater
values of γ, but they perform quite similarly in terms of prediction error for the same values
of γ. For greater contamination level (more than 15% contamination)the RMSE for γ = 0.1
grows exponentially. For the contamination in covariates, low values of γ produce greater
RMSE even under smaller contamination percentages.
Figure 5: Contamination level of Y -outliers against RMSE with Ad-DPD-LASSO (left) and
AW-DPD-LASSO (right) methods
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Figure 6: Contamination level of X-outliers against RMSE with Ad-DPD-LASSO (left) and
AW-DPD-LASSO (right) methods
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