Multifractal analysis of Lyapunov exponent for the backward continued
  fraction map by Iommi, Godofredo
ar
X
iv
:0
81
2.
17
45
v1
  [
ma
th.
DS
]  
9 D
ec
 20
08
MULTIFRACTAL ANALYSIS OF LYAPUNOV EXPONENT FOR
THE BACKWARD CONTINUED FRACTION MAP
GODOFREDO IOMMI
Abstract. In this note we study the multifractal spectrum of Lyapunov ex-
ponents for interval maps with infinitely many branches and a parabolic fixed
point. It turns out that, in strong contrast with the hyperbolic case, the do-
main of the spectrum is unbounded and points of non-differentiability might
exist. Moreover, the spectrum is not concave. We establish conditions that
ensure the existence of inflection points. To the best of our knowledge this is
the first time were conditions of this type are given. We also study the ther-
modynamic formalism for such maps. We prove that the pressure function is
real analytic in a certain interval and then it becomes equal to zero. We also
discuss the existence and uniqueness of equilibrium measures. In order to do
so, we introduce a family of countable Markov shifts that can be thought of
as a generalisation of the renewal shift.
1. Introduction
Dynamical systems that are sufficiently hyperbolic have the property that almost
all orbits move away from each other on time. When the system is defined on a
compact space this produces a certain degree of mixing. In such a situation, the
orbit structure becomes rather complicated. Therefore, it is of interest to quantify
the rate at which the orbits become separated.
In this note we consider (piecewise) differentiable maps T : I → I, where I ⊂ R
is a bounded union of closed intervals. The Lyapunov exponent of the map T at
the point x ∈ I is defined by
λT (x) = λ(x) = lim
n→∞
1
n
log |(T n)′(x)|,
whenever the limit exists. It measures the exponential rate of divergence of in-
finitesimally close orbits.
The Birkhoff ergodic theorem implies that if µ is an ergodic T−invariant mea-
sure, such that
∫
log |T ′| dµ is finite, then λT (x) is constant µ-almost everywhere.
Nevertheless, it is possible for the Lyapunov exponent to attain a whole interval of
values. In this note we address the problem of describing the range of these pos-
sible values and computing the size of the level sets determined by the Lyapunov
exponent. More precisely, for α ≥ 0 consider,
J(α) =
{
x ∈ I : lim
n→∞
1
n
log |(T n)′(x)| = α
}
,
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note that it is possible for J(α) = ∅. Let
J ′ =
{
x ∈ I : the limit lim
n→∞
1
n
log |(T n)′(x)| does not exists
}
.
Denote by Λ the repeller corresponding to T (see Section 2 for a precise definition).
The set Λ can be decomposed in the following way (usually called multifractal
decomposition),
Λ = J ′ ∪ (∪αJ(α)) .
The function that encodes this decomposition is called multifractal spectrum of the
Lyapunov exponents and it is defined by
L(α) := dimH(J(α)),
where dimH denotes the Hausdorff dimension of a set.
This problem was first studied by Weiss [37], in the context of conformal ex-
panding maps and Axiom A surface diffeomorphisms. He was able to relate the
Lyapunov exponent with the pointwise dimension of a Gibbs measure. Using re-
sults of Pesin and Weiss [23] on the multifractal spectrum of pointwise dimension
he obtained a description of the Lyapunov spectrum. In particular, he showed
that it is real analytic and has bounded domain. Work has also been done in the
context of non-uniformly hyperbolic dynamics (there exists Lyapunov exponents
equal to zero). Pollicott and Weiss [27] and Nakaishi [21] studied the case of the
Manneville-Pomeau map (see also the work of Takens and Verbitskiy [35] and the
work of Pfister and Sullivan [25]). This is an interval map with two branches and
a parabolic fixed point at zero. In this case, the Lyapunov spectrum has bounded
domain but it can have points where it is not analytic. Recently, Gelfert and Rams
[9] considered a broader class of such systems and described the Lyapunov spec-
trum. Our results are based on their work. The Lyapunov spectrum has also been
studied for the Gauss map, this is an interval map with countably many branches
and infinite topological entropy. Pollicott and Weiss [27] began the study of its
Lyapunov spectrum and it was recently completed by Kessebo¨hmer and Stratmann
[15]. It was shown that the Lyapunov spectrum is real analytic and that it has
unbounded domain.
This note is devoted to the study of the Lyapunov spectrum of non-uniformly
hyperbolic dynamical systems with infinite topological entropy. Our main model
is the, so called, Renyi map (see Section 2 for a precise definition). This is a map
with a parabolic fixed point at zero and with infinite topological entropy. It has no
absolutely continuous invariant probability measure with respect to the Lebesgue
measure. It is closely related to the backward continued fraction (see Section 2 and
[11, 10]). It is also related to the geodesic flow on the modular surface [1]. Schmeling
and Weiss [33] proposed the study of multifractal spectrum of Lyapunov exponent
for this map. Note that the Renyi map exhibits all the complicated behaviour of
maps with a parabolic fixed point and of the Gauss map. Is the combination of
these two features that makes the example interesting.
Our results are also valid for certain interval maps with a parabolic fixed point,
with infinite topological entropy and with a maximal measure (that is, an invariant
probability measure absolutely continuous with respect to the dimH(Λ)-conformal
measure). These maps can be thought of as a generalisation of the Manneville
Pomeau maps to systems with infinite topological entropy. Moreover, we recover
the description of the Lyapunov spectrum for the Gauss map.
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We prove that, if T is a map with countably many full branches and (possibly)
a parabolic fixed point then
L(α) =
1
α
inf
t∈R
(P (−t log |T ′|) + tα),
where P (·) denotes the topological pressure. For precise definitions and statements
see Sections 3 and 4.
In this infinite entropy setting, the domain of the spectrum is unbounded and
points of non differentiability might exists. There are level sets for which there are
no measures of full dimension (that is an invariant measure, µ, such that µ(J(α)) =
1 and dimH µ = dimH J(α)). We also give conditions that ensure the existence of
inflection points (see Section 5). We stress that the spectrum is not concave. To the
best of our knowledge this is the first time were conditions of this type are given.
One of the main difficulties in this setting is to describe the thermodynamic
formalism. That is, the behaviour of the pressure function and the existence and
uniqueness of equilibrium measures (see Section 3). Two are the sources of diffi-
culties, on the one hand we have to deal with the lack of hyperbolicity produced
by the parabolic fixed point, and on the other, the natural symbolic model for
these systems is the (non-compact) full-shift on a countable alphabet. We com-
pletely describe the thermodynamic formalism for maps with countably many full
branches and a parabolic fixed point. First, we prove existence of equilibrium mea-
sures with good ergodic properties corresponding to the potentials −t log |T ′| with
t ∈ (t∗, dimH Λ) (see Section 3 for precise statements). We consider sub-systems
of T and construct a sequence of invariant measures that converges to the desired
equilibrium measure. Here, the interval structure of the system is used. In order to
prove that the equilibrium measure is unique we make use of the theory of countable
Markov shifts, as developed by Sarig [30]. The renewal shift (see [31]) has been used
to model the Manneville Pomeau map. We introduce a family of Markov shifts,
that can be thought of as a generalisation of the renewal shift, which serve as sym-
bolic models for maps with N -full branches and a parabolic fixed point. The main
feature of these Markov shifts is that they model the system minus the parabolic
fixed point and its pre-imaeges. That is, they serve as model for the hyperbolic part
of the system. We describe the thermodynamic formalism for such maps. We also
consider a symbolic model for the hyperbolic part of maps with countably many
branches and a parabolic fixed point. Applying results of Buzzi and Sarig [7] to
these Markov shifts we prove uniqueness of equilibrium measures. We also prove
that the pressure function t → P (−t log |T ′|) is real analytic for t ∈ (t∗, dimH Λ)
and equal to zero for t ≥ dimH Λ.
Note that the above results are relevant also at a symbolic level. Indeed, the ther-
modynamic formalism is only completely understood for countable Markov shifts
with very simple combinatorics. Thermodynamic formalism for Markov shifts close
to the full-shift have been completely studied by Mauldin and Urban´ski [19] and
by Sarig [31]. Also, the thermodynamic formalism for renewal shift was studied by
Sarig [31]. The Markov shifts we consider here are to be added to this list.
The structure of the paper is as follows. In Section 2 we define the dynamical
systems that we are going to work with. Section 3 is devoted to the thermodynamic
formalism for such systems. Existence and uniqueness of equilibrium measures is
discussed. In Section 4 our main result concerning multifractal analysis of Lyapunov
exponent is stated. Its differences with the classical hyperbolic setting are discussed.
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In Section 5 we study conditions that ensure the existence of inflection points. Note
that all the Lyapunov spectra considered in this paper have inflection points. The
proofs are left to the end of the note.
2. The dynamical systems
In this section we describe the dynamical systems that we are going to consider.
Let I = ∪∞n=1In ⊂ [0, 1] be a countable (infinite) union of closed intervals with
disjoint interiors. Let T : I → [0, 1] be a map such that
(1) T is of class C1+ǫ (on each sub-interval).
(2) There exists m ∈ N and p ∈ ∪∞n=1In such that |(Tm)′(x)| > 1 for every
x ∈ I \ {p}.
(3) T (p) = p and |T ′(p)| ≥ 1
(4) If int(In) denotes the interior of In, then T (int(In)) = [0, 1] for every n ∈ N.
(5) There exists γ > 1 and C > 0 such that for every n ∈ N and x ∈ In we
have that C−1nγ ≤ |T ′(x)| ≤ Cnγ .
Denote by Ii0...in−1 = ∩n−1j=0 T−jIij the cylinder of length n. We also consider a
distortion assumption as in the work of Gelfert and Rams [8, 9]. We assume the
map T to have the tempered distortion property, that is, there exists a positive
sequence (ρn)n decreasing to zero such that for every n ∈ N we have
sup
(i0...in)
sup
x,y∈Ii0...in
|(T n)′(x)|
|(T n)′(y)| ≤ exp(nρn).
Such maps will be called Markov-Renyi maps or simply MR-maps. The repeller Λ
of T is defined by
Λ :=
∞⋂
n=0
T−nI.
We will consider three examples, each of one exhibiting one of the possible be-
haviours of the multifractal spectrum.
2.1. The Gauss map. An irrational number x ∈ (0, 1) can be written as a con-
tinued fraction of the form
x =
1
a1 +
1
a2 +
1
a3 + . . .
= [a1a2a3 . . . ],
where ai ∈ N. For a general account on continued fractions see [12, 16]. The n− th
approximant pn(x)/qn(x) of the number x ∈ [0, 1] is defined by
(1)
pn(x)
qn(x)
=
1
a1 +
1
a2 +
1
· · ·+ 1
an
The Gauss map G : (0, 1]→ (0, 1], is the interval map defined by
G(x) =
1
x
−
[ 1
x
]
,
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This map is closely related to the continued fraction expansion. Indeed, for 0 <
x < 1 with x = [a1a2a3 . . . ] we have that a1 = [1/x], a2 = [1/Gx], . . . , an =
[1/Gn−1x]. In particular, the Gauss map acts as the shift map on the continued
fraction expansion,
an =
[
1/Gn−1x
]
.
The Lyapunov exponent of the Gauss map G at the point x , whenever the limit
exists, satisfies (see [27])
(2) λ(x) = − lim
n→∞
1
n
log
∣∣∣x− pn(x)
qn(x)
∣∣∣,
Therefore, the Lyapunov exponent of the Gauss map quantifies the exponential
speed of approximation of a number by its approximants (see [27]). Note that in
this case we have that dimH(Λ) = 1. There exists an absolutely continuous ergodic
G−invariant measure, µG, called the Gauss measure, defined by
µG(A) =
1
log 2
∫
A
1
1 + x
dx.
where A ⊂ [0, 1] is a Borel set. From the Birkhoff ergodic theorem we obtain that
µG-almost everywhere (and hence Lebesgue almost everywhere)
(3) λ(x) =
π2
6 log 2
.
Note that the range of values of the Lyapunov exponent is [2 log
(
1+
√
5
2
)
,∞) (see
[15, 27]).
2.2. The infinite Manneville-Pomeau map. This is a generalisation of the well
known Manneville Pomeau map [18]. Let In =
[
n−1
n
, n
n+1
)
, for every n ≥ 1. The
map T : ∪∞n=1In → [0, 1] is defined by
T (x)|In = n(n+ 1)x+ 1− n
n+ 1
,
for every n > 1 and T |I1 is such that
(1) T (I1) = [0, 1],
(2) T ′(x) > 1 for every x ∈ I1 \ {0},
(3) T (0) = 0 and T ′(0) = 1,
(4) There exits β > 0 and δ > 0 such that T |[0,δ)(x) = x+ x1+β .
Note that in this case dimH(Λ) = 1. If β ∈ [0, 1] the map has a probability invariant
measure absolutely continuous with respect to the Lebesgue measure. Note that the
orbits spend a large amount of time near the parabolic fixed point. The condition
on the class of differentiability implies that the amount of time is not long enough
to make the invariant measure infinite (see [17]). Indeed, in this case the map is of
class C1+ǫ but not of class C2.
If β > 1 then the map has a sigma-finite (but infinite) invariant measure abso-
lutely continuous with respect to the Lebesgue measure.
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2.3. The Renyi map. The map R : [0, 1)→ [0, 1) is defined by
R(x) =
1
1− x −
[ 1
1− x
]
,
where [a] denotes the integer part of the number a. It was introduced by Renyi in
[28] and we will refer to it as the Renyi map. The ergodic properties of this map
have been studied, among others, by Adler and Flatto [1] and by Renyi himself
[28]. This is a map with infinitely many branches and infinite topological entropy.
It has a parabolic fixed point at zero. It is closely related to the backward continued
fraction algorithm [11, 10]. Indeed, every irrational number x ∈ [0, 1) has unique
infinite backward continued fraction expansion of the form
x =
1
a1 −
1
a2 −
1
a3 − . . .
= [a1a2a3 . . . ]B,
where the coefficients {ai} are integers such that ai > 1. The Renyi map acts as
the shift on the backward continued fraction (see [11, 10]). In particular,
If x = [a1a2a3 . . . ]B then R(x) = [a2a3 . . . ]B.
This continued fraction has been used, for example, to obtain results on inhomoge-
nous diophantine approximation (see [26]). Note that in this case dimH(Λ) = 1 and
that the 1−conformal measure is the Lebesgue measure. Renyi [28] showed that
there exists an infinite σ−finite invariant measure, µR, absolutely continuous with
respect to the Lebesgue measure. It is defined by
µR(A) =
∫
A
1
x
dx,
where A ⊂ [0, 1] is a Borel set. There is no finite invariant measure absolutely
continuous with respect to the Lebesgue measure.
2.4. A pathological example. The following example does not satisfy condition
(5) and will be used in Section 3 to illustrate the type of phenomena that we are
ruling out by imposing this condition.
Let x(n) = 2n(log 2n)2 ad take N > 0 such that
∑
n>N x(n)
−1 < 1. Let (In)n
be a sequence of disjoint intervals such that In ⊂ [0, 1] and |In| = x(n)−1, where
| · | denotes the length of the interval. For every n > 1 define T |In as a piecewise
linear map of slope x(n). Let I1 = [0, x(1)] and define T |I1 to be such that
(1) T (I1) = [0, 1],
(2) T ′(x) > 1 for every x ∈ I1 \ {0},
(3) T (0) = 0 and T ′(0) = 1,
(4) There exits α > 0 and δ > 0 such that T |[0,δ)(x) = x+ x1+α.
3. Thermodynamic formalism
A major tool in the study of multifractal analysis (and in the dimension theory
of dynamical systems in general) is the thermodynamic formalism. In the present
setting, the version for countable Markov shifts developed by Sarig [30] will be used
(see also the work by Mauldin and Urban´ksi [19]).
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Definition 3.1. Let T be an MR-map, denote by MT the set of T−invariant
probability measures. Let φ : Λ → R be a continuous potential. The topological
pressure of φ with respect to T is defined, via the variational principle, by
PT (φ) = P (φ) = sup{h(µ) +
∫
φ dµ : µ ∈MT and −
∫
φ dµ <∞},
where h(µ) denotes the measure theoretic entropy of T with respect to µ.
A measure µφ ∈MT is called an equilibrium measure for φ if it satisfies:
P (φ) = h(µφ) +
∫
φ dµφ.
The difficulties to describe the thermodynamic formalism are twofold. First, we
have to deal with the lack of hyperbolicity produced by the parabolic fixed point.
Secondly, the natural symbolic model for these maps is the (non-compact) full-shift
on an infinite alphabet. As one might expect, these two dynamical features reflects
on the behaviour of the pressure. Indeed, for t < dimH(Λ) the behaviour of the
pressure is governed by the sub-systems with large entropy and for t > dimH(Λ) it
is governed by the parabolic fixed point. If there is no parabolic fixed point (as in
the case of the Gauss map) then it is only the sub-systems of positive entropy that
have influence on the pressure.
The next theorems describe the thermodynamic formalism for MR-maps. We
will rule out the trivial case in which log |T ′| is cohomologous to a constant. That
is, the case in which there exists a continuous function ψ : Λ → R and a constant
c ∈ R such that log |T ′| = ψ − ψ ◦ T + c. We will assume that the parabolic fixed
point p ∈ I is equal to zero.
Theorem 3.1. Let T be a MR-map. If T (0) = 0 and |T ′(0)| = 1 then there exists
t∗ ≥ 0 such that
(1) If t < t∗ then P (−t log |T ′|) =∞.
(2) If t ∈ (t∗, dimH(Λ)) then P (−t log |T ′|) is finite, positive, strictly decreas-
ing, strictly convex and real analytic. Moreover, there exists a unique equi-
librium measure for −t log |T ′|.
(3) If t > dimH(Λ) then P (−t log |T ′|) = 0 and the Dirac delta at zero, δ0, is
the only equilibrium measure for −t log |T ′|.
The pressure function is differentiable at t = dimH(Λ) if and only if δ0 is the only
equilibrium measure for − dimH(Λ) log |T ′|.
The Renyi map, R, satisfies the hypothesis of the above theorem. In this case
we have that t∗ = 1/2. Since dimH(Λ) = 1 and there is no finite absolutely
continuous measure with respect to the Lebesgue measure, the pressure function is
differentiable at t = 1. A MR-map T for which the pressure function behaves like
in Theorem 3.1 and which is differentiable at t = dimH(Λ) will be called Renyi like.
On the other hand, the infinite Manneville Pomeau map, when β ∈ (0, 1), is such
that dimH(Λ) = 1 and it has a finite absolutely continuous measure with respect
to Lebesgue. Therefore, the pressure function is not differentiable at t = 1. A
MR-map T for which the pressure function behaves like in Theorem 3.1 and which
is not differentiable at t = dimH(Λ) will be called infinite Manneville Pomeau like.
The main feature of the proof of Theorem 3.1 (see Section 6) is the construction
of a symbolic model for the systems without the parabolic fixed point. This is a
generalisation of the method used to study Manneville-Pomeau maps. Using results
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by Buzzi and Sarig [7] it is possible to prove that the equilibrium measure is unique.
Note that the proof of existence is achieved using approximation arguments on the
interval.
If the map T does not have a parabolic fixed point then the thermodynamic
formalism was described in [27],
Theorem 3.2 (Pollicott-Weiss). Let T be a MR-map. If there exists m > 0 such
that |(Tm)′(x)| > 1 for every x ∈ Λ then there exists t∗ ≥ 0 such that
(1) If t < t∗ then P (−t log |T ′|) =∞.
(2) If t > t∗ then P (−t log |T ′|) is finite, strictly decreasing, strictly convex
and real analytic. Moreover, there exists a unique equilibrium measure for
−t log |T ′|.
The Gauss map, G, satisfies the above hypothesis. In this case t∗ = 1/2. Mayer
[20] proved that the pressure function t → P (−t log |G′|) has a logarithmic singu-
larity at 1/2 and that for t > 1/2, is real analytic. With our methods we recover
the description of the pressure function. Results on ergodic optimization [14] al-
low us to prove that the slope of the asymptote for t → +∞ is the golden mean:
(1+
√
5)/2. A MR-map T for which the pressure function behaves like in Theorem
3.2 will be called Gauss like.
Example 3.1. Let T be the pathological example defined in subsection 2.4. The
pressure function for this map is such that
P (−t log |T ′|) =
{
∞ if t < dimH(Λ),
0 if t ≥ dimH(Λ).
4. The Lyapunov spectrum
The Lyapunov spectrum of a piecewise uniformly expanding map, T : ∪ni=1Ii →
I, was described by Weiss [37]. It is real analytic and it has bounded domain. In our
setting both properties might fail simultaneously. We will prove that the parabolic
fixed point can force the Lyapunov spectrum to have points of non-differentiability.
The fact that the system has infinitely many branches implies that the spectrum
always has unbounded domain. Moreover, it always has an inflection point (see
Section 5 for a more detailed discussion).
The formula we obtain for the multifractal spectrum has been obtained in other
settings [9, 15, 21, 27]. We now state our results regarding the multifractal spec-
trum.
Theorem 4.1. Let T be an MR-map. Then the domain of L(·) is an unbounded
sub-interval of [0,∞) and
(4) L(α) =
1
α
inf
t∈R
(P (−t log |T ′|) + tα).
Also, dimH(J
′) = dimH(Λ).
The following number plays an important role in the description of the multi-
fractal spectrum,
Definition 4.1. Let
(5) α∗ := lim
t→dimH (Λ)−
d
dt
P (−t log |T ′|).
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Because of the convexity of the pressure such a limit always exists.
Since the pressure function has three different types of behaviour this yields to
three different types of Lyapunov spectra.
Theorem 4.2. If T is a MR-map with a parabolic fixed point then the Lyapunov
spectrum has unbounded domain and it has an inflection point. Moreover,
(1) if the pressure function is differentiable at t = dimH Λ then the multifractal
spectrum is real analytic; it is strictly decreasing and there exists a measure
of full dimension for every level set.
(2) If there exists a measure of maximal dimension for the repeller then α∗ > 0
and for every α ∈ [0, α∗] we have L(α) = dimH(Λ) . If α > α∗ then
there exists measures of full dimension for every level set J(α) and the
multifractal spectrum is real analytic.
The Renyi map satisfies the assumptions of Theorem 4.2. Its Lyapunov spectrum
has a unique maximum at zero, L(0) = 1. That is, the set of points for which the
Lyapunov exponent is equal to zero has full Hausdorff dimension. The domain of
the Lyapunov spectrum is the interval [0,+∞). It is strictly decreasing and it has an
inflection point. Moreover, as in the case of the Gauss map, limα→+∞ L(α) = 1/2.
For the infinite Manneville Pommeau map (with β ∈ [0, 1]) the Lyapunov spec-
trum has domain equal to [0,+∞). Moreover, α∗ > 0 and for every α ∈ [0, α∗]
the Lyapunov spectrum has full Hausdorff dimension, L(α) = 1. For α > α∗ the
function L(α) is strictly decreasing and it has an inflection point.
Note that is the influence of the parabolic fixed point that forces the level set of
zero to have full Hausdorff dimension. Depending on the tangency of the system
T at this point (or equivalently, whether the map admits or not a finite invariant
measure absolutely continuous with respect to the dimH(Λ)−conformal measure),
the level set corresponding to zero is the only level set of full dimension.
Theorem 4.3. If T is an MR-map such that |(Tm)′(x)| > 1 for some m > 0 and
for every x ∈ Λ then the Lyapunov spectrum has unbounded domain [αmin,+∞). It
is increasing in the interval [αmin, α
∗] and decreasing in [α∗,+∞). It has a unique
maximum, it has an inflection point and it is real analytic. There exists measures
of full dimension for every level set.
Remark 4.1. Note that αmin = min{λ(x) : x ∈ Λ} .
The Gauss map satisfies the assumptions of the above Theorem. It was shown by
Pollicott and Weiss [27] and by Kessebo¨hmer and Stratmann [15] that the domain
of L(·) is the interval [2 log
(
1+
√
5
2
)
,∞). It has a maximum at α∗ = π26 log 2 and
limα→+∞ L(α) = 1/2.
Remark 4.2. Let T be the pathological example defined in subsection 2.4. It is not
possible to read from the topological pressure the range of values of the Lyapunov
spectrum. Indeed, when differentiable the pressure has always derivative equal to
zero. Nevertheless, using the approximation argument of subsection 7.1 it is possible
to obtain lower bounds for the multifractal spectrum.
5. Inflection points of the spectrum
There is almost no discussion in the literature, that we are aware of, regarding
inflection points for the Lyapunov spectrum. It was only explicitly mentioned in
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the work of Kessebo¨hmer and Stratmann [15] for the Gauss map. Also Barreira
and Saussol [4] gave some examples of non-concave multifractal spectra, although
not for the Lyapunov spectrum. In the study of multifractal spectrum of pointwise
dimension of certain non dynamically defined measures, non-concave multifractal
spectra has been observed [2, 36].
In the present section we establish general conditions under which the Lyapunov
spectrum has inflection points. Note that in our setting the Lyapunov spectrum
always has such points. Indeed, it is a continuous function, it is concave at its
maximum, it is strictly decreasing for sufficiently large values of α, it is non-negative
and it has unbounded domain.
Let us denote by µα the equilibrium measure corresponding to the potential
−tα log |T ′| such that
∫
log |T ′| dµα = α. Note that it is possible that such a
measure does not exist, but if it does then
L(α) =
1
α
(
P (tα) + tαα
)
=
h(µα)
α
.
The next Theorem relates the maximum and the inflection points of the Lya-
punov spectrum with the derivative (with respect to the dynamical parameter α)
of the entropy of the equilibrium measures.
Theorem 5.1. Let
α > min{α′ ∈ dom(L) : there exists a measure of full dimension µα′ for J(α′)}.
Then
(1) the point α is a maximum of the Lyapunov spectrum L(α) if and only if
d
dα
h(µα) = L(α),
(2) the point α is an inflection point of the Lyapunov spectrum L(α) if and only
if
d2
dα2
h(µα) = 2L
′(α).
Remark 5.1. For Renyi like and infinite Manneville Pomeau like maps we have
that
α∗ = min{α′ ∈ dom(L) : there exists a measure of full dimension µα′ for J(α′)},
where the number α∗ was defined in equation (5). For Gauss like maps we have
that
αmin = min{α′ ∈ dom(L) : there exists a measure of full dimension µα′ for J(α′)},
where αmin was defined in Remark 4.1.
The next Theorem gives a bound for where an inflection point can be situated.
Theorem 5.2. Every inflection point is larger than α∗.
Note that it is possible for α∗ = 0. This occurs, for example, for the Renyi map.
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6. Proof of Theorems 3.1 and 3.2, thermodynamic formalism.
We start by proving Theorem 3.1. We introduce a countable Markov shift that
can be thought of as generalisation of the renewal shift (see [31]). Our proof is
a combination of techniques coming from the theory of countable Markov shifts
with properties of interval maps. Several of our arguments are of an approximation
nature.
Lemma 6.1. There exists s ≥ 0 such that for every t < s the pressure function is
infinity, that is
P (−t log |T ′|) =∞.
Proof. Note that pressure function t → P (−t log |T ′|) is non-increasing. Since the
system has infinite entropy we have that P (0) = ∞. By the Bowen formula (see
[8, 22]) we obtain that for every t > dimH(Λ) the pressure function is non positive.
The result now follows. 
Denote by t∗ = sup {s ∈ R : if t < s then P (−t log |T ′|) =∞}. Note that t∗ ≤
dimH(Λ).
Lemma 6.2. The pressure function is such that
lim
t→t∗ P (−t log |T
′|) =∞
Proof. From hypothesis (5) on the definition of MR-maps we obtain that
P (−t log |T ′|) ≥ log
∞∑
n=1
n−tγ .
The result now follows. 
Note that the pathological example of subsection 2.4 does not satisfy the above
Lemma.
6.1. Equilibrium measures. We discuss now the existence of equilibrium mea-
sures for the potentials −t log |T ′| with t ∈ (t∗, dimH(Λ)).
Denote by Tn the restriction of the map T to the set ∪ni=1Ii and let Λn be the
corresponding repeller. Let Pn(·) be the topological pressure corresponding to the
dynamical system Tn.
Let α > α∗ be fixed. Denote by µn the equilibrium measure for the dynamical
system Tn corresponding to a potential of the form −tn log |T ′n|, such that∫
log |T ′| dµn = α.
Such a measure exists for every n sufficiently large. This is due to the fact that for
t > t∗ we have P (−t log |T ′|) <∞ and (see [30])
lim
n→∞
Pn(−t log |T ′|) = P (−t log |T ′|).
We first show that this sequence has a limit point in MT (note that the mass
could escape from the domain of the system, as it does for the sequence {δp :
p fixed point for R}, where δp denotes the atomic measure supported in {p}). That
is, we rule out the possibility of mass escaping the domain of the system. The
following proof works for any accumulation point of the boundary of the partition.
For simplicity we will assume that point to be equal to 1.
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Lemma 6.3. Let α > α∗ then the sequence {µn} is tight in [0, 1).
Proof. We have that
α =
∫ 1
0
log |T ′| dµn =
∫ 1−ǫ
0
log |T ′| dµn +
∫ 1
1−ǫ
log |T ′| dµn.
For every n ∈ N there exists ǫ > 0 such that
Mǫ := inf{| log |T ′(x)|| : x ∈ (1− ǫ, 1)} ≥ n.
Let us fix ǫ > 0. We have that
α =
∫ 1−ǫ
0
log |T ′| dµn +
∫ 1
1−ǫ
log |T ′| dµn ≥
∫ 1−ǫ
0
log |T ′| dµn +Mǫµn([1 − ǫ, 1]).
Thus,
α− ∫ 1−ǫ0 log |T ′| dµn
Mǫ
≥ µn([1 − ǫ, 1]).
Since
∫ 1−ǫ
0 log |T ′| dµn ≥ 0, we obtain that
µn([1− ǫ, 1]) ≤ α
Mǫ
.
Therefore, for every δ > 0 there exists ǫ(δ) > 0 such that µn([0, 1 − ǫ(δ)]) > 1 − δ.
That is, the sequence {µn} is tight. Therefore, if µα is a weak∗ accumulation point
of the sequence {µn} then µα([0, 1)) = 1. 
Remark 6.1. Note that the assumption α > α∗ is equivalent to t ∈ (t∗, dimH(Λ)).
We have proved that given α > α∗ there exists a sequence {tn} ∈ R such that
the equilibrium measures, µn, for −tn log |T ′| restricted to Λn has an accumulation
point µα. For sufficiently large values of n we have that tn ∈ (t∗, dimH(Λ)). In par-
ticular it has a convergent subsequence. Let us denote by tα such an accumulation
point.
Lemma 6.4. The measure µα is an equilibrium measure for −tα log |T ′|.
Proof. Recall that results by Sarig [30] (see also the work of Mauldin and Urban´ski
[19]) imply that
lim
n→∞
Pn(−t log |T ′|) = P (−t log |T ′|).
Note that the pressure is monotonous on n, that is, for every continuous potential
φ : Λ→ R we have
Pn(φ) ≤ Pn+1(φ).
In particular, we have that
lim
n→∞
Pn(−tn log |T ′|) = P (−tα log |T ′|).
From our definition of pressure we obtain
lim
n→∞
(
h(µn)− tnα
)
= h(µα)− tαα = P (−tα log |T ′|).

Remark 6.2. If there exists α1 6= α2 such that the corresponding sequences {t1n}
and {t2n} converge to the same value t′, then the pressure function t→ P (−t log |T ′|)
is not differentiable at t′.
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6.2. The symbolic model: N-renewal shift. In order to prove that the equilib-
rium measure is unique, we will make use of the theory of countable Markov shifts.
First note that for every α > α∗ the Dirac measure supported at the fixed point
zero, δ0, is not an equilibrium measure for −tα log |T ′|. We will remove the fixed
point x = 0 and use a symbolic model to describe the system T restricted to (0, 1).
Let S = {0, 1, 2, 3, . . .} be a countable alphabet. Consider the transition matrix
A1 = (aij)i,j∈S with a0,0 = a0,n = an,n−1 = 1 for each n ≥ 1 and with all the
other entries equal to zero. The renewal shift is the countable Markov shift (Σ1, σ)
defined by the transition matrix A1, that is, the shift map σ acting on the space
Σ1 = {(xi)i≥0 : xi ∈ S and axixi+1 = 1 for each i ≥ 0}.
The vertex determined by the symbol 0 is called renewal vertex. Interval maps with
two branches, either hyperbolic [24] or with a parabolic fixed point [30], have been
studied with this symbolic model. Also in dimension two, parabolic horseshoes
have been studied with this model [3]. We will consider a generalisation of the the
renewal shift that would allow us to model systems with more than two branches.
The idea is to replace the renewal vertex with a full-shift on N symbols.
Let N be a positive integer. Consider the transition matrix AN = (aij)i,j∈S
with a0,0 = a0,n = 1, a1,0 = a1,n = 1, . . . , aN,0 = aN,n = 1 for each n ≥ 1. Also
aN+1,0 = aN+1,1 = · · · = aN+1,N = 1 and an+2,n+1 = 1 for each n ≥ N + 2. All
the other entries are equal to zero. The N-renewal shift is the countable Markov
shift (ΣN , σ) defined by the transition matrix AN , that is, the shift map σ acting
on the space
ΣN = {(xi)i≥0 : xi ∈ S and axixi+1 = 1 for each i ≥ 0}.
These Markov shifts serve as symbolic models for the systems Tn, when we remove
the parabolic fixed point and its pre-images.
Proposition 6.1. The map Tn : Λn\∪∞i=0T−in (0)→ Λn\∪∞i=0T−in (0) is topologically
conjugated to (Σn, σ).
The proof of this result is straightforward and it is just a slight modification of
the classical result for interval maps with two branches (see [3, 24, 31]). Denote by
πn : Σn → Λn \ ∪∞i=0T−in (0) the topological conjugacy.
Let us consider now the countable Markov shift defined by the transition matrix
A∞ = (ai,j)i,j∈S with entries a2n,k = 1, a2n−1,2n−2 = 1 and a1,2n = 1, for every
n, k ∈ N∪ {0}. The ∞-renewal shift is the countable Markov shift (Σ∞, σ) defined
by the transition matrix A∞, that is, the shift map σ acting on the space
Σ∞ = {(xi)i≥0 : xi ∈ S and axixi+1 = 1 for each i ≥ 0}.
It can be thought of as a generalisation of the renewal shift, where we replace the
renewal vertex by a full-shift on a countable alphabet.
Remark 6.3. The system (T,Λ \ ∪∞i=0T−i(0)) is topologically conjugated to the
system (Σ∞, σ). We denote by π : Σ∞ → Λ \∪∞i=0T−i(0) the topological conjugacy.
Let N ∈ N ∪ {∞}. Given a function φ : ΣN → R, for each n ≥ 1 we set
Vn(φ) = sup{|φ(x) − φ(y)| : x, y ∈ ΣN , xi = yi for 0 ≤ i ≤ n− 1}.
A function φ is said to have summable variations if
∑∞
n=2 Vn(φ) < ∞. Note that
the space ΣN is not compact. Sarig [30] introduced a notion of pressure in this
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setting. The Gurevich pressure is defined by
PG(φ) = lim
n→∞
1
n
log
∑
σnx=x
exp
( n−1∑
i=0
φ(σix)
)
1Ci0 (x),
where 1Ci0 (x) denotes the characteristic function of the cylinder Ci0 . The value
of the pressure does not depend on i0. Buzzi and Sarig [7] proved that if (Σ, σ) is
a topologically mixing countable Markov shift, and φ : Σ → R is a potential such
that supφ <∞, PG(φ) <∞ and
∑
n≥2 Vn(φ) <∞. Then there exists at most one
equilibrium measure for φ.
Proposition 6.2. If α > α∗ then there exists a unique equilibrium measure for
−tα log |T ′|.
Proof. Let M∞ be the space of σ−invariant probability measures of (Σ∞, σ). The
function m → m ◦ π−1 is a bijection between the ergodic elements of the sets
MT \ {δ0} and M∞.
Note that µα ◦ π−1 is an equilibrium measure for −tα log |T ′| ◦ π−1. Therefore,
by the result of Buzzi and Sarig [7] there are no other equilibrium measures in
MT \ {δ0}. But since
h(δ0)− tα
∫
log |T ′| dδ0 < h(µα)− tα
∫
log |T ′| dµα,
we have that there exists a unique equilibrium measure for −tα log |T ′|. 
Note that for t > dimH(Σ) the pressure is non-positive. Since
h(δ0)− t
∫
log |T ′| dδ0 = 0,
we have that P (−t log |T ′|) = 0.
6.3. Real analyticity of the pressure. In this subsection we prove that the
pressure function P (−t log |T ′|) is real analytic on the range t ∈ (t∗, dimH(Λ)).
In order to do so, we will make use of an inducing scheme and of the results of
the previous subsections regarding equilibrium measures. The method of proof is
similar to the one developed by Stratmann and Urban`ski [34].
Assume that the parabolic fixed point belongs to the interval I1 and let I˜ =
∪∞n=2In. Consider the inducing scheme (I˜ , F, τ), where τ : I˜ → N is the first return
time map and F : I˜ → I˜ is defined by F (x) = T τ(x)(x). Note that the map F is
piecewise monotonic and expanding (|F ′(x)| > 1). Each interval In is divided in
a countable number of intervals of monotonicity In = ∪∞j=1In,j . On each of those
intervals the map F is surjective.
Let t ∈ (t∗, dimH(Λ)) and µt be the unique equilibrium measure corresponding
to −t log |T ′|. Recall that ∫ log |T ′| dµt > 0. Results of Bruin and Todd [6] and
Zweimuller [40] imply that there exists a unique (Gibbs) F−invariant measure µ˜t,
such that
∫
τ dµ˜t <∞ which projects onto µt.
Let
P (t, q) = P (−t log |F ′| − qτ).
Since the underlying system is a full-shift on a countable alphabet, the pressure
P (t, q), when finite, is real analytic on each variable (see [30, 34]). Moreover, there
exists Gibbs measures [32]
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Inducing schemes can be though of as suspension flows. In view of that the
following result is very much expected.
Lemma 6.5. If t ∈ (t∗, dimH(Λ)) then P (t, P (−t log |T ′|)) = 0.
Proof. Note that by the variational principle and by Abramov formula we have
P (t, P (−t log |T ′|)) ≥ h(µ˜t)− t
∫
log |F ′| dµ˜t − P (−t log |T ′|)
∫
τ dµ˜t =∫
τ dµ˜t
(
h(µ˜t)∫
τ dµ˜t
− t
∫
log |F ′| dµ˜t∫
τ dµ˜t
− P (−t log |T ′|)
)
=∫
τ dµ˜t
(
h(µt)− t
∫
log |T ′| dµt − P (−t log |T ′|)
)
.
But recall that µt is he unique measure such that
P (−t log |T ′|) = h(µt)− t
∫
log |T ′| dµt.
Therefore P (t, P (−t log |T ′|)) ≥ 0. But note that the inequality can not be strict.
Indeed, that would imply that there exists a T−invariant measure µ (which is
obtained as the projection of the Gibbs measure corresponding to −t log |F ′| −
P (−t log |T ′|)τ) for which
h(µ)− t
∫
log |T ′| dµ > P (−t log |T ′|).
This contradiction with the variational principle proves the statement. 
Lemma 6.6. Let t ∈ (t∗, dimH(Λ)). If P (t, q) is finite in a neighbourhood of
(t.P (−t log |T ′|)) then P (−t log |T |)is real analytic.
Proof. When finite the function P (t, q) is real analytic. Moreover,
P (t, P (−t log |T ′|)) = 0.
Applying the implicit function theorem we have that P (−t log |T ′|) is real analytic
as long as the non-degenracy condition is satisfied. But indeed,
∂P (t, q)
∂q
∣∣∣
(t,P (−t log |T ′|))
= −
∫
τ dµ˜t,
is finite. 
In order to prove that the pressure function P (−t log |T ′|) is real analytic it only
remains to be proven that P (t, q) is finite in a neighbourhood of (t, P (−t log |T ′|)).
This is indeed the case and the proof of this fact is fairly standard.
Lemma 6.7. Let t > t∗and q > 0 then P (t, q) is finite.
Proof. Note that if ∑
Fx=x
exp (−t log |F ′(x)| − qτ(x)) <∞
then P (t, q) < ∞ (see, for example, [30]). Denote by xn,j the fixed point of F
restricted to the interval In,j . We have that∑
Fx=x
exp (−t log |F ′(x)| − qτ(x)) =
∞∑
n=1
∞∑
j=1
|F ′(xn,j)|−t exp(−qj).
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The distortion assumption and the renewal shift structure of the inducing scheme
(see [31]) imply that there exists a constant C1 > 0 such that C1|In,j | ≥ |F ′(xn,j)|.
It also imply that there exists ρ > 1 and C2 > 0 such that C2|In,j | ≥ |In|j−ρ.
Therefore, since t > t∗ and q > 0 we have
∞∑
n=1
∞∑
j=1
|F ′(xn,j)|−t exp(−qj) ≤ C
∞∑
n=1
∞∑
j=1
|In,j)|−t exp(−qj) ≤
C
∞∑
n=1
|In|
∞∑
j=1
j−tρ exp(−qj) ≤ C
∞∑
n=1
|In| <∞
Hence, P (t, q) is finite. 
Therefore, we have proved that the function t → P (−t log |T ′|) is real analytic
on (t∗, dimH Λ).
The proof of Theorem 3.2 is similar to the hyperbolic setting (see [29]) and can
be found in the work of Pollicott and Weiss [27]. But it can also be obtained by
the same methods applied here, the only difference is that the arguments work for
t > t∗ instead of t ∈ (t∗, dimH Λ).
7. Proof Theorem 4.1, multifractal spectrum.
In this section we prove the formula for the multifractal spectrum.
7.1. The lower bound for the multifractal spectrum.
Proof Theorem 4.1. In order to obtain the lower bound we use an approximation
argument. Let us consider the map Tn which is the restriction of the map T to the
set ∪ni=1Ii. The results of Gelfert and Rams [9] on multifractal analysis for maps
with parabolic fixed points and finite entropy, can be applied to the map Tn. We
obtain
Ln(α) =
1
α
inf
t∈R
(Pn(−t log |T ′|) + tα),
where Ln(·) denotes the multifractal spectrum of Lyapunov exponents for the map
Tn. Let dom(Ln) denotes the domain of the multifractal spectrum Ln, that is, the
set of points α ∈ R such that the level set, Jn(α), determined by the Lyapunov
exponent of Tn is non-empty. We have that dom(Ln) ⊂ dom(Ln+1) ⊂ dom(L), for
every n ∈ N. Note that the family of functions {Ln} is monotonous and bounded
above by L, that is, for every α ∈ dom(Ln) we have
(1) Ln(α) ≤ L(α)
(2) Ln(α) ≤ Ln+1(α)
In order to obtain the lower bound, it is sufficient to prove that
lim
n→∞Ln(α) = L(α).
Note that the sequence {Ln(α)} has a pointwise limit. The fact that this limit co-
incides with L(α) follows from the theory of convergence of Fenchel pairs developed
by Wijsman [38, 39]. It was applied to the theory of multifractal analysis in [13]
(these ideas were also recently used in [9]). Denote by F the Fenchel transform of
P (−t log |T ) and by
Fn(α) := sup{αt− Pn(−t log |T ′|) : t ∈ R}.
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It was proved byWijsman that {Pn(−t log |T ′|)} converges infimally to P (−t log |T |)
if and only if {Fn(α)} converges infimally to F . The notion of infimal convergence
is given in equation (6) (see also [38, 39]). In general this notion of convergence
does not coincide with the pointwise convergence. The properties of the pressure,
continuity and monotonicity, imply that in this case both notions coincide.
It was shown by Sarig [30] (see also the work of Mauldin and Urban´ski [19]) that
the pressure can be approximated in the following way:
lim
n→∞
Pn(−t log |T ′|) = P (−t log |T ′|).
From the properties of the pressure function we obtain that
(6) lim
ρ→0
lim inf
n→∞
(
inf{Pn(−t log |T ′|) : |t− t0| < ρ}
)
= P (−t0 log |T ′|).
That is, the sequence {Pn(−t log |T ′|)} converges infimaly to P (−t log |T ′|). There-
fore
lim
n→∞Ln(α) = L(α).
Thus, we obtain the lower bound. 
7.2. The upper bound for the multifractal spectrum.
Proof Theorem 4.1. If the map T is infinite Manneville Pomeau like and α ∈
dom(L) with α < α∗, then
lim
n→∞
Ln(α) = dimH(Λ).
In particular, for these level sets, the lower bound is also an upper bound.
Consider now α ∈ dom(L) such that there exists a unique invariant measure µα
(as it is was shown in Section 6) such that µα(J(α)) = 1. From the variational
principle and the description of the pressure function (Section 3) we obtain
1
α
inf
t∈R
(P (−t log |T ′|) + tα) = P (−tα log |T
′|) + tαα
α
=
h(µα)
α
.
Moreover, results of Pollicott and Weiss [27], imply that
limr→0
logµα(B(x, r))
log r
≤ h(µα)
α
,
where B(x, r) the open ball of radius r centered at the point x. The result now
follows from classical results in dimension theory (see [22, Theorem 7.2]).

7.3. The irregular set. In an hyperbolic setting it was shown by Barreira and
Schmeling [5] that the irregular set, J ′, has full Hausdorff dimension. Gelfert and
Rams [9] applied those results to prove that the same holds form the maps Tn.
Since
sup{dimH Λn : n ∈ N} = dimH Λ,
we have that
dimH Λ = dimH J
′.
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8. Proof of Theorems 5.1 and 5.2, inflection points.
Let us start by computing the derivative of the multifractal spectrum,
(7)
d
dα
L(α) = L
′
(α) =
1
α2
(
α
d
dα
h(µα)− h(µα)
)
.
Since P (tα) = h(µα)− tαα we have
(8)
d
dα
P (tα) · d
dα
tα =
( d
dα
h(µα)
)
− tα − α d
dα
tα.
Using the formula for the derivative of the pressure (see [29]) and the fact that the
Lyapunov exponent with respect to µα is equal to α. We obtain that
(9)
d
dα
h(µα) = tα.
Proposition 8.1. If for every α in the interior of the domain of the multifractal
spectrum there exists a measure of full dimension, µα, then L(α) has a unique
maximum.
Proof. Note that from equation (7) we have that L′(α) = 0 if and only if
d
dα
h(µα) =
h(µα)
α
.
Form equation (9), we obtain that L(α) has a maximum if and only if
(10) tα =
h(µα)
α
.
Note that
P (−tα log |T ′|)
α
=
h(µα)
α
− tα.
By the Bowen equation the left hand side is equal to zero only for tα = dimH(J)
and the right hand side only at the local maxima. 
The second derivative of L(α) with respect to α is given by
(11)
d2
dα2
L(α) = L′′(α) =
1
α3
(
α2
d2
dα2
h(µα)− 2α d
dα
h(µα) + 2αh(µα)
)
.
Remark 8.1. The number α is an inflection point for L(α) (that is L′′(α) = 0) if
and only if
(12)
α2
2
d2
dα2
h(µα) =
(
α
d
dα
h(µα)
)
− h(µα).
Equivalently,
(13)
d2
dα2
h(µα) =
2
α
d
dα
h(µα)− 2
α2
= 2
( 1
α
( d
dα
h(µα)− h(µα)
α
))
= 2L′(α).
We have proved Theorem 5.1. In order to prove Theorem 5.2 we need the
following lemma
Lemma 8.1. The point α is an inflection point of the Lyapunov spectrum L(α) if
and only if
(14) P (−tα log |T ′|) = −α
2
2
t′α.
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Proof. From equation (9) we have that
d
dα
h(µα) = tα and
d2
dα2
h(µα) = t
′
α.
Replacing the above equations in equation (13) we obtain
t′α =
2
α
tα − 2
α
h(µα)
α
.
Multiplying by α/2,
(15)
h(µα)
α
= tα − α
2
t′α.
Since the measure µα is an equilibrium measure with Lyapunov exponent equal to
α, we have that
(16)
P (−tα log |t′|)
α
=
h(µα)
α
− tα.
Combining equations (15) and (16) we obtain that α is an inflection point if and
only if
(17) P (−tα log |T ′|) = −α
2
2
t′α.

Proof of Theorem 5.2. Consider the function α → P (−tα log |T ′|) with the same
domain as the Lyapunov spectrum (α1,∞) (note that it is possible for α1 = 0).
This pressure function is continuous and increasing. It is negative for α ∈ (α1, α∗)
and positive for α ∈ (α∗,∞). We have three different cases depending on the
behaviour of the pressure function t→ P (−t log |T ′|).
(1) If the map is Gauss like then
lim
α→α1
P (−tα log |T ′|) = −∞ and lim
α→α2
P (−tα log |T ′|) = +∞
(in this case α1 > 0).
(2) If the map is Renyi like then the domain is [0,+∞). Also,
P (−t0 log |T ′|) = 0 and P (−tα log |T ′|) > 0
for every α > 0. Moreover, limα→∞ P (−tα log |T ′|) = +∞.
(3) If the map is infinite Manneville Pomeau like then the domain is [0,+∞).
We have that P (−tα log |T ′|) = 0 in an interval of the form [0, α∗] and it is
positive and strictly increasing for α > α∗. Note that
α∗ = lim
t→dimH(Λ)−
P ′(−t log |T ′|).
Moreover, limα→∞ P (−tα log |T ′|) = +∞.
Let us study the behaviour of the function α → tα. Again we have three different
cases. Denote by t∗ the critical value of the pressure (as in Theorems 3.2 and 3.1).
(1) If the map is Gauss like then limα→α1 tα = +∞ and limα→∞ tα = p∗.
Moreover, the function is strictly decreasing. Therefore the function α→ t′α
is negative and such that limα→α1 t
′
α = −∞ and limα→∞ t′α = 0. Since
α → P (−tα log |T ′|) is negative for α < α∗, in virtue of Lemma 8.1 there
are no inflection points in (α1, α
∗).
(2) If the map is Renyi like then the result is clear since α∗ = 0.
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(3) If the map is infinite Manneville Pomeau like then the Lyapunov spectrum
is constant on the interval [0, α∗]. The function tα is constant on the interval
[0, α∗]. Therefore there are no inflection points in (0, α∗).

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