The strength of optical turbulence, C n 2 ͑z͒, 2-3 m above ground level, was measured as a function of distance along a 1.23-km path by the simultaneous capture of the scintillation from two infrared laser sources. The data collected differs in a number of important aspects from the normal vertical scintillation detection and ranging ͑SCIDAR͒ data in astronomy. The SCIDAR inversion method for the horizontal path problem is outlined and demonstrated on experimental data collected from three field trials.
Introduction
The method used to quantify the effects of optical turbulence for horizontal propagation is based on the scintillation detection and ranging ͑SCIDAR͒ and generalized SCIDAR techniques, developed for remote atmospheric turbulence profiling. [1] [2] [3] [4] Many horizontal path optical propagation experiments have been carried out to determine limitations on imaging, 5 optical communications, 6 and optical remote sensing 7, 8 over roads, airport runways, and other surfaces. However, in each case a uniform refractive-index-structure constant C n 2 ͑z͒ over the optical path, z, was assumed, simplifying the analysis. In reality, C n 2 ͑z͒ is a function of distance z, and the SCIDAR technique estimates the full C n 2 ͑z͒ profile.
Astronomical SCIDAR is a remote-sensing technique used to estimate the refractive-index-structure constant as a function of altitude. It involves recording a large number of binary-star scintillation patterns, calculating the average scintillation covariance, and extracting the atmospheric optical turbulence profile by use of an integral inversion method.
We investigate the characteristics of the horizontal path propagation problem. For our experiments the propagation was only 2 to 3 m above ground level and over an inhomogeneous surface. Therefore the turbulence is unlikely to be constant along the entire propagation path, so a constant C n 2 ͑z͒ cannot be assumed. In addition, scintillation arising from the propagation of phase-distorted wave fronts over horizontal paths is more severe than scintillation arising from propagation over paths of the same length through atmospheric turbulence. 6 This is a potential problem because the theory is valid only for weak turbulence. Finally, in the horizontal case both the source and the receiver are immersed in the turbulence.
The horizontal SCIDAR methodology is outlined in Section 2. The SCIDAR inverse problem is described, and a description of the site, experimental setup, and data acquisition are given. Practical aspects of performing the inversion are outlined in Section 3. Section 4 contains sample results, and, finally, Section 5 contains the conclusions.
Scintillation Detection and Ranging Methodology
A. Scintillation Detection and Ranging Inverse Problem SCIDAR, proposed by Vernin and Roddier 1 in 1973, and generalized SCIDAR, proposed by Fuchs et al. 2 in 1994, are remote-sensing techniques used to characterize the three-dimensional structure of the atmosphere by estimation of the refractive-index-structure constant as a function of altitude, C n 2 ͑h͒. C n 2 ͑h͒ gives a direct measure of the vertical turbulence profile.
The SCIDAR and generalized SCIDAR techniques involve the capture of a large number of binary-star scintillation patterns measured at the telescope aperture or at a measurement plane optically shifted some distance beneath the telescope aperture, respectively. The extraction of the atmospheric optical turbulence profile is then achieved by inversion of
where C͑͒ is the normalized average binary-star scintillation autocovariance, K͑, h͒ is the kernel, n͑͒ is the measurement noise, and is the physical distance in the measurement plane. In a matrix formulation, C n 2 ͑h͒ is related to the scintillation autocovariance as
Here T͑, h͒ represents the kernel, S͑͒ is obtained from the measured scintillation autocovariance, and n͑͒ represents the noise. The scintillation autocovariance for a single turbulent layer consists of a central peak and two secondary peaks, one on each side of the central peak, separated from the central peak by a distance proportional to the altitude of the turbulent layer above the measurement plane. Hence the secondary peak contains the information needed for the inversion and is often all that is used in the inversion. In addition, this simple situation can be generalized to the case in which multiple turbulent layers exist. 3 In a matrix formulation, the estimation of optical turbulence profiles, C n 2 ͑z͒, from horizontal SCIDAR data requires the inversion of
where T H ͑, z͒ represents the kernel of the forward problem, n H ͑͒ represents the measurement noise, and S H ͑͒ is obtained from the measured scintillation covariance. The aim is to invert the measured covariance at the aperture of the telescope to obtain an estimate of the optical turbulence profile C n 2 ͑z͒. The modeling of laser beam propagation through the atmosphere is not straightforward, as it generally falls somewhere between the plane-wave and the spherical wave geometries. However, for the experiments outlined here it is assumed that a diverging beam may be approximated as a spherical wave. 9 In addition, weak turbulence is assumed so that weakfluctuation theory can be applied. Finally, Kolmogorov statistics are assumed as they allow the kernel, T H ͑, z͒, to be calculated, and hence Eq. ͑3͒ can be solved for C n 2 ͑z͒ by use of an integral inversion method, for example, an accelerated quadratic programming technique incorporating Tikhonov-Miller regularization. 10 Many of the parameters used to characterize atmospheric turbulence can then be calculated from C n 2 ͑z͒; one of these is r 0 , the Fried parameter or turbulence coherence length, which is given by 9
for a spherical wave front, where k is the wave number, ␥ is the zenith angle, and L is the path length.
T H ͑, z͒ contains theoretical spherical wave scintillation covariance curves corresponding to a unit C n 2 . The two-dimensional scintillation covariance, C͑͒, is calculated by use of the two-dimensional logamplitude covariance, C ͑͒, as the two are related by 11 C͑͒ ϭ 4C ͑͒.
The two-dimensional log-amplitude covariance is, in turn, estimated from the two-dimensional spectrum of log-amplitude fluctuations given by 9
where F͑K 1 , K 2 , L͒ is the two-dimensional spectrum at plane L, L is the path length, H is a filter function, and ⌽ n is the power spectrum of refractive-index fluctuations. Note that for isotropic fluctuations, F͑K 1 , K 2 , L͒ can be represented by F͑K, 0, L͒ as in Eq. ͑6͒.
The filter function for a spherical wave-front propagation is given by 9
Here the source is located at r ϭ 0, the turbulent layer at r ϭ x, and the observation point is at r ϭ L; hence the propagation distance is ͑L Ϫ x͒, as illustrated in Fig. 1 . The assumption of weak turbulence and Kolmogorov statistics gives 11 The two-dimensional log-amplitude covariance is then calculated as 9
where ϭ ͑K 1 ϩ K 2 ͒ 1͞2 and J 0 is a Bessel function of the first kind of zero order.
The geometry of the spherical wave propagation of two point sources is represented in Fig. 1 
This gives
Values for the different source separations used in our experiments and the corresponding z L values are listed in Table 1 . These values illustrate that a consequence of the spherical wave-front geometry is a nonlinear distance resolution for a fixed sampling in the pupil plane, as illustrated in Fig. 2 .
B. Experimental Setup
The field testing was carried out at the Pershore Laser Range, UK. The laser range is 1.23 km long, and, although it is mainly covered in vegetation, it is crossed by a paved road and two paved runways. The centers of each are located 5, 280, and 650 m from the receiver. Three sets of measurements were made in October 2000, June-July 2001, and October 2001 during daylight and evening hours. The weather was variable and included overcast, sunny, and windy conditions. The source assembly comprised two slightly diverging point sources ͑785-nm wavelength diode lasers͒ separated by a variable distance of 0 to 300 mm. This corresponds to an angular separation of 0 to 50 arc sec at 1.23 km. The source assembly was operated at a variety of different separations. Each source separation used and the corresponding angular separation are contained in Table 2 .
At the receiver end the detector assembly comprised a 30-cm Meade Schmidt-Cassegrain telescope of focal length 3.05 m, a scientific CCD camera, and a personal computer-based data-acquisition system. The telescope was mounted on an optical table at the far end of the laser range. Extra stability was provided, to minimize telescope vibration, by the addition of support struts to the existing telescope setup. An interchangeable lens system was mounted onto the eyepiece of the telescope to allow operation in both SCIDAR and generalized SCIDAR modes. Finally, the scientific CCD camera ͑Photonic Science, Model FDI͒, mounted above the lens system, completed the assembly. Attached to the CCD camera was an infrared bandpass filter to remove as much of the background sunlight as possible.
The optical system used to acquire the horizontal SCIDAR data is shown schematically in Fig. 3 . In pupil-plane mode, the telescope entrance pupil is imaged onto the 1300 by 1030 ͑6.6 m͒ pixel CCD camera, by a 40-or 50-mm field lens ͑L2͒. The focal length of the 40-mm lens gives a final CCD pixel size of approximately 4 mm by 4 mm at the telescope entrance pupil, when eight-times binning is used, whereas a 50-mm lens gives a final CCD pixel size at the pupil of approximately 3 mm by 3 mm. For operation in generalized SCIDAR mode, the field lens is replaced by one of a different focal length ͑L2Ј͒. For these experiments, 16-and 10-mm lenses were selected for generalized SCIDAR mode operation when a 40-mm pupil-plane lens was used, which produced defocus distances of 0.35 and 0.70 km, respectively, and 20-and 12.5-mm lenses were selected when a 50-mm pupil-plane lens was used, which gave defocus distances of 0.28 and 0.56 km, respectively. The frame exposure times used were 300 s to 2.5 ms, for a frame rate of 20 s
Ϫ1
, and were dependent on the conditions observed at the time. For example, sunny conditions required short exposure times, whereas nighttime conditions permitted longer exposure times to be used. Figure 4 shows examples of the average of 2000 scintillation frames for the pupil plane and two generalized SCIDAR modes of operation.
Practical Considerations
This section highlights the practical aspects relating to the implementation of the horizontal SCIDAR technique.
A. Covariance Calculations
Before the C n 2 ͑z͒ profile can be estimated, it is necessary to calculate the average normalized covariance. There are a variety of options available for combining the data d͑x, y͒, background measurements, b͑x, y͒, and dark-count measurements, n͑x, y͒, to obtain the average normalized covariance. The background information cannot be ignored as the observing conditions were continually changing and contributed significantly to the overall intensity of the scintillation images captured. For example, the intensity resolution of the camera was 4096 grayscale levels, with background measurements of greater than 3500 recorded during daylight hours, even with the infrared bandpass filter.
In the simplest case, the zero-mean scintillation s͑x, y͒ is estimated as
and the mean scintillation s ͑x, y͒ is estimated as
The autocovariance is then given by
An alternative is to remove the background and dark-count noise after the autocorrelation of the measured scintillation data has been calculated. Let the measured data be represented as d͑ x, y͒ ϭ s͑ x, y͒ ϩ s ͑ x, y͒ ϩ b͑ x, y͒ ϩ b ͑ x, y͒ ϩ n͑ x, y͒ ϩ n ͑ x, y͒.
(17) Fig. 3 . Schematic diagram of the horizontal SCIDAR optical system. For operation in pupil-plane SCIDAR mode, the field lens L2 is selected so as to produce an image of the desired size at the CCD, fixing l 2 Ј for operation in both generalized and pupil-plane SCIDAR modes. Operation in generalized SCIDAR mode simply requires a change of field lens. The location of the virtual measurement plane is then given by use of the thin-lens equation. Here the measurements contain both zero-mean and mean components, with a mean quantity denoted by a bar above the respective quantity. The scintillation covariance is now given as
where
Normalization of the covariance data is straightforward for pupil-plane scintillation data. The covariances C 1 and C 2 are simply normalized by modification of the inversion kernel by A s . Normalization of the generalized SCIDAR covariances first requires the extraction of the appropriate normalization term from A s , as outlined in Ref. 12 .
Incorporating the background information into the generalised SCIDAR data proved difficult. This is because both options described above require the subtraction of the background offset from the generalized SCIDAR measurements, as described by Eq. ͑13͒. This requirement is not physically realistic, as the generalized SCIDAR data consist of two overlapped pupils and the background information contains only a single pupil. However, if the components making up the observed data are assumed to be independent, then A s can be calculated as
or, alternatively, as
if the dark count is subtracted before correlation. The method used on the experimental data presented here is to extract the relevant secondary peak from A d and then remove the dark-count and noise components. However, this then introduces the problem of what weighting to give to the dark and background covariances. One quarter was used here because the secondary peak constitutes one quarter of the overall covariance energy. 
B. Error Analysis
The reliability of these results were confirmed by numerical calculation of the root mean square ͑rms͒ error of the solution, with a method similar to that in Kluckers et al. 3 Let ⑀͕S H Ϫ Ŝ H ͖ represent the rms error between the true data S H and the covariance function obtained from the estimated profile Ĉ n 2 ͑z͒, i.e., Ŝ H ϭ T H ϫ Ĉ n 2 ͑z͒. Here ⑀͕S H Ϫ Ŝ H ͖ is defined as
The rms of the solution, ⑀͕C n 2 ͑z͒ Ϫ Ĉ n 2 ͑z͖͒, cannot be calculated directly. It can, however, be approximated by ⑀͕Ĉ n 2 ͑z͒ Ϫ C n 2 ͑z͒ P ͖, where C n 2 ͑z͒ P is a randomly perturbed version of Ĉ n 2 ͑z͒, i.e.,
Here W represents random Gaussian noise and ␤ is the noise weighting. The weighting of the random perturbation is increased until ⑀͕Ŝ H Ϫ S H P͖ ϭ ⑀͕S H Ϫ Ŝ H ͖. When this occurs, ⑀͕Ĉ n 2 ͑z͒ Ϫ C n 2 ͑z͒ P ͖ represents a reasonable approximation to ⑀͕C n 2 ͑z͒ Ϫ Ĉ n 2 ͑z͖͒.
Results
This section contains experimental I 2 values for pupil-plane and generalized SCIDAR configurations, examples of pupil-plane and generalized SCIDAR covariance slices, and C n 2 ͑z͒ profiles. The scintillation index, I 2 , or scintillation variance, gives an indication of the strength of the turbulence. It is calculated as
where I represents the image intensity. Alternatively, for ϭ 0, the covariance function reduces to the scintillation index, 11
where n represents the photon noise. A sample of ten pupil-plane measurements returned a wide range of I 2 values, from 0.01 to 0.20, with good agreement seen between the I 2 and the C͑0͒ values estimated with the relations described by Eqs. ͑23͒ and ͑24͒. These values were well within the weak-turbulence limit of I 2 Ͻ 1 ͑ 2 Ӷ 1͒. Visually, there is a significant difference in the scintillation images as the scintillation variance increases, as seen in Figs. 5͑a͒ and 5͑b͒ . Fig. 7 . Sample generalized covariance slices for source separations of ͑a͒ and ͑d͒ 35, ͑b͒ and ͑e͒ 70, and ͑c͒ and ͑f ͒ 140 mm. ͑a͒, ͑b͒, and ͑c͒ correspond to a defocus distance of 0.28 km, and ͑d͒, ͑e͒, and ͑f ͒ correspond to that of 0.56 km. These have not been corrected for background information but do provide an indication of the structure and achievable resolution.
Estimating the scintillation index of the generalized SCIDAR data was complicated by the overlapped pupil images. However, the relationship in Eq. ͑24͒ allowed estimates to be obtained. Scintillation variance values for ten scintillation data sets that have not been corrected for dark and background offsets ranged from 0.09 to 0.94. These values provide a lower bound on the scintillation variance, and it should be recalled that, strictly speaking, the theoretical basis of our inversion relies on the assumption of weak turbulence, which may be violated by the data that have a high variance. The scintillation variance is a function of the depth of the scintillation pattern as seen in Figs. 5͑c͒ and 5͑d͒ , which illustrate generalized SCIDAR frames with I 2 values that differ by an order of magnitude.
The normalized scintillation covariances provide information regarding the characteristics and structure of the turbulence. Figure 6 displays several pupil-plane covariance slices for source separations of 35, 70, and 140 mm. Many of the covariance slices illustrate peaks at distances from the receiver that correspond to or are close to the locations of the runways. However, the turbulence strength is variable, reflecting the changing nature of the observation conditions. Optical turbulence results from the heat transfer between the ground and the air; hence its severity is a function of the surface in question. Because the pavement has a smaller roughness length and a higher heat conductivity than areas of vegetation, 7 it is not surprising that it appears so clearly in the data. The data also clearly illustrate an improvement in resolution with increasing binary-star separation.
Sample generalized SCIDAR covariance slices are illustrated in Fig. 7 for two defocus distances. As the separation and resolution increases, layers at 0 km become apparent in the data. The layer at 0 km appears to correspond to the turbulence due to the paved road located just in front of the receiver assembly and turbulence on the telescope mirror itself.
Many of the pupil-plane C n 2 ͑ z͒ reconstructions produced profiles containing definite peaks around 230 -330 and 600 -700 m. These peaks are close to the locations of the paved runways and roads when measured from the receiver end. The I 2 values for the data sets used in Figs. 8͑a͒, 8͑b͒, and 8͑c͒ are 0.05, 0.11, and 0.01, respectively. The r 0 values estimated for the C n 2 ͑ z͒ profiles illustrated in Fig. 8  are 2.3, 1.4 , and 8.4 cm for separations of 35, 70, and 140 mm, respectively, assuming a wavelength of 785 nm. When the data sets were combined with background measurements, which were taken directly before or after each individual measurement, and dark-count values, r 0 values of 0.8, 0.7, and 5.4 cm were obtained.
Sample generalized SCIDAR C n 2 ͑ z͒ reconstructions are illustrated in Figs. 9͑a͒, 9͑b͒ , and 9͑c͒ for separations of 35, 70, and 140 mm. They all indicate a turbulent layer at or close to the receiver, as well as other peaks that appear to correspond to the locations of the runways. The layer at the receiver could be due to the paved road directly in front of the receiver or turbulence on the telescope mirror. It is not possible to detect or separate the two. Interestingly, the profile in Fig. 9͑c͒ illustrates additional peaks. The I 2 values for these profiles are 0.20, 0.14, and 0.22, and the corresponding estimated r 0 values are 0.6, 1.4, and 1.1 cm, calculated with a wavelength of 785 nm. These values do not incorporate dark count and background information. The inclusion of dark count to the data used in Fig. 9͑c͒ increases the I 2 value to 0.24 and drops the r 0 value to 1 cm. Incorporating the dark count and background by use of the three methods out- 
Conclusions
In this paper we have described and illustrated the horizontal SCIDAR inverse problem. The processing of horizontal SCIDAR measurements presented here required many changes to the standard astronomical SCIDAR inversion used as the basis for the inversion. The C n 2 ͑z͒ profiles and r 0 values resulting from the horizontal inversion method are representative of the conditions observed at the time the data were captured. The reliability of the estimated profiles was confirmed numerically by estimation of the rms error between the true and the recovered C n 2 ͑z͒ profiles. Fig. 9 . Sample generalized SCIDAR C n 2 ͑z͒ profiles for ͑a͒ source separation of 35 mm and defocus distance of 280 m, ͑b͒ source separation of 70 mm and defocus distance of 280 m, and ͑c͒ source separation of 140 mm and defocus distance of 560 m. The data used to generate these profiles were not corrected for background information. The rms error of each profile is estimated to be within 20%. 
