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Zusammenfassung
Das erste Kapitel der Arbeit befaßt sich mit dem Algorithmus der von Neumann-
Paralleladdition, der zu zwei Zahlen in Bina¨rdarstellung die Summe berechnet. Wir
zeigen, daß die hier im Mittelpunkt stehende beno¨tigte Schrittanzahl An bei zwei
unabha¨ngigen und auf {0, 1}n, n ∈ N, gleichverteilten Zufallsvektoren mit der nicht
notwendigerweise abgeschlossenen Rekordlebensdauer eines alternierenden Erneue-
rungsprozesses bis einschließlich zum Zeitpunkt n zusammenha¨ngt. Wir beweisen,
daß die Verteilung von Amk − blog2 mkc + 1, mit mk ∈ N fu¨r alle k ∈ N und
limk→∞ mk2k+2 = β ∈ (1, 2), fu¨r k → ∞ in Totalvariation gegen die Verteilung vondZ + log2 βe konvergiert, wobei Z eine mit Parameter log 2 Gumbel-verteilte Zu-
fallsvariable ist. Außerdem konvergiert der Erwartungswert von Amk − log2 mk fu¨r
k → ∞ gegen ϕ(β) + γ
log 2
− 1. Hierbei ist γ die Euler-Mascheroni-Konstante und
ϕ eine Funktion in β ∈ (1, 2). Weiter zeigen wir dann, daß ϕ(β) in β ∈ (1, 2) nicht
konstant ist; insbesondere konvergiert E(An)− log2 n fu¨r n→∞ nicht.
Im zweiten Kapitel betrachten wir einen Erneuerungsprozeß mit auf {1, . . . , N},
N ∈ N, gleichverteilten Lebensdauern X(N)1 , X(N)2 , . . . und untersuchen das asym-
ptotische Verhalten der Anzahl Y (N) der sich ergebenden Rekordlebensdauern und
der in diesen Rekorden verbrachten Zeit Z(N) mit N → ∞. Es ergibt sich, daß
sowohl Y (N) als auch Z(N) fu¨r N → ∞ jeweils um ihren Erwartungswert kon-
zentriert sind, daß also Y (N)/E(Y (N))
P→ 1 und Z(N)/E(Z(N)) P→ 1 fu¨r N → ∞
gilt. Daru¨berhinaus erha¨lt man sogar (Y (N) − E(Y (N)))/
√
Var(Y (N))
D→ Z und
(Z(N)−E(Z(N)))/
√
Var(Z(N))
D→ Z fu¨r N →∞ und Z ∼ N(0, 1). Auf dem Weg zum
asymptotischen Verhalten der in Rekorden verbrachten Zeit Z(N) wird dabei eine
weitere Zufallsvariable Z˜(N) definiert, die die Summe der jeweils zum Zeitpunkt ihres
Auftretens kleinsten Lebensdauern innerhalb der Folge (N −X(N)k )k∈N angibt. Wir
beweisen, daß (Z˜(N) − N)/N fu¨r N → ∞ in Verteilung gegen −1 +∑∞i=1∏ij=1 Uj
konvergiert, wobei (Un)n∈N eine Folge von unabha¨ngigen und auf (0, 1) gleichver-
teilten Zufallsvariablen ist. Dies liefert unter anderem, daß Z˜(N) im Gegensatz zu
Y (N) und Z(N) weder asymptotisch um seinen Erwartungswert konzentriert noch
asymptotisch normalverteilt ist.
Im letzten Kapitel steht der Poisson-Prozeß mit Rate λ > 0 im Mittelpunkt. Wir
zeigen, daß sich der Anteil der in Rekorden verbrachten Zeit bis t fu¨r t → ∞ wie
1
2λ
(log t)2 verha¨lt. Auf dem Weg dorthin wird das Verhalten der Summe Zn der Re-
korde unter den ersten n Lebensdauern und dazu auch das der Summe Tn der ersten
n Rekordlebensdauern analysiert. Wa¨hrend fu¨r Tn sowohl Massekonzentration als
auch ein Zentraler Grenzwertsatz fu¨r n→∞ nachgewiesen werden kann, ergibt sich
fu¨r Zn nur die Konzentration um den Mittelwert fu¨r n → ∞ und die stochastische
Beschra¨nktheit von (Zn − (logn)22λ )/ 1λ
√
(log n)3.
Schlagwo¨rter: Erneuerungstheorie, von Neumann-Paralleladdition, Poisson-Prozeß
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Abstract
The first chapter of the thesis deals with the von Neumann parallel addition, an
algorithm that computes the sum of two binary integers. We show that for two
independent random vectors which are uniformly distributed on {0, 1}n, n ∈ N,
the number An of steps required by the algorithm, which is the main focus here, is
connected with the possibly uncompleted record lifetime of an alternating renewal
process up to time n. We prove that the distribution of Amk − blog2 mkc + 1 with
mk ∈ N for all k ∈ N and limk→∞ mk2k+2 = β ∈ (1, 2) converges with k → ∞ in total
variation distance to the distribution of dZ + log2 βe where Z is a Gumbel(log 2)-
distributed random variable. Also, the expected value of Amk − log2 mk converges
to ϕ(β) + γ
log 2
− 1. Here γ is the Euler-Mascheroni-constant and ϕ is a function in
β ∈ (1, 2). Further we show that ϕ(β) is not constant in β ∈ (1, 2); in particular
E(An)− log2 n does not converge with n→∞.
In the second chapter we consider a renewal process with lifetimes X
(N)
1 , X
(N)
2 , . . .
that are uniformly distributed on {1, . . . , N}, N ∈ N, and analyse the asympto-
tic behaviour of the number Y (N) of resulting record lifetimes and of the total
amount Z(N) of time spent in these records as N → ∞. It follows that Y (N)
as well as Z(N) are each concentrated about their expected value, i.e. we have
Y (N)/E(Y (N))
P→ 1 and Z(N)/E(Z(N)) P→ 1 with N → ∞. Furthermore, we even
get (Y (N) − E(Y (N)))/
√
Var(Y (N))
D→ Z and (Z(N) − E(Z(N)))/
√
Var(Z(N))
D→ Z
with N → ∞ and Z ∼ N(0, 1). To obtain the asymptotic behaviour of Z(N) we
define a random variable Z˜(N) which describes the sum of those lifetimes in the
sequence (N −X(N)k )k∈N that are smallest at the time of their appearance. We show
that (Z˜(N) − N)/N converges with N → ∞ to −1 +∑∞i=1∏ij=1 Uj where (Un)n∈N
is a sequence of independent and on (0, 1) uniformly distributed random variables.
Among other things, it follows that Z˜(N), contrary to Y (N) and Z(N), is neither
asymptotically concentrated about its mean nor asymptotically normally distribu-
ted.
In the last chapter the main focus is on the Poisson process with rate λ > 0. We
prove that the total amount of time spent in record lifetimes up to time t behaves
as 1
2λ
(log t)2 with t→∞. To obtain this result we analyse the behaviour of the sum
Zn of the record lifetimes within the first n lifetimes and also the sum Tn of the first
n record lifetimes. While for Tn we can show concentration about the mean as well
as a central limit theorem, for Zn we only have the concentration about its mean
and the stochastic boundedness of (Zn − (logn)22λ )/ 1λ
√
(log n)3.
Keywords: renewal theory, von Neumann parallel addition, Poisson process
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Kapitel 1
Einleitung
In der Erneuerungstheorie geht es um Folgen von unabha¨ngigen und identisch ver-
teilten Zufallsvariablen (Xk)k∈N und deren Summenprozesse (Sn)n∈N mit S0 = 0 und
Sn =
∑n
k=1 Xk fu¨r n ≥ 1. Interpretieren la¨ßt sich die Zufallsvariable Xk mit k ∈ N
als Lebensdauer eines Objektes, das nach seinem Ausfall sofort durch ein gleichar-
tiges neues Objekt mit Lebensdauer Xk+1 ersetzt wird. Der zugeho¨rige Prozeß Sn
gibt somit die Zeitpunkte der aufeinanderfolgenden Erneuerungen an und wird des-
halb Erneuerungsprozeß genannt. Hat man zusa¨tzlich zu (Xk)k∈N noch eine davon
unabha¨ngige Folge unabha¨ngiger und identisch verteilter Zufallsvariablen (Yk)k∈N,
so nennt man den Prozeß, der entsteht, wenn die Lebensdauern abwechselnd aus
einer der beiden Folgen entstammen, einen alternierenden Erneuerungsprozeß. Hier
bietet sich die Interpretation der sich abwechselnden Zufallsvariablen als Reparatur-
bzw. Lebensdauern eines Objektes an, das nach seinem Ausfall nicht wie eben er-
setzt, sondern wieder repariert und neu eingesetzt wird. Klassisch, und gerade mit
Blick auf die Interpretation der aufeinanderfolgenden Zufallsvariablen als Lebens-
dauern eines Objektes naheliegend, ist die Frage nach der erwarteten Anzahl von
Erneuerungen bis zu einem Zeitpunkt t und dem zugeho¨rigen Verhalten fu¨r t→∞.
In Abbildung 1.1 wird die klassische Situation der Erneuerungstheorie darge-
stellt. Wichtige Standardreferenzen zu dem Thema
”
Erneuerungstheorie“ sind die
t=0
X_1
X_3
Zeit t
Zeitpunkt der 4. Erneuerung
S_1                                                                      S_4                                     
Abbildung 1.1: Beispiel fu¨r einen Erneuerungsprozeß
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Bu¨cher von W.Feller (Kapitel 13 in [Fe1] und Kapitel 11 in [Fe2]) und von
G.Alsmeyer ([A]), sowie das Buch von D.R.Cox ([Co]).
Neben der U¨berlegung, wie oft man zum Beispiel Glu¨hbirnen in einem be-
stimmten Zeitabschnitt auswechseln muß, scheint in diesem Zusammenhang auch
die Frage nach den zum Zeitpunkt ihres Auftretens gro¨ßten Lebensdauern, also die
Frage nach Rekorden, interessant zu sein. In den folgenden drei Kapiteln dieser
Arbeit geht es um auftretende Rekorde bei drei sehr unterschiedlichen Erneuerungs-
prozessen.
Dem Titel des zweiten Kapitels sieht man auf den ersten Blick die Verbindung zur
Erneuerungstheorie gar nicht an. Es geht hier um die von Neumann-Paralleladdition,
die auf A.W.Burks, H.H.Goldstine und J.von Neumann ([BGN]) zuru¨ckgeht.
Dieser Algorithmus liefert zu zwei in Bina¨rdarstellung gegebenen Zahlen die zu-
geho¨rige Summe. Der Vorteil dieses Algorithmus ist der, daß er bestimmte Additi-
onsschritte parallel ausfu¨hrt und aus diesem Grund der sequentiell durchgefu¨hrten
Schulmethode gerade bei großen Zahlen mit Blick auf die Schnelligkeit vorzuzie-
hen ist. Ziel dieses zweiten Kapitels ist es, Aussagen zum Verhalten der Anzahl der
Schritte zu liefern, wenn man zwei auf {0, 1}n gleichverteilte Zufallsvektoren mit
dem Algorithmus addiert und n gegen Unendlich konvergieren la¨ßt. In den letz-
ten Jahrzehnten haben sich damit einige Autoren auseinandergesetzt, so zum Bei-
spiel V.Claus in [Cl], D.E.Knuth etwas allgemeiner in [K] oder auch G.Schay
in [Scha]. Mit Hilfe von klassischen Verfahren der Wahrscheinlichkeitstheorie, die
darin bestehen, unmittelbar Rekursionsformeln fu¨r die zur Schrittanzahl geho¨rigen
Wahrscheinlichkeiten zu finden und diese u¨ber erzeugende Funktionen und ande-
re analytische Mittel zu analysieren, wird dort unter anderem das asymptotische
Verhalten der erwarteten Anzahl von no¨tigen Additionsschritten untersucht. Hier
soll nicht nur auf diese sich voneinander unterscheidenden Ergebnisse eingegangen
werden, sondern mit mehr probabilistischen Mitteln sogar Aussagen zum asympto-
tischen Verhalten der zur Schrittanzahl geho¨rigen Verteilung gemacht werden. Dazu
werden die beiden zu addierenden auf {0, 1}n gleichverteilten Zufallsvektoren ge-
meinsam mit einer Folge von n unabha¨ngigen und identisch verteilten Zufallsvaria-
blen mit endlichem Wertebereich identifiziert. Man wird sehen, daß fu¨r die Anzahl
der Schritte die La¨nge der la¨ngsten Serie bestimmter aufeinanderfolgender Werte
innerhalb dieser n Zufallsvariablen verantwortlich ist, die sich damit in die
”
uns
interessierenden Serien“ und den Rest unterteilen lassen. Außerdem wird deutlich
werden, daß es sich um geometrisch verteilte Serien-La¨ngen handelt. Tra¨gt man fu¨r
wachsendes n die La¨ngen dieser sich abwechselnden Serien auf der Zeitachse ab, so
entsteht ein alternierender Erneuerungsprozeß, bei dem die oben erwa¨hnten Repa-
raturdauern gerade den La¨ngen der uns interessierenden Serien entsprechen. Offen-
sichtlich ko¨nnen dabei die Lebensdauern auch den Wert Null annehmen, da zwei oder
mehrere von den fu¨r uns interessanten Serien direkt aufeinanderfolgen ko¨nnen. Will
man nun Aussagen zum Verhalten der Anzahl der Schritte bei der von Neumann-
Paralleladdition fu¨r zwei auf {0, 1}n gleichverteilte Zufallsvektoren fu¨r wachsendes n
7
machen, so muß man die la¨ngste, nicht notwendigerweise abgeschlossene, Reparatur-
dauer dieses alternierenden Erneuerungsprozesses bis einschließlich zum Zeitpunkt n
fu¨r n→∞ untersuchen. An dieser Stelle wird der Zusammenhang mit dem generel-
len Thema dieser Arbeit deutlich. Zu dem Verhalten der Verteilung des Maximums
n unabha¨ngiger und identisch verteilter Zufallsvariablen mit n → ∞ gibt es vie-
le bekannte Resultate. Im Gegensatz zu diesem klassischen Problem ist die hier
beschriebene erneuerungstheoretische Situation schwieriger, denn es soll das Maxi-
mum einer zufa¨lligen Anzahl von unabha¨ngigen Zufallsvariablen bis zum Zeitpunkt
n betrachtet werden, wobei die letzte Lebensdauer mo¨glicherweise zum betrachteten
Zeitpunkt noch nicht beendet ist und die zufa¨llige Anzahl von der Gro¨ße der Le-
bensdauern abha¨ngt. Im Laufe des Kapitels wird sich jedoch herausstellen, daß man
dieses Problem auf die Betrachtung des Maximums von n unabha¨ngigen und in un-
serem Fall geometrisch verteilten Zufallsvariablen zuru¨ckfu¨hren kann. Das Verhalten
dieses Maximums ist schon von einigen Autoren untersucht worden. Beispielsweise
erzielen F.T.Bruss und C.O’Cinneide in [BC] und L.Gordon, M.F.Schilling
und M.S.Waterman in [GSW] a¨hnliche Ergebnisse wie wir im dritten Abschnitt
dieses Kapitels. Die Abbildung 1.2 soll den oben beschriebenen alternierenden Er-
neuerungsprozeß und das im Mittelpunkt stehende Problem veranschaulichen.
Zeit t
t=0
verantwortlich
für Schrittanzahl,
falls n=n_1
                                                 
n_2
verantwortlich
für Schrittanzahl,
falls n=n_2
Reparaturdauern
Lebensdauern
n_1
Abbildung 1.2: Zusammenhang von Schrittanzahl und Erneuerungsprozeß
Im dritten Kapitel stehen auf der Menge {1, . . . , N}, N ∈ N, gleichverteilte Le-
bensdauern im Mittelpunkt. In Abbildung 1.3 ist dazu ein Beispiel fu¨r N = 6 zu
sehen. Anders als im vorangegangenen Kapitel ko¨nnen die Lebensdauern des be-
trachteten Erneuerungsprozesses hier nur endlich viele Werte annehmen. Damit ist
auch die Anzahl der zum Zeitpunkt ihres Auftretens gro¨ßten Lebensdauern, also
der Rekorde, endlich. Im Gegensatz zum vorherigen Kapitel ist es daher nicht inter-
essant, die gro¨ßte Lebensdauer bis zu einem wachsenden Zeitpunkt zu betrachten.
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Zeit t
t=0
S_1                        S_2               S_3   S_4                                    S_5
X_1=2
X_2=4
X_3=3
X_4=1
X_5=6
Rekord
"Anzahl der Rekorde"=3
"in Rekorden verbrachte Zeit"=12
Abbildung 1.3: Erneuerungsprozeß mit auf {1, .., 6} gleichverteilten Lebensdauern
Dafu¨r stellt sich hier die Frage nach der Anzahl aller Rekorde und nach der insge-
samt in Rekorden verbrachten Zeit fu¨r N → ∞. In diesem Fall betrachten wir also
die gesamte Zeitachse und lassen die Anzahl der Werte der Lebensdauern und damit
der mo¨glichen Rekorde wachsen. Im Laufe des Kapitels wird zuna¨chst die Asymp-
totik der Anzahl der auftretenden Rekorde untersucht, wobei fu¨r N → ∞ sowohl
Konzentration um den Mittelwert als auch ein Zentraler Grenzwertsatz nachgewie-
sen werden ko¨nnen. Um diese Ergebnisse auch fu¨r die Summe der Rekorde, also
fu¨r die insgesamt in Rekorden verbrachte Zeit, erhalten zu ko¨nnen, werden dann
Aussagen zur Summe der zum Zeitpunkt ihres Auftretens kleinsten Lebensdauern
innerhalb einer Folge von auf {0, . . . , N−1} gleichverteilten Lebensdauern beno¨tigt.
Interessanterweise verha¨lt sich diese Zufallsvariable fu¨r N →∞ ganz anders als die
beiden Gro¨ßen
”
Rekordanzahl“ und
”
in Rekorden verbrachte Zeit“. Hier kann man
zeigen, daß der Quotient aus Zufallsvariable und zugeho¨rigem Erwartungswert nicht
in Wahrscheinlichkeit gegen Eins konvergiert und daß sich bei entsprechender Nor-
mierung im Gegensatz zu den anderen beiden betrachteten Zufallsvariablen eine
Grenzverteilung ergibt, die sich von der Normalverteilung unterscheidet.
Im vierten Kapitel bescha¨ftigen wir uns mit dem klassischen Poisson-Prozeß, al-
so mit exponentialverteilten Lebensdauern. Im Vergleich zum dritten Kapitel ergibt
sich eine vo¨llig neue Situation, denn nun ist die auf der gesamten Zeitachse in Re-
korden verbrachte Zeit offensichtlich unendlich. Aus diesem Grund ist es das Ziel
des vierten Kapitels herauszufinden, wie sich der Anteil der in Rekorden verbrachten
Zeit bis t fu¨r t → ∞ verha¨lt. Abbildung 1.4 soll diese Situation veranschaulichen.
In diesem Zusammenhang ist ein Blick auf die Brownsche Bewegung interessant.
Dort teilen die La¨ngen der Exkursionen die Zeitachse von Null bis Unendlich in Ab-
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Zeit t
t=0
die bis t_0 in Rekorden verbrachte Zeit
t_0
                 
S_1     S_2                                                                                
Abbildung 1.4: Situation im vierten Kapitel
schnitte ein, und ein t > 0 wird bezu¨glich des gewa¨hlten Wahrscheinlichkeitsmaßes
fast sicher von so einer Exkursionsla¨nge echt u¨berdeckt. Die Frage nach der Wahr-
scheinlichkeit, mit der diese t u¨berdeckende Exkursionsla¨nge ein Rekord ist, wird
in [Sche] und in [Re] beantwortet. Bemerkenswert ist dabei die Tatsache, daß diese
Wahrscheinlichkeit nicht von t abha¨ngt. Im Gegensatz zur Brownschen Bewegung
ha¨ngt beim Poisson-Prozeß der bis zum Zeitpunkt t in Rekorden verbrachte Anteil
offensichtlich von t ab. Der Weg zur Antwort auf die Frage nach dem
”
Wie“ fu¨hrt
u¨ber die Analyse der Summe der Rekorde unter den ersten n Lebensdauern. Dies
wiederum gelingt mit Hilfe der Betrachtung der Summe der ersten n Rekorde. Wie
im dritten Kapitel wird auch hier unter anderem Massekonzentration und Vertei-
lungskonvergenz nachgewiesen. Der letzte Abschnitt des Kapitels liefert schließlich
die Aussage, daß sich der Anteil der in Rekorden verbrachten Zeit bis t bei einem
Poisson-Prozeß mit Rate λ > 0 fu¨r t → ∞ wie (log t)2
2λ
verha¨lt und daß das Stu¨ck
zwischen dem betrachteten Zeitpunkt t und der davorliegenden letzten Erneuerung
fu¨r t→∞
”
vernachla¨ssigbar“ ist.
Die drei folgenden Kapitel bescha¨ftigen sich also mit sehr unterschiedlichen Er-
neuerungsprozessen, haben aber alle das Interesse an bestimmten Rekorden inner-
halb der aufeinanderfolgenden Lebensdauern gemeinsam.
Zuletzt findet man in Anhang A einige nu¨tzliche Ungleichungen zum zweiten
Kapitel und in Anhang B die C-Programme, die fu¨r das dritte Kapitel die Werte zu
den Abbildungen geliefert haben.
10
Bezeichnungen
Es sei (Ω,A, P ) ein Wahrscheinlichkeitsraum.
• Mit GeomN(p) bzw. GeomN0(p) ist fu¨r p ∈ [0, 1] die geometrische Verteilung
auf N bzw. auf N0 gemeint, also gilt fu¨r die Zufallsvariable X
X ∼ GeomN(p) ⇔ P (X = k) = (1− p)k−1p ∀k ∈ N
bzw.
X ∼ GeomN0(p) ⇔ P (X = k) = (1− p)kp ∀k ∈ N0.
• Wir schreiben N(µ, σ2) fu¨r die Normalverteilung mit Erwartungswert µ ∈
R und Standardabweichung σ > 0, unif(0, 1) fu¨r die Gleichverteilung auf
dem Einheitsintervall, unif({1, . . . , N}) fu¨r die Gleichverteilung auf der Menge
{1, . . . , N} mit N ∈ N, Exp(λ) fu¨r die Exponentialverteilung mit Parameter
λ > 0 und Bin(n, p) fu¨r die Binomialverteilung mit den Parametern n ∈ N
und p ∈ [0, 1].
• Es ist
”
P→“ das Symbol fu¨r Konvergenz in Wahrscheinlichkeit, es gilt also fu¨r
die Zufallsvariablen X,X1, X2, . . .
Xn
P→ X fu¨r n→∞ ⇔ lim
n→∞
P (|Xn −X| ≥ ε) = 0 ∀ε > 0.
Außerdem bedeutet Xn
D→ X fu¨r n→∞, daß die Folge (Xn)n∈N in Verteilung
gegen X konvergiert, daß also
lim
n→∞
P (Xn ≤ x) = P (X ≤ x)
fu¨r alle x ∈ R mit P (X = x) = 0 gilt.
• Fu¨r zwei Zufallsvariablen X und Y bedeutet X D= Y , daß sie dieselbe Vertei-
lung besitzen.
• Ist A ⊂ R, so ist mit P(A) die Potenzmenge von A gemeint.
• Fu¨r A ⊂ R und x ∈ R sei
δx(A) :=
{
1, falls x ∈ A,
0, sonst.
• Fu¨r die Zufallsvariable X ist L(X) die zugeho¨rige Verteilung. Zwischen der
Verteilung und der Verteilungsfunktion wird gelegentlich nicht unterschieden;
in solchen Fa¨llen sollte aus dem Zusammenhang hervorgehen, was gemeint ist.
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• Es seien (an)n∈N und (bn)n∈N zwei Folgen reeller Zahlen. Dann ist
an ∼ bn :⇔ lim
n→∞
an
bn
= 1.
• Mit
”
log x“ ist der natu¨rliche Logarithmus von x > 0 gemeint. Außerdem
bezeichnen wir mit
”
logb x“ zu x > 0 den Logarithmus zur Basis b.
• Es sei fu¨r x ∈ R
bxc := max{z ∈ Z : z ≤ x}
und
dxe := min{z ∈ Z : z ≥ x}.
• Es bezeichnet
Hn :=
n∑
k=1
1
k
die n-te harmonische Zahl; es ist bekannt, daß
lim
n→∞
(Hn − log n) = γ
gilt, wobei γ = 0.57721... die Euler-Mascheroni-Konstante ist.
• Neben den Landau-Symbolen o(·) und O(·) verwenden wir die Begriffe oP (·)
und OP (·), die wie in [P] auf Seite 189 definiert sind. Fu¨r zwei Folgen (Xn)n∈N
und (Yn)n∈N von Zufallsvariablen schreiben wir Xn = OP (Yn) mit n → ∞,
wenn fu¨r alle ε > 0 ein M ∈ R existiert mit
P (|Xn| ≥M |Yn|) < ε
fu¨r alle genu¨gend großen n, und Xn = oP (Yn), falls
lim
n→∞
P (|Xn| ≥ ε|Yn|) = 0
fu¨r alle ε > 0 gilt. Ist Xn = OP (1), so nennen wir (Xn)n∈N stochastisch be-
schra¨nkt.
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Kapitel 2
Die von Neumann-Paralleladdition
Dieses Kapitel behandelt den Algorithmus der von Neumann-Paralleladdition und
den Zusammenhang mit bestimmten Rekorden in der Erneuerungstheorie. Betrach-
tet man zur Erla¨uterung ein konkretes Beispiel mit den Zahlen
a := 27 = 1 · 20 + 1 · 21 + 0 · 22 + 1 · 23 + 1 · 24
und
b := 25 = 1 · 20 + 0 · 21 + 0 · 22 + 1 · 23 + 1 · 24,
so erkennt man, daß der Summand 2i, i ∈ {0, . . . , 5}, in
c := a+ b = 52 = 0 · 20 + 0 · 21 + 1 · 22 + 0 · 23 + 1 · 24 + 1 · 25
genau dann vorkommt, wenn in den Bina¨rdarstellungen von a und b, also
(a0, a1, a2, a3, a4) := (1, 1, 0, 1, 1)
und
(b0, b1, b2, b3, b4) := (1, 0, 0, 1, 1),
ganz bestimmte Kombinationen aus Nullen und Einsen in den Positionen bis (ai, bi)
vorhanden sind. Der kleinste Summand in c ist 22, da sich aus der Summe zweier
20-Summanden ein 21-Summand ergibt, der zusammen mit dem nur in a vorkom-
menden 21-Summanden eine 22 liefert, die weder in a noch in b zu finden ist. Ha¨tte
man stattdessen sowohl in a als auch in b einen 22-Summanden, so wu¨rde sich aus
drei 22-Summanden in c ebenfalls eine 22 und zusa¨tzlich ein 23-Summand ergeben.
Man erkennt, daß an der Stelle, an der zwei Einsen aufeinandertreffen, ein U¨bertrag
entsteht, der so lange von links nach rechts
”
durchgereicht“ wird, bis er auf keine
weitere Eins trifft, also dort, wo anfa¨nglich zwei Nullen oder zwei Einsen zu finden
waren. An dieser Stelle ergibt sich dann im Ergebnisvektor eine Eins. In anderen
Komponenten, die nicht von so einer
”
U¨bertrags-Serie“, von denen es natu¨rlich mehr
als eine geben kann,
”
durchwandert“ werden, erscheint im Ergebnis nur dann eine
Eins, wenn eine der zu addierenden Komponenten eine Eins aufweist.
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Bei der Berechnung der Bina¨rdarstellung von c = a + b ist es also wichtig,
die Positionen der (1, 1)-Kombinationen in (a0, b0), (a1, b1), . . . und die La¨nge der
darauffolgenden Serien von (0, 1)- und (1, 0)-Tupeln zu bestimmen.
Der von Neumann-Algorithmus liefert zu zwei bina¨r dargestellten Zahlen die zu-
geho¨rige Summe in Bina¨rdarstellung und macht sich genau diese Zusammenha¨nge
zunutze. Ziel dieses Kapitels ist es, etwas u¨ber das Verhalten der Anzahl An der
Additionsschritte auszusagen, die no¨tig sind, wenn man mit diesem Algorithmus
die Summe zweier zufa¨llig gewa¨hlter Zahlen mit n-stelliger Bina¨rdarstellung be-
rechnet. Dies geschieht, indem man die beiden Bina¨rdarstellungen mit einer Folge
von unabha¨ngigen und identisch verteilten Zufallsvariablen identifiziert. Dabei wird
auch na¨her auf die Vermutung von V. Claus in [Cl], daß sich die erwartete An-
zahl der beno¨tigten Additionsschritte bei zwei n-stelligen 0-1-Folgen fu¨r n → ∞
wie log2 n +
1
3
verha¨lt, eingegangen. Im ersten Abschnitt wird zuna¨chst der von
Neumann-Algorithmus vorgestellt und erkla¨rt. Der zweite Abschnitt stellt dann
u¨ber die Definition einer Folge von Zufallsvariablen den Zusammenhang mit der
Erneuerungstheorie her und macht deutlich, was die Frage nach der Anzahl der Ad-
ditionsschritte mit einem Rekord in der Erneuerungstheorie zu tun hat. An dieser
Stelle kommt das Maximum geometrisch verteilter Zufallsvariablen ins Spiel, des-
sen asymptotisches Verhalten im dritten Abschnitt untersucht wird. Mit Hilfe der
Ergebnisse aus dem dritten Abschnitt werden dann im vierten Teil dieses Kapitels
Aussagen zum asymptotischen Verhalten der Verteilung und des Erwartungswertes
von An erhalten.
2.1 Der Algorithmus
Es seien (a0, . . . , an−1) und (b0, . . . , bn−1) aus {0, 1}n die Bina¨rdarstellungen von a :=∑n−1
i=0 ai2
i und b :=
∑n−1
i=0 bi2
i. Die von Neumann-Paralleladdition liefert schrittweise
die (n+ 1)-stellige 0-1-Folge (c0, . . . , cn), wobei c :=
∑n
i=0 ci2
i die Summe von a und
b ist. Dabei geht man folgendermaßen vor:
• Zuna¨chst seien
a(0) := (a0, . . . , an−1, 0)
und
b(0) := (b0, . . . , bn−1, 0).
• Im (k + 1)-ten Schritt definiert man bei gegebenen a(k) = (a(k)0 , . . . , a(k)n ) und
b(k) = (b
(k)
0 , . . . , b
(k)
n ) fu¨r k ∈ N0
a(k+1) := (a
(k)
0 ⊕ b(k)0 , . . . , a(k)n ⊕ b(k)n )
und
b(k+1) := (0, a
(k)
0 ∧ b(k)0 , . . . , a(k)n−1 ∧ b(k)n−1).
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Hierbei gilt fu¨r x, y ∈ {0, 1}
x⊕ y = x+ y mod 2
und
x ∧ y = x · y.
• Nach
j := inf{k ∈ N : b(k)0 = · · · = b(k)n = 0}
Schritten ist man fertig, denn dann gilt (c0, . . . , cn) = a
(j).
Es wird in jedem Schritt in dem
”
a-Vektor“ das Ergebnis der komponentenwei-
sen Addition modulo 2 gespeichert, wa¨hrend man dem
”
b-Vektor“ die Positionen
der U¨bertra¨ge fu¨r den na¨chsten Schritt entnehmen kann. Aus diesem Grund hat
der Algorithmus eine endliche Laufzeit, denn findet man im
”
b-Vektor“ keine Eins
mehr, so bedeutet dies, daß alle U¨bertrags-Serien von links nach rechts
”
abge-
arbeitet“ sind und man das Ergebnis im
”
a-Vektor“ ablesen kann. Die zusa¨tz-
liche n + 1-te Komponente der Vektoren sorgt dafu¨r, daß ein mo¨glicher U¨ber-
lauf beru¨cksichtigt werden kann. Durch das parallele
”
Abarbeiten“ aller U¨bertrags-
Serien ha¨ngt die Anzahl der Additionsschritte, die no¨tig sind, um zum Ergebnis
zu gelangen, von der La¨nge der la¨ngsten auf eine (1, 1)-Position folgende Serie von
(0, 1)- und (1, 0)-Positionen in (a0, b0), . . . , (an−1, bn−1) ab. Es sei Ln(a, b) := 0, falls
(a0, b0) 6= (1, 1), . . . , (an−1, bn−1) 6= (1, 1), und sonst
Ln(a, b) := 1 + max{j ∈ {0, . . . , n− 1} : ∃ k ∈ {0, . . . , n− 1− j} mit
(ak, bk) = (1, 1), (ak+1, bk+1), . . . , (ak+j, bk+j) ∈ {(1, 0), (0, 1)}}.
Dann liefert Ln(a, b) offensichtlich die La¨nge dieser Serie inklusive des (1, 1)-Tupels
und gibt an, wieviele Schritte k ∈ N no¨tig sind, bis keine (1, 1)-Kombinationen
mehr in (a
(k)
0 , b
(k)
0 ), . . . , (a
(k)
n , b
(k)
n ) vorhanden sind. Im Fall (b0, . . . , bn−1) 6= (0, . . . , 0)
ist noch ein weiterer Schritt zu machen, um die letzten U¨bertra¨ge in den Vektor
a(k+1) zu addieren und so b(k+1) = (0, . . . , 0) zu erhalten, also gibt
An(a, b) := Ln(a, b) + zn(a, b)
mit
zn(a, b) :=
{
0, falls b0 = b1 = · · · = bn−1 = 0,
1, sonst,
die Anzahl der no¨tigen Additionsschritte des von Neumann-Algorithmus an. Im
folgenden Beispiel wird der Ablauf des Algorithmus am konkreten Beispiel deutlich
gemacht.
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Beispiel 2.1. Wir betrachten die Zahlen a = 212 und b = 397. Es gilt
a = 0 · 20 + 0 · 21 + 1 · 22 + 0 · 23 + 1 · 24 + 0 · 25 + 1 · 26 + 1 · 27 + 0 · 28
und
b = 1 · 20 + 0 · 21 + 1 · 22 + 1 · 23 + 0 · 24 + 0 · 25 + 0 · 26 + 1 · 27 + 1 · 28,
also L9(a, b) = 3, und damit sind A9(a, b) = 4 Schritte no¨tig, um das Ergebnis a+ b
in Bina¨rdarstellung mit dem von Neumann-Algorithmus zu erhalten. Es ist
a(0) = (0, 0, 1, 0, 1, 0, 1, 1, 0, 0)
und
b(0) = (1, 0, 1, 1, 0, 0, 0, 1, 1, 0).
Damit ergibt sich
a(1) = (1, 0, 0, 1, 1, 0, 1, 0, 1, 0),
b(1) = (0, 0, 0, 1, 0, 0, 0, 0, 1, 0),
und
a(2) = (1, 0, 0, 0, 1, 0, 1, 0, 0, 0),
b(2) = (0, 0, 0, 0, 1, 0, 0, 0, 0, 1),
und
a(3) = (1, 0, 0, 0, 0, 0, 1, 0, 0, 1),
b(3) = (0, 0, 0, 0, 0, 1, 0, 0, 0, 0),
und
a(4) = (1, 0, 0, 0, 0, 1, 1, 0, 0, 1),
b(4) = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
Es sind also wirklich, wie vorher berechnet, vier Additionsschritte gemacht worden,
und es folgt
c = a+ b = 20 + 25 + 26 + 29 = 609.
Bemerkung 2.2. Der Vorteil des von Neumann-Algorithmus gegenu¨ber der be-
kannten Schulmethode liegt also in der parallelen Abwicklung bestimmter Addi-
tionsschritte. Wa¨hrend man fu¨r zwei n-stellige 0-1-Folgen mit der Schulmethode
immer n Schritte beno¨tigt, kommt dies bei der von Neumann-Paralleladdition nur
im
”
worst case“ vor, zum Beispiel fu¨r a = (1, 1, . . . , 1) und b = (1, 0, 0, . . . , 0). (Hier
beno¨tigt der eben beschriebene Algorithmus sogar n + 1 Schritte, denn es wurde
eine zusa¨tzliche n+ 1-te Stelle eingefu¨hrt, um einen eventuellen U¨berlauf zu beru¨ck-
sichtigen.) Bei auf {0, 1}n gleichverteilten, n-stelligen 0-1-Folgen ist in [BGN] jedoch
fu¨r die erwartete La¨nge der fu¨r die Anzahl der Schritte verantwortlichen Serie die
Oberschranke log2 n gefunden worden. In [Cl] (hier wird bei der Additionsdauer ein
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mo¨glicher U¨berlauf nicht beru¨cksichtigt) wird fu¨r die erwartete Anzahl der Schritte
zusa¨tzlich die Unterschranke dlog2 ne − 1 hergeleitet, so daß sich insgesamt ergibt,
daß die erwartete Anzahl der Schritte fu¨r n→∞ nur wie log n wa¨chst. Dies macht
den Vorteil der von Neumann-Paralleladdition gegenu¨ber der Schulmethode gerade
fu¨r große zu addierende Zahlen deutlich. Der große Unterschied zwischen dem
”
worst
case“-Verhalten und dem
”
average case“-Verhalten motiviert auch die nachfolgen-
den Betrachtungen zum asymptotischen Verhalten der Verteilung der Anzahl der
beno¨tigten Schritte.
2.2 Zusammenhang mit der Erneuerungstheorie
Bis jetzt haben wir die Bina¨rdarstellungen zweier fester natu¨rlicher Zahlen a und
b betrachtet und mit Hilfe des von Neumann-Algorithmus die Bina¨rdarstellung der
Summe berechnet. Im weiteren Verlauf des Kapitels steht nun das Verhalten der
Anzahl der no¨tigen Schritte im Mittelpunkt, wenn man den Algorithmus auf zwei
zufa¨llige, n-stellige 0-1-Folgen anwendet und n immer gro¨ßer werden la¨ßt. Dazu
mu¨ssen zuna¨chst Annahmen an die zugrundeliegende
”
stochastische Struktur“ ge-
macht werden. Es sei also (Ω,A, P ) ein Wahrscheinlichkeitsraum. Die einzelnen Po-
sitionen der unabha¨ngigen Zufallsvektoren
(a0, . . . , an−1) : Ω→ {0, 1}n
und
(b0, . . . , bn−1) : Ω→ {0, 1}n
mit n ∈ N seien je unabha¨ngig und identisch verteilt, wobei
P (a0 = 0) = P (a0 = 1) =
1
2
und
P (b0 = 0) = P (b0 = 1) =
1
2
gelten soll. Im Gegensatz zum ersten Abschnitt werden jetzt also
”
zufa¨llig aus-
gewa¨hlte“, na¨mlich auf {0, 1}n gleichverteilte, n-stellige 0-1-Folgen betrachtet. Um
nun die Verbindung zur Erneuerungstheorie herzustellen, definieren wir die Abbil-
dung Xk : Ω→ {0, 1, 2} fu¨r k ∈ {0, . . . , n− 1} durch
Xk :=

0, falls (ak, bk) = (0, 0),
1, falls (ak, bk) = (1, 1),
2, falls (ak, bk) ∈ {(0, 1), (1, 0)}.
Damit ergibt sich offensichtlich
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Lemma 2.3. Es sind X0, X1, . . . , Xn−1 unabha¨ngige und identisch verteilte Zufalls-
variablen mit
P (X1 = 0) = P (X1 = 1) =
1
4
und
P (X1 = 2) =
1
2
.
Bemerkung 2.4. Die uns interessierende Schrittanzahl, die der von Neumann-
Algorithmus beno¨tigt, um zum Ergebnis zu kommen, ha¨ngt im wesentlichen von der
la¨ngsten auf eine (1, 1)-Kombination folgende Serie von (1, 0)- und (0, 1)-Tupeln
ab. Dies kann man nun umformulieren in die Frage nach der la¨ngsten auf eine
Eins folgende Serie von Zweien in X0, X1, . . . , Xn−1. Damit teilt sich die Folge
X0, X1, . . . , Xn−1 auf in die entscheidenden auf eine Eins folgenden und diese ein-
schließenden Serien von Zweien und den
”
dazwischenliegenden“ Rest. Interpretieren
kann man die La¨ngen der uns interessierenden Serien (also die Anzahl der Zufalls-
variablen, aus denen diese Serien bestehen) als Reparaturdauern und die La¨ngen
der
”
dazwischenliegenden“ Abschnitte als Lebensdauern eines bestimmten Objek-
tes. Offensichtlich erha¨lt man so zwei voneinander unabha¨ngige Folgen von Zufalls-
variablen, wobei die Lebensdauern eine Folge von unabha¨ngigen und GeomN0
(
1
4
)
-
verteilten Zufallsvariablen bilden, wa¨hrend die voneinander unabha¨ngigen Repara-
turdauern GeomN
(
1
2
)
-verteilt sind. Es entsteht mit wachsendem n ein Prozeß, bei
dem sich unabha¨ngige, GeomN0
(
1
4
)
- und GeomN
(
1
2
)
-verteilte Zufallsvariablen
”
ab-
wechseln“, also ein alternierender Erneuerungsprozeß. Hierbei ist es bemerkenswert,
daß auch zwei fu¨r uns interessante Serien bzw. die entsprechenden Reparaturdauern
direkt hintereinander folgen ko¨nnen, so daß die Lebensdauern in diesem Erneue-
rungsprozeß den Wert Null annehmen ko¨nnen. Mit Blick auf die Anzahl der Schritte
geht es uns bei diesem Erneuerungsprozeß um die la¨ngste, nicht notwendigerweise
abgeschlossene Reparaturdauer bis zum Zeitpunkt n. In Abbildung 1.2 werden diese
Zusammenha¨nge dargestellt. Im Laufe des Kapitels wird deutlich werden, daß es
bei unseren Betrachtungen fu¨r n → ∞ keine Rolle spielt, ob man nur alle bis n
beendeten Reparaturdauern betrachtet, oder auch die letzte, mo¨glicherweise nicht
abgeschlossene Reparaturdauer hinzunimmt.
Die Zufallsvariable Ln : Ω→ {0, . . . , n} mit Ln := 0, falls X0 6= 1, . . . , Xn−1 6= 1,
und sonst
Ln := 1 + max{0 ≤ j ≤ n− 1 : ∃0 ≤ k ≤ n− 1− j Xk = 1, Xk+1 = · · · = Xj+k = 2}
liefert analog zu Abschnitt 2.1 die La¨nge der la¨ngsten auf ein (1, 1)-Tupel folgende
Serie von (0, 1)- und (1, 0)-Tupeln in der Folge (a0, b0), . . . , (an−1, bn−1) bzw. die der
la¨ngsten auf eine Eins folgende Serie von Zweien in X0, . . . , Xn−1. Definiert man
ebenfalls analog zu Abschnitt 2.1 die Zufallsvariable zn : Ω→ {0, 1} durch
zn :=
{
0, falls b0 = · · · = bn−1 = 0,
1, sonst,
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so gilt
lim
n→∞
P (zn = 0) = lim
n→∞
(
1
2
)n
= 0, (2.1)
und die Zufallsvariable An : Ω→ {0, . . . , n+ 1} mit
An := Ln + zn (2.2)
gibt die Anzahl der Schritte an, die mit dem von Neumann-Algorithmus no¨tig sind,
um zwei zufa¨llige Zahlen mit den Bina¨rdarstellungen (a0, . . . , an−1) und (b0, . . . , bn−1)
zu addieren.
In [Cl] bescha¨ftigt sich V.Claus ebenfalls mit der Anzahl der no¨tigen Schritte
dieses Algorithmus. Zu n ∈ N und i ∈ {0, . . . , n} wird dort mit qn(i) die Wahrschein-
lichkeit bezeichnet, daß die Addition zweier zufa¨llig gewa¨hlter n-stelliger Bina¨rzahlen
mit dem von Neumann-Algorithmus mindestens i Schritte erfordert. Im Gegensatz
zu der oben definierten Zufallsvariablen An kann hier die Anzahl der no¨tigen Schritte
ho¨chstens den Wert n annehmen. Das liegt an der Tatsache, daß die Summe zweier
n-stelliger 0-1-Folgen eventuell eine (n + 1)-stellige Bina¨rzahl sein kann und dieser
”
U¨berlauf“ in [Cl] bei der Berechnung der Additionsdauer zwar erkannt, aber nicht
wie oben durch die zusa¨tzliche (n+1)-te Stelle in a(0) und b(0) beru¨cksichtigt wird. Bei
der Betrachtung des im Mittelpunkt stehenden asymptotischen Verhaltens der An-
zahl der Schritte spielt dieser Unterschied jedoch offensichtlich keine Rolle. Zuna¨chst
werden in [Cl] dann Rekursionsformeln fu¨r qn(i) mit n ∈ N und i ∈ {0, . . . , n} be-
wiesen und mit deren Hilfe fu¨r den Erwartungswert der Additionsdauer die schon
aus [BGN] bekannte Oberschranke dlog2 ne + 1 und die Unterschranke dlog2 ne − 1
hergeleitet. Die Rekursionsformeln fu¨r qn(i) fu¨hren außerdem auf die Mo¨glichkeit,
den Erwartungswert der Anzahl der notwendigen Additionsschritte rekursiv zu be-
rechnen. Die errechneten Werte fu¨r n zwischen 1 und 2000, die in [Cl] im Anhang
zu finden sind, haben V.Claus vermuten lassen, daß sich der Erwartungswert der
Additionsdauer fu¨r n→∞ wie log2 n+ 13 verha¨lt.
Bemerkung 2.5. Auch in anderen Arbeiten steht der von Neumann-Algorithmus
und die Anzahl der no¨tigen Schritte im Mittelpunkt. So bescha¨ftigt sich G.Schay
in [Scha] mit der La¨nge der la¨ngsten auf ein (1, 1)-Tupel folgende und dieses Tu-
pel einschließende Serie von (0, 1)-und (1, 0)-Tupeln. Dabei ist qnr fu¨r n ∈ N und
r = 0, . . . , n die Wahrscheinlichkeit, daß die La¨nge dieser Serie bei zwei zufa¨llig
ausgewa¨hlten, (n + 1)-stelligen Bina¨rzahlen gro¨ßer als r ist. Es wird eine Rekursi-
onsformel fu¨r qnr hergeleitet, die dann u¨ber erzeugende Funktionen Na¨herungswerte
fu¨r qnr und so auch fu¨r die erwartete La¨nge dieser la¨ngsten, auf ein (1, 1)-Tupel
folgenden, {(0, 1), (1, 0)}-Serie liefert. Hier wird behauptet, daß sich die erwartete
Anzahl von Schritten beim von Neumann-Algorithmus bei (n + 1)-stelligen zufa¨lli-
gen 0-1-Folgen mit n → ∞ wie log2 n + 0.35 verha¨lt. Im Gegensatz dazu erkennt
D.E.Knuth in [K], daß die Differenz von erwarteter Additionsdauer und log2 n fu¨r
n→∞ nicht konvergiert, sondern noch von einer logarithmisch periodischen Funk-
tion f(n) abha¨ngt. Im vierten Abschnitt dieses Kapitels wird darauf noch na¨her
eingegangen.
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Unser Ziel ist es hier nun, nicht nur etwas u¨ber das asymptotische Verhalten des
Erwartungswertes von An auszusagen, sondern daru¨ber hinaus mit probabilistischen
Mitteln eine Antwort auf die Frage nach einer mo¨glichen Konvergenz in Verteilung
zu erhalten. Dies wu¨rde mehr Information liefern, denn man ist dann mit Hilfe der
Quantile der Grenzverteilung in der Lage, Aussagen u¨ber die Wahrscheinlichkei-
ten sehr großer Laufzeiten des Algorithmus zu machen. In unserem Fall werden die
Untersuchungen bestimmter Teilfolgen von An− log2 n auf verschobene und diskre-
tisierte Gumbelverteilungen als Grenzverteilungen hinauslaufen. Dazu bescha¨ftigen
wir uns zuna¨chst mit Ln und dem zugeho¨rigen asymptotischen Verhalten im Falle
n→∞ und u¨bertragen die Ergebnisse dann mit Hilfe von (2.1), (2.2) und der sich
daraus ergebenden Gleichung
E(An) = E(Ln) + 1 + o(1) (2.3)
fu¨r n → ∞ auf An. Wie angeku¨ndigt kommt hier nun das Maximum geometrisch
verteilter Zufallsvariablen ins Spiel. Ist na¨mlich X∗k fu¨r k ∈ N die in Bemerkung 2.4
schon erwa¨hnte La¨nge der k-ten auf eine Eins folgende und diese Eins einschließende
Serie von Zweien in X0, X1, X2, . . . , so erha¨lt man offensichtlich
Lemma 2.6. Es ist (X∗k)k∈N eine Folge von unabha¨ngigen und identisch verteilten
Zufallsvariablen mit
X∗1 ∼ GeomN
(
1
2
)
.
Definiert man nun die Zufallsvariable ρn : Ω→ {0, . . . , n} durch
ρn := #{0 ≤ k ≤ n− 1 : Xk = 1},
so folgt
Lemma 2.7. Es ist fu¨r n ∈ N
ρn ∼ Bin
(
n,
1
4
)
.
Definiert man dann M0 := 0 und fu¨r n ∈ N
Mn := max{X∗1 , . . . , X∗n},
so erha¨lt man das wichtige
Lemma 2.8. Fu¨r n ∈ N gilt
Mρn−1 ≤ Ln ≤Mρn .
Es liegt also die Vermutung nahe, daß man anhand der Asymptotik der Vertei-
lung von Mρn und Mρn−1 und deren Erwartungswerten Aussagen u¨ber das Verhalten
der Verteilung von Ln und u¨ber das Verhalten von E(Ln) fu¨r n→∞ machen kann.
Aus diesem Grund bescha¨ftigt sich der kommende Abschnitt zuna¨chst mit der Zu-
fallsvariablen Mn.
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2.3 Das asymptotische Verhalten des Maximums
geometrisch verteilter Zufallsvariablen
In diesem Abschnitt steht die Folge (Mn)n∈N und die Frage nach ihrem asymptoti-
schen Verhalten im Mittelpunkt. Dazu werden wir zuna¨chst u¨berpru¨fen, ob es zwei
Folgen (an)n∈N und (bn)n∈N mit an, bn ∈ R und bn > 0 geben kann, so daß Mn−anbn fu¨r
n→∞ in Verteilung gegen eine
”
nichtdegenerierte“ Zufallsvariable konvergiert. Es
gilt
lim
k→∞
P (X∗1 = k)∑∞
j=k P (X
∗
1 = j)
= lim
k→∞
1∑∞
j=0
(
1
2
)j = 12 6= 0,
also kann es laut Korollar 2.4.1. in [Ga] die oben erwa¨hnten Folgen (an)n∈N und
(bn)n∈N nicht geben. Im weiteren Verlauf des Abschnitts wird jedoch gezeigt, daß
sich das a¨ndert, wenn man zu bestimmten Teilfolgen von (Mn)n∈N u¨bergeht. Ein
erster Schritt dorthin ist das folgende Lemma.
Lemma 2.9. Es sei (nk)k∈N eine Folge mit nk ∈ N fu¨r k ∈ N und
lim
k→∞
nk
2k
= β ∈ (1, 2).
Dann gibt es ein k0 ∈ N, so daß blog2 nkc = k fu¨r alle k ≥ k0 gilt.
Beweis. Man erha¨lt
log2 nk = log2
(
nk
β2k
β2k
)
= log2
(
nk
β2k
)
+ log2 β + k
fu¨r alle k ∈ N. Da limk→∞ log2
(
nk
β2k
)
= 0 und 0 < log2 β < 1 gilt, findet man damit
ein k1 ∈ N mit
log2 nk > k
fu¨r alle k ≥ k1 und ein k2 ∈ N mit
log2 nk < k + 1
fu¨r alle k ≥ k2. Dies liefert die Behauptung mit k0 := max{k1, k2}. 2
Es sei nun Zlog 2 eine Gumbel(log 2)-verteilte Zufallsvariable, also
P (Zlog 2 ≤ x) = exp(−e−(log 2)x)
fu¨r alle x ∈ R. Damit erha¨lt man
Satz 2.10. Es sei (nk)k∈N eine Folge natu¨rlicher Zahlen mit limk→∞ nk2k = β fu¨r
β ∈ (1, 2). Dann gilt fu¨r j ∈ Z
lim
k→∞
P (Mnk − blog2 nkc = j) = P (dZlog 2 + log2 βe = j).
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Beweis. Es sei 1 < β < 2 und j ∈ Z. Fu¨r k ∈ N mit k ≥ 1− j gilt dann
P (Mnk − k ≤ j) = (P (X∗1 ≤ j + k))nk
=
(
j+k∑
l=1
(
1
2
)l)nk
=
(
1− (1
2
)j+k+1
1− 1
2
− 1
)nk
= (1− 2−j−k)nk
= exp(nk log(1− 2−j−k)).
Es ist wegen log(1− x) = −∑∞n=1 xnn fu¨r |x| < 1
nk log(1− 2−j−k) = −nk
(
2−j−k +
2−2j2−2k
2
+ o(2−2k)
)
= −nk
2k
2−j + o(1)
fu¨r k →∞. Das ergibt mit Lemma 2.9
lim
k→∞
P (Mnk − blog2 nkc ≤ j) = lim
k→∞
P (Mnk − k ≤ j)
= lim
k→∞
exp
(
−nk
2k
2−j + o(1)
)
= exp(−βe−j log 2).
Wegen P (Zlog 2 + log2 β ≤ x) = exp(−βe−(log 2)x) fu¨r x ∈ R folgt die Behauptung. 2
Nach dem Satz von Scheffe´ (siehe Theorem 16.12 in [Bi2]) folgt aus Satz 2.10
lim
k→∞
∑
j∈Z
|P (Mnk − blog2 nkc = j)− P (dZlog 2 + log2 βe = j)| = 0,
also nicht nur die Konvergenz in Verteilung von Mnk −blog2 nkc gegen die ”diskrete
Gumbelverteilung“, sondern sogar die Konvergenz in Totalvariation. Man erkennt,
daß dabei die Grenzverteilungen fu¨r unterschiedliche β aus der Verschiebung der
Gumbelverteilung mit Parameter log 2 um log2 β entstehen. Diese Erkenntnis soll
im na¨chsten Abschnitt mit Hilfe von Lemma 2.8 auf die Verteilung der Zufallsvaria-
blen Ln u¨bertragen werden. Da sich daneben auch eine Aussage zum asymptotischen
Verhalten des zugeho¨rigen Erwartungswertes ergeben soll, liefert das folgende Lem-
ma 2.11 zuna¨chst den Erwartungswert zu dZlog 2 +log2 βe. Dabei bezeichnen wir mit
γ die Euler-Mascheroni-Konstante.
Lemma 2.11. Fu¨r β ∈ (1, 2) gilt
E(dZlog 2 + log2 βe) = log2 β +
γ
log 2
+ ϕ(β)
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mit
ϕ(β) :=
∫ ∞
0
(dlog2 β − log2 ze − (log2 β − log2 z))e−zdz
=
∞∑
k=−∞
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))− log2 β − γlog 2 .
Beweis. Es sei β ∈ (1, 2). Dann erha¨lt man mit Hilfe der Substitution y = e−(log 2)x
und mit E(Zlog 2) =
γ
log 2
(siehe Seite 278 in [JK])
E(dZlog 2 + log2 βe)
= E(Zlog 2) + log2 β + E(dZlog 2 + log2 βe − (Zlog 2 + log2 β))
=
γ
log 2
+ log2 β
+(log 2)
∫ ∞
−∞
(dx+ log2 βe − (x+ log2 β))e−(log 2)x exp(−e−(log 2)x)dx
=
γ
log 2
+ log2 β +
∫ ∞
0
(dlog2 β − log2 ye − (log2 β − log2 y))e−ydy
=
γ
log 2
+ log2 β + ϕ(β).
Außerdem gilt
ϕ(β) =
∫ ∞
0
(dlog2 β − log2 ye)e−ydy −
∫ ∞
0
(log2 β − log2 y)e−ydy
=
∞∑
k=−∞
∫ 2(log2 β+k+1)
2(log2 β+k)
(−k)e−ydy −
(
log2 β +
γ
log 2
)
=
∞∑
k=−∞
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))− log2 β − γlog 2 ,
und das war zu zeigen. 2
Im Beweis zu Lemma 2.11 wird deutlich, daß E(dZlog 2 + log2 βe) wegen
0 ≤ E(dZlog 2 + log2 βe − (Zlog 2 + log2 β)) < 1
endlich ist. Nun stellt sich die Frage, ob der Erwartungswert von Mnk − blog2 nkc
gegen den Erwartungswert der Grenzverteilung, also gegen E(dZlog 2 + log2 βe) kon-
vergiert. Dazu sei abku¨rzend Z(β) := dZlog 2 + log2 βe.
Satz 2.12. Ist (nk)k∈N eine Folge natu¨rlicher Zahlen mit limk→∞ nk2k = β fu¨r
β ∈ (1, 2), so gilt
lim
k→∞
|E(Mnk)− blog2 nkc − E(Z(β))| = 0.
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Beweis. Zu zeigen ist wegen Lemma 2.9
lim
k→∞
|E(Mnk − k)− E(Z(β))| = 0.
Es gilt fu¨r k ∈ N
E(Mnk − k)− E(Z(β))
=
∞∑
j=1
[P (Mnk − k ≥ j)− P (Z(β) ≥ j)]−
−1∑
j=−∞
[P (Mnk − k ≤ j)− P (Z(β) ≤ j)]
=
∞∑
j=−∞
[P (Zβ ≤ j)− P (Mnk − k ≤ j)],
wobei man aufgrund der Existenz der Erwartungswerte E(Mnk) und E(Z
(β)) die
beteiligten Summen beliebig zusammenfassen kann. Offensichtlich gilt fu¨r j ≤ −k
P (Mnk − k ≤ j) = 0,
also erha¨lt man
E(Mnk − k)−E(Z(β)) =
∞∑
j=−k+1
[P (Z(β) ≤ j)−P (Mnk − k ≤ j)] +
−k∑
j=−∞
P (Z(β) ≤ j).
Damit ergibt sich
|E(Mnk − k)− E(Z(β))| (2.4)
≤
∞∑
j=−k+1
|(1− 2−j−k)nk − exp(−βe−j log 2)|+
−k∑
j=−∞
exp(−βe−j log 2).
Mit Lemma A.3 (ii) erha¨lt man
0 ≤
∞∑
j=0
exp(−βej log 2) ≤
∞∑
j=0
exp(−β(1 + j log 2)) = e
−β
1− e−β log 2 <∞,
und dies liefert
lim
k→∞
−k∑
j=−∞
exp(−βe−j log 2) = lim
k→∞
∞∑
j=k
exp(−βej log 2) = 0. (2.5)
Wir betrachten nun den ersten Summanden auf der rechten Seite der Ungleichung
(2.4). Dazu sei k ∈ N und j ∈ N mit j ≤ k − 1. Dann gilt
|(1− 2j−k)nk − exp(−βej log 2)| ≤ exp(nk log(1− 2j−k)) + exp(−βej log 2).
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Wegen j ≤ k − 1 gilt 2j−k ≤ 1
2
, und so folgt aus Lemma A.3 (i) fu¨r genu¨gend große
k ∈ N mit nk
2k
≥ 1
exp(nk log(1− 2j−k)) ≤ exp(nk(−2j−k)) ≤ exp(−2j).
Damit ergibt sich wegen exp(−βej log 2) ≤ exp(−ej log 2)
|(1− 2j−k)nk − exp(−βej log 2)| ≤ 2 exp(−ej log 2).
Da wir in fru¨heren Berechnungen
0 ≤
∞∑
j=1
exp(−ej log 2) <∞
erhalten haben, folgt mit dem Weierstraßschen Majorantenkriterium (siehe hierzu
Satz 105.3 in [H]), daß
∞∑
j=1
1{1,...,k−1}(j)|(1− 2j−k)nk − exp(−βej log 2)|
gleichma¨ßig in k konvergiert. Aus diesem Grund kann man laut Satz 104.5 in [H]
Summation und Grenzu¨bergang vertauschen und erha¨lt
lim
k→∞
−1∑
j=−k+1
|(1− 2−j−k)nk − exp(−βe−j log 2)|
= lim
k→∞
∞∑
j=1
1{1,...,k−1}(j)|(1− 2j−k)nk − exp(−βej log 2)|
=
∞∑
j=1
lim
k→∞
|(1− 2j−k)nk − exp(−βej log 2)|
= 0,
also
lim
k→∞
−1∑
j=−k+1
|(1− 2−j−k)nk − exp(−βe−j log 2)| = 0. (2.6)
Im weiteren Verlauf des Beweises sei wieder k ∈ N und j ≥ 0. Man erha¨lt
|(1− 2−j−k)nk − exp(−βe−j log 2)| (2.7)
= exp(−βe−j log 2)| exp(nk log(1− 2−j−k) + β2−j)− 1|.
Weiter ist
|nk log(1− 2−j−k) + β2−j| ≤ |nk(log(1− 2−j−k) + 2−j−k)|+ |β2−j − nk2−j−k|,
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und wegen | − 2−j−k| ≤ 1
2
liefert Lemma A.1 ein C > 0 mit
| log(1− 2−j−k) + 2−j−k| ≤ C(2−j−k)2.
Da
|β2−j − nk2−j−k| = 2−j
∣∣∣β − nk
2k
∣∣∣
gilt, folgt insgesamt
|nk log(1− 2−j−k) + β2−j| ≤ nk
2k
C2−2j2−k + 2−j
∣∣∣β − nk
2k
∣∣∣ . (2.8)
Da j ≥ 0 und k ∈ N gilt, ergibt sich fu¨r genu¨gend große k ∈ N sogar
|nk log(1− 2−j−k) + β2−j| ≤ C + 1
2
,
so daß sich mit Hilfe von Lemma A.2 fu¨r D := eC+
1
2
| exp(nk log(1− 2−j−k) + β2−j)− 1| ≤ D|nk log(1− 2−j−k) + β2−j|
(2.8)
≤ D
(
C
nk
2k
2−2j2−k + 2−j
∣∣∣β − nk
2k
∣∣∣) .
ergibt. Damit folgt aus (2.7)
|(1− 2−j−k)nk − exp(−βe−j log 2)|
≤ exp(−βe−j log 2)D
(
C
nk
2k
2−2j2−k + 2−j
∣∣∣β − nk
2k
∣∣∣)
und schließlich
lim
k→∞
∞∑
j=0
|(1− 2−j−k)nk − exp(−βe−j log 2)|
≤ lim
k→∞
D
∞∑
j=0
exp(−βe−j log 2)
(
C
nk
2k
2−2j2−k + 2−j
∣∣∣β − nk
2k
∣∣∣)
≤ lim
k→∞
D
(
C
nk
2k
2−k
∞∑
j=0
(
1
4
)j
+
∣∣∣β − nk
2k
∣∣∣ ∞∑
j=0
(
1
2
)j)
= lim
k→∞
D
(
C
nk
2k
2−k
4
3
+ 2
∣∣∣β − nk
2k
∣∣∣)
= 0.
Man erha¨lt also
lim
k→∞
∞∑
j=0
|(1− 2−j−k)nk − exp(−βe−j log 2)| = 0. (2.9)
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Mit (2.5), (2.6) und (2.9) folgt dann aus (2.4)
lim
k→∞
|E(Mnk − k)− E(Z(β))| = 0,
also die Behauptung. 2
Es konvergiert also E(Mnk) − blog2 nkc fu¨r k → ∞ gegen den Erwartungswert
von dZlog 2 + log2 βe, wenn die Folge (nk)k∈N wie in Satz 2.12 definiert ist. Da laut
Lemma 2.9 fu¨r genu¨gend große k ∈ N
blog2 nkc = k
gilt und man so
log2 nk − blog2 nkc = log2
(nk
2k
)
+ k − k = log2 β + o(1),
also
blog2 nkc = log2 nk − log2 β + o(1), (2.10)
erha¨lt, folgt demnach
Korollar 2.13. Ist die Folge (nk)k∈N wie in Satz 2.12 definiert, so gilt
lim
k→∞
|E(Mnk)− log2 nk − E(dZlog 2 + log2 βe) + log2 β| = 0.
Bemerkung 2.14. Die hier verwendete Methode la¨ßt sich auf gewichtete Konver-
genzaussagen, also auf Verscha¨rfungen des Ergebnisses aus Satz 2.10 zu Aussagen
der Form
lim
k→∞
∑
j∈Z
ρ(j)|P (Mnk − blog2 nkc = j)− P (dZlog 2 + log2 βe = j)| = 0
mit einer Gewichtsfunktion ρ : Z → [1,∞), ρ(k) → ∞ mit k → ±∞, verallgemei-
nern.
Wie angeku¨ndigt soll nun im folgenden Abschnitt mit Hilfe von Satz 2.10 etwas
u¨ber das Verhalten der Verteilung von Ln bzw. An fu¨r n → ∞ ausgesagt werden.
Dabei liegt die Vermutung nahe, daß sich auch hier fu¨r unterschiedliche Teilfol-
gen unterschiedliche Grenzverteilungen ergeben, die man durch Verschiebung der
Gumbelverteilung mit Parameter log 2 erha¨lt. Daneben soll auf die Vermutung von
V.Claus in [Cl] eingegangen werden, indem mit numerischen Mitteln gezeigt wird,
daß nicht alle Teilfolgen von E(Ln) − log2 n bzw. von E(An) − log2 n denselben
Grenzwert besitzen.
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2.4 Das asymptotische Verhalten der Anzahl der
Additionsschritte
Es sei im folgenden (mk)k∈N eine Folge von natu¨rlichen Zahlen, also mk ∈ N fu¨r alle
k ∈ N, mit
lim
k→∞
mk
2k+2
= β,
wobei β ∈ (1, 2) gelten soll. Dann liefert Lemma 2.8
Lemma 2.15. Fu¨r k ∈ N gilt
Mρmk−1 ≤ Lmk ≤Mρmk .
Um Aussagen u¨ber das Verhalten von Lmk fu¨r k → ∞ zu erhalten, muß man
offensichtlich mit Hilfe des letzten Abschnitts die Zufallsvariablen Mρmk−1 und Mρmk
na¨her betrachten. Definiert man dazu fu¨r k ∈ N
nk :=
⌊mk
4
−m
3
4
k
⌋
, n′k :=
⌈mk
4
+m
3
4
k
⌉
und
rk := nk − 1, r′k := n′k − 1,
so ergibt sich
Lemma 2.16. Es gilt
lim
k→∞
nk
2k
= lim
k→∞
n′k
2k
= lim
k→∞
rk
2k
= lim
k→∞
r′k
2k
= β.
Beweis. Es gibt fu¨r alle k ∈ N ein Rk ∈ [0, 1), so daß
nk =
mk
4
−m
3
4
k −Rk
gilt, also hat man
lim
k→∞
nk
2k
= lim
k→∞
(
mk
2k+2
− 4 mk
2k+2
1
m
1
4
k
− Rk
2k
)
= β.
Analog lassen sich die u¨brigen Aussagen zeigen. 2
Zusa¨tzlich erha¨lt man fu¨r die oben definierten Folgen
Lemma 2.17. Es gilt
lim
k→∞
P (nk ≤ ρmk ≤ n′k) = 1,
also auch
lim
k→∞
P (rk ≤ ρmk − 1 ≤ r′k) = 1.
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Beweis. Mit der Ungleichung von Chebychev folgt wegen ρmk ∼ Bin
(
mk,
1
4
)
P
(∣∣∣ρmk − mk4 ∣∣∣ ≥ m 34k) ≤ 1m 32k Var(ρmk) =
3
16
1√
mk
, (2.11)
also
lim
k→∞
P
(∣∣∣ρmk − mk4 ∣∣∣ ≥ m 34k) = 0,
und das ist wegen nk ≤ mk4 −m
3
4
k und n
′
k ≥ mk4 +m
3
4
k die Behauptung. 2
Aus Lemma 2.17 ergibt sich der fu¨r unsere Ziele wichtige
Satz 2.18. Es gilt
lim
k→∞
P (Mnk ≤Mρmk ≤Mn′k) = 1
und
lim
k→∞
P (Mrk ≤Mρmk−1 ≤Mr′k) = 1.
Beweis. Fu¨r k ∈ N gilt mit Ak := {nk ≤ ρmk ≤ n′k}
P (Mnk ≤Mρmk ≤Mn′k)
= P (Mnk ≤Mρmk ≤Mn′k , Ak) + P (Mnk ≤Mρmk ≤Mn′k , Ack)
≥ P (Mnk ≤Mρmk ≤Mn′k , Ak)
= P (Ak),
also mit Lemma 2.17
lim
k→∞
P (Mnk ≤Mρmk ≤Mn′k) = 1.
Analog folgt die zweite Aussage. 2
Bevor wir nun fu¨r Mρmk−1 und Mρmk eine analoge Aussage zu Satz 2.10 beweisen,
beno¨tigen wir folgendes Lemma, das sich aus Lemma 2.9 und Lemma 2.16 ergibt.
Lemma 2.19. Fu¨r genu¨gend große k ∈ N gilt
blog2 nkc = blog2 n′kc = blog2 rkc = blog2 r′kc = k.
Damit erha¨lt man
Satz 2.20. Es gilt fu¨r j ∈ Z
lim
k→∞
P
(
Mρmk − blog2 nkc = j
)
= P (dZlog 2 + log2 βe = j)
und
lim
k→∞
P
(
Mρmk−1 − blog2 nkc = j
)
= P (dZlog 2 + log2 βe = j).
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Beweis. Es sei j ∈ Z und Bk := {Mnk ≤Mρmk ≤Mn′k}. Dann folgt fu¨r genu¨gend
große k ∈ N
P (Mρmk − blog2 nkc ≤ j) ≥ P (Mρmk − blog2 nkc ≤ j, Bk)
≥ P (Mn′k − blog2 nkc ≤ j, Bk)
= P (Mn′k − blog2 n′kc ≤ j)− P (Mn′k − blog2 n′kc ≤ j, Bck)
≥ P (Mn′k − blog2 n′kc ≤ j)− P (Bck),
also mit Satz 2.18
lim inf
k→∞
P (Mρmk − blog2 nkc ≤ j) ≥ limk→∞P (Mn′k − blog2 n
′
kc ≤ j).
Außerdem erha¨lt man
P (Mρmk − blog2 nkc ≤ j)
= P (Mρmk − blog2 nkc ≤ j, Bk) + P (Mρmk − blog2 nkc ≤ j, Bck)
≤ P (Mnk − blog2 nkc ≤ j) + P (Bck)
und so mit Hilfe von Satz 2.18
lim sup
k→∞
P (Mρmk − blog2 nkc ≤ j) ≤ limk→∞P (Mnk − blog2 nkc ≤ j).
Aus Satz 2.10 und Lemma 2.16 ergibt sich somit fu¨r alle j ∈ Z
lim
k→∞
P
(
Mρmk − blog2 nkc ≤ j
)
= exp(−βe−j log 2)
und damit die erste Behauptung. Analog folgt die Aussage fu¨r Mρmk−1. 2
Es la¨ßt sich offensichtlich ein k0 ∈ N finden mit
blog2 nkc = blog2 mkc − 2 (2.12)
fu¨r alle k ≥ k0. Dies liefert zusammen mit Satz 2.20 und Lemma 2.15
Korollar 2.21. Fu¨r alle j ∈ Z gilt
lim
k→∞
P (Lmk − blog2 mkc+ 2 = j) = P (dZlog 2 + log2 βe = j).
Wie erwartet entstehen die Grenzverteilungen zu bestimmten Teilfolgen von Ln−
blog2 nc aus der Verschiebung einer Gumbelverteilung, wobei auch hier mit dem Satz
von Scheffe´ sogar die Konvergenz in Totalvariation folgt. Wie im vorangegangenen
Abschnitt wenden wir uns nun noch den zugeho¨rigen Erwartungswerten zu. Um zu
zeigen, daß E(Lmk)−blog2 mkc+2 fu¨r k →∞ gegen E(dZlog 2 +log2 βe) konvergiert,
ist unter anderem eine Aussage zum asymptotischen Verhalten von E(M2mk) fu¨r
k →∞ notwendig. Dazu ist das folgende Lemma hilfreich.
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Lemma 2.22. Ist (Yk)k∈N eine Folge von unabha¨ngigen und identisch verteilten
Zufallsvariablen mit Y1 ∼ Exp(1) und definiert man M˜n := max{Y1, . . . , Yn} fu¨r
n ∈ N, so gilt
Mn
D
=
⌊
M˜n
log 2
⌋
+ 1.
Beweis. Zuna¨chst gilt fu¨r k ∈ N
P
(⌊
Y1
log 2
+ 1
⌋
= k
)
= P
(
k − 1 ≤ Y1
log 2
< k
)
=
(
1
2
)(k−1)
1
2
,
also ⌊
Y1
log 2
+ 1
⌋
∼ GeomN
(
1
2
)
.
Damit erha¨lt man
Mn
D
= max
{⌊
Y1
log 2
+ 1
⌋
, . . . ,
⌊
Yn
log 2
+ 1
⌋}
=
⌊
M˜n
log 2
⌋
+ 1.
2
Damit ergibt sich
Satz 2.23. Fu¨r k →∞ gilt
E(M2mk) = O((logmk)
2).
Beweis. Lemma 2.22 liefert
E(M2mk) ≤
1
(log 2)2
E(M˜2mk) +
2
log 2
E(M˜mk) + 1. (2.13)
Aus diesem Grund betrachten wir zuna¨chst E(M˜mk) und dann E(M˜
2
mk
). Fu¨r k ∈ N
gilt
E(M˜mk) =
∫ ∞
0
(1− P (M˜mk ≤ x))dx
=
∫ ∞
0
(1− (1− e−x)mk)dx
=
∫ logmk
0
(1− (1− e−x)mk)dx+
∫ ∞
logmk
(1− (1− e−x)mk)dx.
Da die Funktion x 7→ (1− (1− e−x)mk) in x ∈ R fa¨llt, gilt∫ logmk
0
(1− (1− e−x)mk)dx ≤
∫ logmk
0
dx = logmk.
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Mit Hilfe der Substitution y = x− logmk erha¨lt man∫ ∞
logmk
(1− (1− e−x)mk)dx =
∫ ∞
0
(
1−
(
1− e
−y
mk
)mk)
dy.
Es ist e−y ∈ (0, 1) fu¨r y ∈ (0,∞), also folgt mit Lemma A.4 fu¨r k ∈ N mit mk ≥ 2(
1− e
−y
mk
)mk
≥ e−2e−y .
Damit ergibt sich fu¨r genu¨gend große k ∈ N
0 ≤
∫ ∞
0
(
1−
(
1− e
−y
mk
)mk)
dy ≤
∫ ∞
0
(
1− exp (−2e−y)) dy,
also
E(M˜mk) ≤ logmk +
∫ ∞
0
(1− exp(−2e−y))dy.
Analog ergibt sich
E(M˜2mk)
= 2
∫ ∞
0
x
(
1− (1− e−x)mk) dx
≤ 2(logmk)2 + 2
∫ ∞
0
y
(
1− exp (−2e−y)) dy + 2 logmk ∫ ∞
0
(
1− exp (−2e−y)) dy.
Mit Lemma A.3 (ii) folgt fu¨r x ∈ R
1− e−x ≤ x,
also ∫ ∞
0
(
1− exp (−2e−y)) dy ≤ 2∫ ∞
0
e−ydy <∞
und ∫ ∞
0
y
(
1− exp (−2e−y)) dy ≤ 2∫ ∞
0
ye−ydy <∞.
Damit erha¨lt man fu¨r k ∈ N
E(M˜mk) ≤ logmk + o(logmk)
und
E(M˜2mk) ≤ 2(logmk)2 + o((logmk)2).
Dies liefert zusammen mit Gleichung (2.13) die Behauptung. 2
Mit Hilfe von Satz 2.23 ist der Beweis des folgenden Satzes mo¨glich.
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Satz 2.24. Es gilt
lim
k→∞
|E(Mρmk )− blog2 mkc+ 2− E(dZlog 2 + log2 βe)| = 0
und
lim
k→∞
|E(Mρmk−1)− blog2 mkc+ 2− E(dZlog 2 + log2 βe)| = 0.
Beweis. Auch hier sei abku¨rzend Z(β) := dZlog 2 + log2 βe. Es ist fu¨r genu¨gend
große k ∈ N mit Gleichung (2.12)
|E(Mρmk )− blog2 mkc+ 2− E(Z(β))|
≤ |E(Mρmk )− E(Mnk)|+ |E(Mnk)− blog2 nkc − E(Z(β))|.
Wegen Satz 2.12 muß zum Beweis der ersten Behauptung
lim
k→∞
|E(Mρmk )− E(Mnk)| = 0
gezeigt werden. Definiert man
Amk := {nk ≤ ρmk ≤ n′k},
so ergibt sich wegen
P (Acmk) = P
({
ρmk <
⌊mk
4
−m
3
4
k
⌋}
∪
{
ρmk >
⌈mk
4
+m
3
4
k
⌉})
≤ P
(∣∣∣ρmk − mk4 ∣∣∣ ≥ m 34k)
zusammen mit Gleichung (2.11)
P (Acmk) ≤
3
16
1√
mk
. (2.14)
Es ist
E(|Mρmk −Mnk |) = E(1Amk |Mρmk −Mnk |) + E(1Acmk |Mρmk −Mnk |).
Die Cauchy-Schwarzsche Ungleichung liefert dann mit Gleichung (2.14) und mit
nk ≤ mk fu¨r genu¨gend große k ∈ N
E(1Acmk |Mρmk −Mnk |) ≤ E(1AcmkMρmk ) + E(1AcmkMnk)
≤ E(1AcmkMmk) + E(1AcmkMmk)
= 2E(1AcmkMmk)
≤
√
E(12Acmk
)
√
E(M2mk)
=
√
P (Acmk)
√
E(M2mk)
≤
√
3
16
1√
mk
√
E(M2mk).
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Mit Satz 2.23 ergibt sich
lim
k→∞
E(1Acmk |Mρmk −Mnk |) = 0.
Außerdem erha¨lt man mit Satz 2.12
lim
k→∞
E(1Amk |Mρmk −Mnk |)
≤ lim
k→∞
E(1Amk |Mn′k −Mnk |)
≤ lim
k→∞
E(|Mn′k −Mnk |)
= 0,
also
lim
k→∞
E(1Amk |Mρmk −Mnk |) = 0.
Dies bedeutet insgesamt
lim
k→∞
|E(Mρmk )− blog2 mkc+ 2− E(Z(β))| = 0.
Analog la¨ßt sich auch
lim
k→∞
|E(Mρmk−1)− blog2 mkc+ 2− E(Z(β))| = 0
beweisen. 2
Schließlich ergibt sich daraus mit Lemma 2.15 und der Gleichung
blog2 mkc = log2 mk − log2 β + o(1)
Korollar 2.25. Es ist
lim
k→∞
|E(Lmk)− log2 mk + log2 β + 2− E(dZlog 2 + log2 βe)| = 0.
Ist also β ∈ (1, 2) und (mk)k∈N eine Folge natu¨rlicher Zahlen mit limk→∞ mk2k+2 =
β, so kann man nun mit den Gleichungen (2.1) und (2.3) die Ergebnisse aus Korollar
2.21 und Korollar 2.25 auf die Anzahl Amk der no¨tigen Additionsschritte u¨bertragen.
Fu¨r das asymptotische Verhalten der Verteilung von Amk ergibt sich
Korollar 2.26. Es gilt fu¨r j ∈ Z
lim
k→∞
P (Amk − blog2 mkc+ 1 = j) = P (dZlog 2 + log2 βe = j).
Im Falle des Erwartungswertes von Amk erha¨lt man
Korollar 2.27. Es gilt
lim
k→∞
|E(Amk)− log2 mk + 1−
γ
log 2
− ϕ(β)| = 0.
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Bemerkung 2.28. In [K] bescha¨ftigt sich D.E.Knuth nur mit dem Erwartungs-
wert der Anzahl von Additionsschritten, die der von Neumann-Algorithmus beno¨tigt.
Hier werden jedoch nicht nur Bina¨rdarstellungen, sondern allgemeiner Zahlen zur
Basis b betrachtet1. Fu¨r die erwartete Anzahl tn von Schritten bei n-stelligen Dar-
stellungen ergibt sich dort unter Verwendung von klassischen Verfahren der asymp-
totischen Analysis
tn = logb n+
γ
log b
+
1
2
+ logb
(
b− 1
2
)
− f(n) +O
(
(log n)4
n
)
, (2.15)
wobei f(n) = f(bn) gilt. Laut [K] ist f(n) sehr klein und nicht konstant, was dort
aber nicht explizit bewiesen wird. Die Gleichung (2.15) deutet darauf hin, daß spe-
ziell im Fall b = 2 die Folge tn − log2 n, also E(An) − log2 n, fu¨r n → ∞ keinen
Grenzwert besitzt, jedoch fu¨r große n Werte in einer bestimmten
”
kleinen“ Umge-
bung von γ
log 2
− 1
2
≈ 0.333 annimmt.
Hier ist sogar gezeigt worden, daß die Verteilungen von bestimmten Teilfolgen
von An − log2 n gegen durch Verschiebung aus der Gumbelverteilung entstehende
Grenzverteilungen konvergieren. Kann man nun mit Blick auf [K] zeigen, daß ϕ(β)
in β ∈ (1, 2) nicht konstant ist, so ist klar, daß E(An) − log2 n fu¨r n → ∞ keinen
Grenzwert besitzen kann. Außerdem liegt es nahe, logarithmische Periodizita¨t und
Wertebereich von ϕ(β) auf (1, 2) zu untersuchen. Dazu betrachten wir die mit Hilfe
von Maple erstellte Abbildung 2.1 auf Seite 40, in der die Funktion ϕ∗(k1,k2) : (1, 2)→
R mit
ϕ∗(k1,k2)(β) :=
k2∑
k=−k1
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))− log2 β − γlog 2 ,
also eine Na¨herung von ϕ(β) fu¨r alle β ∈ (1, 2), fu¨r k1 = 40 und k2 = 30 zu sehen ist.
Offensichtlich ist ϕ(β) nicht konstant. Man erkennt jedoch auch, daß sich die
Werte von ϕ(β) voraussichtlich in einer Umgebung der Gro¨ßenordnung 10−5 um
1
2
befinden. Dies wu¨rde bedeuten, daß die Grenzwerte der von uns betrachteten
Teilfolgen von E(An) − log2 n in einer 10−5-Umgebung von −1 + γlog 2 + 12 ≈ 0.333
zu finden sind und so die Vermutung von V.Claus in [Cl] nahegelegen hat und
nachzuvollziehen ist. Es soll nun gezeigt werden, daß ϕ(β) nicht konstant ist. Dazu
betrachten wir den folgenden Satz.
1Da uns die Arbeit von D.E.Knuth erst nach Fertigstellung der ersten Version dieses Kapitels
bekannt wurde, wird hier auf diese allgemeinere Situation nicht eingegangen.
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Satz 2.29. Fu¨r n ∈ N gilt∣∣∣∣∣
∞∑
k=n
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))∣∣∣∣∣ ≤
(
1
2
)n
(4 + 2(n− 1))
und∣∣∣∣∣
−n∑
k=−∞
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))∣∣∣∣∣ ≤ 2e
(
1
2
)n
(4 + 2(n− 1)).
Beweis. Es sei n ∈ N. Dann erha¨lt man mit Lemma A.3 (ii)∣∣∣∣∣
∞∑
k=n
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))∣∣∣∣∣
≤
∞∑
k=n
k exp
(−e(log 2)(log2 β+k))
≤
∞∑
k=n
ke−(1+(log 2)(log2 β+k))
≤
∞∑
k=n
k
(
1
2
)k
=
(
1
2
)n
(4 + 2(n− 1)).
Außerdem ergibt sich mit Lemma A.2∣∣∣∣∣
−n∑
k=−∞
(−k) exp (−2(log2 β+k)) (1− exp (−2(log2 β+k)))∣∣∣∣∣
=
∞∑
k=n
k exp
(−2(log2 β−k)) (1− exp (−2(log2 β−k)))
≤ e
∞∑
k=n
ke(log2 β−k) log 2
≤ 2e
∞∑
k=n
k
(
1
2
)k
= 2e
(
1
2
)n
(4 + 2(n− 1)).
2
Mit Hilfe von Satz 2.29 ist man in der Lage, zumindest auf numerischem Wege
mit Maple zu besta¨tigen, daß ϕ(β) in β nicht konstant ist und E(An)− log2 n somit
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nicht konvergiert. Es gilt fu¨r β1 = 2
0.1 und β2 = 2
0.5
ϕ∗(40,30)(β1) = 0.5000015658
und
ϕ∗(40,30)(β2) = 0.4999987928.
Damit erha¨lt man
ϕ∗(40,30)(β2) +
(
1
2
)31
(4 + 2 · 30) + 2e
(
1
2
)41
(4 + 2 · 40) = 0.4999988228
< ϕ∗(40,30)(β1)−
(
1
2
)31
(4 + 2 · 30)− 2e
(
1
2
)41
(4 + 2 · 40) = 0.5000015358,
also haben wir mit
”
numerischen Argumenten“
ϕ(β1) > ϕ(β2)
gezeigt.
Im folgenden wenden wir uns nun der Frage nach einer gewissen Periodizita¨t von
ϕ(β) zu. Man erkennt schnell
Lemma 2.30. Fu¨r β ∈ (1,∞) gilt
ϕ(β) = ϕ(2β).
Definiert man also die Funktion Ψ : (0,∞)→ [0, 1) durch
Ψ(η) := ϕ (2η) =
∫ ∞
0
(dη − log2 ze − (η − log2 z))e−zdz,
so ist Ψ offensichtlich periodisch mit
Ψ(η) = Ψ(η + 1).
Damit liegt es nahe, die Funktion Ψ durch ein trigonometrisches Polynom zu appro-
ximieren und schließlich η durch log2 β zu ersetzen, um so den Verlauf von ϕ
∗
(40,30)(β)
in Abbildung 2.1 besser zu verstehen. Aus diesem Grund werden im folgenden Lem-
ma die ersten Fourier-Koeffizienten zu Ψ bestimmt.
Lemma 2.31. Fu¨r
a0 := 2
∫ 1
0
Ψ(η)dη,
a1 := 2
∫ 1
0
Ψ(η) cos(2piη)dη
und
b1 := 2
∫ 1
0
Ψ(η) sin(2piη)dη
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gilt
a0 = 1,
a1 = −2
∫ ∞
0
e−z
sin((d− log2 ze+ log2 z)pi) cos((d− log2 ze+ log2 z)pi)
pi
dz
und
b1 =
∫ ∞
0
e−z
2 cos((d− log2 ze+ log2 z)pi)2 − 1
pi
dz.
Beweis. Es sei abku¨rzend B(z) := d− log2 ze + log2 z fu¨r z ∈ [0,∞). Mit dem
Satz von Fubini folgt
a1 = 2
∫ ∞
0
e−z
∫ 1
0
(dη − log2 ze − (η − log2 z)) cos(2piη)dηdz
= 2
∫ ∞
0
e−z
[∫ B(z)
0
(B(z)− η) cos(2piη)dη +
∫ 1
B(z)
(B(z) + 1− η) cos(2piη)dη
]
dz
= −2
∫ ∞
0
e−z
sin(B(z)pi) cos(B(z)pi)
pi
dz.
Analog erha¨lt man a0 und b1. 2
In dieser neuen Form lassen sich a1 und b1 mit Hilfe von Maple numerisch
bestimmen. Es ergibt sich
a1 ≈ 0.1205155606 · 10−5
und
b1 ≈ 0.1011150393 · 10−5.
Die Abbildung 2.2 auf Seite 41 zeigt die zugeho¨rige Approximation an die Funktion
p(β) :=
1
2
+ a1 cos(2pi log2 β) + b1 sin(2pi log2 β)
in β ∈ (1, 2).
Offensichtlich ist p(β) eine gute Na¨herung fu¨r ϕ(β), denn man erha¨lt mit Maple
sup
1<β<2
|p(β)− ϕ∗(β)| ≤ 8 · 10−11.
Dies liegt daran, daß die nachfolgenden Fourierkoeffizienten von Ψ schnell sehr klein
werden; zum Beispiel ergibt sich mit denselben Methoden wie im Beweis zu Lemma
2.31
a2 := 2
∫ 1
0
Ψ(η) cos(4piη)dη ≈ 0.426 · 10−12
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und
b2 := 2
∫ 1
0
Ψ(η) sin(4piη)dη ≈ −0.59096 · 10−12.
Insgesamt ist deutlich geworden, warum die betrachteten Teilfolgen von E(An) −
log2 n zwar nicht denselben Grenzwert besitzen, aber alle gegen einen Wert in einer
Umgebung der Gro¨ßenordnung 10−5 von 0.333 konvergieren.
Bemerkung 2.32. Definiert man fu¨r x ∈ R
{x} := x− bxc,
so gilt
ϕ(β) = E(1− {Zlog 2 + log2 β}).
Neben der Interpretation von 1 − ϕ(β) als Erwartungswert des
”
fractional parts“
der um log2 β verschobenen Gumbelverteilung mit Parameter log 2 ermo¨glicht diese
Darstellung von ϕ einen mit probabilistischen Mitteln und ganz ohne numerische
Argumente durchgefu¨hrten Beweis, daß ϕ(β) in β ∈ (1, 2) nicht konstant ist. Dies
gelingt, indem man zeigt, daß der
”
fractional part“ {Zlog 2 +log2 β} von Zlog 2 +log2 β
nicht auf (0, 1) gleichverteilt ist und so ϕ(β) nicht konstant sein kann. Die Tatsache,
daß sich ϕ(β) in einer 10−5-Umgebung von 1
2
bewegt, la¨ßt sich mit den Fourier-
Koeffizienten ak der Dichte zu {Zlog 2 + log2 β} erkla¨ren. Sie ergeben sich, indem
man die charakteristische Funktion von Zlog 2 + log2 β an den Stellen 2pik auswertet
und werden schnell sehr klein. Dies macht deutlich, daß sich {Zlog 2 + log2 β} ”fast
wie eine unif(0, 1)-verteilte Zufallsvariable“ verha¨lt, die ϕ(β) = 1
2
liefern wu¨rde.
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Abbildung 2.1: ϕ∗(40,30)(β)
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Abbildung 2.2: Approximation an p(β)
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Kapitel 3
Auf {1, . . . , N} gleichverteilte
Lebensdauern
In diesem Kapitel stehen eine Folge von unabha¨ngigen, auf einer diskreten Menge
gleichverteilten Zufallsvariablen und die Frage nach Anzahl und Summe von Rekor-
den unter diesen Zufallsvariablen im Mittelpunkt. Umschreiben la¨ßt sich dies anhand
eines Spiels, bei dem zwei Personen, Spieler A und Spieler B, einen fairen
”
Wu¨rfel
mit N ∈ N Seiten“ so lange werfen, bis zum ersten Mal die Zahl N gefallen ist. Dabei
werden die Augenzahlen aller Rekordwu¨rfe, also der Wu¨rfe, deren Augenzahl gro¨ßer
als die der davorliegenden ist, zusammengeza¨hlt, und diese Summe erha¨lt Spieler B
von Spieler A in Euro. In der erneuerungstheoretischen Interpretation entspricht die
Summe der insgesamt in Rekorden verbrachten Zeit. In den folgenden Abschnitten
von Kapitel 3 kann man sich unter der Folge der unabha¨ngigen und auf {1, . . . N}
gleichverteilten Zufallsvariablen also eine Folge von Augenzahlen vorstellen, die sich
ergibt, wenn man einen fairen
”
N -seitigen Wu¨rfel“ wirft. Neben der Summe der
Rekord-Augenzahlen, im folgenden mit Z(N) bezeichnet, ist natu¨rlich auch die An-
zahl der Rekordwu¨rfe interessant. Die Zufallsvariable Y (N) gibt dabei im weiteren
Verlauf des Kapitels diese Anzahl an. Im ersten Abschnitt werden die Zufallsvaria-
blen Y (N) und Z(N) definiert und die zugeho¨rigen Erwartungswerte und Varianzen
berechnet. Anhand dieser Werte ko¨nnte Spieler A einen Preis fu¨r das Spiel festset-
zen, den Spieler B zu Beginn bezahlen muß. In den weiteren drei Abschnitten geht es
dann hauptsa¨chlich um die Frage, wie sich die Verteilungen von Y (N) und Z(N) fu¨r
N → ∞ verhalten. Im letzten Abschnitt werden unter anderem Rekursionsformeln
zu den Verteilungen von Y (N) und Z(N) hergeleitet und interpretiert. Sie erlauben
die Berechnung der Verteilungen und werden fu¨r die Abbildungen 3.1 bis 3.7 bzw.
3.9 und 3.10 verwendet.
Man nennt Hn :=
∑n
k=1
1
k
fu¨r n ∈ N die n-te harmonische Zahl; es gilt bekannt-
lich limn→∞(Hn − log n) = γ, wobei γ = 0.57721... die Euler-Mascheroni-Konstante
bezeichnet.
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3.1 Definition von Y (N) und Z(N)
Es sei also (X
(N)
k )k∈N fu¨rN ∈ N eine Folge von unabha¨ngigen und identisch verteilten
Zufallsvariablen mit
X
(N)
1 ∼ unif({1, . . . , N})
auf dem Wahrscheinlichkeitsraum (Ω,A, P ). Außerdem seien fu¨r N1, N2 ∈ N mit
N1 6= N2 die Folgen (X(N1)k )k∈N und (X(N2)k )k∈N unabha¨ngig. Definiert man R(N)1 := 1
und fu¨r k ∈ N, k ≥ 2,
R
(N)
k :=
{
1, falls X
(N)
k > X
(N)
j fu¨r j = 1, . . . , k − 1,
0, sonst,
so gibt die Zufallsvariable R
(N)
k an, ob die k-te Lebensdauer X
(N)
k ein Rekord ist
oder nicht. Damit liefert
Y (N)n :=
n∑
k=1
R
(N)
k
fu¨r n ∈ N die Anzahl der Rekorde unter den ersten n Lebensdauern X(N)1 , . . . , X(N)n
und
Z(N)n :=
n∑
k=1
R
(N)
k X
(N)
k
die Summe der zugeho¨rigen Lebensdauern. Die Zufallsvariablen Y
(N)
n und Z
(N)
n
wa¨ren also die Anzahl und die Summe der Rekordwu¨rfe in dem oben beschriebenen
Spiel, wenn exakt n-mal gewu¨rfelt wird. Es sollen nun Erwartungswert und Vari-
anz zu Y
(N)
n und Z
(N)
n berechnet werden. Wir betrachten zuna¨chst die Anzahl der
Rekordwu¨rfe.
Satz 3.1. Fu¨r n ∈ N gilt
E(Y (N)n ) =
N−1∑
j=0
1− ( j
N
)n
N − j
und
Var(Y (N)n )
=
N−1∑
j=0
1− ( j
N
)n
N − j + 2
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
1
N − r + 1
(
1−
(
r − 1
N
)n−1)
− 2
N
N−1∑
r=1
N∑
q=r+1
(
q−1
N
)n−1
N − q + 1
(
1−
(
r − 1
q − 1
)n−1)
q − 1
q − r −
(
N−1∑
j=0
1− ( j
N
)n
N − j
)2
.
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Beweis. Fu¨r k ∈ N gilt
E(R
(N)
k ) = P (X
(N)
k > X
(N)
1 , . . . , X
(N)
k > X
(N)
k−1)
=
N∑
j=1
P (X
(N)
k > X
(N)
1 , . . . , X
(N)
k > X
(N)
k−1, X
(N)
k = j)
=
1
Nk
N−1∑
j=0
jk−1
und so
E(Y (N)n ) =
n∑
k=1
1
Nk
N−1∑
j=0
jk−1 =
N−1∑
j=0
1− ( j
N
)n
N − j .
Im Fall i < j mit i, j ∈ N erha¨lt man analog mit einer Zerlegung nach den Werten
von X
(N)
i und X
(N)
j
E(R
(N)
i R
(N)
j )
= P (X
(N)
1 < X
(N)
i , . . . , X
(N)
i−1 < X
(N)
i , X
(N)
i < X
(N)
j , . . . , X
(N)
j−1 < X
(N)
j )
=
N−1∑
r=1
N∑
q=r+1
(
r − 1
N
)i−1
1
N
(
q − 1
N
)j−i−1
1
N
.
Wegen
Var(Y (N)n ) = E((Y
(N)
n )
2)− (E(Y (N)n ))2
=
n∑
j=1
E(R
(N)
j )
2 + 2
n−1∑
i=1
n∑
j=i+1
E(R
(N)
i R
(N)
j )− (E(Y (N)n ))2
=
N−1∑
j=0
1− ( j
N
)n
N − j + 2
n−1∑
i=1
n∑
j=i+1
E(R
(N)
i R
(N)
j )−
(
N−1∑
j=0
1− ( j
N
)n
N − j
)2
und
2
n−1∑
i=1
n∑
j=i+1
E(R
(N)
i R
(N)
j )
= 2
n−1∑
i=1
n∑
j=i+1
N−1∑
r=1
N∑
q=r+1
(
r − 1
N
)i−1
1
N
(
q − 1
N
)j−i−1
1
N
=
2
N2
n−1∑
i=1
N−1∑
r=1
N∑
q=r+1
(
r − 1
N
)i−1 n∑
j=i+1
(
q − 1
N
)j−i−1
=
2
N2
n−1∑
i=1
N−1∑
r=1
N∑
q=r+1
(
r − 1
N
)i−1 1− ( q−1
N
)n−i
1− q−1
N
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=
2
N
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
n−1∑
i=1
(
r − 1
N
)i−1(
1−
(
q − 1
N
)n−i)
= 2
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
1
N − r + 1
(
1−
(
r − 1
N
)n−1)
− 2
N
N−1∑
r=1
N∑
q=r+1
(
q−1
N
)n−1
N − q + 1
(
1−
(
r − 1
q − 1
)n−1)
q − 1
q − r
folgt
Var(Y (N)n )
=
N−1∑
j=0
1− ( j
N
)n
N − j + 2
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
1
N − r + 1
(
1−
(
r − 1
N
)n−1)
− 2
N
N−1∑
r=1
N∑
q=r+1
(
q−1
N
)n−1
N − q + 1
(
1−
(
r − 1
q − 1
)n−1)
q − 1
q − r −
(
N−1∑
j=0
1− ( j
N
)n
N − j
)2
,
also die Behauptung. 2
Mit a¨hnlichen U¨berlegungen erha¨lt man Formeln fu¨r Erwartungswert und Vari-
anz der Summe der Rekordwu¨rfe.
Satz 3.2. Fu¨r n ∈ N gilt
E(Z(N)n ) =
N∑
j=1
j
1− ( j−1
N
)n
N − j + 1
und
Var(Z(N)n ) =
N∑
j=1
j2
1− ( j−1
N
)n
N − j + 1
+2
N−1∑
r=1
N∑
s=r+1
rs
N − r + 1
1
N − s+ 1
(
1−
(
r − 1
N
)n−1)
−2
N−1∑
r=1
N∑
s=r+1
rs
N
1
N − s+ 1
s− 1
s− r
(
s− 1
N
)n−1(
1−
(
r − 1
s− 1
)n−1)
−
(
N∑
j=1
j
1− ( j−1
N
)n
N − j + 1
)2
.
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Beweis. Fu¨r k ∈ N ergibt eine Zerlegung nach dem Wert von X(N)k
E(R
(N)
k X
(N)
k ) =
N∑
j=1
1
N
(
j − 1
N
)k−1
j,
also folgt fu¨r n ∈ N
E(Z(N)n ) =
N∑
j=1
j
N
n−1∑
k=0
(
j − 1
N
)k
=
N∑
j=1
j
1− ( j−1
N
)n
N − j + 1 .
Weiter gilt fu¨r n ∈ N
Var(Z(N)n ) = E((Z
(N)
n )
2)− (E(Z(N)n ))2.
Es ist
E((Z(N)n )
2) = E
( n∑
k=1
R
(N)
k X
(N)
k
)2
=
n∑
k=1
E(R
(N)
k (X
(N)
k )
2) + 2
n−1∑
k=1
n∑
j=k+1
E(R
(N)
k X
(N)
k R
(N)
j X
(N)
j ),
wobei fu¨r k ∈ N mit einer Zerlegung nach dem Wert von X(N)k
E(R
(N)
k (X
(N)
k )
2) =
N∑
j=1
1
N
(
j − 1
N
)k−1
j2
und fu¨r j > k mit j, k ∈ N und einer Zerlegung nach den Werten von X(N)k und
X
(N)
j
E(R
(N)
k X
(N)
k R
(N)
j X
(N)
j ) =
N−1∑
r=1
N∑
s=r+1
1
N
(
r − 1
N
)k−1
r
1
N
(
s− 1
N
)j−k−1
s
gilt. Dies fu¨hrt auf
n∑
k=1
E(R
(N)
k (X
(N)
k )
2) =
n∑
k=1
N∑
j=1
1
N
(
j − 1
N
)k−1
j2
=
N∑
j=1
j2
N
n∑
k=1
(
j − 1
N
)k−1
=
N∑
j=1
j2
1− ( j−1
N
)n
N − j + 1
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und
2
n−1∑
k=1
n∑
j=k+1
E(R
(N)
k X
(N)
k R
(N)
j X
(N)
j )
= 2
N−1∑
r=1
N∑
s=r+1
rs
N2
n−1∑
k=1
(
r − 1
N
)k−1 n∑
j=k+1
(
s− 1
N
)j−k−1
= 2
N−1∑
r=1
N∑
s=r+1
rs
N
n−1∑
k=1
(
r − 1
N
)k−1 1− ( s−1
N
)n−k
N − s+ 1
= 2
N−1∑
r=1
N∑
s=r+1
rs
N − r + 1
1
N − s+ 1
(
1−
(
r − 1
N
)n−1)
−2
N−1∑
r=1
N∑
s=r+1
rs
N
1
N − s+ 1
s− 1
s− r
(
s− 1
N
)n−1(
1−
(
r − 1
s− 1
)n−1)
.
Insgesamt liefert dies
Var(Z(N)n ) =
N∑
j=1
j2
1− ( j−1
N
)n
N − j + 1
+2
N−1∑
r=1
N∑
s=r+1
rs
N − r + 1
1
N − s+ 1
(
1−
(
r − 1
N
)n−1)
−2
N−1∑
r=1
N∑
s=r+1
rs
N
1
N − s+ 1
s− 1
s− r
(
s− 1
N
)n−1(
1−
(
r − 1
s− 1
)n−1)
−
(
N∑
j=1
j
1− ( j−1
N
)n
N − j + 1
)2
.
2
Betrachte nun
Y (N) = Y (N)∞ :=
∞∑
k=1
R
(N)
k
und
Z(N) = Z(N)∞ :=
∞∑
k=1
R
(N)
k X
(N)
k .
Damit gibt Y (N) die gesamte Anzahl von Rekorden an, die bei einer Folge von
unabha¨ngigen und auf {1, . . . , N} gleichverteilten Zufallsvariablen auftreten ko¨nnen.
Offensichtlich kann Y (N) nur die Werte 1 bis N annehmen. Die Zufallsvariable Z(N)
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liefert die zugeho¨rige Summe der Rekordla¨ngen, also gilt
P
(
Z(N) ∈
{
N, . . . ,
N(N + 1)
2
})
= 1.
In Abbildung 1.3 ist Y (6) = 3 und Z(6) = 12. Der Satz von der monotonen Konver-
genz liefert
E(Y (N)) = lim
n→∞
E(Y (N)n ) (3.1)
und die analogen Aussagen fu¨r Var(Y (N)), E(Z(N)) und Var(Z(N)), also folgt
Satz 3.3. Fu¨r N ∈ N gilt
E(Y (N)) = HN
und
Var(Y (N)) = HN −
N∑
k=1
1
k2
sowie
E(Z(N)) = (N + 1)HN −N
und
Var(Z(N)) = (N2 + 4N + 3)HN − 3
2
N2 − 5
2
N − (N2 + 2N + 1)
N∑
k=1
1
k2
.
Beweis. Die Formel fu¨r E(Y (N)) ergibt sich unmittelbar aus (3.1) und Satz 3.1.
Die zu (3.1) analoge Aussage fu¨r Var(Y (N)) liefert mit Satz 3.1
Var(Y (N)) = HN + 2
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
1
N − r + 1 −H
2
N .
Mit Indexverschiebung und Vertauschung der Summationsreihenfolge ergibt sich
N−1∑
r=1
N∑
q=r+1
1
N − q + 1
1
N − r + 1 =
N−1∑
r=1
N∑
q=r+1
1
r
1
q
.
Wegen
H2N =
(
N∑
k=1
1
k
)2
=
N∑
k=1
1
k2
+ 2
N−1∑
r=1
N∑
q=r+1
1
r
1
q
erha¨lt man damit
Var(Y (N)) = HN −
N∑
k=1
1
k2
.
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Aus Satz 3.2 und den zu (3.1) analogen Aussagen fu¨r den Erwartungswert und fu¨r
die Varianz von Z(N) ergibt sich
E(Z(N)) =
N∑
k=1
N − k + 1
k
= (N + 1)HN −N
und
Var(Z(N)) =
N∑
k=1
(N − k + 1)2
k
+2
N−1∑
r=1
N∑
s=r+1
r
N − r + 1
s
N − s+ 1−
(
N∑
k=1
N − k + 1
k
)2
.
Mit Indexverschiebung und Vertauschung der Summationsreihenfolge erha¨lt man
2
N−1∑
r=1
N∑
s=r+1
r
N − r + 1
s
N − s+ 1 =
(
N∑
k=1
N − k + 1
k
)2
−
N∑
k=1
(
N − k + 1
k
)2
,
also ergibt sich
Var(Z(N)) =
N∑
k=1
(N − k + 1)2
k
−
N∑
k=1
(
N − k + 1
k
)2
= (N2 + 4N + 3)HN − 3
2
N2 − 5
2
N − (N2 + 2N + 1)
N∑
k=1
1
k2
,
und das war die Behauptung. 2
Mit Hilfe von einigen C-Programmen, die im Anhang B zu finden sind und sich
auf die Rekursionsformeln aus Abschnitt 3.5 stu¨tzen, kann man nun zusa¨tzlich die
Werte der Wahrscheinlichkeitsmassenfunktionen und der Verteilungsfunktionen zu
Y (N) und Z(N) erhalten. Dies ko¨nnte fu¨r die folgenden Abschnitte u¨ber das asympto-
tische Verhalten von Y (N) und Z(N) nu¨tzlich sein und eine Vermutung zu mo¨glichen
Grenzverteilungen dieser Zufallsvariablen liefern.
In den Abbildungen 3.1 und 3.2 werden die Wahrscheinlichkeitsmassenfunktion
fY und die Verteilungsfunktion FY zu Y
(N) im Fall N = 30 dargestellt.1 Die Wahr-
scheinlichkeit, eine bestimmte Anzahl K von Rekorden zu erhalten, ha¨ngt davon
ab, wieviele Kombinationen der mo¨glichen Zahlen zu K Rekorden fu¨hren und wie
wahrscheinlich diese einzelnen Kombinationen sind. Es ergibt sich eine unimodale
Wahrscheinlichkeitsmassenfunktion.
Im Gegensatz dazu erscheint dem Betrachter die Form der Wahrscheinlichkeits-
massenfunktion fZ zu Z
(N) im Fall N = 30 in Abbildung 3.3 wesentlich erstaun-
licher. Insbesondere erha¨lt man nun eine Funktion mit mehreren lokalen Maxima.
1In den Abbildungen 3.1 und 3.5 sollten die Markierungen nicht mit den Sta¨ben des Stabdia-
gramms verwechselt werden.
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Abbildung 3.1: Wahrscheinlichkeitsmassenfunktion fY zu Y
(30)
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Abbildung 3.2: Verteilungsfunktion FY von Y
(30)
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Abbildung 3.3: Wahrscheinlichkeitsmassenfunktion fZ zu Z
(30)
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Abbildung 3.4: Verteilungsfunktion FZ von Z
(30)
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Zuna¨chst fa¨llt der Wert fu¨r k = 30, also die Wahrscheinlichkeit, daß man die kleinste
mo¨gliche Summe erha¨lt, ins Auge. Die Wahrscheinlichkeit fu¨r
”
Z(30) = 30“ ist 1
30
, da
man sofort die Zahl 30
”
werfen“ muß. Dabei ist zu beachten, daß in der Z(N)-Summe
der letzte (gro¨ßte) Summand N sein muß. Auf
”
Z(30) = 31“ fu¨hrt deshalb nur die
Rekordfolge (1, 30), die zugeho¨rige Wahrscheinlichkeit betra¨gt dann also 1
30
· 1
29
. Die
Wahrscheinlichkeit fu¨r
”
Z(30) = 31“ ist also deshalb so auffa¨llig kleiner, weil dazu
zwei Rekordwu¨rfe no¨tig sind und damit die Wahrscheinlichkeit durch den Faktor
1
29
vermindert wird. Da zuna¨chst fu¨r gro¨ßer werdende Werte immer mehr und zum
Teil wahrscheinlichere Kombinationen in Frage kommen,
”
wa¨chst“ der Graph der
betrachteten Wahrscheinlichkeitsmassenfunktion bis zum na¨chsten
”
Ausreißer“ bei
k = 59. Dies geschieht natu¨rlich nicht ganz monoton, denn es ist nicht nur die An-
zahl der Kombinationen, die auf dieselbe Summe fu¨hren, entscheidend, sondern auch
die La¨nge der Rekordfolgen. Der Sprung findet offensichtlich bei dem Wert statt,
der nur noch mit Hilfe von mindestens drei Rekorden erhalten werden kann, da sich
die Wahrscheinlichkeiten hier nun aus mindestens drei Faktoren zusammensetzen.
Insgesamt wird deutlich, daß es immer bei den Werten Spru¨nge gibt, bei denen die
minimale Anzahl an Rekorden, die no¨tig sind, um diesen Wert als Summe zu er-
halten, wa¨chst. Klar ist auch, daß der Graph ab einem bestimmten Wert zwischen
zwei Spru¨ngen nicht mehr
”
wachsen“ kann, sondern
”
fa¨llt“, denn die Anzahl der
mo¨glichen Rekordkombinationen mit einer festen Summe nimmt wieder ab, und die
zugeho¨rigen Wahrscheinlichkeiten werden kleiner.
In Abbildung 3.4 ist schließlich die Verteilungsfunktion FZ von Z
(30) zu sehen.
Na¨here Informationen zu den Programmen, die die Daten zu den Abbildungen 3.1
bis 3.4 liefern, findet man im Anhang.
3.2 Asymptotisches Verhalten von Y (N)
In diesem Abschnitt soll nun das asymptotische Verhalten von Y (N) mit N → ∞
untersucht werden. Die Abbildungen 3.5 bzw. 3.6 ermo¨glichen einen Vergleich der
Wahrscheinlichkeitsmassenfunktion bzw. der Verteilungsfunktion von Y (N) im Fall
N = 10000 mit der Dichtefunktion bzw. der Verteilungsfunktion zur Normalver-
teilung mit Erwartungswert E(Y (N)) und Varianz Var(Y (N)). Im weiteren Verlauf
dieses Abschnitts wird die asymptotische Normalita¨t von Y (N) nachgewiesen. Dies
la¨ßt die nicht sehr gute Anna¨herung in Abbildung 3.6 nicht vermuten und macht
deutlich, daß die zu beweisene Konvergenz eher
”
langsam“ sein muß. Ziel ist es also
nun, die asymptotische Normalita¨t von Y (N) zu beweisen. Dazu sei (ηi)i∈N eine Fol-
ge von unabha¨ngigen Zufallsvariablen mit ηi ∼ Exp(1) fu¨r i ∈ N. Definiert man zu
jedem N ∈ N eine Folge von unabha¨ngigen und identisch verteilten Zufallsvariablen
(ξ
(N)
i )i∈N mit
ξ
(N)
i := dN(1− e−ηi)e, (3.2)
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Abbildung 3.5: Vergleich der Wahrscheinlichkeitsmassenfunktion fY von Y
(10000) mit
der Dichte der zugeho¨rigen Normalverteilung
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Abbildung 3.6: Vergleich der Verteilungsfunktionen FY von Y
(10000) und der zu-
geho¨rigen Normalverteilung
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so gilt fu¨r k ∈ {1, . . . , N}
P (ξ
(N)
i = k)
= P
(
k − 1 < N(1− e−ηi) ≤ k)
= P
(
− log
(
1− k − 1
N
)
< ηi ≤ − log
(
1− k
N
))
= 1− exp
(
−
(
− log
(
1− k
N
)))
−
(
1− exp
(
−
(
− log
(
1− k − 1
N
))))
=
1
N
,
also erha¨lt man
Lemma 3.4. Es ist
ξ
(N)
i ∼ unif({1, . . . , N})
fu¨r i ∈ N.
Man kann nun zum Beispiel in [ETV] den Satz von Ignatov nachlesen, nach
dem der zu (ηi)i∈N geho¨rige Rekordprozeß, also der Erneuerungsprozeß, dessen Le-
bensdauern aus den Differenzen der aufeinanderfolgenden Rekorde gebildet werden,
wieder ein Poissonprozeß mit dem Lebesgue-Maß als Intensita¨tsmaß ist. Es sei fu¨r
k ∈ {0, . . . , N − 1}
a
(N)
k := − log
(
1− k
N
)
und
a
(N)
N :=∞.
Ist fu¨r k = 1, . . . , N in dem Intervall (a
(N)
k−1, a
(N)
k ] mindestens ein Rekord von (ηi)i∈N,
so ist dies wegen (3.2) a¨quivalent dazu, daß bei der Folge (ξ
(N)
i )i∈N von unabha¨ngi-
gen und auf {1, . . . , N} gleichverteilten Zufallsvariablen der Rekordwert k auftritt.
Die Anzahl W
(N)
k der Rekorde von (ηi)i∈N in (a
(N)
k−1, a
(N)
k ] ist poissonverteilt mit Pa-
rameter a
(N)
k −a(N)k−1. Offensichtlich sind W (N)1 , . . . ,W (N)N unabha¨ngig. Da wir uns fu¨r
die Rekorde bei (ξ
(N)
i )i∈N interessieren, also fu¨r die Tatsache, ob W
(N)
k positiv ist,
definieren wir fu¨r k = 1, . . . , N
V
(N)
k :=
{
1, falls W
(N)
k > 0,
0, sonst.
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Natu¨rlich sind auch V
(N)
1 , . . . , V
(N)
N unabha¨ngig, und es gilt fu¨r k = 1, . . . , N
P (V
(N)
k = 1) = P (W
(N)
k > 0)
= 1− P (W (N)k = 0)
= 1− exp(−(a(N)k − a(N)k−1))
= 1− exp
(
log
(
1− k
N
1− k−1
N
))
=
1
N − k + 1 .
Fu¨r k ∈ {1, . . . , N} gibt V (N)k an, ob der mo¨gliche Rekordwert k bei der Folge
(ξ
(N)
i )i∈N tatsa¨chlich vorkommt. Damit gilt offensichtlich
Y (N)
D
=
N∑
k=1
V
(N)
k .
Wir berechnen zuna¨chst Erwartungswert und Varianz zu V
(N)
k fu¨r k = 1, . . . , N .
Man erha¨lt
Lemma 3.5. Es gilt fu¨r k = 1, . . . , N
E(V
(N)
k ) =
1
N − k + 1
und
Var(V
(N)
k ) =
N − k
(N − k + 1)2 .
Beweis. Fu¨r k = 1, . . . , N ergibt sich
E(V
(N)
k ) = P (V
(N)
k = 1) =
1
N − k + 1
und
Var(V
(N)
k ) = E((V
(N)
k )
2)− (E(V (N)k ))2
= E(V
(N)
k )− (E(V (N)k ))2
=
1
N − k + 1 −
1
(N − k + 1)2
=
N − k
(N − k + 1)2 ,
also die Behauptung. 2
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Damit erha¨lt man noch einmal die Aussagen von Satz 3.3 fu¨r Y (N), also
E(Y (N)) =
N∑
k=1
E(V
(N)
k ) =
N∑
k=1
1
k
= HN
und
Var(Y (N)) =
N∑
k=1
Var (V
(N)
k ) =
N−1∑
k=0
k
(k + 1)2
= HN −
N∑
k=1
1
k2
.
Aus dem bekannten Verhalten der harmonischen Zahlen folgt mit N →∞
E(Y (N)) = logN +O(1) (3.3)
und
Var(Y (N)) = logN +O(1),
also hat man
Var(Y (N)) = o((E(Y (N)))2). (3.4)
Hiermit folgt
Satz 3.6. Fu¨r N →∞ gilt
Y (N)
E(Y (N))
P→ 1.
Beweis. Mit der Chebychevschen Ungleichung erha¨lt man fu¨r ε > 0 und N ∈ N
P
(∣∣∣∣ Y (N)E(Y (N)) − 1
∣∣∣∣ ≥ ε) = P (∣∣Y (N) − E(Y (N))∣∣ ≥ εE(Y (N)))
≤ 1
ε2(E(Y (N)))2
Var(Y (N)),
also mit Gleichung (3.4)
lim
N→∞
P
(∣∣∣∣ Y (N)E(Y (N)) − 1
∣∣∣∣ ≥ ε) = 0.
2
Mit (3.3) bedeutet Satz 3.6
Y (N)
logN
P→ 1
fu¨r N → ∞. Es tritt bei Y (N) also eine
”
Massekonzentration“ auf, das heißt, daß
mit wachsendem N die Zufallsvariable Y (N), relativ gesehen, immer sta¨rker um ihren
Erwartungswert konzentriert ist. Man hat sogar
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Satz 3.7. Fu¨r N →∞ gilt
Y (N) − E(Y (N))√
Var(Y (N))
D→ Z,
wobei Z ∼ N(0, 1).
Beweis. Da sich fu¨r k = 1, . . . , N
E
∣∣∣∣V (N)k − 1N − k + 1
∣∣∣∣3
= E
(∣∣∣∣V (N)k − 1N − k + 1
∣∣∣∣3 1{V (N)k =1}
)
+ E
(∣∣∣∣V (N)k − 1N − k + 1
∣∣∣∣3 1{V (N)k =0}
)
≤ E
(∣∣∣V (N)k ∣∣∣3 1{V (N)k =1}
)
+ E
(
1
(N − k + 1)3 1{V (N)k =0}
)
≤ E
(
V
(N)
k
)
+
1
(N − k + 1)3
ergibt, folgt mit
∑N
k=1 E(V
(N)
k ) = E(Y
(N)) und
∑N
k=1 Var(V
(N)
k ) = Var(Y
(N)) sowie
dem bekannten Verhalten der harmonischen Zahlen
1(√∑N
k=1 Var(V
(N)
k )
)3 N∑
k=1
E|V (N)k − E(V (N)k )|3
=
1(√
Var(Y (N))
)3 N∑
k=1
E
∣∣∣∣V (N)k − 1N − k + 1
∣∣∣∣3
≤ E(Y
(N))(√
Var(Y (N))
)3 + ∑Nk=1 1k3(√
Var(Y (N))
)3
=
HN(√
HN −
∑N
k=1
1
k2
)3 + ∑Nk=1 1k3(√
HN −
∑N
k=1
1
k2
)3
N→∞→ 0,
also ist die Lyapunov-Bedingung (siehe dazu zum Beispiel [Ba1], Seite 239, oder
[Bi2], Seite 362) im Fall δ = 1 erfu¨llt und so gilt fu¨r N →∞
Y (N) − E(Y (N))√
Var(Y (N))
D
=
∑N
k=1 V
(N)
k −
∑N
k=1 E(V
(N)
k )√∑N
k=1 Var(V
(N)
k )
D→ Z ∼ N(0, 1).
2
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Wegen E(Y (N)) = logN +O(1) und Var(Y (N)) = logN +O(1) liefert dies
Y (N) − logN√
logN
D→ Z ∼ N(0, 1).
3.3 Asymptotisches Verhalten von NY (N) − Z(N)
Im letzten Abschnitt stand das asymptotische Verhalten von Y (N) im Mittelpunkt.
Es stellt sich nun natu¨rlich die Frage, ob auch Z(N) asymptotisch normalverteilt ist.
Um diese Frage im na¨chsten Abschnitt beantworten zu ko¨nnen, erweist sich eine
weitere Zufallsvariable Z˜(N) als hilfreich. Dazu sei (X
(N)
k )k∈N mit N ∈ N wieder eine
Folge von unabha¨ngigen und unif({1, . . . , N})-verteilten Zufallsvariablen. Definiert
man fu¨r k ∈ N
X˜
(N)
k := N −X(N)k ,
so ist (X˜
(N)
k )k∈N eine Folge von unabha¨ngigen und unif({0, . . . , N−1})-verteilten Zu-
fallsvariablen. Ist Z˜(N) dazu die Summe der jeweils zum Zeitpunkt ihres Auftretens
kleinsten Lebensdauern, so gilt
Z˜(N) = NY (N) − Z(N).
Analog zum ersten Abschnitt erha¨lt man mit R˜
(N)
1 := 1 und
R˜
(N)
k :=
{
1, falls X˜
(N)
k < X˜
(N)
j fu¨r j = 1, . . . , k − 1,
0, sonst,
fu¨r k ∈ N, k ≥ 2, auch
Z˜(N) =
∞∑
k=1
R˜
(N)
k X˜
(N)
k .
Mit Hilfe der Spiel-Interpretation vom Anfang des Kapitels kann man sich einen
weiteren Zusammenhang klarmachen. Neu ist hier, daß es sich um einen
”
N -seitigen
Wu¨rfel“ handelt, dessen Seiten mit den Ziffern 0, . . . , N−1 durchnumeriert sind und
die Auszahlung Z˜(N) aus der Summe der zum Zeitpunkt ihres Auftretens kleinsten
Augenzahlen besteht. Geht man davon aus, daß im ersten Wurf die Augenzahl k,
k ∈ {0, . . . , N − 1}, gefallen ist, so ist klar, daß zu der Summe Z˜(N) ho¨chstens
noch Werte hinzukommen ko¨nnen, die kleiner als k sind und die natu¨rlich alle mit
derselben Wahrscheinlichkeit auftreten. Dies bedeutet also im Fall X˜
(N)
1 = k, daß
Z˜(N)
D
= k + Z˜(k) gelten muß. Dabei sei X˜
(0)
k := 0 und R˜
(0)
k := 0 fu¨r alle k ∈ N. Mit
diesen U¨berlegungen erha¨lt man
Satz 3.8. Es ist
Z˜(N)
D
= X˜
(N)
1 + Z˜
(X˜
(N)
1 ), (3.5)
wobei Z˜(0) = 0, Z˜(1), . . . , Z˜(N−1), X˜(N)1 unabha¨ngig sind.
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Beweis. Die Unabha¨ngigkeit ergibt sich aus den Voraussetzungen in Abschnitt
3.1. Es sei nun fu¨r l = 1, . . . , N − 1
Al := {0, . . . , l − 1}
und A0 := {0}. Definiert man fu¨r l ∈ {0, . . . , N − 1}
τ l1 := min{k ∈ N : X˜(N)k ∈ Al}
und fu¨r m ∈ N
τ lm+1 := min{k ∈ N : k > τ lm, X˜(N)k ∈ Al},
so gilt offensichtlich fu¨r k ∈ {0, . . . , N − 1} und A ∈ P
({
0, . . . , (N−1)N
2
})
P
( ∞∑
l=2
X˜
(N)
l R˜
(N)
l ∈ A | X˜(N)1 = k
)
= P
( ∞∑
l=1
X˜
(N)
τkl
R˜∗
(N)
τkl
∈ A | X˜(N)1 = k
)
(3.6)
mit
R˜∗
(N)
τkl
:=
{
1, falls X˜
(N)
τkl
< X˜
(N)
τkj
fu¨r j = 1, . . . , l − 1,
0, sonst,
fu¨r l > 1 und R˜∗
(N)
τk1
:= 1, denn
P
( ∞∑
l=2
X˜
(N)
l R˜
(N)
l ∈ A | X˜(N)1 = k
)
= P
( ∞∑
l=2
X˜
(N)
l
l−1∏
j=1
1{X˜(N)l <X˜
(N)
j }
∈ A | X˜(N)1 = k
)
= P
( ∞∑
l=2
(
X˜
(N)
l
l−1∏
j=2
1{X˜(N)l <X˜
(N)
j }
)
1{X˜(N)l ∈Ak}
∈ A | X˜(N)1 = k
)
= P
( ∞∑
l=1
X˜
(N)
τkl
R˜∗
(N)
τkl
∈ A | X˜(N)1 = k
)
.
Es sei (Y
(N,k)
l )l∈N := (X˜
(N)
τkl
)l∈N fu¨r k ∈ {0, . . . , N − 1}. Dann folgt fu¨r i1, . . . , il ∈
{0, . . . , k − 1} und k ∈ {1, . . . , N − 1}
P (Y
(N,k)
1 = i1, . . . , Y
(N,k)
l = il|X˜(N)1 = k)
= NP (Y
(N,k)
1 = i1, . . . , Y
(N,k)
l = il, X˜
(N)
1 = k)
= N
∑
2≤k1<···<kl
P (X˜
(N)
1 = k, X˜
(N)
2 ≥ k, . . . , X˜(N)k1−1 ≥ k, X˜
(N)
k1
= i1,
X˜
(N)
k1+1
≥ k, . . . , X˜(N)k2−1 ≥ k, X˜
(N)
k2
= i2, . . . , X˜
(N)
kl
= il)
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= N
∑
2≤k1<···<kl
1
N
(
N − k
N
)kl−l−1( 1
N
)l
=
(
1
N
)l ∞∑
kl=l+1
(
kl − 1− 1
l − 1
)(
N − k
N
)kl−1−l
=
(
1
k
)l
,
bzw.
P (Y
(N,0)
1 = 0, . . . , Y
(N,0)
l = 0|X˜(N)1 = 0) = 1.
Analog zeigt man fu¨r k ∈ {1, . . . , N − 1}
P (Y
(N,k)
1 = i1, . . . , Y
(N,k)
l = il) =
(
1
k
)l
,
bzw.
P (Y
(N,0)
1 = 0, . . . , Y
(N,0)
l = 0) = 1,
also ist (Y
(N,k)
l )l∈N fu¨r k ∈ {1, . . . , N − 1} bzw. k = 0 eine von X˜(N)1 unabha¨ngige
Folge von unabha¨ngigen und unif({0, . . . , k− 1})- bzw. unif({0})-verteilten Zufalls-
variablen. Damit ergibt sich fu¨r A ∈ P({0, . . . , (N−1)N
2
}) mit Hilfe von Gleichung
(3.6)
P (Z˜(N) ∈ A) =
N−1∑
k=0
1
N
P (Z˜(N) ∈ A|X˜(N)1 = k)
=
1
N
N−1∑
k=0
P
(
k +
∞∑
l=2
X˜
(N)
l R˜
(N)
l ∈ A|X˜(N)1 = k
)
(3.6)
=
1
N
N−1∑
k=0
P
(
k +
∞∑
l=1
X˜
(N)
τkl
R˜∗
(N)
τkl
∈ A|X˜(N)1 = k
)
=
1
N
N−1∑
k=0
P
(
k +
∞∑
l=1
X˜
(k)
l R˜
(k)
l ∈ A|X˜(N)1 = k
)
= P (X˜
(N)
1 + Z˜
(X˜
(N)
1 ) ∈ A),
also
Z˜(N)
D
= X˜
(N)
1 + Z˜
(X˜
(N)
1 ).
2
Bemerkung 3.9. Eleganter la¨ßt sich die Tatsache, daß (Y
(N,k)
l )l∈N fu¨r 0 ≤ k ≤ N−1
eine Folge von unabha¨ngigen und gleichverteilten Zufallsvariablen ist, mit Hilfe der
Punktprozeß-Theorie beweisen. Dazu konstruiert man aus der Folge (X˜
(N)
k )k∈N und
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einem davon unabha¨ngigen, auf R+ definierten Poisson-Prozeß mit Rate 1 einen
markierten Punktprozeß, wobei (X˜
(N)
k )k∈N die Marken liefert. Dieser neue Punktpro-
zeß ist wieder ein Poisson-Prozeß.
”
Lo¨scht“ man nun alle Punkte dieses Prozesses,
die nicht in R+ × {0, . . . , k − 1} liegen, so ergibt sich erneut ein Poisson-Prozeß,
dessen Intensita¨tsmaß die Verteilung der
”
u¨briggebliebenen“ Marken, also der Zu-
fallsvariablen Y
(N,k)
1 , Y
(N,k)
2 , . . . liefert. Punktprozesse werden beispielsweise in [KS]
behandelt.
Bemerkung 3.10. Analog kann man zu den Zufallsvariablen Y (N) und Z(N) die
Gleichung
(Y (N), Z(N))
D
= (1 + Y (N−X
(N)
1 ), X
(N)
1 (1 + Y
(N−X(N)1 )) + Z(N−X
(N)
1 ))
mit Y (0) := 0 und Z(0) := 0 zeigen. Auch hier kann man sich das mit Hilfe der Spiel-
Interpretation klarmachen. Ist im ersten Wurf die Augenzahl k, k ∈ {1, . . . , N},
gefallen, so ko¨nnen ho¨chstens noch N − k Rekorde folgen, also gilt dann
Y (N)
D
= 1 + Y (N−k).
Die Werte, die zu Z(N) noch hinzukommen ko¨nnen, haben die Form k + m mit
m ∈ {1, . . . , N − k}, also hat man hier
Z(N)
D
= k(1 + Y (N−k)) + Z(N−k).
In Abschnitt 3.5 werden aus diesen Gleichungen Rekursionsformeln zu Y (N), Z(N)
und Z˜(N) hergeleitet, die dann die Basis der C-Programme liefern, die die zugeho¨ri-
gen Wahrscheinlichkeitsmassenfunktionen und Verteilungsfunktionen berechnen.
A¨hnlich wie im letzten Abschnitt ergibt sich
Satz 3.11. Fu¨r N ∈ N gilt
E(Z˜(N)) = N −HN
und
Var(Z˜(N)) =
N2
2
− 5
2
N + 3HN −
N∑
j=2
1
j2
− 1.
Beweis. Es ergibt sich wegen
Z˜(N) = NY (N) − Z(N)
mit Abschnitt 3.1
E(Z˜(N)) = NHN − (N + 1)HN +N = N −HN .
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Fu¨r k ∈ N erha¨lt man
E(R˜
(N)
k (X˜
(N)
k )
2) =
1
N
N−1∑
j=1
j2
(
N − 1− j
N
)k−1
und so folgt
∞∑
k=1
E(R˜
(N)
k (X˜
(N)
k )
2) =
1
N
N−1∑
j=1
j2
∞∑
k=0
(
N − 1− j
N
)k
=
N∑
j=2
(j − 1)2
j
=
N2
2
−3
2
N+HN .
Betrachtet man j < r mit j, r ∈ N, so ergibt sich analog mit einer Zerlegung nach
den Werten von X˜
(N)
j und X˜
(N)
r
E(R˜
(N)
j X˜
(N)
j R˜
(N)
r X˜
(N)
r ) =
1
N2
N−1∑
l=1
l−1∑
q=0
lq
(
N − 1− l
N
)j−1(
N − 1− q
N
)r−j−1
und dies liefert
2
∞∑
j=1
∞∑
r=j+1
E(R˜
(N)
j X˜
(N)
j R˜
(N)
r X˜
(N)
r )
= 2
1
N2
N−1∑
l=1
l−1∑
q=0
∞∑
j=1
∞∑
r=j+1
lq
(
N − 1− l
N
)j−1(
N − 1− q
N
)r−j−1
= 2
1
N2
N−1∑
l=1
l−1∑
q=0
lq
N
q + 1
N
l + 1
= 2
N−1∑
l=1
l−1∑
q=0
q
q + 1
l
l + 1
.
Mit Vertauschung der Summationsreihenfolge ergibt sich
2
N−1∑
l=1
l−1∑
q=0
q
q + 1
l
l + 1
= 2
N−2∑
q=0
N−1∑
l=q+1
q
q + 1
l
l + 1
=
(
N−1∑
j=1
j
j + 1
)2
−
N−1∑
j=1
(
j
j + 1
)2
= (N −HN)2 −
(
N + 1− 2HN +
N∑
j=2
1
j2
)
.
Insgesamt erha¨lt man wegen
E(Z˜(N))2 =
∞∑
k=1
E(R˜
(N)
k (X˜
(N)
k )
2) + 2
∞∑
j=1
∞∑
r=j+1
E(R˜
(N)
j X˜
(N)
j R˜
(N)
r X˜
(N)
r )
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schließlich
Var(Z˜(N)) = E(Z˜(N))2 − (E(Z˜(N)))2
=
N2
2
− 3
2
N +HN −
(
N + 1− 2HN +
N∑
j=2
1
j2
)
=
N2
2
− 5
2
N + 3HN −
N∑
j=2
1
j2
− 1.
2
Es folgt aus dem bekannten Verhalten der harmonischen Zahlen
E(Z˜(N)) = N +O(logN)
und
Var(Z˜(N)) =
N2
2
+O(N).
Dies bedeutet, daß man hier nicht wie im Beweis zu Satz 3.6 die Ungleichung von
Chebychev heranziehen kann, um eine mo¨gliche Massekonzentration nachzuweisen.
Dies wird auch auf anderem Wege nicht gelingen, denn im weiteren Verlauf dieses
Abschnitts wird mit Korollar 3.19 ein Grenzwertsatz fu¨r Z˜(N) bewiesen, der deutlich
macht, daß in diesem Fall keine Massekonzentration vorhanden ist. Um nun die Frage
nach dem asymptotischen Verhalten von Z˜(N) beantworten zu ko¨nnen, verwenden
wir Argumente wie U.Ro¨sler in [R]. Dazu motivieren wir das weitere Vorgehen
durch einige heuristische Voru¨berlegungen. Wir nehmen zuna¨chst an, daß es eine
Zufallsvariable V˜ gibt mit
Z˜(N) − ϕ(N)
N
D→ V˜ (3.7)
fu¨r N →∞, wobei
ϕ(N) := E(Z˜(N)).
Definiert man
WN :=
Z˜(N) − ϕ(N)
N
,
so gilt wegen (3.5)
L(WN) = L
(
W
X˜
(N)
1
X˜
(N)
1
N
+ CN(X˜
(N)
1 )
)
mit
CN(i) :=
i+ E(Z˜(i))− E(Z˜(N))
N
.
Fu¨r eine genauere Analyse von WN sind nun die folgenden Beobachtungen von
Bedeutung.
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• Es gilt fu¨r alle k ∈ N
lim
N→∞
P (|X˜(N)1 | ≤ k) = 0,
also hat man fu¨r N →∞
X˜
(N)
1
P→∞.
• Fu¨r x ∈ R ergibt sich aus der Unabha¨ngigkeit von X˜(N)1 und Z˜(k) mit
k ∈ {0, . . . , N − 1}
P
(
Z˜(X˜
(N)
1 ) − ϕ(X˜(N)1 )
X˜
(N)
1
≤ x
)
=
N−1∑
k=0
P
(
Z˜(X˜
(N)
1 ) − ϕ(X˜(N)1 )
X˜
(N)
1
≤ x, X˜(N)1 = k
)
=
N−1∑
k=0
P
(
Z˜(k) − ϕ(k)
k
≤ x, X˜(N)1 = k
)
=
1
N
N−1∑
k=0
P
(
Z˜(k) − ϕ(k)
k
≤ x
)
.
Gilt
lim
N→∞
P
(
Z˜(N) − ϕ(N)
N
≤ x
)
= P (V˜ ≤ x),
so folgt mit dem Cauchyschen Grenzwertsatz (siehe zum Beispiel [H], Seite
177)
lim
N→∞
1
N
N−1∑
k=0
P
(
Z˜(k) − ϕ(k)
k
≤ x
)
= P (V˜ ≤ x).
Aus (3.7) ergibt sich also mit N →∞
W
X˜
(N)
1
D→ V˜ .
• Da fu¨r x ∈ (0, 1)
P
(
X˜
(N)
1
N
≤ x
)
=
bNxc+ 1
N
gilt, folgt außerdem
X˜
(N)
1
N
P→ U
fu¨r N →∞ mit U ∼ unif(0, 1).
• Wegen E(Z˜(N)) ∼ N erha¨lt man fu¨r x ∈ (0, 1)
lim
N→∞
CN(dNxe − 1) = lim
N→∞
2(dNxe − 1)−N
N
= 2x− 1 =: C(x).
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Ist U∗ eine auf (0, 1) gleichverteilte Zufallsvariable, so ist dNU∗e − 1 auf
{0, . . . , N − 1} gleichverteilt, und es gilt
CN(dNU∗e − 1) D→ C(U∗).
Dies ergibt
CN(X˜
(N)
1 )
D→ C(U).
Insgesamt ko¨nnte dies auf
W
X˜
(N)
1
X˜
(N)
1
N
+ CN(X˜
(N)
1 )
D→ V˜ U + 2U − 1.
fu¨hren. Existiert also eine Zufallsvariable V˜ mit (3.7), so sollte die zugeho¨rige Ver-
teilung damit die Fixpunktgleichung
L(V˜ ) = L(V˜ U + 2U − 1), (3.8)
mit U und V˜ unabha¨ngig, erfu¨llen. Hiermit sind unsere heuristischen Betrachtungen
beendet, denn es ist deutlich geworden, warum im weiteren Verlauf dieses Abschnitts
gezeigt werden soll, daß es eine eindeutige Zufallsvariable W gibt, die (3.8) erfu¨llt,
und daß die Folge (WN)N∈N tatsa¨chlich in Verteilung gegen W konvergiert. Dazu sei
V die Menge aller Verteilungsfunktionen F : R→ R mit∫
xF (dx) = 0
und ∫
x2F (dx) <∞.
Definiert man hierauf die Wasserstein-Metrik d durch
d(F,G)2 := inf{E(X − Y )2 : L(X) = F,L(Y ) = G},
so ist Konvergenz bezu¨glich d a¨quivalent zur Konvergenz in Verteilung mit gleichzei-
tiger Konvergenz der zweiten Momente. Wir betrachten nun den Operator S : V → V
mit
S(F ) := L(XU + 2U − 1),
wobei L(X) = F , L(U) = unif(0, 1) und X und U unabha¨ngig sind.2 Offensichtlich
fu¨hrt S nicht aus V hinaus. Ziel ist es nun, die Existenz eines eindeutigen Fixpunktes
von S nachzuweisen. Dazu ist der folgende Satz hilfreich, der sich aus [GG] ergibt.
Es gilt
2Wir identifizieren gelegentlich eine Verteilung mit der zugeho¨rigen Verteilungsfunktion.
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Satz 3.12 ([GG], S.466). Ist U,U1, U2, . . . eine Folge von unabha¨ngigen und auf
(0, 1) gleichverteilten Zufallsvariablen, so ist die Verteilung von
R := 1 +
∞∑
i=1
i∏
j=1
Uj
eindeutige Lo¨sung der Fixpunktgleichung
L(X) = L(UX + 1),
wobei U und X unabha¨ngig sind.
Definiert man
W := R− 2,
so folgt damit
Korollar 3.13. Es ist L(W ) eindeutiger Fixpunkt von S.
Nun ist noch die Frage offen, ob die Folge (WN)N∈N tatsa¨chlich in Verteilung
gegen diesen Fixpunkt W von S konvergiert. Auch hier betrachten wir deshalb
zuna¨chst zwei Abbildungen, die diese Konvergenz nahelegen. In den Abbildungen
3.7 und 3.8 sind das durch ein C-Programm berechnete N -fache der Wahrschein-
lichkeitsmassenfunktion f Z˜(N)−N
N
zu Z˜
(N)−N
N
im Fall N = 100 und zum Vergleich die
ebenfalls anhand eines C-Programmes na¨herungsweise berechnete Lebesgue-Dichte
fR−2 zu R− 2 zu sehen. Wegen
∫ ∞
−1
 (N−1)N2∑
k=0
f Z˜(N)−N
N
(
k
N
− 1
)
1[−1+ kN ,−1+ k+1N )
(x)
 dx = 1
N
(N−1)N
2∑
k=0
P (Z˜(N) = k) =
1
N
betrachten wir in Abbildung 3.7 die standardisierte Wahrscheinlichkeitsmassenfunk-
tion. Erst mit Hilfe dieser Umskalierung ist ein Vergleich mit der Dichte zu R−2 sinn-
voll, denn dann gilt
∫∞
−1
(∑ (N−1)N
2
k=0 Nf Z˜(N)−N
N
(
k
N
− 1) 1[−1+ kN ,−1+ k+1N )(x)
)
dx = 1.
Mehr Informationen zu den verwendeten Programmen findet man im Anhang.
Bemerkung 3.14. Es wurde bis jetzt ganz selbstversta¨ndlich vorausgesetzt, daß
die Zufallsvariable R eine Lebesgue-Dichte besitzt. Diese Existenz folgt schnell mit
Hilfe des Satzes von Radon-Nikodym ([Ba2], Seite 116 oder [Bi2], Seite 422). An-
genommen, R besitzt keine Lebesgue-Dichte. Nach dem Satz von Radon-Nikodym
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100f Z˜(100)−100
100
(x)
x
0
0.1
0.2
0.3
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Abbildung 3.7: standardisierte Massenfunktion 100f Z˜(100)−100
100
zu Z˜
(100)−100
100
fR−2(x)
x
0
0.1
0.2
0.3
0.4
0.5
0.6
-1 0 1 2 3 4 5 6
Abbildung 3.8: Lebesgue-Dichte fR−2 zu R− 2
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existiert dann eine Borel-Menge M ⊂ R mit `(M) = 0 und PR(M) > 0. Hierbei
bezeichnet ` das Lebesgue-Maß. Dann folgt
0 < PR(M)
= P (R ∈M)
= P (UR + 1 ∈M)
=
∫ +∞
−∞
P (Ur + 1 ∈M) PR(dr)
=
∫ +∞
−∞
∫ 1
0
1 1
r
(M−1)(u) du P
R(dr)
≤
∫ +∞
−∞
`
(
1
r
(M − 1)
)
PR(dr)
=
∫ +∞
−∞
1
|r|`(M) P
R(dr)
= 0,
und dies ist ein Widerspruch. Mit R besitzt auch W = R− 2 eine Lebesgue-Dichte.
Bemerkung 3.15. Durch Abbildung 3.8 wird die Vermutung nahegelegt, daß die
Lebesgue-Dichte fW zu der Zufallsvariablen W auf dem Intervall (−1, 0) konstant
ist. Dies macht man sich leicht klar. Wegen
L(W ) = L(WU + 2U − 1)
und der Unabha¨ngigkeit von U und W folgt fu¨r alle w ∈ R mit dem Satz von Fubini
und der Substitution z = u(x+ 2)− 1
P (W ≤ w) = P (U(W + 2)− 1 ≤ w)
= P
(
W ≤ w + 1
U
− 2
)
=
∫ 1
0
P
(
W ≤ w + 1
u
− 2
)
du
=
∫ min(w+1,1)
0
P
(
W ≤ w + 1
u
− 2
)
du
=
∫ min(w+1,1)
0
∫ w+1
u
−2
−1
fW (x) dx du
=
∫ min(w+1,1)
0
∫ w
u−1
fW
(
z + 1
u
− 2
)
1
u
dz du
=
∫ w
−1
∫ min(w+1,1)
0
1(0,z+1)(u)fW
(
z + 1
u
− 2
)
1
u
du dz
=
∫ w
−1
∫ min(z+1,1)
0
fW
(
z + 1
u
− 2
)
1
u
du dz.
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Damit ergibt sich
fW (z) =
∫ min(z+1,1)
0
fW
(
z + 1
u
− 2
)
1
u
du.
Es sei nun z ∈ (−1, 0). Mit Hilfe der Substitution y = u
z+1
erha¨lt man
fW (z) =
∫ 1
0
1
y
fW
(
1
y
− 2
)
dy,
und somit ist fW (z) auf (−1, 0) konstant.
Ein Vergleich der beiden Abbildungen la¨ßt vermuten, daß die Folge (WN)N∈N
tatsa¨chlich gegen W konvergiert. Um dies zu beweisen, gehen wir a¨hnlich vor wie
U.Ro¨sler in [R]. Man erha¨lt
Lemma 3.16 ([R], Proposition 3.3). Es seien (an)n∈N und (bn)n∈N zwei Folgen
von reellen Zahlen mit bn ≥ 0,
lim
n→∞
bn = 0
und
0 ≤ an ≤ 2
n
n−1∑
i=1
i2
n2
ai + bn.
Dann gilt
lim
n→∞
an = 0.
Damit folgt mit den u¨blichen Bezeichnungen
Satz 3.17. Ist W der eindeutige Fixpunkt von S, so gilt
lim
N→∞
d(L(WN),L(W )) = 0.
Beweis. Mit Satz 3.8 wissen wir, daß X˜
(N)
1 ,W0, . . . ,WN−1 unabha¨ngig sind, wobei
W0 := 0 gelten soll. Wa¨hle zu einem beliebigen ε > 0 Versionen von W0, . . . ,WN−1
so, daß
d(L(Wi),L(W ))2 + ε ≥ E(Wi −W )2
fu¨r i = 0, . . . , N − 1 gilt. Definiert man fu¨r x ∈ (0, 1)
V (x) :=
N∑
i=1
1( i−1
N
, i
N
](x)Wi−1
und ist U ∼ unif(0, 1) unabha¨ngig von W und W0, . . . ,WN−1, so folgt
L(WN) = L
(
V (U)
dNUe − 1
N
+ CN(dNUe − 1)
)
.
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Damit gilt
d(L(WN),L(W ))2 ≤ E
(
V (U)
dNUe − 1
N
− UW + CN(dNUe − 1)− C(U)
)2
= E
((
V (U)
dNUe − 1
N
− UW
)2)
+ 2E
((
V (U)
dNUe − 1
N
− UW
)
(CN(dNUe − 1)− C(U))
)
+ E
(
(CN(dNUe − 1)− C(U))2
)
.
Da W von U unabha¨ngig ist mit E(W ) = 0 und wegen
E
(
V (U)
dNUe − 1
N
C(U)
)
= E
(
E
[
V (U)
dNUe − 1
N
C(U) | U
])
= 0
bzw.
E
(
V (U)
dNUe − 1
N
CN(dNUe − 1)
)
= E
(
E
[
V (U)
dNUe − 1
N
CN(dNUe − 1) | U
])
= 0
ergibt sich
2E
((
V (U)
dNUe − 1
N
− UW
)
(CN(dNUe − 1)− C(U))
)
= 0.
Dies liefert
d(L(WN),L(W ))2 (3.9)
≤ E
((
V (U)
dNUe − 1
N
− UW
)2)
+ E
(
(CN(dNUe − 1)− C(U))2
)
.
Wegen limN→∞(CN(dNxe − 1) − C(x))2 = 0 fu¨r alle x ∈ (0, 1) liefert der Satz von
der majorisierten Konvergenz
E
(
(CN(dNUe − 1)− C(U))2
)
= o(1)
fu¨r N →∞. Weiter erha¨lt man
E
((
V (U)
dNUe − 1
N
− UW
)2)
= E
(
N∑
i=1
1( i−1N ,
i
N ]
(U)
(
i− 1
N
Wi−1 − UW
)2)
=
N∑
i=1
E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
Wi−1 − UW
)2)
.
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Es ist
i− 1
N
Wi−1 − UW = i− 1
N
Wi−1 − i− 1
N
W +
i− 1
N
W − UW
=
i− 1
N
(Wi−1 −W ) +W
(
i− 1
N
− U
)
,
und so folgt fu¨r i ∈ {1, . . . , N}
E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
Wi−1 − UW
)2)
= E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
(Wi−1 −W ) +W
(
i− 1
N
− U
))2)
= E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
(Wi−1 −W )
)2)
+E
(
1( i−1N ,
i
N ]
(U)
(
W
(
i− 1
N
− U
))2)
+2E
(
1( i−1N ,
i
N ]
(U)
((
i− 1
N
− U
)(
W
(
i− 1
N
(Wi−1 −W )
))))
.
Es folgt eine Betrachtung der einzelnen Summanden. Zuna¨chst erha¨lt man aus den
vorausgesetzten Unabha¨ngigkeiten
E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
(Wi−1 −W )
)2)
=
1
N
E
((
i− 1
N
(Wi−1 −W )
)2)
.
Außerdem erha¨lt man wegen L(W ) ∈ V
E
(
1( i−1N ,
i
N ]
(U)
(
W
(
i− 1
N
− U
))2)
≤ 1
N3
E(W 2) = o
(
1
N2
)
mit N →∞. Schließlich ergibt sich ebenfalls aus den vorausgesetzten Unabha¨ngig-
keiten und L(W ) ∈ V
2E
(
1( i−1N ,
i
N ]
(U)
((
i− 1
N
− U
)(
W
(
i− 1
N
(Wi−1 −W )
))))
= 2E
(
1( i−1N ,
i
N ]
(U)
((
i− 1
N
− U
)))
E
((
W
(
i− 1
N
(Wi−1 −W )
)))
= 2
((
2(i− 1)− i2 + (i− 1)2
2N2
)(
i− 1
N
(EW )(E(Wi−1))− i− 1
N
E(W 2)
))
= o
(
1
N
)
.
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Insgesamt fu¨hrt dies auf
E
(
1( i−1N ,
i
N ]
(U)
(
i− 1
N
Wi−1 − UW
)2)
≤ 1
N
E
((
i− 1
N
(Wi−1 −W )
)2)
+ o
(
1
N
)
und so
E
((
V (U)
dNUe − 1
N
− UW
)2)
≤ 1
N
N∑
i=1
E
((
i− 1
N
(Wi−1 −W )
)2)
+ o(1)
=
1
N
N∑
i=1
(
i− 1
N
)2
E((Wi−1 −W )2) + o(1)
≤ 1
N
N∑
i=1
(
i− 1
N
)2
d(L(Wi−1),L(W ))2 + ε+ o(1).
Setzt man dies in (3.9) ein, so ergibt sich
d(L(WN),L(W ))2 ≤ 1
N
N∑
i=1
(
i− 1
N
)2
d(L(Wi−1),L(W ))2 + ε+ o(1)
=
1
N
N−1∑
i=0
(
i
N
)2
d(L(Wi),L(W ))2 + ε+ o(1).
Da ε beliebig gewa¨hlt war, ergibt sich daraus mit Lemma 3.16
lim
N→∞
d(L(WN),L(W )) = 0.
2
Bemerkung 3.18. Am Anfang des Beweises zu Satz 3.17 wurden die Versionen
von W0, . . . ,WN−1 so gewa¨hlt, daß zu einem beliebigen ε > 0
d(L(Wi),L(W ))2 + ε ≥ E(Wi −W )2
fu¨r alle i = 0, . . . , N − 1 gilt. Weniger umsta¨ndlich wa¨re es gewesen, wenn man
stattdessen die Versionen von W0 bis WN−1 betrachtet ha¨tte, fu¨r die
d(L(Wi),L(W ))2 = E(Wi −W )2
gilt. Dies ist zwar mo¨glich, denn laut [R] (oder siehe zum Beispiel [CSS]) wird das
Infimum der Menge {E(X−Y )2 : L(X) = F,L(Y ) = G}mit F,G ∈ V angenommen,
allerdings ist der hier gegebene Beweis auf Situationen u¨bertragbar, bei denen das
Infimum nicht angenommen wird.
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Da Konvergenz bezu¨glich der Wasserstein-Metrik die Konvergenz in Verteilung
zur Folge hat, ergibt sich
Korollar 3.19. Fu¨r N →∞ gilt
WN =
Z˜(N) − E(Z˜(N))
N
D→ W,
wobei W eindeutiger Fixpunkt von S ist.
Wegen E(Z˜(N)) ∼ N liefert das
Z˜(N) −N
N
D→ W.
Bemerkung 3.20. Aus Korollar 3.19 ergibt sich mit E(Z˜(N)) ∼ N fu¨r N →∞
Z˜(N)
E(Z˜(N))
D→ W + 1,
also tritt in diesem Fall keine Massekonzentration auf.
Offensichtlich ist bei Z˜(N) im Gegensatz zu Y (N) keine asymptotische Normalita¨t
vorhanden, denn der Tra¨ger von W ist das Intervall (−1,∞) und nicht ganz R wie
bei der Normalverteilung, also kann W nicht normalverteilt sein.
3.4 Asymptotisches Verhalten von Z(N)
Mit Hilfe der vorangegangenen beiden Abschnitte soll nun hier die asymptotische
Normalita¨t von Z(N) nachgewiesen werden. Aus dem bekannten Verhalten der har-
monischen Zahlen folgt mit Satz 3.3
E(Z(N)) = N logN +O(N) (3.10)
und
Var(Z(N)) = N2 logN +O(N2). (3.11)
Man erha¨lt also auch hier wieder mit der Chebychevschen Ungleichung
Satz 3.21. Es gilt fu¨r N →∞
Z(N)
E(Z(N))
P→ 1.
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Genau wie Y (N) ist hier Z(N) um seinen Mittelwert konzentriert. Wegen (3.10)
bedeutet Satz 3.21 fu¨r N →∞
Z(N)
N logN
P→ 1.
In Abbildung 3.9 ist zuna¨chst ein Vergleich der Dichtefunktion zur Normalverteilung
mit Erwartungswert E(Z(N)) und Varianz Var(Z(N)) mit der Wahrscheinlichkeits-
massenfunktion fZ zu Z
(N) im Fall N = 100 zu sehen. Eine Umskalierung ist hier im
Gegensatz zu Abbildung 3.7 nicht no¨tig, da Z(N) anders als Z˜
(N)−N
N
ganzzahlig ist.
Danach folgt in Abbildung 3.10 ein Vergleich der zugeho¨rigen Verteilungsfunktionen.
Auch hier sind zugeho¨rige Programmtexte im Anhang zu finden. Anschließend soll
nun die nicht unbedingt offensichtliche asymptotische Normalita¨t von Z(N) bewiesen
werden. Aus den letzten Abschnitten ergibt sich
Satz 3.22. Fu¨r N →∞ gilt
Z(N) −N logN
N
√
logN
D→ Z
mit Z ∼ N(0, 1).
Beweis. Wegen Z(N) = NY (N) − Z˜(N) ergibt sich
Z(N) −N logN
N
√
logN
=
NY (N) − Z˜(N) −N logN
N
√
logN
=
Y (N) − logN√
logN
− Z˜
(N) −N
N
√
logN
− 1√
logN
.
Aus den letzten zwei Abschnitten ist
Y (N) − logN√
logN
D→ Z
mit Z ∼ N(0, 1) bekannt und auch
Z˜(N) −N
N
D→
∞∑
i=1
i∏
j=1
Uj − 1,
wobei U1, U2, . . . unabha¨ngig und unif(0, 1)-verteilt sind; insbesondere gilt fu¨r
N →∞
Z˜(N) −N
N
√
logN
= oP (1).
Dies liefert die Behauptung. 2
Wegen (3.10) und (3.11) liefert Satz 3.22
Z(N) − E(Z(N))√
Var(Z(N))
D→ Z.
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Abbildung 3.9: Vergleich der Wahrscheinlichkeitsmassenfunktion fZ von Z
(100) mit
der Dichte zu der zugeho¨rigen Normalverteilung
FZ(k)
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Abbildung 3.10: Vergleich der Verteilungsfunktion FZ von Z
(100) mit der Vertei-
lungsfunktion der zugeho¨rigen Normalverteilung
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Bemerkung 3.23. In Satz 3.22 wird die asymptotische Normalita¨t von Z(N) mit
Hilfe der beiden vorausgegangenen Abschnitte bewiesen. Die deutliche
”
Diskrepanz“
zwischen diesem Satz und den Abbildungen 3.9 und 3.10 la¨ßt vermuten, daß die
Konvergenzgeschwindigkeit in Satz 3.22 gering ist.
3.5 Rekursionsformeln
Ziel dieses Abschnittes ist es, anhand der in Abschnitt 3.3 hergeleiteten Gleichungen
(Y (N), Z(N))
D
= (1 + Y (N−X
(N)
1 ), X
(N)
1 (1 + Y
(N−X(N)1 )) + Z(N−X
(N)
1 )),
und
Z˜(N)
D
= X˜
(N)
1 + Z˜
(X˜
(N)
1 )
Rekursionsformeln fu¨r die Verteilungen von Y (N), Z˜(N) und Z(N) in Abha¨ngigkeit
von N zu finden. Man erkennt, daß u¨ber den ersten Wurf, also X
(N)
1 bzw. X˜
(N)
1 ,
ein Zusammenhang von Y (N), Z(N) und Z˜(N) zu Y (k), Z(k) und Z˜(k) fu¨r k < N
hergestellt werden kann. Der Beweis zu folgendem Satz macht sich diese Tatsache
zunutze. Hierbei sei Y (0) := 0 und Z(0) := 0.
Satz 3.24. Es sei fu¨r N ∈ N und j, k ∈ Z
a(N, k, j) := P (Z(N) = k, Y (N) = j).
Dann gilt
a(N, k, j) =
N − 1
N
a(N − 1, k − j, j) + 1
N
a(N − 1, k − j, j − 1).
Beweis. Es gilt fu¨r N ∈ N
(Y (N), Z(N))
D
= (1 + Y (N−X
(N)
1 ), X
(N)
1 (1 + Y
(N−X(N)1 )) + Z(N−X
(N)
1 )),
wobei nach Voraussetzung X
(N)
1 von
Y (0), Y (1), . . . , Y (N−1)
und von
Z(0), Z(1), . . . , Z(N−1)
unabha¨ngig ist. Damit folgt fu¨r k, j ∈ Z mit einer Zerlegung nach dem Wert von
X
(N)
1
P (Z(N) = k, Y (N) = j)
=
1
N
N∑
l=1
P (Z(N) = k, Y (N) = j|X(N)1 = l)
=
1
N
N∑
l=1
P (X
(N)
1 (1 + Y
(N−X(N)1 )) + Z(N−X
(N)
1 ) = k, 1 + Y (N−X
(N)
1 ) = j|X(N)1 = l)
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=
1
N
N∑
l=1
P (l(1 + Y (N−l)) + Z(N−l) = k, 1 + Y (N−l) = j|X(N)1 = l)
=
1
N
N∑
l=1
P (Z(N−l) = k − lj, Y (N−l) = j − 1),
also fu¨r alle N ∈ N
P (Z(N) = k, Y (N) = j) =
1
N
N∑
l=1
P (Z(N−l) = k − lj, Y (N−l) = j − 1). (3.12)
Weiter ergibt sich mit Hilfe einer Indexverschiebung
1
N
N∑
l=1
P (Z(N−l) = k − lj, Y (N−l) = j − 1)
=
1
N
(
N∑
l=2
P (Z(N−l) = k − lj, Y (N−l) = j − 1)
+P (Z(N−1) = k − j, Y (N−1) = j − 1)
)
=
1
N
(
N−1∑
l=1
P (Z(N−1−l) = k − j − lj, Y (N−1−l) = j − 1)
+P (Z(N−1) = k − j, Y (N−1) = j − 1)
)
.
Fu¨r N = 1 gilt
N−1∑
l=1
P (Z(N−1−l) = k − j − lj, Y (N−1−l) = j − 1) = 0,
sonst erha¨lt man mit (3.12) angewendet auf Y (N−1) und Z(N−1)
N−1∑
l=1
P (Z(N−1−l) = k−j−lj, Y (N−1−l) = j−1) = (N−1)P (Z(N−1) = k−j, Y (N−1) = j),
also folgt insgesamt fu¨r N ∈ N und j, k ∈ Z
P (Z(N) = k, Y (N) = j)
=
N − 1
N
P (Z(N−1) = k − j, Y (N−1) = j) + 1
N
P (Z(N−1) = k − j, Y (N−1) = j − 1),
und das war zu zeigen. 2
Auf diesem Wege erha¨lt man
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Satz 3.25. Fu¨r N ∈ N und k ∈ Z gilt
P (Y (N) = k) =
N − 1
N
P (Y (N−1) = k) +
1
N
P (Y (N−1) = k − 1).
Es sei Z˜(0) := 0. Mit denselben Argumenten wie im Beweis zu Satz 3.24 ergibt
sich
Satz 3.26. Fu¨r N ∈ N und k ∈ Z ist
P (Z˜(N) = k) =
N − 1
N
P (Z˜(N−1) = k) +
1
N
P (Z˜(N−1) = k −N + 1).
Beweis. Fu¨r alle N ∈ N und k ∈ Z ergibt sich mit Z˜(N) D= X˜(N)1 + Z˜(X˜
(N)
1 ) und
der Unabha¨ngigkeit der Zufallsvariablen X˜
(N)
1 von Z˜
(0), . . . , Z˜(N−1)
P (Z˜(N) = k) =
1
N
N−1∑
l=0
P (Z˜(l) = k − l). (3.13)
Die Gleichung (3.13) liefert
N−1∑
l=0
P (Z˜(l) = k − l) = (N − 1)P (Z˜(N−1) = k) + P (Z˜(N−1) = k −N + 1),
also
P (Z˜(N) = k) =
N − 1
N
P (Z˜(N−1) = k) +
1
N
P (Z˜(N−1) = k −N + 1).
2
Betrachtet man diese drei Rekursionsformeln na¨her, so erkennt man, daß es sich
hierbei um Formeln von der totalen Wahrscheinlichkeit handelt. Dies kann man
sich am Beispiel von Satz 3.25 klarmachen, denn da fu¨r k ∈ {1, . . . , N} wegen der
Unabha¨ngigkeit von X
(N)
1 und Y
(N−1)
P (Y (N−1) + 1{X(N)1 =1}
= k)
=
1
N
P (Y (N−1) + 1{X(N)1 =1}
= k|X(N)1 = 1)
+
N − 1
N
P (Y (N−1) + 1{X(N)1 =1}
= k|X(N)1 6= 1)
=
1
N
P (Y (N−1) = k − 1) + N − 1
N
P (Y (N−1) = k)
gilt, ergibt sich der Zusammenhang
Y (N)
D
= Y (N−1) + 1{X(N)1 =1}
,
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und so erha¨lt man
1
N
P (Y (N−1) = k − 1) = P (X(N)1 = 1)P (Y (N) = k|X(N)1 = 1)
und
N − 1
N
P (Y (N−1) = k) = P (X(N)1 6= 1)P (Y (N) = k|X(N)1 6= 1).
Dieses Ergebnis war zu erwarten, denn unter der Bedingung
”
X
(N)
1 6= 1“ nimmt
Y (N) offensichtlich mit derselben Wahrscheinlichkeit einen Wert aus {1, . . . , N − 1}
an wie Y (N−1), wogegen im Fall
”
X
(N)
1 = 1“ bei Y
(N) im Vergleich zu Y (N−1) genau
ein Rekord hinzukommt. Außerdem ergibt sich
(Y (N), Z(N))
D
= (Y (N−1) + 1{X(N)1 =1}
, Z(N−1) + Y (N−1) + 1{X(N)1 =1}
),
also
1
N
P (Z(N−1) = k−j, Y (N−1) = j−1) = P (X(N)1 = 1)P (Z(N) = k, Y (N) = j|X(N)1 = 1)
und
N − 1
N
P (Z(N−1) = k−j, Y (N−1) = j) = P (X(N)1 6= 1)P (Z(N) = k, Y (N) = j|X(N)1 6= 1)
bzw.
Z˜(N)
D
= Z˜(N−1) + (N − 1)1{X˜(N)1 =N−1},
also
1
N
P (Z˜(N−1) = k −N + 1) = P (X˜(N)1 = N − 1)P (Z˜(N) = k|X˜(N)1 = N − 1)
und
N − 1
N
P (Z˜(N−1) = k) = P (X˜(N)1 6= N − 1)P (Z˜(N) = k|X˜(N)1 6= N − 1).
Mit Hilfe der Sa¨tze 3.24 bis 3.26 sind die C-Programme entwickelt worden, die die
Werte der Wahrscheinlichkeitsmassen- und der Verteilungsfunktionen zu Y (N), Z(N)
und Z˜(N) berechnen. Eine Auflistung und mehr Information zu den Programmtexten
findet man im Anhang B.1.
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Kapitel 4
Rekorde beim Poisson-Prozeß
In den letzten beiden Kapiteln sind Erneuerungsprozesse mit diskret verteilten Le-
bensdauern betrachtet worden. Im Fall der unif({1, . . . , N})-verteilten Zufallsvaria-
blen in Kapitel 3 waren ho¨chstens N , also sogar nur endlich viele Rekordlebensdau-
ern mo¨glich. Dies a¨ndert sich, wenn man wie hier stattdessen einen Poisson-Prozeß
mit Rate λ > 0, also Exp(λ)-verteilte Lebensdauern, betrachtet. Hier ist die auf der
gesamten Zeitachse in Rekorden verbrachte Zeit unendlich und der bis zum Zeit-
punkt t in Rekorden verbrachte Anteil Wt ha¨ngt anders als bei der Brownschen
Bewegung von t ab. Ziel ist es, etwas u¨ber das Verhalten von Wt fu¨r t → ∞ aus-
zusagen. Dazu wird Wt mit Hilfe der Summe Zn der Rekorde unter den ersten n
Lebensdauern analysiert. Im ersten Abschnitt werden Erwartungswert und Varianz
zu Zn bestimmt. Wa¨hrend zum asymptotischen Verhalten der Anzahl An der Rekor-
de unter den ersten n Lebensdauern bereits Ergebnisse bekannt sind, ist es im Fall
von Zn schwierig, Aussagen u¨ber mo¨gliche Massekonzentration und asymptotische
Normalita¨t zu machen. Aus diesem Grund wird im zweiten Abschnitt eine Zufallsva-
riable Tn definiert, die die Summe der ersten n Rekordlebensdauern liefert. Die sich
fu¨r Tn ergebende Massekonzentration liefert mit Hilfe des Zusammenhangs Zn = TAn
die Massekonzentration von Zn. In Abbildung 1.4 wird dieser Zusammenhang deut-
lich; dort ist A4 = 2 und damit Z4 = T2. Wa¨hrend im zweiten Abschnitt außerdem
der Zentrale Grenzwertsatz fu¨r Tn bewiesen wird, ergibt sich im dritten Abschnitt
ein allgemeineres Ergebnis, das unter anderem aufgrund dieser eben erwa¨hnten Zu-
sammenha¨nge eine Aussage zu dem asymptotischen Verhalten der Verteilung von
Zn abwirft. Im letzten Abschnitt dieses Kapitels steht dann die bis zum Zeitpunkt
t in Rekorden verbrachte Zeit Wt und ihr Verhalten fu¨r t→∞ im Mittelpunkt.
Im Gegensatz zu Kapitel 3, in dem die Anzahl der mo¨glichen Werte der Le-
bensdauern erho¨ht worden ist, wird hier die Anzahl der betrachteten Lebensdauern
beziehungsweise das betrachtete Zeitintervall vergro¨ßert und in Abha¨ngigkeit davon
das Verhalten der interessierenden Gro¨ßen untersucht.
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4.1 Rekorde unter den ersten n Lebensdauern
Es sei nun (Xi)i∈N eine Folge von unabha¨ngigen und identisch verteilten Zufallsva-
riablen auf dem Wahrscheinlichkeitsraum (Ω,A, P ) mit X1 ∼ Exp(λ), λ > 0. Es
gibt die Zufallsvariable Rk mit R1 := 1 und
Rk :=
{
1, falls Xk > Xj fu¨r j = 1, . . . , k − 1,
0, sonst,
fu¨r k ∈ N mit k ≥ 2 auch hier an, ob die k-te Lebensdauer Xk ein Rekord ist. Damit
liefert
An :=
n∑
k=1
Rk
die Anzahl und
Zn :=
n∑
k=1
RkXk
die Summe der Rekorde unter den ersten n Lebensdauern. In diesem Zusammenhang
sind schon einige Ergebnisse bekannt. So sind zum Beispiel laut [ABN] (Seite 23 bis
Seite 25) die Zufallsvariablen R1, R2, . . . unabha¨ngig mit
P (Rn = 1) =
1
n
fu¨r n ∈ N, so daß
E(An) = Hn = log n+O(1)
und
Var(An) = Hn −
n∑
k=1
1
k2
= log n+O(1)
fu¨r n→∞ folgt. Außerdem liest man nach, daß AnE(An)
P→ 1 und An−E(An)√
Var(An)
D→ Z mit
Z ∼ N(0, 1) fu¨r n→∞, also
An
log n
P→ 1 (4.1)
und
An − log n√
log n
D→ Z (4.2)
gilt. Laut [ABN] ha¨ngt die Verteilung von Rn und damit die von An nicht von der
Verteilung von X1 ab, solange diese stetig ist. Da es einen vergleichbaren vereinfa-
chenden Sachverhalt bei der Summe Zn nicht gibt, ist es hier schwieriger, Aussagen
u¨ber Massekonzentration und Verteilungskonvergenz zu machen. Es stellt sich also
die Frage, ob man analoge Aussagen zu (4.1) und (4.2) auch fu¨r Zn erhalten kann.
Dazu berechnen wir zuna¨chst den zugeho¨rigen Erwartungswert und die Varianz. Es
ergibt sich
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Satz 4.1. Fu¨r n ∈ N gilt
E(Zn) =
1
λ
n∑
k=1
Hk
k
und
Var(Zn) =
1
λ2
(
n∑
k=1
1
k
k∑
j=1
1
j2
+
n∑
k=1
H2k
k
−
n∑
k=1
H2k
k2
+ 2
n−1∑
k=1
n∑
l=k+1
Hl−k
l − k
Hk
k
−2
n−1∑
k=1
n∑
l=k+1
1
l − k
∞∑
j=1
Hj+l
j(j + l)
+2
n−1∑
k=1
n∑
l=k+1
1
l − k
∞∑
j=1
Hj+l
(j + l − k)(j + l)
−2
n−1∑
k=1
n∑
l=k+1
Hk
k
Hl
l
)
.
Beweis. Offensichtlich ist λXi fu¨r alle i ∈ N und λ > 0 Exp(1)-verteilt. Da
die Verteilung der Folge (Rk)k∈N außerdem nicht von λ abha¨ngt, gehen wir hier
im Beweis vereinfachend von Exp(1)-verteilten Lebensdauern X1, X2, . . . aus. Um
dann die Ergebnisse im allgemeinen Fall zu erhalten, muß der sich so ergebende
Erwartungswert mit 1
λ
und die Varianz mit 1
λ2
multipliziert werden.
Man erha¨lt zuna¨chst E(R1X1) = 1 und fu¨r k ∈ N, k ≥ 2, mit Hilfe einer Formel
aus [GR1] (Seite 583) und [GR2] (Seite 337 und Seite 343)
E(RkXk) = E
(
Xk
k−1∏
j=1
1{Xk>Xj}
)
=
∫ ∞
0
x(1− e−x)k−1e−xdx
= −
∫ 1
0
(1− y)k−1 log y dy
=
1
k
∞∑
j=1
(
1
j
− 1
k + j
)
=
1
k
k∑
j=1
1
j
.
Damit ergibt sich fu¨r n ∈ N
E(Zn) =
n∑
k=1
1
k
k∑
j=1
1
j
.
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Um nun die Varianz zu Zn berechnen zu ko¨nnen, beno¨tigt man E(RkXk)
2 und
E(RlXlRkXk) fu¨r l, k ∈ N mit l 6= k, denn
Var(Zn) =
n∑
k=1
Var(RkXk) + 2
n−1∑
k=1
n∑
l=k+1
Cov(RkXk, RlXl)
=
n∑
k=1
E((RkXk)
2)−
n∑
k=1
(E(RkXk))
2 + 2
n−1∑
k=1
n∑
l=k+1
E(RkXkRlXl)
−2
n−1∑
k=1
n∑
l=k+1
E(RkXk)E(RlXl).
Ebenfalls mit Hilfe einer Formel aus [GR1] (Seite 587) und [GR2] (Seite 337 und
Seite 343) ergibt sich
E((RkXk)
2) = E(RkX
2
k)
=
∫ ∞
0
x2(1− e−x)k−1e−x dx
=
∫ 1
0
(log y)2(1− y)k−1 dy
=
1
k
 k∑
j=1
1
j2
+
(
k∑
j=1
1
j
)2 .
Fu¨r l > k erha¨lt man
E(RlXlRkXk) =
∫ ∞
0
xe−x(1− e−x)k−1
∫ ∞
x
ye−y(1− e−y)l−k−1 dy dx.
Betrachtet man zuna¨chst fu¨r ein x > 0 das innere Integral, so ergibt sich mit zwei
Substitutionen und log(1− y) = −∑∞j=1 yjj fu¨r 0 < y < 1∫ ∞
x
ye−y(1− e−y)l−k−1 dy =
∞∑
j=1
1
j
(
1
j + l − k −
(1− e−x)j+l−k
j + l − k
)
,
also erha¨lt man
E(RlXlRkXk) =
∫ ∞
0
xe−x(1− e−x)k−1
∞∑
j=1
1
j
(
1
j + l − k −
(1− e−x)j+l−k
j + l − k
)
dx
=
∞∑
j=1
1
j
1
j + l − k
∫ ∞
0
xe−x(1− e−x)k−1 dx
−
∞∑
j=1
1
j
1
j + l − k
∫ ∞
0
xe−x(1− e−x)j+l−1 dx
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=( ∞∑
j=1
1
j(j + l − k)
)(
1
k
k∑
r=1
1
r
)
−
∞∑
j=1
1
j(j + l − k)
(
1
j + l
j+l∑
r=1
1
r
)
=
(
1
l − k
l−k∑
j=1
1
j
)(
1
k
k∑
r=1
1
r
)
− 1
l − k
∞∑
j=1
1
j
(
1
j + l
j+l∑
r=1
1
r
)
+
1
l − k
∞∑
j=1
1
j + l − k
(
1
j + l
j+l∑
r=1
1
r
)
.
Insgesamt ergibt sich schließlich
Var(Zn) =
n∑
k=1
1
k
k∑
j=1
1
j2
+
n∑
k=1
1
k
(
k∑
j=1
1
j
)2
−
n∑
k=1
1
k2
(
k∑
j=1
1
j
)2
+2
n−1∑
k=1
n∑
l=k+1
(
1
l − k
l−k∑
j=1
1
j
)(
1
k
k∑
r=1
1
r
)
−2
n−1∑
k=1
n∑
l=k+1
1
l − k
∞∑
j=1
1
j(j + l)
j+l∑
r=1
1
r
+2
n−1∑
k=1
n∑
l=k+1
1
l − k
∞∑
j=1
1
(j + l − k)(j + l)
j+l∑
r=1
1
r
−2
n−1∑
k=1
n∑
l=k+1
(
1
k
k∑
j=1
1
j
)(
1
l
l∑
j=1
1
j
)
.
2
Dies liefert den nachfolgenden Satz zum Verhalten von E(Zn) fu¨r n→∞.
Satz 4.2. Es gilt
E(Zn) =
(log n)2
2λ
+O(log n)
fu¨r n→∞.
Beweis. Zuna¨chst erha¨lt man fu¨r k ∈ N
Hk =
k∑
j=1
1
j
≥
∫ k
1
1
x
dx = log k (4.3)
und
Hk =
k∑
j=1
1
j
≤ 1 +
∫ k
1
1
x
dx = 1 + log k. (4.4)
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Dies liefert
1
λ
n∑
k=1
log k
k
≤ E(Zn) ≤ 1
λ
(
Hn +
n∑
k=1
log k
k
)
. (4.5)
Da log k
k
fu¨r k ≥ 3 monoton fallend ist, folgt fu¨r genu¨gend große n ∈ N
n∑
k=1
log k
k
≥ log 2
2
+
∫ n
3
log x
x
dx
=
log 2
2
+
(log n)2
2
− (log 3)
2
2
und
n∑
k=1
log k
k
≤ log 2
2
+
log 3
3
+
∫ n
3
log x
x
dx
=
log 2
2
+
log 3
3
+
(log n)2
2
− (log 3)
2
2
.
Damit ergibt sich fu¨r n→∞
n∑
k=1
log k
k
=
(log n)2
2
+O(1).
Wegen Hn = log n+O(1) und (4.5) ist damit die Behauptung bewiesen. 2
Ko¨nnte man nun zeigen, daß Var(Zn) = o((E(Zn))
2) gilt, so wu¨rde mit der Che-
bychevschen Ungleichung die Massekonzentration von Zn folgen. Mit Blick auf die
komplizierte Form von Var(Zn) werden wir hier jedoch stattdessen die Zufallsvaria-
ble Tn einfu¨hren, mit deren Hilfe sogar eine sta¨rkere Aussage zum asymptotischen
Verhalten von Zn erhalten wird.
4.2 Summe der ersten n Rekordlebensdauern
In diesem Abschnitt steht die Summe Tn der ersten n Rekordlebensdauern im Mit-
telpunkt. Ist (Yi)i∈N die Folge der Differenzen aufeinanderfolgender Rekorde von
(Xi)i∈N, so folgt wie in Kapitel 3 mit dem Satz von Ignatov (siehe [ETV]), daß
die Zufallsvariablen Y1, Y2, . . . dann Lebensdauern eines Poisson-Prozesses mit Rate
λ sind. Damit ist (Yi)i∈N also eine Folge von unabha¨ngigen und Exp(λ)-verteilten
Zufallsvariablen, und es gilt
Lemma 4.3. Fu¨r n ∈ N ist
Tn =
n∑
k=1
(n+ 1− k)Yk.
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Wie anfangs schon erwa¨hnt gilt mit den Definitionen von An, Zn und Tn offen-
sichtlich
Zn = TAn . (4.6)
Dieser Zusammenhang wird spa¨ter hilfreich sein, wenn es darum geht, beim asymp-
totischen Verhalten von Tn auf Zn zu schließen. Man erha¨lt mit Lemma 4.3
Satz 4.4. Fu¨r n ∈ N gilt
E(Tn) =
n(n+ 1)
2λ
und
Var(Tn) =
n(n+ 1)(2n+ 1)
6λ2
.
Dies liefert wie im vorangegangenen Kapitel wegen Var(Tn) = o((E(Tn))
2) mit
der Chebychevschen Ungleichung
Satz 4.5. Fu¨r n→∞ gilt
Tn
E(Tn)
P→ 1.
Zusammen mit Satz 4.4 liefert Satz 4.5 fu¨r n→∞
Tn
1
2λ
n(n+ 1)
P→ 1. (4.7)
Wa¨hrend daraus fu¨r jede Funktion ϕ : N→ N mit limn→∞ ϕ(n) =∞ sofort
Tϕ(n)
1
2λ
ϕ(n)(ϕ(n) + 1)
P→ 1 (4.8)
folgt, bleibt die entsprechende Aussage fu¨r
TAn
1
2λ
An(An+1)
noch zu beweisen. Dies ge-
schieht im Beweis zu folgendem Satz, der insgesamt die analoge Aussage zu Satz 4.5
fu¨r Zn liefert.
Satz 4.6. Es gilt
Zn
E(Zn)
P→ 1
fu¨r n→∞.
Beweis. Es seien ε > 0 und 0 < δ < 1 beliebig. Dann gilt
P
(∣∣∣∣ TAn1
2λ
An(An + 1)
− 1
∣∣∣∣ > ε)
≤ P
(∣∣∣∣TAn − An(An + 1)2λ
∣∣∣∣ > εAn(An + 1)2λ ,
∣∣∣∣ Anlog n − 1
∣∣∣∣ < δ)
+P
(∣∣∣∣ Anlog n − 1
∣∣∣∣ > δ) .
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Mit (4.1) ergibt sich
lim
n→∞
P
(∣∣∣∣ Anlog n − 1
∣∣∣∣ > δ) = 0.
Andererseits erha¨lt man mit der pfadweisen Monotonie von Tn fu¨r genu¨gend große
n ∈ N mit α := 1− δ und β := 1 + δ
P
(∣∣∣∣TAn − An(An + 1)2λ
∣∣∣∣ > εAn(An + 1)2λ ,
∣∣∣∣ Anlog n − 1
∣∣∣∣ < δ)
= P
(
TAn −
An(An + 1)
2λ
> ε
An(An + 1)
2λ
, α log n < An < β log n
)
+ P
(
TAn −
An(An + 1)
2λ
< −εAn(An + 1)
2λ
, α log n < An < β log n
)
≤ P
(
Tdβ logne − bα log nc(bα log nc+ 1)
2λ
> ε
bα log nc(bα log nc+ 1)
2λ
)
+ P
(
Tbα lognc − dβ log ne(dβ log ne+ 1)
2λ
< −εbα log nc(bα log nc+ 1)
2λ
)
= P
(
Tdβ logne
1
2λ
dβ log ne(dβ log ne+ 1) − 1 > (1 + ε)
bα log nc(bα log nc+ 1)
dβ log ne(dβ log ne+ 1) − 1
)
+ P
(
1− Tbα lognc1
2λ
bα log nc(bα log nc+ 1) > ε+ 1−
dβ log ne(dβ log ne+ 1)
bα log nc(bα log nc+ 1)
)
.
Wegen
lim
n→∞
b(1− δ) log nc(b(1− δ) log nc+ 1)
d(1 + δ) log ne(d(1 + δ) log ne+ 1) =
(
1− δ
1 + δ
)2
und
lim
n→∞
d(1 + δ) log ne(d(1 + δ) log ne+ 1)
b(1− δ) log nc(b(1− δ) log nc+ 1) =
(
1 + δ
1− δ
)2
und
lim
δ→0
(
1− δ
1 + δ
)2
= lim
δ→0
(
1 + δ
1− δ
)2
= 1
kann man ein n0 ∈ N und ein 0 < δ0 < 1 finden, so daß fu¨r alle n ≥ n0 und
0 < δ ≤ δ0
(1 + ε)
b(1− δ) log nc(b(1− δ) log nc+ 1)
d(1 + δ) log ne(d(1 + δ) log ne+ 1) − 1 >
ε
2
und
ε+ 1− d(1 + δ) log ne(d(1 + δ) log ne+ 1)b(1− δ) log nc(b(1− δ) log nc+ 1) >
ε
2
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gilt. Im weiteren Verlauf des Beweises sei δ beliebig aus (0, δ0). Dann ergibt sich
P
(∣∣∣∣TAn − An(An + 1)2λ
∣∣∣∣ > εAn(An + 1)2λ ,
∣∣∣∣ Anlog n − 1
∣∣∣∣ < δ)
≤ P
(
Td(1+δ) logne
1
2λ
d(1 + δ) log ne(d(1 + δ) log ne+ 1) − 1 >
ε
2
)
+P
(
1− Tb(1−δ) lognc1
2λ
b(1− δ) log nc(b(1− δ) log nc+ 1) >
ε
2
)
≤ P
(∣∣∣∣ Td(1+δ) logne1
2λ
d(1 + δ) log ne(d(1 + δ) log ne+ 1) − 1
∣∣∣∣ > ε2
)
+P
(∣∣∣∣1− Tb(1−δ) lognc1
2λ
b(1− δ) log nc(b(1− δ) log nc+ 1)
∣∣∣∣ > ε2
)
.
Aus (4.8) mit ϕ1(n) = d(1 + δ) log ne beziehungsweise ϕ2(n) = b(1− δ) log nc ergibt
sich
lim
n→∞
P
(∣∣∣∣ Td(1+δ) logne1
2λ
d(1 + δ) log ne(d(1 + δ) log ne+ 1) − 1
∣∣∣∣ > ε2
)
= lim
n→∞
P
(∣∣∣∣1− Tb(1−δ) lognc1
2λ
b(1− δ) log nc(b(1− δ) log nc+ 1)
∣∣∣∣ > ε2
)
= 0.
Insgesamt folgt daraus
lim
n→∞
P
(∣∣∣∣ TAn1
2λ
An(An + 1)
− 1
∣∣∣∣ > ε) = 0,
also
TAn
1
2λ
An(An + 1)
P→ 1. (4.9)
Außerdem erha¨lt man mit (4.1) fu¨r n→∞
(An)
2
(log n)2
P→ 1 (4.10)
und
An
(log n)2
P→ 0. (4.11)
Wegen
An(An + 1)
(log n)2
=
(An)
2
(log n)2
+
An
(log n)2
ergibt sich aus (4.10) und (4.11) fu¨r n→∞
An(An + 1)
(log n)2
P→ 1.
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Dies liefert zusammen mit (4.9) wegen
TAn
1
2λ
(log n)2
=
TAn
1
2λ
An(An + 1)
· An(An + 1)
(log n)2
fu¨r n→∞
TAn
1
2λ
(log n)2
P→ 1.
Mit Gleichung (4.6) folgt dann
Zn
1
2λ
(log n)2
P→ 1 (4.12)
und so wegen Satz 4.2
Zn
E(Zn)
P→ 1
fu¨r n→∞. 2
Damit ist es uns gelungen, die Tatsache, daß Tn fu¨r n → ∞ um seinen Mittel-
wert konzentriert ist, auf die Zufallsvariable Zn zu u¨bertragen. Der folgende Satz
liefert nun sogar die asymptotische Normalita¨t von Tn, die man allerdings nicht ohne
weiteres auch fu¨r Zn erha¨lt. Dazu wird im na¨chsten Abschnitt ein weiterreichendes
Ergebnis zu Tn bewiesen. Zuna¨chst erha¨lt man
Satz 4.7. Fu¨r n→∞ gilt
Tn − E(Tn)√
Var(Tn)
D→ Z,
wobei Z ∼ N(0, 1).
Beweis. Mit derselben Argumentation wie im Beweis zu Satz 4.1 ko¨nnen wir hier
o.B.d.A. annehmen, daß λ = 1 gilt, denn es ist
Tn − E(Tn)√
Var(Tn)
=
∑n
k=1(n+ 1− k)λYk − E (
∑n
k=1(n+ 1− k)λYk)√
Var (
∑n
k=1(n+ 1− k)λYk)
und λYk ∼ Exp(1) fu¨r alle k ∈ N.
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Fu¨r jedes ε > 0 gilt
1∑n
k=1 k
2
n∑
j=1
∫
|(n+1−j)Yj−(n+1−j)|≥ε
√∑n
k=1 k
2
(n+ 1− j)2(Yj − 1)2dP
=
6
n(n+ 1)(2n+ 1)
n∑
j=1
(n+ 1− j)2
∫
(n+1−j)|Y1−1|≥ε
√
n(n+1)(2n+1)
6
(Y1 − 1)2dP
=
6
n(n+ 1)(2n+ 1)
n∑
j=1
j2
∫
|Y1−1|≥ εj
√
n(n+1)(2n+1)
6
(Y1 − 1)2dP
≤ 6
n3
n2n
∫
|Y1−1|≥ εn
√
n3
6
(Y1 − 1)2dP
= 6
∫
|Y1−1|≥ε
√
n
6
(Y1 − 1)2dP
und so
lim
n→∞
1∑n
k=1 k
2
n∑
j=1
∫
|(n+1−j)Yj−(n+1−j)|≥ε
√∑n
k=1 k
2
(n+ 1− j)2(Yj − 1)2dP = 0.
Das ist aber die Lindeberg-Bedingung, und es folgt zum Beispiel mit Theorem 27.2.
aus [Bi2] die Behauptung. 2
4.3 Zugang u¨ber funktionale Grenzwertsa¨tze
Im folgenden seien C[0, 1] beziehungsweise D[0, 1] die Mengen der auf [0, 1] defi-
nierten und reellwertigen Funktionen, die stetig beziehungsweise mit existierendem
linksseitigen Grenzwert rechtsseitig stetig sind. Mit W bezeichnen wir dann die Zu-
fallsgro¨ße auf dem Wahrscheinlichkeitsraum (Ω,A, P ) mit Werten in D[0, 1], deren
Verteilung das Wiener-Maß ist. U¨blicherweise ist das Wiener-Maß zwar auf C[0, 1]
definiert, man kann es jedoch laut [Bi1] (S.137) auch auf D[0, 1] betrachten, indem
jeder Menge A aus D[0, 1] der zu A ∩ C[0, 1] geho¨rige Wert zugeordnet wird. Die-
se U¨berlegungen sind notwendig, um spa¨ter eine spezielle Version des Satzes von
Donsker anwenden zu ko¨nnen. Dazu betrachten wir wieder die aus unabha¨ngigen
und Exp(λ)-verteilten Zufallsvariablen bestehende Folge (Yk)k∈N aus dem zweiten
Abschnitt und definieren S0 := 0 und zu n ∈ N
Sn :=
n∑
j=1
Yj.
Damit sei die Zufallsgro¨ße Wn : Ω→ D[0, 1] definiert durch
Wn(t) :=
Sbntc − bntcλ
1
λ
√
n
.
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Nach dem Satz von Donsker (Theorem 16.1 in [Bi1]) konvergiert Wn dann in Ver-
teilung gegen W , man erha¨lt also
Satz 4.8. Fu¨r n→∞ gilt
Wn
D→ W.
Bemerkung 4.9. Es konvergiert die Folge Wn in Verteilung gegen W , wenn die zu-
geho¨rigen Verteilungen PWn schwach gegen die Verteilung PW von W konvergieren.
Dies bedeutet in [Bi1] definitionsgema¨ß, daß
lim
n→∞
∫
fdPWn =
∫
fdPW
fu¨r alle auf D[0, 1] stetigen, beschra¨nkten und reellwertigen Funktionen f gilt. Die
Menge D[0, 1] ist wie in [Bi1] mit der Skorohod-Topologie versehen. Wegen der
speziellen Eigenschaften des Wiener-Maßes liefert Satz 4.8 außerdem fu¨r alle t ∈ [0, 1]
und n→∞
Wn(t)
D→ Wt,
siehe hierzu zum Beispiel die Seiten 123 und 124 in [Bi1].
Definiert man fu¨r t ∈ [0, 1] und f ∈ D[0, 1]
Ψ(f)(t) :=
∫ t
0
f(s)ds
und betrachtet wie in [Bi1] auf C[0, 1] die Topologie der gleichma¨ßigen Konvergenz,
so gilt offensichtlich
Lemma 4.10. Es ist Ψ eine stetige Abbildung von D[0, 1] nach C[0, 1].
Bemerkung 4.11. Laut [Bi1] (S.110) gilt fu¨r jedes f ∈ D[0, 1]
sup
t∈[0,1]
|f(t)| <∞.
Damit folgt, daß Ψ Werte in C[0, 1] annimmt. Die Stetigkeit der Abbildung Ψ
folgt wie in [Bi1]. Dort wird auf Seite 121 begru¨ndet, warum die Funktion hε(x) =
1
ε
∫ t+ε
t
x(s)ds mit x ∈ D[0, 1] und ε > 0 stetig ist. Dabei spielt die Tatsache, daß
Konvergenz in der Skorohod-Topologie die punktweise Konvergenz mit Ausnahme
einer Lebesgue-Nullmenge nach sich zieht, eine wesentliche Rolle.
Mit Hilfe von Korollar 1 zu Theorem 5.1. in [Bi1] ergibt sich aus Satz 4.8
Satz 4.12. Fu¨r n→∞ erha¨lt man
Ψ(Wn)
D→ Ψ(W ).
Untersucht man die Zufallsgro¨ße Ψ(Wn) na¨her, so ergibt sich
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Lemma 4.13. Fu¨r n ∈ N und k = 1, . . . , n gilt
Ψ(Wn+1)
(
k + 1
n+ 1
)
=
Tk − k(k+1)2λ
1
λ
(n+ 1)
3
2
.
Beweis. Es ist fu¨r n ∈ N und k = 1, . . . , n
Ψ(Wn+1)
(
k + 1
n+ 1
)
=
∫ k+1
n+1
0
Wn+1(s)ds
=
∫ k+1
n+1
0
Sb(n+1)sc − b(n+1)scλ
1
λ
√
n+ 1
ds
=
1
1
λ
√
n+ 1
(∫ k+1
n+1
0
Sb(n+1)scds−
∫ k+1
n+1
0
b(n+ 1)sc
λ
ds
)
=
1
1
λ
√
n+ 1
(
1
n+ 1
k∑
l=0
Sl − 1
λ(n+ 1)
k∑
l=0
l
)
=
1
1
λ
√
n+ 1
(
1
n+ 1
k∑
j=1
(k + 1− j)Yj − k(k + 1)
2λ(n+ 1)
)
=
Tk − k(k+1)2λ
1
λ
(n+ 1)
3
2
,
und dies ist die Behauptung. 2
Kann man nun Aussagen zur Verteilung von Ψ(W ) machen, so liefert Lemma
4.13 Informationen zum asymptotischen Verhalten von Tn fu¨r n→∞. Man erha¨lt
Satz 4.14. Es gilt fu¨r t ∈ [0, 1]
Ψ(W )(t) ∼ N
(
0,
1
3
t3
)
.
Beweis. Es gilt
Ψ(W )(t) =
∫ t
0
Ws ds
= lim
n→∞
t
n
n∑
k=1
W k
n
t
= lim
n→∞
t
n
n∑
k=1
(n− k + 1)
(
W k
n
t −W k−1
n
t
)
.
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Da der Wiener-Prozeß1 (Wt)t∈[0,1] unabha¨ngige und normalverteilte Zuwa¨chse be-
sitzt, ist
Cn :=
t
n
n∑
k=1
(n− k + 1)
(
W k
n
t −W k−1
n
t
)
fu¨r alle n ∈ N als Summe unabha¨ngiger und normalverteilter Zufallsvariablen eben-
falls normalverteilt. Es gilt
E(Cn) = 0
und
Var(Cn) =
t3
n
n∑
k=1
(
n− k + 1
n
)2
.
Damit gilt
lim
n→∞
E(Cn) = 0
und
lim
n→∞
Var(Cn) = lim
n→∞
t3
n
n∑
k=1
(
n− k + 1
n
)2
= t3
∫ 1
0
(1− x)2dx = t
3
3
.
Die interessierende Zufallsvariable Ψ(W )(t) ist der P -fast sichere Grenzwert, also
auch der Verteilungsgrenzwert von Cn. Mit Hilfe von charakteristischen Funktionen
kann man zeigen, daß als Verteilungsgrenzwert von normalverteilten Zufallsvariablen
nur wieder eine Normalverteilung in Frage kommt. Damit folgt die Behauptung. 2
Ersetzt man nun in Lemma 4.13 k durch n, so ergibt sich wie in Bemerkung 4.9
fu¨r n→∞
Tn − n(n+1)2λ
1
λ
(n+ 1)
3
2
D→ Ψ(W )(1), (4.13)
wobei nach Satz 4.14
Ψ(W )(1) ∼ N
(
0,
1
3
)
gilt. Wegen
E(Tn) =
n(n+ 1)
2λ
und
Var(Tn) =
n(n+ 1)(2n+ 1)
6λ2
und
lim
n→∞
1
λ
(n+ 1)
3
2√
n(n+1)(2n+1)
6λ2
=
√
3
liefert (4.13) noch einmal die Aussage von Satz 4.7.
1Wir verwenden die Begriffe ”Brownsche Bewegung“ und ”Wiener-Prozeß“ synonym.
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Nun soll ein analoges Ergebnis fu¨r TAn hergeleitet werden. Zusammen mit (4.1)
ergibt sich aus Theorem 17.1. in [Bi1] fu¨r n→∞
WAn
D→ W.
Analog zu Satz 4.12 folgt dann aus Korollar 1 zu Theorem 5.1 in [Bi1]
Ψ(WAn)
D→ Ψ(W ).
Da man außerdem fu¨r n ∈ N und k = 1, . . . , An wie eben
Ψ(WAn+1)
(
k + 1
An + 1
)
=
Tk − k(k+1)2λ
1
λ
(An + 1)
3
2
zeigen kann, folgt
Satz 4.15. Es gilt
TAn − An(An+1)2λ
1
λ
(An + 1)
3
2
D→ Z( 13)
fu¨r n→∞ mit Z( 13) ∼ N (0, 1
3
)
.
Aus Gleichung (4.1) ergibt sich
1
λ
(An+1)
3
2
1
λ
(logn)
3
2
P→ 1 fu¨r n → ∞, also folgt aus Satz
4.15
TAn − An(An+1)2λ
1
λ
√
(log n)3
D→ Z( 13) (4.14)
fu¨r n→∞ mit Z( 13) ∼ N (0, 1
3
)
. Hilfreich fu¨r unsere Ziele ist das folgende Lemma.
Lemma 4.16. Es gilt
An(An + 1)− (log n)2
2
√
(log n)3
D→ Z
mit n→∞ und Z ∼ N(0, 1).
Beweis. Fu¨r n ∈ N erha¨lt man
An(An + 1)− (log n)2
2
√
(log n)3
=
A2n − (log n)2
2
√
(log n)3
+
An
2
√
(log n)3
=
(An − log n)(An + log n)
2
√
(log n)3
+
An
log n
1
2
√
log n
=
An − log n√
log n
(
An
2 log n
+
1
2
)
+
An
log n
1
2
√
log n
.
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Verwendet man nun die Gleichungen (4.1) und (4.2), so folgt fu¨r n→∞
An(An + 1)− (log n)2
2
√
(log n)3
D→ Z
mit Z ∼ N(0, 1), also die Behauptung. 2
Mit Hilfe der vorangegangenen Ergebnisse kann nun etwas u¨ber das asympto-
tische Verhalten der Verteilung von Zn gesagt werden.
Satz 4.17. Fu¨r n→∞ gilt
Zn − (logn)22λ
1
λ
√
(log n)3
= OP (1).
Beweis. Aus (4.14) und Lemma 4.16 ergibt sich fu¨r n→∞
TAn − An(An+1)2λ
1
λ
√
(log n)3
= OP (1)
und
An(An + 1)− (log n)2
2
√
(log n)3
= OP (1).
Wegen
Zn − (logn)22λ
1
λ
√
(log n)3
=
TAn − (logn)
2
2λ
1
λ
√
(log n)3
=
TAn − An(An+1)2λ
1
λ
√
(log n)3
+
An(An + 1)− (log n)2
2
√
(log n)3
liefert dies die Behauptung. 2
Bemerkung 4.18. Mit Satz 4.17 wissen wir nun nicht nur, daß Zn um seinen
Mittelwert konzentriert ist (siehe Satz 4.6), sondern daß sogar
Zn− (logn)
2
2λ
1
λ
√
(logn)3
stochas-
tisch beschra¨nkt ist. Wu¨nschenswert wa¨re jedoch eine Aussage zur Verteilungs-
konvergenz, die uns aufgrund der fehlenden Unabha¨ngigkeit von
TAn−An(An+1)2λ
1
λ
√
(logn)3
und
An(An+1)−(logn)2
2
√
(logn)3
nicht gelungen ist.
95
4.4 Die in Rekorden verbrachte Zeit
Nachdem in den letzten Abschnitten Anzahl und Summe von bestimmten Rekordle-
bensdauern untersucht worden sind, soll hier das Verhalten der bis t > 0 in Rekorden
verbrachten Zeit fu¨r t→∞ betrachtet werden. Dazu sei S∗0 := 0 und fu¨r n ∈ N
S∗n :=
n∑
i=1
Xi,
wobei die Zufallsvariablen X1, X2, . . . wie im ersten Abschnitt dieses Kapitels un-
abha¨ngig und mit Parameter λ > 0 exponentialverteilt sind. Dann gibt
Nt := sup{n ∈ N : S∗n ≤ t}
fu¨r t ≥ 0 die Anzahl der Erneuerungen bis zum Zeitpunkt t an, und
Wt := ZNt + (t− S∗Nt)RNt+1
liefert die zum Zeitpunkt t insgesamt in Rekorden verbrachte Zeit. Ziel ist es, eine
Aussage der Form Wt
ϕ(t)
P→ 1 mit ϕ(t) → ∞ fu¨r t → ∞ zu erhalten. Wir betrachten
dazu das folgende Lemma.
Lemma 4.19. Fu¨r t→∞ gilt
(t− S∗Nt)RNt+1
1
2λ
(log t)2
P→ 0.
Beweis. Es ist t − S∗Nt > u fu¨r 0 < u < t a¨quivalent dazu, daß der zu (Xi)i∈N
geho¨rige Poisson-Prozeß keine Punkte im Intervall [t− u, t] besitzt, also gilt
P (t− S∗Nt > u) = e−λu.
Damit folgt fu¨r ein beliebiges ε > 0
lim
t→∞
P
(∣∣∣∣(t− S∗Nt)RNt+11
2λ
(log t)2
∣∣∣∣ > ε) = limt→∞P
(
(t− S∗Nt)RNt+1 >
ε(log t)2
2λ
)
≤ lim
t→∞
P
(
t− S∗Nt >
ε(log t)2
2λ
)
= lim
t→∞
exp
(
−ε(log t)
2
2
)
= 0,
also die Behauptung. 2
Im na¨chsten Schritt soll etwas u¨ber die Asymptotik von
ZNt
1
2λ
(log t)2
ausgesagt wer-
den.
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Satz 4.20. Fu¨r t→∞ gilt
ZNt
1
2λ
(log t)2
P→ 1.
Beweis. Es ergibt sich fu¨r ε > 0 und 0 < δ < 1
P
(∣∣∣∣ ZNt1
2λ
(log t)2
− 1
∣∣∣∣ > ε)
≤ P
(∣∣∣∣ ZNt1
2λ
(log t)2
− 1
∣∣∣∣ > ε, ∣∣∣∣Ntλt − 1
∣∣∣∣ < δ)+ P (∣∣∣∣Ntλt − 1
∣∣∣∣ ≥ δ) .
Bekanntlich gilt Nt ∼ Poisson(λt), also Var(Nt) = o((E(Nt))2), so daß sich mit der
u¨blichen Argumentation aus der Chebychevschen Ungleichung Nt
λt
P→ 1 fu¨r t → ∞
ergibt. Dies liefert
lim
t→∞
P
(∣∣∣∣Ntλt − 1
∣∣∣∣ ≥ δ) = 0.
Außerdem erha¨lt man mit der pfadweisen Monotonie der Abbildungen t 7→ ZNt und
t 7→ 1
2λ
(log t)2 fu¨r genu¨gend große t
P
(∣∣∣∣ ZNt1
2λ
(log t)2
− 1
∣∣∣∣ > ε, ∣∣∣∣Ntλt − 1
∣∣∣∣ < δ)
≤ P
(∣∣∣∣ Zd(1+δ)λte1
2λ
(log((1− δ)λt))2 − 1
∣∣∣∣ > ε)+ P (∣∣∣∣ Zb(1−δ)λtc1
2λ
(log((1 + δ)λt))2
− 1
∣∣∣∣ > ε) .
Mit der Gleichung (4.12) ergibt sich
Zd(1+δ)λte
1
2λ
(log(d(1 + δ)λte))2
P→ 1
und
Zb(1−δ)λtc
1
2λ
(log(b(1− δ)λtc))2
P→ 1
fu¨r t→∞. Dies liefert wegen
lim
t→∞
1
2λ
(log((1− δ)λt))2
1
2λ
(log(d(1 + δ)λte))2 = limt→∞
1
2λ
(log((1 + δ)λt))2
1
2λ
(log(b(1− δ)λtc))2 = 1
fu¨r t→∞
lim
t→∞
P
(∣∣∣∣ ZNt1
2λ
(log t)2
− 1
∣∣∣∣ > ε) = 0,
also
ZNt
1
2λ
(log t)2
P→ 1.
2
Zusammen liefern Lemma 4.19 und Satz 4.20 offensichtlich die gewu¨nschte Aus-
sage.
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Korollar 4.21. Fu¨r t→∞ gilt
Wt
1
2λ
(log t)2
P→ 1.
Zusammenfassend kann man also sagen, daß sich die bis zum Zeitpunkt t in
Rekorden verbrachte Zeit fu¨r t → ∞ analog zu Zn wie (log t)22λ verha¨lt und daß die
letzte bis t mo¨glicherweise nicht beendete Lebensdauer
”
vernachla¨ssigbar“ ist.
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Anhang A
Hilfsmittel fu¨r Kapitel 2
In den Abschnitten 2.3 und 2.4 werden einige Ungleichungen zu der Exponential-
funktion und zum natu¨rlichen Logarithmus beno¨tigt. Es folgt zuna¨chst
Lemma A.1. Es existiert zu jedem 0 < K < 1 ein C > 0, so daß fu¨r alle x ∈ R
mit |x| ≤ K gilt
| log(1 + x)− x| ≤ Cx2.
Beweis. Es sei 0 < K < 1. Fu¨r alle |x| ≤ K erha¨lt man
| log(1 + x)− x| =
∣∣∣∣∣
∞∑
n=2
(−1)n+1
n
xn
∣∣∣∣∣ ≤ x2
∞∑
n=2
|x|n−2
n
≤ x2
∞∑
n=0
|x|n ≤ x2 1
1−K ,
wa¨hle also zum Beispiel C := 1
1−K . 2
Das na¨chste Lemma liefert eine Abscha¨tzung zur Exponentialfunktion.
Lemma A.2. Fu¨r jedes K > 0 gilt
|ex − 1| ≤ eK |x|
fu¨r alle |x| ≤ K.
Beweis. Es sei K > 0. Fu¨r |x| ≤ K folgt dann
|ex − 1| =
∣∣∣∣∣
∞∑
n=1
xn
n!
∣∣∣∣∣ ≤ |x|
∞∑
n=1
|x|n−1
n!
≤ |x|
∞∑
n=1
|x|n−1
(n− 1)! ≤ |x|e
K .
Damit folgt die Behauptung. 2
Außerdem gilt
Lemma A.3. (i) Fu¨r alle x ∈ (−∞, 1) gilt
log(1− x) ≤ −x.
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(ii) Fu¨r alle x ∈ R gilt
ex ≥ 1 + x.
Beweis. Es ist t1(x) := −x die Tangente an die Funktion f1(x) := log(1 − x)
im Punkt 0. Da die Funktion f1 auf (−∞, 1) konkav ist, folgt t1(x) ≥ f1(x) fu¨r
x ∈ (−∞, 1), also (i). Analog ist t2(x) := 1 +x die Tangente an f2(x) := ex in 0. Da
f2 konvex auf R ist, ergibt sich fu¨r alle x ∈ R die Ungleichung t2(x) ≤ f2(x), und
das ist (ii). 2
Schließlich wird in Abschnitt 2.4 noch das folgende Lemma beno¨tigt.
Lemma A.4. Fu¨r x ∈ (0, 1) und n ∈ N mit n ≥ 2 gilt
n log
(
1− x
n
)
≥ −2x.
Beweis. Es ist fu¨r x ∈ (0, 1) und n ∈ N mit n ≥ 2
log
(
1− x
n
)
= −
∞∑
k=1
(
x
n
)k
k
= −x
n
−
∞∑
k=2
xk
nkk
.
Wegen
1
nk
≤ 1
n
(
1
2
)k−1
folgt fu¨r k ∈ N mit k ≥ 2
1
nkk
≤ 1
n
(
1
2
)k−1
.
Da außerdem xk ≤ x gilt, folgt
∞∑
k=2
xk
nkk
≤
∞∑
k=2
x
n
(
1
2
)k−1
=
x
n
1
2
∞∑
k=0
(
1
2
)k
=
x
n
,
und so erha¨lt man
log
(
1− x
n
)
≥ −x
n
− x
n
= −2x
n
,
also
n log
(
1− x
n
)
≥ −2x.
2
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Anhang B
C-Programme fu¨r Kapitel 3
In Kapitel 3 wurden die Werte der Verteilungs- und Wahrscheinlichkeitsmassenfunk-
tionen von Y (N), Z(N) und Z˜(N) beno¨tigt. Diese erha¨lt man durch entsprechende
C-Programme. Will man zum Beispiel die Wahrscheinlichkeiten der mo¨glichen Re-
kordsummen, P (Z(N) = k), fu¨r N ∈ N und k ∈
{
N, . . . , N(N+1)
2
}
bestimmen, so
gibt es zwei Mo¨glichkeiten, die sich sehr in ihrer Laufzeit unterscheiden. Im ersten
Abschnitt des Anhangs werden beide Mo¨glichkeiten vorgestellt und außerdem wird
deutlich gemacht, wie man die zweite Variante analog auf Y (N) und Z˜(N) anwen-
den kann. Im zweiten Abschnitt steht dann die Dichte der Zufallsvariablen R aus
Abschnitt 3.3 im Mittelpunkt.
B.1 Berechnung der Wahrscheinlichkeitsmassen-
funktion zu Z(N)
Zuna¨chst einmal ist klar, daß der Wert N in jeder Rekordfolge vorkommt. Den Rest
dieser Folge kann man mit einer bestimmten Teilmenge von {1, . . . , N−1} mit Hilfe
einer bijektiven Abbildung identifizieren. Wir betrachten also die Potenzmenge
P({1, . . . , N − 1}),
deren Elemente gerade jeweils eine Rekordfolge darstellen. Hierbei steht die leere
Menge dafu¨r, daß sofort die Zahl N gefallen ist, also daß X
(N)
1 = N gilt. Die Menge
{1, 2, N − 1} symbolisiert zum Beispiel die Rekordfolge
(1, 2, N − 1, N).
Definiert man nun die Abbildungen ϕ : P({1, . . . , N − 1}) → {0, 1}N−1 und ψ :
{0, 1}N−1 → {0, . . . , 2N−1 − 1} durch
ϕ(A) := (δ1(A), . . . , δN−1(A))
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und
ψ((x1, . . . , xN−1)) :=
N−1∑
i=1
xi2
i−1,
so sind ϕ und ψ bijektiv, und man kann die Elemente von P({1, . . . , N − 1}),
also die mo¨glichen Rekordfolgen, durch ψ ◦ ϕ auf {0, . . . , 2N−1 − 1} abbilden. Je-
de Zahl zwischen 0 und 2N−1 − 1 stellt also eine Rekordfolge dar. Das Programm
reksum.c durchla¨uft nun genau diese 2N−1 Zahlen und berechnet die Summe und die
Wahrscheinlichkeit der zugeho¨rigen Rekordfolge und gibt diese aus. Dabei
”
durch-
sucht“ die Funktion summe zu einer Zahl zwischen 0 und 2N−1− 1 mit Hilfe von Bit-
Operatoren die zugeho¨rige Bina¨rdarstellung nach Stellen, in denen eine 1 vorkommt.
Die Nummern dieser Stellen werden schließlich zur Zahl N dazuaddiert und das Er-
gebnis, also die zu der eingegebenen Zahl geho¨rige Rekordsumme, ausgegeben. Die
Funktion wahrsch geht a¨hnlich vor und liefert zu jeder Zahl zwischen 0 und 2N−1−1
die Wahrscheinlichkeit p der zugeho¨rigen Rekordsumme. Dazu weist die Funktion
der Variablen p zuna¨chst den Wert 1
N
zu. Ist an der k-ten Stelle, k ∈ {1, . . . , N −1},
der Bina¨rdarstellung dieser Zahl eine 1, so entsteht der neue Wert von p durch Mul-
tiplikation des alten Wertes von p mit 1
N−k , da fu¨r den na¨chsten Rekord noch N − k
Mo¨glichkeiten bestehen. Es folgt nun das beschriebene Programm.
/* Programmname: reksum.c */
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#define n 10
unsigned int summe( unsigned int , int);
double wahrsch( unsigned int , int);
void main() /*Hauptprogramm */
{
unsigned int z;
unsigned int anzahl;
double gewahr[(int)((pow(n,2)-n)/2)+1];
int j;
z=0;
anzahl=((pow(n,2)-n)/2)+1;
for(j=0;j<=anzahl-1;j++) gewahr[j]=0;
for(z=0;z<=(pow(2,n-1)-1);z++) gewahr[summe(z,n)-n]+=wahrsch(z,n);
for(j=0;j<=anzahl-1;j++) printf(‘‘\t%i\t\t%.60lf\n’’,j+n,gewahr[j]);
}
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unsigned int summe(unsigned int zahl, int m)
{
unsigned int k=1;
unsigned int s=m;
while(zahl>0)
{
s+=((zahl&1)*k);
k++;
zahl=(zahl>>1);
}
return s;
}
double wahrsch(unsigned int zahl, int m)
{
unsigned int k=1;
double p;
p=((double)1/m);
while((zahl>0)&&(k<=m-1))
{
if((zahl&1)==1) p=p*((double) 1/(m-k));
k++;
zahl=(zahl>>1);
}
return p;
}
Man erkennt schnell, daß sich die Laufzeit dieses Programmes beim U¨bergang
von N auf N+1 stets verdoppelt. Es ist nun unser Ziel, diese Laufzeit zu reduzieren.
Dazu betrachten wir fu¨r
a(N, k, j) = P (Z(N) = k, Y (N) = j)
die Formel aus Satz 3.24. Es gilt
a(N, k, j) =
N − 1
N
a(N − 1, k − j, j) + 1
N
a(N − 1, k − j, j − 1).
Das C-Programm rekursiv.c berechnet mit Hilfe dieser Rekursionsformel die Werte
a(N, k, j) fu¨r N ∈ N, k ∈ {0, . . . , N(N+1)
2
} und j ∈ {0, . . . , N}, wobei den nicht
mo¨glichen Kombinationen von k und j der Wert 0 zugewiesen wird. Am Ende wird
dann fu¨r jedes k ∈ {N, . . . , N(N+1)
2
} der Wert P (Z(N) = k) mit Hilfe von
P (Z(N) = k) =
N∑
j=1
a(N, k, j)
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ausgegeben. Hier ist der Zeitaufwand schon erheblich reduziert, Schwierigkeiten
macht aber noch der grosse Speicherplatzbedarf fu¨r die notwendige
(
N(N+1)
2
+ 1
)
×
(N+1)-Matrix. Man erkennt jedoch, daß die Werte P (Z(N) = k) fu¨r große k nahezu
bei Null liegen und man sich deshalb auf kleinere k und aus diesem Grund auch auf
Matrizen mit weniger Eintra¨gen beschra¨nken kann.
/* Programmname: rekursiv.c */
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#define N 30
int i,j,n;
double W;
double a[(N*(N+1)/2)+1][N+1];
double b[(N*(N+1)/2)+1][N+1];
void main()
{
int c=N*(N+1)/2;
a[0][0]=1;
for(i=1; i<=N; i=i+1)
{
for(j=1; j<=c; j=j+1) a[j][i]=0;
}
for(i=1; i<=N; i=i+1) a[0][i]=0;
for(j=1; j<=c; j=j+1) a[j][0]=0;
for(n=1; n<=N; n=n+1)
{
for(j=0; j<=c; j=j+1) b[j][0]=0;
for(i=1; i<=N; i=i+1)
{
for(j=0; j<=c; j=j+1)
{
b[j][i]=0;
if(j-i>=0) b[j][i]+=(a[j-i][i-1]/n)+(n-1)*a[j-i][i]/n;
}
}
for(i=0;i<=N;i=i+1)
{
for(j=0; j<=c; j=j+1) a[j][i]=b[j][i];
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}
}
for(j=N; j<=(N*(N+1)/2); j=j+1)
{
W=0;
for(i=1; i<=N; i=i+1) W+=a[j][i];
printf(‘‘\n%i\t%.60lf\n’’, j, W);
}
}
Will man nun die Wahrscheinlichkeiten zu den mo¨glichen Werten von Y (N) und
Z˜(N) berechnen, so kann man das analog zur Vorgehensweise in rekursiv.c mit
Hilfe der Formeln aus Satz 3.25 und 3.26 tun. Ist nicht die Wahrscheinlichkeits-
massenfunktion, sondern die Verteilungsfunktion zu Z(N) gefragt, so erha¨lt man ein
passendes C-Programm aus rekursiv.c, indem die Variable W nach der Berech-
nung von P (Z(N) = j) fu¨r j = N, . . . , N(N+1)
2
nicht wieder auf Null gesetzt wird,
sondern den aktuellen Wert beha¨lt. Bei den Zufallsvariablen Y (N) und Z˜(N) verfa¨hrt
man genauso.
B.2 Na¨herungsweise Berechnung der Dichte zu R
Wie angeku¨ndigt folgt nun ein C-Programm zur na¨herungsweisen Berechnung der
Dichte fR der Zufallsvariablen R, deren Verteilung in der Versicherungsmathema-
tik mit
”
Perpetuity“ bezeichnet wird und die in Abschnitt 3.3 vorkommt. Das C-
Programm perpdichte.c liefert Na¨herungen von fR in NX = 1001 a¨quidistanten
Punkten in dem Intervall [1, RIGHT] mit RIGHT = 8.0. Dazu wird mit Hilfe der Glei-
chung
P (1 + U1 + U1U2 + . . .+ U1U2 · . . . · Un ≤ x)
= P (U1(1 + U2 + . . .+ U2 · . . . · Un) ≤ x− 1)
=
∫ 1
0
P
(
1 + U1 + . . .+ U1 · . . . · Un−1 ≤ x− 1
u
)
du
fu¨r n ∈ N die Wahrscheinlichkeit
P
(
R ≤ 1 + i(RIGHT− 1)
NX
)
≈ P
(
1 + U1 + . . .+ U1U2 · . . . · UNITER ≤ 1 +
i(RIGHT− 1)
NX
)
in NITER = 100 Iterationsschritten fu¨r i = 0, . . . , NX na¨herungsweise bestimmt. Hier-
bei werden die vorkommenden Integrale durch eine Trapezsumme mit NINT+1 =
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5001 a¨quidistanten Stu¨tzstellen approximiert, also∫ 1
0
P
(
1 + U1 + . . .+ U1 · . . . · Un ≤ x− 1
u
)
du
≈ 0.5
NINT
NINT−1∑
j=0
(
P
(
1 + U1 + . . .+ U1 · . . . · Un ≤ x− 1
j
NINT
)
+ P
(
1 + U1 + . . .+ U1 · . . . · Un ≤ x− 1
j + 1
NINT
))
fu¨r x ∈ [1, RIGHT ] und n ∈ N. (Dabei wird in folgendem C-Programm fu¨r alle n ∈ N
P (1 + U1 + . . . + U1 · . . . · Un ≤ y) = 1 fu¨r y > RIGHT und P (1 + U1 + . . . + U1 ·
. . . · Un ≤ y) = 0 fu¨r y < 1 gesetzt.) Schließlich ergibt sich eine Na¨herung von fR in
x = 1 + i(RIGHT −1)NX fu¨r i = 0, . . . , NX− 1 durch
P
(
1 + U1 + . . .+ U1U2 · . . . · UNITER ≤ 1 + (i+1)(RIGHT−1)NX
)
RIGHT−1
NX
−
P
(
1 + U1 + . . .+ U1U2 · . . . · UNITER ≤ 1 + i(RIGHT−1)NX
)
RIGHT−1
NX
.
Es folgt der Programmtext zu perpdichte.c.
/* name: perpdichte.c */
#include <stdio.h>
#include <math.h>
#include <stdlib.h>
#define NX 1001
#define RIGHT 8.0
#define NINT 5000
#define NITER 100
double *fold, *fnew;
int main(int argc, char *argv[])
{
int nx = NX, nint = NINT, niter = NITER, i, j, iter = 0, ind;
double right = RIGHT, hx, hint, sum, t, dev, x, temp;
hx = (right - 1.0) / ((double) nx);
hint = 1.0 / ((double) nint);
fold = (double *) calloc(nx + 1, sizeof(double));
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fnew = (double *) calloc(nx + 1, sizeof(double));
if ((fold == 0) || (fnew == 0))
{
fprintf(stderr, ‘‘\n Not enough memory.\n’’);
exit(1);
}
for (i = 0; i <= nx; ++i) fold[i] = 1.0;
for (iter = 0; iter < niter; ++iter)
{
for (i = 0; i <= nx; ++i)
{
sum = 0.5;
for (j = 1; j < nint; ++j)
{
ind = (int) floor(((double) i) / ((double) j) * nint
- 1.0 / hx);
if (ind > nx) sum += 1.0;
else
if (ind >= 0) sum += fold[ind];
}
ind = (int) floor((double) i - 1.0 / hx);
if (ind > nx) sum += 0.5;
else
if (ind >= 0) sum += 0.5 * fold[ind];
fnew[i] = hint * sum;
}
dev = 0;
for (i = 0; i <= nx; ++i)
{
temp = fabs(fnew[i] - fold[i]);
if (dev < temp) dev = temp;
}
for (i = 0; i <= nx; ++i) fold[i] = fnew[i];
fprintf(stderr,‘‘\n current iteration: %d,
deviation: %12.9lf’’, iter, dev);
}
fprintf(stderr,‘‘\n\n’’);
printf(‘‘# results produced by program perpdichte.c\n’’);
printf(‘‘# with parameters nx = %d, right = %lf\n’’, nx, right);
printf(‘‘# number of iterations: %d\n’’, niter);
printf(‘‘# List: t, d/dt(prob(perp(unif(0,1)) <= t)) \n#’’);
for (i = 0; i <= nx-1; ++i)
{
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t = 1.0 + ((double) i) * hx;
printf(‘‘\n %8.3lf %12.5lf’’, t, (fnew[i+1]-fnew[i])/hx);
}
}
In Abschnitt 3.3 wird allerdings nicht die Dichte zu R selbst, sondern die Dichte
fW zu W = R − 2 beno¨tigt. Die Na¨herungen der Werte von fW erha¨lt man aus
perpdichte.c mit Hilfe der Formel
fW (x) = fR(x+ 2)
fu¨r x > −1.
108
Literaturverzeichnis
[A] G.Alsmeyer, Erneuerungstheorie, B.G.Teubner Stuttgart 1991
[ABN] B.C.Arnold, N.Balakrishnan, H.N.Nagaraja, Records, John Wiley & Sons
1998
[Ba1] H.Bauer, Wahrscheinlichkeitstheorie, 4.Auflage, de Gruyter 1991
[Ba2] H.Bauer, Maß- und Integrationstheorie, 2.Auflage, de Gruyter 1992
[BC] F.T.Bruss, C.O’Cinneide, On the Maximum and its Uniqueness for Geometric
Random Samples, J. Appl. Prob. 27, S.598-S.610 (1990)
[BGN] A.W.Burks, H.H.Goldstine, J.von Neumann, Preliminary Discussion of the
Logical Design of an Electronic Computing Instrument, Second Edition, John
von Neumann Collected Works, Volume V, S.34-S.79, Pergamon Press 1963
[Bi1] P.Billingsley, Convergence of Probability Measures, John Wiley & Sons 1968
[Bi2] P.Billingsley, Probability and Measure, Third Edition, John Wiley & Sons 1995
[Cl] V.Claus, Die mittlere Additionsdauer eines Paralleladdierwerks, Acta Informa-
tica 2, S.283-S.291 (1973)
[Co] D.R.Cox, Erneuerungstheorie, R.Oldenbourg Verlag 1966
[CSS] S.Cambanis, G.Simons, W.Stout, Inequalities for Ek(X, Y ) when the Mar-
ginals are Fixed, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 36, no.4,
S.285-S.294 (1976)
[ETV] R.Engelen, P.Tommassen, W.Vervaat, Ignatov’s Theorem: A New and Short
Proof, Journal of Applied Probability, Special Volume 25A, S.229-S.236 (1988)
[Fe1] W.Feller, An Introduction to Probability Theory and Its Applications, Volume
I, Third Edition, John Wiley & Sons 1968
[Fe2] W.Feller, An Introduction to Probability Theory and Its Applications, Volume
II, Second Corrected Printing, John Wiley & Sons 1966
109
[Ga] J.Galambos, The Asymptotic Theory of Extreme Order Statistics, Second Edi-
tion, Robert E. Krieger Publishing Company 1987
[GG] C.M.Goldie, R.Gru¨bel, Perpetuities with Thin Tails, Adv. Appl. Prob. 28,
S.463-S.480 (1996)
[GR1] I.S.Gradstein, I.M.Ryshik, Tables of Series, Products and Integrals, Volume
1, 1.Auflage, Verlag Harri Deutsch 1981
[GR2] I.S.Gradstein, I.M.Ryshik, Tables of Series, Products and Integrals, Volume
2, 1.Auflage, Verlag Harri Deutsch 1981
[GSW] L.Gordon, M.F.Schilling, M.S.Waterman, An Extreme Value Theory for
Long Head Runs, Probab. Th. Rel. Fields 72, S.279-S.287 (1986)
[H] H.Heuser, Lehrbuch der Analysis, Teil 1, 7.Auflage, B.G Teubner Stuttgart 1990
[JK] N.L. Johnson, S.Kotz, Continuous Univariate Distributions-1, Houghton Miff-
lin Company 1970
[K] D.E.Knuth, The Average Time for Carry Propagation, Nederl. Akad. Wetensch.
Indag. Math. 40, no.2, S.238-S.242 (1978)
[KS] D.Ko¨nig, V.Schmidt, Zufa¨llige Punktprozesse, B.G. Teubner Stuttgart 1992
[P] D.Pollard, Convergence of Stochastic Processes, Springer-Verlag 1984
[R] U.Ro¨sler, A Limit Theorem for “Quicksort“, Informatique the´orique et Appli-
cations 25, no.1, S.85-S.100 (1991)
[Re] A.Reimers, Rekordexkursionen der Brownschen Bewegung, Diplomarbeit, Uni-
versita¨t Hannover (1996)
[Scha] G.Schay, How to Add Fast - on Average, Amer. Math. Monthly 102, no.8,
S.725-S.730 (1995)
[Sche] C.L.Scheffer, The rank of the present excursion, Stochastic Processes and
their Applications 55 (1995)
110
Danksagung
An dieser Stelle mo¨chte ich mich bei Herrn Prof. Dr. Rudolf Gru¨bel fu¨r sein Interesse
an dieser Arbeit und die große Unterstu¨tzung bedanken.
Auch allen anderen Mitgliedern des Instituts fu¨r Mathematische Stochastik, be-
sonders Herrn Prof. Dr. Ludwig Baringhaus, sei auf diesem Wege fu¨r die sehr ange-
nehme Arbeitsatmospha¨re gedankt.
Außerdem gilt mein Dank den Herren Dr. Christian Alpert, Dipl.-Math. Boris
Buchmann und Dipl.-Math. Bernd Buchwald, die das Manuskript sehr aufmerksam
gelesen haben.
Schließlich mo¨chte ich mich bei Herrn Prof. Dr. Gerold Alsmeyer fu¨r die U¨ber-
nahme des Korreferates bedanken.
Lebenslauf
Perso¨nliche Daten
Name Reimers
Vorname Anke
Geburtstag 30. Dezember 1971
Geburtsort Hannover
Familienstand ledig
Staatsangeho¨rigkeit deutsch
Schulbildung
1978-1982 Besuch der Grundschule in Hannover
1982-1984 Besuch der Orientierungsstufe in Hannover
1984-1991 Besuch des Gymnasiums in Hannover,
Abitur am 15.06.1991
Praktika
29.07.1991-06.09.1991 bei der dvg in Hannover
01.08.1995-15.09.1995 bei der LBS in Hannover
Studium
14.10.1991-13.12.1996 Diplomstudiengang Mathematik mit dem Nebenfach
Betriebswirtschaftslehre an der Universita¨t Hannover
07.10.1993 Diplom-Vorpru¨fung an der Universita¨t Hannover
13.12.1996 Diplom-Hauptpru¨fung an der Universita¨t Hannover
Hochschulta¨tigkeit
15.10.1993-15.02.1994 Ta¨tigkeit als studentische Hilfskraft am Institut fu¨r
01.04.1994-31.07.1994 Angewandte Mathematik an der Universita¨t Hannover
01.10.1994-31.07.1996
01.10.1996-31.12.1996 Ta¨tigkeit als studentische Hilfskraft am Institut fu¨r
Mathematische Stochastik an der Universita¨t Hannover
01.01.1997-31.01.1997 Ta¨tigkeit als wissenschaftliche Hilfskraft am Institut fu¨r
Mathematische Stochastik an der Universita¨t Hannover
seit 01.02.1997 Ta¨tigkeit als wissenschaftliche Mitarbeiterin am
Institut fu¨r Mathematische Stochastik an der
Universita¨t Hannover
