Weak orderability of topological spaces  by Gutev, Valentin & Nogura, Tsugunori
Topology and its Applications 157 (2010) 1249–1274Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
Weak orderability of topological spaces
Valentin Gutev a,1, Tsugunori Nogura b,∗,2
a School of Mathematical Sciences, University of KwaZulu-Natal, Westville Campus, Private Bag X54001, Durban 4000, South Africa
b Department of Mathematics, Faculty of Science, Ehime University, Matsuyama, 790-8577 Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 10 April 2009
Received in revised form 22 June 2009
Accepted 3 July 2009
MSC:
54B20
54C65
54F05
Keywords:
Vietoris hyperspace
Weak selection
Weakly orderable space
In 1951 Ernest Michael wrote a deﬁnitive seminal article on hyperspaces [E. Michael,
Topologies on spaces of subsets, Trans. Amer. Math. Soc. 71 (1951) 152–182] raising a
general question that became known as Michael’s selection problem for hyperspaces. The
present paper contains a detailed discussion on particular aspects of this problem, also
some further open questions.
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1. The selection problem for hyperspaces
The Vietoris hyperspace. For a T1-space X , let F (X) be the set of all nonempty closed subsets of X . One of the best known
topologies on F (X) is the Vietoris one τV , and we usually refer to (F (X), τV ) as the Vietoris hyperspace of X . Recall that a
base for τV is given by all collections of the form
〈V 〉 =
{
S ∈F (X): S ⊂
⋃
V and S ∩ V = ∅, whenever V ∈V
}
,
where V runs over the ﬁnite families of open subsets of X . If V = {V1, . . . , Vk} for some open subsets V1, . . . , Vk ⊂ X , we
often write 〈V 〉 = 〈V1, . . . , Vk〉 rather than 〈V 〉 = 〈{V1, . . . , Vk}〉.
Let us make the explicit agreement that when T is a given topology on X and the clarity seems to demand it, the
preﬁx “T -” will be broadly used to express concepts related to T . For instance, T -open sets for the members of T ;
T -closed sets; etc. In this regard, we will also write τV (T ) for the Vietoris topology on the nonempty T -closed subsets
of X generated by a topology T on X .
Michael’s selection problem. Suppose that Φ : Y →F (X) is a map, usually called a set-valued mapping, or a multimap, and,
sometimes, a multifunction. Once F (X) has been topologized, Φ becomes a usual map between topological spaces, and it
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general question:
Question 1. ([23, Question 6.1]) Given Φ : Y →F (X), when is it possible to ﬁnd a continuous map f : Y → X such that
f (y) ∈ Φ(y) for all y ∈ Y (i.e., a selection for Φ)?
As he wrote in his paper [23], a suﬃcient condition that this be possible is that both the following hold: Φ is continuous,
and there exists a “selection” from F (X) to X . The problem is thus reduced to two simpler ones, the second of which is
concerned only with the space X and has nothing to do with the space Y or the multifunction Φ . This second problem is
now known as the Selection Problem for Hyperspaces.
Selections and hyperspaces. In the sequel, all spaces are assumed to be inﬁnite and Hausdorff if not suggested otherwise,
while any subset D ⊂F (X) will carry the relative Vietoris topology τV as a subspace of the hyperspace (F (X), τV ). A map
f :D → X is a selection for D if f (S) ∈ S for every S ∈D . A selection f :D → X is continuous if it is continuous with
respect to the relative Vietoris topology τV on D . Sometimes, for reasons of convenience, we will also say that f is Vietoris
continuous, or τV -continuous, to emphasize that f is continuous with respect to the topology τV .
Related to selections, we will use the following special subsets of F (X):
Fn(X) =
{
S ⊂ X: 1 |S| n} and
[X]n = {S ⊂ X: |S| = n}, n 1.
We may identify X with the set [X]1 =F1(X) and, in fact, X is homeomorphic to the space (F1(X), τV ). The latter means
that the Vietoris topology is admissible in sense of [23].
Orderable-like spaces. A space X is orderable (or, linearly orderable) if the topology of X coincides with the open interval
topology T on X generated by a linear ordering  on X . In this case, the order  on X is called compatible for the
topology of X , or, merely, a compatible order for X . Recall that all -open intervals
(←, x) = {y ∈ X: y ≺ x} and
(x,→) = {y ∈ X: x ≺ y}, x ∈ X,
constitute a subbase for T . In the sequel, the term “orderable” will be explicitly reserved for orderable topological spaces.
Subspaces of orderable spaces are not necessarily orderable, they are called suborderable (or, generalized ordered). Here
is another way how to deﬁne them. A subset B of a linearly ordered set (X,) is -convex, or merely convex, if {x ∈ X:
y  x z} ⊂ B for every y, z ∈ B , with y  z. Now, a space (X,T ) is suborderable if and only if there exists a linear order 
on X (called compatible for X ) such that the corresponding open interval topology T is coarser than T (i.e., T ⊂T ),
and T has a base of -convex sets.
A space (X,T ) is weakly orderable (also called “Eilenberg orderable”) if it admits a coarser open interval topol-
ogy T for some linear ordering  on X (called compatible for X ). However, T ⊂ T if and only if the identity map
idX : (X,T ) → (X,T) is continuous. Hence, a space X is weakly orderable if and only if there exist an orderable space Y
and a continuous injective map h : X → Y . Since a subbase for T is given by all -open intervals (←, x) and (x,→) ,
x ∈ X , the inclusion T ⊂T is also equivalent to the statement that (←, x), (x,→) ∈T for every x ∈ X .
Van Mill and Wattel’s problem. Every selection f :F2(X) → X generates a natural order-like relation  f on X [23, Deﬁni-
tion 7.1] deﬁned for x, y ∈ X by x f y if and only if f ({x, y}) = x. For convenience, we write x ≺ f y provided x f y and
x = y.
The relation  f is very similar to a linear order on X in that it is both total and anti-symmetric, but, unfortunately, it
may fail to be transitive. However, if f is also continuous, then all “ f -open” intervals {y ∈ X: y ≺ f x} and {y ∈ X: x ≺ f y},
x ∈ X , are open in X . Thus, in 1981 Jan van Mill and Evert Wattel raised the following general conjecture.
Question 2. (van Mill and Wattel [24]) Let X be a space which has a continuous selection for F2(X). Then, is it true that
X is weakly orderable?
In view of this possible relationship, a selection f for F2(X) is often called a weak selection for X .
Recently, Michael Hrušák and Iván Martínez-Ruiz answered Question 2 in the negative by constructing a separable, ﬁrst
countable and locally compact space which admits a continuous weak selection but is not weakly orderable [21]. On the
other hand, this question was resolved in the aﬃrmative in a number of situations. Some of these results were previously
discussed by the authors in [16], for other recent positive solutions the interested reader is refer to [10,11]. The purpose of
this paper is to discuss different aspects of Question 2.
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Binary relations. Given a set X , a subset E ⊂ X2 is usually called a binary relation, or merely a relation on X . For a relation E
on X , we write xE y to express that 〈x, y〉 ∈ E . The inverse relation E−1 of E is the relation on X deﬁned by xE−1 y if and
only if yE x.
Any relation E on X has a natural extension to a relation on the subsets of X , denoted again by E , and deﬁned for
B,C ⊂ X by BE C if and only if B × C ⊂ E . That is, BE C if and only if yE z for every y ∈ B and z ∈ C . In this regard, for a
point x ∈ X , we will write xE C rather than {x}E C , etc., which may simplify some of our notation.
Selection relations. A relation E on X is called a selection relation [15] if E is total and anti-symmetric. In these terms,
a selection relation is a linear order if and only if it is transitive. The order-like relation  f associated to a weak selection f
for X is a selection relation on X . The converse is also true. Namely, every selection relation E ⊂ X2 deﬁnes a weak
selection fE for X by letting that fE ({x, y}) = x if and only if xE y. Thus, the weak selections for X are exactly the
selection relations on X . In the sequel, we will often write s for a selection relation on X . Also, for points x, y ∈ X , we
will write x≺s y to express that xs y and x = y.
Relation intervals. To deal with selection relations, it is sometimes more convenient to work with “intervals” generated by
them, just as in the case of linear orders. So, for a selection relation s on X and x ∈ X , we let
(←, x]s = {y ∈ X: y s x} and [x,→)s = {y ∈ X: xs y},
and will refer to these sets as s-closed intervals. In the same way, we consider the corresponding s-open intervals:
(←, x)s = {y ∈ X: y ≺s x} and
(x,→)s = {y ∈ X: x≺s y}, x ∈ X .
Finally, for points x, y ∈ X , we consider also the following composite intervals:
(x, y)s = (x,→)s ∩ (←, y)s ,
[x, y]s = [x,→)s ∩ (←, y]s ,
(x, y]s = (x,→)s ∩ (←, y]s and
[x, y)s = [x,→)s ∩ (←, y)s .
Since a selection relation s is not necessarily transitive, both intervals (x, y)s and (y, x)s could be nonempty, similarly
for [x, y]s and [y, x]s , etc.
Interval-like topologies. Given a selection relation s on X , the family
Ss =
{
(←, x)s , (x,→)s : x ∈ X
}
is a subbase for a natural “s-open” interval topology Ts on X , called a selection topology [13]. In fact, Ts is the usual
open interval topology provided s is a linear order on X .
In order to describe a base for Ts , we shall say that a point x ∈ X is the s-maximal (respectively, s-minimal) element
of X if y s x (respectively, xs y) for every y ∈ X . Any other point of X will be called s-cut (see, [19]). That is, x ∈ X is
s-cut if (←, x)s = ∅ = (x,→)s or, in other words, if there are points a,b ∈ X such that x ∈ (a,b)s .
Suppose that x ∈ U for some U ∈Ts . Then, by deﬁnition, there exists a nonempty ﬁnite subset F ⊂Ss such that
x ∈⋂F ⊂ U . If x is the s-maximal element of X , then x /∈ (←, y)s for every y ∈ X , so F ⊂ {(y,→)s : y ∈ X}. Hence,
F = {y ∈ X: (y,→)s ∈F } is a nonempty ﬁnite subset of X such that
x ∈ (F ,→)s = {z ∈ X: F ≺s z} =
⋂{
(y,→)s : y ∈ F
}=
⋂
F ⊂ U .
In the same way, if x is the s-minimal element of X , then there exists a nonempty ﬁnite subset F ⊂ X such that
x ∈ (←, F )s = {z ∈ X: z ≺s F } =
⋂{
(←, y)s : y ∈ F
}⊂ U .
The remaining case of s-cut points is described in the proposition below. In this proposition and in the sequel, for
nonempty subsets A, B ⊂ X , let
(A, B)s = {z ∈ X: A ≺s z ≺s B} =
⋂{
(a,b)s : 〈a,b〉 ∈ A × B
}
. (2.1)
Proposition 2.1. ([19]) Lets be a selection relation on X, U ∈Ts and x ∈ X be as-cut point of X . Then, x ∈ U if and only if there
are nonempty ﬁnite subsets A, B ⊂ X, with x ∈ (A, B)s ⊂ U . In particular, these A and B must be disjoint.
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⋂
F ⊂ U . On the
other hand, x ∈ (a,b)s for some a,b ∈ X because it is a s-cut point. Then, A = A0 ∪ {a} and B = B0 ∪ {b} are as required,
where
A0 =
{
y ∈ X: (y,→)s ∈F
}
and
B0 =
{
z ∈ X: (←, z)s ∈F
}
.
Also, A ∩ B = ∅ because (A, B)s = ∅ while (z, z)s = ∅ for all z ∈ X . 
Theorem 2.2. ([15]) Let s be a selection relation on a set X. Then, the selection topologyTs is regular.
Theorem 2.2 is an immediate consequence of the deﬁnition of Ts and the following lemma. In this lemma, cls (B) de-
notes the Ts -closure of a subset B ⊂ X .
Lemma 2.3. ([15]) Let s be a selection relation on a set X and x, y ∈ X be such that x≺s y. Then, there is U ∈Ts such that
x ∈ U and cls
(
U ∩ (←, y)s
)⊂ (←, y)s .
In particular, y ∈ V = X \ cls (U ∩ (←, y)s ) and cls (V ∩ (x,→)s ) ⊂ (x,→)s .
Proof. In case (x, y)s = ∅, set U = (←, z)s for some z ∈ (x, y)s . Then, x ∈ U ∈Ts . Since (←, z]s and (←, y]s are
Ts -closed and y /∈ (←, z]s , we get that
cls
(
U ∩ (←, y)s
)⊂ (←, z]s ∩ (←, y]s ⊂ (←, y)s .
If (x, y)s = ∅, then z s x for every z ≺s y. That is, (←, y)s ⊂ (←, x]s and, therefore, (←, x]s = (←, x)s ∪
(←, y)s ∈ Ts . Hence, (←, x]s is a Ts -clopen set which contains x and doesn’t contain y, and we can now take
U = (←, x]s . 
Closed linear orders. Following [4], for a space X let Λ : X2 → X2 be the map deﬁned by
Λ(x, y) = 〈y, x〉, 〈x, y〉 ∈ X2. (2.2)
By the deﬁnition of the Tychonoff product topology, Λ is a homeomorphism.
We shall say that a binary relation E on a space X is closed (respectively, open) if E ⊂ X2 is closed (respectively, open).
The following simple observation relates open and closed selection relations.
Proposition 2.4. A selection relation s on a space X is closed if and only if the relation ≺s is open. In particular, s is closed if and
only if for every x, y ∈ X, with x≺s y, there are open sets U , V ⊂ X such that x ∈ U , y ∈ V and U ≺s V .
Proof. We have that ≺s = X2 \ (s)−1, where (s)−1 is the inverse relation. The proof now follows from that fact that the
map Λ : X2 → X2, deﬁned as in (2.2), is a homeomorphism such that Λ(s) = (s)−1. 
The following theorem is crucial to examine the difference between the existence of continuous weak selections and
weak orderability, in particular to translate the latter property only in terms of closed relations. The equivalence of (b), (c)
and (d) in this theorem is due to Eilenberg [4].
Theorem 2.5. ([4]) For a space (X,T ) and a linear order  on X, the following are equivalent:
(a) The linear order  isT -closed.
(b) If x, y ∈ X and x ≺ y, then there areT -open sets U , V ⊂ X such that x ∈ U , y ∈ V and U ≺ V .
(c) If x, y ∈ X and x ≺ y, then there areT -open sets U , V ⊂ X such that x ∈ U , y ∈ V , x ≺ V and U ≺ y.
(d) T ⊂T .
Proof. The implication (a) ⇒ (b) follows by Proposition 2.4, while (b) ⇒ (c) is obvious. Suppose that (c) holds, and take a
point x ∈ X . Whenever y ∈ (x,→) , by (c), there exists a T -open set V ⊂ X such that y ∈ V and x ≺ z for every z ∈ V .
Consequently, V ⊂ (x,→) which implies that (x,→) ∈ T . In the same way, (←, x) ∈ T . That is, T ⊂ T which
is (d).
To show ﬁnally that (d) ⇒ (a), suppose that T ⊂T , and take points x, y ∈ X such that x ≺ y. In case (x, y) = ∅, set
U = (←, z) and V = (z,→) for some z ∈ (x, y) . If (x, y) = ∅, then set U = (←, y) and V = (x,→) . Thus, in both
cases, x ∈ U ∈T ⊂T , y ∈ V ∈T ⊂T and U ≺ V . According to Proposition 2.4, the linear order  is T -closed. 
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f ({x}) = x, x ∈ X . In fact, while the selection relation  f corresponds to a selection f for F2(X), the relation ≺ f corre-
sponds simply to f  [X]2. On the other hand, if f is a selection for F2(X), then 〈V 〉 ∩F2(X) ⊂ f −1(V ) for every open
V ⊂ X . Hence, a selection f for F2(X) is continuous if and only if f  [X]2 is continuous. Thus, the (continuous) weak
selections for X are precisely the (continuous) selections for [X]2. In view of that, we will often work with [X]2 rather
than F2(X), and will make no difference between the selections for [X]2 and those for F2(X).
As it was already emphasized, the selection relations on a set X are the weak selections for X expressed in terms of
order-like relations. The following theorem translates the continuity of weak selections in terms of closed relations, and
incorporates a criterion for continuity of weak selections, see [13, Theorem 3.1] and [11, Proposition 2.1].
Theorem 2.6. For a weak selection f for a space (X,T ), the following are equivalent:
(a) The selection relation  f isT -closed.
(b) If x, y ∈ X and x ≺ f y, then there areT -open sets U , V ⊂ X such that x ∈ U , y ∈ V and U ≺ f V .
(c) f is τV (T )-continuous.
Proof. The implication (a) ⇒ (b) follows by Proposition 2.4. In order to show that (b) ⇒ (c), take distinct points x, y ∈ X ,
say x ≺ f y. Then, by (b), there are T -open sets U , V ⊂ X such that x ∈ U , y ∈ V and U ≺ f V . Hence, f (〈U ∩ W , V 〉) ⊂ W
for every T -open set W ⊂ X containing x. So, f is τV (T )-continuous at {x, y}.
To show ﬁnally that (c) ⇒ (a), take points x, y ∈ X such that x ≺ f y. Since x = y, there are disjoint T -open sets
Wx,Wy ⊂ X , with x ∈ Wx and y ∈ Wy . Since f is τV (T )-continuous and f ({x, y}) = x ∈ Wx , there are also T -open sets
U , V ⊂ X such that x ∈ U ⊂ Wx , y ∈ V ⊂ Wy and f (〈U , V 〉) ⊂ Wx . Then, we have that f ({s, t}) = s (i.e., s ≺ f t) for every
s ∈ U and t ∈ V . That is, U ≺ f V and, by Proposition 2.4, the selection relation  f is T -closed. 
According to Theorems 2.5 and 2.6, we have the following immediate consequence, see [23, Lemma 7.5.1].
Corollary 2.7. ([23]) If X is a weakly orderable space with respect to a linear order , then X has a continuous weak selection f such
that  f =.
By Theorem 2.6, we get also the following consequence.
Corollary 2.8. ([13]) If f is a continuous weak selection for a space (X,T ), then f is also continuous with respect to any topology
on X which is ﬁner thanT .
3. Isbell–Mrówka spaces and weak selections
Isbell–Mrówka spaces. Let X be an inﬁnite countable set, and let
[X]<ω =
⋃{[X]n: 1 n < ω} and
[X]ω = {S ⊂ X: |S| = ω}.
A family A ⊂ [X]ω is called almost disjoint if A ∩ B is ﬁnite for every two distinct elements A, B ∈A . An almost disjoint
family A ⊂ [X]ω is called maximal (brieﬂy, MAD) if it is maximal with respect to this property, i.e. if for every B ∈ [X]ω \A
there exists A ∈ A such that A ∩ B is inﬁnite. The Isbell–Mrówka space Ψ (A ) generated by an almost disjoint family
A ⊂ [X]ω is usually deﬁned as follows: Ψ (A ) = A ∪ X ; each element of X is isolated in Ψ (A ); and each element
A ∈A has a neighbourhood base of the form {A} ∪ (A \ F ), where F runs over the ﬁnite subsets of X . According to this
deﬁnition, Ψ (A ) is always a ﬁrst countable locally compact space. Since A ⊂ Ψ (A ) is a closed discrete subset, Ψ (A ) is
not countably compact when A is inﬁnite. Finally, it is well known that Ψ (A ) is pseudocompact if and only if A is
MAD [27] (see, also, [28]).
Answering a question of T. Nogura (who asked if Ψ (A ) has a continuous weak selection for some (any) MAD family
A ⊂ [X]ω , see [22]), Hrušák, Szeptycki and Tomita proved that Ψ (A ) has no continuous weak selection for any MAD
family A ⊂ [X]ω [22]. This fact follows also from a more general result obtained by Artico, Marconi, Pelant, Rotter and
Tkachenko [1].
In what follows, we are going to examine weak selections for almost disjoint families A ⊂ [X]ω which give rise to
continuous weak selections for Ψ (A ). In particular, we are going to examine the counterexample in [21] of van Mill and
Wattel’s weak orderability problem (Question 2).
Extension of continuous weak selections. Suppose that A ⊂ [X]ω is an almost disjoint family. Identifying X with the single-
tons of X , i.e. X = [X]1, we get that a subset U ⊂ Ψ (A ) =A ∪ [X]1 is open if and only if for every α ∈ U there exists a
ﬁnite subset F ⊂ X such that ∅ = α \ F ⊂ U .
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subsets of a set X . Here is an example that will be important for continuity of weak selections for Isbell–Mrówka spaces.
Let s be a selection relation on a set X . A family M of subsets of X is s-decisive [18] (see, also, [12]) if it consists
of nonempty subsets of X and C ≺s D or D ≺s C for every two distinct members C, D ∈M . Now, we shall say that a
family M of nonempty subsets of X is almost s-decisive if for every two distinct elements P , Q ∈M there are ﬁnite
subsets F P , F Q ⊂ X such that P \ F P = ∅ = Q \ F Q and P \ F P ≺s Q \ F Q or Q \ F Q ≺s P \ F P . The following property was
stated by Michael Hrušák and Iván Martínez-Ruiz [21, Lemma 2.1] in slightly different terms.
Proposition 3.1. ([21]) Let X be an inﬁnite countable set, andA ⊂ [X]ω be an almost disjoint family. Then, a weak selection ϕ for X
can be extended to a continuous weak selection for Ψ (A ) if and only if the family Ψ (A ) =A ∪ [X]1 is almost ϕ-decisive.
Proof. Let ψ be a continuous weak selection for Ψ (A ), and let ϕ = ψ  [X]2. Take distinct elements α,β ∈ Ψ (A ), say
α ≺ψ β . Since ψ is continuous, according to Theorem 2.6, there are open subsets U , V ⊂ Ψ (A ) such that α ∈ U , β ∈ V
and U ≺ψ V . According to the deﬁnition of the topology of Ψ (A ), there now exist ﬁnite subsets Fα, Fβ ⊂ X such that
∅ = α \ Fα ⊂ U and ∅ = β \ Fβ ⊂ V . Since ϕ = ψ  [X]2, we have that α \ Fα ≺ϕ β \ Fβ . So, Ψ (A ) is almost ϕ-decisive.
To show the converse, suppose that Ψ (A ) is almost ϕ-decisive for some weak selection ϕ for X . Next, extend ϕ to a
weak selection ψ for Ψ (A ) in the following manner. If α,β ∈ Ψ (A ) are distinct elements, then, by hypothesis, there are
ﬁnite subsets Fα, Fβ ⊂ X such that α \ Fα = ∅ = β \ Fβ and α \ Fα ≺ϕ β \ Fβ or β \ Fβ ≺ϕ α \ Fα . Now, set α ≺ψ β if and
only if α \ Fα ≺ϕ β \ Fβ . The selection ψ is well-deﬁned, and, by Theorem 2.6, it is continuous. 
The Cantor tree and its branch set. A partially ordered set (T ,) is a tree if the set {s ∈ T : s ≺ t} is well-ordered for every
t ∈ T . A chain π in a tree (T ,) is a subset π ⊂ T which is linearly ordered by . A maximal chain π in T is called a
branch in T , and we denoted by B(T ) the set of all branches in T .
Here, we will be mainly interested in the following realization of the Cantor set as a branch set. Namely, let S be a set
which has at least 2 distinct elements, SN be the set of all maps t : N → S , and let
S<ω =
⋃{
Sn: n < ω
}
.
Whenever t ∈ S<ω , let Dom(t) be the domain of t . Consider the partial order  on S<ω deﬁned for s, t ∈ S<ω by s  t if
and only if
Dom(s) ⊂ Dom(t) and t  Dom(s) = s.
Then, (S<ω,) is a tree such that its branch setB(S<ω) is identical with Sω . Namely, each branch β ∈B(S<ω) of (S<ω,)
can be identiﬁed with the element β∗ ∈ Sω for which β = {β∗  n: n < ω}. This correspondence is bijective, hence we will
tacitly assume that B(S<ω) = Sω . In particular, B(2<ω) = 2ω and, in the sequel, we will refer to the tree (2<ω,) as the
Cantor tree.
Selections for the Cantor tree. The partial order  on the Cantor tree 2<ω can be extended to a selection relation σ on 2<ω
in the following way. For -incomparable elements s, t ∈ 2<ω , deﬁne
s  t = min{k ∈ Dom(s) ∩ Dom(t): s(k) = t(k)}.
Then, let s ≺σ t if and only if s(s  t) < t(s  t) or, in other words, if s(s  t) = 0.
Next, for s ∈ 2<ω and β,γ ∈ 2ω , with s /∈ β = γ , let
s  β = min{k ∈ Dom(s): s(k) = β(k)} and
β  γ = min{k < ω: β(k) = γ (k)}.
Proposition 3.2. The branch set 2ω of the Cantor tree (2<ω,) is an almost disjoint family, while σ is a selection relation on 2<ω
such that, for every β ∈ 2ω and s ∈ 2<ω \ β , we have
s ≺σ {β  k: k > s  β} if and only if s(s  β) < β(s  β).
In particular, σ deﬁnes a weak selection σ for 2<ω such that the family 2ω ∪ 2<ω is almost σ -decisive.
Proof. The family 2ω is clearly almost disjoint. If β ∈ 2ω and s ∈ 2<ω \ β , then s  (β  k) = s  β for every k > s  β .
Consequently, s ≺σ {β  k: k > s  β} if and only if s(s  β) < β(s  β). 
According to Propositions 3.1 and 3.2, the weak selection σ for 2<ω can be extended to a continuous weak selection for
Ψ (2ω) = 2ω ∪ 2<ω . In our next considerations, we will be mostly interested in modifying σ only on particular branches of
the Cantor tree (2<ω,).
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is dense in X if for every two disjoint sets F ,G ∈ [X]<ω there is a point z ∈ X , with F ≺ϕ z ≺ϕ G . According to (2.1), a weak
selection ϕ for X is dense in X if and only if (F ,G)ϕ = ∅ for every two disjoint sets F ,G ∈ [X]<ω . The following is a useful
property of dense selections.
Proposition 3.3. Let X be an inﬁnite set, ϕ be a dense weak selection for X, and let  be a linear order on X. Then, there are points
x, y, z ∈ X such that z ≺ϕ x ≺ϕ y, but x ≺ {y, z}.
Proof. Take points a,b ∈ X such that a ≺ϕ b. Since ϕ is dense, there exists a point c ∈ X such that b ≺ϕ c ≺ϕ a. Next, let
x = min{a,b, c}. Since a ≺ϕ b ≺ϕ c ≺ϕ a, we may always assume that x = a. Then, we take y = b and z = c. These x, y
and z are as required. 
For a selection ϕ : [X]2 → X , we let
D(ϕ) = {A ⊂ X: ϕ  [A]2 is dense in A}.
The following fact about dense weak selections is due to Michael Hrušák and Iván Martínez-Ruiz, see [21, Proposition 2.3].
Proposition 3.4. ([21]) For a dense selection ϕ : [X]2 → X, the following hold:
(a) ifP = {P0, P1} is a partition of X , then Pi ∈D(ϕ) for some i < 2,
(b) {x ∈ X: F ≺ϕ x ≺ϕ G} ∈D(ϕ), whenever F ,G ∈ [X]<ω are disjoint sets.
Proof. We follow the proof of [21, Proposition 2.3]. Suppose that (a) fails, i.e. that there exists a partition P = {P0, P1}
of X such that P0, P1 /∈D(ϕ). Since each ϕ  [Pi]2, i < 2, is not dense, there are disjoint sets Fi,Gi ∈ [Pi]<ω , i < 2, such
that P0 ∩ (F0,G0)ϕ = ∅ = P1 ∩ (F1,G1)ϕ , see (2.1). On the other hand, P0 and P1 are disjoint, and therefore F0 ∪ F1 and
G0 ∪ G1 are also disjoint. Hence, there is z ∈ X = P0 ∪ P1 such that F0 ∪ F1 ≺ϕ z ≺ϕ G0 ∪ G1 because ϕ is dense. However,
this is impossible because z ∈ P0 or z ∈ P1. A contradiction! Thus, (a) holds. To see (b), take disjoint sets F ,G ∈ [X]<ω . If
B = {x ∈ X: F ≺ϕ x ≺ϕ G} /∈D(ϕ),
then, by (a), X \ B ∈D(ϕ) while, by the deﬁnition of the relation ≺ϕ , we have that F ,G ⊂ X \ B . Since ϕ is dense, there is
x ∈ X \ B , with F ≺ϕ x ≺ϕ G . However, by the deﬁnition of B , we also have that x ∈ B . A contradiction! 
Proposition 3.5. Let σ be a weak selection for 2<ω . Then, 2<ω has a weak selection ϕ such that
(a) 2ω ⊂D(ϕ),
(b) if β ∈ 2ω and s ∈ 2<ω \ β , then ϕ({s, β  k}) = σ({s, β  k}) for k > s  β .
Proof. We will construct ϕ modifying the values of σ on certain branches of the tree (2<ω,). To this end, let
{(Fn,Gn): n < ω} be the set of all ordered pairs of nonempty disjoint ﬁnite subsets of 2<ω such that, for every n < ω,
there exists a branch βn ∈ 2ω , with Fn ∪ Gn ⊂ βn . For convenience, for every n < ω, let
n = max{k < ω: βn  k ∈ Fn ∪ Gn}. (3.1)
Then, Fn ∪ Gn ⊂ {βn  k: k n}. Next, take a strictly increasing sequence {dn: n < ω} ⊂ ω such that dn > n , n < ω. Finally,
deﬁne
Zn =
{
γ  dn: γ ∈ 2ω and γ  n = βn  n
}
, n < ω.
Thus, we get a sequence {Zn: n < ω} of pairwise disjoint ﬁnite subsets Zn ⊂ 2<ω , n < ω. For later use, let us observe that,
for every γ ∈ 2ω and n < ω,
γ ∩ Zn = ∅ if and only if Fn ∪ Gn ⊂ γ . (3.2)
Now, we may deﬁne for s, t ∈ 2<ω that
ϕ
({s, t})=
⎧⎨
⎩
s if s ∈ Fn and t ∈ Zn for some n < ω,
t if s ∈ Gn and t ∈ Zn for some n < ω,
σ({s, t}) otherwise.
(3.3)
This ϕ is as required. Indeed, if γ ∈ 2ω and Fn ∪Gn ⊂ γ , then, by (3.2), γ  dn ∈ Zn , so Fn ≺ϕ γ  dn ≺ϕ Gn . To show (b), take
β ∈ 2ω , s ∈ 2<ω \ β , k > s  β and n < ω such that β  k ∈ Fn ∪ Gn . We claim that s /∈ Zn . Indeed, if s ∈ Zn , then s = γ  dn
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s  k = β  k and, therefore, k  s  β but k > s  β . A contradiction! Thus, s /∈ Zn and, by (3.3), ϕ({s, β  k}) = σ({s, β  k}).
Finally, suppose that β  k ∈ Zn for some n < ω. Then, k = dn and, by (3.2), Fn ∪ Gn ⊂ β . Hence, s /∈ Fn ∪ Gn because
s ∈ 2<ω \ β . So, by (3.3), we have again that ϕ({s, β  k}) = σ({s, β  k}). The proof is completed. 
Killing linear orders on the Cantor tree. The lemma below is a simpliﬁed version of [21, Lemma 2.6].
Lemma 3.6. ([21]) Let ϕ be a weak selection for 2<ω ,  be a linear ordering on 2<ω , and let β ∈ 2ω be such that β ∈D(ϕ). Then,
there are sequences
{xn: n < ω}, {yn: n < ω} ⊂ β
such that, for every n < ω,
(a) {xk: k n} ≺ϕ {yk: k n},
(b) xn ≺ϕ {xk: k > n} and {yk: k > n} ≺ϕ yn,
(c) x2n ≺ y2n and y2n+1 ≺ x2n+1 .
Proof. Since ϕ  [β]2 is dense in β , by Proposition 3.3, there are points x0, y0 ∈ β such that x0 ≺ϕ y0 and x0 ≺ y0. We
can proceed by induction. Namely, suppose that, for some n > 0, xk, yk ∈ β , k < n, have been already constructed so that
{xk: k < n} ≺ϕ {yk: k < n}. By Proposition 3.4, ϕ  [An−1]2 is dense in An−1, where An−1 = {s ∈ β: {xk: k < n} ≺ϕ s ≺ϕ
{yk: k < n}}. Hence, by Proposition 3.3, there are points xn, yn ∈ An−1 as in (b) and (c), i.e. such that xn ≺ϕ yn , while
xn ≺ yn if n is even and yn ≺ xn if n is odd. Since xn, yn ∈ An−1, according to our assumption, we also get that {xk: k n} ≺ϕ
{yk: k n}. The proof is completed. 
Theorem 3.7. ([21]) There exists an almost disjoint family B of subsets of 2<ω such that the corresponding Isbell–Mrówka space
Ψ (B) =B ∪ 2<ω has a continuous weak selection ψ but is not weakly orderable.
Proof. Let σ : [2<ω]2 → 2<ω be as in Proposition 3.2, and let ϕ : [2<ω]2 → 2<ω be as in Proposition 3.5 constructed with
this particular σ . Then, whenever β,γ ∈ 2ω are different branches and β(β  γ ) < γ (β  γ ), we have that
{β  n: n > β  γ } ≺ϕ {γ  n: n > β  γ }. (3.4)
Let {β : β ∈ 2ω} be the set of all linear orders on 2<ω . By Lemma 3.6, for every β ∈ 2ω there are sequences {x(β,n): n < ω},
{y(β,n): n < ω} ⊂ β such that, for every n < ω,
{x(β,k): k n} ≺ϕ {y(β,k): k n}, (3.5)
x(β,n) ≺ϕ {x(β,k): k > n} and {y(β,k): k > n} ≺ϕ y(β,n), (3.6)
x(β,2n) ≺β y(β,2n) and y(β,2n+1) ≺β x(β,2n+1). (3.7)
Set β0 = {x(β,n): n < ω} and β1 = {y(β,n): n < ω}, β ∈ 2ω . Thus, we get an almost disjoint family B = {β0, β1: β ∈ 2ω} of
subsets of 2<ω because so is 2ω . Let Ψ (B) =B ∪ 2<ω be the Isbell–Mrówka space generated by B. According to (3.4),
(3.5) and (3.6), the family B ∪ 2<ω is almost ϕ-decisive. Hence, by Proposition 3.1, ϕ can be extended to a continuous
weak selection ψ for Ψ (B). Suppose that Ψ (B) is weakly orderable with respect to a linear ordering  on it. Then,
 (2<ω × 2<ω) =β for some β ∈ 2ω . Consider the corresponding subsets β0, β1 ⊂ β deﬁned above, and say we have that
β0 ≺ β1. Thus, by Theorem 2.5, there are open sets U0,U1 ⊂ Ψ (B) such that βi ∈ Ui , i < 2, and
U0 ≺ U1. (3.8)
According to the deﬁnition of the topology of Ψ (B), there is m < ω such that {x(β,k): k >m} ⊂ U0 and {y(β,k): k >m} ⊂ U1.
In particular, we have that x(β,2m+1) ∈ U0 and y(β,2m+1) ∈ U1 and, therefore, by (3.8), we get that x(β,2m+1) ≺β y(β,2m+1) .
However, by (3.7), we have that y(β,2m+1) ≺β x(β,2m+1) . A contradiction! 
4. Van Mill and Wattel’s problem revised
More on the continuity of weak selections. Let us explicitly mention that if f is a continuous weak selection for a space X
and x, y ∈ X , with x ≺ f y, then, by Theorem 2.6, there are open sets U , V ⊂ X such that x ∈ U , y ∈ V , x ≺ f V and U ≺ f y.
However, in contrast to the case of weak orderability in Theorem 2.5, this condition doesn’t imply the continuity of weak
selections.
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(a) if x, y ∈ X and x≺s y, then there areT -open sets U , V ⊂ X such that x ∈ U , y ∈ V , x≺s V and U ≺s y,
(b) Ts ⊂T .
Proof. The implication (a) ⇒ (b) is obvious, while (b) ⇒ (a) follows from the fact that (←, x)s ≺s x≺s (x,→)s . 
Now, on the one hand, by Theorem 2.6 and Proposition 4.1, we get the following consequence.
Corollary 4.2. ([23]) If (X,T ) is a space ands is aT -closed relation on X, thenTs ⊂T . In particular, (←, x)s , (x,→)s ∈T ,
for every x ∈ X.
Corollary 4.2 represents a very basic fact, and in the sequel we will freely rely on it without any explicit reference.
On the other hand, we have the following crucial example, see [13, Example 3.6].
Example 4.3. ([13]) There exist a space (X,T ) and a selection relation s on X such that Ts ⊂T but s is not T -
closed. In particular, s is also not Ts -closed.
Proof. For every n < ω, let xn = 2−n − 1 and yn = 1 − 2−n . Then, {xn: n < ω} is a strictly decreasing sequence convergent
to −1, while {yn: n < ω} is a strictly increasing sequence convergent to 1. Set
X = {−1,1} ∪ {xn, yn: n < ω},
and endow it with the open interval topology T generated by the linear order  on X inherit from the one of the real
line R. In fact, T is the usual topology on X as a subspace of the real line. Next, deﬁne a relation s on X by letting
yn+1 ≺s xn for every n < ω, and in all other cases it to be equal to . Thus, s is total and anti-symmetric, hence it is a
selection relation. Furthermore, let us observe that, for every n < ω,
(←, xn)s = (←, xn) ∪ {yn+1} and (xn,→)s = (xn,→) \ {yn+1}.
In the same way,
(←, yn+1)s = (←, yn+1) \ {xn} and (yn+1,→)s = (yn+1,→) ∪ {xn}.
Since x0 = y0 and each xn, yn , n < ω, is an isolated point of (X,T), we get that Ts ⊂T . However, the relation s is
not closed with respect to T . Indeed, on the contrary of this, suppose that s is T-closed. Then, yn+1 ≺s xn for every
n < ω and, therefore,
1= lim yn+1 s lim xn = −1.
Hence 1≺s −1 because 1 = −1, but, by deﬁnition, −1≺s 1. A contradiction! 
Separately and properly continuous weak selections. Motivated by this, we shall say that a weak selection f for a space (X,T )
is separately continuous if T f ⊂T . Clearly, every continuous weak selection is separately continuous, but, according to
Example 4.3, the converse fails.
Motivated by the same, we introduce also the following further property of continuity of weak selections.
Deﬁnition 4.4. We shall say that a weak selection f for a space (X,T ) is properly continuous if
(i) f is separately continuous (i.e., T f ⊂T ), and
(ii) the selection relation  f is T f -closed.
According to Theorem 2.6, a separately continuous weak selection f for X is properly continuous if and only if it is
continuous with respect to the selection topology T f it generates (i.e., when X is endowed with T f , and F2(X) — with
the Vietoris topology generated by T f ). In particular, by Corollary 2.8, every properly continuous selection is continuous.
However, the weak selection in Example 4.3 is continuous with respect to the discrete topology on X , but is not properly
continuous.
Concerning properly continuous selections, let us also explicitly remark that (i) in Deﬁnition 4.4 is important in order
to deﬁne a continuity-like property of weak selections related to the topology of X . Namely, if X is a space which is not
weakly orderable, say X = R2, and  is a linear order on it, then  generates a weak selection f for X such that  f =
and f is continuous with respect to the selection topology T f . However, f is not even separately continuous because X is
not weakly orderable, see Proposition 4.1.
If  is a closed linear order on a space (X,T ), then, by Theorem 2.5,  is T-closed and T ⊂T . Hence, we have
the following immediate consequence.
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Continuity and dense weak selections.
Proposition 4.6. If f is a dense weak selection for an inﬁnite set Z , then each point of Z is  f -cut.
Proof. Recall that f is dense in Z if for every two disjoint sets F ,G ∈ [Z ]<ω there is a point z ∈ Z , with F ≺ f z ≺ f G , or,
in other words, if (F ,G)ϕ = ∅. Take a point z ∈ Z and another one x ∈ Z \ {z}. Then, in particular, there are points s, t ∈ Z
such that x ≺ f s ≺ f z ≺ f t ≺ f x. The proof is completed. 
Using this property, we now have the following simple observation about continuity of dense weak selections.
Proposition 4.7. If f is a dense weak selection for an inﬁnite set Z , then f is not continuous with respect to selection topologyT f it
generates. In particular, if Z is a space and f is a dense weak selection for Z , then f is not properly continuous.
Proof. Suppose that f is continuous with respect to T f , and take distinct points x, y ∈ Z , say x ≺ f y. By Proposition 4.6,
both x and y are  f -cut points. Hence, by Proposition 2.1 and Theorem 2.6, there are nonempty ﬁnite disjoint subsets
Ax, Bx ⊂ Z and nonempty ﬁnite disjoint subsets Ay, B y ⊂ Z such that
x ∈ (Ax, Bx) f , y ∈ (Ay, B y) f and (Ax, Bx) f ≺ f (Ay, B y) f . (4.1)
According to Proposition 3.4, f  (Ax, Bx) f is also dense and, in particular, the set (Ax, Bx) f is inﬁnite. Hence, there
exists a point s ∈ (Ax, Bx) f \ Ay . Then, Ay and B y ∪ {s} are disjoint ﬁnite sets, so there exists a point t ∈ Z such that
Ay ≺ f t ≺ f B y ∪ {s}. Thus, t ≺ f s. However, s ∈ (Ax, Bx) f and t ∈ (Ay, B y) f and, by (4.1), s ≺ f t . A contradiction! 
Corollary 4.8. LetB and ψ be as in Theorem 3.7. Then, ψ is not a properly continuous selection for Ψ (B) =B ∪ 2<ω .
Proof. Recall that ψ  [2<ω]2 = ϕ , where ϕ was constructed as in Proposition 3.5. Take any branch β ∈ 2ω . On the one
hand, β ⊂ 2<ω ⊂ Ψ (B). On the other hand, by (a) of Proposition 3.5, ψ  [β]2 = ϕ  [β]2 is dense in β . Consequently,
by Proposition 4.7, ψ  [β]2 is not properly continuous, and, in particular, ψ is not a properly continuous weak selection
for Ψ (B). 
Weak orderability problem revised. Motivated by Corollary 4.8, we have the following revised version of Question 2.
Question 3. Let X be a space which has a properly continuous weak selection. Then, is it true that X is weakly orderable?
In fact, the ﬁrst interesting case to test this question is related to the properties of Isbell–Mrówka spaces.
Question 4. Let X be a separable, ﬁrst countable locally compact space which has a properly continuous weak selection.
Then, is it true that X is weakly orderable?
Another issue in Question 2 of van Mill and Wattel is its possible dependence on separation axioms. The space in
Theorem 3.7 is a special Isbell–Mrówka spaces which is not normal. Hence, we have the following further question.
Question 5. Let X be a normal space which has a (properly) continuous weak selection. Then, is it true that X is weakly
orderable?
Normality and selection-dense sets. Let g be a weak selection for Y . We shall say that a subset A ⊂ Y is g-dense if
(F ,G)g ∩ A = ∅ whenever F ,G ∈ [Y ]<ω are disjoint sets. The following observation is an immediate consequence of the
deﬁnition of the selection topology Tg on Y .
Proposition 4.9. Let g be a weak selection for a set Y , and let A ⊂ Y be a g-dense subset. Then, A isTg -dense.
Involving selection-dense sets, we have the following construction which incorporates [8, Lemma 2.2] and the substantial
part of the construction in [8, Example 2.3].
Lemma 4.10. Let Y be a second countable space without isolated points, A be a countable dense subset, and let X = Y \ A. Then, any
weak selection f for X can be extended to a weak selection g for Y such that A isTg -dense, while X isTg -closed.
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base B for Y , and let {(Fn,Gn): n < ω} be the set of all ordered pairs of elements Fn,Gn ∈ [B]<ω such that
(⋃
Fn
)
∩
(⋃
Gn
)
= ∅ = Y \
(⋃
(Fn ∪Gn)
)
. (4.2)
For convenience, set Fn =⋃Fn , Gn =⋃Gn and An = {ak: k  n}, n < ω. By hypothesis, Y has no isolated points. Hence,
using (4.2), for every n < ω there are distinct points bn, cn ∈ A such that b0, c0 /∈ A0 ∪ F0 ∪ G0 and
bn+1, cn+1 /∈ {bk, ck: k n} ∪ An+1 ∪ Fn+1 ∪ Gn+1, n < ω.
Finally, take a weak selection f for X , and extend it in an arbitrary way to a weak selection h for Y . Then, deﬁne a weak
selection g for Y by letting for distinct points x, y ∈ Y that g({x, y}) = x if, for some n < ω,
〈x, y〉 ∈ (Fn × {cn}
)∪ ({cn} × Gn
)∪ (X × {bn}
)∪ ({bn} × {an}
)
,
and g({x, y}) = h({x, y}) otherwise. In fact, we are mostly interested in the following two properties of the selection g that
Fn ≺g cn ≺g Gn, n < ω, (4.3)
and
X ≺g bn ≺g an, n < ω. (4.4)
Note that if F ,G ⊂ X are nonempty ﬁnite disjoint sets, then there is n < ω such that F ⊂ Fn and G ⊂ Gn becauseB is a base
for the topology of Y . Hence, by (4.3), A is g-dense and, by Proposition 4.9, it is also Tg -dense in Y . According to (4.4),
an ∈ (bn,→)g and (bn,→)g ∩ X = ∅ for every n < ω. This implies that X is Tg -closed. The proof is completed. 
Theorem 4.11. ([8]) Let Y be a second countable space of cardinality continuum and without isolated points. Then, Y has a weak
selection g such thatTg is not normal.
Proof. Take a countable dense subset A ⊂ Y , and let X = Y \ A. Then, X has a weak selection f such that T f is discrete,
see [8, Lemma 2.1]. According to Lemma 4.10, f can be extended to a weak selection g for Y such that A is Tg -dense,
while X is Tg -closed. Since X is of cardinality of continuum, by [5, Corollary 2.1.10], (Y ,Tg ) is not normal. 
5. Weak orderability and countability
We shall say that a family H of subsets of a space X is separating for the points of X (also called T0-separating) if
for every two distinct points of X there exists H ∈H which contains the one point and doesn’t contain the another. The
following simple observation is well known (see, for instance, [10, Remark 5.5]).
Proposition 5.1. Let X be a space which has a countable familyH of clopen subsets that is separating for the points of X . Then, X is
weakly orderable.
Proof. Every H ∈H deﬁnes a continuous function gH : X → 2 = {0,1} such that H = g−1H (0). Then, the diagonal map
g = {gH : H ∈H } : X → 2ω is a continuous injective map because H is separating for the points of X . Since the Cantor
set 2ω is orderable, X must be weakly orderable. 
The idea of Proposition 5.1 was used in a number of situations related weak orderability of separable spaces, they are
summarized below.
Weak orderability of countable spaces. The following result was obtained in [6, Theorem 3.1]. Here, we provide simple argu-
ments based on the selection topology and Proposition 5.1.
Theorem 5.2. ([6]) A countable space X is weakly orderable if and only if it has a continuous weak selection.
Proof. Let f be a continuous weak selection for X , and let T f be the corresponding selection topology on X . Then,
by Theorem 2.2, (X,T f ) is a regular space. Since (X,T f ) is also second-countable, it is normal and (strongly) zero-
dimensional, see [5]. Hence, (X,T f ) has a countable clopen base, so X has a countable clopen family which is separating
for the points of X . According to Proposition 5.1, X must be weakly orderable. 
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and L ≺ U . In this case, L is called the lower section of the cut, and U — the upper section. A cut (L,U ) is called a jump if
the lower section L has a maximal element and the upper section U has a minimal element. A cut (L,U ) is called a gap
if the lower section L has no maximal element and upper section U has no minimal element.
Here, we consider jumps with respect to arbitrary selection relations. Namely, let s be a selection relation on a set X .
We shall say that a pair of distinct points x, y ∈ X is a s-jump of X if (x, y)s = ∅ = (x, y)s . If {x, y} ∈ [X]2 is a s-jump
of X such that x ≺s y, then z s x for every z ∈ X , with z ≺s y. In the same way, y s z for every z ∈ X , with x ≺s z. This
implies the following simple observation.
Proposition 5.3. Let s be a selection relation on a set X and {x, y} ∈ [X]2 be a s-jump of X, with x ≺s y. Then, (←, x]s =
(←, y)s and [y,→)s = (x,→)s .
In our next considerations, we will use J(X,s) to denote the set of all s-jumps of X . The following property was
actually obtained in [2] (see, also, [10]).
Lemma 5.4. ([2,10]) Let X be a space, and let s be a closed selection relation on X. Then, J(X,s) is a discrete subset of [X]2 .
Proof. We follow the proof of [10, Theorem 5.4]. Take a pair β = {x, y} ∈ [X]2. If β ∈ J(X,s) and x ≺s y, set Oβ =
{(←, y)s , (x,→)s }. According to Proposition 5.3, Oβ = {(←, x]s , [y,→)s } which implies that 〈Oβ 〉 ∩ J(X,s) = {β}.
Indeed, if s ∈ (←, x]s , t ∈ [y,→)s and s = x or y = t , then (s, t)s = ∅ and, therefore, {s, t} /∈ J(X,s). If β /∈ J(X,s),
we have (x, y)s = ∅ or (y, x)s = ∅, so there is z ∈ (x, y)s ∪ (y, x)s . Setting Oβ = {(←, z)s , (z,→)s }, we now get a
τV -open set 〈Oβ 〉 containing β such that z ∈ (s, t)s for every s ∈ (←, z)s and t ∈ (z,→)s . That is, 〈Oβ〉 ∩ J(X,s) = ∅
which completes the proof. 
Let us explicitly mention the following immediate consequence of Lemma 5.4.
Corollary 5.5. Let X be a separable space such that [X]2 is collectionwise Hausdorff, and let s be a closed selection relation on X.
Then, the set J(X,s) is countable. In particular, J(X,s) is countable provided X is second countable.
Weak orderability of separable spaces I.
Proposition 5.6. Let X be a space, lets be a closed selection relation, and let p ∈ X be a Gδ-point in the selection topologyTs and
an intersection of clopen subsets of X . Then, p is a countable intersection of clopen sets.
Proof. It suﬃces to show that p is a countable intersection of clopen subsets of [p,→)s . Indeed, the case with the interval
(←, p]s is completely identical, while L ∪ R is a clopen neighbourhood of p provided L is a clopen neighbourhood of p in
(←, p]s and R is a clopen neighbourhood of p in [p,→)s . In order to show that p is a countable intersection of clopen
subsets of [p,→)s , we may exclude the case when p is isolated in [p,→)s . If p is nonisolated in [p,→)s , then there
exists a countable subset C ⊂ (p,→)s such that {p} =
⋂{[p, y)s : y ∈ C} because p is a Gδ-point with respect to the
selection topology Ts . However, p is also an intersection of clopen subsets of X . Hence, for every y ∈ C there exists a
clopen subset V y ⊂ X such that p ∈ V y and y /∈ V y . Then, U y = [p, y)s ∩ V y = [p, y]s ∩ V y , y ∈ C , are clopen subsets
of [p,→)s and {p} =
⋂{U y: y ∈ C}. 
Theorem 5.7. Let X be a separable totally disconnected space which has a closed selection relation s such that the set J(X,s) is
countable. Then, X is weakly orderable.
Proof. Let D be a countable dense subset of X . Then D is also dense in the selection topology Ts which implies that each
point of X is a Gδ-point in the selection topology. Namely, let x ∈ X be such that x is nonisolated in [x,→)s . Then, for
every y ∈ (x,→)s there is a point p ∈ D such that p ∈ (x, y)s . Hence,
{x} =
⋂{[x, p)s : p ∈ D and x≺s p
}
.
The case with the interval (←, x]s is completely identical, hence each point of X is a Gδ-point in Ts . Thus, by Proposi-
tion 5.6, for each point p ∈ D there exists a countable family Up of clopen subsets of X such that {p} =⋂Up . Since
(←, p)s \ U = (←, p]s \ U for every U ∈Up,
Hp = {(←, p)s \ U : U ∈Up} is also a countable family of clopen sets of X , hence so is H0 =
⋃{Hp: p ∈ D} because
D is countable. Next, for every β = {s, t} ∈ J(X,s), with s≺s t , let Lβ = (←, s]s which, by Proposition 5.3, is clopen in X .
Finally, set H =H0 ∪H1 where H1 = {Lβ : β ∈ J(X,s)}. By hypothesis, J(X,s) is countable, hence H is a countable
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(y, x)s and x ≺s y, then {x, y} = γ for some γ ∈ J(X,s), hence x ∈ Lγ ∈H and y /∈ Lγ . If (x, y)s = ∅ or (y, x)s = ∅,
then there exist a point p ∈ D ∩ ((x, y)s ∪ (y, x)s ) and U ∈Up such that x, y /∈ U . In this case, x ∈ (←, p)s \ U ∈H if
and only if y /∈ (←, p)s \ U . According to Proposition 5.1, X is weakly orderable. 
By Corollary 5.5 and Theorem 5.7, we have the following immediate consequence which is a generalization of a result
obtained by Camillo Costantini [2].
Corollary 5.8. Let X be a separable totally disconnected space which has a continuous weak selections and let [X]2 be collectionwise
Hausdorff. Then, X is weakly orderable.
Related to Corollary 5.8, let us explicitly mention that [X]2 is collectionwise Hausdorff for every second countable
space X . On the other hand, by [17, Theorem 2.1], every second countable totally disconnected space has a continuous
weak selection. Hence, every second countable totally disconnected space is weakly orderable, see [10, Remark 5.6].
6. Weak orderability and connectedness
Selection relations and components. Given a space X and x ∈ X , we will use C [x] to denote the component of x in X ,
and C ∗[x] — the corresponding quasi-component. Recall that
C [x] =
⋃
{C ⊂ X: x ∈ C and C is connected},
C ∗[x] =
⋂
{C ⊂ X: x ∈ C and C is clopen}.
It is well known that C [x] ⊂C ∗[x] but, in general, the converse is not necessarily true. The following result was obtained
in [14, Theorem 4.1].
Theorem 6.1. ([14]) Let X be a space which has a closed selection relation s . Then,C ∗[x] =C [x] for every point x ∈ X.
The proof of Theorem 6.1 is based on the following lemma.
Lemma 6.2. ([14]) If s is a closed selection relation on a space X, t ∈ X and x, y ∈ C ∗[t], with x ≺s y, then [x, y]s ⊂ C ∗[t] is
connected.
Proof. Suppose that there exists z ∈ [x, y]s \C ∗[t]. Since z /∈C ∗[t], there exists a clopen subset V ⊂ X such that C ∗[t] ⊂ V
and z /∈ V . Then, U = (←, z]s ∩ V is clopen in X because U = (←, z)s ∩ V . However, this is impossible because x ∈ U
implies C ∗[t] ⊂ U , while y ∈ X \U . Thus, [x, y]s ⊂C ∗[t]. To show that [x, y]s is connected, suppose on the contrary that
there exists a clopen (in [x, y]s ) neighbourhood W ⊂ [x, y]s of y such that [x, y]s \W = ∅. Take a point z ∈ [x, y]s \W ,
and then set T = W ∩ [z, y]s . Thus, we get a clopen (in [z, y]s ) neighbourhood T of y, with z /∈ T . Then, the set G =
T ∪[y,→)s is clopen in X . Indeed, G is closed in X as a union of two closed sets. Since T ⊂ (z,→)s , there exists an open
subset E ⊂ (z,→)s , with E ∩ [z, y]s = T . Hence, G = E ∪ (y,→)s is also open in X . However, this impossible because
z ∈ [x, y]s \ G and [x, y]s ⊂C ∗[t] ⊂ G . A contradiction! 
Proof of Theorem 6.1. Let x ∈ X . According to Lemma 6.2,
C ∗[x] =
⋃{[y, z]s : y, z ∈C ∗[x], y s z and y s xs z
}
.
By the same lemma, the set [y, z]s is connected for every y, z ∈C ∗[x], with ys z. Hence, C ∗[x] is connected as well. 
Transitivity and clopen sets. The clopen subsets of X are an indication for the existence of nontransitive selection relations.
The following theorem is based on [13, Proposition 2.2].
Theorem 6.3. If a space X has a continuous weak selection, then it has a continuous weak selection f such that  f is not transitive if
and only if
∣∣{C [x]: x ∈ X}∣∣ 3.
Proof. Suppose that f is a continuous weak selection for X such that  f is not transitive. Then, there are points x, y, z ∈ X
such that
· · · ≺ f x ≺ f y ≺ f z ≺ f x ≺ f · · · .
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sets Ux , U y and Uz is also closed in X . Indeed,
Ux = (←, y) f ∩ (z,→) f = (←, y] f ∩ [z,→) f .
Similarly, for U y and Uz . Hence, C [x] ⊂C ∗[x] ⊂ Ux , C [y] ⊂C ∗[y] ⊂ U y and C [z] ⊂C ∗[z] ⊂ Uz .
To show the converse, suppose that |{C [x]: x ∈ X}|  3. According to Theorem 6.1, this implies that X has points
x1, x2, x3 ∈ X such that
C ∗[x1] ∩C ∗[x2] = ∅ =C ∗[x2] ∩C ∗[x3] = ∅ =C ∗[x3] ∩C ∗[x1].
So, X has a partition Q= {Q 1, Q 2, Q 3} consisting of nonempty (cl)open sets. Take a continuous weak selection g for X , and
deﬁne another weak selection f for X such that f F2(Q i) = g F2(Q i), i = 1,2,3, and Q 1 ≺ f Q 2 ≺ f Q 3 ≺ f Q 1. Since
Q is an open partition of X and g is continuous, by Theorem 2.6, f is continuous as well. However,  f is not transitive
because Q i = ∅, i = 1,2,3. 
If X is connected, then C [x] = X for every x ∈ X . That is, we have the following immediate consequence of Theorems 2.5,
2.6 and 6.3.
Corollary 6.4. ([23]) If X is a connected space and s is a closed selection relation on X, then s is transitive and, consequently,
X is weakly orderable with respect to s . In particular, a connected space X is weakly orderable if and only if it has a closed selection
relation.
Connected weakly orderable spaces. For a space X , let
P (X) = {〈x, y〉 ∈ X × X: x = y}.
The following result is due to Eilenberg, see [4, (3.1)].
Lemma 6.5. (Eilenberg [4]) For an inﬁnite space X, the following are equivalent:
(a) X is disconnected.
(b) P (X) contains a clopen set D such that ∅ = D = P (X) and Λ(D) = D, where Λ : X2 → X2 is deﬁned as in (2.2).
Proof. (a) ⇒ (b). Since X is disconnected, it has an inﬁnite clopen set Y ⊂ X such that Y = X . Then, D = P (Y ) is as in (b).
(b) ⇒ (a). We present the arguments in [4, (3.1)]. Suppose that D ⊂ P (X) is as in (b) and, contrary to (a), that X is
connected. Let C = P (X) \ D and, for every x ∈ X , set Cx = {y ∈ X: 〈x, y〉 ∈ C} and Dx = {y ∈ X: 〈x, y〉 ∈ D}. Since P (X) is
open in X2 and {C, D} is a clopen partition of P (X), we now have that Cx and Dx are disjoint open subsets of X such that
X \ {x} = Cx ∪ Dx . Hence, both Cx ∪ {x} and Dx ∪ {x} are connected because X is connected. First of all, let us show that
Cx = ∅ or Dx = ∅ for every x ∈ X . (6.1)
Indeed, suppose that there exists a point x ∈ X such that Cx = ∅ = Dx , and take points y ∈ Cx and z ∈ Dx . Then, (Dx ∪ {x})×
{y} ⊂ P (X) = C ∪ D because x = y and y /∈ Dx . However, 〈x, y〉 ∈ C because y ∈ Cx , hence (Dx ∪ {x}) × {y} ⊂ C because
C is clopen in P (X) and (Dx ∪ {x})×{y} is connected. Thus, 〈z, y〉 ∈ C because z ∈ Dx . Exactly in the same way, we get that
(Cx ∪ {x}) × {z} ⊂ D and, in particular, that 〈y, z〉 ∈ D . Finally, according to (b), Λ(D) = D and, therefore, 〈z, y〉 ∈ D . That is,
we now have C ∩ D = ∅ which is impossible, so (6.1) holds.
To ﬁnish the proof, take a point x ∈ X . By (6.1), we have Cx = ∅ or Dx = ∅, say Cx = ∅. Then, Dx = X \ {x} and {x} × Dx ⊂
D = Λ(D). Therefore, 〈y, x〉 ∈ D for every y ∈ X \ {x}. That is, x ∈ Dy for every y ∈ X \ {x}, and, by (6.1), Cy = ∅ and
Dy = X \ {y} for every y ∈ X \ {x}. In particular, we now have that D = P (X) while, by (b), D = P (X). A contradiction, which
implies that X must be disconnected. 
Lemma 6.5 implies the following characterization of weak orderability of connected spaces.
Corollary 6.6. (Eilenberg [4]) Let X be a connected space. Then,
(a) If P (X) is not connected, then P (X) has exactly two connected components A and B such that Λ(A) = B.
(b) If f is a continuous weak selection for X, then
≺ f =
{〈x, y〉 ∈ X2: x ≺ f y
}
and (≺ f )−1 =
{〈x, y〉 ∈ X2: y ≺ f x
}
are the connected components of P (X). In particular, there exists exactly one other continuous weak selection g for X and the
selection relation g generated by g is reverse to  f .
(c) X is weakly orderable if and only if P (X) is not connected.
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A ∩ Λ(A) = ∅. Indeed, if D = A ∩ Λ(A) = ∅, then D = P (X) and Λ(D) = D . Hence, by Lemma 6.5, X must be disconnected
which is not the case. Thus, A ∩ Λ(A) = ∅. If A is not connected, then it contains a clopen subset Q such that ∅ = Q = A.
In this case, D = Q ∪ Λ(Q ) is a clopen subset of P (X) such that ∅ = D = P (X) and Λ(D) = D . According to Lemma 6.5
once again, this is impossible because X is connected. This demonstrates (a).
If f is a continuous weak selection for X , then, by Proposition 2.4 and Theorem 2.6, the relation
≺ f =
{〈x, y〉 ∈ X2: x ≺ f y
}
is open in X2, hence so is the inverse one
(≺ f )−1 =
{〈x, y〉 ∈ X2: y ≺ f x
}= Λ(≺ f ).
Consequently, P (X) is not connected and, by (a), ≺ f and (≺ f )−1 are the connected components of P (X). This demon-
strates (b).
If X is weakly orderable, by Corollary 2.7, it has a continuous weak selection, and, by (b), P (X) is not connected. If
P (X) is not connected, then, by (a), it contains a clopen subset A such that P (X) \ A = Λ(A). Deﬁne a selection relation A
on X by xA y if and only if 〈x, y〉 ∈ A or x = y. Then, A is a closed relation because A= X2 \Λ(A) and, by Theorem 2.6
and Corollary 6.4, X is weakly orderable. This is (c). 
By Corollaries 6.4 and 6.6 we have the following immediate consequence.
Corollary 6.7. ([4]) Every connected weakly orderable space has precisely two compatible orders which are inverse each other.
We also have the following consequence related to the hyperspace [X]2.
Corollary 6.8. An inﬁnite space X is connected if and only if the hyperspace [X]2 is τV -connected.
Proof. If X is not connected, then it contains an inﬁnite clopen subset Y such that Y = X . Then, [Y ]2 is τV -clopen in [X]2
and [Y ]2 = [X]2, so [X]2 is not τV -connected. Suppose that X is connected, and consider the continuous map h : P (X) →
[X]2 deﬁned by h(x, y) = {x, y}, 〈x, y〉 ∈ P (X). If P (X) is connected, then so is [X]2. If P (X) is not connected, then, by
Corollary 6.6, it has exactly two connected components A and B such that Λ(A) = B . In particular, A is connected and
h  A : A → [X]2 is onto. Hence, [X]2 is τV -connected. 
Continuously orderable spaces. A linearly ordered set (X,) is called densely ordered if no cut of X is a jump (i.e., if
(x, y) = ∅ whenever x ≺ y). If, moreover, no cut of X is a gap, then (X,) is called continuously ordered. For instance,
the set of the rational numbers Q is densely ordered with respect to the usual order  on Q, but not continuously ordered.
The set of the real numbers R is continuously ordered with respect to the usual order  on R.
If X is weakly orderable with respect to a linear order  and (L,U ) is a cut of X , then we shall say that (L,U ) is a clopen
cut of X (see, [11]) if both sets L and U are clopen (equivalently, open or closed) in X . The following is a characterization
of orderable spaces among the suborderable ones, see [11, Lemma 6.8].
Lemma 6.9. ([11]) A suborderable space X is orderable with respect to a compatible linear order  on it if and only if each clopen
-cut of X is either a gap or a jump.
Proof. Suppose that X is suborderable by a linear order  such that each clopen -cut of X is either a gap or a jump.
For convenience, let T be the topology on X , and let T be the open interval one. To show that T =T , take a point
x ∈ X such that [x,→) ∈T . Then, [x,→) is clopen in X because T ⊂T . If X = [x,→) , then [x,→) ∈T . If X =
[x,→) , then consider the clopen -cut (D, E) of X , where D = (←, x) and E = [x,→) . Since x is the -minimal
element of E , the -cut (D, E) must be a jump, consequently D has a -maximal element y. In this case, [x,→) =
(y,→) ∈T . In the same way, (←, x] ∈T provided (←, x] ∈T . Hence, T =T .
Suppose now that X is an orderable space by a linear order , and take a clopen -cut (D, E) of X . Further, suppose
that E has a -minimal element x ∈ E . Since E is open and x ∈ [x,→) = E , there exists a y ∈ X , with x ∈ (y,→) ⊂ E .
Hence, (y,→) = [x,→) which implies that y /∈ E and (y, x) = ∅. That is, y ∈ D and it is the -maximal element of D .
Thus, (D, E) is a jump. In the same way, (D, E) is a jump if D has a -maximal element, which completes the proof. 
The following is a simple description of continuously ordered spaces, see [4, (2.2)].
Corollary 6.10. If X is orderable with respect to a linear order , then the following are equivalent:
(a) X is connected.
(b)  is a connected subset of X2 .
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(d) (X,) is continuously ordered.
Proof. The implication (a) ⇒ (b) follows by Corollary 6.6. To show that (b) ⇒ (c), suppose that (L,U ) a clopen -cut
of X . Then, L × U is a clopen subset of  such that ∅ = L × U =, hence  is not connected. The implication (c) ⇒ (d)
follows from the fact that every jump or gap of (X,) must be a clopen -cut of X . To show ﬁnally that (d) ⇒ (a),
suppose that X is not connected. Hence, it contains a clopen subset A ⊂ X and points x ∈ A and y /∈ A such that x ≺ y. Set
B = A ∩ (←, y) = A ∩ (←, y] which is clopen as well, and then let
L =
⋃{
(←, z]: z ∈ B
}
. (6.2)
Since B is open, L is also open. Suppose that L is not closed, and take a point p ∈ L \ L and a convex neighbourhood V
of p. Then, V ∩ L = ∅ while, by (6.2), z ≺ p for every z ∈ L because p /∈ L. Since V is convex, this implies that V ∩ B = ∅.
Hence, p ∈ B ⊂ L because B is closed, but this is impossible. Thus, L must be closed. Finally, let U = X \ L and observe
that U = ∅ because y ∈ U . According to (6.2), we now have that L ≺ U , hence (L,U ) is a clopen -cut of X . Since X is
orderable, by Lemma 6.9, (L,U ) must be either a gap or a jump. Hence, (X,) cannot be continuously orderable. The proof
is completed. 
7. Weak orderability and connected components
Cut and noncut points. A point p of a connected space Z is called a cut point if Z \ {p} is not connected, and it is called
noncut if Z \ {p} is connected. If p is a cut point of Z , then Z \ {p} = U ∪ V for some nonempty disjoint open sets U , V ⊂ Z
such that U ∩ V = {p}. In particular, both sets U and V must be connected.
Proposition 7.1. ([10]) Let s be a closed selection relation on space X and Z be a connected subset of X . Then,
(a) Z ⊂ (←, x)s or Z ⊂ (x,→)s for every x ∈ X \ Z .
(b) ∅ = (y, z)s ⊂ Z for every y, z ∈ Z , with y ≺s z.
In particular, [y, z]s is a connected subset of X for every y, z ∈ Z , with y ≺s z.
Proof. If x ∈ X \ Z , then
(←, x)s ∩ Z = (←, x]s ∩ Z and (x,→)s ∩ Z = [x,→)s ∩ Z .
Hence, (←, x)s ∩ Z and (x,→)s ∩ Z are disjoint clopen subsets of Z . Since Z is connected and Z ⊂ X \ {x} = (←, x)s ∪
(x,→)s , we get that Z ⊂ (←, x)s or Z ⊂ (x,→)s . Thus, (a) holds. Let y, z ∈ Z be such that y ≺s z. According to (a),{y, z} ≺s x or x≺s {y, z} for every x ∈ X \ Z . Hence, (y, z)s ⊂ Z . If (y, z)s = ∅, then U = (←, y]s = (←, z)s ∪ (←, y)s
is a clopen subset of X such that y ∈ U and z /∈ U . A contradiction, which completes the veriﬁcation of (b). The last part of
this proposition now follows by Lemma 6.2 because Z ⊂C ∗[z] for every z ∈ Z . 
In the sequel, we will use ct(Z) to denote the set of all cut points of Z , and nct(Z) — that of all noncut points of Z .
Proposition 7.2. ([10]) Let s be a closed selection relation on X, Z be a connected subset of X , and let p ∈ Z . Then,
(a) p ∈ nct(Z) if and only if xs p for every x ∈ Z or p s x for every x ∈ Z .
(b) p ∈ ct(Z) if and only if there are points s, t ∈ Z , with s ≺s p ≺s t.
In particular, |nct(Z)| 2 and ct(Z) is open in X.
Proof. First of all, let us observe that (←, p)s ∩ Z is a connected subset of X . Indeed, whenever (←, p)s ∩ Z = ∅, take a
ﬁxed point c ∈ (←, p)s ∩ Z . Then, the statement follows by Corollary 6.4 and Proposition 7.1 because
(←, p)s ∩ Z =
⋃{[x, y]s : x, y ∈ Z and xs c s y ≺s p
}
.
In the same way, (p,→)s ∩ Z is a connected subset of X . Finally, by Proposition 7.1, Z \ {p} ⊂ (←, p)s or Z \ {p} ⊂
(p,→)s provided Z \ {p} is connected. Consequently, Z \ {p} is connected if and only if Z \ {p} = (←, p)s ∩ Z or Z \ {p} =
(p,→)s ∩ Z , which is (a). Since (b) follows by (a), the proof is completed. 
V. Gutev, T. Nogura / Topology and its Applications 157 (2010) 1249–1274 1265Purisch sets. Relying on a construction in [29], to every space X which has a closed selection relation one can associate a
totally disconnected subset Z ⊂ X which incorporates a certain information about the components of X .
Deﬁnition 7.3. ([10,29]) Let X be a space such that |nct(C [x])| 2 for every x ∈ X . A subset Z ⊂ X is called a Purisch set if
for every x ∈ X the following holds:
(a) C [x] ⊂ Z provided C [x] is a singleton.
(b) |C [x] ∩ Z | = 1 provided nct(C [x]) = ∅.
(c) |C [x] ∩ Z | = 2 and nct(C [x]) ⊂ Z otherwise.
Below we present some basic properties of Purisch sets showing, in particular, that such sets are not as arbitrary as one
might look at ﬁrst.
Proposition 7.4. ([10]) Let X be a space which has a closed selection relation. Then, X has at least one Purisch subset, and any Purisch
subset of X is totally disconnected.
Proof. According to Proposition 7.2 and Deﬁnition 7.3, X has at least one Purisch subset. Take such a subset Z ⊂ X . On the
one hand, the component of each point of Z is contained in the corresponding component of that point in X . Consequently,
by Deﬁnition 7.3, the components (in Z ) of the points of Z must be singletons. On the other hand, Z has a closed selection
relation being a subset of X . Hence, by Theorem 6.1, Z must be totally disconnected. 
Proposition 7.5. ([10]) Let X be a space which has a closed selection relation, and let Z ⊂ X be a Purisch subset. Then, Z is closed in X.
Proof. If x ∈ X \ Z , then, by Deﬁnition 7.3, x ∈ ct(C [x]). Since |C [x] ∩ Z | 2, by Proposition 7.2, U = ct(C [x]) \ Z is an open
subset of X which contains x. 
Suppose that Z ⊂ X is a Purisch set. Following [29], for every z ∈ Z we deﬁne a subset nb(z) ⊂ Z by setting nb(z) =
C [z]∩ Z . The elements of nb(z) will be called neighbours. Clearly, y ∈ nb(z) if and only if nb(y) = nb(z). Of course, |nb(z)| 2
for every z ∈ Z . Let N (Z) = {nb(z): z ∈ Z}.
Recall that a pair of distinct point y, z ∈ Z is a s-jump of Z for a selection relation s on Z , if (y, z)s = ∅ = (z, y)s .
Also, that the set of all s-jumps of Z was denoted by J(X,s).
Proposition 7.6. Let X be a space with a closed selection relation s , and let Z be a Purisch set of X . Then,
{
ν ∈N (Z): |ν| = 2}⊂ J(Z ,s).
Proof. By Proposition 7.1, we have (x, y)s , (y, x)s ⊂C [z] for every z ∈ X and x, y ∈C [z], which completes the proof. 
Deﬁnition 7.7. ([10]) A clopen subset W of a Purisch set Z ⊂ X is called order-regular if there exist an open set U ⊂ X and
a point y ∈ W such that U ∩ Z = W and U ⊂ U ∪C [y].
We will use Or(Z) to denote the set of all order-regular subsets of Z .
Proposition 7.8. Let X be a space which has a closed selection relation, Z ⊂ X be a Purisch set, W ∈Or(Z) and let U ⊂ X be open
such that U ∩ Z = W and U ⊂ U ∪C [y] for some y ∈ W . Then,
(a) For every x ∈ U \C [y] there is a clopen subset V ⊂ X such that x ∈ V ⊂ U .
(b) If nb(y) ⊂ W , then V = U ∪C [y] is a clopen subset of X .
(c) If z ∈ W , then
(i) nb(z) ⊂ W if and only if there is a clopen subset V ⊂ X such that z ∈ V ∩ Z ⊂ W ,
(ii) z = y provided nb(z) \ W = ∅.
Proof. If x ∈ U \C [y], then C [x] =C [y] and, by Theorem 6.1, there exists a clopen subset O ⊂ X such that C [x] ⊂ O and
C [y] ⊂ X \ O . Then, V = O ∩ U is also clopen because C [y] ∩ O = ∅ and, therefore,
V ⊂ O ∩ U ⊂ O ∩ (U ∪C [y])= O ∩ U = V .
Thus, (a) holds. To see (b), observe that V = U ∪C [y] is always closed in X because V ⊂ U ∪C [y] ⊂ U ∪C [y] = V . If
nb(y) ⊂ W , then, by Deﬁnition 7.3, nct(C [y]) ⊂ nb(y) ⊂ U ∩ Z . Hence, by Proposition 7.2, V is also open because V =
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from (a). If nb(z) = nb(y), then, by (b), V = U ∪C [y] is a clopen subset of X such that V ∩ Z = W . Suppose ﬁnally that
z = y and nb(z) \ W = ∅. Since y, z ∈ W and nb(z) \ W = ∅, we now have that z ∈ W \ nb(y) because |nb(z)| = 2. Hence,
by (a), there is a clopen set V ⊂ X such that z ∈ V ∩ Z ⊂ W which, by the ﬁrst item of (c), implies that nb(z) ⊂ W . However,
by assumption, nb(z) \ W = ∅. A contradiction! 
Proposition 7.8 implies the following useful property of order-regular sets.
Corollary 7.9. Let X be a space which has a closed selection relation, Z ⊂ X be a Purisch set, and let V ,W ∈Or(Z) and y ∈ Z be such
that
nb(y) ∩ V = ∅ = nb(y) ∩ W and nb(y) \ V = ∅ = nb(y) \ W .
Then, V ∪ W , V ∩ W ∈Or(Z).
Proof. By hypothesis, nb(y) ∩ V = ∅ = nb(y) \ V . Hence, by Proposition 7.8, there is an open set O V ⊂ X such that
O V ∩ Z = V and O V ⊂ O V ∪ C [y]. In the same way, there is an open set OW ⊂ X such that OW ∩ Z = W and
OW ⊂ OW ∪C [y]. Then, (O V ∪ OW ) ∩ Z = V ∪ W and O V ∪ OW ⊂ O V ∪ OW ∪C [y]. Hence, V ∪ W ∈Or(Z). Similarly,
V ∩ W ∈Or(Z) because (O V ∩ OW ) ∩ Z = V ∩ W and O V ∩ OW ⊂ O V ∩ OW ⊂ (O V ∩ OW ) ∪C [y]. 
Let us explicitly mention that the intersection of order-regular sets is not necessarily an order-regular set, but we always
have the following property.
Proposition 7.10. Let X be a space which has a closed selection relation, Z ⊂ X be a Purisch set, and let V ,W ∈Or(Z). Then, there
exists a ﬁnite pairwise disjoint familyU ⊂Or(Z) such that V ∩ W =⋃U .
Proof. Since V ∈Or(Z), there exist an open subset O V ⊂ X and y ∈ V such that V = O V ∩ Z and O V ⊂ O V ∪C [y]. In the
same way, there exist an open subset OW ⊂ X and z ∈ W such that W = OW ∩ Z and OW ⊂ OW ∪C [z]. Then, setting
O = O V ∩ OW , we get that O ⊂ O V ∩ OW ⊂ O ∪ C [y] ∪ C [z]. If C [y] = C [z], by deﬁnition, V ∩ W ∈ Or(Z) because
O ∩ Z = V ∩ W . Suppose that C [y] = C [z]. Then, by Theorem 6.1, there is a clopen set U ⊂ X such that C [y] ⊂ U and
C [z] ⊂ X \U . In this case, U = {UV ∩ Z ,UW ∩ Z} is a clopen disjoint cover of V ∩W , where UV = O ∩U and UW = O \U .
Also,
UV ⊂ O ∩ U ⊂
(
O ∪C [y] ∪C [z])∩ U ⊂ (O ∩ U ) ∪C [y] = UV ∪C [y]
because C [z] ⊂ X \ U . Similarly, UW ⊂ UW ∪C [z] because C [y] ⊂ U . Thus, by deﬁnition, U ⊂Or(Z). 
Proposition 7.11. Let X be a space which has a closed selection relation s , and let Z ⊂ X be a Purisch set. Then,
(a) V ∩ Z ∈Or(Z) for every clopen subset V ⊂ X,
(b) (←, x)s ∩ Z , (x,→)s ∩ Z ∈Or(Z) for every x ∈ X \ Z .
Proof. The statement of (a) follows by the deﬁnition. As for (b), let
W = (←, x)s ∩ Z .
If C [x] ∩ W = ∅, then U = (←, x)s \ C [x] is clopen in X . Indeed, U is open because C [x] is closed. According to
Deﬁnition 7.3, x is a cut point of C [x] because x ∈ C [x] \ Z . By the same reason, C [x] has no s-minimal element be-
cause C [x] ∩ W = ∅. Hence, U = (←, x]s \ ct(C [x]) and, by Proposition 7.2, it must be closed. Thus, U is clopen and
U ∩ Z = W , i.e. W ∈Or(Z). If C [x] ∩ W = ∅, then W is clopen in Z because (←, x)s ∩ Z = (←, x]s ∩ Z , and we have
that (←, x)s ⊂ (←, x]s ⊂ (←, x)s ∪C [x], i.e. W ∈Or(Z). In the same way, (x,→)s ∩ Z ∈Or(Z). 
Proposition 7.12. Let X be a space which has a closed selection relation, let Z ⊂ X be a Purisch set, and let W ∈ Or(Z). Then,
Z \ W ∈Or(Z).
Proof. By Deﬁnition 7.7, there exist an open set U ⊂ X and y ∈ W such that U ∩ Z = W and U ⊂ U ∪C [y]. If nb(z) ⊂ W
for every z ∈ W , then, by Proposition 7.8, V = U ∪ C [y] is clopen in X and V ∩ Z = W . Hence, by Proposition 7.11,
Z \ W = (X \ V ) ∩ Z ∈Or(Z). If nb(z) \ W = ∅ for some z ∈ W , then Proposition 7.8 implies that z = y. Let p ∈ nb(y) \ W ,
and let s be a closed selection relation on X . Assume, for instance, that p≺s y. Then, by Proposition 7.1, there is x ∈ X such
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we now have that
(←, x)s ∩ W =
(
(←, x)s ∩ Z
)∩ W ∈Or(Z).
However, nb(z) ⊂ (←, x)s ∩ W for every z ∈ (←, x)s ∩ W . Hence, by Proposition 7.8, there exists a clopen subset G ⊂ X
such that G ∩ Z = (←, x)s ∩ W . Finally, set V = G ∪ (U ∩ (x,→)s ) ∪ ((x,→)s ∩C [y]). Then, V is an open subset of X
such that V ∩ Z = W and V ⊂ V ∪ {x}. Indeed, V is open in X because V = G ∪ (U ∩ (x,→)s ) ∪ ((x,→)s ∩ ct(C [y])). On
the other hand,
U ∩ [x,→)s ⊂
(
U ∪C [y])∩ [x,→)s =
(
U ∩ [x,→)s
)∪ (C [y] ∩ [x,→)s
)
.
Hence, V ⊂ G ∪ (U ∩ [x,→)s ) ∪ (C [y] ∩ [x,→)s ) = V ∪ {x}. Then, T = X \ V is open in X such that T ∩ Z = Z \ W and
T ⊂ X \ V ⊂ T ∪ {x} ⊂ T ∪C [y]. Since C [p] =C [y] and p ∈ Z \ W , by Deﬁnition 7.7, Z \ W ∈Or(Z). 
Weak orderability and Purisch spaces. Let X be a space which has a closed selection relation, and let Z ⊂ X be a Purisch set.
According to Propositions 7.11, 7.10 and 7.12, the family Or(Z) is a base for a zero-dimensional topology Tr(Z) on Z . In the
sequel, the topological space (Z ,Tr(Z)) will be called a Purisch space associated to X .
The following theorem summarizes the idea of [29] (see, also, [10, Theorem 4.1]).
Theorem 7.13. Let X be a space which has a closed selection relation, and let Z ⊂ X be a Purisch set. Then, the following are equivalent:
(a) X is weakly orderable.
(b) The Purisch space (Z ,Tr(Z)) is weakly orderable so that each ν ∈N (Z) is a convex subset of Z .
Proof. If  is a closed linear order on X , then, by Proposition 7.6, each ν ∈N (Z) is -convex. Take a point y ∈ Z and
z ∈ T = (y,→) ∩ Z . If y and z are neighbours, then y, z ∈C [y] and y ≺ z. Hence, by Proposition 7.1, there exists a point
x ∈ (y, z) ⊂ X \ Z . Then, by Proposition 7.11, (x,→) ∩ Z ∈Or(Z) and
z ∈ (x,→) ∩ Z ⊂ (y,→) ∩ Z = T .
If y and z are not neighbours, then C [y] = C [z]. Hence, by Theorem 6.1, there exists a clopen subset O ⊂ X such that
C [z] ⊂ O and C [y] ⊂ X \ O . In this case, V = O ∩ [y,→) = O ∩ (y,→) is clopen in X and, by Proposition 7.11,
V ∩ Z ∈ Or(Z), while z ∈ V ∩ Z ⊂ T . Thus, (Z ,Tr(Z)) is also weakly orderable with respect to , which completes the
veriﬁcation of (a) ⇒ (b).
To see that (b) ⇒ (a), let Z be weakly orderable with respect to a linear order  such that each ν ∈N (Z) is -
convex. Also, let s be a closed selection relation on X , and for every ν ∈N (Z) let Cν be the corresponding connected
component in X of some (every) point of ν . Since |ν|  2 for every ν ∈N (Z), we now have that  [ν]2 = s  [ν]2 or
 [ν]2 = (s)−1  [ν]2 for every ν ∈N (Z). On the other hand, by Corollary 6.4, each Cν , ν ∈N (Z), is weakly orderable
with respect to s . Hence, each Cν , ν ∈N (Z), is weakly orderable with respect to a closed selection relation ν on X
such that ν [ν]2 = [ν]2. Finally, consider the lexicographical order  on X generated by  and ν [Cν ]2, ν ∈N (Z),
i.e. by letting for s, t ∈ X that s t if s, t ∈ Cν for some ν ∈N (Z) and sν t , or s ∈ Cν and t ∈ Cμ for distinct ν,μ ∈N (Z)
and y  z for some (every) y ∈ ν and z ∈ μ. Thus, it only remains to show that X is weakly orderable with respect to this
order. Take a point x ∈ X , a point y ∈ (x,→) , and let ν =C [y] ∩ Z . We have the following possibilities:
(WO1). y is a cut point of C [y]. In this case, there are points s, t ∈C [y] such that x ≺ s ≺ν y ≺ν t . Indeed, if x /∈C [y], then,
by the deﬁnition of , we have that x ≺ z for every z ∈ C [y], hence Proposition 7.2 implies the statement. If x ∈ C [y],
then x ≺ν y, and the existence of these s, t ∈ C [y] now follows by Propositions 7.1 and 7.2. Finally, (s, t)ν ⊂ C [y] by
Propositions 7.1; (s, t)ν is open in X ; and y ∈ (s, t)ν ⊂ (x,→) by the deﬁnition of .
(WO2). y is a noncut point of C [y] and x ∈C [y]. By Deﬁnition 7.3, y has a neighbour z in Z , i.e. there exists a point z ∈ ν ,
with z = y. By Proposition 7.2, this implies that z < y because x ≺ν y. Then, there exists an order-regular set W ∈Or(Z)
such that y ∈ W ⊂ (z,→) . Hence, by Deﬁnition 7.7 and Proposition 7.8, there exists an open subset U ⊂ X such that
U ∩ Z = W and U ⊂ U ∪C [y]. Finally, let us show that V = U ∩ (x,→)ν ⊂ (x,→) . Take a point t ∈ V . If t ∈C [y], then
x ≺ t because t ∈ (x,→)ν . If t /∈ C [y], by Proposition 7.1, C [t] ⊂ (x,→)ν while, by Proposition 7.8, C [t] ⊂ U . That is,∅ =C [t] ∩ Z ⊂ W . Take a point s ∈C [t] ∩ W . Then, z < s because s ∈ W ⊂ (z,→) and, by the deﬁnition of , we ﬁnally
get that x ≺ t because x ∈C [y] =C [z] and t ∈C [s].
(WO3). y is a noncut point of C [y] and x /∈ C [y]. Take a z ∈ C [x] ∩ Z . Then, z < y because x ≺ y. Since y and z are not
neighbours, by Corollary 7.9, there exists an order-regular set W ∈Or(Z) such that nb(y) ⊂ W ⊂ (z,→) . Hence, by Propo-
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t ∈ V . Then,
∅ =C [t] ∩ Z ⊂ V ∩ Z ⊂ W
and, therefore, there exists s ∈ W such that t ∈C [s]. Hence, by the deﬁnition of , we have that x ≺ t because z < s while
x ∈C [z] and t ∈C [s].
This completes the veriﬁcation that (x,→) is open in X . Since the veriﬁcation that (←, x) is open in X is completely
analogous, the proof is completed. 
Weak orderability of separable spaces II. The following theorem improves the construction in Proposition 5.1, see [10, Theo-
rem 4.1].
Theorem 7.14. Let X be a space which has a closed selection relation, and let Z ⊂ X be a Purisch set which has a countable family
H ⊂ Or(Z) that is separating for the points of Z . Then, the Purisch space (Z ,Tr(Z)) is weakly orderable with respect to a linear
order  such that any member ofN (Z) is -convex.
Suppose that X and Z ⊂ X are as in Theorem 7.14. A linear order  on a pairwise disjoint cover W ⊂Or(Z) of Z is
W -ordering [29] if two distinct members of W which contain neighbours have no other member of W between them
with respect to . Let W ⊂ Or(Z) be a pairwise disjoint cover of Z , W be a W -ordering on W , and let V ⊂ Or(Z)
be another pairwise disjoint cover of Z which is a reﬁnement of W . Whenever W ∈W , set V (W ) = {V ∈ V : V ⊂ W }.
A V -ordering V on V will be called W -compatible if V1 <V V2 provided Vi ∈V (Wi), i = 1,2, for some W1,W2 ∈W
such that W1 <W W2.
Proof of Theorem 7.14. Let X , Z ⊂ X and H ⊂ Or(Z) be as in that theorem. For every H ∈H , let UH = {H, Z \ H}.
According to Proposition 7.12, this deﬁnes a countable sequence {UH ⊂Or(Z): H ∈H } of pairwise disjoint open covers
of (Z ,Tr(Z)) which is separating the points of Z in sense of [10] (i.e., for every two distinct points y, z ∈ Z there is H ∈H
and distinct members U , V ∈ UH such that y ∈ U and z ∈ V ). Then, according to Proposition 7.10, we get a sequence
{Wn: n < ω} of (ﬁnite) pairwise disjoint open covers of Z such that
{Wn: n < ω} is separating the points of Z , (7.1)
eachWn+1 is a reﬁnement ofWn, n < ω. (7.2)
By Proposition 7.8, |{z ∈ W : nb(z)\W = ∅}| 1 for every W ∈Or(Z). Hence, for every n < ω there exists a Wn-ordering n
on Wn such that
theWn+1-orderingn+1 isn-compatible, n < ω. (7.3)
Finally, deﬁne a relation  on Z by letting for y, z ∈ Z that y  z if y = z or there exist an n < ω and members V ,W ∈Wn
such that y ∈ V , z ∈ W and V <n W . According to (7.1), (7.2) and (7.3),  is a well-deﬁned linear order on Z . Take y ∈ Z and
z ∈ (y,→) . Then, y < z and, by deﬁnition, there is n < ω and members U , V ∈Wn such that z ∈ U , y ∈ V and V <n U . In
this case, z ∈ U ⊂ (y,→) , hence (y,→) is open in (Z ,Tr(Z)). In the same way, (←, y) is also open. That is, (Z ,Tr(Z))
is weakly orderable. Finally, take ν ∈N (Z). If ν is a singleton, then it is -convex in an obvious manner. Suppose that
y, z ∈ ν and y < z. If x ∈ Z \ ν , then, by (7.1), (7.2) and (7.3), there exist an n < ω and distinct members U , V ,W ∈Wn such
that x ∈ U , y ∈ V and z ∈ W . Since n is a Wn-ordering, we now have that U <n V or W <n U because V <n W and there
is no other member of Wn between V and W . Consequently, x /∈ [y, z] , i.e. ν is convex. The proof is completed. 
For a space Y , we will use (Y ) to denote the Lindelöf number of Y .
Corollary 7.15. ([10]) Let X be a space which has a closed selection relation and ([X]2)ω. Then, X is weakly orderable. In particular,
a second countable space is weakly orderable if and only if it has a closed selection relation.
Proof. Take a Purisch set Z ⊂ X . According to Theorems 7.13 and 7.14, it suﬃces to show that there exists a countable
family H ⊂Or(Z) which is separating for the points of Z . To this end, for every W ∈Or(Z), let αW = 〈W , Z \ W 〉. Thus,
by Propositions 7.11 and 7.12, we get an open cover {αW : W ∈Or(Z)} of [Z ]2. By Proposition 7.5, Z is a closed subset of X ,
hence ([Z ]2)  ω. Therefore, there exists a countable subset H ⊂ Or(Z) such that [Z ]2 ⊂⋃{αH : H ∈H }. The family
H ⊂Or(Z) is as required. 
The following question was posed in [10, Question 2].
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The answer to Question 6 is “Yes” if (X) = {〈x, x〉: x ∈ X} is a Gδ-set in X2. In this case, (X2 \ (X))  ω which
implies that ([X]2)ω because the map h : P (X) = X2 \ (X) → [X]2, deﬁned by h(x, y) = {x, y}, 〈x, y〉 ∈ X2 \ (X), is a
continuous surjection.
Corollary 7.16. ([10]) Let X be a separable space which has a closed selection relation s and countably many s-jumps. Then, X is
weakly orderable. In particular, every separable space X which has a closed selection relation and [X]2 is collectionwise Hausdorff is
weakly orderable.
Proof. The second part of this statement follows by Corollary 5.5. To show the ﬁrst part, take a Purisch set Z ⊂ X . Just
like in the previous proof, it suﬃces to show that there exists a countable family H ⊂Or(Z) that is separating for the
points of Z . To this end, take a countable dense subset D ⊂ X , and a pair of distinct points γ = {s, t} ∈ [D]2, with s ≺s t .
If C [s] = C [t], by Proposition 7.1, there exists a point x ∈ C [s] \ Z , with x ∈ (s, t)s . In this case, by Proposition 7.11,
Hγ = (←, x)s ∩ Z ∈Or(Z) and, by Proposition 7.1,
(←, s]s ∩ Z ⊂ Hγ ⊂ (←, t)s ∩ Z .
If C [s] =C [t], by Theorem 6.1, there exists a clopen set V ⊂ X such that C [s] ⊂ V and V ∩C [t] = ∅. Set W = (←, t)s ∩ V
which is clopen in X because W = (←, t]s ∩ V . Finally, by Proposition 7.11, Hγ = ((←, s)s ∪ W ) ∩ Z ∈Or(Z) and, by
construction,
(←, s]s ∩ Z ⊂ Hγ ⊂ (←, t)s ∩ Z .
Thus, we get a family {Hγ : γ ∈ [D]2} ⊂Or(Z) such that if γ = {s, t} ∈ [D]2 and s ≺s t , then
(←, s]s ∩ Z ⊂ Hγ ⊂ (←, t)s ∩ Z . (7.4)
Let D0 be the set of all isolated points of D (hence, of X as well), and for every singleton σ ∈ [D0]1, σ = {s}, let
Hσ = (←, s] f ∩ Z . (7.5)
Since σ = {s} is a clopen set in X , by Proposition 7.11, Hσ ∈Or(Z).
Finally, for every s-jump γ = {x, y} ∈ J(X,s), with x≺s y, set
Hγ = (←, x] f ∩ Z . (7.6)
According to Propositions 5.3 and 7.11, Hγ ∈Or(Z). Since D and J(X,s) are countable, we get a countable family
H = {Hγ : γ ∈ [D]2 ∪ [D0]1 ∪ J(X,s)
}⊂Or(Z).
Let us show that it is separating for the points of Z , so take distinct points x, y ∈ Z . If one of the intervals (x, y)s or
(y, x)s is nonempty, say (x, y)s = ∅, then (x, y)s ∩ D = ∅. If |(x, y)s ∩ D|  2, then there is a pair γ = {s, t} ∈ [D2]
such that s ≺s t and s, t ∈ (x, y)s . By construction, Hγ ∈H while, by (7.4), x ∈ Hγ and y /∈ Hγ . In case |(x, y)s ∩ D| = 1,
(x, y)s contains an isolated point s ∈ D0. Then, Hσ ∈H , where σ = {s}, and, by (7.5), x ∈ Hσ while y /∈ Hσ . Suppose
ﬁnally that (x, y)s = ∅ = (y, x)s and, for convenience, that x≺s y. Then, γ = {x, y} ∈ J(X,s) and, by (7.6), x ∈ Hγ while
y /∈ Hγ . Since Hγ ∈H , the proof is completed. 
The following question was motivated by Corollary 7.16, see [10, Question 3].
Question 7. ([10]) Let X be a separable collectionwise Hausdorff space which has a closed selection relation. Then, is X
weakly orderable?
The next question is motivated by Theorem 5.7 and Corollary 7.16.
Question 8. Let X be a separable space which has a closed selection relation s such that J(X,s) is countable. Then, is X
weakly orderable with respect to linear ordering  such that any member γ ∈ J(X,s) is -convex?
8. Orderability and connectedness
Orderability and local connectedness. A map h : Y → X between linearly ordered sets (Y ,) and (X,) is called order pre-
serving (respectively, reversing) if h(y) h(z) (respectively, h(z) h(y)) for every y, z ∈ Y with y  z. The following result
is due to Eilenberg.
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nonempty open connected subset. If h : Y → X is bijective and order preserving (or, reversing), then h−1(C) is open in Y .
Proof. We follow the arguments in [4, (5.1)]. According to Proposition 7.1, x ≺ C or C ≺ x for every x ∈ X \ C . Hence, the
sets
L = {x ∈ X: x ≺ C} and R = {x ∈ X: C ≺ x}
compose a partition of X \ C such that both L ∪ C and C ∪ R are open in X . Indeed, C = ∅ which implies that
L ∪ C =
⋃{
(←, x]: x ∈ C
}=
⋃{
(←, x) ∪ C : x ∈ C
}
because L ⊂ (←, x) and R ⊂ (x,→) , x ∈ C . By hypothesis, C is open, hence L ∪ C is open as well. In the same way, C ∪ R
is also open. That is, both L and R are closed. In fact, L must have a maximal element if it is nonempty. Indeed, suppose that
L = ∅ but it has no maximal element. Then, L will be open in X because L =⋃{(←, x): x ∈ L}. Consequently, {L,C ∪ R}
will be a partition of X consisting of nonempty clopen subsets which is impossible because X is connected. Exactly in the
same way, R must have a minimal element if it is nonempty. Then h−1(C) = Y provided L = ∅ = R; h−1(C) = (h−1(p),→)
provided p is the maximal element of L and R = ∅; h−1(C) = (←,h−1(q)) provided L = ∅ and q is the minimal element
of R; and h−1(C) = (h−1(p),h−1(q)) provided p is the maximal element of L and q is the minimal element of R . Thus,
h−1(C) is open. 
Corollary 8.2. ([4]) A connected weakly orderable space (X,) is orderable if and only if it is locally connected.
Proof. Suppose that (X,) is orderable, and take points x, y ∈ X such that x ≺ y. Since X is connected, by Proposition 7.1,
there exists p ∈ (x, y) . Then, by Lemma 6.2, (x, y) is connected because
(x, y) =
⋃{[s, t]: s, t ∈ X and x ≺ s p  t ≺ y
}
.
In the same way, both (←, x) and (x,→) are also connected. Then, X is locally connected because it has a base of
connected sets. To show the converse, suppose that X is locally connected. Since (X,) is weakly orderable, the identity
map h = idX : X → (X,T) is a continuous order preserving bijection. Since X has a base of connected sets (being locally
connected), by Lemma 8.1, h is an open map. Hence, h is a homeomorphism and (X,) is orderable. 
The following is an immediate consequence of Corollary 6.10.
Corollary 8.3. ([4]) A weakly orderable connected space X is continuously ordered if and only if it is locally connected.
Orderability and local compactness. An element u of an ordered set (X,) is called the least upper bound of a subset A ⊂ X ,
if x  u for every x ∈ A and u  v for every v ∈ X satisfying x  v for every x ∈ A. The greatest lower bound of a subset
A ⊂ X is deﬁned analogously. The least upper bound of X , if it exists, is the maximal element of X , while the least upper
bound of ∅, if it exists, is the minimal element of X .
If (X,) is a weakly orderable space, A ⊂ X and u ∈ X is an upper bound of A, then A ⊂ (←,u] . Hence, A ⊂ (←,u]
and, therefore, u is also the least upper bound of A.
The following observation was actually established in [11, Proposition 6.1].
Proposition 8.4. An orderable space (X,) is compact if and only if every clopen subset F ⊂ X has a least upper bound.
Proof. If X is compact, then every subset F ⊂ X has a least upper bound, Haar and König [20] (see, also, Engelking [5]).
To show the converse, suppose that every clopen subset F ⊂ X has the least upper bound property. Then, X has a minimal
element and a maximal one. Hence, by the mention result of Haar and König, it suﬃces to show that every nonempty
closed subset F ⊂ X has a least upper bound. Suppose if possible that this fails for some nonempty closed subset F ⊂ X .
Consider the set E =⋃{(←, x): x ∈ F } which is open in X and F ⊂ E because F has no least upper bound. In fact, if
u ∈ X , then z  u for every z ∈ E if and only if x u for every x ∈ F . Consequently, E also has no least upper bound and,
by hypothesis, it cannot be closed. That is, there exists a point u ∈ E \ E . Take a -convex neighbourhood U of u. Then,
U ∩ (←, x) = ∅ for some x ∈ F , which implies that x ∈ U ∩ F because U is -convex and z ≺ u for every z ∈ E . This ﬁnally
implies that u ∈ F because F is closed. However, x u for every x ∈ F . A contradiction! 
Corollary 8.5. Every connected and locally connected weakly orderable space (X,) is locally compact. In particular, every locally
connected weakly orderable space is locally compact.
Proof. By Corollary 8.2, (X,) is orderable. It now suﬃces to show that [x, y] is compact for every x, y ∈ X , with x y.
So, take points x, y ∈ X such that x  y. According to Lemma 6.2, [x, y] is a connected subset of X and, clearly, it is
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[x, y] is compact. 
The converse of Corollary 8.5 was established in [1, Proposition 1.18].
Proposition 8.6. ([1]) Every connected and locally compact weakly orderable space (X,) is orderable.
Proof. We present the proof in [1, Proposition 1.18]. Take an open subset U ⊂ X such that U is compact, a point x ∈ U and
suppose that (x,→) = ∅. Then, there exists a point y ∈ (x,→) such that [x, y) ⊂ U . To show this, suppose on the con-
trary that it fails, and consider the space Z = [x,→) which, by Lemma 6.2, is connected because Z =⋃{[x, y]: y ∈ Z}.
Set K = Z ∩ U and V = Z ∩ U . Then, by assumption, [x, y) \ K = ∅ for every y ∈ (x,→) . Hence, x is the greatest lower
bound for the set Z \ K . Keeping in mind this, for every z ∈ Z \ K , let Fz = [x, z) ∩ (K \ V ), and let us observe that Fz = ∅.
Indeed, the set Tz = [x, z) ∩ K is closed in Z because z /∈ K and we have Tz = [x, z] ∩ K . If Fz = ∅, then Tz will be also
open in Z because Tz = [x, z) ∩ V . However, this is impossible because Z is connected, while x ∈ Tz and z /∈ Tz . Thus,
each Fz , z ∈ Z \ K , is a nonempty subset of K . Also, the family {Fz: z ∈ Z \ K } has the ﬁnite intersection property. Since
K is compact and x is the greatest lower bound for the set Z \ V , we ﬁnally get that
∅ =
⋂
{Fz: z ∈ Z \ K } ⊂
⋂{[x, z): z ∈ Z \ K
}= {x}.
This is however impossible because x ∈ V , hence x /∈ Fz for every z ∈ Z \ K . Thus, [x, y) ⊂ U for some y ∈ (x,→) . Exactly
in the same way, we get that if (←, x) = ∅, then (y, x] ⊂ U for some y ∈ (←, x) . Because X is weakly orderable, this
implies that it is also orderable. 
The following theorem summarizes the statements of Corollaries 8.2, 8.3 and 8.5, and Proposition 8.6.
Theorem 8.7. For a connected weakly orderable space X, the following are equivalent:
(a) X is orderable.
(b) X is continuously ordered.
(c) X is locally connected.
(d) X is locally compact.
Semi-orderability and local connectedness. Recall that a family P of subsets of a set X is called a partition of X if it is a
pairwise disjoint cover of X . If X is a topological space, we say that P is a clopen partition of X if it consists of clopen
(equivalently, open) subsets of X . If P is a clopen partition of X , then X is, in fact, the topological sum
⊎
P of the
elements of the partition.
Let us mention that orderability of topological spaces is not invariant with respect to topological sums. Here is a very
simple example. Take, for instance, X = {0} ∪ (1,2) ⊂ R. Then, X is the sum of two orderable spaces, but is itself not
orderable. Motivated by this, a topological space X was called semi-orderable in [11] if it has a clopen partition into two or-
derable spaces, or, equivalently, if it is the topological sum of two orderable spaces. Every orderable space is semi-orderable,
while every semi-orderable space is suborderable. However, no one of these implications is invertible. As mentioned above,
there are semi-orderable spaces which are not orderable. On the other hand, the Sorgenfrey line and the Michael line are
examples of suborderable spaces which are not semi-orderable, see [11, Example 4.12].
The following theorem was proved in [17, Theorem 4.2].
Theorem 8.8. ([11]) A space X is semi-orderable if and only if it has a clopen partition consisting of orderable spaces.
According to Corollary 8.5, every locally connected space which has a continuous weak selection must be locally compact.
Such a space must be also semi-orderable.
Corollary 8.9. A locally connected space is weakly orderable if and only if it is semi-orderable.
Proof. Every semi-orderable space is suborderable, hence weakly orderable as well. Suppose that X is a locally connected
weakly orderable space. Then, the family {C [x]: x ∈ X} of the connected components of X is a clopen partition of X . By
Corollary 8.2, each C [x], x ∈ X , is orderable because it is connected and locally connected. Thus, X has a clopen partition
by orderable sets and, by Theorem 8.8, it is semi-orderable. 
9. Orderability and compactness-like properties
Orderability and compactness. Since every weakly orderable compact space is orderable, we have the following consequence
of Corollary 6.4.
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Corollary 9.1 was generalized for arbitrary compact spaces by van Mill and Wattel in 1981 [24].
Theorem 9.2. ([24]) A compact space is orderable if and only if it has a continuous weak selection.
For a completely regular space X , let βX be the Cˇech–Stone compactiﬁcation of X . The following further result was
obtained by van Mill and Wattel in 1984 [25].
Theorem 9.3. ([25]) For a completely regular space X, the following are equivalent:
(a) X is suborderable.
(b) X has a continuous weak selection g such that for every p ∈ βX \ X, g can be extended to a continuous weak selection for X ∪{p}.
Orderability and compactiﬁcations. In what follows, X will be at least a completely regular space. The following result was
obtained by Venkataraman, Rajagopalan and Soundararajan [30].
Proposition 9.4. ([30]) If βX is orderable, then X is normal and pseudocompact. Hence, X is also countably compact.
On the other hand, we have the following result which is due to Eric van Douwen [3].
Proposition 9.5. ([3]) A countably compact space X with a continuous weak selection is sequentially compact. Hence, X2 is also
sequentially compact.
According to Propositions 9.4 and 9.5, we have the following consequence.
Corollary 9.6. If βX has a continuous weak selection, then X2 is pseudocompact.
Finally, let us recall the Glicksberg’s theorem [9].
Theorem 9.7. ([9]) If X2 is pseudocompact, then β(X × X) = βX × βX.
Combining all these results, we get the following consequence.
Corollary 9.8. ([1,26]) For a completely regular space X, the following are equivalent:
(a) βX has a continuous weak selection.
(b) βX is orderable.
(c) X is suborderable and pseudocompact.
(d) X is countably compact and has a continuous weak selection.
(e) X is sequentially compact and has a continuous weak selection.
(f) X2 is pseudocompact and X has a continuous weak selection.
Proof. The implications (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (e) ⇒ (f) follow by Theorem 9.2, Propositions 9.4 and 9.5, and Corollary 9.6.
To see that (f) ⇒ (a), suppose that f is a continuous weak selection for X . Then, g(x, y) = f ({x, y}), x, y ∈ X , deﬁnes a
continuous symmetric map g : X × X → X such that g(x, y) ∈ {x, y}, x, y ∈ X . Hence, it can be extended to a continuous
βg : β(X × X) → βX . However, X × X is pseudocompact and, by Theorem 9.7, β(X × X) = βX × βX . Thus, βg : βX × βX →
βX is also a symmetric map such that βg(x, y) ∈ {x, y}, x, y ∈ βX . We may now deﬁne h({x, y}) = βg(x, y), x, y ∈ βX ,
which is a continuous weak selection for βX . 
The solution of the orderability problem of the Cˇech–Stone compactiﬁcation was ﬁnally accomplished by García-Ferreira
and Sanchis in 2004 [7].
Theorem 9.9. ([7]) If X is pseudocompact and has a continuous weak selection, then X×Y is pseudocompact for every pseudocompact
space Y . In particular, in this case, X2 is also pseudocompact.
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Artico, Marconi, Pelant, Rotter and Tkachenko [1, Corollary 1.20].
Proposition 9.10. ([1]) If X is a connected pseudocompact space which has a continuous weak selection, then X is orderable.
On the other hand, there are even sequentially compact spaces which are semi-orderable but not orderable.
Example 9.11. There exists a sequentially compact space which is the topological sum of two connected orderable spaces
but is itself not orderable.
Proof. Let L+ be the closed long ray, i.e. L+ is the set ω1 ×[0,1) endowed with the open interval topology generated by the
lexicographical order on ω1 × [0,1). Take another disjoint copy of the closed long ray L+ , call it L− , and endow it with the
reverse lexicographical order on ω1 × [0,1). Next, let L be the orderable space obtained from the topological sum L− unionmultiL+
by identifying the points 〈0,0〉 from each of these closed long rays. The resulting space is usually refer to as the long line.
It is well known that the long line L is a connected sequentially compact space, but is not compact. In fact, L has neither
a minimal element nor a maximal one. Now, we can take X to be the topological sum L unionmulti I, where I = [0,1]. Then, X is a
semi-orderable sequentially compact space which, by Lemma 6.9, is not orderable. Namely, if  is a compatible linear order
on X and (L,U ) is a clopen -cut of X , then (L,U ) = (L, I) or (L,U ) = (I,L). Hence, in either case (L,U ) is neither a gap
nor a jump. 
In this regard, we have the following natural question.
Question 9. Does there exist a pseudocompact space which has a continuous weak selection but is not semi-orderable?
Related to semi-orderability and compactness-like properties, let us also mention the following recent result obtained
in [11, Theorem 5.1].
Theorem 9.12. ([11]) A locally-compact paracompact space is semi-orderable if and only if it has a continuous weak selection.
To understand properly the difference between orderable and semi-orderable spaces, let us recall that an orderable
space X is anti-compact orderable [11] if for every compatible order  on X , no clopen subset of X has a maximal element,
see Proposition 8.4. If X is orderable with respect to a linear ordering , then it is also orderable with respect to the reverse
one ()−1= . Hence, any clopen subset of an anti-compact orderable space has no minimal and maximal elements. For
instance, the real line R, also the long line L in Example 9.11, are anti-compact orderable spaces.
The following result was obtained in [11, Theorem 6.3].
Theorem 9.13. ([11]) Let X be a semi-orderable space which is not orderable. Then, X is the topological sum of a nonempty compact
orderable space and a nonempty anti-compact orderable one.
In case of locally compact spaces, there is a natural topological description of the possible compact and anti-compact
“components” of semi-orderable spaces [11, Proposition 6.11].
Proposition 9.14. ([11]) Let X be a locally compact space which is the topological sum of a compact orderable space K and an anti-
compact orderable space L. Then,
K = {x ∈ X: nct(C [x]) = ∅} and L = {x ∈ X: nct(C [x])= ∅}.
If X is a totally disconnected space, then nct(C [x]) = ∅ for every x ∈ X . Hence, according to Theorems 9.12 and 9.13 and
Proposition 9.14, we have the following immediate consequence.
Corollary 9.15. ([11]) Every semi-orderable locally compact totally disconnected space X is orderable. In particular, a locally compact
totally disconnected paracompact space X is orderable if and only if it has a continuous weak selection.
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