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ABSTRACT
The measured values of the Higgs and top quark mass indicate that the electroweak
vacuum is metastable if there is no new physics below the Planck scale. This is at odds
with a period of high scale inflation. A non-minimal coupling between the Higgs field and
the Ricci scalar can stabilize the vacuum as it generates a large effective Higgs mass during
inflation. We consider the effect of this coupling during preheating, when Higgs modes can be
produced very efficiently due to the oscillating Ricci scalar. We compute their effect on the
effective potential and the energy density. The Higgs excitations are defined with respect to
the adiabatic vacuum. We study the adiabaticity conditions and find that the dependence of
our results on the choice of the order of the adiabatic vacuum increases with time. For large
enough coupling particle production is so efficient that the Higgs decays to the true vacuum
before this is an issue. However, for smaller values of the Higgs-curvature coupling no definite
statements can be made as the vacuum dependence is large.
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1 Introduction
No evidence for physics beyond the Standard Model (SM) has been found so far at the Large
Hadron Collider or any other experiment. This opens up the possibility of the desert scenario,
in which the SM is valid up to Planck scale energies. If true, our universe might be metastable.
Indeed, with the particle content of the SM, the Higgs quartic coupling λ runs to negative
values at large energy scales, and the Higgs potential develops a second minimum in addition
to the electroweak minimum. For the best fit values of the top quark and Higgs mass the
quartic Higgs coupling becomes zero λ(µcr) = 0 at a scale µcr ∼ 1011 GeV, although stability
of the SM up to the Planck scale is only excluded at the 2-3σ level [1–7]. In this paper we
will take the instability of the Higgs potential at face value, and consider its cosmological
consequences.
The presence of the global minimum at large field values poses no danger at present as
the metastable vacuum can only decay via a slow tunnelling process, and has a lifetime that
is much longer than the age of the universe. Within a cosmological context the longevity of
our vacuum is no longer assured. If the Hubble scale H during inflation is comparable or
larger than the maximum of the Higgs potential, then vacuum decay is no longer suppressed
as the Higgs field can quantum fluctuate over the potential barrier [8–12]. This is a concern
for large field inflationary models such as chaotic inflation and Starobinsky type inflation. It
was pointed out that stability during inflation can be ensured if one includes a (positive) non-
minimal coupling ξ between the Ricci scalar and the Higgs field L ⊃ 12m2PR(1−2ξΦ†Φ) [13–15],
as this induces an effective stabilizing Higgs mass. The vacuum is stable during inflation if
ξ & 3/8, but even smaller couplings ξ & 0.01 are admissible depending on post-inflationary
evolution [14]. The non-minimal coupling to gravity is allowed by all symmetries, in fact such
a term will be generated by loop effects, although it is not clear whether it will have the right
sign and size.
This is not the end of the story though. After inflation, as the inflaton starts oscillating
at the bottom of its potential, the effective Higgs mass induced by the non-minimal coupling
oscillates between positive and negative values, which can give rise to efficient production of
Higgs quanta in a non-perturbative process called preheating [16–22]. The produced Higgs
quanta contribute to the effective Higgs mass and the energy momentum tensor — this is
similar to temperature corrections in a thermal bath, although the Higgs spectrum is highly
non-thermal — and both effects can affect vacuum stability [23]. Preheating is efficient if
q0 ≡ 3
4
(
ξ − 1
6
)
χ20
m2P
& O(5), (1)
with χ0 the inflaton field value at the end of inflation. In this case particle production is
explosive, and within a few inflaton oscillations the produced quanta will completely dominate
the Higgs mass. As this all happens at high scales H > µcr the quantum contribution to the
effective mass is negative and destabilizes the vacuum [23–27].
For smaller q0-values results are less clear, and there is no consensus in the literature
on the fate of our vacuum, mainly because different criteria for stability are used [23–27].
Even though in this case particle production is not efficient enough initially to destabilize
the vacuum, this may still happen eventually as the classical potential red shifts away faster
than the quantum corrections due to Higgs production. If the Higgs mass is dominated by the
production term only after the Hubble scale has dropped below the critical value H < µcr, the
quantum contribution to the effective mass is positive around the maximum of the potential,
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and thus will only raise the barrier separating the true and false vacuum. Nevertheless,
tunnelling to the true vacuum may be enhanced by the non-zero energy density. Although
a full calculation is needed to assert this effect, we expect decay to be fast when the energy
density becomes of the order of the maximum of the potential. For small q0 we will use this
as our criterion for stability.
Arguably the most interesting part of parameter space is q0 . 1. From a naturalness
point of view order one couplings ξ are favored, and for both chaotic and Starobinksy type
inflation models χ0 ∼ 1, which implies q0 = O(1). One of the main points of this paper is
that exactly for these q0-values the effective Higgs mass and especially the energy density will
depend sensitively on the choice of vacuum, and no definite statements about stability can
be made.
The Higgs mass, which gets a one-loop correction proportional to the Higgs two-point
Green function, as well as the energy density can be split in a divergent vacuum piece, which
is absorbed in counterterms and leads to the running of the couplings, and a finite piece
due to Higgs excitations on top of the vacuum. Different choices of vacuum can be viewed as
different renormalization schemes, as they lead to different renormalization conditions defining
the physical couplings. In a cosmological setting where the background energy density in the
inflaton field is changing with time, the vacuum choice is not well-defined. Usually, the zeroth
order adiabatic vacuum is chosen. In the asymptotic regions where the system is (nearly) time-
independent — at initial times during slow roll inflation and at final times after inflaton decay
— it reduces to the usual in/out vacua. Moreover, if the background is slowly changing with
time the production of high momentum modes is exponentially suppressed, supporting the
vacuum interpretation [28].
The high momentum modes are adiabatic during at least part of the inflaton oscillation,
and these moments in time can be used to evaluate the Green function. The problem with
the current set-up is that smaller momentum modes k < kn violate the nth order adiabaticity
condition and are never adiabatic. Since kn increases with time, the contribution of these
non-adiabatic modes to the Higgs mass and energy density increases with time until they
fully dominate the result. A direct way to monitor the vacuum dependence is to compare
quantities calculated using the zeroth and second order adiabatic vacuum.
Of course, the electroweak vacuum is either stable or unstable, this cannot depend on
the choice of vacuum. However, the problem is in defining the renormalized couplings in the
theory — which is necessary to find a critical coupling below which the vacuum is stable
— as different vacuum choices correspond to different counterterms. As usual this freedom
can be fixed by measuring the couplings. However, this measurement has to be done during
preheating, since different adiabatic vacua only give different results during preheating and
not in the adiabatic initial and final states. Moreover, even if such a measurement was in
principle possible, one would also need to use non-adiabatic methods to calculate the Green
function for the results to be useful.
This paper is organized as follows. In the next section we introduce the Lagrangian and
derive the equations of motion for the inflaton and Higgs field. In section 3 we then discuss
the one-loop corrections to the effective potential and energy density, which are defined via an
adiabatic renormalization scheme. Semi-analytic approximations of the effective Higgs mass
and energy density are given in section 4, as well as a comparison with the numerical results.
In section 5 we study the adiabaticity conditions and compute the vacuum dependence of
the quantities of interest. In section 6 we formulate our criteria for vacuum stability, discuss
relevant time scales and corroborate our analytic results with numerical calculations. We end
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with concluding remarks.
Notation. We use a metric that is mostly positive (−,+,+,+), and we set the reduced
Planck mass to unity m2P = (8piGN )
−1 = 1.
The relevant equations depend on the combination (ξ − 1/6), for which we introduce the
shorthand notation
ξˆ ≡
(
ξ − 1
6
)
. (2)
Time is measured in number of inflaton oscillations T . The frequency of the Higgs pertur-
bations is periodic with frequency δT = 12 . To indicate a particular time during an oscillation,
we use the notation T =ˆ14 , meaning T =
1
4 mod
1
2 .
The inflaton background is an oscillating function with a time-dependent amplitude A(T ).
The initial conditions for the inflaton field amplitude and scale factor at T = 0 are denoted
by A(0) = A0 and a(0) = a0. We will also need the amplitude and scale factor at T = 1/4,
which are denoted by A(14) = A1/4 and a(
1
4) = a1/4. Finally, after a few oscillations the
amplitude and scale factor are well approximated by A(T ) = AT /T and a(T ) = aTT
2/3, with
normalization constants AT and aT . The values for all of them are taken from the numerical
solution of the classical background. For future reference we list them here
{A0, a0} = {1/2, 1}, {A1/4, a1/4} ≈ {0.1, 1.3}, {AT , aT } ≈ {0.25, 1.7}. (3)
2 Classical action
We study a Higgs field that is non-minimally coupled to the Ricci scalar. We are interested
in the behavior during preheating, the period just after the end of inflation when the inflaton
is oscillating in its potential, and the inflaton field still dominates the energy density. The
Lagrangian is given by1
L√−g =
1
2
(
1− 2ξΦ†Φ
)
R+ LSM + Linf , (4)
with Φ the SM Higgs doublet.
2.1 Inflaton background
For the inflaton we take a quadratic potential
Linf√−g = −
1
2
(∂χ)2 − 1
2
m2χχ
2. (5)
This is a good approximation for many inflationary models soon after the end of inflation,
as for small field values χ 1 the potential is generically dominated by the quadratic term.
However, since most of the Higgs fluctuations are produced during the first few inflaton
oscillations, where deviations from the quadratic potential can be significant, for example
1 In principle one should also add a quartic interaction term between the inflaton field χ and the Higgs
field L ⊃ √−g κ2χ2|Φ|2, which is allowed by the symmetries. We will assume that the coupling κ is small, and
neglect this term.
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in Starobinksy inflation, more precise calculations may require a model dependent inflaton
potential.
The inflaton dominates the energy density in the universe. The Hubble constant and Ricci
scalar can then be expressed in terms of the inflaton field:
3H2 ' 1
2
χ˙2 +
1
2
m2χχ
2, R = 6
(
H˙ + 2H2
)
' −χ˙2 + 2m2χχ2. (6)
The equation of motion for the inflaton is:
χ¨+ 3Hχ˙+m2χχ = 0. (7)
We choose initial conditions at time t0 = 2pi/mχ for the inflaton field and scale factor
A0 ≡ χ(t0) = 1
2
, χ˙(t0) = 0, a(t0) = 1. (8)
We take mχ = 10
−5 for the inflaton mass, which is the right order of magnitude for both
chaotic inflation with a quadratic potential and Starobinsky inflation; in both models χ ∼ 1
at the end of inflation, in agreement with (8).
After a few oscillations the inflaton background is very well approximated by a periodic
cosine function with a decreasing amplitude2
χ ≈ AT cos(2piT )
T
, (9)
with amplitude AT ≈ 0.25, which is determined by a fit to the numerical solution. The
number of inflaton oscillations T is approximated by
T ≈ mχt
(2pi)
− 1. (10)
After the first few oscillations the inflaton starts to behave as a cold dark matter fluid, i.e.,
averaged over an oscillation the inflaton has zero pressure and the energy density red shifts
as ρχ ∝ a−3. The scale factor grows as a ∝ t2/3, which can be written as
a ' aTT 2/3, (11)
with aT ≈ 1.7. At late times the Ricci scalar and Hubble constant evolve as
R =
A2Tm
2
χ(1 + 3 cos(4piT ))
2T 2
+O(T−3), H2 = A
2
Tm
2
χ
6T 2
+O(T−3). (12)
2.2 Mode equation for the Higgs field
The relevant part of the Lagrangian for the production of Higgs modes is
L√−g =
1
2
(
1− 2ξ|Φ|2)R− |DµΦ|2 − V + ... (13)
2The phase is actually shifted at late times and a better approximation is χ ≈ (AT /T ) cos(2piT − pi8 ).
However, the phase is irrelevant for most considerations, and for simplicity we drop it.
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with the Higgs potential
V = −µ2|Φ|2 + λ|Φ|4. (14)
During preheating the Higgs mass µ2 is very small compared to the effective mass generated
by the coupling to R, and will be neglected in our computations. We concentrate on the
production of the radial Higgs field, and neglect all other SM particles. In unitary gauge
Φ†Φ = Φ2R/2, with ΦR a real scalar that can be split in a background field plus fluctuations:
ΦR(~x, t) = φ(t) + ϕ(~x, t). (15)
We are interested in the regime of small Higgs field values ξφ2  1, then to leading order
the results are the same in the Einstein and Jordan frame. This allows to treat gravity as a
classical background. The FRW metric for a homogeneous isotropic universe is
ds2 = −dt2 + a2(t)d~x2 = a2(τ) (−dτ2 + d~x2) . (16)
The conformal time τ is defined via dτ = dt/a(t). Derivatives with respect to coordinate
time t are denoted by an overdot and derivatives with respect to conformal time by a prime.
Using conformal time and defining ‘conformal’ fields
φ¯ = aφ, ϕ¯ = aϕ, V¯ = a4V, (17)
the action for the fluctuations becomes (where we neglected the quartic self-interaction term)
S ⊃ 1
2
∫
d3xdta3
[
ϕ˙2 +
(∇ϕ)2
a2
− ξRϕ2 − Vφφϕ2
]
=
1
2
∫
d3xdτ
[
(∂τ ϕ¯)
2 + (∇ϕ¯)2 −M2ϕ¯2 − 2a
′
a
ϕ¯∂τ ϕ¯+
(
a′
a
)2
ϕ¯2 − 1
6
a2Rϕ¯2
]
=
1
2
∫
d3xdτ
[
(∂τ ϕ¯)
2 + (∇ϕ¯)2 −M2ϕ¯2
]
, (18)
with the background dependent, and thus time-dependent, effective mass term
M2 = a2
((
ξ − 1
6
)
R(t) + Vφφ
)
. (19)
In the second step we switched to conformal time and fields. To get the final expression we
integrated by parts and further used that (a′/a) = aH, R = 6(H˙ + 2H2), and ∂τ (a′/a) =
(aH)2 + a2H˙. The system is now equivalent to that of a harmonic oscillator with a time
dependent frequency in Minkowski space, and we can apply the usual flat space methods.
The field ϕ¯ can be expanded in mode functions
ϕ¯ =
∫
d3~k
(2pi)3
(
a~kUk(t)e
i~k.~x + a†~kU
∗
k (t)e
−i~k.~x
)
, (20)
that satisfy the mode equation:
U ′′k + ω
2
kUk = 0, ω
2
k = k
2 +M2. (21)
The term a2Vφφ = V¯φ¯φ¯ = 3λφ¯
2 in the effective mass (19) will be neglected, because it
only becomes important once the classical Higgs field is close to the value at the maximum.
For smaller field values, it does not play an important role. In order to find out whether the
classical field obtains values as big as the value at the maximum, we thus do not need the
effect of the 3λφ¯2-term. Our approximation becomes unreliable for larger field values, but
that is not the regime that we are interested in.
6
3 Quantum effective action
In the previous section we outlined the behavior of the classical inflaton field, which dominates
the energy density, and gave the classical mode equations for the Higgs fluctuations. In this
section we will discuss the one-loop corrections to the effective action and mode equation for
the Higgs field, and the contribution of the Higgs modes to the energy density.
In non-equilibrium systems we are mostly interested in expectation values, which can
be calculated using the CTP formalism [29–33]. The effective action and energy density
only depend on the equal-time Green function, which we define with appropriate boundary
conditions. More details can be found for example in [34–37].
3.1 Green Function
We start off by defining the Higgs Green function, which will enter the quantum corrected
effective potential. As follows from the action for the fluctuations (18), the rescaled Green
function G¯(τ, x; τ ′, x′) ≡ 〈T ϕ¯(x, τ)ϕ¯(x′, τ ′)〉 satisfies the Green function equation[
∂2τ −∇2 +M2
]
G¯(τ, x; τ ′, x′) = −iδ(τ, x; τ ′, x′). (22)
Now we Fourier transform G¯(τ, x; τ ′, x′) =
∫
d3k
(2pi)3
G¯k(τ, τ
′)ei~k.(~x−~x′), and make the Ansatz
G¯k(τ, τ
′) = c
[
Uk(τ)U
∗
k (τ
′)Θ(τ − τ ′) + U∗k (τ)Uk(τ ′)Θ(τ ′ − τ)
]
, (23)
with Θ(τ − τ ′) the Heaviside step function. Substituting this into (22), and using the mode
equation (21), we find
c = − iWk , with Wk = U
′
k(τ)U
∗
k (τ)− U∗
′
k (τ)Uk(τ). (24)
The Wronskian is time-independent, ∂τWk = 0, and is fixed by the initial conditions:
Uk(0) = uk, U
′
k(0) = −iωk,0Uk(0), Wk = −2iωk,0|uk|2, (25)
with ωk,0 = ωk(τ0). We will take uk = 1. Note that different normalizations are used in the
literature (e.g. uk = 1/
√
2ωk,0 [23,24,36]); however, in all cases the ratio Uk(τ0)/U
′
k(τ0) is the
same, which assures that the normalization drops out of the final result, and is thus arbitrary.
The effective potential only depends on the equal-time Green function. In terms of the mode
functions [36,37]:
G¯(τ) = 〈ϕ¯(τ)2〉 = −
∫
d3k
(2pi)3
i
Wk |Uk|
2 =
∫
d3k
(2pi)3
1
2ωk,0
|Uk|2. (26)
In the rest of this paper we are only interested in the equal-time Green function, and for
notational convenience the explicit time-dependence of G¯ is often dropped.
3.2 Energy density
The fluctuations Uk give a contribution to the energy-momentum tensor. The energy density
can be split into a classical part (dominated by the inflaton contribution) and a quantum
part. We are interested in the energy density of the Higgs fluctuations in the Einstein frame.
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There are two equivalent ways to derive this: either work in the Jordan frame and treat the
Ricci scalar as a classical background source, or perform a conformal transformation to the
Einstein frame and derive the energy density in that frame. We use the former method, but
we stress that both methods give exactly the same result in the small field limit ξφ2  1.
The action for the Higgs fluctuations was given in (18). In terms of the mode functions the
(conformal) energy density derived from this action is
ρ¯ =
∫
d3k
(2pi)3
ρ¯k =
∫
d3k
(2pi)3
1
4ωk,0
{|U ′k|2 + ω2k|Uk|2} . (27)
3.3 Adiabatic Renormalization of G¯ and ρ¯
The (equal-time) Green function G¯ and the energy density ρ¯ are UV-divergent and need to
be regularized. A convenient method for renormalization in an expanding universe is the
method of adiabatic renormalization [28, 38–40]. The renormalized quantities are defined
by subtracting the nth order adiabatic approximation of the quantity of interest from the
divergent expression. The quantity of interest is thus defined with respect to the nth order
adiabatic vacuum. This renormalization procedure is particularly easy to implement, and
widely used in preheating studies, and thus also in the Higgs studies [23–27]. The downside
of this method is that the renormalization conditions for the couplings and fields in the theory
are only implicitly defined, making it harder to define the renormalized couplings [41]. In fact,
although for the non-interacting scalar theory adiabatic subtraction is equivalent to redefining
the constants of the original action [40], new counterterms are needed in the interacting non-
equilibrium theory [41,42].
The Higgs mode functions behave adiabatically if the frequency satisfies the adiabaticity
conditions
n ≡
∣∣∣∣∣∂nτ ωkωn+1k
∣∣∣∣∣ 1. (28)
Usually only the first two conditions n = 1, 2 are considered, but we will show that it is
important to look at the full tower. In the adiabatic limit, the solution to the mode equation
(21) can be approximated by the WKB-solution:
vk =
√
ωk,0
Wk
e−i
∫ τ Wk(τ ′)dτ ′ , (29)
where Wk satisfies the non-linear equation
W 2k (τ) = ω
2
k(τ)−
1
2
(
W ′′k
Wk
− 3
2
W ′k
2
W 2k
)
. (30)
In a slowly varying spacetime, this can be solved iteratively. The zeroth and second order
WKB-solutions are given by:(
W
(0)
k
)2
= ω2k,(
W
(2)
k
)2
= ω2k −
1
2
(
ω′′k
ωk
− 3
2
ω′2k
ω2k
)
. (31)
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In general, the difference between the nth and (n+2)th frequency W
(n)
k is of the order of
the adiabaticity parameters n+1 and n+2. Expanding the Higgs field in the adiabatic mode
functions
ϕ¯ =
∫
d3~k
(2pi)3
(
a
(n)
~k,ad
v
(n)
k (t)e
i~k.~x + a
(n) †
~k,ad
v
(n)∗
k (t)e
−i~k.~x
)
(32)
defines the adiabatic vacuum via a
(n)
~k,ad
|0(n)〉 = 0 [28]. All orders of the adiabatic vacuum
reduce to the usual in/out vacua in the static asymptotic regions. Since the high momentum
modes behave adiabatically, as the k2-term is the dominant term in ωk, the production of
high momentum modes is suppressed, as is expected in the vacuum.
Since large momentum modes are increasingly adiabatic, the exact mode functions ap-
proach the WKB solution in the UV limit. It follows that the divergences in G¯ and ρ¯ can be
cancelled by subtracting from the Green function and the energy density the corresponding
expression in the WKB-approximation:
G¯(n)ren = G¯− G¯(n)ad , ρ¯(n)ren = ρ¯− ρ¯(n)ad , (33)
which gives
G¯(n)ren =
∫
d3k
(2pi)3
1
2ωk,0
(
|Uk|2 − |v(n)k |2
)
=
∫
d3k
(2pi)3
(
1
2ωk,0
|Uk|2 − 1
2W
(n)
k
)
, (34)
and
ρ¯(n)ren =
∫
d3k
(2pi)3
[
1
4ωk,0
{|U ′k|2 + ω2k|Uk|2}− 14
{(
1
4
(W
(n)′
k )
2
(W
(n)
k )
3
+W
(n)
k
)
+
ω2k
W
(n)
k
}]
. (35)
For the Green function the adiabatic subtraction term G¯
(n)
ad removes all divergences for n ≥ 0.
Since the degree of divergence is higher for the energy density it seems that one has to go
to higher order n ≥ 2 to also remove the log-divergence. However, since ρ¯(2m+2) − ρ¯(0) is
finite for m ≥ 0, the UV-behavior is the same for all orders; this implies that the zeroth order
adiabatic vacuum works just as well for regularizing the integral.
In a time-dependent background the adiabatic vacuum |0(n)〉 is not an eigenstate of the
Hamiltonian, and it does not minimize the energy density in adiabatic mode vk at a given
time τp [43]:
ρ¯
(n)
k, ad(τp) =
1
4
(
1
4
(W
(n)′
k )
2
(W
(n)
k )
3
+W
(n)
k +
ω2k
W
(n)
k
)
=
1
2
ωk(τp) +O (1, ..., m) (36)
Only when the adiabaticity conditions n  1 are satisfied, the adiabatic energy density is
slightly higher than the minimum value ρk(τp)|min = 12ωk(τp). Thus for the k-modes that
violate the adiabaticity condition the adiabatic vacuum is not a good vacuum.
In many previous works on preheating in the Higgs system the adiabatic particle number
density was used as a measure for the efficiency of preheating. The zeroth order adiabatic
particle number density can be defined as n
(0)
k = ρ
(0)
k /ωk. This approach thus has the same
issues with the choice of vacuum.
The WKB-approximation cannot be used for negative frequencies. The renormalized
Green function and energy density are only defined at times for which W 2k > 0 and the
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lower bound t− of the integral in the WKB-solution at time t should be chosen such that
W 2k > 0 between t− and t. To formally extend the Green function and energy density in
the tachyonic regions one can take absolute values of the various terms in G¯ad, ρ¯ad; this is
also what is (implicitly) done in the definition of adiabatic particle number used in previous
studies [23–27].
3.4 Effective potential
To find the one-loop effective potential we use the tadpole method [34–37]. The equation of
motion for the conformal background field can be found by requiring the tadpole to vanish:
〈φ¯〉 = 0. This gives
φ¯′′ + a2(ξ − 1
6
)Rφ¯+ V¯φ¯ +
1
2
∂φ¯(m¯
2
φ¯)G¯(τ) + ... = 0, (37)
where G(τ) is the equal-time Green function of the conformal Higgs field. Since the Higgs
is the only field that is produced directly during preheating, we neglect contributions to the
equation of motion of the other fields, as denoted by the ellipses. Further, for the Higgs
potential (14) one has V¯φ¯ ' λφ¯3 and ∂φ¯(m¯ϕ¯2) = V¯φ¯ϕ¯ϕ¯. In a (nearly) static background, inte-
grating the equation of motion gives the usual Coleman-Weinberg correction to the effective
potential [44]. Including explicit counterterms3 this gives
V¯eff =
1
2
a2
(
ξ + δξ − 1
6
)
Rφ¯2 +
(λ+ δλ)φ¯4
4
+ 3λφ¯2G¯(τ) + .... (38)
Now we split the Green function in a vacuum part plus a part due to excitations on top of
the adiabatic vacuum G¯ = G¯
(n)
ad + G¯
(n)
ren, according to the adiabatic renormalization scheme
(34). The divergent vacuum part can be absorbed in the counterterms, together with the
vacuum contribution of all other SM particles. In a static universe, defining appropriate
renormalization conditions this gives the standard results for the renormalized couplings. In
an adiabatically expanding universe this procedure can still be used at each moment in time
since time derivatives only give small corrections. Although very easy to implement, the
disadvantage of the adiabatic renormalization scheme is that it is hard to translate it into the
explicit counterterms in the Lagrangian (38) . The effective potential can be renormalization
group (RG) improved to give
V¯eff =
1
2
a2
(
ξ(µ)− 1
6
)
Rφ¯2 +
λ(µ)φ¯4
4
+ 3λ(µ)φ¯2G¯ren(τ). (39)
with λ(µ), ξ(µ) the running couplings. In an expanding universe the renormalization scale
can be taken as the mass of the top quark mt ∼ φ, or if higher, the Hubble scale
µ ∼ max(H,φ). (40)
The RGE for the quartic coupling and all other SM couplings are the usual SM RGEs (see
e.g. [2]), the RGE for the non-minimal coupling can be found in [45]. The boundary conditions
3Since the non-minimal coupling is a non-renormalizable interaction between gravity and the Higgs field,
one cannot treat gravity as a classical background in calculating the counterterms and RGE equation; rather
a covariant method should be used [45]. Since the details are not important for our purposes, we neglect this
complication.
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are set by the measurement of the Higgs mass at the electroweak scale, and the value of ξ
at the inflationary scale that can be extracted from the CMB. The term proportional to
G¯
(n)
ren(τ) is the contribution to the effective potential due to Higgs quanta above the nth order
adiabatic vacuum; this is analogous to how the effective potential receives thermal corrections
in a plasma.
Different choices of vacuum, such as the zeroth and second order WKB vacuum (31),
correspond to different counterterms, and as a result the physical couplings are defined via
different renormalization conditions. Since the different order vacua all coincide in the static
asymptotic regions, the renormalization conditions only differ during preheating. As a result,
to fully fix the theory one has to measure the couplings during this period. If preheating is
efficient, the vacuum dependence of the result is relatively small and this is not a big problem.
However, as we will see, if preheating is less efficient the vacuum dependence in the Green
function and energy density grows with time, i.e. the differences G¯(0) − G¯(n) and ρ¯(0) − ρ¯(n)
grow with time. Therefore, the ambiguity in the finite pieces of the counterterms, and thus in
the definition of the physical couplings via a renormalization condition grows, and it becomes
harder to extract a reliable critical coupling for stability. Note that the physics is independent
of our choice of vacuum, the electroweak vacuum is either stable or not. The problem lies in
the lack of a measurement of the couplings during preheating, and secondly in the application
of equilibrium methods to a system that is not adiabatic.
We can read off the one-loop effective mass, which consists of the tree-level term (19) plus
quantum correction due to the production of Higgs quanta:
M2eff ' a2
(
ξ(µ)− 1
6
)
R+ 6λG¯bg(τ) = a2ξˆ(µ)R+ 6λG¯bg(τ) (41)
where we neglected the subdominant tree-level contribution from the quartic Higgs coupling,
and used the notation (2).
If the mass squared is positive at small field values — either because the tree-level mass
dominates, or because the quartic coupling is positive and the quantum correction to the mass
is positive — the potential has a barrier separating the true and false vacua. The maximum
of the potential is
V¯max =
1
4
M4eff
|λ| , (42)
with |λ| ∼ 10−2. Here we assumed H > µcr ∼ 1011GeV (the critical scale where the quartic
coupling becomes zero λ(µcr) = 0), in which the coupling λ(H) is negative and field inde-
pendent near the maximum. For a smaller Hubble constant, there will be corrections as the
coupling λ(φ) is field dependent, but these corrections are small in the regime that we are
interested in.
Along the same lines one can define the energy density of the Higgs quanta on top of the
adiabatic vacuum as ρ
(n)
ren as defined in (35), where the couplings can be taken as the running
couplings.
4 Higgs effective mass and energy density
In this section we will discuss the numerical results for the Higgs effective mass and energy
density, and develop a semi-analytical understanding. More details on the numerical imple-
mentation are given in section 6.3.1. The results are for the zeroth order adiabatic vacuum.
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In the next section we look at the vacuum dependence, and discuss the difference with the
higher order vacua.
4.1 Green function
For small enough comoving momentum k the frequency squared ω2k of the Higgs modes oscil-
lates between positive and negative values. Modes for which the frequency squared is negative
are produced in a process called tachyonic preheating [19,20]. Modes for which the frequency
is non-adiabatic are produced in a process called parametric resonance [16–18]. Most quanta
are produced in the first few oscillations.
We will estimate the contribution of the tachyonic and non-adiabatic modes to the Green
function, guided by the numerical results. The first step is to write the mode equation (21)
in the form of the Mathieu equation. To do so we approximate the inflaton field and its
derivative during the first oscillation as4
χ ≈ A(T ) cos(2piT ), ∂Tχ ≈ A(T )∂T cos(2piT ), (43)
that is, we neglect the time-dependence of the amplitude in taking the derivative. If further-
more the time-derivative of the mode function is approximated by ∂2τUk ≈ (amχ/(2pi))2∂2TUk,
the mode equation (21) can be written in the form of a Mathieu equation:
∂2zUk + (Ak − 2q cos(2z))Uk = 0, (44)
with
Ak(T ) = k
2
a2m2χ
+
1
2
ξˆA2, q(T ) =
3
4
ξˆA2, 2z = 4piT − pi. (45)
Note that the amplitude A, scale factor a, and thus the parameters Ak, q are time-dependent
in the expanding universe. We define the efficiency parameter as the q-value at the initial
time
q0 ≡ q(0) = 3
4
ξˆA20. (46)
Let’s look at tachyonic preheating first. The small momentum modes are tachyonic ω2k < 0
during part of the inflaton oscillation. The frequency is most negative at times T ≈ Tp =
1
4 +
1
2p, with p integer. It was estimated in [20] that during the pth burst of tachyonic particle
production, the tachyonic mode functions grow approximately as:5
|Uk(Tp)|2 ∼
(
2ωk,0
ωk
)
e4x
√
qp , (47)
with x an order one constant. Since q decreases with time, the production is dominated by
the first few times the frequency becomes tachyonic. Consider then the first burst of particle
production at Tp=0 = 1/4. Modes with k . ktach are tachyonic at that time, with
ktach =
2√
3
a1/4mχ
√
q1/4, (48)
4After a few oscillations the amplitude is well approximated by A(T ) ≈ AT /T as in (9), but in the first few
oscillations the amplitude decays faster and has a different time dependence.
5The factor (2ωk,0/ωk) enters because of our normalization of the mode functions.
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where we introduced the shorthand q1/4 = q(T = 1/4) and analogous notation for other
time-dependent quantities. The first burst of production gives a contribution to the Green
function (34)
G¯(0)(1/4) ∼
∫ ktach d3k
(2pi)32ωk,0
|Uk(1/4)|2 ∼ 1
2pi2
∫ ktach
dk ke4x
√
q1/4 ∼ 1
2pi2
k2tache
4x
√
q1/4 . (49)
Here we used that the integral is dominated by the modes with k ∼ ktach, for which the
approximation ωk ∼ k is valid. Particle production in the subsequent tachyonic intervals is
subdominant. It follows that G¯(n) approaches its asymptotic value after about one inflaton
oscillation, and remains constant after that. The above approximation for the Green function
is thus valid at large times as well. Relating q1/4 = (A1/4/A0)
2q0, the contribution of the
tachyonic modes to the Green function can be approximated by:
G¯(0)(T ) ∼ 1
2pi2
k2tache
4x
√
q1/4 ∼ 5× 10−13q0ec
√
q0 , (50)
where in the 2nd step we used mχ = 10
−5 and (3), and defined c = 4x
√
q4/q0.
We fit the growth factor c to the numerical results
c ≈ 3.5. (51)
The left panel of figure 1c shows a comparison between the numerically computed values of
G¯(0) and approximation (50). The approximation agrees with the numerical result within
a factor of two over the whole range q0 = 0.15 − 9.3, corresponding to ξ = 1 − 50. The
left panel of figure 1a shows the large time behavior of the Green function in the zeroth
order adiabatic vacuum. The graphs show that G¯(0) remains approximately constant after
the initial amplification, confirming our assumption that production is completely dominated
by the first few oscillations.
4.2 Energy density
Analogously to the Green function, the energy density is produced in the first few oscillations
and remains constant afterwards, as confirmed by the numerical results shown in Figure 1a.
The contribution of the tachyonic modes to (35) is estimated as
ρ¯(0)(T ) ∼ 1
8pi2
∫ ktach
kdk
{|U ′k|2 + ω2k|Uk|2} ∣∣∣
T= 1
4
∼ 1
4pi2
∫ ktach
k3dk |Uk(1/4)|2
∼ 1
4pi2
k4tache
c
√
q0 . (52)
In the 2nd step we used that the modes k ∼ ktach dominate the integral, analogously to the
approximation made in the Green function. Moreover, we assumed equipartition and used
|U ′k|2 ∼ k2|Uk|2, which agrees with the numerical results.
Numerically, we fit
ρ¯(0) ∼ 2.8× 10−23q20ec
√
q0 , (53)
which is about a factor 15 larger than the contribution from the tachyonic modes (52). The
growth factor c is given by (51). This indicates that the energy density and Green function
are dominated by the same mode functions.
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In the right panel of figure 1c a comparison between the numerically computed values
of ρ¯(0) after 3.5 inflaton oscillations and approximation (53) is shown. For q0 > 2 the es-
timate and numerical result agree within a factor of two, but for smaller q0 estimate (53)
underestimates the numerical result by a larger margin.
There are several effects that can explain the factor 15 difference between the analytic
and numerical result. First of all, the approximation ωk ≈ k could be slightly off. Secondly,
the assumption that the production of modes after the first oscillation is negligible does not
completely hold for larger q0. Furthermore, we did not take into account the contribution of
non-tachyonic modes. Figure 1b shows k2ρ¯
(0)
k as a function of k at T = 3.5. As expected, the
resonance is most efficient for the larger value of q0. The right graph shows that for q0 = 3.7
the distribution is peaked at a k∗ that is slightly larger than ktach. The left graph shows that
for q0 = 0.9 the difference between ktach and the most dominant mode k∗ is approximately a
factor 5. This implies that there is a significant contribution of modes that are non-adiabatic,
but never tachyonic. This leads to the conclusion that for q0 . 1, parametric resonance as
described in [17] plays a role that is more important than tachyonic resonance.
These three effects should in principle also apply to our estimate of G¯(0). However, we did
not need any multiplicative factor for our fit of G¯(0), which suggests that the effects cancel in
this case.
5 Adiabaticity and vacuum dependence
The adiabatic vacuum is a good vacuum for high-momentum modes, for which the adiabaticity
parameters defined in (28) are small at least during part of the inflaton oscillation. However,
for smaller momenta, adiabaticity is violated at all times. If these momenta give a significant
contribution to the Green function and/or energy density, this introduces a large vacuum
dependence, which manifests itself in that different orders of adiabatic vacuum give different
results for G¯ and ρ¯.
The adiabatic vacua are all equivalent in the asymptotic time regions where ωk is (approx-
imately) constant, but can differ significantly during preheating. Since different choices of
vacua correspond to different subtractions in G¯ and ρ¯, see equations (34, 35), they correspond
to different counterterms and renormalization conditions. There is thus an uncertainty in the
values of the renormalized couplings, which can only be fixed (in theory) by a measurement
during preheating. Moreover, even if such a measurement was in principle possible, one would
also need to use non-adiabatic methods to calculate the Green function for the results to be
useful. Note that the physics is independent of our choice of vacuum, the electroweak vacuum
is either stable or not. The problem lies in our theoretical description of this process.
In this section we will discuss the adiabaticity condition and the vacuum dependence of
the Green function and energy density, which are both input to determine the stability of the
vacuum, as laid out in section 6.1.
5.1 Adiabaticity conditions
After a few oscillations the inflaton background is very well approximated by expression (9).
The frequency for the Higgs modes (21) becomes
ω2k ' k2 +
1
2
A2Ta
2
Tm
2
χξˆT
−2/3 (1 + 3 cos(4piT )) +O(T−5/3). (54)
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The frequency is periodic with δT = 1/2. In the rest of this section we will use the notation
T =ˆ1/4 to denote T = 1/4 mod 1/2.
Modes with k < kn violate the nth-order adiabaticity condition n > 1, which involves n
derivatives of the frequency. Keeping only the leading term at large T this gives the estimate
kn ∼ aTmχ
(
4× 2(n−2)
(
AT
A0
)2
q0
) 1
(n+2)
T
2(n−1)
3(n+2) ×
{
| sin(4piT )| 1(n+2) , n odd,
| cos(4piT )| 1(n+2) , n even,
(55)
with AT /A0 ≈ 0.2, see (3). Since even orders are proportional to a cosine, and odd orders
to a sine, kn cannot be minimized simultaneously for all n. At every moment during the
inflaton oscillations there are modes that violate some of the adiabaticity conditions. The
momentum cutoff kn grows, and as time goes by more modes become non-adiabatic. At early
times all kn are similar for q0 = 1 − 10, but the larger the order n the faster kn grows with
time. Explicitly, parametrizing kn ∝ Tα this gives α = {0, 1/6, 4/15, 1/3} for n = {1, 2, 3, 4}.
The left top plot in fig. 2a shows the exact critical kn for which n = 1 (using (9) as the
inflaton background) for n = 1, .., 4 during a time interval δT = 1/2; this is compared with
our approximation (55) . The approximation is good (it becomes more accurate with larger
T ), except for parts close to the critical points T =ˆ3/8, 1/2, 5/8 where either the sine or the
cosine goes to zero.
For the above estimate we only included the classical contribution to the effective mass
(41). Taking into account the quantum correction, even if larger than the tree-level term, will
have negligible effect. As discussed in the previous subsection G¯ is nearly constant at late
times, and the time-derivative of ωk is still given by the time-derivative of the tree-level term.
Further, for the q0 values of interest k
2
n > M
2
eff , and one can use the approximation ωk ∼ k;
the backreaction will not change this either.
If we compare the non-adiabatic modes with the tachyonic modes (48), we see that ktach <
kn. The tachyonic modes give a an exponentially enhanced contribution to the Green function
and energy density, signifying particle production. The larger the enhancement, i.e., the larger
q0, the smaller the effect of the different adiabatic subtractions. However, since kn grows with
time, at sufficiently late times the vacuum dependence of G¯ and ρ¯ always become substantial.
This is what we will discuss next.
5.2 Green function
We now approximate the vacuum dependence of the Green function. The adiabatic frequency
is very schematically of the form(
W
(2m)
k
)2
= ω2k + f
(2m)(1, 2, ..., 2m), (56)
that is, f (2m) contains terms up to 2m derivatives of the frequency ωk. The highest derivative
term dominates, and thus W (2m) > W (2m−2) for modes k < k2m for which 2m > 1. Consider
the difference between the Green functions of the zeroth and nth order adiabatic vacuum.
This is approximately
∆G¯(2m) ≡ G¯(2m) − G¯(0) =
∫
d3k
(2pi)3
(
1
2W
(0)
k
− 1
2W
(2m)
k
)
≈ 1
4pi2
∫ k2m
dk
k2
W
(0)
k
∼ 1
8pi2
k22m (57)
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In the last step we used that W
(0)
k = ωk ∼ k, which is a good approximation for the modes
that dominate the integral. Comparing with the exact result, we can fit the constant of
proportionality
∆G¯(2) ≈ 1
8
√
2pi2
k22, ∆G¯
(4) ≈ 1
16pi2
k24, ∆G¯
(6) ≈ 1
16
√
2pi2
k26. (58)
The top right plot in figure 2a shows the exact ∆G¯(n) for n = 2, 4, 6 and our approximation
(58) over a time interval δT = 1/2. We only show points for which the imaginary part of
∆G¯(n) is less than 1%. That is, the modes that dominate the integral are all non-tachyonic
W
(n)
k > 0 and the adiabatic vacuum is defined for them, but we allow that a fraction of
the smaller k-modes (that give a subdominant contribution) are tachyonic. The vacuum
dependence of the Green function grows with time and for larger adiabatic order. However,
one cannot take the order to infinity and claim that the vacuum dependence is arbitrarily
large, as for larger n the frequency is tachyonic (W
(n)
k )
2 < 0 for more k-modes and the Green
function becomes increasingly less well-defined. Indeed, the plot already shows that for n = 6
the imaginary part of the Green function exceeds 1% during most of the time interval, also
at times where lower order vacua and G¯(2), G¯(4) are still well defined.
The second observation is that the vacuum dependence ∆G¯(n) is minimized for T =ˆ1/8, 3/8,
in accordance with our estimate (55) as k2m vanishes here. It seems that zooming in on this
time instant the vacuum dependence can be made arbitrarily small. However, this is not
the case, as in this limit more and more k-modes become tachyonic, and at some point the
Green function is no longer well defined. This still puts a lower bound on the vacuum de-
pendence. Moreover, at these time instants the frequencies are still non-adiabatic (only the
even adiabaticity parameters vanish), and this vanishing is more a coincidence rather than
a consequence of adiabaticity. Indeed, as we will see next, the vacuum dependence of the
energy density is minimized at different time instants, and one cannot make both of them
arbitrarily small at the same time.
5.3 Energy density
Define the vacuum dependence of the energy density via
∆ρ¯(n) ≡ ρ¯(n) − ρ¯(0), (59)
i.e. we compare the zeroth and nth order adiabatic vacuum. To find an analytic approxima-
tion it is useful to look at the different terms in ρ¯ad separately
ρ¯
(n)
ad = −
1
4
∫
d3k
(2pi)3
{
1
4
(W
(n)′
k )
2
(W
(n)
k )
3
+
(
W
(n)
k +
k2
W
(n)
k
)
+
ξˆa2R
W
(n)
k
}
= ρ¯
(n)
1 + ρ¯
(n)
2 + ρ¯
(n)
3 . (60)
For definiteness, concentrate on the n = 2 vacuum; the results can be generalized to higher
order vacua. The term ∆ρ¯3 is subdominant for T &
√
q0 and is neglected. The term ∆ρ¯2 is
dominated by the modes k ∼ k2 for which W (0) ∼W (2), and can be estimated by
|∆ρ¯(2)2 | ∼
1
4pi2
∫ k2
dk k2 × k
2
∼ 1
64pi2
k42, (61)
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where the factor 1/2 is matched to the numerical solution. The term ∆ρ¯1 is also dominated
by modes k ∼ k2, as the integrand is peaked for these momenta. We estimate
|∆ρ¯(2)1 | ≈
1
32pi2
∫ k2
k2dk
(W
(2)′
k )
2
(W
(2)
k )
3
∼
(W
(2)′
k )
2
∣∣
k∼k2
32pi2(3/2)3/2
∼ 1
256
√
6
k103
k62
, (62)
where once again the numerical factors are matched to the numerical solution. It should not
surprise that k3 enters this estimate, as this term involves an extra time derivative and thus
depends on the 3rd adiabaticity parameter.
The different contributions to ∆ρ¯(2) and the analytical approximation (61, 62) are shown
in the bottom left plot in Fig. 2b. The total vacuum dependence of ∆ρ¯(n) is shown in the
bottom right plot for n = 2, 4, 6. Just as for the Green function, only the time instants are
shown where the imaginary contribution is less than 1%.
Both approximations agree well with the numerical result away from the critical points
T =ˆ3/8, 1/2, 5/8. However, in these limits increasingly more modes become tachyonic, and
the energy density is at some point not well defined. The vacuum dependence grows with
the order of the vacuum n, but just as for the Green function case one cannot take arbitrary
large n as these vacua are tachyonic and not defined during most of the time (some of the
scattered points, mostly for ∆ρ¯(6), are a numerical artefact as the integrand behaves wildly
for these points).
∆ρ¯(n) is minimized for T =ˆ1/2 and blows up at the other critical points T =ˆ3/8, 5/8.
In the following we will use G¯(2) and ρ¯(2) as a an estimate for the vacuum dependence.
Away from the critical points to a good approximation
∆G¯(2) ∼ 1
8
√
2pi2
k22, ∆ρ¯
(2) ∼ max
[
1
64pi2
k42,
1
256
√
6
k103
k62
]
. (63)
6 Vacuum stability
In this section we discuss the implications of our results for the vacuum stability. In the next
subsection we first discuss the criteria for stability. In 6.2 we analytically determine all the
relevant time scales, which (where possible) we compare with the numerical results in 6.3.
6.1 Criteria for stability
The qualitative form of the potential depends sensitively on the Hubble scale. If the Hubble
scale is larger than the critical scale H > µcr ∼ 1011GeV it follows from (40) that λ(µ) < 0 for
all Higgs field values φ < H. This is the case at early times, for a sufficiently small number
of inflaton oscillations. Using (12) the critical time is given by6
Tcrit ∼ 25
(
A0
0.5
)( mχ
10−5
)(4.2× 10−8
µcr
)
. (64)
with A0 the initial inflaton amplitude. There are then two possibilities for the vacuum to
decay.
6Here we used that the ratio AT /A0 is approximately constant for different A0.
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• The quantum corrections to the effective mass (41) dominate before Tcrit.
As we have seen the Green function is nearly constant after a few oscillations. As a
consequence, if the coupling is negative, the quantum correction to the effective Higgs
mass is then always negative. If it exceeds the (oscillating) tree-level contribution the
vacuum is destabilized, since there is no barrier. The vacuum can only remain stable if
the following criterion is satisfied
condition 1 : 6λG¯ren(τ) . a2ξˆRmax, for T < Tcrit, (65)
with Rmax the maximum value of the Ricci scalar during an inflaton oscillation.
• The energy density becomes larger than the potential barrier separating the electroweak
and true vacuum.
If the tree level term dominates the effective mass the potential is an oscillating function
with a barrier separating the two vacua. If the quantum correction to the effective mass
comes to dominate at late times T > Tcrit, this only enhances the barrier, as the quantum
correction to the effective mass is positive at φ < µcr.
The tunnelling process is expected to be enhanced if the energy density in the Higgs
modes exceeds the height of barrier, potentially leading to rapid decay.7 In addition to
the first criterion, we thus have a second criterion for vacuum stability:
condition 2 : ρ¯ren < V¯max, (66)
with V¯max given in (42).
In the literature, many different criteria for stability are used [23–27]. Even though the
details may differ, all agree that for large non-minimal coupling q0 & O(5) particle production
is efficient and the electroweak vacuum is destabilized within a couple of inflaton oscillations,
since the stability condition (65) is violated.
For smaller couplings particle production is initially not efficient enough to destabilize the
vacuum. As the classical background red shift faster than the quantum correction, the energy
density may become larger than the effective barrier of the potential at late times, and (66)
is violated. However, as we will see, the vacuum dependence of the energy density grows with
time, and this makes it hard to make definite statements for small q0 ∼ O(1).
6.2 Time scales
In this section we discuss the relevant time scales, starting with some effects we have neglected
(inflaton and Higgs decay), and ending with estimates for when the Green function and
energy density become large, when the vacuum dependence becomes important, and when
the stability criteria are violated.
7Although a full calculation is needed to assert whether this is indeed the case. It should be noted that
both the energy density and the potential are oscillating functions.
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6.2.1 Inflaton decay
Even though the inflaton decay rate is model dependent, we can make some general state-
ments.
The inflaton oscillates until decay. If it decays via very efficient preheating (into a field
other than the Higgs field), the total number of oscillations are T . 103−104 [17]. Perturbative
decay is slower. The inflaton cannot be coupled too strongly to other fields, as otherwise loop
corrections would spoil the flatness of the potential. This gives a bound T & 106 corresponding
to a maximum reheating temperature TR . 1012GeV; but the number of oscillations can be
much larger, for example if the coupling is of gravitational strength and Γχ ∼ m3χ/m2P, decay
happens after T ∼ 109 oscillations, with a maximum reheating temperature TR . 7×1010GeV.
After inflaton decay the universe is dominated by a relativistic fluid, and R ≈ 0. The
classical contribution to the Higgs mass vanishes. However, already before complete decay,
there are temperature corrections to both the Higgs mass and the energy density, just like the
non-thermal preheating corrections discussed in this paper. The net effect is that the thermal
corrections generically stabilize the vacuum — see [8, 14] for the exact bounds. For non-
perturbative decay, there is an intermediate non-thermal stage before thermal equilibrium is
reached; during this stage the Ricci scalar is non-vanishing. Although a dedicated study will
be needed to determine the exact bounds in this case, it is likely that perturbative inflaton
decay also helps to stabilize the vacuum.
In the next subsections we will discuss the critical q0 value below which the electroweak
vacuum is stable, assuming inflaton decay is late and only happens after all relevant time-
scales. Since inflaton decay generically stabilizes the electroweak vacuum, fast decay can only
raise the critical q0 value.
6.2.2 Higgs decay
In coordinate time the Higgs decays when Γ ∼ H, provided decay is kinematically allowed.
Translated to conformal time, the condition for decay is
aH ∼ αMeff , (67)
with α = y2/(4pi) and y a yukawa/gauge coupling. For the top quark and gauge couplings
α ∼ (1 − 5) × 10−2 at scales µcr, and for the bottom quark, tau and Higgs self coupling
α ∼ 10−4 − 10−5. The fermion/gauge boson mass in conformal time, the equivalent of Meff
for the Higgs field (41), only has a contribution from the Higgs fluctuations My ∼ y2G¯.
Averaged over one oscillation H2 ∼ R ∼ A2m2χ/a3, as follows from (12).
Consider first the case that the tree-level term dominates the Higgs mass Meff . The
Higgs is much heavier than the SM particles, and decay into top quarks and gauge bosons is
kinematically possible. Decay only happens for
√
ξα > 1, so only for large couplings ξ & 104.
In the opposite limit that quantum corrections dominate the Higgs mass, decay is kine-
matically allowed if Meff > 2My. Since both the mass of the Higgs and the mass of the decay
products scale with
√
G¯, decay into top quark and EW gauge bosons is impossible. Decay
into lighter fields is still allowed, in particular decay into b-quarks, tau-leptons and Higgs will
dominate. The Higgs decays when
λG¯
a2ξR
& 1
α2ξ
& 10
8
ξ
, (68)
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where we used α . 10−4 in the last step.
Perturbative Higgs decay only happens at late times for the ξ couplings of interest, and
can be neglected for our purposes.
6.2.3 Large Green function corrections
At late times the maximum value of the classical mass during an oscillation can be approxi-
mated by
M2eff |class = a2ξˆR|max = 2A2Ta2Tm2χξˆT−
2
3 +O(T− 52 ), (69)
where we used (12). The quantum contribution to the mass M2eff |quant = 6|λ|G¯ becomes of
the same order as the classical contribution at time
TG ≈ 5× 105
(
10−2
λ
)3/2
e−
3
2
c
√
q0 , (70)
where we used (50), and c is given in (51). We find TG ≈ {4 × 103, 7 × 102, 13, 0.2} for
q0 = {1, 2, 5, 10}. Preheating is efficient and the vacuum is destabilized if the quantum
correction dominates already when H > µcr, see our first stability condition (65). This
requires TG < Tcrit, with Tcrit given in (64):
TG . Tcrit ⇒ q0 & qcrit0 = 4.5 (or ξ & 24). (71)
This is reasonably close to the value qcrit0 ≈ 3.7 that we find numerically.
6.2.4 Large energy density
For T > Tcrit the potential always has a barrier; decay may still be possible if the energy
density exceeds the maximum of the potential, see our second stability condition (66). The
interesting parameter region is q0 < q
crit
0 . In that case the energy density becomes large at a
time
Tρ ∼ 2× 103e− 34 c
√
q0
(
10−2
|λ|
)3/4
, (72)
where we used approximation (53). The energy density becomes large before the quantum
correction to the Green function becomes large, that is Tρ < TG, and the above time-scale
was derived using the tree-level potential. Taking |λ| = 10−2, Tρ ≈ {2 × 102, 55, 6, 0.8} for
q0 = {1, 2, 5, 10}.
6.2.5 Vacuum dependence large
We focus on the difference between the 0th and 2nd order adiabatic vacuum, as a measure of
the vacuum dependence of the results. The vacuum dependence becomes of the same order
as the Green function itself if
∆G¯(2)
G¯(0)
> 1 ⇒ T > T∆G = 6× 10−3q3/20 e3c
√
q0 , (73)
where we took cos(4piT ) ∼ 1. This gives T∆G = {80, 105, 108} for q0 = {1, 2, 5}. T∆G < 1
for q0 < 1. The Green function enters the first stability criterion (65) for effective preheating,
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which is valid if the vacuum decays within the first 25 oscillations and q0 > q
crit
0 = 4.5. It
follows from (73) that the vacuum dependence of the results is small in this case.
If we compute the energy density at the instants where the vacuum dependence is min-
imized T =ˆ12 , we have ∆ρ¯
(2) = 1
64pi2
k42 and the vacuum dependence of the energy density
becomes sizeable when
∆ρ¯(2)
ρ¯(0)
> 1 ⇒ T > T∆ρ = 0.21e 32 c
√
q0q20. (74)
This gives T∆ρ ≈ {40, 103, 3× 105} for q0 = {1, 2, 5}. The energy density enters the second
stability criterion (66) for q0 < q
crit
0 . Demanding that
Tρ < T∆ρ ⇒ q0 & 1.3 (or ξ & 7). (75)
However, Vmax, ρ¯ and ∆ρ¯ are all oscillating functions. We can not expect that an interpo-
lation between the points where the vacuum dependence of ρ¯ is minimized gives a proper
description of ρ¯ during the whole oscillation, or of the oscillation averaged ρ¯. For an accurate
determination of the tunneling rate to the true vacuum, information at other time instants
may be needed.
Moving slightly away from T =ˆ12 , the vacuum dependence is given by ∆ρ¯
2 = 1
256
√
6
k103
k62
and
T∆ρ becomes much smaller. Taking T =ˆ
1
2 + 0.05 as an example, we get:
∆ρ¯(2)
ρ¯(0)
> 1 ⇒ T > T∆ρ = 0.27e 35 c
√
q0q
9/10
0 , (76)
which gives T∆ρ ≈ {2, 10, 102} for q0 = {1, 2, 5}. Demanding again that Tρ < T∆ρ gives the
stronger bound
Tρ < T∆ρ ⇒ q0 & 2.8 (or ξ & 15). (77)
Numerically we find q0 ∼ 0.9 (or ξ ∼ 5) when we look at the vacuum dependence at T =ˆ12 ,
and q0 ∼ 2.2 (or ξ ∼ 12) for T =ˆ12 + 0.05.
6.3 Numerical results
In this section we present the results of our numerical calculation, which serves as a check for
the analytical results discussed in the previous sections. We focus on the calculation of the
Higgs Green function and energy density, and in particular on their vacuum dependence by
calculating them in both the zeroth and second order vacuum (31).
6.3.1 Numerical implementation
Since our aim is not so much on getting the most accurate results, but rather on investigat-
ing the vacuum dependence, we have made some simplifying assumptions to speed up the
numerics.
First of all, we neglect the Higgs mass term and quartic Higgs coupling. The electroweak
scale mass is negligible during preheating. The quartic coupling only becomes important
near the maximum of the potential, but can be neglected for smaller field values. Since we
are only interested in the question whether the EW vacuum is destabilized, and not in the
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exact dynamics of the Higgs after crossing the barrier, we can neglect this interaction. This
is supported by numerical simulations in the literature (see e.g. [24]).
Secondly, we neglect backreaction. It can be checked that the backreaction on the inflaton
equation of motion of the produced particles is small. The backreaction for the Higgs mode
equation becomes important once the barrier disappears and M2eff becomes negative (41). At
this point the vacuum is already destabilized.
Thirdly, we neglect the interaction of the Higgs with all other SM particles and also other
inflaton interactions (which should be there for complete decay of the inflaton). As will be
discussed in 6.2, Higgs decay happens on large time-scales and can be neglected; inflaton
decay is model dependent, but is expected to only increase stability.
Since the inflaton background is formulated in coordinate time (7), we solve for the Higgs
modes in coordinate time as well. The mode functions satisfy the differential equation:
U¨k +HU˙k +
ω2k
a2
Uk = 0, ω
2
k = k
2 + a2(ξ − 1
6
)R. (78)
As suggested in [36], we write the mode functions as
Uk = e
−iωk,0τ (1 + hk), hk(t0) = h˙k(t0) = 0. (79)
These hk-functions satisfy the mode equation:
h¨k +
(
H − 2iωk,0
a
)
h˙k = −
(
ξ − 1
6
)(
R− a
2(t0)
a2
R(t0)
)
(1 + hk). (80)
The mode equations are solved numerically in Mathematica. The hk-modes are numerically
more stable for large k than the Uk-modes.
We are interested in the quantities ρ¯(n) and G¯(n), which are obtained by integrating over
Uk-modes. In order to keep the computation time manageable, the integral is replaced by
a sum. Typically we compute Uk and U˙k for 100 values of k lying on a logarithmic scale
between 10−7 and 10−3. The mode functions do not vary significantly with k for k as small
as 10−7. Furthermore, the contribution for small k is suppressed by the factor k2 from the
Jacobian, so our lower boundary is effectively zero. The contribution of the large k modes
decreases exponentially beyond a certain cutoff (much smaller than k = 10−3), due to the
adiabatic renormalization, and these modes can be neglected.
Since we use the adiabatic approximation for renormalization, our expressions for ρ¯ and
G¯ are only properly defined when W 2k (t) > 0. In order to have a continuous graph, we either
interpolate between values of T for which W 2k (t) > 0 when we focus on large time scales, or,
when we focus on shorter time scales, we take the absolute value of the renormalization terms
in equation (34). We sample
6.3.2 Results
Large q0, immediate decay of the Higgs Preheating is efficient for q0  1, or equiva-
lently ξ  1, and leads to decay of the electroweak vacuum. We show the results for q0 = 9.3
(ξ = 50) in figure 3a. We plotted both the oscillating tree-level contribution to the effective
Higgs mass and the negative one-loop contribution. Within one inflaton oscillation the latter
dominates and the first criterion for stability (65) is violated: the potential does not have a
maximum anymore and the Higgs will inevitably roll down to the true minimum. It should
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(a) Left: q0 = 9.3. Tree-level contribution a
2ξˆR (blue) and one-loop contribution 6|λ|G¯ (orange and
green) to the effective Higgs mass for the first few oscillations. The a2ξˆR-term oscillates in reality, but
in this graph we show an interpolation between the maxima. The solid orange line shows the result
for G¯ in the zeroth order adiabatic vacuum, the dashed green line shows the second order result. In
order to have a continuous plot, we take the absolute value of the renormalization terms in equation
(34). G¯ is sampled with δT = 1/4 Right: q0 = 3.7. (Interpolation between the maxima of) tree-level
contribution a2ξˆR (blue) and one-loop contribution 6|λ|G¯ (orange and green) to the effective Higgs
mass at T ≈ 21. The solid orange line shows the result for G¯ in the zeroth order adiabatic vacuum,
the dashed green line shows the second order result. In order to have a continuous plot, we take the
absolute value of the renormalization terms in equation (34). G¯ is sampled with δT = 1/16.
q0=0.9
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(b) Interpolation of the maxima of ρ¯ and V¯max as a function of time. The solid line shows ρ¯
(0), the
dashed line shows ρ¯(2), the dotted line shows V¯max in the zeroth order vacuum (the second order result
looks identical). Left: q0 = 0.9 (blue) and q0 = 1.5 (orange). ρ¯ and V¯max are sampled with δT = 5,
starting at T = 0, such that the vacuum dependence is minimized. Right: q0 = 2.2 (blue) and q0 = 2.8
(orange). ρ¯ and V¯max are sampled with δT = 2.5, starting at T = 0.05.
Figure 3
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be noted that once that happens, our results are inaccurate, since it is no longer justified to
neglect the quartic term from the potential. We tested for vacuum dependence, by calculating
the quantum correction in both the zeroth and second order adiabatic vacuum (31). Only
during the first half of the first oscillation we can see a difference between the zeroth and
second order adiabatic renormalization, but the final result is nearly vacuum independent, as
expected from equation (73).
Large-T behavior of G¯ and ρ¯. For smaller values of q0, preheating is less efficient, and
the initial production of Higgs modes is not enough to let the Higgs decay within the first
few oscillations.
As was shown in figure 1a, the Green function and energy density remain approximately
constant after the initial amplification. Due to the different scaling of the classical and one-
loop contribution, the first stability criterion might still be violated before H becomes smaller
than the instability scale µcr even if q0 was not large enough to lead to immediate Higgs decay.
Figure 3a shows the tree level and one-loop mass entering the first stability criterion (65)
at T ≈ 21 for q0 = 3.7 (ξ = 20). The graph shows that the one-loop contribution indeed
becomes larger than the tree-level contribution, resulting in decay of the Higgs. The difference
between G¯ in the two vacua is approximately 50 times smaller than G¯ itself. Since the Hubble
constant becomes smaller than µcr around T = 25, the first criterion for stability will not be
violated for values of q0 . 3.7. This value of q0 is reasonably close to the estimated value of
qcrit0 = 4.5.
Comparison of V¯max and ρ¯ for q0 < 3.7. For q0 < 3.7, the Green function contribution
does not become dominant before T = 25, so we need to look at the second stability criterion
(66) to determine the fate of the Higgs.
The left plot of figure 3b shows a comparison between ρ¯(0), ρ¯(2) and V¯max for q0 = 0.9, 1.5
(ξ = 5, 8) for values T =ˆ12 where the vacuum dependence is minimized. The computation of
V¯max is done in the zeroth order vacuum, but the vacuum dependence of V¯max is in any case
subdominant. For q0 = 1.5, ρ¯ becomes comparable to V¯max when the vacuum dependence
is still rather small, implying that there is a possibility of vacuum decay (remember though
that ρ¯ oscillates). For q0 = 0.9, ∆ρ¯
(2) becomes comparable to ρ¯0 at the same time when
ρ¯(0) = V¯max. As a consequence, we can not determine whether the Higgs decays. Our critical
value of q0 agrees reasonably well with the estimated value of q0 ≈ 1.3. We conclude that for
q0 . 0.9 (or ξ . 12) we can not draw vacuum-independent conclusions about the stability of
the Higgs.
The right graph of figure 3b gives an even stricter bound on the value of q0 for which
vacuum-independent statements can be made. ρ¯ and V¯max are determined at T =ˆ
1
2 + 0.05.
We then find that no vacuum dependent statements can be made for q0 . 2.2.
7 Conclusion
In this work we studied the stability of the Higgs field during preheating in the presence of a
non-minimal coupling between the Higgs field and the Ricci scalar. After inflation the inflaton
oscillates in its potential and the effective Higgs mass squared oscillates between positive and
negative values. Higgs modes with momentum k such that ω2k < 0 during part of the inflaton
oscillation are produced in a process called tachyonic preheating; in addition non-adiabatic
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modes are produced n a process called parametric resonance. The produced Higgs modes
contribute to the effective potential and the energy density.
Vacuum decay can now occur in two ways. First, if preheating is very efficient it leads
to explosive particle production and within a few oscillations the effective Higgs mass is
dominated by the one-loop corrections. At early times the Hubble exceeds the critical renor-
malization scale and the Higgs coupling is negative λ(µ ∼ H) < 0, and consequently the
effective Higgs mass is negative. The Higgs will inevitably roll down to the true minimum.
Secondly, if preheating is less efficient, the one-loop contribution may still dominate at late
times as the background term red shifts away faster. At late times and for smaller Hubble
scale, the effective potential will always have a barrier separating the true and false vacuum.
However, the energy density may become comparable or larger than the maximum of the
potential, making tunnelling to the true vacuum likely.
Particle production is dominated by the initial times, where the Higgs mass becomes most
negative. This allows to approximate the Green function and energy density by the contri-
bution during the first oscillation, as it remains (nearly) constant afterwards. We presented
the semi-analytic approximations in section 4. We compared the analytical estimate of the
propagator and energy density with the numerical values for values of the efficiency parameter
q0 between 0.16 and 9.3 (ξ between 1 and 50) and found an agreement up to a factor of 2 for
most values of q0.
The results are defined with respect to the nth order adiabatic vacuum. The adiabatic
vacuum is a good vacuum for high momentum modes, for which the adiabaticity parameters
defined in (28) are small at least during part of the inflaton oscillation. However, for smaller
momenta, adiabaticity is always violated. We found that the contribution of the non-adiabatic
momenta to the Green function and/or energy density grows with time, and thus the vacuum
dependence grows with time. Since different choices of vacua correspond to different renor-
malization conditions, there is thus an uncertainty in the values of the renormalized couplings
— and in the definition of the critical coupling for vacuum stability — which can only be
fixed (in theory) by a measurement during preheating.
Our main results are that for q0 & 3.7 preheating is efficient and the vacuum decays at
early times when H > µcr. This is in agreement with results in the literature [23–27]. Since
decay is rapid, vacuum effects are negligible in this case.
For 0.9. . q0 . 3.7 the Higgs potential always has a barrier, but the energy density
becomes of the order of the barrier height before the results are swamped by uncertainties
due to the vacuum choice.
For q0 . 0.9 however, no definite statements can be made. This bound becomes stricter if
we compare ρ¯ and V¯max at time instants where the vacuum dependence of ρ¯ is not minimized.
When the energy density becomes large enough for the vacuum to be in peril, the vacuum
dependence is already large (the difference in energy density for different vacua is larger than
the energy density itself calculated in the zeroth order vacuum). As a consequence there
is a large uncertainty in the definition of the effective couplings, and thus any attempt to
determine a critical coupling for stability is hampered by that. Note that this is arguably the
most interesting part of parameter space, as order one couplings and initial conditions such
as in chaotic or Starobinsky inflation lead to q0 = O(1).
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