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Contexte. Les invariants topologiques quantiques forment une large famille d’invariants d’ob-
jets ge´ome´triques. Ils ont e´te´ de´couverts apre`s l’apparition en 1984 du polynoˆme de Jones des
entrelacs dans S3 [32]. Leur de´couverte est parfois pre´sente´e comme accidentelle tant ils corres-
pondent a` une rupture avec les invariants topologiques classiques et car leurs relations avec la
ge´ome´trie sont difficiles a` e´tablir.
Ils ont en commun un principe qui forme le cœur des constructions de TQFT (la notion de TQFT
- pour Topological Quantum Field Theory - a e´te´ motive´e par les de´veloppements re´cents de la
physique the´orique. Cette notion a e´te´ introduite par E. Witten et axiomatise´e par M. Atiyah).
Ce principe est le suivant : on e´tudie des objets ge´ome´triques avec une structure diffe´rentielle,
qui ont une notion de bord. Il existe deux ope´rations, l’une est de type union ≪ disjointe ≫ et
l’autre est le recollement le long du bord. La structure alge´brique correspondant aux classes de
diffe´omorphismes de ces objets munies de ces deux ope´rations est la notion de cate´gorie tensorielle
(ou cate´gorie mono¨ıdale, qui est muni d’un produit tensoriel). Ainsi ces objets ge´ome´triques forment
les morphismes d’une cate´gorie mono¨ıdale de type cobordisme dans laquelle la composition est
de´finie par le recollement le long du bord et le produit tensoriel est donne´ par l’union disjointe. De
ce point de vue, une TQFT est un foncteur de repre´sentation line´aire : c’est un foncteur mono¨ıdal
depuis une cate´gorie mono¨ıdale de cobordisme vers la cate´gorie mono¨ıdale des k-espaces vectoriels
de dimension finie.
Par un foncteur de type TQFT, ≪ l’objet vide ≫ de la cate´gorie mono¨ıdale de cobordisme
est envoye´ sur l’espace vectoriel k. Par suite les objets ge´ome´triques ferme´s (i.e. sans bords) sont
eux envoye´s sur les endomorphismes de k qui s’identifient avec k. Ainsi toute TQFT contient une
fonction a` valeurs dans k sur l’ensemble des objets ge´ome´triques ferme´s et re´ciproquement, il existe
une construction universelle pour reconstruire, a` partir d’un tel invariant, une TQFT.
Une fois mise en place une bonne notion de dualite´, viennent naturellement dans les cate´gories
re´ceptacles des TQFT, les notions de trace et de dimension cate´gorique. D’un point de vue fonctoriel,
les objets ferme´s peuvent souvent eˆtre interpre´te´s comme les traces cate´goriques d’objets a` bord.
Dans de nombreuses situations, et en particulier lorsque la cate´gorie line´aire n’est pas semi-simple,
de nombreux morphismes ne sont plus de´tecte´s par la trace cate´gorique et ces morphismes sont
qualifie´s de ne´gligeables. Ainsi ces repre´sentations de type TQFT sont de´pre´cie´es car les invariants
d’objets ferme´s associe´s contiennent peu d’information.
L’e´tude syste´matique des fonctions poids sur les diagrammes de Feynman durant ma the`se de
doctorant m’a permis de mesurer que ces repre´sentations non semi-simples peuvent pourtant conte-
nir une information cache´e, et comple´mentaire, sur ces cate´gories de cobordismes. Pour re´cupe´rer
cette information il est possible de remplacer la trace cate´gorique de´ge´ne´re´e par des traces modifie´es
de´finies partiellement sur les cate´gories line´aires non semi-simples. La de´couverte inattendue de ces
traces modifie´es a guide´ mes travaux depuis 2005. Leur existence est re´ve´le´e par la pre´sence, dans la
cate´gorie line´aire non semi-simple, d’objets particuliers appele´s ambidextres. En plus de fournir de
nouveaux invariants topologiques, elles constituent un nouvel outil en the´orie des repre´sentations.
Les invariants de la topologie quantique ont e´te´ tre`s largement e´tudie´s ces vingt cinq dernie`res
anne´es. Cependant la plupart des constructions de la topologie quantique reposent sur des cate´gories
semi-simples ou des alge`bres de dimension finie. On peut re´sumer mon travail de recherche de ces
dernie`res anne´es comme une contribution a` l’e´laboration d’une the´orie topologique quantique non
semi-simple paralle`le a` la the´orie topologique quantique semi-simple. C’est la raison du titre de ce
me´moire.
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Chronologie des travaux. Le premier exemple inte´ressant de cate´gorie mono¨ıdale non semi-
simple que j’ai e´tudie´ est celui des repre´sentations de la quantification des super alge`bres de Lie
D2,1,α (voir l’article [55]). Cette famille de super alge`bres de Lie est introduite par V.G. Kac (cf
[36]) dans sa classification des super alge`bres de Lie simple. P. Vogel ([68]) utilise D2,1,α pour
montrer que tous les invariants de type fini des entrelacs ne proviennent pas des alge`bres de Lie
semi-simples.
Il existe deux approches pour calculer des invariants quantiques d’entrelacs dans S3 associe´s a`
une super alge`bre de Lie. La premie`re passe par l’utilisation de l’inte´grale de Kontsevich-Drinfeld,
l’autre par les quantifications a` la Drinfeld-Jimbo. Dans les deux cas, des invariants nume´riques
sont obtenus par le biais d’une repre´sentation soit de la super alge`bre de Lie, soit de sa quantifi-
cation. Dans l’article [55], nous conside´rons ces deux me´thodes pour la repre´sentation adjointe L
de l’alge`bre de Lie et sa de´formation quantique Lh. Nous montrons que la the´orie produit un inva-
riant trivial puis expliquons comment le renormaliser en un invariant de graphes noue´s non trivial.
Enfin l’obstruction pour en faire un invariant d’entrelacs est leve´e et nous obtenons un invariant
qui inte`gre les fonctions de poids conside´re´es par Vogel.
Il e´tait naturel de conjecturer que les deux de´formations de UD2,1,α soient e´quivalentes (re´sultat
connu pour les alge`bres de Lie simple) ce qui implique que les invariants obtenus sont e´quivalents.
Le travail de Nathan Geer durant sa the`se de doctorat permettra peu apre`s de re´pondre positive-
ment a` cette question.
A` la suite de sa the`se, Geer est venu passer un se´jour en Bretagne durant lequel nous avons
de´couvert l’existence d’une renormalisation de l’invariant de Reshetikhin-Turaev des entrelacs pour
la quantification de la super alge`bre de Lie sl(2|1). On peut dire que cette de´couverte a e´te´ a` la
source de notre travail en collaboration durant ces huit dernie`res anne´es. C’est pourquoi je de´taille
le processus qui a permis cette de´couverte.
Notre de´marche a e´te´ de nous inte´resser au cas le plus simple des quantifications des super
alge`bres de Lie simples : l’alge`bre Uhsl(2|1). Nous avons fait quelques calculs pour une famille
(Vα)α∈C\{0,−1} de modules simples. Le calcul de Penrose permet d’associer un scalaire S′(U, V ) ∈
C[[h]] a` l’entrelacs de Hopf long colorie´ par des modules simples U et V :






Ces scalaires sont ≪ syme´trisables ≫ car relie´s aux coefficients de la S-matrice syme´trique (qui joue
un roˆle important dans les cate´gories modulaires) par la relation :
qdim(V )S′(U, V ) = qdim(U)S′(V,U) = S(U, V ) (1)
Pour les modules Vα dont la dimension quantique qdim(Vα) = 0 est nulle les coefficients corres-
pondants de la S-matrice sont nuls. Ce n’est pas le cas pour les valeurs de S′ et un calcul explicite
nous donna :
S′(Vα, Vβ) = 4 sinh(βh) sinh((β + 1)h) e−(2α+1)(−2β+1)h
Miraculeusement, l’expression de S′ reste syme´trisable : la dimension quantique nulle se trouve
avoir un remplac¸ant inattendu que l’on note d :
d(Vβ) = (4 sinh(βh) sinh((β + 1)h))
−1 =⇒ d(Vβ)S′(Vα, Vβ) = d(Vα)S′(Vβ , Vα) 6= 0
Nous avons ainsi de´couvert l’existence des dimensions modifie´es et les de´veloppements qui en ont
de´coule´ nourrissent encore aujourd’hui mon travail de recherche.
Les re´sultats pour sl(2|1) sont publie´s dans [22] et dans [23], on les ge´ne´ralise aux super alge`bres
de type I. Il est a` note´ que Links, Gould, De Wit et [45, 69], avaient de´ja` construit des invariants
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d’entrelacs base´s sur une repre´sentation des quantifications de sl(2|1) et de sl(m|n). Notre contribu-
tion ici a permis de conside´rer la cate´gorie des repre´sentations dans son ensemble. En conse´quence
nous de´crivons des invariants note´s F ′ de graphes colorie´s, et, pour les entrelacs, une version multi-
variables des invariants de Links-Gould. Nous pre´cisons dans [24] les relations entre ces invariants
multivariables, le polynoˆme de HOMFLY-PT colorie´, les invariants de Links-Gould, le polynoˆme
multivariable d’Alexander-Conway et l’invariant de Kashaev-Murakami-Murakami des entrelacs
dans S3.
Apre`s avoir observe´ les techniques de renormalisation de [22, 23], Vladimir Turaev nous a
propose´ une collaboration pour ge´ne´raliser ces me´thodes au cadre des cate´gories enrubanne´es.
Dans [28] nous de´crivons une the´orie ge´ne´rale d’invariants quantiques renormalise´s provenant des
cate´gories enrubanne´es. C’est dans cet article que la terminologie d’un objet ambidextre apparaˆıt
pour la premie`re fois. Cette notion donne une explication a` l’existence de la dimension modifie´e.
C’est aussi la premie`re application de cette the´orie a` un groupe quantique a` une racine de l’unite´.
Il semblait difficile de comprendre pour quelles raisons un objet simple d’une cate´gorie est ou
n’est pas ambidextre. Pour la quantification des super alge`bres de Lie de type I, notre premier e´lan
a e´te´ de penser que cette proprie´te´ e´tait la de´formation quantique d’une proprie´te´ bien connue de la
the´orie classique des repre´sentations de la super alge`bre de Lie sous-jacente. Ce n’est pas le cas et la
notion d’objet ambidextre ne semblait pas avoir d’e´quivalent connu en the´orie des repre´sentations.
Nous avons alors de´cide´ d’e´crire un article ([25]) a` destination des mathe´maticiens spe´cialistes du
sujet. Le processus de quantification met en paralle`le la cate´gorie des repre´sentations de la super
alge`bre de Lie g et celles de sa de´formation Uhg. On montre qu’en prenant la limite classique
h → 0, l’invariant F ′ re´ve`le l’existence d’une super-trace modifie´e de´finie sur les endomorphismes
d’une classe de g-modules de poids (en fait, les g-modules projectifs). En paralle`le, cette construc-





Jonathan Kujawa s’est inte´resse´ a` ce travail et nous a propose´ d’approfondir et d’illustrer les
techniques en jeu par de nombreux exemples de the´orie des repre´sentations (les repre´sentations des
super alge`bres de Lie complexes, mais aussi les repre´sentations d’un groupe fini en caracte´ristique
non premie`re avec l’ordre du groupe et celle des alge`bres de Lie en caracte´ristique p 6= 0). Dans
l’article [20], nous introduisons la notion de trace sur un ide´al dans une cate´gorie enrubanne´e C
et la notion de trace ambidextre ge´ne´ralisant la notion d’objet ambidextre. Enfin, lors de cette
premie`re collaboration avec Geer et Kujawa, nous affinons notre compre´hension de la notion d’ob-
jet ambidextre : Pour des cate´gories de repre´sentations bien connues, nous sommes en mesure de
de´crire quels sont les modules ayant cette proprie´te´. En particulier, nous rencontrons les premiers
exemples d’objets simples non ambidextres.
L’invariant de´fini dans [28] prend sur les graphes te´trae`draux (le graphe forme´ par le 1-squelette
du te´trae`dre) des valeurs qui sont des analogues des 6j-symboles dans les cate´gories modulaires.
Turaev et Viro utilisent les 6j-symboles pour construire des invariants de 3-varie´te´s obtenus comme
somme d’e´tat sur une triangulation. Lors d’une deuxie`me collaboration avec Geer et Turaev ([29]),
nous avons e´tudie´ puis utilise´ ces 6j-symboles modifie´s pour de´finir un invariant de 3-varie´te´s ≪ a`
la Turaev-Viro ≫. L’invariant n’est de´fini qu’en la pre´sence d’un entrelacs dans la 3-varie´te´ et il
de´pend de la donne´e d’une classe de cohomologie de H1(M,G) (G est un groupe commutatif). La
donne´e alge´brique est ici une cate´gorie pivotale G-gradue´e satisfaisant certaines proprie´te´s.
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Des formules explicites pour les 6j-symboles sont en ge´ne´ral tre`s difficiles a` obtenir. Il n’en
existe gue`re dans la litte´rature que pour des repre´sentations de l’alge`bre de Lie classique sl2 (cf par
ex. [7]) et pour les repre´sentations de poids entiers de Uqsl2 ([43, 49]). Dans [26], nous mettons
a` profit la naturalite´ des invariants modifie´s pour de´velopper un calcul ≪ skein ≫ conduisant a` de
telles formules pour les repre´sentations nilpotentes de Uqsl2 ou` q est une racine 4n+2
e`me de l’unite´.
Costantino et Murakami ([12]) ont par la suite donne´ d’autres formules pour ces 6j-symboles et
ont montre´ que leur croissance quand n tend vers l’infini est de´termine´ par le volume hyperbolique
de te´trae`dres tronque´s. Nous montrons que ces 6j-symboles peuvent eˆtre code´s par des familles de
polynoˆmes de Laurent a` trois variables et a` coefficients dans Z[q] dont nous donnons des formules
explicites.
L’exemple moteur pour les 6j-symboles modifie´s, et sans doute le plus important pour la to-
pologie, a e´te´ la cate´gorie des repre´sentations des groupes quantiques (non re´duits) aux racines
de l’unite´. Ces repre´sentations sont de´crites par De Concini, Kac, Procesi, Reshetikhin et Rosso
([14, 15, 16, 17]). Les cate´gories associe´es ne sont pas enrubanne´es (les produits tensoriels de
module U ⊗V et V ⊗U ne sont ge´ne´ralement meˆme pas isomorphes) mais seulement pivotales (ou
souveraines). Justement Alexis Virelizier nous avait sugge´re´ la bonne ge´ne´ralisation de la notion
d’objet ambidextre dans une cate´gorie pivotale. Nous avons donc collabore´ avec lui et avons de´fini
dans [30] une ge´ne´ralisation de la the´orie des traces sur les ide´aux pour les cate´gories pivotales. Le
rapport entre cate´gorie enrubanne´e et cate´gorie pivotale est similaire a` celui existant entre anneau
commutatif et anneau non commutatif. En particulier, on distingue les notions d’ide´al a` droite, a`
gauche ou bilate`re. De meˆme apparaissent les notions d’objets ambidextres a` droite ou a` gauche
et de trace a` droite ou a` gauche. Sous des hypothe`ses raisonnables, l’ensemble des projectifs forme
l’ide´al bilate`re minimal. Si l’un des projectifs est ambidextre a` droite (par ex.), alors il existe deux
uniques traces, l’une a` droite et l’autre a` gauche, duales en un certain sens, sur l’ide´al des objets
projectifs. Pour construire un invariant F ′ de graphes dans S2 il faut que ces deux traces soit e´gales.
On de´crit l’obstruction comme une fonction sur les objets (le ≪ slope ≫) et on en donne quelques
caracte´ristiques. Ces re´sultats sont utilise´s dans [27].
L’article [27] reprend la construction de [29] et l’e´largie au cas d’un groupe G non commuta-
tif. La donne´e alge´brique est alors appele´e une cate´gorie relativement G-sphe´rique. Pour une telle
cate´gorie, il existe une trace sur l’ide´al des objets projectifs. Nous montrons que les cate´gories
des repre´sentations des groupes quantiques (non re´duits) aux racines de l’unite´ sont relativement
G-sphe´riques pour un groupe de Lie G relie´ au groupe quantique. Les invariants de 3-varie´te´s sont
de´finis de manie`re analogue a` [29]. Ils de´pendent non plus d’une classe de cohomologie mais d’une
classe d’isomorphisme deG-fibre´ plat. Nous donnons aussi la construction d’une sorte de 2+1-TQFT
associe´e a` ces invariants. Finalement, nous montrons que les sous-cate´gories des repre´sentations
nilpotentes des groupes quantiques peuvent eˆtre modifie´es en des cate´gories enrubanne´es pour les-
quelles la construction de [28] s’applique.
Lors d’une deuxie`me collaboration avec Geer et Kujawa, inspire´s par les ide´es de [27], nous
donnons une nouvelle caracte´risation des objets ambidextres (cf [21]). Sous des hypothe`ses natu-
relles dans une cate´gorie de repre´sentations, si V est un module simple, V ⊗ V ∗ se de´compose en
une somme directe de modules inde´composables. Un seul de ces termes W , contient l’objet unite´
(pour le produit tensoriel) comme sous-module. Un seul de ces termes W ′ a l’objet unite´ pour
quotient. Nous montrons que V est ambidextre si et seulement si W = W ′. En particulier, si la
cate´gorie contient un objet simple projectif et qu’elle est unimodulaire (cela signifie que le recou-
vrement projectif de l’objet unite´ est isomorphe a` son dual), alors il existe une unique trace sur
8
l’ide´al forme´ par les objets projectifs. Cette nouvelle caracte´risation nous permet de fournir une
multitude d’exemples dans lesquels la the´orie s’applique syste´matiquement : les repre´sentations de
dimensions finies d’alge`bres de Hopf de dimension finie, de groupes finis en caracte´ristique p > 0,
de doubles de Drinfeld, des groupes quantiques aux racines de l’unite´, des (super)-alge`bres de Lie
en caracte´ristique p > 0, des super alge`bres de Lie complexes...
Geer et moi avions amorce´ une construction des invariants de varie´te´s triangule´s par l’utilisa-
tion des ombres des 4-varie´te´s. Nous avons propose´ a` Francesco Costantino, qui a largement e´tudie´
le monde des ombres de Turaev, une collaboration dans cette entreprise. Le re´sultat est l’article
[11] dans lequel nous utilisons finalement l’approche plus accessible par chirurgie sur des entrelacs,
pour construire des invariants de dimension 3 ≪ a` la Reshetikhin-Turaev ≫. La donne´e alge´brique
est alors appele´e une cate´gorie relativement G-modulaire. Nous montrons que les cate´gories enru-
banne´es des repre´sentations nilpotentes des groupes quantiques sont relativement G-modulaires.
Contenu du me´moire. Ce me´moire pre´sente une synthe`se des articles [54, 55, 22, 23, 24,
28, 25, 20, 29, 26, 30, 27, 21, 11]. Il est organise´ en cinq chapitres.
Le premier chapitre rappelle diffe´rentes notions de cate´gories mono¨ıdales utilise´es dans le reste
du me´moire. Le calcul graphique des tenseurs abstraits de´veloppe´ par Penrose est le point de vue
pre´fe´re´ pour aborder ces cate´gories.
Dans le deuxie`me chapitre, on de´finit et on e´tudie les traces modifie´es sur les ide´aux de ces
cate´gories abstraites. Ces traces produisent des invariants topologiques de graphes plonge´s dans S2
ou S3.
Dans le troisie`me chapitre, on montre que les groupes quantiques fournissent des exemples
concrets de cate´gories ou` la the´orie du deuxie`me chapitre s’applique.
Ces outils et ces exemples sont utilise´s dans le chapitre 4 pour construire des invariants topolo-
giques en dimension trois.





Dans cette partie, j’introduis les concepts cate´goriques principaux utilise´s dans ce texte. Les
principales re´fe´rences sont les livres de Kassel et Turaev [39, 62]. Chaque cate´gorie est mise en
relation avec une structure d’alge`bre et avec un type de calcul graphique. On parle aussi de la
complication lie´e a` la conside´ration des variantes ≪ super ≫.
Sauf mention contraire, k de´signera un anneau inte`gre. Notre motivation pour ne pas se res-
treindre au cas d’un corps est essentiellement d’obtenir des re´sultats sur les valeurs prises par les
invariants topologiques de´finis par la suite. On notera k× les e´le´ments inversibles de k.
1. Cate´gories mono¨ıdales
1.1. De´finition. Par cate´gories mono¨ıdales nous de´signons la notion de cate´gorie mono¨ıdale
stricte (cf Mac Lane [46]). C’est-a`-dire que la cate´gorie C est muni d’un bifoncteur appele´ le produit
tensoriel · ⊗ · : C × C → C , et d’un objet unite´ I tels que
I⊗ · = · ⊗ I = IdC et (· ⊗ ·)⊗ · = · ⊗ (· ⊗ ·)
On e´crit V ∈ C pour de´signer un objet V de la cate´gorie C et on appelle HomC (V,W ) les
morphismes dans C de V ∈ C vers W ∈ C et EndC (V ) = HomC (V, V ).
On dit que C est une cate´gorie k-line´aire mono¨ıdale, si pour tous V,W ∈ C , les morphismes
HomC (V,W ) forment un k-module et si la composition et le produit tensoriel sont biline´aires. Un
objet V ∈ C est alors dit simple si EndC (V ) ∼= k comme k-alge`bre unitaire. Un objetW ∈ C est une
somme directe de V1, . . . , Vn ∈ C s’il existe pour i = 1 · · ·n, fi ∈ HomC (Vi,W ), gi ∈ HomC (W,Vi)
tels que gi ◦fi = IdVi , gi ◦fj = 0 pour i 6= j et
∑n
i=1 fi ◦ gi = IdW . Un objet W ∈ C est semi-simple
s’il est une somme directe d’objets simples. La cate´gorie C est semi-simple si tous ses objets sont
semi-simples et HomC (V,W ) = {0} pour toute paire d’objets simples de C non isomorphes (cette
dernie`re proprie´te´ est appele´e axiome de Schur dans [62]).
1.2. Calcul graphique de Penrose. Le calcul graphique de tenseurs abstraits de´veloppe´
par Penrose ([56]) permet de repre´senter des morphismes d’une cate´gorie mono¨ıdale C par des
diagrammes planaires dessine´s dans R × [0, 1] et appele´s graphes C -colorie´s. Ces diagrammes, lus
de bas en haut repre´sentent des morphismes de C . Ils ont leurs areˆtes colorie´es par des objets de
C et leurs sommets internes sont e´paissis en des coupons colorie´s par des morphismes de C . Par







Une areˆte verticale colorie´e par un objet V repre´sente le morphisme identite´ de V . L’empilement
et la juxtaposition des graphes C -colorie´s correspondent respectivement a` la composition et au
11
produit tensoriel des morphismes comme illustre´ ci-dessous :
V = IdV ,
f
g
= f ◦ g , V ⊗W = V W et f ⊗ h = f h
ici, V est un objet de C , f, g, h sont des morphismes de C , f et g e´tant composables. Mis a` part
pour le premier diagramme, les couleurs des areˆtes ont e´te´ omises mais elles se de´duisent de la
connaissance de la source et du but des morphismes colorant les coupons. L’absence d’areˆte au-
dessous ou au-dessus d’un coupon signifie que l’objet source ou but du morphisme dans le coupon
est l’objet unite´ I.
1.3. Les repre´sentations d’une bige`bre. On appelle k-bige`bre un quintuplet (B,m, u,∆, ε)
forme´ d’un k-module B et de quatre applications k-line´aires
m : B ⊗k B → B, µ : k→ B, ∆ : B → B ⊗k B et ε : B → k
sujettes aux axiomes suivant :
(1) le produit m donne une loi de composition interne associative sur B admettant 1B = µ(1k)
pour e´le´ment neutre. On adopte la notation multiplicative pour cette loi.
(2) le coproduit ∆ est coassociatif (i.e. (∆ ⊗k IdB) ◦ ∆ = (IdB ⊗k∆) ◦ ∆) et admet ε pour
co-unite´ (i.e. (ε⊗k IdB) ◦∆ = (IdB ⊗kε) ◦∆ = IdB).
(3) ∆ et ε sont des morphismes d’alge`bres ou` l’on a muni B⊗kB du produit associatif donne´
par (m⊗km) ◦ (IdB ⊗kτ ⊗k IdB), τ e´tant la volte qui e´change les deux facteurs du produit
tensoriel.
On ne conside´rera que des B-modules a` gauche c’est-a`-dire des k-modules V munis d’un mor-
phisme de k-alge`bres ρV : B → Endk(V ). Si V et W sont des B-modules, leur produit tensoriel
sur k est muni de la structure de B-module donne´ par (ρV ⊗k ρW ) ◦ ∆. Ainsi, la cate´gorie des
B-modules est une cate´gorie tensorielle k-line´aire avec pour objet unite´, le module k muni de la
repre´sentation de B donne´e par la co-unite´.
Il peut eˆtre utile de penser la structure de B-module de V ⊗k W comme une action. Alors le
produit de B⊗kB et l’action de B sur V ⊗kW peuvent eˆtre repre´sente´s dans la cate´gorie mono¨ıdale








ou` les croisements des areˆtes repre´sentent les voltes τ ∈ Endk(B⊗kB) (respectivement τ : B⊗kV →
V ⊗k B) et ρ˜ : B ⊗k X → X est l’action associe´e a` la repre´sentation ρ : B → Endk(X).
1.4. Les repre´sentations d’une super-bige`bre. Soit k un anneau commutatif. Un super
k-module est un k-module V qui est Z/2Z-gradue´ : V = V0⊕V1. Le produit tensoriel sur k de deux
super k-modules est un super k-module ((V ⊗kW )0 = V0⊗kW0⊕ V1⊗kW1 et (V ⊗kW )1 = V0⊗k
W1⊕V0⊗kW1). De manie`re informelle, Les the´ories ≪ super ≫ se de´duisent des the´ories classiques
en substituant a` la volte τ : V ⊗kW →W ⊗k V la super volte τ
s de´finie par blocs pour un produit
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tensoriel de super k-modules : τ s|V0⊗kW0⊕(V⊗kW )1 = τ|V0⊗kW0⊕(V⊗kW )1 et τ
s|V1⊗kW1 = −τ|V1⊗kW1 .
N’importe quel k-module sans Z/2Z-graduation, et en particulier k lui-meˆme, peut naturellement
eˆtre e´quipe´ de la graduation pour laquelle la partie impaire est nulle. L’espace des morphismes k-
line´aires entre super modules est un super k-module dont la partie paire est forme´e des applications
qui pre´servent la Z/2Z-graduation et la partie impaire est forme´e des applications qui renversent
la Z/2Z-graduation.
Si V,W sont des k-modules, appelons e´valuation un morphisme Homk(V,W ) ⊗k V → W
donne´ par f ⊗ v 7→ f(v). Alors on obtient une version super S du morphisme Homk(V,W ) ⊗k
Homk(V
′,W ′)→ Homk(V ⊗k V ′,W ⊗kW ′) donne´e par
S(f ⊗ f ′)(v ⊗ v′) = (ev ⊗ ev) ◦ (IdHomk(V,W )⊗τ
s ⊗ IdV ′)(f ⊗ f
′ ⊗ v ⊗ v′)
ou` les deux occurrences de ev sont des e´valuations. Avec cette de´finition, le produit tensoriel n’est
pas fonctoriel mais il le reste si l’on se restreint aux morphismes pairs. On a donc une cate´gorie
mono¨ıdale k-line´aire dont les objets sont des super k-modules et les morphismes sont les morphismes
k-line´aires pairs. On appelle cette cate´gorie la cate´gorie paire des super k-modules.
On appelle super k-bige`bre un quintuplet (B,m, µ,∆, ε) forme´ d’un k-module B et de quatre
applications k-line´aires paires similairement a` la section pre´ce´dente, qui satisfont (1), (2) et une
version de (3) ou` l’on a remplace´ τ par τ s dans la de´finition du produit sur B ⊗k B.
Un super B-module a` gauche est un super k-module V muni d’un morphisme de k-alge`bres
pair ρV : B → Endk(V ). Si V et W sont des super B-modules, leur produit tensoriel sur k est
muni de la structure de super B-module donne´ par S ◦ (ρV ⊗k ρW ) ◦ ∆. Ainsi, la cate´gorie paire
(c’est-a`-dire toujours en ne conside´rant que les morphismes pairs) des super B-modules est une
cate´gorie tensorielle k-line´aire avec k pour objet unite´. Graphiquement, le produit de B ⊗k B et
l’action de B sur V ⊗kW sont repre´sente´s par les meˆmes diagrammes (2) mais ceux-ci sont lus dans
la cate´gorie des super k-modules dans laquelle un croisement entre areˆtes est interpre´te´ comme la
version super τ s de la volte.
2. Cate´gories pivotales
2.1. De´finition. Soit C une cate´gorie mono¨ıdale et A,B ∈ C . Une dualite´ (voir [48]) entre
A et B est la donne´e d’une paire de morphismes (α ∈ HomC (I, B ⊗A), β ∈ HomC (A⊗B, I)) tels
que
(β ⊗ IdA) ◦ (IdA⊗α) = IdA et (IdB ⊗β) ◦ (α⊗ IdB) = IdB
Une cate´gorie pivotale (ou souveraine) est une cate´gorie mono¨ıdale stricte C , avec objet unite´ I,
e´quipe´e de la donne´e pour chaque objet V ∈ C de son objet dual V ∗ ∈ C et de quatre morphismes
−→
ev V : V
∗ ⊗ V → I,
−→
coevV : I→ V ⊗ V
∗,
←−
ev V : V ⊗ V
∗ → I,
←−










coevV ) sont des dualite´s qui induisent le meˆme foncteur dualite´
(voir [3, 48]) et le meˆme isomorphisme naturel (V ⊗W )∗ ≃W ∗ ⊗ V ∗. Ainsi, les duaux a` droite et
a` gauche co¨ıncident dans C : pour tout morphisme h : V →W , on a
h∗ = (
−→
evW ⊗ IdV ∗) ◦ (IdW ∗ ⊗h⊗ IdV ∗) ◦ (IdW ∗ ⊗
−→
coevV )
= (IdV ∗ ⊗
←−
evW ) ◦ (IdV ∗ ⊗h⊗ IdW ∗) ◦ (
←−
coevV ⊗ IdW ∗) : W
∗ → V ∗,
(3)
et pour V,W ∈ C , les isomorphismes γV,W : W
∗ ⊗ V ∗ → (V ⊗W )∗ sont donne´s par
γV,W = (
−→
evW ⊗ Id(V⊗W )∗) ◦ (IdW ∗ ⊗
−→
ev V ⊗ IdW⊗(V⊗W )∗) ◦ (IdW ∗⊗V ∗ ⊗
−→
coevV⊗W )
= (Id(V⊗W )∗ ⊗
←−
ev V ) ◦ (Id(V⊗W )∗⊗V ⊗
←−
evW ⊗ IdV ∗) ◦ (
←−




φ = {φV = (
←−
ev V ⊗ IdV ∗∗) ◦ (IdV ⊗
−→
coevV ∗) : V → V
∗∗}V ∈C (5)
est un isomorphisme mono¨ıdal naturel appele´ la structure pivotale.
Pour une cate´gorie pivotale k-line´aire, on supposera toujours que I est simple. S’il existe, l’objet
nul N de C (tel que IdN = 0) est unique a` unique isomorphisme pre`s. Toute cate´gorie pivotale
k-line´aire conside´re´e ici sera suppose´e satisfaire la condition suivante :
∀U ∈ C non nul, ∀V,W ∈ C , l’application
IdU ⊗? : HomC (V,W )→ HomC (U ⊗ V,U ⊗W ) est injective. (6)
Cette condition est e´quivalente au fait que pour tout U ∈ C non nul,
−→
evU est un e´pimorphisme (ou
encore les propositions e´quivalentes pour ?⊗ IdU et
←−
evU ). Cette hypothe`se est e´videmment ve´rifie´e
pour des cate´gories dont les objets sont des k-modules libres et les morphismes k-line´aires.
2.2. Calcul graphique de Penrose. Si C est une cate´gorie pivotale, on enrichit le calcul de
Penrose en introduisant des diagrammes dont certaines areˆtes sont oriente´es vers le haut. Une telle









coevV par respectivement :
, , et
ou` les quatre areˆtes sont colorie´es par V .




= f = f
Supposons maintenant que C soit pivotale k-line´aire. Nous utilisons le calcul graphique pour
de´finir les traces cate´goriques a` droite et a` gauche : Si V ∈ C et f ∈ EndC (V ), on pose :
trR(f) = f ∈ EndC (I) = k et trL(f) = f ∈ EndC (I) = k.
De meˆme, si V,W ∈ C et f ∈ EndC (V ⊗W ), on de´finit les traces partielles a` droite et a` gauche de
f par
ptrR(f) = f ∈ EndC (V ) et ptrL(f) = f ∈ EndC (W ).
Il est facile de ve´rifier que ∀V,W ∈ C , ces traces satisfont les proprie´te´s suivantes :
∀f ∈ HomC (V,W ), ∀g ∈ HomC (W,V ), trR(f ◦ g) = trR(g ◦ f) et trL(f ◦ g) = trL(g ◦ f) (7)
∀f ∈ EndC (V ⊗W ), trR(ptrR(f)) = trR(f) et trL(ptrL(f)) = trL(f) (8)
En revanche, les traces a` droite et a` gauche ne co¨ıncident ge´ne´ralement pas. Si c’est le cas, la
cate´gorie C est dite sphe´rique (cf [3]). Dans ce cas, on note simplement la trace par tr = trL = trR.
Ces de´finitions ge´ne´ralisent la notion habituelle de trace : L’exemple e´le´mentaire de cate´gorie
pivotale (et meˆme sphe´rique) est donne´ par la cate´gorie Vect des espaces vectoriels de dimension finie
sur un corps k avec le produit tensoriel et la dualite´ usuelle. L’objet unite´ est alors l’espace vectoriel




ev V sont donne´s par les e´valuations








i vi ⊗ v
∗




i ⊗ vi) ou` (vi) est une base de V de base duale (v
∗
i ) dans V
∗. Pour
toute application line´aire f : V → V , on ve´rifie facilement que sa trace matricielle est donne´e par
tr(f) =
←−
ev V ◦(f ⊗ IdV ∗)◦
−→
coevV= trL(f) = trR(f). Pour f = IdV , on a en particulier si k est de




coevV ∈ N ⊂ k.
Par analogie la dimension cate´gorique (ou dimension quantique) a` gauche de V est de´finie par
qdimL(V ) = trL(IdV ). On de´finit de manie`re analogue la fonction qdimR et dans le cas d’une
cate´gorie sphe´rique, qdim = qdimL = qdimR.




forme´e de graphes planaires C -colorie´s : Nous conside´rons des graphes en rubans C -colorie´s
qui sont des surfaces compactes de´compose´es en morceaux e´le´mentaires (voir Turaev ([62]) pour
plus de pre´cision). L’aˆme de ces surfaces constitue un vrai graphe fini pouvant avoir des cercles
pour composantes. Les morceaux e´le´mentaires sont des bandes parame´tre´es par [0, 1] × [0, 1], des
anneaux parame´tre´s par S1 × [0, 1], et des coupons parame´tre´s par [0, 1]× [0, 1]. Les bandes et les
anneaux sont colorie´s par des objets de C les coupons sont colorie´s par des morphismes de C . Les
bandes et les coupons ont une base haute {1}× [0, 1] avec label ≪ + ≫ et une base basse {0}× [0, 1]
avec label ≪ - ≫. Les bases des bandes sont soit recolle´es sur les bases des coupons, soit ils forment
les ≪ extre´mite´s ≫ du graphe en rubans C -colorie´.
Soit Σ une surface oriente´e. Un graphe en rubans C -colorie´ sur Σ est un plongement pre´servant
l’orientation d’un graphe en rubans C -colorie´ dans Σ dont les extre´mite´s sont situe´es dans le bord
de Σ. Un diagramme de Penrose peut eˆtre e´paissi et repre´sente alors une unique classe d’isotopie de
graphe en rubans C -colorie´ dans Σ = R× [0, 1]. Pour l’e´paississement d’un diagramme de Penrose,
on parame`tre les bandes de sorte que l’orientation d’une areˆte aille de la base basse vers la base
haute, et on parame`tre les coupons de sorte que la base basse co¨ıncide avec le bas du coupon dans
le diagramme.
Les objets de la cate´gorie G p
C
sont des suites finies de paires (V, ε), ou` V est un objet de C et
ε = ±. Les morphismes de G p
C
sont les k-modules librement engendre´s par des classes d’isotopie
de graphes en rubans C -colorie´s dans Σ = R× [0, 1]. Soit Γ un tel graphe. La lecture de gauche a`
droite des couleurs des extre´mite´s de Γ contenues dans R×{0} accompagne´es par les signes donne´s
par les labels ≪ + ≫ ou ≪ - ≫ de ces extre´mite´s donne un objet de G p
C
qui est la source de Γ. De
manie`re similaire en prenant pour signes les oppose´s des labels ≪ + ≫ ou ≪ - ≫ des extre´mite´s de Γ
contenues dans R×{1}, on obtient un objet de G p
C
qui est le but de Γ. La composition et le produit
tensoriel sont de´finis par recollement et juxtaposition comme pour les diagrammes de Penrose.
Les axiomes d’une cate´gorie pivotale font que le calcul de Penrose ne de´pend que de la classe
d’isotopie des diagrammes. Ainsi, on de´finit un foncteur similaire a` la construction de Reshetikhin-
Turaev qui est k-line´aire et mono¨ıdal
F : G p
C
→ C (9)
F envoie l’objet (V,+) sur V et (V,−) sur V ∗.
2.4. Les (super)-alge`bres de Hopf pivotales. L’exemple fondamental est celui des re-
pre´sentations d’une k-alge`bre de Hopf H pivotale dans des k-modules libres de dimension finie.
Rappelons simplement qu’une alge`bre de Hopf est la donne´e d’une k-bige`bre posse´dant une antipode
(qui est alors unique). L’antipode est un endomorphisme line´aire S ∈ Endk(H) tel que
m ◦ (S ⊗ IdH) ◦∆ = m ◦ (IdH ⊗S) ◦∆ = µ ◦ ε. (10)
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La structure pivotale de H est la donne´e d’un e´le´ment φ0 ∈ H de type groupe (c’est-a`-dire
∆(φ0) = φ0 ⊗ φ0, ε(φ0) = 1 et donc S(φ0) est l’inverse de φ0) tel que
∀h ∈ H, S2(h) = φ0hφ
−1
0 . (11)
Soit C la cate´gorie des repre´sentations de H dans des k-modules libres de dimension finie. Si V
est un objet de C , son dual est le k-module V ∗ = Homk(V, k) muni de l’action de H donne´e par
(h, ϕ) 7→ ϕ ◦ ρV (S(h)). Graphiquement, l’action de H sur V
∗ est de´termine´e par la proprie´te´ :
ρV ∗
ev








L’e´le´ment unite´ de la cate´gorie C est alors le module k munie de la repre´sentation ε : H → k ∼=
Endk(k). On peut alors e´tant donne´e une base (ei)i de V de base duale (e∗i )i de´crire les morphismes
de dualite´ par
−→
ev V : e
∗
i ⊗ ej 7→ e
∗























Enfin la structure pivotale de C est donne´e par l’applicationH-line´aire v 7→ ψ(φ0.v) ou` ψ : V → V
∗∗
est l’isomorphisme k-line´aire canonique de V dans son bidual.
Une super-alge`bre de Hopf pivotale est de´finie de manie`re analogue. On exige que l’antipode
S : H → H pre´serve la parite´ et que l’e´le´ment donnant la structure pivotale φ0 soit pair. La
cate´gorie paire des super H-modules qui sont des k-modules libres de dimension finie est alors
naturellement munie d’une structure pivotale. L’action de H sur V ∗ = Homk(V, k) est de´termine´e


















s ◦ (ρV (φ
−1
0 )⊗ IdV ∗)◦
−→
coevV
En particulier, si la structure pivotale est triviale (φ0 = 1) et la caracte´ristique de k est nulle, la
dimension cate´gorique n’est autre que la super dimension : qdim(V ) = sdimk(V ) = dimk(V0) −
dimk(V1).
3. Cate´gories enrubanne´es
3.1. De´finition. Une cate´gorie tresse´e est une cate´gorie C tensorielle munie d’un tressage c :
pour tous objets V et W de C , on a un isomorphisme
cV,W : V ⊗W →W ⊗ V.
Ces isomorphismes sont naturels et pour tout objets U , V et W de C , on a
cU,V⊗W = (IdV ⊗cU,W ) ◦ (cU,V ⊗ IdW ) et cU⊗V,W = (cU,W ⊗ IdV ) ◦ (IdU ⊗cV,W ).
Si C est une cate´gorie pivotale et tresse´e, on peut de´finir une famille d’isomorphismes naturels
θV = ptrR(cV,V ) : V → V
Nous disons que θ est un twist s’il est compatible avec la dualite´ dans le sens suivant :∀V ∈ C ,
θV ∗ = (θV )
∗. (15)
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Une cate´gorie enrubanne´e est une cate´gorie pivotale tresse´e pour laquelle la famille d’isomorphismes
θ est un twist.
Une cate´gorie enrubanne´e est automatiquement k-line´aire ou` k = EndC (I) agit sur HomC (V,W )
par la compose´e :
EndC (I)⊗HomC (V,W )→ HomC (I⊗ V, I⊗W ) = HomC (V,W )
De plus, C est alors ne´cessairement sphe´rique.
Il est parfois difficile dans une cate´gorie pivotale tresse´e de ve´rifier que la famille d’isomorphismes
naturels θ est un twist. Dans [27], nous contournons ce proble`me en introduisant la sous-cate´gorie
pleine C θ dont les objets sont les objets V de C qui satisfont (15). Il de´coule des axiomes de C que
la cate´gorie C θ est stable par produit tensoriel et par passage au dual. Elle he´rite du tressage et de
la structure pivotale de C . Par sa de´finition, C θ posse`de un twist et ainsi
Proposition 1.1. La cate´gorie C θ est une cate´gorie enrubanne´e.
3.2. Calcul graphique de Penrose et foncteur enrubanne´. Le calcul graphique de Pen-






Si la cate´gorie est aussi pivotale alors la condition (15) est e´quivalente a` l’identite´ suivante :
∀V ∈ C , θV = V = V
Pour les cate´gories enrubanne´es ces diagrammes sont interpre´te´s comme la projection plane
de graphes en rubans C -colorie´s plonge´s dans R2 × [0, 1]. Les axiomes d’une cate´gorie enrubanne´e
impliquent que deux diagrammes repre´sentant des graphes en rubans C -colorie´s isotopes dans
R2 × [0, 1] repre´sentent le meˆme morphisme.
Dans [62], Turaev formalise ce calcul et de´finit une cate´gorie que nous noterons G e
C
dont les
morphismes sont des graphes en rubans C -colorie´s spatiaux : Les objets de G e
C
sont les meˆmes que
ceux de G p
C
mais les morphismes sont les classes d’isotopie de graphes en rubans C -colorie´s plonge´s
dans R2 × [0, 1] dont l’intersection avec ∂(R2 × [0, 1]) est forme´e des extre´mite´s des graphes en
rubans et est contenue dans R× {0} × {0; 1}. On a un foncteur mono¨ıdal
F : G eC → C
qui associe a` un graphe spatial le morphisme que repre´sente n’importe laquelle de ses projections
planes re´gulie`res via le calcul de Penrose.














IdV ∗ ⊗cW,V ⊗ IdW ∗
◦
















EndC (I) = k.
3.3. Cate´gories modulaires. Une cate´gorie modulaire est une cate´gorie enrubanne´e semi-
simple posse´dant un nombre fini de classes d’isomorphisme d’objets simples et dont la S-matrice
est inversible : Si (Vi)i=1···n est une famille de repre´sentants des classes d’isomorphisme d’objets
simples, la S-matrice est de´finie par
S =
(
tr(cVj ,Vi ◦ cVi,Vj )
)
i,j=1···n ∈Mn(k).
Reshetikhin et Turaev ont donne´ ([58]) une construction d’invariants des varie´te´s de dimension 3 et
de TQFT qui utilise la donne´e d’une cate´gorie modulaire. Une telle cate´gorie peut eˆtre construite
comme un quotient de la cate´gorie des repre´sentations de Uqsl(2) aux racines de l’unite´. Les in-
variants associe´s sont alors conside´re´s comme la construction rigoureuse de la ge´ne´ralisation du
polynoˆme de Jones ([32]) dans des 3-varie´te´s pre´dite par Witten ([70]).
3.4. Les (super)-alge`bres de Hopf enrubanne´es. Dans cette section, nous traitons di-
rectement le cas des super alge`bres de Hopf enrubanne´es qui contient comme cas particulier les
alge`bres de Hopf enrubanne´es.
Une super k-bige`bre H est tresse´e si
(1) elle est munie d’une R-matrice universelle : R ∈ (H ⊗H)0 inversible telle que
∀x ∈ H, τ s ◦∆(x) = R∆(x)R−1
(2) La R-matrice universelle satisfait les deux relations suivantes :
(∆⊗ IdH)(R) = R13R23 et (IdH ⊗∆)(R) = R13R12
Si une super k-alge`bre de Hopf H tresse´e, posse`de une structure pivotale φ0 ∈ H, alors on peut
de´finir l’e´le´ment θ inversible, pair et central dans H :
θ = φ0 . (m ◦ τ
s ◦ (IdH ⊗S)(R))
−1.
Cet e´le´ment satisfait de plus les proprie´te´s
ε(θ) = 1 et ∆(θ) = τ s(R).R.(θ ⊗ θ). (16)
L’alge`bre de Hopf est dite enrubanne´e si de plus θ satisfait la proprie´te´ suivante
S(θ) = θ (17)
Soit C la cate´gorie paire des repre´sentations de H dans des k-modules libres de dimension finie.
Alors le tressage de H permet de de´finir un tressage sur C en posant pour V,W ∈ C ,
cV,W = τ
s ◦R : V ⊗W →W ⊗ V.
Si H est enrubanne´e, la famille d’isomorphisme (θV )V ∈C de´finie Section 3 est un twist. Le twist est
alors donne´ par l’action de l’e´le´ment central : θV = ρV (θ).
Pour finir on dit quelques mots sur la topologie h-adique (voir [18, 39]). Si V est un C[h]-
module, on note V̂ = lim
←−n
V/hnV . V̂ est naturellement muni de la topologie limite inverse et d’une
action de C[[h]] = Ĉ[h]. Si V est un C-espace vectoriel, on note V [[h]] = ̂V ⊗C C[h]. Les modules de
la forme V [[h]] sont dits topologiquement libres et en fait ce sont exactement les modules V sans
torsion (v 7→ h.v est injective) tels que V̂ ∼= V . Le produit tensoriel comple´te´ de deux C[[h]]-modules
V,W est de´fini par
V ⊗̂W = V̂ ⊗W.
En particulier, si V,W sont deux C-espaces vectoriels, on a V [[h]]⊗̂W [[h]] ∼= (V ⊗W )[[h]]. Les no-
tions de (super) alge`bre, bige`bres, alge`bres de Hopf (pivotale, tresse´e ou enrubanne´e) se ge´ne´ralisent
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en les notions de (super) C[[h]]-alge`bres topologiques H, (etc) en remplac¸ant dans toutes les
de´finitions, le produit tensoriel par le produit tensoriel comple´te´. La cate´gorie des H-modules topo-
logiquement libres de dimension finie (c’est-a`-dire dont le C[[h]]-module sous-jacent est de la forme
V [[h]] avec V un C-espace vectoriel de dimension finie), munie du dual topologique V [[h]]∗ = V ∗[[h]],
est alors une cate´gorie mono¨ıdale avec les structures correspondant a` H.
4. G∗-graduation
Soit un groupe d’e´le´ment neutre 1 que nous appelons (G∗,×) pour anticiper les notations du
chapitre 3. J’introduis ici la notion de G∗-graduation sur une cate´gorie pivotale. On trouve parfois
dans la litte´rature la terminologie ≪ C fibre sur G∗ ≫ pour de´crire une structure similaire.
Nous dirons que la cate´gorie pivotale k-line´aire C est G∗-gradue´e s’il existe une famille (Cg)g∈G∗
de sous-cate´gories pleines de C telles que
(1) I ∈ C1.
(2) ∀(g, h) ∈ G∗2, ∀(V,W ) ∈ Cg × Ch, HomC (V,W ) 6= {0} =⇒ g = h.
(3) ∀V ∈ C , ∃n ∈ N, ∃(g1, . . . , gn) ∈ G∗n, ∃Vi ∈ Cgi pour i = 1 · · ·n tel que V ≃ V1⊕· · ·⊕Vn.
(4) ∀(V,W ) ∈ Cg × Ch, V ⊗W ∈ Cgh.
(5) ∀g ∈ G∗, Cg n’est pas re´duite a` l’objet nul.
Exemple : Soit H une alge`bre de Hopf pivotale et C une sous alge`bre de Hopf commutative dans le
centre de H. Soit G∗ = HomAlg(C, k) l’ensemble des caracte`res sur C, c’est-a`-dire des morphismes
de k-alge`bres de C dans k. G∗ posse`de une structure de groupe dont l’e´le´ment neutre est la co-
unite´ ε (ou plutoˆt sa restriction a` C), le produit est donne´ par g.g′ = (g⊗ g′) ◦∆|C et l’inverse par
g−1 = g ◦S|C . Soit C la cate´gorie des repre´sentations de H dans des k-modules libres de dimension
finie posse´dant une base forme´e de vecteurs propres pour tous les e´le´ments de C. Alors il est clair
que cette cate´gorie forme une cate´gorie pivotale k-line´aire G∗-gradue´e ou` Cg est la sous cate´gorie
pleine forme´e des modules V tels que ∀c ∈ C, ρV (c) = g(c) IdV .
Remarquons que si une cate´gorie enrubanne´e C est G∗-gradue´e, alors le tressage entre V ∈ Cg
et W ∈ Ch est un isomorphisme entre V ⊗ W ∈ Cgh et W ⊗ V ∈ Chg. De tels isomorphismes




Traces sur des ide´aux et invariants de graphes plonge´s
Les traces sur des ide´aux sont une notion centrale dans les articles [22, 23, 24, 25, 26, 27,
28, 29, 30, 20, 21, 11]. Nous en donnons la de´finition puis nous donnons le the´ore`me principal
2.7. Ce the´ore`me donne une condition ne´cessaire et suffisante ≪ locale ≫ (la pre´sence d’un objet
ambidextre) a` l’existence de traces modifie´es. Nous de´finissons aussi les invariants de graphes en
rubans plonge´s qui sont produits a` partir de ces traces.
1. Traces sur des ide´aux
1.1. Dans les cate´gories enrubanne´es. Soit k un anneau commutatif et C une cate´gorie
k-line´aire.
Si V,W ∈ C , on dit que V est un re´tracte deW s’il existe α ∈ HomC (V,W ) et β ∈ HomC (W,V )
tels que β ◦ α = IdV . On e´crira alors (α, V, β)⊂+ W ou plus simplement V ⊂+ W si l’on ne souhaite
pas pre´ciser les morphismes α, β. Pour motiver cette notation, remarquons que V est un re´tracte
de W lorsque V est un facteur direct de W , c’est-a`-dire lorsqu’il existe U ∈ C tel que W soit une
somme directe de U et V .
De´finition 2.1. Soit C une cate´gorie enrubanne´e k-line´aire. Une sous cate´gorie pleine I de C est
un ide´al si elle est stable par produit tensoriel par un e´le´ment de C et stable par re´tracte dans C .
C’est-a`-dire que I est un ide´al de C si pour tous U, V,W ∈ C ,{
U ⊂+ V ⊗W
V ∈ I
=⇒ U ∈ I.
L’intersection d’ide´aux est bien suˆr un ide´al. Ainsi, un exemple important d’ide´al de C est
l’ide´al IV engendre´ par un objet V de C : l’ide´al IV est le plus petit ide´al contenant V .
Proposition 2.2. Soit V ∈ C , alors
IV = {U ∈ C : ∃W ∈ C : U ⊂+ V ⊗W}.
De´monstration. Clairement, tout ide´al contenant V contient IV . Il suffit donc de montrer
que IV est un ide´al. Soit donc V
′ ∈ IV . On a donc (α, V ′, β)⊂+ V ⊗W ′ ou` W ′ ∈ C . Soit W ∈ C et
(γ, U, δ)⊂+ V ′ ⊗W alors on a
(
(α⊗ IdW ) ◦ γ, U, δ ◦ (β ⊗ IdW )
)
⊂+ V ⊗ (W ′ ⊗W ) donc U ∈ IV . 
Nous de´finissons la notion de trace (modifie´e) sur un ide´al en adaptant les proprie´te´s (7) et (8)
satisfaites par la trace cate´gorique tr :
De´finition 2.3. Soit I un ide´al de C .
La famille d’applications line´aires t = (tV : EndC (V )→ k)V ∈I est une trace sur I si elle satisfait :
∀U, V ∈ I, ∀W ∈ C ,
∀f ∈ HomC (U, V ), ∀g ∈ HomC (V,U), tV (f ◦ g) = tU (g ◦ f) (18)
∀f ∈ EndC (V ⊗W ), tV⊗W (f) = tV (ptrR(f)) (19)
Bien suˆr, la trace cate´gorique est un exemple de trace sur l’ide´al I = C .
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1.2. Dans les cate´gories pivotales. Les notions de trace et d’ide´al ont un analogue non
commutatif dans les cate´gories pivotales. Il convient alors de distinguer ide´al a` droite et ide´al a`
gauche, trace a` droite et trace a` gauche.
De´finition 2.4. Soit C une cate´gorie pivotale k-line´aire. Une sous cate´gorie pleine I de C est
un ide´al a` droite si elle est stable par produit tensoriel a` droite par un e´le´ment de C et stable par
re´tracte dans C . C’est-a`-dire que I est un ide´al de C si pour tous U, V,W ∈ C ,{
U ⊂+ V ⊗W
V ∈ I
=⇒ U ∈ I.
On de´finit de manie`re similaire la notion d’ide´al a` gauche et on appelle ide´al (bilate`re) un
ide´al a` droite qui est aussi un ide´al a` gauche. Les notions d’ide´aux engendre´s par un e´le´ment sont
similaires et la proposition 2.2 a ses analogues : par exemple, l’ide´al a` gauche engendre´ par V ∈ C
est {U ∈ C : ∃W ∈ C : U ⊂+ W ⊗ V } et l’ide´al bilate`re engendre´ par V ∈ C est {U ∈ C : ∃W,W ′ ∈
C : U ⊂+ W ⊗ V ⊗W ′}.
Une trace a` droite t = (tV : EndC (V ) → k)V ∈I sur un ide´al a` droite I est de´finie par les
proprie´te´s (18) et (19) de la de´finition 2.3. Pour une trace a` gauche t = (tV : EndC (V ) → k)V ∈I
sur un ide´al a` gauche I, il convient de remplacer (19) par son analogue a` gauche :∀V ∈ I, ∀W ∈
C , ∀f ∈ EndC (W ⊗ V ), tW⊗V (f) = tV (ptrL(f)). Enfin une trace sur un ide´al bilate`re est une
trace a` droite qui est aussi une trace a` gauche sur cet ide´al.
La trace cate´gorique a` droite (resp. a` gauche) est une trace a` droite (resp. a` gauche) sur l’ide´al
I = C . Si la cate´gorie est sphe´rique, ce sont des traces.
Pour finir, remarquons que si C est une cate´gorie enrubanne´e, conside´re´e comme un cas parti-
culier de cate´gorie pivotale, alors tout ide´al a` droite ou a` gauche est un ide´al bilate`re et les notions
de trace a` gauche, de trace a` droite et de trace co¨ıncident.
1.3. Objets ambidextres. Nous commenc¸ons par donner la de´finition d’un objet ambidextre
dans une cate´gorie k-line´aire. Cette de´finition ge´ne´ralise celles de [28, 20, 30]. Soit C une cate´gorie
k-line´aire et V ∈ C un objet simple. L’objet V est dit ambidextre a` droite s’il posse`de un dual













ev V ⊗ IdV ) ◦ (f ⊗ IdV ) ◦ (IdV ⊗
←−
coevV ) = (IdV ⊗
−→
ev V ) ◦ (f ⊗ IdV ) ◦ (
−→
coevV ⊗ IdV ) (20)
Lemme 2.5. La de´finition d’un objet ambidextre a` droite est inde´pendant du choix des dualite´s.

















V ) deux autres dualite´s dans
C . Tout d’abord, V ∗ et V ′ sont isomorphes : soit par l’unicite´ du dual a` gauche de V , c’est a`
dire par l’isomorphisme α = (
−→




V ) ∈ HomC (V
∗, V ′) dont l’inverse est




V ⊗ IdV ∗) ◦ (IdV ′ ⊗
−→
coevV ) ; soit par l’unicite´ du dual a` droite de V , c’est-
a`-dire par l’isomorphisme β = (IdV ′ ⊗
←−




V ⊗ IdV ∗) ∈ HomC (V
∗, V ′) dont l’inverse est




V ) ◦ (
←−
coevV ⊗ IdV ′). De plus, les morphismes de dualite´s donnent des
isomorphismes EndC (V
∗) ≃ EndC (V ′) ≃ EndC (V ) ≃ k. Ainsi, V ∗ et V ′ sont simples et α ◦ β−1
est un endomorphisme scalaire.
Soit f ′ ∈ EndC (V ⊗ V ′) et appliquons (20) a` f = (IdV ⊗α−1)◦f ′◦(IdV ⊗α) ∈ EndC (V ⊗ V ∗) :




V ) ◦ (f




V ⊗ IdV ) tandis que





V ⊗ IdV )◦(IdV ⊗(β◦α




V ). Pour finir,
il suffit de remarquer que α◦β−1 et β◦α−1 sont des endomorphismes scalaires qui se simplifient. 
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On de´finit de manie`re similaire un objet ambidextre a` gauche. L’e´quation (20) est alors remplace´e
par ∀f ∈ EndC (V
∗ ⊗ V ),
(
←−
ev V ⊗ IdV ) ◦ (IdV ⊗f) ◦ (IdV ⊗
←−
coevV ) = (IdV ⊗
−→
ev V ) ◦ (IdV ⊗f) ◦ (
−→
coevV ⊗ IdV )
Remarque 2.6. Nous donnons dans [30] une de´finition e´quivalente mais diffe´rente de celle donne´e
ici pour un objet ambidextre a` droite V dans une cate´gorie k-line´aire pivotale C : Par de´finition
dans [30], un objet simple V est ambidextre a` droite si ∀f ∈ EndC (V
∗ ⊗ V ),
φ−1V ◦ (ptrR(f))
∗ ◦ φV = ptrL(f) (21)
ou` φV : V → V
∗∗ est l’isomorphisme de la structure pivotale (cf (5)).
Nous avons formule´ la premie`re de´finition d’un objet ambidextre dans le cadre d’une cate´gorie
enrubanne´e (cf [28, section 3]). Dans ce cadre, la de´finition e´quivalente donne´e est la suivante :
L’objet simple V est ambidextre si ∀f ∈ EndC (V ⊗ V ),









Pour l’e´quivalence entre les de´finitions (22) et (21) dans une cate´gorie enrubanne´e, nous renvoyons
a` [30, Remark 9]. L’e´quivalence entre les de´finitions (21) et (20) dans une cate´gorie pivotale se
de´montre de manie`re similaire en utilisant l’isomorphisme EndC (V ⊗ V
∗) ≃ EndC (V ∗ ⊗ V ), f 7→
(IdV ∗⊗V ⊗
−→
ev V ) ◦ (IdV ∗ ⊗f ⊗ IdV ) ◦ (
←−
coevV ⊗ IdV ∗⊗V ).
Le the´ore`me principal est le suivant :
The´ore`me 2.7. Soit C une cate´gorie pivotale k-line´aire et V ∈ C un objet simple. Soit IV l’ide´al
a` droite engendre´ par V . Alors il existe une trace a` droite non nulle sur IV si et seulement si V
est ambidextre a` droite. De plus dans ce cas, ∀d ∈ k, il existe une unique trace a` droite t sur IV
telle que tV (IdV ) = d.
Le the´ore`me pre´ce´dent reste valable en remplac¸ant ≪ droite ≫ par ≪ gauche ≫ et dans le cas
des cate´gories enrubanne´es, il donne une condition ne´cessaire et suffisante a` l’existence de trace sur
l’ide´al IV . Remarquons que la preuve est constructive et que le the´ore`me implique l’unicite´ d’une
telle trace a` un scalaire global pre`s. Ce the´ore`me est en fait un cas particulier du the´ore`me 2.17
ci-apre`s.
2. Invariants de graphes plonge´s
2.1. Graphes spatiaux et cate´gories enrubanne´es. Soit C une cate´gorie k-line´aire enru-
banne´e, I un ide´al de C et t une trace sur I.
On appelle GS3(C ) l’ensemble des graphes en rubans C -colorie´s ferme´s c’est-a`-dire des graphes
en rubans C -colorie´s dans S3. On a GS3(C ) ∼= EndG e
C
(∅).
J’introduis la notion de pre´sentation coupe´e d’un graphe en rubans C -colorie´ ferme´ : Si un
diagramme T repre´sente un graphe en rubans C -colorie´ qui est un endomorphisme de G e
C
, ses
parties basses et hautes sont forme´es par les meˆmes se´quences de k brins colorie´s verticaux. Il
est alors possible, comme pour une tresse a` k brins, d’en conside´rer la fermeture T̂ obtenue en
rejoignant ses k sommets du haut aux k sommets du bas par k brins paralle`les. Cette construction
est en fait la trace cate´gorique dans G e
C
: on a T̂ = tr(T ) ∈ EndG e
C
(∅). On dit alors que T est une
pre´sentation coupe´e a` k brins du graphe ferme´ T̂ et que T̂ est la fermeture de T .
Soit GS3(I) l’ensemble des graphes en rubans C -colorie´s dans S
3 dont l’une au moins des cou-
leurs de leurs areˆtes est un objet de I. Tout graphe en rubans T̂ de GS3(I) posse`de une pre´sentation
coupe´e a` 1 brin T ∈ EndG e
C
((V,+)) ou` V ∈ I.
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The´ore`me 2.8. L’application
F ′ : GS3(I) → k
T̂ 7→ tV (F (T ))
(23)
est bien de´finie. Ici, V ∈ I, T ∈ EndG e
C
((V,+)) est une pre´sentation coupe´e a` un brin de T̂ . C’est-
a`-dire que le scalaire tV (F (T )) ne de´pend pas du choix de T mais seulement de la classe d’isotopie
de T̂ dans S3.
De´monstration. L’ide´e de la preuve de ce the´ore`me se trouve de´ja` dans [22] mais le re´sultat y
est re´duit a` une sous-classe de graphes pour lesquels les couleurs des areˆtes sont des objets simples,
ce qui nous permet de ramener le calcul de la trace a` un calcul de dimension modifie´e.
L’ide´e ge´ne´rale est la suivante : le choix de T revient a` choisir une areˆte de T̂ en laquelle le graphe
est coupe´. Un autre choix T ′ donne une deuxie`me areˆte de T̂ en laquelle le graphe peut eˆtre coupe´.
En coupant T̂ en ces deux endroits, on obtient un graphe en rubans T2 ∈ EndG e
C
(((V,+), (V ′,+)))
qui est une pre´sentation a` deux brins de T̂ et tel que
T = T2 et T
′ = T2
Ensuite on utilise les proprie´te´s de compatibilite´ de t avec les traces partielles :
tV (F (T )) = tV (ptrR(F (T2))) = tV⊗V ′(F (T2)) = tV ′(ptrL(F (T2))) = tV ′(F (T
′))

2.2. Graphes sphe´riques et cate´gories pivotales.
Soit C une cate´gorie k-line´aire pivotale, I un ide´al a` droite de C et t une trace a` droite sur I.
Soit GR2(C ) = EndG p
C
(∅) l’ensemble des classes d’isotopie de graphes en rubans C -colorie´s dans
R2 (graphes planaires). Comme pour les graphes spatiaux, il existe des applications,
EndG p
C
((V, ε))→ GR2(C ), T 7→ T̂ = T obtenues par la fermeture a` droite de T (qui est diffe´rente
dans ce contexte de la fermeture a` gauche). On dit alors que T est une pre´sentation coupe´e a` droite
a` un brin de T̂ . Nous disons que T ∈ EndG p
C
((V, ε)) est admissible si F ((V, ε)) ∈ I. Soit GR2(I)
l’ensemble des classes d’isotopie de graphes en rubans planaires ayant une pre´sentation admissible.
The´ore`me 2.9. L’application
F ′ : GR2(I) → k
T̂ 7→ tV (F (T ))
(24)
ou` T est une pre´sentation coupe´e a` droite de T̂ , est bien de´finie. C’est-a`-dire que le scalaire
tV (F (T )) ne de´pend pas du choix de T mais seulement de la classe d’isotopie du graphe planaire
C -colorie´ T̂ .
De´monstration. Ce the´ore`me est contenu dans [30, Theorem 4.5] nous en donnons aussi une
esquisse. Il est tre`s similaire au cas des graphes spatiaux avec la diffe´rence notable que l’on ne peut
couper un graphe planaire T̂ qu’en une areˆte exte´rieure (bordant la re´gion infinie de R2 \ T̂ ). E´tant
donne´ deux pre´sentations admissibles T et T ′ de T̂ , on coupe ce dernier graphe le long d’un chemin
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reliant les deux points de coupure de T̂ comme esquisse´ dans le sche´ma ci-dessous :




Dans cet exemple, T2 ∈ EndG p
C
(((V,−), (V ′,+))).











lesquels on a F (T ) = ptrR(α ◦ β) et F (T
′) = ptrR(β ◦ α). Les proprie´te´s (18) et (19) de la trace
permettent de conclure que tV (F (T )) = tV ′(F (T
′)). 
La trace a` droite permet d’obtenir des invariants de graphes en rubans sphe´riques pour une
classe plus restreinte de graphes. Pour cela nous introduisons une dualite´ sur les ide´aux et leurs
traces : Une classe I d’objets de C est dite reple`te si elle est stable par isomorphisme : ∀V ∈ C ,
∀U ∈ I, V ≃ U =⇒ V ∈ I.
De´finition 2.10. Soit I une classe reple`te d’objets de C et t = (tV )V ∈I une famille de formes
line´aires tV : EndC (V )→ k. On de´finit
I∨ = {V ∈ C : ∃U ∈ I, V ≃ U∗} et
t∨ = (t∨V )V ∈I∨ ou` t
∨
V (f) = tV ∗(f
∗).
Alors on a
Proposition 2.11. Soit I une classe reple`te d’objets de C et t = (tV )V ∈I une famille de formes
line´aires tV : EndC (V ) → k. Alors I est un ide´al a` droite si et seulement si I∨ est un ide´al a`
gauche et dans ce cas, t est une trace a` droite sur I si et seulement si t∨ est une trace a` gauche
sur I∨.
Remarquons que si I est un ide´al bilate`re, alors pour tout V ∈ I, on a
(
←−
coevV ⊗ IdV ∗ , V
∗, IdV ∗ ⊗
←−
ev V )⊂+ V
∗ ⊗ V ⊗ V ∗
ce qui implique I∨ = I. Cependant meˆme dans ce cas, il n’y pas de raison que l’on ait t∨ = t. En
fait ce dernier point de´pend de la structure pivotale (non unique) de C .
Soit t une trace a` droite sur un ide´al a` droite I. On pose
A = {V ∈ I ∩ I∨ : tV = t∨V }
Soit GS2(C ) l’ensemble des graphes en rubans sphe´riques, c’est a` dire des graphes en rubans C -
colorie´s dans S2 et GS2(A) le sous ensemble de GS2(C ) forme´ par les graphes dont toutes les couleurs
des areˆtes sont dans A. L’inclusion de R2 dans S2 ≃ R2 ∪ {∞} induit une application surjective
non injective GR2(C )→ GS2(C ), T̂ 7→ T˜ . Via cette application, on peut conside´rer une pre´sentation
coupe´e a` droite T d’un graphe en rubans planaire T̂ comme une pre´sentation coupe´e du graphe
en rubans sphe´rique T˜ associe´. Clairement, toute pre´sentation coupe´e d’un graphe sphe´rique T˜ ∈
GS2(A) est admissible.
The´ore`me 2.12. L’application
F ′ : GS2(A) → k
T˜ 7→ tV (F (T ))
(25)
ou` T est une pre´sentation coupe´e de T˜ , est bien de´finie. C’est-a`-dire que le scalaire tV (F (T )) ne
de´pend pas du choix de T mais seulement de la classe d’isotopie du graphe en rubans sphe´rique
C -colorie´ T˜ .
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De´monstration. Ici encore, nous esquissons la de´monstration que nous donnons dans [30,
Theorem 6]. Un graphe en rubans planaire T̂ peut eˆtre vu comme un graphe sphe´rique dont l’une
des re´gions de S2 \ T̂ est distingue´e (la re´gion ≪ infinie ≫ contenant ∞ ∈ S2 ≃ R2 ∪ {∞}). La
proprie´te´ tV = t
∨
V applique´e a` F (T ) ou` T ∈ EndG p
C
((V,+)) implique que tV (F (T )) = tV ∗(F (T
∗))
ou` T ∗ est le graphe image de T par une rotation d’angle π. Mais T̂ ∗ est le meˆme graphe sphe´rique
que T̂ , la seule diffe´rence e´tant que la re´gion infinie se trouve de l’autre coˆte´ de l’areˆte coupe´e pour
obtenir T . Ainsi, cette relation permet de changer la re´gion distingue´e pour une re´gion adjacente
et finalement de prouver que tV (F (T )) ne de´pend que du graphe sphe´rique associe´ a` T̂ . 
Remarque 2.13. F ′ n’est de´fini que pour des graphes en rubans ferme´s. Dans [28], dans le cadre
d’une cate´gorie k line´aire enrubanne´e, nous e´tendons F ′ a` des graphes en rubans non ferme´s. Nous
appelons le re´sultat de cette extension, compte tenu de ses proprie´te´s, un quasi-foncteur F -biline´aire
mono¨ıdal.
3. Exemples et proprie´te´s
Nous de´veloppons ici des proprie´te´s alge´briques des traces sur les ide´aux et des objets ambi-
dextres ainsi que quelques exemples a` l’exception d’exemples provenant des groupes quantiques que
nous de´veloppons dans la partie suivante. Dans toute cette section, k est un corps.
3.1. Traces ambidextres et dimensions modifie´es. Soit C une cate´gorie k-line´aire pi-
votale. Remarquons que si V est simple, une forme line´aire sur EndC (V ) est de´termine´e par sa
valeur sur IdV . Ainsi le the´ore`me 2.7 peut s’interpre´ter comme une correspondance entre les formes
line´aires sur EndC (V ) et les traces a` droite sur IV . Ceci ame`ne naturellement la ge´ne´ralisation
suivante :
De´finition 2.14. Soit V ∈ C et t : EndC (V )→ k une forme line´aire. L’application t est une trace
ambidextre a` droite sur V si ∀f ∈ EndC (V







ou` φV : V → V
∗∗ est l’isomorphisme de la structure pivotale (cf (5)).
La relation entre les notions de traces ambidextres et d’objets ambidextres est donne´ par la
proposition suivante :
Proposition 2.15. Soit V ∈ C un objet simple ; alors l’unique forme line´aire sur EndC (V ) en-
voyant IdV sur d ∈ k\{0} est ambidextre a` droite si et seulement si V est ambidextre a` droite.
Remarque 2.16. Un objet V tel que EndC (V ) = k. IdV est dit absolument simple dans [20]. Nous
y e´tendons la de´finition d’un objet ambidextre aux objets V absolument inde´composables c’est-a`-dire
ceux pour lesquels le quotient de l’anneau des endomorphismes par son radical de Jacobson (i.e.
l’intersection de ses ide´aux maximaux) est e´gal a` k : EndC (V )/Rad(EndC (V )) = k. IdV .
Si I est un ide´al a` droite, appelons T (I) l’ensemble des traces a` droite sur I (qui est un
k-module). Le the´ore`me suivant ge´ne´ralise le the´ore`me 2.7 :
The´ore`me 2.17. Soit V ∈ C . Alors l’application T (IV ) ∋ t 7→ tV re´alise une bijection entre
l’ensemble des traces a` droite sur IV et l’ensemble des traces ambidextres a` droite sur V .
De´monstration. Pour cette preuve, nous renvoyons a` [30, Section 4.5] ou dans le contexte
des cate´gories enrubanne´es a` [20, Theorem 3.3.2]. Nous expliquons ici rapidement comment tV
de´termine t : Si U ∈ IV et g ∈ EndC (U) alors on choisit (α,U, β)⊂+ V ⊗W et tU (g) est de´termine´
par :
tU (g) = tU (g ◦ β ◦ α) = tV⊗W (α ◦ g ◦ β) = tV (ptrR(α ◦ g ◦ β)).
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Ensuite, il est facile de ve´rifier que les proprie´te´s de t impliquent que tV est ambidextre a` droite.
Re´ciproquement on ve´rifie que si tV = t est une trace ambidextre a` droite sur V , alors la formule
ci-dessus de´finit bien une trace sur IV (et en particulier est inde´pendante du choix des morphismes
α et β). 
Nous de´finissons maintenant la notion de dimension modifie´e associe´e a` une trace.
De´finition 2.18. Soit t une trace a` droite sur un ide´al a` droite I. La dimension modifie´e associe´e
a` t est la fonction d : I → k de´finie par d(U) = t(IdU ).
La connaissance d’une formule explicite des dimensions modifie´es des objets simples d’un ide´al
I permet de calculer simplement l’invariant F ′ (voir la proposition 2.25 ci-apre`s).
3.2. Proprie´te´s alge´briques. Nous donnons ici quelques proprie´te´s des traces sur les ide´aux
de´montre´es dans [20, 21, 30].
Proposition 2.19. Soit C une cate´gorie abe´lienne k-line´aire enrubanne´e. Soit U, V ∈ C avec
U ∈ IV .
L’e´pimorphisme
−→
evU ⊗ IdV : U
∗ ⊗ U ⊗ V → V → 0 est scinde´ ssi IU = IV .
Cela signifie en particulier que si IU = IV , alors V ⊂+ U ⊗ U
∗ ⊗ V .
Soit C une cate´gorie k-line´aire pivotale. Rappelons qu’un objet P ∈ C est projectif si pour tout
X ∈ C , tout e´pimorphisme p : X → P se comple`te en un re´tracte (s, P, p)⊂+ X. On appelle Proj la
sous-cate´gorie de C forme´e des objets projectifs.
Proposition 2.20.
(1) ∀V,W ∈ C , V ∈ IW ⇐⇒ IV ⊂ IW
(2) Proj est un ide´al de C , en particulier Proj = Proj∗ (qui est aussi la sous cate´gorie des
objets injectifs).
(3) ∀V ∈ C , ∀P ∈ Proj non nuls, on note 0 l’ide´al des objets nuls et on a
C = II ⊃ IV ⊃ IP = Proj ⊃ 0.
Proposition 2.21. Soit U, V ∈ C avec U ∈ IV ou` V est ambidextre a` droite. On note d la fonction
dimension non nulle sur IV (qui est unique a` un scalaire pre`s). Alors, d(U) 6= 0 =⇒ IU = IV . Si
de plus U est simple, alors cette implication est une e´quivalence et de plus
d(U) 6= 0 =⇒ U est ambidextre a` droite.
Dans bien des cas, il est possible d’effectuer un calcul explicite de la valeur de F sur l’entrelacs
de Hopf long. Si U, V ∈ C sont des objets simples d’une cate´gorie k-line´aire enrubanne´e, on appelle
S′(U, V ) le scalaire tel que ptrL(cV,U ◦ cU,V ) = S′(U, V ) IdV :




Proposition 2.22. Soit C une cate´gorie k-line´aire enrubanne´e. Si U, V ∈ C sont simples, alors
S′(U, V ) 6= 0 =⇒ V ∈ IU .





Ainsi, pour U ambidextre fixe´, tout objet simple V de C ve´rifiant S′(V,U)S′(U, V ) 6= 0 est ambi-
dextre et engendre le meˆme ide´al que U .
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De´monstration. Si S′(U, V ) est inversible, alors (α, V,
−→
evU ⊗ IdV )⊂+ U
∗ ⊗ U ⊗ V ou` α =
S′(U, V )−1(IdU∗ ⊗(cV,U ◦ cU,V )) ◦ (
←−
coevU ⊗ IdV ) et donc V ∈ IU . La relation entre dimensions
modifie´es est alors une conse´quence du fait que S′(U, V ) d(V ) = S′(V,U) d(U) est la valeur prise
par F ′ sur l’entrelacs de Hopf dont les composantes sont colorie´es par U et V . Pour finir, remarquons
que l’unique (a` un scalaire pre`s) forme line´aire sur EndC (V ) est ne´cessairement ambidextre par le
the´ore`me 2.17 applique´ a` IU = IV . 
Nous donnons deux propositions qui sont des outils pour de´tecter des objets ambidextres. Disons
que deux objets U, V ∈ C sont orthogonaux si HomC (U, V ) = {0} = HomC (V,U).
Proposition 2.23. Supposons que C soit enrubanne´e et que V ∈ C soit un objet simple. Alors
(1) =⇒ (2) =⇒ (3) =⇒ (4).
(1) V ⊗ V est une somme directe d’objets simples deux a` deux orthogonaux.
(2) EndC (V ⊗ V ) est commutatif.
(3) cV,V est central dans EndC (V ⊗ V ).
(4) V est ambidextre.
De´monstration. Pour montrer (3) =⇒ (4), on utilise la remarque 2.6 et le fait que ∀f ∈
EndC (V ⊗ V ), on a
ptrL(f) = ptrL
(






Supposons maintenant que C est une cate´gorie k-line´aire pivotale ou` k est un corps. On suppose
de plus que les sommes directes finies d’objets de C existent et que tout objet de C est une somme
directe d’un nombre fini d’objets absolument inde´composables uniques a` isomorphisme pre`s (un
objet V est absolument inde´composable si EndC (V )/Rad(EndC (V )) ≃ k ou` Rad est le radical de
Jacobson, c’est-a`-dire l’intersection des ide´aux maximaux). Dans ce contexte, si V ∈ C est simple,
on peut e´crire




ou` les Wi sont des objets absolument inde´composables.
The´ore`me 2.24. Sous les hypothe`ses ci-dessus, il existe un unique i0 ∈ {1, . . . , n} et un unique
j0 ∈ {1, . . . n} tels que HomC (I,Wi0) 6= 0 et HomC (Wj0 , I) 6= 0. De plus les trois propositions
suivantes sont e´quivalentes :





(3) V est ambidextre a` droite.
De´monstration. La de´monstration de ce the´ore`me est dans l’article [21]. Le point cle´ est que
si f ∈ EndC (V ⊗ V
∗), alors
←−
ev V ◦f = λ
←−
ev V ou λ est la valeur propre de f sur Wj0 (f − λ est




coevV ou` µ est la valeur propre de f sur
Wi0 . L’e´galite´ λ = µ pour tout f e´quivaut donc au fait que V soit ambidextre a` droite. 
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3.3. Proprie´te´s de F ′. Nous donnons ici quelques proprie´te´s des invariants de graphes en
rubans F ′ et leurs relations avec le foncteur F .
Soit C une cate´gorie k-line´aire pivotale, I un ide´al a` droite de C muni d’une trace a` droite t
dont la dimension modifie´e associe´e est note´e d.
Proposition 2.25. Si T ∈ EndG p
C
((V,+)) est une pre´sentation coupe´e a` droite d’un graphe T̂ ∈
GR2(I) ou` V ∈ I est simple, et si 〈T 〉 ∈ k est le scalaire tel que F (T ) = 〈T 〉. IdV , alors on a :
F ′(T̂ ) = d(V )〈T 〉 (27)
De´monstration. la trace tV est de´termine´e par d(V ). En effet, on a
F ′(T̂ ) = tV (F (T )) = tV (〈T 〉. IdV ) = 〈T 〉 tV (IdV ) = d(V )〈T 〉. 
Remarquons que la meˆme proposition reste valable dans une cate´gorie enrubanne´e pour le calcul
de F ′ sur un graphe T̂ ∈ GS3(I). Cette proposition a une conse´quence directe pour la valeur de F ′
sur certaines sommes connexe de graphes :
Si deux graphes en rubans C -colorie´s (dans le plan R2, la sphe`re S2 ou la sphe`re S3) T̂1 et
T̂2 ont des pre´sentations coupe´es T1, T2 qui sont des endomorphismes du meˆme objet (V, ε), on
appelle somme connexe en bande le long des areˆtes (e1, e2) le graphe en rubans C -colorie´ de meˆme
nature T̂1♭e1,e2 T̂2 = T̂1 ◦ T2 = T̂2 ◦ T1 ou` e1, respectivement e2 sont les areˆtes de T̂1 et de T̂2 qui
sont coupe´es dans leur pre´sentation. Alors si l’objet V est simple, chaque fois que cette e´galite´ a
un sens, on a
F ′(T̂1♭e1,e2 T̂2) = d(V )
−1F ′(T̂1)F ′(T̂2) (28)
La proposition suivante de´termine quelles relations satisfaites par F restent valables pour F ′
dans le cadre d’une cate´gorie k-line´aire enrubanne´e C :
Proposition 2.26. Soit t une trace sur un ide´al I de C . Soient V = ((V1, ε1), . . . , (Vk, εk)) et
W = ((W1, ε
′
1), . . . , (Wl, ε
′
l)) des objets de G
e
C
avec l’un au moins des Vi appartenant a` I. Soit
T ∈ HomG e
C
(V ,W ) tel que F (T ) = 0. Alors
∀T ′ ∈ HomG e
C
(W,V ), F ′(tr(T ◦ T ′)) = 0
ou` tr(T ◦ T ′) = T̂ ◦ T ′ est la trace dans G e
C
de T ◦ T ′ c’est-a`-dire sa fermeture.
De´monstration. On peut calculer F ′ en coupant T̂ ◦ T ′ le long de l’areˆte colorie´e par Vi. Mais
la valeur par F de cette pre´sentation coupe´e se factorise alors par F (T ) = 0 donc F ′(T̂ ◦ T ′) = 0. 
Remarquons que la proposition est ge´ne´ralement fausse si aucun des objets Vi n’est dans I.
Cette proposition permet d’e´crire des relations d’e´cheveaux pour F ′ comme on le fait habituellement
pour F .
L’union disjointe des graphes en rubans dans S3 est une ope´ration pour laquelle le sous-ensemble
GS3(I) est absorbant : ∀T ∈ GS3(C ), ∀T
′ ∈ GS3(I), T ⊔T ′ ∈ GS3(I). Il de´coule alors de la de´finition
de F ′ que
∀T ∈ GS3(C ), ∀T
′ ∈ GS3(I), F
′(T ⊔ T ′) = F (T )F ′(T ′) (29)
En particulier, comme fonction sur les graphes ferme´s, F est de´termine´e par F ′. Dans cette situation,
supposons que I soit engendre´ par un objet simple I = IV 6= C . Alors par la proposition 2.21
applique´e a` la trace cate´gorique sur l’ide´al II = C , on a qdim(V ) = 0. Ensuite, par le the´ore`me
2.17, la trace cate´gorique est nulle sur tout l’ide´al IV car sa restriction a` EndC (V ) est nulle.
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Finalement, on obtient que ∀T ′ ∈ GS3(I), F (T ′) = 0.
Sche´matiquement, si (GS3(I))
c est le comple´mentaire de GS3(I) dans GS3(C ), on a :
C
↑ F ′
GS3(C ) = (GS3(I))
c ⊔ GS3(I)
F ↓ ↓ F
C 0
3.4. Exemples en the´orie des repre´sentations. Si une cate´gorie pivotale est semi-simple,
son unique ide´al a` droite non nul est I = C et toute trace a` droite sur C est proportionnelle a` la
trace cate´gorique a` droite. Ainsi les exemples pertinents de trace modifie´e sur un ide´al se situent
toujours dans le contexte d’une cate´gorie non semi-simple.
De tre`s nombreux exemples apparaissant naturellement en the´orie des repre´sentations sont
e´tudie´s du point de vue de la trace et des objet ambidextres dans [20, 21]. J’en citerai deux ici. Le
premier a e´te´ le premier exemple de cate´gorie dans lequel nous avons de´couvert des objets simples
non ambidextres. Le deuxie`me illustre les applications possibles des traces sur les ide´aux en the´orie
des repre´sentations.
Le premier exemple concerne la cate´gorie (trivialement) enrubanne´e des repre´sentations de di-
mension finie de sl2(k) lorsque k est la cloˆture alge´brique du corps Fp a` p > 2 e´le´ments. Cette
cate´gorie est suffisamment bien connue pour pouvoir de´crire les ide´aux engendre´s par les modules
simples. On y montrent que les seuls modules ambidextres sont les modules V tels que IV = C
ou IV = Proj. Les autres modules simples sont ceux de dimension divisible par p (leur dimension
cate´gorique est donc nulle dans k) mais qui ne sont pas projectifs. Ils engendrent un ide´al sur lequel
il n’existe pas de trace non triviale.
La the´orie des repre´sentations de poids des super alge`bres de Lie simples complexes est moins
pre´cise´ment connue que celle des alge`bres de Lie simples complexes. Meˆme les super dimensions
des modules simples restent largement myste´rieuses. Kac et Wakimoto ([38, Conjecture 3.1]) ont
e´tabli une conjecture pour une super alge`bre de Lie basique classique g. Ils associent de manie`re
combinatoire a` un g-module simple V un entier atyp(V ) appele´ son degre´ d’atypicalite´. Cet entier
varie entre 0 et n = atyp(I) ou` I = C est le module trivial. La conjecture est alors :
atyp(V ) = n ⇐⇒ sdim(V ) 6= 0.
Nous avons formule´ une ge´ne´ralisation naturelle de cette conjecture avec les dimensions modifie´es :
Conjecture 2.27 (Conjecture de Kac-Wakimoto ge´ne´ralise´e).
(1) Tous les g-modules simples sont ambidextres.
(2) Si V,W sont des g-modules simples avec V ∈ IW , alors
atyp(V ) = atyp(W ) ⇐⇒ d(V ) 6= 0.
ou` d est l’unique (a` un scalaire pre`s) fonction dimension modifie´e sur IW .
C’est une ge´ne´ralisation de la conjecture originelle car lorsque W = I, IW = C et la fonction
dimension modifie´e n’est autre que la super dimension. Re´cemment cette conjecture ge´ne´ralise´e a
e´te´ prouve´e par Vera Serganova ([59]) pour les super alge`bres de Lie gl(E) en meˆme temps que la
conjecture originelle. Kujawa a de´montre´ cette conjecture pour les super alge`bres de Lie osp(E).
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Cette conjecture ge´ne´ralise´e pour gl(E) est a` son tour utilise´e comme un point cle´ dans l’e´tude de




Les applications aux groupes quantiques
1. sl(2|1) et les super alge`bres de type I
Le parti pris dans cette section est de donner quelques indications, pour un lecteur familier a`
la the´orie des alge`bres de Lie complexes, sur les raisons permettant d’appliquer les re´sultats du
chapitre pre´ce´dent au cas des super alge`bres de type I.
V.G. Kac a classifie´ ([36]) les super alge`bres de Lie complexes simples de dimension finie.
Les plus communes sont dites classiques, c’est-a`-dire que leur partie paire g0 est une alge`bre de
Lie re´ductive et leur partie impaire g1 est un g0-module semi-simple (g est de type II si g1 est
irre´ductible, de type I sinon). g est dite basique si elle posse`de une forme biline´aire super syme´trique
invariante non de´ge´ne´re´e (qui n’est pas ne´cessairement la forme de Killing). Il y a trois familles
de super alge`bres de Lie basiques classiques de type I. Les deux premie`res familles sont sl(m|n)
(Cm|n = Cm ⊕ Cn est un super C-espace vectoriel) et osp(2|2n) (C2|2n = C2 ⊕ C2n est muni de
sa forme quadratique super syme´trique standard). Les alge`bres de la troisie`me famille psl(n|n) ont
une forme de Killing nulle et nous n’en parlerons pas dans ce qui suit.
Comme pour les alge`bres de Lie simples, on choisit une sous alge`bre de Cartan h de g (qui est en
fait une sous alge`bre de Cartan de l’alge`bre de Lie g0), r = dimC(h) est le rang de g. Une partition
de g en deux borels permet de de´composer g en une somme directe de super espaces vectoriels
g = n+ ⊕ h⊕ n−. On de´finit l’ensemble des racines ∆ ⊂ h∗ de g, on l’ordonne et on le munit d’une
forme biline´aire syme´trique associe´e a` la forme de Killing. L’ensemble des racines se partitionne






1 selon que les racines sont positives ou ne´gatives puis
selon qu’elles correspondent a` la partie paire ou impaire de g. Ces donne´es peuvent eˆtre code´es
dans la matrice de Cartan A = (aij) ∈Mr(Z), une matrice diagonale entie`re D telle que D.A soit






, D est alors la matrice identite´ et s = 2.
Soit C[[h]] l’anneau des se´ries formelles en h muni de la topologie h-adique et q = eh (on utilise
la notation qx = exh). Yamane [71] de´finit le super groupe quantique Uhg comme la super C[[h]]-
alge`bre de Hopf topologiquement engendre´e par les e´le´ments hi, Ei et Fi, i = 1 · · · r, tous pairs sauf
Es et Fs, soumis aux relations :
[hi, Ej ] =aijEj , [hi, Fj ] =− aijFj , [hi, hj ] = 0,






Ainsi que les relations quantiques de type Serre (voir [71, Definition 4.2.1]). Ici [·, ·] est le super
commutateur donne´ par [x, y] = xy−(−1)ijyx pour des e´le´ments x, y de parite´ i et j respectivement.
Le coproduit, la co-unite´ et l’antipode sont donne´s par
∆Ei =Ei ⊗ 1 + q
−hi ⊗ Ei, ε(Ei) =0 S(Ei) =− qhiEi
∆Fi =Fi ⊗ q
hi + 1⊗ Fi, ε(Fi) =0 S(Fi) =− Fiq
−hi
∆hi =hi ⊗ 1 + 1⊗ hi, ε(hi) =0 S(hi) =− hi.
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Khoroshkin, Tolstoy [41] et Yamane [71] ont montre´ que Uhg posse`de une R-matrice explicite R
et Uhg a une structure de super alge`bre de Hopf enrubanne´e.
Le quotient Uhg/h.Uhg est isomorphe a` la super alge`bre universelle enveloppante Ug de g. Un
Ug-module de poids est une repre´sentation de Ug dans un super espace vectoriel de dimension finie
sur lequel les e´le´ments hi, pour i = 1 · · · r, agissent diagonalement. Un Uhg-module de poids est une
repre´sentation de Uhg dans un C[[h]]-module V topologiquement libre de dimension finie tel que
V/hV est une repre´sentation de poids de Ug. Notons Ch la cate´gorie paire des repre´sentations de
poids de Uhg qui est enrubanne´e et C celle des repre´sentations de poids de Ug (qui est trivialement
enrubanne´e).
La the´orie des repre´sentations de poids de Uhg est similaire a` celle de la super alge`bre de Lie g.
Notons Ch la cate´gorie des repre´sentations de poids de Uhg et C celle des repre´sentations de poids
de Ug. Alors on a un foncteur de limite classique :≪ limh→0 ≫: Ch → C .
On identifie h ≃
⊕r
i=1C.hi, et on dit qu’un vecteur v d’un module de poids a un poids λ ∈ h
∗ si
∀H ∈ h, H.v = λ(H)v. Si v 6= 0, on dit alors que λ est un poids de la repre´sentation. L’ensemble des
poids des Uhg-modules de poids s’identifie a` Λ = Zr−1 × C ⊂ h∗. Les repre´sentations irre´ductibles
Vλ sont indexe´es par leur plus haut poids qui est un e´le´ment λ = (w, a) ∈ Nr−1×C. Pour w ∈ Nr−1
fixe´, il existe un ensemble fini de valeurs de a, toutes entie`res, pour lesquelles la repre´sentation
V(w,a) est dite atypique (cf [37]). Pour les autres valeurs de a, les modules V(w,a) sont dits typiques
et ce sont les objets simples projectifs de la cate´gorie C (et leur version de´forme´e V h(w,a) sont les
objets simples projectifs de la cate´gorie Ch).
Dans [22] pour sl(2|1) puis dans [23] pour sl(m|n) et osp(2, 2n), nous montrons le fait suivant :
Lemme 3.1. Soit λ = (0, . . . , 0, a) ∈ Λ avec a ∈ C \Q. Alors, V hλ ⊗ V
h
λ est une somme directe de
modules irre´ductibles sans multiplicite´. En conse´quence, V hλ est ambidextre.
De´monstration. Nous donnons juste un commentaire sur la preuve de ce lemme. Le ca-
racte`re et le super caracte`re d’un Uhg-module de poids V sont donne´s par respectivement ch(V ) =∑
µ∈Λ dimC[[h]](Vµ) e
µ ∈ Z[Λ] et sch(V ) =
∑
µ∈Λ sdimC[[h]](Vµ) e
µ ∈ Z[Λ] (ou` eµ de´signe l’image de
µ ∈ Λ dans Z[Λ] et Vµ de´signe le sous C[[h]]-module des vecteurs de poids µ). On peut voir les
fonctions ch et sch comme des morphismes de l’anneau de Grothendieck de Ch vers l’anneau Z[Λ].
Des formules pour les caracte`res des repre´sentations irre´ductibles de g (ou de Uhg) n’e´taient pas
connues en ge´ne´ral mais elles l’e´taient pour les repre´sentations typiques. On utilise ces formules
pour montrer la premie`re partie du Lemme. La proposition 2.23 permet ensuite de conclure que
V hλ est ambidextre. 
Ainsi, il de´coule de ce lemme l’existence d’une trace non nulle sur l’ide´al des projectifs de Ch.
Le deuxie`me point cle´ est le calcul explicite du scalaire S′(V hλ , V
h
µ ) de la proposition 2.22. On
montre qu’en fait ce scalaire est une fonction explicite du super caracte`re de V hλ et du plus haut
poids de V hµ . Ceci permet comme indique´ dans la proposition 2.22 de calculer la fonction dimension
modifie´e sur les modules typiques. A` titre d’exemple, pour sl(2|1) cette fonction est donne´e par
d(V(w,a)) =
sinh((w + 1)h)
4 sinh(h) sinh(ah) sinh((a+ w + 1)h)
∈ h−2C[[h]].
Ce calcul avec l’e´quation (27) permet le calcul de l’invariant F ′ du the´ore`me 2.8. Un cas particulier
inte´ressant est celui d’un entrelacs L dont les c composantes sont colorie´es par les modules typiques
(w, ai) pour w ∈ Nr−1 fixe´ et (a1, . . . , ac) ∈ Cc. L’invariant F ′(L) est alors une fonction me´romorphes
des c parame`tres complexes attache´s aux c composantes de l’entrelacs. Les e´ventuels poˆles de
cette fonction proviennent de la dimension modifie´e d(V(w,a)) = Dw(q, q
a) ou` Dw est une fonction
fraction rationnelle en deux variables. On peut renormaliser la fonction me´romorphe avec la matrice
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d’entrelacement de L pour obtenir un polynoˆme de Laurent a` c + 1 variables qui est un invariant
de l’entrelacs oriente´ (inde´pendant de la structure en bande) :
The´ore`me 3.2. Soit L un entrelacs dans S3 avec c composantes ordonne´es et w ∈ Nr−1. Alors il
existe un unique invariant multivariable Mwg (L) de la classe d’isotopie de L tel que
(1) Si c = 1 alors M cg (L) ∈ Dw(q, q1)Z[q
±1, q±11 ],
(2) Si c ≥ 2 alors Mwg (L) ∈ Z[q
±1, q±11 , . . . , q
±1
c ],
(3) Si L′ est un entrelacs en bande ayant L comme entrelacs sous-jacent et dont la iie`me
composante est colorie´e par le module typique V h(w,ai), alors
F ′(L′) = qµ
′
M cg (L)(q, q
a1 , . . . , qac)
ou` µ′ est un polynoˆme homoge`ne de degre´ 2 de Q[a1, . . . , ac] qui ne de´pend que de w et de
la matrice d’enlacement de L′.
Bien suˆr les c variables {q1, . . . , qc} sont attache´es aux c composantes de l’entrelacs : le groupe
des permutations Sc agit sur l’ensemble des nume´rotations des composantes de L et il permute les
variables q1, . . . , qc. L’application M
w
g est e´quivariante pour ces actions.
De´monstration. La preuve de ce the´ore`me repose sur l’existence de bases ≪ entie`res ≫ pour les
modules typiques V h(w,ai). Dans ces bases, l’action des ge´ne´rateurs de Uhg s’exprime par des matrices
dont les coefficients sont des polynoˆmes de Laurent en q et qai . Il en est de meˆme, a` une constante
pre`s, pour l’action de la R-matrice. La diffe´rence des valeurs prises par M cg (L) lorsque L est un
noeud et lorsque L est un entrelacs a` plusieurs composantes est surprenante. La de´monstration en
est de´tourne´e et j’en donne ici l’ide´e :
Pour calculer l’invariant F ′ sur un entrelacs a` au moins deux composantes, on utilise la formule (27).
Il faut donc choisir une pre´sentation coupe´e de l’entrelacs T en coupant sa ie`me composante, calculer
F (T ) qui est essentiellement un polynoˆme de Laurent et multiplier par la dimension modifie´e de
la couleur de la ie`me composante. Cette dimension modifie´e est donne´e par Dw(q, q
ai) et est une
fraction rationnelle. Mais F ′ ne de´pend pas du choix de T . En coupant l’entrelacs sur la premie`re
composante de L′ puis sur la deuxie`me, on obtient
M cg (L) ∈ Dw(q, q1)Z[q
±1, q±11 , . . . , q
±1
c ] ∩Dw(q, q2)Z[q
±1, q±11 , . . . , q
±1
c ] ⊂ Z[q




On notera aussi la similitude de forme entre Mwg et l’invariant ∇ d’Alexander-Conway multi-
variable d’un entrelacs dans S3 (cf [61]). Des relations entre les fonctions M0
sl(n|1) et les invariants
d’autres familles sont e´tablies dans l’article [24]. On y montre que les invariants M0
sl(n|1) sont do-
mine´s par les polynoˆmes de HOMFLY-PT d’entrelacs colorie´s par les idempotents de l’alge`bre de
Hecke. Puis on met en e´vidence un foncteur involutif entre cate´gories enrubanne´es se traduisant
par l’existence de´ja` connue d’une dualite´ rang/niveau pour les cate´gories modulaires de type A.
Les spe´cialisations de M0
sl(n|1) aux racines n
ie`me et n + 1ie`me de l’unite´ peuvent, pour un entrelacs
a` c ≥ 2 composantes, eˆtre synthe´tise´es par le diagramme suivant :
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∇(t1, . . . , tc)
t2i=t
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Ici les fle`ches correspondent a` des e´galite´s d’invariants apre`s spe´cialisation (et e´ventuellement renor-
malisation). ∆ est le polynoˆme d’Alexander, LGn|1 est l’invariant de Links-Gould associe´ a` sl(n|1)
([69])et ADOn+1 est l’invariant d’entrelacs de´fini par Akutsu, Deguchi et Ohtsuki dans [1]. La









−1, . . . , τ−1).
Pour la version en bande de l’invariant M0
sl(2|1), on de´crit un syste`me de relations d’e´cheveaux
permettant un calcul combinatoire de l’invariant. L’invariantM0
sl(2|1) e´tant une version multivariable
de l’invariant de Links-Gould ([45]), ces relations d’e´cheveaux donnent en particulier une de´finition
axiomatique jusque la` inconnue de l’invariant de Links-Gould.
2. Uqsl2 aux racines de l’unite´
Nous commenc¸ons par une description de certaines versions du groupe quantique Uqsl2 et de
cate´gories de Uqsl2-modules. La sous-section suivante ge´ne´ralise aux autres alge`bres de Lie simples
en suivant un traitement relativement similaire.
Comme k-alge`bre, le groupe quantique de Drinfeld-Jimbo Uqsl2 est donne´ par la pre´sentation :
Uqsl2 =
〈




ou` q ∈ k est inversible ainsi que q2 − 1. La structure d’alge`bre de Hopf de Uqsl2 est donne´e par
∆(E) = 1⊗ E + E ⊗K, ε(E) = 0, S(E) = −EK−1,
∆(F ) = K−1 ⊗ F + F ⊗ 1, ε(F ) = 0, S(F ) = −KF,
∆(K) = K ⊗K ε(K) = 1, S(K) = K−1,
Je donne une liste non exhaustive de trois versions de cette alge`bre de Hopf :
(1) Soit l’anneau des se´ries C[[h]] muni de la topologie h-adique et posons q = eh et K = ehH .
Nous avons alors la version h-adique Uhsl2 du groupe quantique dont l’alge`bre sous-jacente
est e´quivalente a` Usl2[[h]]. Ainsi, toute repre´sentation complexe de dimension finie de sl2
se de´forme en une repre´sentation de Uhsl2. Ces repre´sentations forment une cate´gorie










2 (q − q−1)2n∏n
k=1(q
k − q−k)
En ⊗ Fn (30)
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(Rh est un e´le´ment de la comple´tion Uhsl2⊗̂Uhsl2) qui induit un tressage sur la cate´gorie
de ses repre´sentations. Cette cate´gorie est alors enrubanne´e.
(2) Si q = e
2ipi
r ∈ k = C pour un entier r ≥ 2, on obtient une alge`bre de Hopf complexe. Uqsl2
contient alors dans son centre une sous-alge`bre de Hopf Z0 =< K
r, Er, F r >. Le groupe
quantique re´duit est le quotient Uqsl2 = Uqsl2 ⊗ε:Z0→C C qui est une alge`bre de Hopf de
dimension finie. L’alge`bre Uqsl2 posse`de alors r classes d’isomorphisme de repre´sentations
simples de dimension finie. La` encore, Uqsl2 posse`de une R-matrice universelle qui induit
un tressage sur la cate´gorie de ses repre´sentations. Pour certaines valeurs de r, un processus
de modularisation permet de modifier cette cate´gorie en une cate´gorie modulaire. C’est la
cate´gorie de re´fe´rence pour de´finir les invariants de Turaev-Viro et de Witten-Reshetikhin-
Turaev.
(3) Toujours dans le cas ou` q = e
2ipi
r , la cate´gorie des Uqsl2-modules ≪ de poids ≫ que nous
allons de´finir ci-apre`s, posse`de une infinite´ d’objets simples. Elle n’est pas semi-simple
mais est G∗-gradue´e pour un groupe alge´brique G∗. Parmi les repre´sentations irre´ductibles,
on peut distinguer les nilpotentes sur lesquelles Er = F r = 0 qui sont indexe´es par un
nombre complexe non nul. La cate´gorie n’est pas enrubanne´e mais elle admet une structure
pivotale.
Pour simplifier, limitons nous au cas ou` q = e
ipi
r , ou` r est un entier plus grand que 2. Il est a`
noter que plus qu’une racine de l’unite´, c’est son logarithme que l’on fixe et que l’on utilise chaque
fois que l’on e´crit l’expression qx = e
ipix
r ou` x est un nombre complexe ou une matrice.
Les e´le´ments Er, F r et Kr sont centraux dans Uqsl2. Leur coproduit est donne´ par
∆(Er) = 1⊗ Er + Er ⊗Kr , ∆(F r) = K−r ⊗ F r + F r ⊗ 1 et ∆(Kr) = Kr ⊗Kr,






1 e 0 0
0 k 0 0
0 0 1 0
0 0 f k−1
)
: (k, e, f) ∈ C∗ × C2
}
. (31)
Le groupe G∗ correspond a` celui de´fini dans l’exemple de la section 4 du chapitre 1 apre`s identifi-
cation de la matrice Mk,e,f ∈ G
∗ et du morphisme d’alge`bre de Z0 dans C envoyant Kr sur k, Er
sur e, F r sur f . Nous disons qu’une repre´sentation V de Uqsl2 de dimension finie est un module de
poids s’il posse`de une base dans laquelle Er, F r et K, agissent diagonalement. Soit C la cate´gorie
des modules de poids qui est donc G∗-gradue´e.
La structure pivotale de Uqsl(2) est donne´e par l’e´le´mentK
1−r. On ve´rifie bien que ∀x ∈ Uqsl(2),
S2(x) = KxK−1 = K1−rxKr−1. Le choix habituel est l’e´le´ment K qui est valable pour toute valeur
de q ∈ C \ {0,±1} mais il n’est pas compatible avec le tressage que nous allons de´finir ci-apre`s.
Un module de C est dit nilpotent si E et F y agissent comme des endomorphismes nilpotents.
Soit C ≃ C∗ le sous-groupe des matrices diagonales de G∗. Les e´le´ments Er et F r sont a` la fois
nilpotents et semi-simples sur tout module nilpotent de C . Ils y agissent donc trivialement et








La cate´gorie C ne peut eˆtre munie d’une structure enrubanne´e car elle est gradue´e par un groupe
non commutatif. Pour e´quiper sa sous-cate´gorie CC d’une telle structure, on essaye de donner un
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sens dans Uqsl(2) a` la R-matrice universelle h-adique dont la formule est donne´e E´quation (30). Pour
cela, nous avons introduit le groupe quantique de´roule´ UHq sl(2) qui est une extension de Uqsl(2).
Cette alge`bre de Hopf est engendre´e par les e´le´ments K±1, E, F soumis aux meˆmes relations que
dans Uqsl(2), auxquels on adjoint l’e´le´ment primitif H qui satisfait
HK = KH, HK−1 = K−1H, [H,E] = 2E, [H,F ] = −2F.
Une repre´sentation V de UHq sl2 de dimension finie est un module de poids si ρV (E
r) = ρV (F
r) = 0,
s’il posse`de une base dans laquelle ρV (H) est diagonal et si de plus ρV (K) = q
ρV (H). Soit CH la
cate´gorie des modules poids qui est C-gradue´e.
On a une inclusion d’alge`bre de Hopf pivotale Uqsl(2) ⊂ U
H
q sl(2) qui induit un foncteur pivotal
gradue´ de restriction
FH : CH → CC.
Pour un UHq sl(2)-module V ∈ C
H , FH(V ) est le meˆme espace pour lequel on oublie l’action de
H. On peut montrer que ce foncteur est essentiellement surjectif. Tout module de CH posse`de
sa topologie d’espace vectoriel norme´ de dimension finie. Pour cette topologie, les exponentielles
d’endomorphismes sont bien de´finies. Ceci permet de de´finir pour V,W ∈ CH , l’ope´rateur















Ohtsuki ([53, Theorem 4.20]) montre que cV,W est un tressage compatible avec la structure pivotale.
C’est-a`-dire que l’e´le´ment θ de´fini dans la section 3 du chapitre 1 est un twist.
Pour finir, on s’inte´resse a` l’ide´al des projectifs des cate´gories C et CH . Tout d’abord, un module
V de CH ou de CC posse`de un vecteur de plus haut poids (un vecteur non nul dans le noyau de
ρV (E)).
Proposition 3.3.
(1) ∀α ∈ C, il existe a` isomorphisme pre`s un unique UHq sl(2)-module irre´ductible Vα ayant un
vecteur v de plus haut poids α+ r − 1 (c’est-a`-dire E.v = 0 et H.v = (α+ r − 1)v).
(2) Vα est projectif ssi α ∈ (C \ Z) ∪ (rZ) ssi dimC(Vα) = r. On a alors V ∗α ≃ V−α.






De´monstration. Le premier point est une conse´quence de la classification des modules simples
nilpotents (voir par exemple [39]). On montre ensuite par des arguments de plus haut poids sem-
blables a` ceux de la the´orie des alge`bres de Lie classiques que si α ∈ C \ Z, κ = qrα ∈ C∗, et
t = Mκ,0,0 ∈ C, alors C
H
t est semi-simple. Ceci implique que les modules {Vα+2k}k∈Z qui sont les
modules simples de CHt sont projectifs. Pour les modules de poids entier on peut utiliser le the´ore`me
ci-apre`s et la Proposition 2.22. 
The´ore`me 3.4. Les modules simples projectifs de CH sont ambidextres. De plus, tout module
simple projectif V de C est ambidextre a` droite et a` gauche et l’on a tV = t
∨
V ou` t est l’unique (a`
un scalaire global pre`s) trace a` droite sur Proj.
De´monstration. Pour α ∈ C ge´ne´rique (non rationnel), Vα satisfait les hypothe`ses de la
proposition 2.23. Il s’ensuit que Vα est ambidextre et il en est de meˆme pour F
H(Vα). Dans [27]
on montre que le rapport entre tV et t
∨
V est un scalaire appele´ le ≪ slope ≫. On montre qu’il est
de´termine´ par un morphisme de groupe G∗ → C∗. On utilise ensuite la trivialite´ du slope sur C
pour en de´duire sa trivialite´ sur G∗ car C engendre normalement G∗. 
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3. Les groupes quantiques aux racines de l’unite´
Soit g une alge`bre de Lie complexe simple. La the´orie des groupes quantiques non restreints aux
racines de l’unite´ [14, 15, 16, 17] e´tablit un lien remarquable. D’un coˆte´, les groupes quantiques
Uqg peuvent eˆtre vus dans leur version h-adique (q = e
h) comme des de´formations de l’alge`bre de
Hopf Ug et de l’autre, lorsque q est une racine rie`me impaire de l’unite´, ce sont des extensions non
commutatives de degre´ dr (d est la dimension de g) de l’alge`bre Z0 des fonctions re´gulie`res sur le
groupe dual G∗ (voir ci-apre`s). Le groupe quantique Uqg aux racines de l’unite´ contient Z0 dans
son centre et la cate´gorie C des Uqg-modules de poids est naturellement G
∗-gradue´e. G∗ n’e´tant
pas commutatif, les produits tensoriels de modules U ⊗ V et V ⊗ U ne sont ge´ne´ralement pas de
meˆme degre´ et donc non isomorphes. Cependant C posse`de naturellement une structure pivotale.
On munit l’alge`bre de Lie g de rang n et de dimension 2N + n d’une sous alge`bre de Cartan h.
On fixe un ensemble de racines simples (α1, . . . , αn), on appelle ∆+ l’ensemble des racines positives
correspondant et A = (Aij)i,j=1···n la matrice de Cartan associe´e. Soit D = diag(d1, . . . , dn) avec
di ∈ N∗ la matrice minimale telle que DA est syme´trique de´finie positive. Le re´seau des racines
dans h∗ est le Z-module libre LR de base les racines simples. Il lui correspond une unique base
(H1, . . . , Hn) de h telle que αj(Hi) = aij . La base duale de (H1, . . . , Hn) est forme´e des poids
fondamentaux et engendre un Z-module LW ⊃ LR appele´ le re´seau des poids de h∗. Enfin, h∗ est
muni de la forme biline´aire syme´trique donne´e par 〈αi, αj〉 = diaij . Comme d’habitude, on de´signe
par ρ ∈ LW la demi somme des racines positives.
3.1. Pre´sentation. Nous donnons a` titre de comparaison la pre´sentation de Ug par son
syste`me de ge´ne´rateurs de Serre-Chevalley. Comme alge`bre de Hopf, l’alge`bre enveloppante Ug
de g est l’alge`bre engendre´e par les e´le´ments {Hi, Xi, X−i : i = 1, . . . , n} satisfaisant aux relations
ci-apre`s pour σ = ±1 et i, j ∈ {1, . . . , n}.








σi = 0, si i 6= j (33)
Les 3n ge´ne´rateurs sont primitifs c’est-a`-dire que le coproduit d’un ge´ne´rateur Y est donne´ par
∆Y = Y ⊗ 1 + 1⊗ Y , l’antipode par S(Y ) = −Y et la co-unite´ par ε(Y ) = 0.
Soit q = e2iπ/r ou` r ≥ 3 est un entier impair. Si g est l’alge`bre de Lie exceptionnelle g2, on
suppose de plus que r n’est pas un multiple de 3. Si x ∈ C et k, l ∈ N on utilise les notations :
qx = e2iπx/r, {x}q = q
x − q−x, [x]q =
{x}q
{1}q










Comme pour sl(2), nous allons conside´rer plusieurs versions du groupe quantique de Drinfeld-
Jimbo associe´ a` g. Soit U = Uqg l’alge`bre de Hopf ayant pour ge´ne´rateurs {Kβ , Xi, X−i : i =
1, . . . , n;β ∈ LW } soumis aux relations
K0 = 1, KβKγ = Kβ+γ , KβXσiK−β = qσ〈β,αi〉Xσi, (34)












σi = 0, si i 6= j (36)
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ou` σ = ±1, i, j ∈ {1, . . . , n}, qi = q
di et β, γ ∈ LW . Le coproduit ∆, la co-unite´ ǫ et l’antipode S
sont de´finis sur ces ge´ne´rateurs par
∆(Xi) = 1⊗Xi +Xi ⊗Kαi , ∆(X−i) = K
−1
αi ⊗X−i +X−i ⊗ 1,
∆(Kβ) = Kβ ⊗Kβ , ǫ(Xi) = ǫ(X−i) = 0, ǫ(Kαi) = 1,
S(Xi) = −XiK
−1
αi , S(X−i) = −KαiX−i, S(Kβ) = K−β .
Dans la version h-adique des groupes quantiques, les ge´ne´rateurs Kαi sont remplace´s par leur
logarithme Hi tels que Kαi = q
Hi
i (remarquons que q
aij
i = q
〈αi,αj〉). Ces derniers sont utilise´s pour
donner une expression de la R-matrice universelle du groupe quantique. Comme pour sl(2), c’est
la motivation pour introduire une version ≪ de´roule´e ≫ de Uqg : Nous appelons groupe quantique
de´roule´ l’alge`bre de Hopf UH engendre´e par les meˆmes ge´ne´rateurs que U auxquels on adjoint des
ge´ne´rateurs Hi pour i = 1, . . . , n soumis aux relations pre´ce´dentes plus les suivantes
[Hi, Xǫj ] = σaijXσj , [Hi, Hj ] = [Hi,Kβ ] = 0 (37)
ou` σ = ±1. Les applications de structure de U s’e´tendent a` UH par
∆(Hi) = 1⊗Hi +Hi ⊗ 1, ǫ(Hi) = 0, S(Hi) = −Hi.
Comme espace vectoriel, UH est isomorphe a` Uh ⊗C U ou` Uh = S
∗h est l’alge`bre syme´trique de
l’espace vectoriel h. L’application e´vidente U → UH est un morphisme injectif d’alge`bre de Hopf
qui permet d’identifier U a` une sous alge`bre de Hopf de UH .
Notons U+ (respectivement U−, respectivement U0) la sous-alge`bre de U engendre´e par les
e´le´ments {Xi, i = 1 · · ·n} (respectivement {X−i, i = 1 · · ·n}, respectivement {Kβ , β ∈ LW }). Il
existe une version du the´ore`me de Poincare´-Birkhoff-Witt pour U qui donne une base des espaces
vectoriels sous-jacents aux alge`bres U+, U−, U0 et montre que la multiplication donne un isomor-
phisme line´aire
U− ⊗ U0 ⊗ U+→ U−U0U+ = U
La cate´gorie des repre´sentations de Uqg lorsque q n’est pas une racine de l’unite´ ressemble
beaucoup a` celle de Ug. Au contraire, pour q = exp(2iπ/r), la cate´gorie des repre´sentations de U
est tre`s particulie`re et a e´te´ e´tudie´e par Kac, De Concini, Processi, Rosso et Reshetikhin. Nous en
donnons maintenant quelques aspects.
Soit G le groupe de Lie complexe, connexe, simplement connexe, associe´ a` g. Le groupe quantique
Uqg est une de´formation de Ug associe´e a` une structure de groupe de Poisson-Lie sur G. Soit G
∗ le
groupe Poisson-Lie dual de G. Comme groupe de Lie, G∗ est isomorphe au noyau de l’application
B+ × B− → C × C → C ou` B+ et B− sont les sous groupes de Borel supe´rieur et infe´rieur de G,
C = B+ ∩ B− = exp h est le tore maximal de G, les applications B± → C sont les quotients des
borels par leur radical unipotent et l’application C×C→ C est la multiplication. De Concini, Kac et
Processi e´tablissent que le centre Z de U contient une sous alge`bre de Hopf Z0 de U . Cette alge`bre
peut eˆtre de´finie par Z0 = (Z ∩ U+)(Z ∩ U0)(Z ∩ U−). Ils montrent que le groupe HomAlg(Z0,C)
est isomorphe au groupe G∗.
3.2. La cate´gorie des modules de poids.
3.2.1. Les modules de poids. Nous disons qu’une repre´sentation V de U de dimension finie est
un module de poids s’il posse`de une base dans laquelle tout e´le´ment de Z0∪U0 agit diagonalement.
Les duaux et les produits tensoriels de modules de poids sont clairement des modules de poids (ceci
car Z0 et U0 sont des sous alge`bres de Hopf de U). Soit C la cate´gorie des modules de poids de U .
Pour le groupe quantique de´roule´ UH , nous appelons module de poids une repre´sentation V de U
de dimension finie qui posse`de une base dans laquelle tout e´le´ment de Z0∪Uh agit diagonalement et








(ceci implique en particulier que ρV (Kαi) = q
ρV (Hi)
i ). Soit C
H la cate´gorie des modules de poids de
UH . On a un foncteur mono¨ıdal CH → C associe´ a` l’inclusion U ⊂ UH .
3.2.2. Structure pivotale, tressage et graduation. Les groupes quantiques U et UH satisfont aux
hypothe`ses de la section 2.4 du chapitre 1 :
Lemme 3.5. L’e´le´ment K2(1−r)ρ est une structure pivotale pour U et pour UH .
De´monstration. Il suffit de ve´rifier pour chaque ge´ne´rateur x de l’alge`bre que S2(x) =
K2(1−r)ρxK
−1
2(1−r)ρ. Pour ceci, on utilise la proprie´te´ suivante de l’e´le´ment ρ : pour toute racine po-







2(1−r)ρ car K2(1−r)ρ = K2ρK−2rρ et K−2rρ est central. 
Remarquons que la structure pivotale choisie ici de´pend de la racine de l’unite´.
L’exemple de la section 4 du chapitre 1 s’applique aux sous-alge`bres de Hopf Z0 ⊂ U et
Z0 ∩ U0 ⊂ U
H . Ainsi, C =
⊕
g∈G∗ Cg est G




t est C-gradue´e (on a
identifie´ G∗ ≃ HomAlg(Z0,C) et C ≃ HomAlg(Z0∩U0,C)). Le groupe C s’identifie a` un sous-groupe
de G∗ en prolongeant un caracte`re t ∈ HomAlg(Z0 ∩ U0,C) par la co-unite´ sur Z0 ∩ U±.
Nous disons qu’un module de poids V est nilpotent s’il satisfait l’une des deux propositions
e´quivalentes :
(1) ∀x ∈ U+ ∪ U−, ρV (x− ε(x)) est nilpotent.
(2) ∀z ∈ Z ∩ (U+ ∪ U−), ρV (z − ε(z)) = 0.
Les UH -modules de poids sont des U -modules de poids nilpotents (car tout e´le´ment de U± ∩ ker ε
translatent non trivialement les espaces propres des e´le´ments de Uh donc est nilpotent). De plus
tout U -module de poids nilpotent simple appartient a` l’une des Ct (t ∈ C) et est isomorphe a` l’image
d’un UH -module de poids simple de CHt (non unique).
Dans [27], nous montrons qu’en tronquant la formule donnant la R-matrice h-adique, on peut
de´finir un tressage sur la cate´gorie CH . Nous ne savons pas montrer que ce tressage est compatible
avec la structure pivotale mais nous pouvons toujours conside´rer la sous-cate´gorie C θ de CH qui est
enrubanne´e (cf Proposition 1.1). En particulier, nous montrons que C θ contient tous les modules
simples isomorphes a` leur dual et les modules simples de dimension rN .
3.2.3. Semi-simplicite´ et projectif. De Concini, Procesi, Reshetikhin et Rosso de´finissent dans
[17] une partie X de G∗ appele´e le lieu ramifie´. L’ensemble G∗ \ X est un ouvert de Zariski dense
de G∗. Ils montrent le re´sultat suivant :
The´ore`me 3.6. ([14, 15, 16] et [17, Prop. 5.5]). Pour tout g ∈ G∗, les propositions suivantes
sont e´quivalentes :
(1) U ⊗g:Z0→C C est une alge`bre semi-simple.
(2) g /∈ X .
(3) Cg contient au moins (et en fait exactement) r
n U-modules irre´ductibles non isomorphes
de dimension rN .
En particulier pour les modules nilpotents, on peut montrer que si t ∈ C satisfait t(Krα) 6= ±1
pour toute racine positive α, alors t /∈ X .
Tout module de poids se scinde en somme directe de modules homoge`nes pour la graduation.
Si g /∈ X , Cg est semi-simple et il s’ensuit automatiquement que Cg ⊂ Proj. De meˆme, C
H
t est




3.2.4. Trace modifie´e. Dans [27] nous montrons le the´ore`me suivant :
The´ore`me 3.7. Les modules simples projectifs de UH (respectivement de U) sont ambidextres
(respectivement ambidextres a` gauche et a` droite). Ainsi l’ide´al des objets projectifs posse`de une
unique trace a` droite t (a` un scalaire global pre`s) dans les cate´gories C et CH . De plus, ∀g ∈ G∗\X ,
∀V ∈ Cg, tV = t
∨
V .
De´monstration. La de´monstration de ce the´ore`me dans [27] est technique mais elle est a`
l’origine du the´ore`me 2.24. Remarquons d’abord que par le the´ore`me 2.17, il suffit de prouver
qu’un module simple projectif est ambidextre a` droite pour qu’il existe une trace sur Proj et donc
que tous les modules simples projectifs soient ambidextre. Voici les ingre´dients de la preuve pour
UH . Soit V un module simple projectif. On conside`re le vecteur w+ ∈ V ⊗ V
∗ qui est le produit
tensoriel du vecteur de plus haut poids de V avec le vecteur de plus haut poids de V ∗) et son
analogue w− ≪ de plus bas poids ≫. On montre que ces vecteurs engendrent un module contenant
un vecteur invariant. Ceci signifie avec les notations du the´ore`me 2.24 que w+, w− ∈Wi0 . Puis des
conside´rations de poids sur w+ et w− impliquent que l’isomorphisme (V ⊗ V ∗)∗ ≃ V ⊗ V ∗ induit
un isomorphisme W ∗i0 ≃Wi0 . 
Remarquons que restreinte a` l’ide´al Projθ des projectifs de C θ, la trace a` droite t est une trace.
La construction du the´ore`me 2.8 produit donc un invariant de graphes en rubans spatiaux C θ-
colorie´s. En particulier, on obtient une ge´ne´ralisation pour toute alge`bre de Lie simple de l’invariant




1. 6j-symboles et sommes d’e´tats sur les triangulations
La construction de Turaev-Viro donne a` partir d’une cate´gorie modulaire un invariant de 3-
varie´te´s ferme´es pre´sente´es par une triangulation (cf [64]). Cette construction ne fait pas intervenir
le tressage de la cate´gorie et a e´te´ ge´ne´ralise´e pour certaines cate´gories sphe´riques par Barrett et
Westbury ([2]). E´tant donne´e une triangulation d’une 3-varie´te´, un e´tat de la triangulation est une
coloration de ses areˆtes par des classes d’isomorphisme d’objets simples de la cate´gorie. Pour un
e´tat donne´, on peut associer a` chacun des te´trae`dres de la triangulation un 6j-symbole et contracter
ces 6j-symboles par les crochets de dualite´s pour obtenir un scalaire. Turaev et Viro montrent que
la somme sur tous les e´tats de ces scalaires ponde´re´s par le produit des dimensions cate´goriques des
couleurs des areˆtes est (a` une renormalisation mineure pre`s) un invariant topologique de la 3-varie´te´
(inde´pendant de la triangulation). Le point cle´ de la de´monstration est l’identite´ de Biedenharn-
Elliott pour les 6j-symboles qui correspond au mouvement de Pachner 3-2 pour les triangulations
(ce mouvement est une modification locale de la triangulation ou` deux te´trae`dres adjacents le long
d’une face (horizontale) sont remplace´s par trois te´trae`dres ayant une areˆte (verticale) commune).
Parmi les obstructions a` cette construction pour une cate´gorie enrubanne´e non modulaire,
citons : (1) les poids de la somme d’e´tats sont nuls si les objets ont une dimension cate´gorique
nulle ; (2) les 6j-symboles (syme´triques) sont nuls si les objets ont une dimension cate´gorique nulle
(3) le crochet de dualite´ et l’identite´ de Biedenharn-Elliott reposent sur la semi-simplicite´ or C
n’est pas semi-simple et (4) il existe une infinite´ de classes d’isomorphisme d’objets simples ce qui
produirait une somme d’e´tats infinie.
Kashaev [35] puis Baseilhac et Benedetti [4] ont conside´re´ des invariants de 3-varie´te´s prove-
nant de cate´gories de repre´sentations de la sous-alge`bre de Borel de Uqsl2 pour lesquelles les trois
obstructions ci-dessus posent proble`me. Dans son travail, Kashaev le`ve les obstructions (1) et (2) en
utilisant des graphes plans ouverts qui n’ont pas les syme´tries du te´trae`dre et compense cette lacune
par l’introduction de structures supple´mentaires sur les triangulations appele´es charges. Baseilhac
et Benedetti e´tendent cette construction en un ≪ invariant quantique hyperbolique ≫ pour des
3-varie´te´s munies d’un PSL(2,C)-fibre´ plat. Cette structure supple´mentaire permet de choisir un
nombre fini de termes a` sommer dans la somme d’e´tats pour contourner la quatrie`me obstruction.
Dans les deux cas, il est ne´cessaire de conside´rer des 3-varie´te´s M contenant un entrelacs non vide
L (qui sert a` modifier les poids de la somme) sans quoi la somme d’e´tats s’annule. Nous utilisons
dans les sections suivantes des ide´es en partie analogues pour de´finir des invariants TV (M,L, ρ) de
triplets (une 3-varie´te´ oriente´ M , un entrelacs L ⊂M , une repre´sentation du groupe π1(M, ∗)).
1.1. 6j-symboles modifie´s.
1.1.1. De´finition. Les 6j-symboles furent introduits et e´tudie´s en physique the´orique par Eugene
Wigner en 1940 et Giulio Racah en 1942. En mathe´matiques, on les voit comme des tenseurs en 4
variables qui codent l’associativite´ des cate´gories pivotales semi-simples.
Dans [28] nous nous donnons des hypothe`ses minimales pour de´finir des 6j-symboles modifie´s.






a. Substitution a` une areˆte
−→
∅
b. Substitution a` un sommet
Figure 1. Construction d’un graphe en rubans C -colorie´ a` partir d’un graphe
trivalent I-colorie´.
Soit G un groupe et C une cate´gorie pivotale k-line´aire G-gradue´e ou` k est un corps. On fixe
un ensemble X = X−1 ⊂ G tel que ∀g ∈ G \ X , Cg est semi-simple. On suppose l’existence
d’une trace a` droite t non triviale sur l’ide´al Proj et on note d la dimension modifie´e associe´e. Soit
A = {V ∈ Cg : g ∈ G \X , V est simple} et supposons aussi que ∀V ∈ A, d(V ) = d(V
∗). On obtient
d’apre`s la proposition 2.21 que pour tout g ∈ G \ X et pour tout module simple V ∈ Cg, d(V ) 6= 0
car IV = Proj.
On commence par de´finir un invariant de graphes trivalents sphe´riques. Pour cela, on se munit
de donne´es basiques qui consistent en un choix de repre´sentants des classes d’isomorphisme des
objets de C et d’isomorphismes entre ces objets et leur dual :
De´finition 4.1. Une donne´e basique ({(Vi, wi)}i∈I pour (C , G,X ) est une famille {Vi}i∈I de
repre´sentants des classes d’isomorphisme des objets de A, indexe´e par les e´le´ments d’un ensemble
I. Cet ensemble est muni d’une involution i 7→ i∗ et ∀i ∈ I, wi : Vi → V ∗i∗ est un isomorphisme tel
que
−→
ev Vi (wi∗ ⊗ IdVi) =
←−
ev Vi∗ (IdVi∗ ⊗wi) : Vi∗ ⊗ Vi → I (38)
Remarque 4.2. Il ne peut y avoir une obstruction a` l’existence des morphismes wi que pour des
objets Vi qui sont isomorphes a` leur dual. En particulier si Vi ∈ Cg avec g
2 6= 1, alors i∗ 6= i et l’on
peut choisir arbitrairement wi, le choix de l’isomorphisme wi∗ est alors impose´ par l’e´quation (38).
On fixe dore´navant une donne´e basique. L’ensemble I se partitionne alors en I =
⊔
g∈G\X Ig ou`
Ig = {i ∈ I : Vi ∈ Cg}.
pour tous i, j, k ∈ I, on pose
H ijk = HomC (I, Vi ⊗ Vj ⊗ Vk).
Les k-modules H ijk, Hjki, Hkij sont canoniquement isomorphes via les isomorphismes
σijk : H ijk → Hjki
x 7→
−→
ev Vi ◦(IdV ∗i ⊗x⊗ IdVi)◦
←−
coevVi
qui satisfont σkij σjki σijk = IdHijk .
Par identification de ces trois modules le long de ces isomorphismes, on obtient le module de
multiplicite´ syme´trise´ H(i, j, k) (que l’on peut penser comme un coupon circulaire).
Un graphe trivalent I-colorie´ est un graphe trivalent fini plonge´ dans S2 avec la donne´e pour
chaque areˆte d’une orientation et d’un label e´le´ment de I. Si Γ est un graphe trivalent I-colorie´,
on l’e´paissit dans S2 en un graphe en rubans C -colorie´ Γ′ dont certains coupons sont vides : On
de´compose d’abord un voisinage tubulaire de Γ en bandes et disques correspondant respectivement
aux areˆtes et sommets de Γ. Ensuite, on applique dans chaque bande et chaque disque la substitution
de´crite dans la figure 1. A` chaque sommet v de Γ, un choix est fait pour positionner les areˆtes
issues de v sur le coupon qui lui est substitue´. Cependant le coupon obtenu est appele´ a` eˆtre rempli
par un morphisme d’un module de multiplicite´ syme´trise´ H(v) inde´pendant de ce choix. On note
H(Γ) =
⊗
vH(v) le produit tensoriel non ordonne´ de ces modules de multiplicite´. Si ⊗vαv ∈ H(Γ),
on peut remplir les coupons du graphe Γ′ par les morphismes αv pour obtenir un vrai graphe en
rubans C -colorie´ Γ′((αv)v). On a alors
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Proposition 4.3. L’application F ′ du the´ore`me 2.12 induit une application bien de´finie sur l’en-
semble des graphes trivalents I-colorie´es, toujours note´e F ′ :
F ′ : Γ 7→ F ′(Γ) ∈ H(Γ)∗ = Homk(H(Γ), k)
de´finie par F ′(Γ)(⊗vαv) = F ′(Γ′((αv)v)).
De plus, si Γ2 est obtenu a` partir de Γ1 en changeant l’orientation d’une de ses areˆtes et en
remplac¸ant son label i par i∗, alors H(Γ1) = H(Γ2) et F ′(Γ1) = F ′(Γ2).
La relative inde´pendance aux orientations des areˆtes e´nonce´e dans cette proposition est en fait
une conse´quence de l’e´quation (38). Le reste de´coule du fait que C est pivotale et du the´ore`me 2.12.
Deux graphes trivalents jouent un roˆle particulie`rement important : le graphe Θ et le 1-squelette
du te´trae`dre :
De´finition 4.4. Soient i, j, k, l,m, n ∈ I, alors on de´finit la forme biline´aire





k  : H(i, j, k)⊗k H(k∗, j∗, i∗)→ k
et le 6j-symbole modifie´
∣∣∣∣ i j kl m n








: H(i, j, k∗)⊗k H(k, l,m∗)⊗k H(n, l∗, j∗)⊗k H(m,n∗, i∗)→ k.
1.1.2. Proprie´te´s. Les formes biline´aires (·, ·)ijk (aussi appele´es 3j-symboles) mettent en dualite´
les espaces de multiplicite´ syme´trise´s :
Proposition 4.5. Soient i, j, k ∈ I, alors le couplage 〈·, ·〉ijk : H(i, j, k) ⊗k H(k
∗, j∗, i∗) → k est
non de´ge´ne´re´ et induit un isomorphisme H(k∗, j∗, i∗) ∼= H(i, j, k)∗ = Homk(H(i, j, k), k).
Nous donnons ici une de´monstration pour souligner comment la semi-simplicite´ implique la
non-de´ge´ne´rescence d’un couplage entre morphismes.
De´monstration. Soient gi, gj , gk ∈ G\X tels que Vi ∈ Cgi , Vj ∈ Cgj et Vk ∈ Cgk . Tout d’abord
on identifie H ijk ≃ HomC (Vk∗ , Vi ⊗ Vj) via l’isomorphisme x 7→ (
−→
ev Vk ⊗ IdVi⊗Vj ) ◦ (w
−1
k ⊗ x) et
de manie`re similaire Hk
∗j∗i∗ ≃ HomC (Vi ⊗ Vj , Vk∗). La G-graduation de C implique que H
ijk =
Hk
∗j∗i∗ = {0} si gigjgk 6= 1. Dans le cas contraire, Vi⊗Vj ∈ Cg−1
k
qui est semi-simple. On peut donc
de´composer Vi⊗Vj comme une somme directe d’objets simples {Wn} et e´crire IdVi⊗Vj =
∑N
n=1 fn◦gn
avec fn : Wn → Vi ⊗ Vj , gn : Vi ⊗ Vj → Wn, gn ◦ fn′ = δ
n′
n IdWn . Quitte a` re´ordonner les Wn et
a` composer fn et gn par des isomorphismes inverses l’un de l’autre, on peut supposer que pour
n = 1 · · ·m, Wn = Vk∗ et pour n > m, Wn est un objet simple non isomorphe a` Vk∗ . Si f est un
endomorphisme d’un objet simple de C , c’est un endomorphisme scalaire et nous de´signerons par




fn ◦ gn ◦ α =
m∑
n=1





(la deuxie`me e´galite´ provient de gn ◦ α ∈ HomC (Vk∗ ,Wn) = {0} si n > m). De manie`re similaire,
β =
∑m
n=1 〈β ◦ fn〉gn. Donc (fn)n=1···m et (gn)n=1···m fournissent des bases de H
ijk et de Hk
∗j∗i∗ .
Le coefficient de la nie`me ligne et de la n′ie`me colonne de la matrice de 〈·, ·〉ijk dans ces bases est
donne´ par t(gn ◦ fn′) = δ
n′
n t(IdVk∗ ) = δ
n′
n d(Vk∗). Ainsi, cette matrice est scalaire inversible. 
Les syme´tries du graphe Θ impliquent non seulement que ce couplage est compatible avec
les isomorphismes de´finissant les modules de multiplicite´ syme´trise´s mais impliquent aussi que
〈x, y〉ijk = 〈y, x〉k∗j∗i∗ pour tout (x, y) ∈ H(i, j, k)×H(k
∗, j∗, i∗). On utilise ces formes pour contrac-
ter un produit tensoriel de k-modules parmi lesquels se trouve une paire H(i, j, k), H(k∗, j∗, i∗) en
dualite´. Cette ope´ration est appele´e la contraction le long de H(i, j, k) et est note´e ∗ijk. Par exemple
un e´le´ment x⊗y⊗z ∈ H(i, j, k)⊗kH(k
∗, j∗, i∗)⊗kH se contracte en ∗ijkx⊗y⊗z = 〈x, y〉ijkz ∈ H.
Les 6j-symboles modifie´s ont les syme´tries du te´trae`dre oriente´. En particulier,∣∣∣∣ i j kl m n
∣∣∣∣ = ∣∣∣∣ j k∗ i∗m n l
∣∣∣∣ = ∣∣∣∣ k l mn∗ i j∗
∣∣∣∣ .
Ces e´galite´s sont satisfaites car les graphes trivalents I-colorie´s de´finissant ces 6j-symboles sont
relie´s par des isotopies et des changements d’orientation d’areˆtes comme de´crits ci-dessus.
Nous montrons alors que les 6j-symboles modifie´s satisfont des relations analogues a` celles
ve´rifie´s par les 6j-symboles dans une cate´gorie modulaire (Ces derniers sont de´finis de manie`re
analogue en remplac¸ant F ′ par F ). Il y a cependant deux grandes diffe´rences : premie`rement la
dimension quantique qui apparaˆıt dans ces relations est remplace´e par la dimension modifie´e et
deuxie`mement, certaines restrictions apparaissent lie´es au fait que Cg n’est a` priori pas semi-simple
lorsque g ∈ X . Dans [28] nous de´montrons les propositions suivantes :
The´ore`me 4.6 (L’identite´ de Biedenharn-Elliott). Soient j0, j1, . . ., j8 ∈ I avec ji ∈ Igi et g2g3 /∈
X , alors ∑
j∈Ig2g3
d(Vj) ∗j2j3j∗ ∗jj4j∗7 ∗j1jj∗6
(∣∣∣∣ j1 j2 j5j3 j6 j
∣∣∣∣⊗ ∣∣∣∣ j1 j j6j4 j0 j7
∣∣∣∣⊗ ∣∣∣∣ j2 j3 jj4 j7 j8
∣∣∣∣)
= ∗j5j8j∗0
(∣∣∣∣ j5 j3 j6j4 j0 j8
∣∣∣∣⊗ ∣∣∣∣ j1 j2 j5j8 j0 j7
∣∣∣∣) . (39)













6)⊗k H(j1, j7, j
∗
0)⊗k H(j2, j8, j
∗
7)⊗k H(j3, j4, j
∗
8).
La de´monstration (voir the´ore`me 1.1.6 de [27] et the´ore`me 7 de [29]) repose sur l’e´quation du
pentagone satisfaite par le produit tensoriel de C .
The´ore`me 4.7 (La relation d’orthonormalite´). Soient i, j, k, l,m, p ∈ I avec j ∈ Ig, l ∈ Ih et





(∣∣∣∣ i j pl m n
∣∣∣∣⊗ ∣∣∣∣ k j∗ in m l
∣∣∣∣)
= δkp Id(i, j, k
∗) Id(k, l,m∗),
ou` δkp est le symbole de Kronecker et Id(a, b, c) est l’e´le´ment canonique de H(a, b, c)⊗kH(c
∗, b∗, a∗)
de´termine´ par la dualite´ 〈·, ·〉abc.
Ici encore, je renvoie a` [27] et au the´ore`me 9 de [29] pour la de´monstration.
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1.2. Calculs explicites pour sl2. Dans [26], nous calculons des relations ≪ skeins ≫ satis-
faites par l’invariant F ′ pour la cate´gorie CH des repre´sentations du groupe quantique de´roule´ UH
associe´ a` sl2. A` l’aide de ces relations nous sommes en mesure de donner des formules explicites
pour les 6j-symboles. Il est a` noter que les modules de multiplicite´ syme´triques sont dans ce cas
unidimensionnels si bien qu’en leur choisissant une base, les 6j-symboles se re´duisent aux scalaires
obtenus en les e´valuant sur ces bases. Pour toute cette section, on fixe la racine q = eiπ/r ou` r ≥ 3
est un entier impair. Nous nous limitons dans [26] au cas de ces racines de l’unite´. Ce travail peut
eˆtre ge´ne´ralise´ et il convient de signaler que Jun Murakami et Francesco Costantino ([12]) ont par
la suite calcule´ par d’autres proce´de´s les 6j-symboles pour toute racine d’ordre pair supe´rieur ou
e´gal a` 4.
Je commence par de´crire rapidement les modules simples projectifs de cette cate´gorie qui sont
ambidextres. Un tel module a un vecteur de plus haut poids v0 qui est dans le noyau de l’action de
E. Soit α ∈ C tel que H.v0 = (α+ r− 1)v0. Si on suppose α ∈ (C \Z)∪ rZ, et si on pose vi = F i.v0
pour i = 1 · · · r − 1, on obtient une base de ce module que l’on appelle Vα. Les relations dans U
H
imposent les actions de E et H dans cette base : pour i = 1 · · · r − 1, on a
H.vi = (α+ r − 1− 2i)vi, E.vi =
{i}{i− α}
{1}2
vi−1, F.vr−1 = 0.
Ce choix d’index pour les modules Vα permet d’avoir V
∗
α ≃ V−α. La graduation de CH est donne´e
par l’action de Kr qui pour un module simple est un scalaire dans (C∗,×) ∼= (C/2Z,+). Ainsi, si
α est la classe de α ∈ C modulo 2Z, on a
Vα ∈ C
H
α = {V ∈ C
H : ρV (K
r) = qrα IdV }.
La cate´gorie CHα est semi-simple si et seulement si α /∈ X = Z/2Z ⊂ G = (C/2Z,+) et ses modules
simples sont isomorphes aux e´le´ments de {Vα : α ∈ α}. Ces modules sont simples projectifs et leur




On de´crit des bases des modules de multiplicite´ et une donne´e basique {wα : Vα → V
∗−α} qui ont
la proprie´te´, dans les bases forme´es par les vecteurs vi, de s’exprimer comme des matrices dont les
coefficients sont des polynoˆmes de Laurent en les variables q, qα. Parmi les modules de multiplicite´
non nuls, nous avons d’apre`s la proposition 3.3 (3), pour α, β, γ ∈ C \ Z avec α + β + γ = 2k ∈
{1 − r, 3 − r, . . . , r − 1}, H(α, β, γ) ∼= HomC (V−γ , Vα ⊗ Vβ) ∼= C. On appelle l’entier k la hauteur
de H(α, β, γ).
E´tant donne´ un graphe en rubans trivalent plonge´ dans S3, C \ Z-colorie´ on peut construire
comme dans la sous-section 1.1.1 un graphe en rubans CH -colorie´ dans S3 avec des coupons vides.
En remplissant les coupons par les vecteurs de base des modules de multiplicite´ syme´triques, on
obtient un scalaire qui est un invariant note´ N du graphe en rubans (C \ Z)-colorie´. Le (C \ Z)-
coloriage des areˆtes peut eˆtre vu comme une 1-chaˆıne simpliciale a` coefficients complexes. Son bord
est une 0-chaˆıne, c’est-a`-dire une fonction de l’ensemble des sommets du graphe vers C obtenue
en sommant alge´briquement les couleurs des areˆtes adjacentes a` ce sommet. on appelle hauteur du
graphe la moitie´ de cette 0-chaˆıne. Si la hauteur du graphe prend sur un sommet une valeur qui
n’appartient pas a` {1−r2 ,
3−r
2 , . . . ,
r−1
2 }, il lui correspond un module de multiplicite´ nul et l’invariant
N du graphe est nul. On peut remarquer que la hauteur d’un graphe e´tant un bord, la somme de
ses valeurs est toujours nulle.
On montre que N satisfait les relations d’e´cheveaux suivantes :
(1) Si e est une areˆte de T colorie´e par α et si T ′ est obtenu a` partir de T en inversant




α  = N
−α
 . (N a)
(2) N s’annule sur les graphes scinde´s (dont le comple´mentaire dans S3 contient une sphe`re
essentielle) : N(T ⊔ T ′) = 0.
(3) Si T ′′ est la somme connexe de T et T ′ le long d’une areˆte colorie´ par α, alors N(T ′′) =
d(Vα)

















(4) Si T ′′ est la somme connexe de T et T ′ le long d’un sommet dont les areˆtes incidentes sont























= 0, (N d)
ici le graphe “Θ” est suppose´ colorie´ de sorte que sa hauteur prenne des valeurs dans
{1−r2 ,
3−r
2 , . . . ,
r−1
2 }.




 = q α2−(r−1)22 N
α  et N
 α β
γ




(7) Relation de fusion pour α, β, α+ β ∈ C \ Z :
N
α β  = ∑
γ∈α+β+{1−r,3−r,...,r−1}
d(Vγ)N
 γ  , (N f)











 . (N g)
Et l’on montre que ces 6j-symboles nume´riques sont donne´s par des polynoˆmes de Laurent en 3
variables Ji1,i2,i3 indexe´s par leur hauteur :∣∣∣∣ j1 j2 j3j4 j5 j6
∣∣∣∣ = Ji1,i2,i3(qj1 , q−j2 , q−j6) ou`
 i1 = (j6 − j2 − j4)/2i2 = (j5 − j1 − j6)/2
i3 = (j1 + j2 − j3)/2






, qi = q
−1
i pour donner les formules
donnant ces polynoˆmes :




2 , le polynoˆme Ji1,i2,i3
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est nul. Sinon :
• Si i1, i3 ≤ i1 + i2 + i3, soit N =
r−1
2 − i1 − i2 − i3 et alors
Ji1,i2,i3(q1, q2, q3) = Ci1,i2,i3
(
q1q


















































{ r−12 −i1}!{ r−12 −i2}!{ r−12 −i3}!
(41)
• Si i2, i3 ≥ i1 + i2 + i3, soit N =
r−1
2 + i1 + i2 + i3 et alors
Ji1,i2,i3(q1, q2, q3) =
(
q3q1q



































• Compte tenu des syme´tries des 6j-symboles, les valeurs des polynoˆmes Ji1,i2,i3 pour les autres
valeurs de (i1, i2, i3) sont obtenues par les e´quations suivantes
Ji1,i2,i3(q1, q2, q3) = Ji2,i1,i3(q2, q1, q3) = Ji2,i3,i4(q1q2q
−2i3 , q1q3q
2i2 , q1) (43)
ou` i4 = −i1−i2−i3. Ces deux e´galite´s ge´ne`rent les 24 syme´tries du groupe te´trae`dral. En particulier,










ou` ǫ(σ) = ±1 est la signature de σ.
Exemple : Pour r = 3, q = eiπ/3, Il y a, a` permutation pre`s, trois hauteurs pour le graphe
te´trae`dral pour lesquelles les modules de multiplicite´ ne sont pas nuls. Les trois polynoˆmes de
Laurent correspondants sont donne´s par :
– J1,1,−1(q1, q2, q3) = −q23 − 1− q
−2
3 ,





























1.3. Cate´gories relativement sphe´riques. Pour adapter la construction de Turaev-Viro
aux modules projectifs des groupes quantiques aux racines de l’unite´, on utilise un certain nombre
de proprie´te´s de ces cate´gories de repre´sentations que l’on synthe´tise dans la notion de cate´gories
relativement sphe´riques.
On fixe comme dans la sous-section 1.1.1 un groupe G et un sous-ensemble X = X−1 ⊂ G. On
suppose que X est petit dans G dans le sens suivant :
∀n ∈ N∀g1, . . . , gn ∈ G,
n⋃
i=1
(giX ) 6= G (44)
c’est-a`-dire que G ne peut pas eˆtre recouvert par un nombre fini de copies translate´es de X . Pour
simplifier, on suppose aussi que X ⊃ {g ∈ G : g2 = 1}.
De´finition 4.8. Soit C une cate´gorie pivotale k-line´aire et G-gradue´e, X comme ci-dessus et
A = {V ∈ Cg : g ∈ G \ X , V est simple}. Nous dirons que C est G-sphe´rique relativement a` X si
(1) ∀g ∈ G \ X , Cg est semi-simple avec un nombre fini (non nul) de classes d’isomorphisme
d’objets simples.
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(2) Il existe une trace a` droite non triviale t sur l’ide´al Proj dont la fonction dimension associe´e
est note´e d. De plus ∀V ∈ A, d(V ) = d(V ∗).
(3) Il existe une fonction b : A → k telle que b(V ) = b(V ∗), b(V ) = b(V ′) pour toute paire
d’objets isomorphes V, V ′ ∈ A et telle que ∀g1, g2, g1g2 ∈ G \ X et ∀V ∈ Gg1g2 on ait
b(V ) =
∑
V1∈irr(Cg1 ), V2∈irr(Cg2 )
b(V1) b(V2) dimk(HomC (V, V1 ⊗ V2))
ou` irr(Cgi) est un ensemble de repre´sentants des classes d’isomorphisme des objets simples
de Cgi.
Remarque 4.9.
(1) L’application b existe toujours lorsque k est un corps de caracte´ristique 0 et que C est une
cate´gorie dont les objets sont des k-espaces vectoriels de dimension finie. Nous montrons
dans [29] que D =
∑
V ′∈irr(Cg) dimk(V
′)2 ne de´pend pas de g ∈ G \ X et que l’application
b : V 7→ 1D dimk(V ) convient.
(2) Ayant suppose´ que X contenait tous les e´le´ments d’ordre 2 de G, il existe une donne´e
basique {(Vi, wi)}i∈I pour (C , G,X ) (cf Remarque 4.2). On fixe une telle donne´e. Il n’est
pas difficile de ve´rifier que l’invariant de 3-varie´te´s construit ci-apre`s est inde´pendant de
cette donne´e.
1.4. La somme d’e´tats. Soit M une 3-varie´te´ lisse oriente´e compacte sans bord. Par une
triangulation de M , on de´signe une structure de ∆-complexe lisse sur M (voir [31]). Une structure
de ∆-complexe est un espace obtenu en quotientant une union disjointe de simplexes par l’identi-
fication de certaines de leurs faces. Cette notion est un peu plus large que la notion habituelle de
triangulation dans laquelle on exige que deux simplexes non disjoints aient pour intersection une de
leur face. Nous disons qu’une triangulation T de M est quasi-re´gulie`re si chacun de ses simplexes
est plonge´ dans M . Ceci e´quivaut au fait que toute areˆte de T ait des extre´mite´s distinctes.
Soit L ⊂ M un entrelacs non oriente´. Une H-triangulation (T ,L) de la paire (M,L) est la
donne´e d’une triangulation T quasi-re´gulie`re de M ainsi que d’un circuit hamiltonien L dans T
repre´sentant L. C’est-a`-dire que L est un ensemble d’areˆtes de T dont la re´union forme l’entrelacs
L et tel que tout sommet de T est contenu dans exactement deux areˆtes de L.
Soit C une cate´gorie G-sphe´rique relativement a` X comme dans la sous-section pre´ce´dente,
munie d’une donne´e basique I =
⊔
g∈G\X Ig. L’espace des G-repre´sentations de M est l’ensemble
M(M,G) = HomGroupes(π1(M,m), G)/G
ou` m est un point quelconque de M et g ∈ G agit sur un homomorphisme de groupe ρ ∈
HomGroupes(π1(M,m), G) par conjugaison : (g.ρ) : γ 7→ gρ(γ)g
−1. Dans le cas ou` G est commutatif,
on a une bijection ensembliste canonique
M(M,G) ∼= HomZ(H1(M,Z), G) ∼= H
1(M,G).
Un G-coloriage de T est une repre´sentation dans G du groupo¨ıde fondamental de M avec
pour points bases l’ensemble des sommets de T . Un G-coloriage induit un e´le´ment de l’espace
M(M,G). Nous en donnons une description combinatoire e´quivalente : Un G-coloriage de T est
une application Φ de l’ensemble
−→
T 1 des areˆtes oriente´es de T vers G telle que :
(1) si e1, e2, e3 ∈
−→
T 1 sont les areˆtes formant dans cet ordre le bord d’une face oriente´e de T ,
alors Φ(e1) Φ(e2) Φ(e3) = 1.
(2) Φ(−e) = Φ(e)−1 pour tout e ∈
−→
T 1, ou` −e est la meˆme areˆte avec l’orientation oppose´e.
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Le G-coloriage Φ est admissible s’il ne prend pas de valeurs dans X . Si le G-coloriage Φ est admis-
sible, un e´tat de Φ est une application ϕ :
−→
T 1 → I telle que
(1) ϕ(e) ∈ IΦ(e) pour tout e ∈
−→
T 1,
(2) ϕ(−e) = ϕ(e)∗ pour tout e ∈
−→
T 1, ou` −e est la meˆme areˆte avec l’orientation oppose´e.
On note St(Φ) l’ensemble (fini) des e´tats de Φ. Pour ϕ ∈ St(Φ), les applications b ◦ϕ et d ◦ϕ sont
insensibles a` l’orientation des areˆtes.
Si T est un te´trae`dre dans l’ensemble T3 des 3-simplexes de T , on peut voir son 1-squelette
comme un graphe plonge´ dans la sphe`re S2 oriente´e. Son graphe dual est un graphe trivalent a` priori
non oriente´ mais l’orientation de S2 fournit une correspondance bi-univoque entre les orientations
de l’ensemble des areˆtes de T et les orientations de l’ensemble des areˆtes de son graphe dual. On
convient que regardant la sphe`re du coˆte´ de sa normale sortante, l’areˆte du graphe dual traverse
l’areˆte du te´trae`dre de la droite vers la gauche, comme illustre´ sur la figure suivante :
Un e´tat ϕ du te´trae`dre induit un C -coloriage de ce graphe trivalent. Son e´valuation par F ′ donne
un 6j-symbole, note´ |T |ϕ, qui appartient au produit tensoriel de quatre modules de multiplicite´
associe´s aux faces oriente´es de T (l’orientation des faces est induite par l’orientation de T qui est
he´rite´e de celle de M). En particulier, on peut ve´rifier que les modules de multiplicite´ associe´s a`
une face f pour deux te´trae`dres adjacents le long de f sont en dualite´. On peut donc contracter
leur produit tensoriel par un couplage note´ ∗f,ϕ.
De´finition 4.10. La somme d’e´tats associe´e a` (T ,L,Φ) est














|T |ϕ ∈ k
ou` T1 (resp. T2, resp. T3) est l’ensemble des areˆtes (resp. des faces, resp. des te´trae`dres) de T .
1.5. Les invariants de 3-varie´te´s.
1.5.1. Le the´ore`me d’existence et d’invariance. La somme d’e´tats de´finie ci-dessus est un inva-
riant de la classe de diffe´omorphisme du triplet (M,L, [Φ]). Soient C , G,X , I comme dans la section
pre´ce´dente.
The´ore`me 4.11. Soit M une 3-varie´te´ lisse oriente´e compacte sans bord, soit L ⊂M un entrelacs
non vide plonge´ dans M , soit ρ ∈M(M,G).
(1) Il existe un triplet (T ,L,Φ) admissible pour (M,L, ρ), c’est-a`-dire ou` (T ,L) est une H-
triangulation de (M,L) et Φ est un G-coloriage admissible de T repre´sentant ρ.
(2) Les sommes d’e´tats associe´es a` deux triplets admissibles pour (M,L, ρ) co¨ıncident. Ceci
permet de de´finir
TV (M,L, ρ) = TV (T ,L,Φ),
ou` (T ,L,Φ) est un triplet admissible pour (M,L, ρ).
L’existence de H-triangulation est prouve´e par Baseilhac et Benedetti dans [4]. Pour trouver un
G-coloriage admissible de T repre´sentant ρ, on modifie un G-coloriage non admissible repre´sentant
ρ par des transformations de jauge (qui consistent a` multiplier les valeurs de Φ sur toutes les
areˆtes issues d’un meˆme sommet par le meˆme e´le´ment de G). Ici on utilise de manie`re essentielle
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l’hypothe`se de quasi-re´gularite´ de T et le fait que X est ≪ petit ≫ (voir la proprie´te´ (44)). Il est
utile de remarquer qu’il n’est pas ne´cessaire de modifier T pour trouver un e´le´ment Φ repre´sentant
ρ.
La me´thode pour de´montrer que la somme d’e´tats ne de´pend que de (M,L, ρ) est une adap-
tation de celle faite par Turaev et Viro. On montre l’invariance de la somme d’e´tats lorsque
l’on fait certaines modifications locales du triplet (T ,L,Φ) que l’on voit comme des mouvements
e´le´mentaires sur l’ensemble de tous les triplets. Il faut ensuite montrer que deux triplets admissibles
pour (M,L, ρ) quelconques sont relie´s par un nombre fini de ces mouvements. Un mouvements est
dit positif s’il augmente le nombre d’areˆtes de la triangulation, il est ne´gatif sinon. De´crivons ces
modifications locales qui sont sche´matise´es Figure 2 :
(A) Le mouvement ≪ H-bubble≫ positif remplace le voisinage d’une face dont une areˆte au
moins est dans L par deux nouveaux te´trae`dres recolle´s entre eux le long de trois de leurs
faces. Ces deux nouveaux te´trae`dres forment une triangulation d’une boule diffe´omorphe
a` B3 (tre`s aplatie sur la figure) dont le bord est une sphe`re triangule´e par deux triangles.
La face initiale est de´double´e et trois nouvelles faces sont cre´es. L’une d’entre elle contient
l’areˆte appartenant a` L. On retire cette areˆte de L et on la remplace par les deux autres
areˆtes de cette face de sorte que L reste un circuit hamiltonien. Une fois choisie arbitrai-
rement la nouvelle valeur de Φ sur l’une des trois nouvelles areˆtes, il existe un unique
prolongement aux deux autres nouvelles areˆtes. L’invariance de la somme d’e´tats par ce
mouvement est une conse´quence de la relation d’orthonormalite´ (cf The´ore`me 4.7) et de
la proprie´te´ satisfaite par la fonction b.
(B) Le mouvement ≪ H-Pachner≫ positif est une modification locale de la triangulation ou` deux
te´trae`dres adjacents le long d’une face (horizontale dans la figure 2(B)) sont remplace´s par
trois te´trae`dres ayant une areˆte (verticale) commune. L’ensemble L n’est pas modifie´ et
Φ se prolonge de manie`re unique sur la nouvelle triangulation. L’invariance de la somme
d’e´tats par ce mouvement est traduction directe de l’identite´ de Biedenharn-Elliott (cf
The´ore`me 4.6) satisfaite par les 6j-symboles.
(C) Le mouvement ≪ H-lune≫ positif remplace le voisinage de deux faces adjacentes par deux
nouveaux te´trae`dres recolle´s entre eux le long de deux de leurs faces. Ces deux nouveaux
te´trae`dres forment une triangulation d’une boule diffe´omorphe a` B3 dont le bord est une
sphe`re triangule´e par quatre triangles. Ici encore, l’ensemble L n’est pas modifie´ et Φ se







Figure 2. Modifications e´le´mentaires positives. Toute les areˆtes vertes et aucune
des areˆtes rouges sont dans L.
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par ce mouvement est traduction directe de la relation d’orthonormalite´ satisfaite par les
6j-symboles.
En pratique, on commence par montrer que deuxG-coloriages admissibles de la meˆme H-triangulation
repre´sentant ρ sont relie´s par un nombre fini de ces mouvements qui ne font apparaˆıtre que des
triplets (T ,L,Φ) admissibles. Ceci fait, en ignorant le G-coloriage, on utilise le the´ore`me de [4]
e´nonc¸ant que deux H-triangulations de (M,L) sont relie´es parmi les H-triangulations par un che-
min obtenu par un nombre fini de mouvement. Enfin, a` chaque e´tape de ce chemin, on modifie
le coloriage de la H-triangulation pour faire en sorte que le mouvement suivant relie deux triplets
(T ,L,Φ) admissibles. La somme d’e´tats restant constante tout au long de ce chemin ne varie donc
pas lorsque l’on change le triplet admissible pour (M,L, ρ).
1.5.2. Un raffinement pour Uqsl2. Soit q = e
iπ/r ou` r est un entier impair supe´rieur ou e´gal
a` 3. Rappelons l’inclusion d’alge`bres de Hopf pivotales Uqsl(2) ⊂ U
H
q sl(2) et le foncteur associe´
FH : CH → CC ⊂ C qui revient a` oublier l’action de H sur un module de poids.
Pour la cate´gorie CC, le groupe G = C ∼= (C/2Z,+) est commutatif et X = Z/2Z ⊂ C/2Z.
Pour α ∈ C \ Z, les modules Vα et Vα+2r de CHα (cf Section 1.2) ne diffe`rent que par l’action
de H. On de´signe par α˜ la classe de α modulo 2r et Vα˜ = F
H(Vα) = F
H(Vα+2r) ∈ Cα. Alors,
Cα contient r classes d’isomorphisme de modules simples et un ensemble de repre´sentants de ces
classes est donne´ par {Vα˜ : α˜ ∈ C/2rZ, α˜ ≡ α modulo 2}. Ainsi, la cate´gorie CC est une cate´gorie
G-sphe´rique relativement a` X en prenant pour b la fonction constante e´gale a` 1/r2. C’est l’exemple
choisi dans l’article [29] pour illustrer la construction de l’invariant TV (M,L, ρ) du the´ore`me 4.11.
Remarquons que dans ce contexte, ρ ∈ H1(M,C/2Z) ≃ H1(M,C∗) ≃ H2(M,C∗).
La complexite´ de la somme d’e´tats rend l’e´valuation effective de TV difficile, cependant, nous
calculons explicitement un exemple tre`s simple (ou`M est l’espace lenticulaire L5,2) et nous montrons
que l’invariant TV de´pend effectivement de l’entrelacs et du choix de la classe de cohomologie.
Dans l’article [26], nous montrons que les 6j-symboles de la cate´gorie CC peuvent aussi eˆtre
exprime´s par les polynoˆmes Ji,j,k de la sous-section 1.2. Tirant parti de ce que ces polynoˆmes
ve´rifient formellement les analogues de l’identite´ de Biedenharn-Elliott (cf The´ore`me 4.6) et de la
relation d’orthonormalite´ (cf The´ore`me 4.7), on montre que le groupe C∗ peut eˆtre remplace´ par
n’importe quel groupe abe´lien pour produire un invariant a` valeurs dans un anneau R adapte´ a` G.
Toujours dans l’article [26], nous introduisons un raffinement de l’invariant TV associe´ a` CC. La
hauteur des 6j-symboles de´finie dans la sous-section 1.2 permet d’associer a` chaque e´tat ϕ ∈ St(Φ)
de la somme TV (T ,L,Φ) (cf De´finition 4.10), un 2-cocycle h2(ϕ) a` valeurs entie`res. Notons h1(ϕ) la
classe de H1(M,Z) duale de Poincare´ de la classe de cohomologie de h2(ϕ). Enfin si h ∈ H1(M,Z),
notons St(Φ, h) = {ϕ ∈ St(Φ) : h1(ϕ) = h} qui est vide sauf pour un nombre fini de valeurs de







et on montre que les sommes partielles pour h fixe´ sont de´ja` des invariants du quadruplet (M,L, ρ, h).
Ainsi, on de´finit un invariant raffine´ τ(M,L, ρ, h) et l’on a




Il pourrait eˆtre inte´ressant d’e´tudier si un raffinement similaire existe de´ja` pour l’invariant de
Turaev-Viro usuel provenant de la cate´gorie modulaire associe´ a` Uqsl(2) aux racines de l’unite´.
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1.5.3. Les applications aux autres groupes quantiques. Soit U l’un des groupes quantiques aux
racines impaires de l’unite´ e´tudie´s dans la section 3 du chapitre 3 et C la cate´gorie pivotale associe´e.
Compte tenu des the´ore`mes 3.6 et 3.7 il n’est pas difficile de voir que la cate´gorie C est relativement
sphe´rique pour l’application constante b e´gale a` r−n−N . L’invariant TV (M,L, ρ) de´pend alors de
ρ ∈M(M,G∗) qui peut s’interpre´ter comme une classe d’isomorphisme de G∗-fibre´ plat. Il est bien
suˆr de´cevant que cette structure supple´mentaire fasse intervenir le groupe dual G∗ plutoˆt que le
groupe de Lie simple G. Il est possible que cette construction puisse eˆtre ≪ tordue ≫ pour obtenir
une fonction sur M(M,G) ayant plus d’inte´reˆt ge´ome´trique. Les ide´es de´veloppe´es par Kashaev et
Reshetikhin [43] sugge`rent qu’une telle construction soit possible.
Geer, Kashaev et Turaev ont re´cemment ge´ne´ralise´ la construction originale de Kashaev [35]
qui est a` l’origine de la conjecture du volume. Il de´crivent la notion de Ψ-syste`me sur des cate´gories
tensorielles avec dualite´ (non ne´cessairement pivotales). Il s’agit essentiellement de structures
alge´briques pre´sentes sur les modules de multiplicite´ de ces cate´gories. Lorsqu’il existe un Ψ̂-syste`me,
sorte de racine carre´ du Ψ-syste`me, ils peuvent construire un invariant de 3-varie´te´s ferme´es en
conside´rant des sommes d’e´tats sur des triangulations munies de ≪ syste`mes de charges ≫. Cepen-
dant, l’unique exemple connu de Ψ̂-syste`me e´tait celui provenant des repre´sentations du Borel de
Uqsl2 initialement utilise´es dans [35, 4]. Nous montrons, aussi dans l’article [27], que les cate´gories
Cg fournissent graˆce a` la fonction dimension modifie´e toute une famille de Ψ̂-syste`mes et que les
invariants associe´s sont les meˆmes que ceux que nous de´finissons via les 6j-symboles modifie´s.
Je voudrais terminer cette section en pre´sentant certains des inconve´nients de cette construction.
Tout d’abord, des formules explicites des 6j-symboles semblent tre`s difficiles a` obtenir dans le cas
ge´ne´ral. Meˆme dans le cadre semi-simple des cate´gories modulaires, de telles formules pour les
groupes quantiques n’existent que pour Uqsl(2) (cf [43, 49]). Si l’on se restreint aux repre´sentations
nilpotentes de Uqsl(2) pour lequel nous avons donne´ des valeurs explicites des 6j-symboles, il reste
un second proble`me pour pouvoir calculer explicitement les invariants : la complexite´ du calcul de
TV . En effet le nombre d’e´tats intervenants dans la somme est de ar ou` a est le nombre d’areˆtes
de la triangulation et 2r est l’ordre de la racine de l’unite´ q. Or il se trouve que les triangulations
quasi-re´gulie`res d’une 3-varie´te´ ont un nombre d’areˆtes bien plus conse´quent que par exemple les
triangulations ide´ales (avec un seul sommet). Ceci rend le calcul de TV tre`s difficile, meˆme par
ordinateur.
1.6. HQFT. Dans l’article [27], nous donnons une version relative de l’invariant TV (associe´
a` une cate´gorie relativement sphe´rique) pour des varie´te´s a` bords afin de construire une sorte de
HQFT (cf [63]) Q appele´e ≪ the´orie relative des champs quantiques ≫. Je n’en dit ici que quelques
mots.
Pour cette the´orie, on conside`re des surfaces marque´es c’est-a`-dire ayant un nombre fini (non
nul) de points marque´s et munies d’une repre´sentation du groupo¨ıde fondamental de la surface base´
en ces points vers G∗. La surface vide est accepte´e.
Un cobordismeM entre deux telles surfaces doit eˆtre e´quipe´ d’un graphe plonge´ (sans structure
en bande) ayant pour extre´mite´s les points marque´s. L’ensemble des sommets du graphe forme les
points bases B de M qui est munie d’une repre´sentation de π1(M,B) dans G
∗ compatible avec
celles des surfaces marque´es qui forment son bord.
Le foncteur mono¨ıdal Q associe un espace vectoriel Q(Σ) de dimension finie a` une surface
marque´e et des applications line´aires aux cobordismes. Si M = (M,L, ρ) est une varie´te´ ferme´e vue
comme un cobordisme du vide vers le vide, alors Q(M) = TV (M,L, ρ).
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2. Invariants par chirurgie
Nous pre´sentons dans cette section les re´sultats de l’article [11]. La premie`re construction
des invariants quantiques des 3-varie´te´s est due a` Reshetikhin et Turaev ([58]). Ces invariants sont
calcule´s a` partir des pre´sentations des 3-varie´te´s - ferme´es oriente´es - par chirurgie le long d’entrelacs
en bandes plonge´s dans S3. Leur invariance repose sur le the´ore`me de Kirby ([42]) qui de´crit deux
types de modifications des entrelacs permettant de relier en un nombre fini de mouvements tous
les entrelacs produisant par chirurgie la meˆme 3-varie´te´ ferme´e.
La construction utilise une cate´gorie modulaire C . Si la 3-varie´te´ M est pre´sente´e par un
entrelacs L, l’invariant RT (M) est une somme ponde´re´e de tous les invariants de l’entrelacs colorie´
par toutes les combinaisons possibles d’objets simples de C .
Dans cette partie nous de´finissons, a` partir de la donne´e alge´brique d’une ≪ cate´gorie relati-
vement modulaire ≫, des invariants de triplets (M,T, ω) ≪ compatibles ≫ ou` T est un graphe en
rubans colorie´ (e´ventuellement vide) et ω est une 1-classe de cohomologie surM \T . Pour simplifier,
conside´rons la cate´gorie CH associe´e au groupe quantique de´roule´ UHq sl(2) (cf Section 2, Chapitre
3). La compatibilite´ exige´e de T et ω peut eˆtre interpre´te´e de la manie`re suivante : La cate´gorie
fibre sur C∗, le tore maximal de SL2(C) (i.e. CH est C∗-gradue´e) et ω ∈ H1(M \ T,C∗). Ainsi,
ω est e´quivalente a` une classe d’isomorphisme de C∗-fibre´ plat. Le CH -coloriage de T et ω sont
compatibles si chaque areˆte de T est colorie´e par un module dont le degre´ est donne´ par l’holonomie
autour de cette areˆte du C∗-fibre´ plat correspondant a` ω. Nous pre´ciserons cette de´finition dans les
sous-sections suivantes.
On de´finit (cf De´finition 4.13) la notion de triplet admissible. On peut alors partitionner l’ensemble
M des triplets compatibles en deux ensembles : l’ensemble des triplets admissibles Ma et son
comple´mentaire M0. Alors on de´finit deux invariants N et N0 des classes de diffe´omorphismes de
triplets compatibles qui se comple`tent dans le sens suivant : le premier N n’est de´fini que sur Ma
et le deuxie`me est de´fini sur tous les triplets mais il s’annule en dehors de M0.
C
↑ N
M = M0 ⊔ Ma
N0↓ ↓ N0
C 0
Ces deux invariants sont relie´s par le the´ore`me 4.14. On remarquera la similitude avec la relation
entre F ′ et F (cf (29)).
2.1. Premier aperc¸u pour UHq sl(2). Comme dans l’article [11] nous commenc¸ons par donner
une premie`re de´finition pour UHq sl(2), des invariants N et N
0.
Soit r ∈ Z \ 4Z un entier plus grand que 2 et q = eiπ/r. Soit Hr = {1 − r, 3 − r, . . . , r − 1}.
Rappelons que la cate´gorie CH des repre´sentations de poids de UHq sl(2) (cf Section 2, Chapitre 3)
est gradue´e par le groupe G = (C/2Z,+) ≃ (C∗,×).
La discussion suivante est valable pour tout groupe commutatif G graduant une cate´gorie
enrubanne´e CH . Soit (M,T, ω) un triplet ou`M une varie´te´ de dimension 3 oriente´e ferme´e, T ⊂M
un graphe en rubans (e´ventuellement vide) CH -colorie´ et ω ∈ H1(M \ T,G). Si e est une areˆte
oriente´e (ou une composante circulaire) de T , nous de´signons par me ∈ H1(M \ T,Z) son me´ridien
oriente´ (de manie`re compatible avec l’orientation deM). On de´note par ω(me) la valeur surme de ω
vue comme une fonction sur l’homologie (ici on identifie H1(M \T,G) ∼= HomZ(H1(M \T,Z), G)).
ω ∈ H1(M \ T,G) est dite compatible avec le CH -coloriage de T si chaque areˆte e de T est colorie´
par un objet V ∈ Cω(me). On dit alors que (M,T, ω) est un triplet compatible.
Soit L∪T ⊂ S3 une pre´sentation de (M,T ) par chirurgie (on fixe une orientation de L). L’inclusion
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S3 \L →֒M fournit une application surjective H1(S
3 \ (L∪T ),Z)→ H1(M \T,Z) et une injection
H1(M \ T,G) →֒ H1(S3 \ (L ∪ T ), G).
Ici, nous continuons de noter par T l’image de T dans S3 \ L et par ω l’image de ω dans H1(S3 \
(L ∪ T ), G).
Revenons au cas de la cate´gorie des repre´sentations de poids de UHq sl(2) pour laquelle G =
C/2Z. Nous disons que L∪T est une pre´sentation calculable du triplet compatible (M,T, ω) si pour
chaque composante Li de L dont on note par mi le me´ridien, on a ω(mi) /∈ Z/2Z.





est une couleur de Kirby de degre´ α ∈ C/2Z ou` α est la classe de α modulo 2. Si L ∪ T ⊂ S3 est
une pre´sentation calculable du triplet compatible (M,T, ω), on conside`re un entrelacs CH -colorie´
Lω obtenu comme l’entrelacs L dont on a colorie´ la i
e`me composante Li par une couleur de Kirby





2 si r ≡ 1 mod 4
(i− 1)(rq)
3
2 si r ≡ 2 mod 4
−(rq)
3
2 si r ≡ 3 mod 4
et ∆+ le nombre complexe conjugue´ de ∆−.
The´ore`me 4.12.
Soit (M,T, ω) un triplet compatible admettant une pre´sentation calculable L∪T ⊂ S3. Soit (n+, n−)
la signature de la matrice d’enlacement de L. Alors
N(M,T, ω) =






ne de´pend que de la classe de diffe´omorphisme direct du triplet (M,T, ω).
Tous les triplets compatibles (M,T, ω) n’admettent pas de pre´sentation calculable. Nous ver-
rons dans la section suivante comment e´tendre la de´finition de N a` l’ensemble Ma des triplets
admissibles :
De´finition 4.13. Un triplet compatible (M,T, ω) est dit admissible si T contient une areˆte colorie´e
par un module simple projectif ou si ω prend une valeur non entie`re modulo 2 (ou` ω est vue comme
une fonction sur H1(M \ T,Z)).
On peut aise´ment de´finir la somme connexe (M,T, ω)#(M ′, T ′, ω′) de deux triplets compatibles.
Le re´sultat est un triplet compatible forme´ de la somme connexe des varie´te´s dans laquelle est
naturellement plonge´ le graphe T ⊔T ′ et muni de la forme induite par ω et ω′. Il est clair que pour
que (M,T, ω)#(M ′, T ′, ω′) soit admissible, il suffit que (M ′, T ′, ω′) le soit. Une fois la de´finition de
N e´tendue aux triplets admissibles, N0 est de´fini de manie`re indirecte :
The´ore`me 4.14. Soit M l’ensemble de tous les triplets compatibles. Il existe un unique invariant
N0 : M → C tel que pour tout triplet compatible (M,T, ω) ∈ M et pour tout triplet admissible
(M ′, T ′, ω′) ∈Ma, on ait :
N((M,T, ω)#(M ′, T ′, ω′)) = N(M ′, T ′, ω′).N0(M,T, ω) (45)
En pratique, pour calculer N0(M,T, ω), on choisit (M ′, T ′, ω′) = (S3, uα, ωα) ou` uα est le noeud
trivial colorie´ par Vα pour α ∈ C \Z et ωα est l’unique classe de cohomologie compatible. Alors, en
prenant une pre´sentation ou` L = ∅ de S3, on connaˆıt la valeur N(S3, uα, ωα) = F
′(uα) = d(Vα).
Nous de´crivons quelques proprie´te´s de ces invariants :
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(1) L’invariant N est nul sur les sommes connexes de triplets admissibles.
(2) L’invariant N(S3, T, ω) est simplement e´gal a` F ′(T ) (ω est alors uniquement de´termine´e
par le CH -coloriage de T ). En particulier N prolonge les invariants ADO ([1]) des entrelacs
dans S3.
(3) Pour r = 2, N(S3, L, ω) est a` un facteur pre`s le polynoˆme multivariable d’Alexander-
Conway des entrelacs dans S3. Son extension aux graphes trivalents dans S3 avait e´te´
e´tudie´e par Viro ([67]). Ici, N e´tend cet invariant pour des graphes dans les varie´te´s de
dimension trois.
(4) Si L est un entrelacs dans S3 colorie´ par le module V0, N(S
3, L, 0) est l’invariant de Kashaev
et Murakami-Murakami ([39, 50]) pour lequel existe la fameuse conjecture du volume. Ici
encore, N en donne une extension pour des entrelacs dans des 3-varie´te´s oriente´es ferme´es.
(5) L’invariant N0 peut eˆtre calcule´ pour des 3-varie´te´s oriente´es ferme´es vides de tout graphe
et muni de la classe de cohomologie nulle. Il est aussi possible de l’e´valuer lorsque L
est un entrelacs colorie´ par la couleur de Jones-Kauffman (repre´sentation irre´ductible de
dimension 2 de UHq sl(2)). L’invariant ainsi obtenu ge´ne´ralise le polynoˆme de Jones aux
racines de l’unite´ dans S3 au cas d’un entrelacs dans une 3-varie´te´ oriente´e ferme´e. Cet
invariant satisfait les relations d’e´cheveaux du crochet de Kauffman et en cela, il ressemble
beaucoup a` l’invariant de Witten-Reshetikhin-Turaev.
Je pose maintenant quelques questions qui viennent naturellement concernant ces invariants :
(1) Quelles relations y a-t-il entre l’invariant TV (M,L, ω) de la section 1.5.2 et l’invariant N ?
Je conjecture l’existence d’une construction ≪ de type double ≫ qui associe a` (M,L, ω) un
triplet admissible D(M,L, ω) et telle que TV (M,L, ω) = λ.N(D(M,L, ω)) ou` λ ne de´pend
que de r. Ce phe´nome`ne e´tendrait la relation bien connue entre l’invariant de Turaev-Viro
et l’invariant de Reshetikhin-Turaev (voir [62, Theorem VII.4.1.1]).
(2) Quelles relations y a-t-il entre l’invariant N0 et l’invariant de Witten-Reshetikhin-Turaev ?
Sont-ils e´gaux ou e´quivalents ? Quant a` l’invariant N, il permet de distinguer des 3-varie´te´s
(les espaces lenticulaires L(65, 8) et L(65, 18)) qui sont homotopiquement e´quivalentes et
qui ne sont pas distingue´es par les invariants de Witten-Reshetikhin-Turaev associe´s a`
Uqsl2.
(3) Est-il raisonnable de ge´ne´raliser la conjecture du volume au cas d’un entrelacs irre´ductible
dans une 3-varie´te´ oriente´e ferme´e ? Et a` N0 pour une varie´te´ hyperbolique ferme´e vide ?
Plus pre´cise´ment, si L est un entrelacs irre´ductible colorie´ par V0 dans une 3-varie´te´ oriente´e
ferme´eM tel queM \L admet une structure hyperbolique, est-il vrai que pour toute valeur





log(|Nr(M,L, ω)|) = Volume(M \ L).
(Ici (Nr)r≥2 est la famille des invariants N correspondants aux diffe´rentes racines de l’unite´).
Nous montrons en tout cas dans [11] que cet e´nonce´ est vrai pour une famille infinie
d’entrelacs plonge´s dans des sommes connexes de S2 × S1 (les entrelacs hyperboliques
fondamentaux ([13])).
(4) Quelle sorte de 2+1-TQFT est associe´e aux invariants N et N0 ? Quel type de foncteur mo-
dulaire (cf [62, Chapter III]). En particulier, les repre´sentations du groupe des diffe´otopies
d’une surface associe´es aux TQFT de Witten-Reshetikhin-Turaev ne sont jamais fide`les :
les twists de Dehn sont toujours envoye´s sur des matrices d’ordre fini. Les premie`res inves-
tigations concernant les repre´sentations du groupe des diffe´otopies d’une surface associe´es
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aux invariants N et N0 semblent montrer que les twists de Dehn sont envoye´s sur des
matrices d’ordre infini car non semi-simples.
2.2. Cate´gories relativement modulaires. Dans cette section nous ge´ne´ralisons la construc-
tion pre´ce´dente aux cate´gories enrubanne´es des repre´sentations nilpotentes de poids des groupes
quantiques de´roule´s. Nous donnons aussi quelques de´tails sur les de´monstrations de l’existence de
ces invariants. Nous synthe´tisons dans la notion de cate´gories relativement modulaire, les proprie´te´s
de ces cate´gories que nous utilisons dans cette construction. En particulier, pour pouvoir utiliser la
structure enrubanne´e, nous devons utiliser la cate´gorie CH des repre´sentations du groupe quantique
de´roule´ plutoˆt que son analogue C . En quelque sorte, on peut voir FH : CH → CC comme une
sorte de reveˆtement infini cyclique. Pour tout degre´ t ∈ C, Ct posse`de un nombre fini de classes
d’isomorphisme d’objets simples mais ce n’est pas la cas de CHt . Pour reme´dier aux proble`mes que
cela pose, on introduit l’action du groupe Z sur CHt . Le groupe Z peut eˆtre conside´re´ comme le
groupe du reveˆtement FH .
Soit C une cate´gorie enrubanne´e k-line´aire ou` k est un corps. Un ensemble d’objets de C est dit
commutatif si pour toute paire {V,W} de ces objets, on a cV,W ◦ cW,V = IdW⊗V et θV = IdV . Soit
(Z,+) un groupe commutatif. Une re´alisation de Z dans C est un ensemble d’objets commutatif




pour tous t, t′ ∈ Z.
On montre facilement le lemme suivant :
Lemme 4.15. Soit {εt}t∈Z une re´alisation de Z dans C . Si t ∈ Z alors εt est simple. De plus,
∀V,W ∈ C , l’application HomC (V,W ) → HomC (V ⊗ ε
t,W ⊗ εt) donne´e par f 7→ f ⊗ Idεt est un
isomorphisme. En particulier, si V est simple alors V ⊗ εt l’est aussi.
Ainsi, une re´alisation de Z dans C produit une action de Z sur les classes d’isomorphisme
d’objets de C par (t, V ) 7→ εt ⊗ V (remarquons que εt ⊗ V ≃ V ⊗ εt). Nous disons que {εt}t∈Z est
une re´alisation libre de Z dans C si cette action est libre. Ceci signifie que ∀t ∈ Z \ {0} et pour tout
objet simple V ∈ C , V ⊗ εt 6≃ V . On appelle Z-orbite simple la re´union des classes d’isomorphisme
d’une orbite de cette action.
De´finition 4.16. Soient (G,×) et (Z,+) deux groupes commutatifs. Une cate´gorie k-line´aire en-
rubanne´e C est G-modulaire relativement a` X avec dimension modifie´e d et groupe de pe´riodicite´
Z si
(1) C est G-gradue´e,
(2) le groupe Z a une re´alisation libre {εt}t∈Z dans C1 (ou` 1 ∈ G est l’e´le´ment neutre),
(3) il existe une application Z-biline´aire G× Z → k×, (g, t) 7→ g•t telle que ∀V ∈ Cg, ∀t ∈ Z,
cV,εt ◦ cεt,V = g
•t Idεt⊗V ,
(4) il existe X ⊂ G tel que X−1 = X et G ne peut eˆtre recouvert par un nombre fini de copies
translate´es de X , c’est-a`-dire ∀g1, . . . , gn ∈ G,
⋃n
i=1(giX ) 6= G,
(5) pour tout g ∈ G \ X , la cate´gorie Cg est semi-simple et ses objets simples sont dans la
re´union d’un nombre fini de Z-orbites simples,
(6) Il existe une trace non nulle t sur l’ide´al Proj des projectifs de C dont d est la dimension
modifie´e associe´e,
(7) Il existe un e´le´ment g ∈ G \ X et un objet V ∈ Cg tels que le scalaire ∆+ de´fini Figure
3 est non nul ; de meˆme, il existe un e´le´ment g ∈ G \ X et un objet V ∈ Cg tels que le




 = ∆− IdV , F
 Ωg
V
 = ∆+ IdV
Figure 3. Ici V ∈ Cg et Ωg est une couleur de Kirby de degre´ g (cf De´finition 4.17).
(8) le morphisme F (H(U, V )) 6= 0 ∈ HomC (V ), pour tous objets simples U, V ∈ Proj, ou`
H(U, V ) = U
V
∈ EndeG ((V,+)).
L’axiome (7) fait intervenir les couleurs de Kirby dont voici une de´finition :
De´finition 4.17. Une combinaison line´aire formelle Ωg =
∑
i d(Vi)Vi est une couleur de Kirby de
degre´ g ∈ G \ X si {Vi}i est un ensemble de repre´sentants des Z-orbites simples de Cg.
Remarque 4.18. La condition (8) n’est pas vraiment ne´cessaire mais elle permet de simplifier la
construction (elle n’intervient ci-apre`s que pour la H-stabilisation).
2.3. Les invariants N et N0. Soit C une cate´gorie G-modulaire relativement a` X avec di-
mension modifie´e d et groupe de pe´riodicite´ Z. Comme pour la cate´gorie CH des repre´sentations
de poids de UHq sl(2), on de´finit les notions de triplet compatible, admissible et de pre´sentation
calculable.
De´finition 4.19. Soit (M,T, ω) un triplet ou` M une varie´te´ de dimension 3 oriente´e ferme´e,
T ⊂M un graphe en rubans (e´ventuellement vide) CH-colorie´ et ω ∈ H1(M \ T,G).
(1) Le triplet (M,T, ω) est compatible si chaque areˆte e de T est colorie´e par un e´le´ment de
Cω(me) ou` me est un me´ridien oriente´ de l’areˆte e.
(2) Soit L ∪ T ⊂ S3 ou` L est un entrelacs oriente´ dans S3 \ T qui donne une pre´sentation de
(M,T ) par chirurgie. La pre´sentation L ∪ T est calculable si pour chaque composante Li
de L dont on note par mi le me´ridien, on a ω(mi) /∈ X .
(3) Le triplet (M,T, ω) est admissible s’il admet une pre´sentation calculable ou si T posse`de
une areˆte colorie´e par un objet simple de l’ide´al Proj.
Rappelons les mouvements de Kirby reliant les pre´sentations par chirurgie de deux triplets
compatibles diffe´omorphes et observons son effet sur la classe de cohomologie :
(1) Le mouvement de Kirby de type I consiste a` rajouter une composante de chirurgie qui est
un noeud trivial d’auto-enlacement ±1. Le me´ridien de cette nouvelle composante borde
un disque dans la 3-varie´te´ obtenue par chirurgie et toute classe de cohomologie prend la
valeur 1 sur ce me´ridien.
(2) Le mouvement de Kirby de type II (ou glissement d’anse) peut eˆtre de´crit sche´matiquement





Dans cette figure, la composante circulaire noire repre´sente une des composantes Li de l’en-
trelacs de chirurgie L. Sa partie en pointille´ signifie qu’elle peut eˆtre noue´e arbitrairement
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avec le reste de L. Dans la partie de droite, les deux brins en pointille´s restent paralle`les.
L’autre brin noir repre´sente une partie d’une areˆte de (L∪ T ) \Li. Nous avons repre´sente´
en vert les me´ridiens de ces areˆtes et indique´ la valeur de la classe de cohomologie sur ces
me´ridiens.
Nous donnons une version adapte´e du the´ore`me de Kirby ([42]) :
The´ore`me 4.20. Soient M1,M2 deux varie´te´s de dimension 3 oriente´es ferme´es, contenant des
graphes en rubans T1 ⊂ M1 et T2 ⊂ M2. Soit f : M1 → M2 un diffe´omorphisme direct tel que
f(T1) = T2. Pour i = 1, 2, soit Li un entrelacs dans S
3 qui est une pre´sentation par chirurgie
de Mi tel que Ti ⊂ S
3 \ Li. Alors il existe une suite finie de mouvement de Kirby de type I et II
transformant L1 ∪ T1 en L2 ∪ T2 et induisant entre M1 = S
3
L1




isotope a` f .
Je de´cris maintenant la H-stabilisation que l’on conside`re comme une modification e´le´mentaire
d’un triplet compatible.
Soient (M1, T1, ω1) et (M2, T2, ω2) deux triplets compatibles et supposons qu’une areˆte e1 de
T1 soit colorie´e par le meˆme objet de C qu’une areˆte e2 de T2. Alors on peut de´finir la somme
connexe en bande (M1, T1, ω1)♭e1,e2(M2, T2, ω2) comme la somme connexe de M1 et M2 obtenue en
enlevant a` M1 une boule que T1 intersecte le long d’un diame`tre contenu dans e1 et en enlevant a`
M2 une boule que T2 intersecte le long d’un diame`tre contenu dans e2. Le re´sultat est une somme
connexe en bande de T1 et T2 dans la 3-varie´te´ M1#M2. Le C -coloriage et la classe de cohomologie
de (M1, T1, ω1)♭e1,e2(M2, T2, ω2) sont naturellement induits par ceux de (M1, T1, ω1) et (M2, T2, ω2).
Si (M,T, ω) est un triplet compatible, et si T posse`de une areˆte e colorie´e par un objet simple
de Proj, on peut conside´rer sa somme connexe en bande avec le triplet forme´ par un entrelacs de
Hopf dans S3 dont les composantes sont colorie´s par des objets simples de Proj. Le re´sultat est un
triplet (M,T ′, ω′) ou` T ′ est obtenu a` partir de T en ajoutant une composante qui est un me´ridien
de l’une de ses areˆtes. On dit que (M,T ′, ω′) est une H-stabilisation de (M,T, ω) le long de e.
E´tant donne´e une pre´sentation calculable L∪T d’un triplet compatible (M,T, ω), on colorie les
composantes de L par des couleurs de Kirby dont le degre´ est donne´ par la classe de cohomologie
comme dans la section pre´ce´dente pour obtenir un graphe en rubans C -colorie´ Lω ∪ T . On peut
alors montrer dans ce contexte le meˆme e´nonce´ qu’au the´ore`me 4.12 :
The´ore`me 4.21.
Soit (M,T, ω) un triplet compatible admettant une pre´sentation calculable L∪T ⊂ S3. Soit (n+, n−)
la signature de la matrice d’enlacement de L. Alors
N(M,T, ω) =






ne de´pend que de la classe de diffe´omorphisme direct du triplet (M,T, ω).
De´monstration. Je ne donne que quelques ide´es de cette de´monstration. Tout d’abord, disons
de manie`re grossie`re que deux couleurs de Kirby de meˆme degre´ ne diffe`rent que par le produit
tensoriel par des objets εt. Les relations d’e´cheveaux satisfaites par des entrelacs colorie´s par les
objets εt, et notamment la condition 3 de la de´finition 4.16 permettent de montrer que F ′ n’est pas
sensible a` l’ajout de ces modules sur les composantes de chirurgie. On obtient ainsi, l’inde´pendance
du re´sultat par rapport au choix des couleurs de Kirby.
Ensuite on montre que F ′ prend la meˆme valeur sur deux pre´sentations calculables relie´es par
un mouvement de Kirby de type II. On pourrait penser que deux pre´sentations calculables sont
relie´es par des mouvements de Kirby parmi les pre´sentations calculables, mais ce n’est a` priori pas
vrai. La de´monstration ajoute a` ces mouvements la H-stabilisation qui modifie la valeur de F ′ de
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manie`re controˆle´e. Avec ce mouvement supple´mentaire, on peut relier deux pre´sentations calculables
parmi les pre´sentations calculables. La variation de F ′ entre les deux pre´sentations calculables se
re´duit finalement a` une fonction du nombre alge´brique de mouvements de Kirby de type I et est





Proposition 4.22. Si (M,T, ω) est un triplet compatible et si T posse`de une areˆte colorie´e par
un objet simple de Proj, alors il existe une H-stabilisation de (M,T, ω) ayant une pre´sentation
calculable.
De´monstration. L’ide´e de la de´monstration de cette proposition est, partant d’une pre´sentation
quelconque, de modifier celle-ci en utilisant le mouvement de Kirby de type II pour modifier les
valeurs de la classe de cohomologie sur les me´ridiens des composantes de chirurgie. Ici, l’axiome
4 de la de´finition 4.16 est utilise´ pour montrer que l’on peut ainsi obtenir une pre´sentation cal-
culable pourvu que l’on ait choisi correctement l’objet colorant l’entrelacs de Hopf utilise´ dans la
H-stabilisation. 
On e´tend alors l’invariant N aux triplets admissibles de la manie`re suivante
The´ore`me 4.23. Il existe une unique fac¸on d’e´tendre N aux triplets admissibles de sorte que si
(M1, T1, ω1)♭e1,e2(M2, T2, ω2) est une somme connexe en bande le long d’areˆtes colorie´es par un
objet simple projectif V , alors
N((M1, T1, ω1)♭e1,e2(M2, T2, ω2)) = d(V )
−1N(M1, T1, ω1)N(M2, T2, ω2)
Pour finir, l’invariant N0 est de´fini par le meˆme e´nonce´ que dans le the´ore`me 4.14
The´ore`me 4.24. Soit M l’ensemble de tous les triplets compatibles. Il existe un unique invariant
N0 : M → C tel que pour tout triplet compatible (M,T, ω) ∈ M et pour tout triplet admissible
(M ′, T ′, ω′) ∈Ma, on ait : si (M,T, ω)#(M ′, T ′, ω′) ∈Ma, alors






L’inte´grale de Kontsevich Z est un invariant rationnel de type fini universel pour les noeuds.
L’image par Z d’un noeud K appartient a` un espace vectoriel N-gradue´ de dimension infini donne´
par une pre´sentation. Les ge´ne´rateurs de cet espace sont des diagrammes de Feynman. Rozansky a
conjecture´ que Z(K) appartient a` l’image de l’application ≪cheveux ≫ : On peut de´finir un espace
engendre´ par des diagrammes de Feynman avec perles. Ces perles sont une de´coration des areˆtes
des diagrammes par des entiers. L’application ≪ cheveux ≫ H substitue a` ces perles des areˆtes,
produisant des se´ries formelles de diagrammes de Feynman. Kricker a prouve´ la conjecture de
Rozansky puis a montre´ directement avec Garoufalidis l’existence d’un invariant de noeuds Zrat a`
valeur dans l’espace engendre´ par des diagrammes de Feynman avec perles. On peut donc factoriser
l’inte´grale de Kontsevich Z(K) = H ◦ Zrat(K).
Rozansky, Garoufalidis et Kricker ont conjecture´ que H pourrait eˆtre injective (et donc Zrat
de´termine´e par Z). Dans [54], nous montrons que ce n’est pas le cas. Nous utilisons un diviseur
de ze´ro de´couvert par Vogel dans son alge`bre Λ (cf [68]) pour construire un e´le´ment dans le noyau
de l’application H. Nous introduisons une graduation sur les espaces de diagrammes de Feynman
avec perles pour prouver que cet e´le´ment est non nul.
2. Invariants quantiques d’entrelacs associe´s aux super alge`bres de Lie D2,1,α
Cette partie de´crit une renormalisation d’invariants quantiques ante´rieure a` la de´couverte des
traces modifie´es.
Le premier exemple inte´ressant de cate´gorie mono¨ıdale non semi-simple que j’ai e´tudie´ est
celui des repre´sentations de la quantification des super alge`bres de Lie D2,1,α (voir l’article [55]).
Cette famille de super alge`bres de Lie est introduite par Kac (cf [36]) dans sa classification des
super alge`bres de Lie simples. Elle de´pend du parame`tre α ∈ C \ {0,−1}. La notation e´voque une
de´formation de la super alge`bre de Lie osp(4, 2) obtenue lorsque α ∈ {−2,−12 , 1}. Vogel ([68])
utilise D2,1,α pour montrer que tous les invariants de type fini des entrelacs ne proviennent pas des
alge`bres de Lie semi-simples.
Il existe deux approches pour calculer des invariants quantiques d’entrelacs dans S3 associe´s a`
une super alge`bre de Lie. La premie`re passe par l’utilisation de l’inte´grale de Kontsevich-Drinfeld,
l’autre par les quantifications a` la Drinfeld-Jimbo. Dans les deux cas, des invariants nume´riques
sont obtenus par le biais d’une repre´sentation soit de la super alge`bre de Lie, soit de sa quantifica-
tion. Dans l’article [55], nous conside´rons ces deux me´thodes pour la repre´sentation adjointe L de
l’alge`bre de Lie et sa de´formation quantique Lh.
Pour la premie`re approche, nous de´finissons d’abord une spe´cialisation Zad de la construction de
Kontsevich-Drinfeld universelle pour les invariants quantiques associe´s a` la repre´sentation adjointe
d’une (super)alge`bre de Lie :
Nous conside´rons des 3-graphes qui sont des graphes finis dont les sommets sont univalents ou
trivalents et rigides, c’est-a`-dire qu’ils sont munis de la donne´e a` chaque sommet trivalent d’un ordre
cyclique sur les arreˆtes issues de ce sommet. Appelons 3-graphe noue´ un plongement d’un 3-graphe
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en bande dans R3. Soit G(p, q) l’ensemble des classes d’isotopie de 3-graphes noue´s plonge´s dans
R2× [0, 1] dont l’ensemble des sommets univalents est {1, . . . , p}×{0}×{0}∪{1, . . . , q}×{0}×{1}.
Pour chaque paire d’entiers naturels, l’application
Zad : G(p, q)→ D(p, q)
associe a` un e´le´ment de G(p, q) une se´rie de 3-graphes repre´sentant un e´le´ment de D(p, q) : D(p, q)
est le Q-espace vectoriel engendre´ par des 3-graphes ayant p + q sommets univalents indexe´s par
les e´le´ments de {1, . . . , p} ⊔ {1, . . . , q} soumis aux relations AS et IHX.
En appliquant la fonction de poids Φ associe´e a` D2,1,α
Φ : D(p, q)→ HomL(L
⊗p, L⊗q)
(cf [68]) il est alors possible de calculer des invariants nume´riques.
Disons qu’un vrai 3-graphe est un 3-graphe ayant au moins un sommet trivalent et qu’un 3-
graphe est ferme´ s’il n’a pas de sommets univalents. Soit ZD21 = Φ ◦Zad, alors on montre que ZD21
ne de´pend pas de la structure en bande des 3-graphes noue´s. De plus ZD21 s’annule sur tout vrai
3-graphe ferme´ et vaut 1 sur tout entrelacs.
La me´thode pour re´cupe´rer de l’information sur les 3-graphes noue´s ferme´s consiste alors a`
construire une application f : D(0, 0)→ D(0, 3) puis a` appliquer Φ au re´sultat. L’application f est
obtenue essentiellement en modifiant un 3-graphe par la suppression d’un de ses sommets trivalents.
Une telle ope´ration est le´gitime´e par les structures alge´briques sur les espaces D(p, q) de´crites par
Vogel ([68]). Ainsi on construit un invariant
Z˜D21 : D(0, 0)→ R
a` valeurs dans les se´ries syme´triques en trois variables de somme nulles
R = Q[[a1, a2, a3]]
S3
/(a1+a2+a3)
(les deux parame`tres libres proviennent l’un d’une graduation et
l’autre du parame`tre α de D2,1,α).
Pour tout e´le´ment T de G(0, 3), on a la relation
ZD21
(  ) = Z˜D21 (  ) .ZD21 ( ) .
Cette approche demande peu d’efforts mais est difficilement calculable. En effet, le calcul de Zad
fait intervenir l’associateur de Drinfeld rationnel pour lequel il n’y a pas a` ma connaissance de
formule explicite (l’associateur original de Drinfeld est explicite a` valeurs complexes mais il n’est
gue`re manipulable car sa formule utilise les fonctions polyzeˆtas).
Par l’approche quantique, on construit un invariant similaire et calculable. Cependant la preuve
de l’existence de l’invariant demande plus de travail. Il existe une version quantifie´e UhD2,1,α de´crite
par Y. M. Zou et H. Thys (cf [72] et [60]). Thys donne une formule explicite pour sa R-matrice uni-
verselle. UhD2,1,α posse`de une unique repre´sentation Lh qui est une de´formation de la repre´sentation
adjointe L de D2,1,α. On ve´rifie qu’il existe, a` un scalaire pre`s, une unique application Lh⊗Lh → Lh
qui est une de´formation du crochet de Lie. En utilisant cette repre´sentation, ce morphisme et la
construction de Reshetikhin-Turaev, on obtient directement une application





et en particulier QD2,1,α : G(0, 0)→ C[[h]]. On montre alors que comme ZD21 , QD2,1,α est trivial sur
les 3-graphes ferme´s. Il est alors possible d’imiter la construction de Z˜D21 pour les vrais 3-graphes
noue´s : Il existe un unique invariant de vrai 3-graphes noue´s ferme´s Q˜D2,1 , a` valeurs dans l’anneau
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des fractions rationnelles Q(q1, q2) de´fini par la proprie´te´ : pour tout T ∈ G(0, 3),
QD2,1,α
(  ) = Q˜D2,1 (  )|q1=eh,q2=eαh .QD2,1,α ( ) .
Q˜D2,1(N) peut eˆtre calcule´ en utilisant la relation ci-dessus mais celle-ci particularise un sommet
trivalent de N . La de´monstration de l’existence de Q˜D2,1 revient a` e´tablir l’inde´pendance du re´sultat
par rapport a` ce choix.
Pour obtenir un invariant d’entrelacs, on fait ensuite artificiellement apparaˆıtre un sommet
trivalent en utilisant une relation ≪ skein ≫ satisfaite par Q˜D2,1 . On montre qu’il existe un invariant













Q est en fait d’abord de´fini pour des noeuds singuliers a` un point double puis on l’inte`gre en un
invariant d’entrelacs en utilisant un re´sultat de Stanford de´crivant l’obstruction a` ce processus.
Finalement, on montre que ces invariants partagent certaines valeurs, obtenues par spe´ciali-
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