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1 Introduction
According to the U.S. Department of Veterans Affairs, there were 20.39 millions of military veterans in the
U.S. in 2016, and more than 65.5% of them being 55 years or older. Since military veterans are an important
subpopulation in society, many studies concerning veterans’ mental and physical health have been done.
According to T. Simpson et al. (2012) and Lehavot et al. (2012), veterans had worse overall health, a higher
incidence of health risk behavior and chronic health conditions than civilians (non-veterans). For example,
20.8% of veterans reported fair/poor self-rated health and 15.1% of them reported frequent poor physical
health, while the percentages of non-veterans were 13.8% and 8.7%. In addition, the veterans are more likely
to report heavy alcohol consumption, smoking, and cardiovascular disease.
Although, there is an association between the veteran status and poorer physical health or health behavior
(T. Simpson et al. (2012)), the causal relationship between the military experience as a veteran and physical
health cannot be determined, since the poorer physical health condition might be caused by poorer health
behavior only, which means the veteran status (veteran or non-veteran) might not matter. In other words,
we need to adjust the important demographic characteristics and the health risk behaviors to see the effect of
being a veteran on health condition. Thus, for determining the causal relationship between veteran status
and health condition, nationally representative data are needed that provide information about veteran
status, health risk behavior, and health condition.
The Centers for Disease Control and Prevention (CDC) established the Behavioral Risk Factor Surveillance
System (BRFSS) to collect data on health risk behavior and preventive health practices in 1984 (BRFSS
(2006)). The BRFSS is a nationwide telephone survey conducted by states monthly, and the information
collected is self-reported, which means subjective judgment is inevitable. Comparing to self-reported general
physical health condition, we need more objective health indicator. There is a risk that people report they
are not with the diseases but actually they are due to the lack of regular medical examination. In this case,
we selected Heart Attack as a health indicator, since Heart Attack is related to cardiovascular disease and it
is more acute and critical.
The purpose of our study is to assess the strength of evidence that a causal relation exists between veteran
status and heart attack incidence rate using a Rubin-causal model. We further estimate the difference
between the veterans and the non-veterans in the incidence rate of heart attack after adjusting health risk
behaviors and demographic characteristics, and to build a multivariate logistic regression model to
understand the effects of veteran status better and other factors on the incidence rate of heart attack and the
ability of predicting with different training sample sizes.
2 Data Description
The variable Heart Attack (categorical) data is from the SAS variable CVDINFR4 in the 2016 BRFSS data.
The Heart Attack incidence rate in the Veteran group is 12.58% and the incidence rate in the Non-veteran
group is 5.10% (see Table1) in the 2016 BRFSS data. The difference between the incidence rates in the two
groups is 7.48% which is comparatively large. There is a noticeable difference between Heart Attack
incidence rate and Veteran Status based on the raw data.
Table 1: Heart Attack incidence rates
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Have had heart attack 6447 12.58 15962 5.1
2 Have never had heart attack 44790 87.42 297220 94.9
According to Jousilahti et al. (2012), the increase in the risk factor levels is associated with the increase in
age (Age) in coronary heart disease incidence, and the coronary heart disease is more common in men due to
the differences between males and females (Sex) in the risk factors (HDL cholesterol and smoking). Thayer,
Yamamoto, and Brosschot (2010) mentioned that many pathways which could decrease the risk of Heart
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Attack are related to increasing the Heart Rate Variability: physical exercise (Exercise), mild alcohol
consumption (Alcohol), loss of weight (BMI), and the work stress (Employment) may increase Heart Attack
Risk. T. Simpson et al. (2012) listed heavy alcohol consumption (Alcohol), smoking (Smoker Status), obese
(BMI), lack of exercise (Exercise) as health risk behavior, and pointed out there is a difference between the
veterans and the non-veterans in health risk behavior. In the study of Winkleby et al. (1992), there is an
association between education (Education) and the prevalence of risk factors in coronary heart disease for
those lowest educated are most likely smoking, and there is a less consistent association between income
(Income) and the prevalence of risk factored. Hays (1990) showed that a married person is healthier than an
unmarried person at some point of life both in mental and physical health, and the marital status is related
to social support (Marital Status), which has an effect on Chronic Disease.
We selected 9 variables from BRFSS data set as potential predictors of Heart Attack, including Age
(numerical), Alcohol (categorical), BMI (numerical), Education (categorical), Employment Status
(categorical), Income (categorical), Marital Status (categorical), Sex (categorical), and Smoker Status
(categorical).
In the following we will introduce each predictor variable. Because the BRFSS data consists of many, often
related variables on the same topic, we will specify the exact variable names as given in the code book to
clearly identify which variables we used in our study.
2.1 Age
Information on participants’ age is obtained from the SAS variable _Age80 (Age hereafter)in the 2016
BRFSS data. The mean age of veterans is 63.2 (s = 14.797) while the mean age of non-veterans is 53.97 (s =
16.61683) (see Table 2). The median age of the Veterans is 67 while the median age of Non-veteran is 56.
There are 761 veterans younger than 25 years old.
In Figure 1(a)(b), the peaks of each group are both near 80 years old and the secondary peak of the Veteran
group is 79-80 years old, while the second peak of the Non-veteran group is 59-60 years old. The proportions
of veterans and citizens in each age category are comparatively stable when age is less than 63 years old (see
Figure 1(c)). The proportion of elders in the Veteran group is higher than the proportion of elders in the
Non-veteran group. The distribution of Age within the two groups are unbalanced, and the veterans tend to
be older than the non-veterans.
Table 2: Age
Veteran Min first_Qu. Median Mean third_Qu. Max
Yes 18 55 67 63.20 75 80
No 18 41 56 53.97 67 80
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Figure 1: a) The distribution of Age in the Veteran group. b) The distribution of Age in the Non-veteran
group. c)The proportions of two groups in each age.
2.2 Alcohol
Information on participants’ alcohol consuming is obtained from the SAS variable _RFDRHV5 and
DRNKANY5 (Alcohol hereafter)in the 2016 BRFSS data. The variable _RFDRHV5 has two levels,
distinguishing between not heavy drinker (level 1) and heavy drinker (level 2). The definition of a heavy
drinker is someone who has more than 14 drinks/week as an adult men or more than 7 drinks/week as an
adult woman over the course of the last month, where one drink means 12oz beer, 5oz wine, or one shot of
liquor. The variable DRNKANY5 is a two-level category, and level 1 represents a person who drank at least
one alcoholic drink last month while level 2 represents a person who did not drink any alcohol last month.
We assume the alcohol consuming pattern in the last month is representative of the general alcohol
consuming pattern for the same person. After combining these two variables, the level 1 represents a person
who drinks alcohol but not a heavy drinker, the level 2 represents a heavy drinker, and level 3 represents a
person who does not drink. According to Figure 2(a), in the whole data set, the number of light drinkers is
slightly higher than (but still very close to) the amount of no-alcohol. The amount of heavy drinker is much
less than the amounts of others.
In Table 3, the proportions of each level in the Veteran group and in the Non-veteran group are very similar.
The proportions of the veterans and the non-veterans in each level are also very similar (see Figure 2(b)).
The distributions of Alcohol within the two groups are balanced.
Table 3: Alcohol Consuming
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Light 25787 50.38 147117 46.97
2 Heavy 3028 5.92 20437 6.53
3 None 22372 43.71 145628 46.50
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Figure 2: a) The distribution of Alcohol in the data. b) The proportions of two groups in each level of
Alcohol.
2.3 BMI
Information on participants’ BMI is obtained from the SAS variable _BMI5 (BMI hereafter) in the 2016
BRFSS data, which is calculated by weight(kg) ∗ 100/height(m)2. For example, 2560 here equals to 25.60 in
common use. The mean BMI of the Veteran group is 2838 (s = 522.1326) and the mean BMI of the
Non-veteran group is 2817 (s = 636.1778). The max BMI values are 8633 and 9960 in the veterans and in the
non-veterans, but both of them are extreme values since most of the values are between 1200 and 5000(see in
Table 4). The peaks of the distributions are around 2500 in the both groups(see in Figure 3(a)(b)), and the
distributions follow a bell shape and skew to the right. In the Figure 3(c), the proportion of the veterans are
higher in BMI 2400~3600 than in the others. The distributions of BMI within the two groups are moderately
unbalanced.
Table 4: BMI
Veteran Min first_Qu. Median Mean third_Qu. Max
Yes 1250 2500 2755 2838 3107 8633
No 1202 2378 1715 2817 3125 9960
5
Figure 3: a) The distribution of BMI in the Veteran group. b) The distribution of BMI in the Non-veteran
group. c)The proportions of two groups in each BMI sub-ranges.
2.4 Education
Information on participants’ education level is obtained from the SAS variable EDUCA (Education
hereafter), which gives the information of the highest grade or year of school completed.
Overall, level 6 comprises the largest category (see Figure 4(a)), closely followed by level 4 (see in Table 5).
In Figure 4(b), the largest proportion of the veterans falls into level 5, while the smallest proportion of the
veterans falls into level 1. The proportions of the veterans in level 4-6 are much larger than the proportions of
the veterans in level 1-3. The distributions of Education within the two groups are moderately unbalanced.
Table 5: Education
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Never attend school 12 0.02 306 0.1
or only kindergarten
2 Grades 1 through 8 523 1.02 6812 2.18
(Elementary)
3 Grades 9 through 11 1339 2.62 15614 4.99
(Some high school)
4 Grade 12 or GED 13938 27.23 84581 27.01
(High school graduate)
5 College 1 year to 3 years 16013 31.28 84880 27.1
(Some college or technical school)
6 College 4 years or more 19412 37.92 120989 38.63
(College graduate)
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Figure 4: a) The distribution of Education in the data. b) The proportions of two groups in each level of
Education.
2.5 Employment
Information on participants’ employment status is obtained from the SAS variable EMPLOY1 (Employment
hereafter), which gives the information of current employment status.
Overall, the proportion of Employed for wages is the highest and the proportion of Retired is the second
highest (see Figure 5(a)). Also, the proportion of these two levels is much higher than others.
More than half of the veterans are retired while only 26.18% of the non-veterans are retired (see in Table 6).
The proportion of employed for wages is higher in the non-veterans than the proportion of the same level in
the veterans. The proportion of Unable to work in the veterans is slightly less than the proportion of the
same level in the non-veterans.
The proportions of the veterans within level 1, 2, 3, 4, and 8 are very stable and close (see Figure 5(b)), but
the proportion of the veterans within level 7 (Retired) is much higher than the proportions within other
levels (since there are more elders in the veterans than in the non-veterans), while the proportion of the
veterans within level 5 (Homemaker) is the lowest. The distributions of Employment within the two groups
are not balanced.
Table 6: Employment
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Employed for wages 15856 30.98 140333 44.81
2 Self-employed 3730 7.29 29095 9.29
3 Out of work for 1 year or more 762 1.49 6125 1.96
4 Out of work for less than 1 year 586 1.14 6257 2.00
5 A homemaker 298 0.58 17780 5.68
6 A student 464 0.91 7896 2.52
7 Retired 26511 51.79 81992 26.18
8 Unable to work 3030 5.92 23704 7.57
7
Figure 5: a) The distribution of Employment in the data. b) The proportions of two groups in each level of
Employment.
2.6 Exercise
Information on participants’ exercise habit is obtained from the SAS variable EXERANY2 (Exercise
hereafter), which gives the information about any physical activities or exercises (running, calisthenics, golf,
gardening, or walking for exercise) in last month.
The proportion of having any exercise is much higher than the proportion of not having any exercise in the
whole data, the veterans, and the non-veterans (see Figure 6(a) and Table 7). Also, in Figure 6(b), the
proportions of the veterans are almost the same within each level. The distributions of Exercise within the
two groups are balanced.
Table 7: Exercise
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Yes 38680 75.57 237805 75.93
2 No 12557 24.53 75377 24.07
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Figure 6: a) The distribution on Exercise in the Veteran group and the Non-veteran group. b)The proportions
of two groups in each level of Exercise.
2.7 Income
Information on participants’ income level is obtained from the SAS variable INCOME2 (Income hereafter),
which gives information about the annual household income from all sources.
In the whole data, the proportion of level 8 is the highest and much more than others (see Figure 7(a)). In
Table 8, there are 68% of the Veterans and 62% of the Non-veterans who have an annual income higher than
$35,000. The proportion of the low-income level (less than $15,000) within the non-veterans is higher than
the proportion of the low-income level within the veterans.
In Figure 7(b), the proportion of the veterans within the low-income levels is less than the proportion of the
veterans within the other levels (except level 8), indicating that the veterans’ annual income tend to be
higher than the non-veterans. The distributions of Income are not balanced in the two groups.
Table 8: Income
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Less than $ 10,000 1009 1.97 15871 5.07
2 $10,000 to less than $15,000 1891 3.69 17293 5.52
3 $15,000 to less than $20,000 2905 5.68 24057 7.68
4 $20,000 to less than $25,000 4425 8.64 28952 9.24
5 $25,000 to less than $35,000 6055 11.83 33310 10.64
6 $35,000 to less than $50,000 8847 17.28 43811 13.99
7 $50,000 to less than $75,000 9736 19.02 49446 15.79
8 $75,000 or more 16369 31.98 100442 32.07
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Figure 7: a) The distribution of Income in the data. b) The proportions of two groups in each level of Income.
2.8 Marital Status
Information on participants’ marital status is obtained from the SAS variable Marital (Marital Status
hereafter). Overall, the proportion of Married is the largest with over 50% in both groups, and the
proportions of Divorced, Widowed, and Never Married are quite close (see Figure 8(a)). Level 1 (Married)
takes a large proportion within the veterans and the non-veterans (more than 50%, see Table 9), while it is
higher within the veterans. The proportions of level 4 (Separated) and level 6 (Unmarried couple) are quite
low, while they are lower within the veterans.
The proportion of the veterans within each level decreases from level 1 to level 6 (see Figure 8(b)). One
reason for this would be that there are more elders in the veterans and they are less likely to be never
married nor a member of the unmarried couple.
Table 9: Marital Status
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Married 31426 61.39 164014 52.37
2 Divorced 7974 15.58 44106 14.08
3 Widowed 5860 11.45 37037 11.83
4 Separated 867 1.69 6768 2.16
5 Never Married 4198 8.20 50667 16.18
6 A member of an unmarried couple 912 1.78 10590 3.38
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Figure 8: a) The distribution of Marital Status (Category) in the data. b) The proportions of two groups in
each level of Marital Status (Category).
2.9 Sex
Information on participants’ gender is obtained from the SAS variable SEX (Sex hereafter) in 2016 BRFSS
data.
Overall, the number of Females is slightly more than the Males (see in Figure 9(a)). In Table 10, the
proportion of Male within the veterans is 91.48%, while the proportion of Female within the non-veterans is
more than the proportion of Male within the non-veterans.
Also, in Figure 9(b), the proportion of the veterans within the level of Male is much higher than the
proportion of the veterans within the level of Female. Actually, we only have 4412 female veterans in our
data set. The distributions of Sex within the two groups are not balanced.
Table 10: Sex
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Male 46825 91.48 120449 38.46
2 Female 4412 8.62 192733 61.54
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Figure 9: a) The distribution on Sex in the Veteran group and the Non-veteran group. b)The proportions of
two groups in each level of Sex.
2.10 Smoker Status
Information on participants’ smoker status is obtained from the SAS variable _SMOKER3 (Smoke hereafter)
in 2016 BRFSS data .
Overall, the proportion of level 4 (Never smoked) is the highest and the proportion of level 2 (Now smokes
someday) is the lowest (see Table 10(a)). The proportion of Former smokers is higher than the proportion of
Smokers who smokes every day now.
In Table 11, the proportion of Former smoker is the highest in the veterans and the proportion of Never
smoked is the highest in the non-veterans. The proportions of veterans within each level are not stable (see
Figure 10(b)), indicating that the distributions of Smoker within the two groups are unbalanced.
Table 11: Smoke
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Now smokes every day 5804 11.34 33870 10.81
2 Now smokes some day 1898 3.71 13770 4.40
3 Former smoker 23435 45.78 84140 26.87
4 Never smoked 20100 39.27 181402 57.92
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Figure 10: a) The distribution on Smoker Status in the Veteran group and the Non-veteran group. b)The
proportions of two groups in each level of Smoker Status.
We want to find two homogeneous data set (with same/similar distributions on each co-variables), and the
most straightforward way is to exactly match the two data set on all the covariates. But this simple method
is impossible if there are continuous covariates in the data (Sekhon (2008)). Therefore, we introduce two
categorical factors which are calculated from the two numerical variables (Age and BMI).
2.11 Age (categorical)
The variable Age (categorical) is a six-level imputed age category (based on numerical Age). Overall, the
proportion of each level is increasing as the level increasing (see Figure 11(a)), which means the elders are
more than young and mid-aged people.
According to Table 12, 57.97% of the veterans fall in level 6 and 12.76% of the veterans are in level 1-3 (44 or
younger), while only 30.14% of the non-veterans in level 6 and 29.01% the non-veterans with level 1-3. Also,
the proportion of veterans in each Age level is increasing while the age level increasing (see Figure 11(c)),
which is consistent with Age (numerical).
Table 12: Age (categorical)
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 18-24 761 1.49 16334 5.22
2 25-34 2605 5.09 34276 10.94
3 35-44 3172 6.20 40235 12.85
4 45-54 6058 11.84 54176 17.30
5 55-64 8938 17.46 73764 23.55
6 65- 29703 58.03 94397 30.14
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Figure 11: a) The distribution on Age (categorical) in the Veteran group and the Non-veteran group. b)The
proportions of two groups in each level of Age (categorical).
2.12 BMI (categorical)
The variable BMI (categorical) is a 4-level categorical variable. Level 1-4 indicate underweight, normal,
overweight, and obese individuals.
In the whole data, the number of overweight individuals are more than others according to Figure 12(a), and
the number of normal-weight individuals and the number of obese individuals are very close. According to the
Table 13, the proportion of overweight individuals in the veterans (43.80%) are higher than the proportion of
overweight individuals in the non-veterans (35.10%). The proportion of veterans within the level Overweight
is the highest (Figure 12(b)), and the proportion of veterans within the level Underweight is the lowest.
Table 13: BMI (categorical)
Level Lable Veteran (n) Veteran (%) Non-veteran (n) Non-veteran (%)
1 Underweight (<1850) 415 0.81 5116 1.63
2 Normal weight (1850-2499) 12321 24.07 100274 32.02
3 Overweight (2500-2999) 22441 43.84 109920 35.10
4 Obese (>=3000) 16060 31.38 97872 31.25
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Figure 12: a) The distribution of BMI (categorical) in the data. b) The proportions of two groups in each
level of BMI (categorical).
3 Methodology
3.1 Rubin Causal Model and Matching Method
According to D. B. Rubin (1976), the estimation of causal effects (from an experiment or an observation
study) is actually a missing data problem. The causal effect for Yi is the difference between the expectations
of Yi(0)(untreated) and Yi(1)(treated). We denote each individual as Yi and the covariates as Xi. Then, the
treatment effect is defined as
τ(Y ) = E(Y (1)|X)− E(Y (0)|X) (1)
where E(Y (1)|X) is the expectation of treated Y on given X, and E(Y (1)|X) is the expectation of untreated
Y on given X.
However, each unit will only receive either treatment or control at a time, which means only one of Yi(0) and
Yi(1) can be obtained. In observational studies, the assumption of strongly ignorable treatment assignment
(D. B. Rubin and Rosenbaum (1983)) requires that the treatment assignment is independent of the potential
outcomes and the probability of receiving each treatment is positive for all values of Y . Therefore, we would
like to make the treated group and the control group as similar as possible with respect to the distributions
on the covariates to reduce the bias.
Before matching the control group to the treated group, we need to define the distance measure used to
determine if two individuals match each other (Stuart (2010)). There are several widely-used definitions:
1. Exact Distance:
Dij =
{
0, if Xi = Xj
∞, if Xi 6= Xj
(2)
where i, j = 1, ..., N , and i 6= j.
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Under the Exact distance, we can tell if the two individuals have the same covariates vectors. If they
do not, we cannot know how similar/unsimilar they are. The advantage of this distance is that it
always gives perfectly matched pairs, and the calculation is very easy. The disadvantage is that a
treated individual will be discarded if there is no exact match in the control group.
2. Mahalanobis Distance:
Dij =
√
(Xi −Xj)′Σ−1(Xi −Xj) (3)
where i, j = 1, ..., N , i 6= j. Σ is the variance-covariance matrix of X (Stuart (2010)).
This distance definition measures the distance between individuals based on the covariance matrix and
covariates vectors. If Xi and Xj are the same, the Dij is 0. Compared to the Exact distance, the
Mahalanobis distance can tell how similar/unsimilar the two individuals are when they are not the
same. The disadvantage is that, to match each treated case to a control case, the distances between
each treated case and all available control cases need to be calculated. Applying this distance definition
to large data sets is not efficient. In addition, this distance definition is applied to numerical variables
usually since the covariance matrix is needed.
3. Propensity Score Distance:
The distance measure used to match individuals based on propensity score is defined as:
Dij = |ei − ej | (4)
where i, j = 1, ..., N , i 6= j. ek is the propensity score for individual k, usually using logistic regression.
Propensity scores are introduced as the probability of receiving the treatment given the observed
covariates (D. B. Rubin and Rosenbaum (1983)). It is useful to match every treated individual to a
control individual with the same/similar propensity score in constructing matched sets since the
propensity scores do not take long to compute. However, the drawback is the balance on propensity
scores does not lead to the balance on the distribution on covariates (even only the marginal
distribution on every single covariate).
For the Mahalanobis distance and Propensity score, we usually apply them in a nearest neighbor matching
which match treated unit Yi to a control unit Yj by minimizing Dij (if we apply them in an exact matching,
the result will be the same as using exact distance). Sometimes, a caliper is used in the nearest neighbor
matching to ensure that the nearest matched cases are actually close enough. If Dij is larger than the value
of the caliper, Yi will not be matched because none of the control cases are sufficiently close to Yi. In this
case, some of the treated cases may be discarded. In addition, we can choose to do the matching with or
without replacement. Doing the matching with replacement means that we put each matched control case
back onto the data allowing it to be matched to another treated case. Doing the matching with replacement
can reduce the number of unmatched treated cases, but there is a risk that only a few control cases are used
in matching the treated cases.
Here is an example for showing how to use these 3 different distance definitions in matching. Table 14 shows
a generated data set. The number of the observations is 10, and 5 of them are in treated group (usually the
treated units are less than the control units). The Xi is a vector including the variables “long” and “wide”.
Table 14: Example of Matching
obs trt long wide
Y1 treated 10 3
Y2 treated 11 8
Y3 treated 6 9
Y4 treated 15 10
Y5 treated 8 5
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obs trt long wide
Y6 control 11 9
Y7 control 8 1
Y8 control 9 3
Y9 control 5 2
Y10 control 15 7
If we apply an exact matching (2), there is no matched control units for any of Y1 ~ Y5 because none of X6 ~
X10 is the same as any of X1 ~ X5.
If we apply a nearest Mahalanobis distance matching, we need to calculate the covariance matrix of the two
covariates “long” and “wide” (Σ in (3)), which is[
11.299 5.822
5.822 10.900
]
.
Table 15 shows the Mahalanobis distance between Y1 and Y6 ~ Y10 using the formula in (3). The
Mahalanobis distance between Y1 and Y8 is the smallest, thus Y8 is selected as a match to Y1. If we use a
caliper 0.1 here, even the distance between Y1 and Y8 is relatively small, there is no matched control unit for
Y1 because all of these distance values are larger than this caliper.
Table 15: The Mahalanobis distance between Y1 and Y6 ~ Y10
Yj Mahalanobis distance
Y6 3.897150
Y7 0.473107
Y8 0.122265
Y9 2.530175
Y10 2.470351
After matching Y1 to Y8, if we want to find a matched control unit for another treated unit, we need to
re-calculate the distances and the calculation could be massive.
If we apply the propensity score nearest neighbor matching, we need to calculate the propensity scores using
logistic regression model first. In this small example, the formula in the logistic regression model is “trt ~
wide + long”" and we are actually calculating the probability of exposing to the treatment of each individual.
Table 16 shows the propensity scores of all treated and untreated individuals.
Table 16: The Propensity scores of Y1 ~ Y10
obs trt long wide propensity_score
Y1 treated 10 3 0.2534684
Y2 treated 11 8 0.6739553
Y3 treated 6 9 0.8796677
Y4 treated 15 10 0.6951429
Y5 treated 8 5 0.5146433
Y6 control 11 9 0.7543750
Y7 control 8 1 0.1786934
Y8 control 9 3 0.2876636
Y9 control 5 2 0.3522989
Y10 control 15 7 0.4100915
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For the treated unit Y1, Y8 is the nearest matched unit because the difference between Y1 and Y8 in the
propensity scores is the smallest (it is only 0.0342). For the other treated units, we can use Table 16 find the
nearest matched control unit without more calculation, which is better than using Mahalanobis distance. If
we do this matching with replacement, Y6 will be matched to Y2, Y3, and Y4 repeatedly. And it is noteworthy
that X6(11, 9) looks closer to X2(11, 8) than to X4(15, 10) but D26 (0.080) is actually larger than D46
(0.059).
After the matching, the matched sets need to be diagnosed on the distribution of propensity scores and the
(marginal) distribution of each covariate. If the matched sets are not ideal, we need to redo the matching or
do another matching following the previous one (do another matching on the matched data from the previous
matching) until the result is ideal (as homogeneous as we want).
3.2 Logistic Regression Model
The logistic regression model was first introduced by Cox (1958) for modeling a binary dependent variable.
Nowadays, the logistic regression model is often used as a classification model using a logistic function:
f(Yi) =
1
1 + e−Xib
where Xi is the covariates vector of Yi, and b is the coefficients vector.
For a two-level categorical response variable (Yes/No, Win/Lose, etc) taking values 0 and 1, f(Yi) is the
probability of Yi(1)| Xi, which equals to the probability of 1− Yi(0)|Xi. The logistic regression could predict
the risk of developing a given disease given specific characteristics (Cornfield and Kannel (1967)).
In our study, the logistic regression model is applied in calculating the propensity scores and modeling the
probability of experiencing Heart Attack(s).
4 Result
4.1 Rubin-Casual Model
The propensity score is calculated using the raw data, and the logistic regression model is V eteran =
Age+Alcohol+BMI +Education+Employment+Exercise+ Income+Maritalstatus+ Smoke+ Sex.
The distributions of propensity scores in the two groups are very different. The mean score in the veterans is
0.65 (s = 0.19) and the mean score in the non-veterans is 0.90 (s = 0.13) (see Table 17). The scores in the
non-veterans group are closer to 1 than the scores in the veterans group. In Figure 13, the distribution of the
propensity scores distribution in the veterans is quite even, while the peak in the non-veterans is very close
to 1 and the distribution skews to left.
Table 17: Propensity score before matching
Group Min first_Qu. Median Mean third_Qu. Max
Veteran 0.26 0.49 0.65 0.65 0.81 1
Non-veteran 0.26 0.86 0.95 0.90 0.98 1
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Figure 13: a) Distributions of (true) propensity scores before matching. b) Distributions of (true) propensity
scores smaller than 0.8 before matching
We first applied the 3 standard matching methods to the data:
1. nearest neighbor matching using propensity score;
2. nearest neighbor matching using propensity score with a 0.01 caliper;
3. nearest neighbor matching using propensity score with a 0.1 caliper followed by a mahalanobis distance
nearest neighbor matching on the continues variables.
But the distributions of the covariates were still unbalanced after these 3 matchings. Thus, We applied the
Exact matching based on key covariates twice and then used propensity scores for diagnosing the matched
data after the second matching. When there were several matched cases (all with the same
joint-distribution), we randomly selected the number we need.
In the first matching, we calculated the pseudo propensity scores using the formula
V eteran = Age(categorical) +Alcohol +BMI(categorical) + Education+ Employment+ Exercise+
Income+Maritalstatus+ Smoke+ Sex for doing an exact matching on the categorical variables. These
pseudo propensity scores were only used in the first matching. If Yi and Yj have the same pseudo propensity
score, Xi and Xj are the same on categorical variables. For example, there was 1 veteran and 4 non-veterans
whose pseudo propensity scores are 0.273279035803744. All of them have the same levels in each categorical
variable. Because the number of non-veterans is larger than the number of veterans in this small “block”, we
random selected 1 of these 4 non-veterans to match this veteran. If the number of veterans was larger than
the number of non-veterans (with the same pseudo propensity score), we randomly selected the needed
number (the same as the non-veterans) of the veterans to match those non-veterans which means we
discarded some treated units. Matching with replacement may avoid discarding the treated individuals but
using some non-veterans repeatedly would likely affect the heart attack incidence rate of the non-veterans.
After the first matching, 33025 veterans and 33025 non-veterans were selected, and they are matched
perfectly on the joint-distribution of all categorical factors. The distributions of the propensity scores are
much more balanced (see Figure 14).
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Figure 14: Distributions of (true) propensity scores after 1st matching
However, the distributions of Age are not similar in the two selected groups (see Figure 15) because we
matched veterans and non-veterans on the categorical variable of Age. There are more people between 60 and
75 years old in the Non-veteran group than in the Veteran group, and there are more people more than 75
years old in the Veteran group than in the Non-veteran group. The distributions on BMI are quite similar.
Figure 15: The distributions of Age and BMI in the two groups after the first matching.
Then, since the two matched data sets are comparatively homogeneous, the matched individuals in each
group were matched again on the perfect matching on variable Age (the numerical one). For example, there
were 70 veterans and 74 non-veterans whose ages are 20 years. We randomly selected 70 non-veterans from
74. After the second matching, there are 29737 veterans and 29737 non-veterans matched.
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Figure 16: Distributions of (true) propensity scores after 2nd matching
In Figure 16, the distributions of the propensity scores are almost the same in the two selected group after
the second matching, indicating that the two selected groups became more homogeneous after the second
matching, with a mean propensity score 0.69 (s = 0.18) in the veterans and 0.69 (s = 0.18) in the
non-veterans (see Table 18).
Table 18: Propensity scores after the second matching
Group Min first_Qu. Median Mean third_Qu. Max
Veteran 0.26 0.53 0.71 0.69 0.83 1
Non-veteran 0.26 0.53 0.70 0.69 0.84 1
These selected veterans and selected non-veterans are perfectly matched on Age and reasonably well
balanced on BMI (see Figure 17).
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Figure 17: a) The distribution on Age in the veterans after 2nd matching. b) The distribution on Age in the
non-veterans after 2nd matching. c) The distribution on BMI in the veterans after 1st matching. d) The
distribution on BMI in the non-veterans after 2nd matching.
Among 29833*2 units, we have 2966 veterans who have had a heart attack at least once and 2755 citizens
who have had a heart attack at least once. The incidence rate is 9.94% in Veterans and 9.23% in Citizens
(Non-veterans). The difference is 0.71%, and the 95% confidence interval is (0.23%, 1.18%). We did a
proportion test on the difference in the heart attack incidence rates. The p-value is 0.00035 (with power
0.84), which implies that there is strong evidence that the Heart Attack incidence rate between the selected
Veterans and the selected Non-veterans significantly different.
Since the matching process includes random selection, we repeated this matching process 200 times with
different random seeds to see the influence of unselected but matched individuals. Figure 18 shows that the
difference of 0.71% in the incidence rates between the two groups is not an extreme case.
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Figure 18: The distribution of differences.
4.2 Logistic Regression Model
For understanding the effect of being a veteran better and predicting the probability of each individual
having had Heart Attack(s), we fitted 4 different logistic regression models using the 2016 BRFSS data.
There are 51,237 veteran individuals and 313,182 non-veteran individuals after removing cases with missing
values. We used the Veteran status and the other 10 covariates used in calculating the (true) propensity
scores as the predictors in these models.
Table 19 shows the formulas of the 4 different models. The first model includes main effects without any
interaction. The second model includes significant 2-factor interactions related to Veteran or Age, but it
excludes Education because Education is not significant anymore. The third model includes all 2-factor
interactions involving the variable Veteran (not all of them are significant). The last model includes all
2-factor interactions related to Veteran, Age, or BMI (not all of them are significant).
The R function ‘glm()’ was used with the “binomial” family and “logit” link function. For a better
understanding, in the response, 1 represents a person who has had Heart Attack at least once (positive), and
0 represents a person who has never had Heart Attack (negative). The positive coefficients indicate higher
risk while the negative coefficients indicate lower risk.
Table 19: Formulas of 4 fitted models
Name Model
Model 1 HeartAttack = Veteran+Age+Alcohol+BMI+Education+Employment+Exercise+
Income+MStatus+Sex+Smoke
Model 2 HeartAttack =Veteran*(Income+Sex+Age+Alcohol+BMI)+Exercise+
Age*(Alcohol+Sex+Employment+MStatus+Smoke)
Model 3 HeartAttack=Veteran*(Age+Alcohol+BMI+Education+Employment+Exercise+
Income+MStatus+Sex+Smoke)
Model 4 HeartAttack=Veteran*(Age+Alcohol+BMI+Education+Employment+Exercise
+Income+MStatus+Sex+Smoke)+Age*(Alcohol+BMI+Education+Employment+
Exercise+Income+MStatus+Sex+Smoke)+BMI*(Alcohol+Education+Employment+
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Name Model
Exercise+Income+MStatus+Sex+Smoke)
In Model 1, all covariates have at least one significant level (see Table 20). The probability of Heart Attack
increases as Age increases, BMI increases, and Income decreases. The probability also increases for those
Unemployed or Retired (baseline is employed for wages), separated with partners (baseline is married), and
those who lack exercise (Exercise2). The probability decreases for Non-veterans (baseline is Veterans),
Females (baseline is Male), Non-smokers or Former smokers (baseline is now smoking every day). It is
interesting that, while the effect of none alcohol consumption (Alcohol3) is increasing the probability of
having had heart attack (comparing to light consumption), the effect of heavy alcohol consuming is
significantly negative (lowering the probability) comparing to light consuming. One possible reason is that
the heart attack patients usually avoid heavy alcohol consuming to avoid having heart attack again. Another
interesting thing is that those who never get married are with lower probability (MStatus5) than those who
are married. One possible reason is that these never married individuals are much younger than those who
married (49.75% of the never married people are 34 years old or younger).
Table 20: The coeffeciences of Model 1
X Estimate SE Z.value p-value
(Intercept) -5.7962743 0.2496387 -23.2186549 0.0000000 ***
Veteran2 -0.1423798 0.0233346 -6.1016608 0.0000000 ***
Age_num 0.0531576 0.0010403 51.0981986 0.0000000 ***
Alcohol2 -0.0938095 0.0436044 -2.1513768 0.0314465 *
Alcohol3 0.2919387 0.0195802 14.9098969 0.0000000 ***
BMI 0.0002354 0.0000137 17.2440686 0.0000000 ***
Education2 -0.1559604 0.2376608 -0.6562313 0.5116753
Education3 -0.0798754 0.2356028 -0.3390255 0.7345905
Education4 -0.2269851 0.2342563 -0.9689607 0.3325648
Education5 -0.1786908 0.2344946 -0.7620251 0.4460450
Education6 -0.3902404 0.2348141 -1.6619124 0.0965303 .
Employment2 0.0757259 0.0410413 1.8451138 0.0650210 .
Employment3 0.4802826 0.0642856 7.4710753 0.0000000 ***
Employment4 0.2511605 0.0819412 3.0651295 0.0021758 **
Employment5 0.2981132 0.0539445 5.5262909 0.0000000 ***
Employment6 0.0227484 0.1633365 0.1392731 0.8892343
Employment7 0.3429450 0.0294544 11.6432613 0.0000000 ***
Employment8 1.0583617 0.0333806 31.7059245 0.0000000 ***
Exercise2 0.2344033 0.0189360 12.3787101 0.0000000 ***
Income2 0.0487001 0.0429761 1.1331886 0.2571351
Income3 -0.0352807 0.0422433 -0.8351787 0.4036171
Income4 -0.1150859 0.0425158 -2.7068929 0.0067916 **
Income5 -0.2396532 0.0432751 -5.5378968 0.0000000 ***
Income6 -0.2904263 0.0435616 -6.6670238 0.0000000 ***
Income7 -0.4187325 0.0457708 -9.1484713 0.0000000 ***
Income8 -0.5396661 0.0465064 -11.6041238 0.0000000 ***
MStatus2 0.0196079 0.0257114 0.7626131 0.4456942
MStatus3 0.0322399 0.0254569 1.2664501 0.2053520
MStatus4 0.1852266 0.0562160 3.2949099 0.0009845 ***
MStatus5 -0.2987838 0.0364174 -8.2044307 0.0000000 ***
MStatus6 -0.0516333 0.0693047 -0.7450185 0.4562605
Sex2 -0.8429247 0.0216011 -39.0223706 0.0000000 ***
Smoke2 0.0572775 0.0443350 1.2919246 0.1963832
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X Estimate SE Z.value p-value
Smoke3 -0.1926461 0.0282029 -6.8307278 0.0000000 ***
Smoke4 -0.6392383 0.0288693 -22.1425264 0.0000000 ***
In Model 2 (see Table21), the interaction of Veteran and Age are significant and positive, which means the
probability of heart attack increases faster as age increases in the veterans than in the non-veterans. Also,
the interaction of Veteran and Female indicates that the female veterans are with lower risk than the male
veterans. It is interesting that the interaction of Veteran and BMI is significant and negative, meaning that,
when BMI increases, the probability of having heart attack increases slower in the veterans than in the
non-veterans.
Table 21: The coeffeciences of Model 2
X Estimate SE Z.value p-value
(Intercept) -7.0771861 0.2581667 -27.4132450 0.0000000 ***
Veteran2 -0.0286576 0.2182684 -0.1312951 0.8955419
Income2 0.3575824 0.1275358 2.8037796 0.0050507 **
Income3 0.0793525 0.1246628 0.6365369 0.5244266
Income4 0.0584975 0.1206720 0.4847645 0.6278434
Income5 0.0136895 0.1186955 0.1153331 0.9081811
Income6 -0.0116833 0.1167551 -0.1000666 0.9202914
Income7 -0.1490506 0.1177211 -1.2661327 0.2054656
Income8 -0.3002256 0.1169689 -2.5667128 0.0102668 *
Sex2 -0.1833299 0.1442409 -1.2709979 0.2037294
Age_num 0.0646306 0.0033153 19.4949138 0.0000000 ***
Alcohol2 0.9112988 0.2508816 3.6323856 0.0002808 ***
Alcohol3 0.5812679 0.1235274 4.7055788 0.0000025 ***
BMI 0.0002853 0.0000309 9.2372052 0.0000000 ***
Exercise2 0.2545503 0.0188484 13.5051103 0.0000000 ***
Employment2 0.1951801 0.2215481 0.8809832 0.3783269
Employment3 1.2315540 0.3087509 3.9888275 0.0000664 ***
Employment4 0.2859561 0.3670801 0.7790019 0.4359786
Employment5 0.8225013 0.2561529 3.2109778 0.0013228 **
Employment6 -0.1796519 0.4207676 -0.4269622 0.6694068
Employment7 1.8935592 0.1838551 10.2991953 0.0000000 ***
Employment8 1.6614074 0.1709140 9.7207197 0.0000000 ***
MStatus2 0.8129121 0.1523216 5.3368145 0.0000001 ***
MStatus3 0.3208875 0.2115203 1.5170530 0.1292533
MStatus4 1.2213971 0.2803422 4.3568074 0.0000132 ***
MStatus5 0.2728850 0.1597465 1.7082376 0.0875923 .
MStatus6 0.4312139 0.2765172 1.5594469 0.1188907
Smoke2 -0.0445907 0.2253872 -0.1978402 0.8431701
Smoke3 -0.2341591 0.1551835 -1.5089174 0.1313199
Smoke4 -1.1676157 0.1517368 -7.6950068 0.0000000 ***
Veteran2:Income2 -0.3335034 0.1353188 -2.4645764 0.0137175 *
Veteran2:Income3 -0.1024533 0.1319675 -0.7763522 0.4375411
Veteran2:Income4 -0.1834289 0.1280056 -1.4329756 0.1518648
Veteran2:Income5 -0.3044096 0.1262173 -2.4117895 0.0158744 *
Veteran2:Income6 -0.3927869 0.1240202 -3.1671206 0.0015396 **
Veteran2:Income7 -0.4178957 0.1253584 -3.3336066 0.0008573 ***
Veteran2:Income8 -0.4138567 0.1234221 -3.3531815 0.0007989 ***
Veteran2:Sex2 -0.2342210 0.0906444 -2.5839538 0.0097675 **
Veteran2:Age_num 0.0061375 0.0022175 2.7677720 0.0056441 **
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X Estimate SE Z.value p-value
Veteran2:Alcohol2 -0.0622750 0.0981699 -0.6343597 0.5258461
Veteran2:Alcohol3 0.0776841 0.0429259 1.8097271 0.0703381 .
Veteran2:BMI -0.0000754 0.0000341 -2.2114374 0.0270056 *
Age_num:Alcohol2 -0.0151002 0.0035500 -4.2535493 0.0000210 ***
Age_num:Alcohol3 -0.0049775 0.0016870 -2.9505449 0.0031721 **
Sex2:Age_num -0.0069870 0.0018143 -3.8510289 0.0001176 ***
Age_num:Employment2 -0.0030862 0.0035500 -0.8693573 0.3846517
Age_num:Employment3 -0.0141979 0.0052548 -2.7018776 0.0068949 **
Age_num:Employment4 -0.0010938 0.0065064 -0.1681095 0.8664971
Age_num:Employment5 -0.0096667 0.0038835 -2.4891763 0.0128039 *
Age_num:Employment6 0.0074851 0.0089766 0.8338511 0.4043649
Age_num:Employment7 -0.0240066 0.0027646 -8.6836909 0.0000000 ***
Age_num:Employment8 -0.0114395 0.0028185 -4.0586894 0.0000493 ***
Age_num:MStatus2 -0.0125200 0.0023274 -5.3793365 0.0000001 ***
Age_num:MStatus3 -0.0037682 0.0029029 -1.2980853 0.1942580
Age_num:MStatus4 -0.0171725 0.0046700 -3.6771936 0.0002358 ***
Age_num:MStatus5 -0.0092426 0.0026028 -3.5509546 0.0003838 ***
Age_num:MStatus6 -0.0075854 0.0047538 -1.5956678 0.1105630
Age_num:Smoke2 0.0017496 0.0036862 0.4746163 0.6350605
Age_num:Smoke3 0.0012095 0.0024416 0.4953828 0.6203299
Age_num:Smoke4 0.0082891 0.0024005 3.4530123 0.0005544 ***
Table 22 shows that Model 4 has the lowest AIC and Model 1 has the highest AIC, while Model 1 has the
smallest degree of freedom and Model 4 has the largest degree of freedom. If we choose a model from this
table, Model 4 probably will be chosen.
Table 22: The comparison of 4 models
Model dF.Model Res.Deviance AIC
1 34 141953 142023
2 57 141729 141845
3 67 141826 141962
4 130 141366 141628
For assessing the models’ predicting ability, we trained 4 models with the same train data (70% of the whole
data before matching) and tested them on the same test data (the rest data). In Figure 19(a), the 4 ROC
curves are almost all overlapping. In the enlarged plot (Figure 19(b)), Model 1 (without interactions) is the
worst because its curve is below all others. Model 2 and Model 3 have the same ability in predicting since
their curves are winding with each other, indicating that the 2-factor interactions related to Veteran are
useful predictors. Model 4 is the best in predicting since its curve is above all others. The model which
performances the best in predicting is the model which includes the most predictors instead of the model
which only includes significant predictors.
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Figure 19: The ROC curves of the four models.
However, the more predictors indicate that we need more data for training. In Figure 20 - 23, we used 6
different training data set to train the 4 models. Each training data set has a different sample size from 70%
to 5%, and the corresponding testing data set sample sizes are from 30% to 95%. Theoretically, the ability to
predict should decrease as the training data size decreases and the testing data size increases.
Surprisingly, in Figure 20, the 6 curves are winding all together, which means the predicting ability does not
decrease. It indicates that Model 1 has a very stable predicting ability and requires a very small training data
size. The decrease in predicting the ability of Model 2 is very similar to the decrease of Model 3 since we can
see the red curves (5%) are apart from others. The decrease in predicting the ability of Model 4 is the largest
since we can almost see every curve and the distance between the red curve and the others is the largest.
Figure 20: The ROC curve of Model 1.
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Figure 21: The ROC curve of Model 2.
Figure 22: The ROC curve of Model 3.
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Figure 23: The ROC curve of Model 4.
5 Discussion
Our study focused on the causality between military veteran experience and the incidence rate of Heart
Attack (which is an indicator of the general physical health). In the Rubin Causal Model analysis, we chose
exact matching instead of nearest propensity score matching because we have a large sample size before the
matching and we want to make the matched data sets as homogeneous as possible. In the previous studies,
researchers usually had a concern of discarding too many cases and wanted to use as many cases as possible
in the analysis (even sometimes the matched sets were not ideal). But nowadays we have the access to Big
Data easily, which means we have more information of the confounded covariates and we can have enough
well-matched individuals for subsequent analysis. P. R. Rosenbaum and Rubin (1985) advocated complete
matching since the incomplete matching will lead to a potential bias. However, in our case, the distributions
of the propensity scores before matching are extremely different in the two groups (see Figure 13. If we
choose the nearest neighbor matching with a caliper to achieve the homogeneous matched result, a lot of the
cases would be discarded as well, and there is no guarantee that the matched sets would be balanced on
every single covariate. Thus, we did the exact matching to ensure the matched sets are homogeneous as far
as discarding cases is not avoidable.
Additionally, with existing matching methods, there are several difficulties in applying them on Big Data.
One of the difficulties is that the matching tools (R packages) take a long time when the data is with a large
number of observations or high-dimension. Another difficulty is that the closeness on each individual does
not always lead to the closeness on the distributions of covariates (even the marginal distribution of each
covariate), especially when we have a lot of covariates. It is worthy to develop the new matching techniques
for doing causality study with Big Data.
In the Rubin Causal model and the logistic regression model analysis, we see that the “significant difference”"
and the “useful predictor” are related to the sample size. A large sample size can make many things
significant. For example, if we only have 1000 veterans and 1000 non-veterans, a difference of 0.83% is not
significant at all. And, many predictors are useful only with a large train sample size. Otherwise, they lead
to overfitting easily. With small sample size, simpler model will be more stable and accurate.
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