This review concerns methodologic issues related to prognostic modeling in medicine. To illustrate the application of the methods, prognostic models were developed and evaluated to determine important risk factors predicting delayed graft function as well as factors that prolong the delay. The data consisted of 1,215 patients transplanted with renal allografts at a single center in Finland in 1986-1995. The analysis compared commonly used risk regression and Cox regression models to newer classification tree and regression tree models. Both approaches identified the same set of most important predictors related to delayed graft function, viz. cold ischemia time, type of dialysis, and time in dialysis, but the importance ranking of other factors differed between the models. New data-driven methodologies do not necessarily offer models that are superior to the traditional ones. In complex data with many potential risk factors, prognostic tree-based models have the potential power of providing complementary information and contributing to the interpretation of prognostication.
INTRODUCTION

PROGNOSTIC RESEARCH AS A STATISTICAL CHALLENGE
Prognosis in medicine can be defined as knowledge about the probability with which the prospective course of a particular health state or event is associated with a person's profile at a particular antecedent moment in time ( 1 ). The profile consists of the characteristics of the person and of the disease bearing on 'background' risk, together with ones having more specifically to do with the person's propensity to experience a particular illness or other condition of illhealth.
In clinical contexts in which the illness at issue is already present, two prognostic questions can be posed (O.S.
Miettinen. Personal communication): 1) Causal question:
Were a certain treatment to be applied, would a certain effect (e.g. change in the course of illness) result? 2) Descriptive question: Given that the treatment is adopted, will a certain course of illness (perhaps defined by outcome only) occur? Answers to these questions are sought in terms of the proportion of instances such as the individual patient's profile. This proportion is taken as an estimate of the probability for the effect or the outcome of illness. For this probability to be meaningful to interpret, the temporal relation is either modeled explicitly as a function of time, e.g., in terms of survival time ( 2 ) or defined implicitly, e.g., as the duration of a surgical operation ( 3 ). Interpretation of these predictions assumes that, at the time of prognostication, one has the specific evidence postulated by a predictive model and the observed statistical data.
Examples of prognostic information are prediction statements about survival time (The 4-year renal graft survival and patient survival rate were 69% and 84%, respectively. ( 2 )) as well as about treatment response and complications of a chosen therapy (A 30% increase in systolic and/or diastolic arterial blood pressure occurred in 27% of all patients and in 67% of those who had undergone a general anesthesia. ( 3 )).
PROGNOSTIC MODELS IN MEDICAL RESEARCH
There are many different approaches to how prognostic models can be used, developed, and evaluated ( 4 ). Prognostic models are useful decision-support tools in clinical practice (e.g. in selecting appropriate treatments for individual patients), in clinical trials (e.g. in defining inclusion criteria to control for variation in prognosis), and in public heath policymaking (e.g. in deciding on the prioritizing of resource allocation between different patient groups). There are thus two levels at which prognostic models can be useful: at population level and at individual level. It would appear that the distinction between what is achievable at the population level and at the individual level is not generally well understood. Breiman and Davidoff ( 5 ) put forth five criteria as a basis for the clinical appraisal of the applicability of a probabilistic prognostic model for an individual patient: 1) the comparability of the patient and the study group used to develop the model; 2) the congruence between the clinical state of interest to the patient and physician, and the model's outcome; 3) the availability of all input variables where and when the prediction is to be made; 4) the usefulness of a quantitative estimate of the predicted clinical state; and 5) the degree of uncertainty in the probability estimate. I shall not dwell on the question whether a particular antecedent was prognostic of an individual case of illness, because the concern here is with modeling on the population level.
Another distinction is that prognostic models may be developed either for practical or for scientific reasons (or both). Pragmatic studies are prompted by precise clinical aims. For example, a clinician would like to know what are the chances for his patient, a 55-year old man who recently had a successful kidney graft transplantation, of having a stable or deteriorating graft 5 years after the surgery, conditional on competing risks. In clinical epidemiology, the aim of a scientific study can be to gain knowledge about the disease process by determining which factors are associated with prognosis, or to determine which particular factor is prognostically important after controlling for other, previously identified prognostic factors. This framework is the focus of the present paper.
APPROACHES TO PROGNOSTIC MODELS
A vast body of commonly used techniques is available for building prognostic models, both deterministic and probabilistic. Examples of application range from a simple quantitative prognostic score, such as the "chronic allograft damage index" ( 6 ), to a multivariate logistic regression for risk prediction ( 2 ), as well as to Cox regression ( 7 ) for survival analysis, and its wide extensions to event occurrence studies in general ( 8 ). In occupational epidemiology, prediction of the expected number of future cases of asbestosis and lung cancer caused by asbestos exposure was done by combining a risk regression model and a simple deterministic population model ( 9 
BACKGROUND AND OBJECTIVES
The present article deals with the development of prognostic models for use in applied medical research. The presentation that follows is an attempt to delineate appropriate approaches for prognostic modeling, and to evaluate whether the newer methods have better performance characteristics than those used commonly. A previously unanalyzed kidney transplantation data set from Finland is used for illustration. Because newer drugs have replaced the immunosupressive therapies that the studied patients received, the substantive results are no longer of clinical interest (H. Isoniemi. Personal communication), and they are presented for illustrative purposes only. Thus the outlook here is predominantly methodologic and didactic.
DATA AND METHODS
KIDNEY TRANSPLANTATION DATA
The long-term survival of kidney transplant patients and the survival of the transplanted renal allografts were previously studied by Isoniemi et al.
. They obtained estimates of the survival probabilities, using survival curves, and they analyzed the influence of potential risk factors for late deterioration of renal allograft function (termed chronic rejection or dysfunction). Despite improved graft survival, a considerable proportion of renal allografts start to function with a delay. In the transplantation data at hand, the influence of several potential risk factors related to the donor, the preservation of the graft, and the recipients were investigated. The analysis was performed in two stages. First, I considered the binary outcome of whether the onset of graft function was delayed. Second, I considered the time delay (in days) since the time of transplantation until the patient' s graft started to function. The outcome variates are referred to as 1) occurrence of delayed graft function (DGF), and 2) time to graft function (TGF).
The study population consisted of 1,215 patients with endstate kidney diseases; they were transplanted with renal cadaveric allografts at a single center between January 1986 and December 1995. All patients received initial cyclosporine therapy, continued irrespective of graft functioning. Graft failure was defined as non-life-sustaining function of the kidney requiring dialysis, retransplantation, or leading to death. Nine patients died before their graft started to function. In all, 745 patients received an organ that started to function early (i.e. within the first 24 h), 435 patients' graft functioning was delayed (i.e. more than 24 h), and in 35 cases the organ never functioned.
A number of potential risk factors related to the donor, the recipient, and transplantation procedure were evaluated: the effect of the recipient's age and gender, end-state renal disease, retransplantation, preservation or cold ischemia time (CIT), dialysis type (continuous ambulatory peritoneal (CAP) dialysis or hemodialysis), dialysis time, perfusion fluid used in the preservation of doner kidneys (University of Wisconsin (UWI) solution versus Euro Collins (EC) liquid), incompatible AB and DR matches, transplantation order, panel-reactive antibodies (PRA), the doner's age and sex, cytomegalo-virus (CMV) status, and HLAhistoincompatibility.
CMV values were not obtained in 116 consecutive cases of both donors and recipients in 1986, because the method for determining CMV was not available at that time. A complete-subject analysis, in which only subjects with all values recorded for all covariates are retained in the analysis, yields consistent results, provided that the missing data mechanism does not depend on the graft functioning or covariates ( 19 , 20 ) . However, in order not to lose information, I adopted a method in which the subjects with missing CMV values were treated as a category of their own. In the case of other covariates, there were only very few randomly missing values.
UNIVARIATE STATISTICS
Preliminary, univariate testing for the prognostic factors of the occurrence of DGF was performed by means of the Pearson Chi-squared test for proportions in the case of nominal covariates, the Cochran-Armitage test for trend in the case of ordinal covariates, and two-sample KolmogorovSmirnov test for numerical covariates. When TGF (number of days to graft functioning, log-transformed) was used as the outcome variate (excluding those patients with a graft that functioned early), a two-sample Kolmogorov-Smirnov test was used for grouped variates with two categories, and a one-way analysis of variance for grouped variates with more than two categories. The results were confirmed by nonparametric ('smooth') regression methods ( 21 , Ch. 9).
MULTIPLE REGRESSION MODELING
When the outcome was the occurrence of DGF (versus early functioning), I applied a generalized linear model ( 22 ) to these data. Both the logistic and exponential models for the response variate yielded essentially the same results. For dichotomous factors with a binary coding ('treatment contrasts', ( 21 , p.157)), the multiple logistic/exponential regression has the interpretation that its beta, β, coefficients are expressed simply in terms of odds ratio (OR) or risk ratio (RR) parameters, exp(β). However, because the delayed outcome was not uncommon (>30%), OR should be taken as an over-estimate of RR. (Here risk refers to the probability of DGF.) Therefore, RRs were estimated from a generalized linear model using quasi-likelihood estimation (Quasilikelihood estimation allows one to estimate regression relationships without fully knowing the error distribution of the response variate. The theoretical likelihood function need not be exactly specified, and fewer assumptions are made in the estimation and inference) with a log link function and an estimated scaling factor (dispersion parameter) of the variance.
Before embarking on multiple regression modeling of DGF, I compared the time distributions of groups defined by the categories of single covariates (univariate analysis) using nonparametric Kaplan-Meier estimates ( 23 ). Pearson Chisquared test for nominal categories, and by the test for trends for the ratio of observed to expected events for ordinalscaled covariates ( 24 , Sec. 3.4) determined the significance of differences in distributions. When a covariate was numerical, its relation to the delay time was inspected by smooth regression fits to a bivariate distribution ( 21 , Ch. 9).
To study the joint effect of multiple factors on TGF, I used Cox regression ( 7 ) because the outcome is a discretized time variate (representing categories along a continuum), many patients share the same day when their graft started to function (multiple 'tied' event times). For handling ties, I used the Efron approximation ( 8 , p. 103). I generated simulated data, which showed that this approximation was satisfactory. In Cox regression, the exponentials of the coefficients, exp(β), are interpreted as hazards or daily risks. Thus, the hazard ratio (HR) for any two subjects with covariate values x 1 and x 2 was specified as exp[β(x 1 -x 2 )]. However, because the outcome actually is a favorable event (onset of graft function), I preferred to interpret the complement measure, exp[-β(x 1 -x 2 )], as the HR of TGF at days after the transplantation. The assumption of proportional hazards of the Cox regression model over time was checked by graphical methods ( 23 ) separately for each of the potential covariates. No indication of severe nonproportionality was found.
I adopted a modeling strategy that retained several insignificant predictors. These variates were not deleted, because it would not have improved the predictive accuracy, and it would have made the confidence intervals for the estimate of β or for the predicted survival probabilities with the correct coverage probabilities difficult to obtain ( 14 ). All computations were carried out using the S-Plus system ( 25 ).
PROGNOSTIC TREE-BASED MODELING
Recursive partitioning methods or tree-structured algorithms ( 10 , 26 ) offer a non-parametric alternative to logistic and exponential regression methods. Their modular approach allows adaptation to problems such as survival analysis ( 27 ) and to other event analysis, with which clinicians are interested in predicting prognosis based on certain risk factors. Tree-based analysis aids in visualizing the predictive value of the significant risk factors. The results are easily conveyed to non-statisticians due to the intuitive tree structure of the predictions obtained (see Figure 3) . The model is fitted using binary recursive partitioning, whereby the data are successively split along coordinate axes of the predictor variables so that, at any node, the split that maximally distinguishes the response variable in the left and the right branches is selected. The decision to branch is based on whether a so-called deviance (Deviance measures the fit of a statistical model to the data when the parameter estimation is likelihood-based, that is, it is a measure of node heterogeneity. The deviance is twice the log-likelihood of the best model minus twice the log-likelihood of the current model) exceeds a cut-off value, which is chosen to optimize the modeling. The tree construction process takes the maximum reduction in deviance over all allowed splits. Splitting continues until the nodes are homogeneous or the data are too sparse. Nodes of size 50 or larger were considered as candidates for a split, and daughter nodes must exceed size 10 for a split to be allowed. Terminal nodes are called 'leaves', while the initial node is called the 'root'. The classification tree is essentially a set of rules represented by decisional nodes that are assigned to a class.
It is also possible to have a regression tree in which each leaf gives a predicted value for the class. The tree-construction method used in the analysis can use both categorical variates and binary splits on continuous variates. No distributional assumption is required for these variates. However, the tree structure relies on dichotomization.
The tree-construction process has to be seen as a hierarchical refinement of probability models. At each node of a classification tree there is a probability distribution over the classes. The probabilities available for each terminal node remain dependent on the structure of the tree (viz. its depth). It follows that the interpretation of this probability may not be exactly the same as the one provided by the logistic model or exponential risk model. The method, as implemented in S-Plus ( 26 , Vol. 1, Ch. 12), allows cutting trees down in size ('pruning') using various information criteria to avoid overfitting. Alternatively, one can use crossvalidation on a separate data set to choose the degree of pruning.
RESULTS
In all, 61% of the patients experienced early graft functioning, 36% had DGF, 2% of the grafts never functioned, and 8% of the patients died before their grafts started to function. Acute rejection occurred in 25% of the recipients. Currently, acute rejection is curable in most cases, and it caused death in only 3% of the cases. The median day of onset of graft functioning in the DGF group was the 10th day.
UNIVARIATE ANALYSIS
The statistical analysis of the transplantation data was performed in two stages, beginning with univariate analyses of each potential risk factor. This first step resulted in the identification of a set of significant covariates for the occurrence of DGF: recipient's sex; renal disease; order of transplantation; CIT; type of dialysis; time in dialysis; PRA last value; PRA highest value; donor's age; AB mismatches.
The covariate set identified in the univariate analysis of TGF was: order of transplantation; time in dialysis; perfusion liquid; PRA last value; PRA highest value; donor age; AB mismatches; DR mismatches.
RISK REGRESSION ANALYSIS
The fit of the risk regression model with the whole (nonparsimonious) set of covariates was very good (residual deviance 759 on 1183 degrees of freedom). There were several significant risk factors in the occurrence of DGF (Table 1) . Table 1 Risk ratio estimates for the occurrence of graft function delay.
* Relative to diabetes; † Relative to 1st transplantation; ‡ Relative to (Recipient + & Donor +); § Relative to no mismatches; ** Category not applicable Probability of delayed graft function in relation to cold ischemia time with a smooth regression line.
The most important findings were: the risk of DGF increased linearly with increasing CIT (Figure 1) ; the risk was higher among hemodialysis patients than among patients who underwent CAP dialysis; and longer time in dialysis carried an increased risk.
The donor's age depicted a curvilinear relation to the estimated probability of function delay (represented in the model by a data-dependent, third-degree polynomial transformation). In the youngest age group (below 25 years) there was no increased risk. In the age span of 25-to-50 years, the risk of DGF grew with advancing age. In the oldest age group (above 50 years), the increase in risk tended to level off. However, the risk estimates were imprecise at both ends of the age distribution due to the relatively few numbers, so that the apparent nonlinearity could be a statistical artifact.
Although the number of AB mismatches was related to DGF in the univariate analysis, the relation ran counter to the hypothesis: patients with one or more AB mismatches experienced less frequently the occurrence of DGF than did patients with no mismatches. However, in the multivariate analysis the 'AB-mismatches' variate was no longer significant, but the term was nevertheless retained in the model. On the other hand, the relation of the number of DR mismatches to the short-term outcome was in line with the hypothesis. A patient who had one or two DR mismatches incurred (with 95% probability) a raised risk of DGF relative to a patient with no DR mismatches. Moreover, the effect of DR mismatches on the risk of delayed functioning was different for men and women. Thus a product term 'Recipient sex DR mismatches' was added to the model with 'DR mismatches' represented as a binary variate (no mismatches vs. 1-2 mismatches). A female patient who had 1 or 2 mismatches carried a 1.6-fold risk relative to that of a female patient with no mismatches. For a male patient, DR mismatches did not increase the risk of graft function delay. This pattern persisted in the data when they were divided randomly into two parts as a cross-validation check.
The recipient's sex also modified the risk of DGF in the diagnostic subgroups. In patients with diabetes, the risk was 36% for both men and women. The risk in patients with polycystic kidneys, compared to that of the patients with diabetes, was higher among men and lower among women; that is, there was a significant risk difference between men and women in this diagnostic category.
When modeled jointly, not all the significant univariate factors remained significant. In prognostic modeling, however, full model fits (i.e. leaving all hypothesized variates in the model regardless of their P value) are often more adequate than fits after screening predictors for significance. For example, the PRA variate was significant in the univariate analysis, but it did not appear to be an important factor in the multivariate prognostic model. This may be because PRA was strongly associated with the order of transplantation: of the subjects receiving their 1st, 2nd, 3rd, or 4th renal allograft, 6%, 39%, 44%, and 75 %, respectively, belonged to the categrory of the highest PRA 50%. Nevertheless, I chose to keep PRA in the model for comparative purposes.
COX REGRESSION ANALYSIS
The fit of the hazard regression model yielded several significant prognostic factors for TGF (Table 2) . Table 2 Hazard ratio estimates for delay in the time-to-initiation of graft functioning.
* Relative to 15-24 years; † Relative to diabetes; ‡ Relative to 1st transplantation; * § Relative to 10-19 years; ¦ Relative to (Recipient + & Donor +); Relative to no mismatches; ** Category not applicable;
The most important finding was that longer time in dialysis incurred a higher risk. The effect of being treated during a period of 1-<2, 2-<3, and over 3 years in dialysis relative to less than 1 year duration of treatment was to increase the HR to1.3, 1.6, and 2.3, respectively. The use of the University of Wisconsin perfusion liquid instead of the Euro-Collins liquid entailed a significant increase (56%) in the hazard. When the number of DR mismatches was 2, the hazard grew by 47% relative to having none. Similarly, when the number of AB mismatches was 3, the hazard increased by 32%.
As an illustration, Figure 2 depicts the success curve for graft functioning predicted by the final Cox model: the proportion of recipients with a non-functioning graft are plotted as a function of time following transplantation, separately for patients who underwent different durations of dialysis therapy. With increasing duration, the probability of the onset of graft function grew smaller. This trend was consistent over the entire time range. Probability of time to onset of graft function for subgroups by duration of dialysis. Figure 3 depicts a classification tree model with predicted probabilities of DGF. An interpretation of the tree is as follows. The number in the node is the model-predicted probability for DGF. At the root of the tree the predicted probability equals the observed proportion of DGF. In these data, CIT was the most important predictor. This influence, however, seemed somewhat ill-captured by the repetitive binary structure of the tree, as two splits are necessary to depict the relation. The same situation applied to the duration of dialysis treatment. This pattern may partly compensate for the binary categorization of the continuous variates, which have the potential of carrying more information. A classification tree-based model for the probability of delayed renal allograft function. The edges connecting uniformly spaced interior nodes (ellipses) are labeled by left and right splits. The number in each node is the prediction for the patients; those underneath the nodes indicate the deviance contributions.
TREE-BASED ANALYSES
Abbreviations: CIT = cold ischemia time, CAP = continuous ambulatory peritoneal, y = year, m =month, h = hour.
The deviance contributions are given below the nodes. At the root the deviance was 1622. The first split reduced the deviance by 1622 -628 -936 = 58. With the addition of nodes, the deviance was further reduced, but it was not obvious to choose the optimal degree of pruning. Using cross-validation and plotting the deviance versus the size of the tree showed that the deviance was close to the minimum when the size was 8. An increase in the size to 10 did not improve the misclassification error rate. Therefore I chose the more parsimonious model.
There was a good spread of the predicted probabilities in the 8 terminal nodes. The lowest probability of DGF, 14%, pertained to a patient (classified into the most left-side group) whose graft's CIT was less than 25.5 h, and who had had CAP dialysis for less than 29 months. On the other hand, the highest probability, 91%, was associated with a patient (classified into the most right-side group) whose graft's CIT was more than 25.5 h, who had had hemodialysis for more than 17.5 months, and whose doner was older than 46.5 years. Finally, there were indications of the presence of interactions, since the doner's age and recipient's age factors appeared only in either one of the branches of the tree. The estimated misclassification error of the predictions was 33% (= 397/1215). 
COMPARATIVE ANALYSIS
It is of interest to compare the results obtained by the different methods used. When the outcome at issue was DGF, both the risk regression model (as determined by the RR and P value) and the classification tree-based model (as determined by the order of inclusion into the tree) identified the same four most important predictors (viz. CIT, type of dialysis, time in dialysis, and doner's age). When the outcome variate was TDF, the hazard regression model and the regression tree-based model involved basically the same set of predictors. The most important risk factor in both analyses was the time in dialysis, whereas the importance of the other factors' rankings differed between the models. In addition, the tree structure included two factors (order of transplantation and PRA) which were not significant in the Cox survival analysis.
DISCUSSION
MODEL SELECTION STRATEGIES
Generally speaking, every model is plausible as long as it is not falsified. However, the falsification or verification of models is a challenging task in scientific research. This challenge is met both in the context of statistical models and models based on artificial intelligence approaches. To provide valid models that fulfil the task of modeling reality, it is important to consider the model building process in depth, as well as to check and validate fitted models by means of model diagnostics, whether using analytic diagnostic tools or with the aid of graphical techniques. In essence, the question is: Are we modeling the right patterns of the data with our model, and how can we validate and evaluate the model adequacy?
The process of model selection may be viewed as a patternrecognition process ( 28 ). According to Greenland ( 29 ) , to assert that a model fits the data well using some appropriate criterion in the ordinary sense means that the data appear consistent with the pattern predicted by the model. Conversely, to assert that the model fit is poor means that the data appear to deviate appreciably from the model pattern. Model correctness cannot be inferred from the fact that the fit of the model to the data is good, since there are alternative models that may also provide a good fit. As pointed out by Greenland ( 29 ), a good fit is, however, a necessary condition for inference.
In the context of prognostic modeling, where the objective is interpretation, given specific states of knowledge, the function of 'automatic' procedures for the selection of variates into a model (such as stepwise forward selection) seems limited. In principle, all simple models adequately fitting the original data set (statistical validation) should be listed, and any choice between them should be made on how successfully a model performs on a new data set (clinical validation). Constructing trees may be seen as a type of variate selection procedure. Issues of interaction between variates are handled automatically. The questions are reduced to which variates to divide on, and how to achieve the split. The justification for the tree-based methodology is to view the tree as providing a probability model. The decision on a split is made based on a change in a deviance measure for the tree under a likelihood function that is conditioned on a fixed set of observed random variates. Note that once fixed by observation, a random variate is in no sense variable, so it might better be called a prognostic indicator. The unknown prediction probabilities are estimated from the proportions in the split node. The tree construction process chooses the split according to the maximum reduction in the deviance measure ( 26 ). When the objective is prediction, classification error-rate is the appropriate criterion for judging any particular model selection procedure.
As pointed out by Dannegger ( 30 ) , the hierarchical ordering of the included factors lends itself to evaluation of the factor's importance. The general rule is that the closer to the root node a factor appears, the more important is its effect on the outcome. Moreover, the dichotomous representation of factors allows convenient characterizations of individuals falling below or above a certain cutpoint. On the other hand, the relation between a factor and the outcome may not be natural in the sense that the cutpoint divides the group essentially into two homogeneous subgroups regarding the factor's influence on the outcome. In these circumstances, deciding on the existence of a suitable cutpoint is problematic. Recursive partition algorithms are data-driven procedures and as such they behave, by and large, as a black-box system concerning the choice of an adequate cutpoint. Fortunately there are useful analytical and graphical diagnostic tools available for assessing the stability of the constructed tree ( 30 ).
PROBLEM OF OVERFITTING PREDICTIVE MODELS
There are deficiencies in the standard modeling methods. It is well known that analyses that are not prespecified but are data-dependent are liable to lead to overoptimistic conclusions ( 15 ). Many applications involve a large number of variates to be modeled using a relatively small patient sample. In the case of very expressive models such as regression trees, there is the danger that the models come up with chance idiosyncrasies of the study data, which are not 'true' in general. It is also important that the minimum size of the terminal nodes is sufficiently large. Problems of overfitting and of identifying important covariates are exacerbated in prognostic modeling, because the accuracy of a model is more a function of the number of events than of the sample size ( 32 ). For binary outcomes, Harrell et al. ( 14 ) suggested that in order to have predictive discrimination that validates on a new sample, the number of patients in the less frequent outcome category should exceed 10. Feinstein ( 33 ) suggested that the minimum number of patients should rather be more than 20. Otherwise, a data reduction technique such as deriving clinical summary indexes or variable clustering should be used for improved prognostic modeling (
25
).
An alternative approach to deal with the problem of a large number of variates is a shrinkage method that re-calibrates the model that results from overfitting ( 34 ). Experience indicates that a larger model is more likely to give overoptimistic prediction when extensive variate selection has been done. For example, in a study on kidney graft survival ( 35 ), a separate parameter was fitted for each of the 52 transplantation centers that supplied data. The researchers used empirical Bayes methods to obtain shrank estimates of the regression coefficients for the centers, which resulted in improved prediction performance.
TREE-STRUCTURED CLASSIFICATION
A tree-based prediction process produces intuitive, suggestive results. Although the risk and hazard regression models were used to predict the probabilities of DGF and TGF outcomes (Figures 1 and 2) , whose distribution could be divided, say, into risk octiles or risk deciles, the tree structure defined the risk groups by their own set of prognostic factors. In addition to stratifying a study population into subgroups with distinctly different risk expectations, a tree method also permits simple and intuitive identification of potential prognostic factors and their possible interactions.
Compared to linear models, tree-based models have the following advantages: they are more apt at capturing nonadditive behavior; allow more general (i.e. other than a particular multiplicative form) interactions between predictors; invariant to monotone re-expressions of predictors; and easier to interpret when the predictors are a mix of numeric variates and indicators. Moreover, the graphical representation of the predictor set is close to medical reasoning and can be a useful tool when discussing prediction results with clinicians. Despite these appealing features, only few prognostic models have as of yet accrued adequate evidence of accuracy, generality, and effectiveness ( 31 ). Given the complexity of the methods used to develop and evaluate prognostic models, their usefulness in supporting clinical decision making and credibility for prognosticating illness outcomes should be assessed in collaboration with physicians. This is because for finding models that predict well, there is no substitute for understanding the substantive nature of the relations between the outcome variate and the predictor variates.
As an assessment of the stability of the tree-structured classifier, the data used for illustration was randomly split into two parts. Randomness guarantees unbiased estimation of the classification error rates. One sample was used for estimating the classification tree model. The model was then applied to the other sample for predicting the probabilities of DGF, which were dichotomized (coded as 0 = below 0.5 and 1 = above 0.5). A cross-tabulation of the model-predicted probabilities with the observed data (coded as 0 = no DGF and 1 = DGF) yielded a misclassification error rate of 35%. When the roles of the samples were exchanged, the rate became 36%. Comparison of these error rates with the apparent error rate (i.e. 33%) for the total data set shows that the latter is only slightly underestimated. This points to a stable probability structure of the tree. In other words, there is virtually no indication that the model with 10 terminal nodes would be more complex than what is necessary to describe the data.
PERFORMANCE OF MODERN VERSUS TRADITIONAL METHODS
Machine learning (i.e.modeling of data with the aid of few or no rules) is being increasingly applied for risk prediction in medicine ( 36 , 37 ( 44 ) concluded that there is no evidence so far that the application of neural networks represents real progress in the field of diagnosis and prognosis in oncology.
In the preset data set, the classification error rate of the risk regression prediction was 30%, which is comparable to the apparent error rate (i.e. 33%) of the classification tree.
In a number of respects classification trees are decidedly different from traditional statistical methods for predicting class membership on a categorical dependent variable. They employ hierarchical modeling, with successive predictions being applied to particular cases, to sort the cases into homogeneous classes. Traditional methods use simultaneous techniques to make one and only one class membership prediction for each and every case. In other respects, such as having as its goal accurate foreboding, classification treebased analysis is indistinguishable from traditional methods.
In epidemiology and in other prognostic research contexts in health fields involving complex data with many potential risk factors, the modern methods fall short of excelling consistently those used commonly. It is yet premature to say if they have enough to commend themselves to become as accepted as the traditional methods. I conclude tentatively that tree-based analyses nevertheless have the potential power of providing complementary information and contributing to the interpretation of prognostication. 
ACKNOWLEDGMENTS
