Gathering training and evaluation data for open domain tasks, such as general question answering, is a challenging task. Typically, ground truth data is provided by human expert annotators, however, in an open domain experts are difficult to define. Moreover, the overall process for annotating examples can be lengthy and expensive. Naturally, crowdsourcing has become a mainstream approach for filling this gap, i.e. gathering human interpretation data. However, similar to the traditional expert annotation tasks, most of those methods use majority voting to measure the quality of the annotations and thus aim at identifying a single right answer for each example, despite the fact that many annotation tasks can have multiple interpretations, which results in multiple correct answers to the same question. We present a crowdsourcing-based approach for efficiently gathering ground truth data called CrowdTruth, where disagreement-based metrics are used to harness the multitude of human interpretation and measure the quality of the resulting ground truth. We exemplify our approach in two semantic interpretation use cases for answering questions.
INTRODUCTION
The way people interpret objects and situations may not be always complete or accurate, as it is based on their individual context and reference systems. This results often in a wide diversity of opinions or points of view on the same object or situations. For modern day decision support systems, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. referred to as cognitive computing systems, it is crucial to have an understanding of these different perspectives, contexts, and opinions in order to provide effective support to their users. This would enable them to better understand the ambiguity in natural language and respond adequately to the different contexts and situations. Traditionally, these systems are trained by generating a ground truth using human experts. The current diversity of use for such systems, creates an unprecedented demand for training in open domain tasks and unpredictable contexts. Thus, traditional methods appear inefficient because experts are costly, scarce and the overall process is way too lengthy [1] . These tasks refer to open-domain human activities, such as general question answering, for which no experts can be defined or no common reference system is available.
Despite the fact that crowdsourcing introduced a scalable alternative for gathering ground truth from a multitude of annotators [3] , still many of the approaches focus on using inter-annotator agreement as a quality measure, and thus gathering a single-perspective through majority voting [4] . In the context of the CrowdTruth 1 project, we take a different approach by investigating how disagreement-aware crowdsourcing can be used to collect ground truth data. Successful results for extracting relations from medical texts and events from newspapers have been shown [2] , where the CrowdTruth metrics evaluate the quality of annotators while allowing a multitude of answers to be correct. In this paper, we apply the CrowdTruth metrics in order to show that the approach is not domain-specific and is applicable to open domain question answering, that is by origin prone to ambiguity. This is realized with two example use cases, Use 
EXPERIMENTAL SETUP
Each use case is decomposed into a workflow of crowdsourcing microtasks optimized for time, cost and quality through a series of pilot experiments. In order to increase the efficiency of the microtasks they have a modular setup, so that parts can be reused further in other tasks.
The first use-case, Question Answer Mapping, aims to map 1,000 open-domain machine-generated yes/no questions to machine-generated hypotheses for passages with high probability of containing their answers. Such a mapping can help cognitive computing systems to improve the generation of meaningful questions, as well as identifying passages that contain the right answer. First, a passage justification microtask was used to identify passages that may justify the answer to a question. For this the crowd identified the type of the question to verify that it is a yes/no type question. Next, passages were selected that were thought to contain the answer, followed by the answer that is contained in these passages. In this microtask, spam workers are identified when these combinations are contradicting, e.g. when it is said that the question is unanswerable but the answer is yes. The second task, passage alignment microtask, the crowd aligns the justifying passages from the previous microtask with their question. This was done under the assumption that passages that justify the answer also align with their question.
The second use-case, Term Disambiguation, i.e. identifying relations between pairs of terms, aims to identify relations between 1,992 unique terms. These terms are part of an IBM knowledge graph that contains type, variant and relation aspects. By identifying these aspects such as synonyms, alternate names or abbreviations through the crowd a judgment can be made on their accuracy. In the crowdsourcing microtask, a multitude of answers can be given on whether (1) one terms is the instance of another, (2) is an abbreviation, a synonym, antonym, or has any association at all. Similar to the passage justification task, spam workers are identified with contradicting answers, e.g. when two terms are both said to be abbreviations of each other.
The experiments for both use cases were run on both CrowdFlower and Amazon Mechanical Turk. Pilots were run for optimizing the microtasks settings in terms of cost, amount of judgments and task design. Next, the CrowdTruth metrics are used for to evaluate the crowd workers of each microtask on the input data (i.e. units -term pairs or questionanswer passages) and annotations. The annotations for each unit are evaluated by measuring the cosine distance between a vector with the frequency of all possible annotations and the same vector for a single annotation. The clarity of a unit is then defined by its maximum annotations score [2] . Low and high quality workers are differentiated for spam removal using two metrics: 1) by comparing the annotations of one worker to another on the same task using the pairwise agreement, and 2) by comparing the annotations of one worker to all others of that task using the cosine similarity measurement.
RESULTS
The amount of workers and the cost of each task was directly related to the amount of judgments and task settings ( Table  1 ). The total runtime of the passage alignment task was the longest of all three tasks, while the average unit clarity was the lowest. This task had the highest disagreement between workers, indicating a higher complexity of the annotations. The term disambiguation task had a relatively low complexity and took on average around 30 seconds per unit to complete. The answer justification and passage alignment tasks took on average around 60 seconds to complete. These tasks by design involved the reading of longer passages and mul- tiple alignment activities or answer categories. We aim at microtask designs that optimize the cost, time and quality of results for each different type of tasks.
The answer justification task resulted in the highest average clarity of 0.90, indicating that most of the questions were clearly of the type yes-no questions. The goal of this task allowed a microtask design, which could accommodate single choices without restricting the interpretation space. In comparison, the term disambiguation task resulted in a lower average clarity of the term relations. Although this is because multiple relations could be selected and the term pairs were prone to ambiguity, it shows that the clarity is a measurement for the ambiguity of the input data.
To summarize, the results show that the CrowdTruth disagreement based metrics can be applied to measure accurately the clarity of units and the quality of the crowd annotators (with an average of 4% spam) in microtask design settings, which allow for gathering maximum diversity in human interpretation.
DISCUSSION AND CONCLUSION
All microtasks exemplified different semantic interpretation use cases with different type of ground truth data. The experimental results showed that random crowd workers were able to perform the tasks efficiently in terms of time, cost and quality of the annotations. For each use case this resulted in a 'CrowdTruth' that represents a more complete representation of perspectives than the current binary ground truths. This new type of ground truth can be continuously updated to represent changes in interpretations over time or context.
Machine learning components will need to be adapted to deal with this new kind of ground truth data. This would result in an increased effectiveness of such systems as they would have a better understanding of different perspectives, contexts and opinions. As such they would be better at making decisions, providing recommendations and answering questions, inevitably becoming more human like.
