In this paper, we propose a centralised Peer-to-Peer (P2P) streaming over hybrid wireless networks to mitigate the congestion at the Access Point (AP) in Wireless Local Area Networks (WLANs). In our proposed architecture, an adaptive receiver-driven mechanism is used to coordinate the streaming from multiple senders. We also propose a peer handoff scheme and an AP handoff scheme for video streaming over hybrid wireless networks. The simulation results show that (1) centralised P2P video streaming over a hybrid wireless network can achieve a much better quality compared to traditional WLAN deployment with heavy background traffic, (2) the adaptive receiverdriven mechanism can synchronise packet delivery from multiple senders, thus increasing streaming quality, (3) the peer handoff scheme enables the receiver to maintain a high aggregate throughput from multiple serving-peers and (4) the AP handoff scheme enables the receiver to roam freely through different cells, while maintaining continuous video streaming.
Introduction
Streaming video has drawn much attention for its numerous applications in areas such as Video On Demand (VOD), telemedicine, distance education and video-conferencing. The advances in wireless communication technology and the increasing computing capacity of mobile devices make video streaming over wireless internet an area of great interest. It is important to note that video transport typically requires stringent bandwidth and guarantees of low packet loss and delay. Furthermore, the Bit-Error Rate (BER) in a wireless network is much higher than that in wired networks due to the varying wireless environment which produces dramatic fluctuations in network bandwidth and packet delay. Video streaming applications should be aware of varying network conditions and adapt the streaming quality to those conditions (Yang et al., 2004) .
Most wireless networks installed today are deployed as Wireless Local Area Networks (WLANs). Mobile Stations (MS) within the WLAN access the external network (e.g. internet) via an Access Point (AP). Also the internal traffic needs to be forwarded through that AP. When the number of users and the number of the flows in the WLAN increase, the contention in the wireless channel will lead to packet loss and delay . A major hurdle for video streaming over WLAN is the need to overcome the bottleneck at the AP, when background traffic is heavy.
Hybrid wireless networks are a combination of an infrastructure network and an ad hoc network (Chang et al., 2003; Chen et al., 2003) . The MS in a hybrid network can either run in WLAN mode or in ad hoc mode, and can also dynamically switch between WLAN mode and ad hoc mode depending on the traffic condition in the cell. Owing to these attributes, a hybrid wireless network can provide better bandwidth utilisation and higher throughput as compared to WLAN . Peer-to-Peer (P2P) networks have attracted considerable attention in recent years. In a P2P system, peers communicate directly with each other for sharing and exchanging data. In this paper, we focus on real-time P2P media streaming, which uses the 'play-while-downloading' paradigm (Xu et al., 2002) .
In the study of P2P video streaming over wireless networks, we propose a centralised P2P streaming over a hybrid wireless network to mitigate the congestion at the AP in a WLAN. Our P2P streaming architecture, as shown in Figure 1 , uses layered coding to combat the time-varying bandwidth of wireless networks. The original sequence is encoded into a Base Layer (BL) and several Enhancement Layers (ELs). If only the base layer is received, the video sequence will have a coarse quality, but if both the base layer and the enhancement layers are received, the video will have a much greater perceived quality. In our P2P protocol, the peers with cached content become serving-peers if they are willing to contribute their resources to the other peers. If one or more serving-peers are available in the local cell, they will be responsible for delivering the enhancement layers to the receiver via ad hoc mode, while the server transports only the base layer to the receiver via the WLAN mode. The advantages of our proposed architecture are 1 a centralised management of the content distribution is maintained 2 the traffic contention in the AP is reduced, hence increasing the system throughput and decreasing packet loss and delay.
If multiple serving-peers are available in the local cell, the enhancement layers will be delivered from multiple serving-peers through multiple individual paths. The advantages of the multiple serving-peers over a single serving-peer are 1 A single serving peer may not be able or willing to contribute enough upload bandwidth for fluid media playback, thus a greater number of serving-peers will lead to higher overall throughput to the receiver (Xu et al., 2002) .
2 Multiple serving-peers have more chance to avoid congestion or link failure. The probability of simultaneous failures in all multiple paths is much smaller than that of a single path.
However, there are several challenging issues for media streaming from multiple senders to the receiver. Firstly, the arrival time of packets from different senders may vary greatly due to heterogeneity of the sender and network path. Secondly, the available bandwidth in each path could change significantly during the streaming session, thus each sender may provide significantly different throughput to the receiver. Our solution for these problems is an adaptive receiver-driven mechanism, which is used to coordinate the packet delivery from multiple sources. With this coordination performed by the receiver, streaming quality can adapt to channel fluctuations, thus increasing streaming quality. 
ELs
Handoff is also a critical issue for continuous and steady streaming over wireless networks. This is important because a serving-peer may fail or the serving-link may become heavily congested. In this case, the receiver will query the AP for a replacement serving-peer. It is also important to note that the receiver may move beyond the local cell. We propose an AP handoff scheme to allow for the receiver to roam freely from one cell to another while maintaining non-stop media streaming.
The rest of this paper is as follows. Firstly, we present the related work in Section 2. Secondly, we describe our centralised P2P video streaming over hybrid wireless networks in Section 3. Finally, we present the adaptive layered streaming in Section 4 and the handoff schemes in Section 5. An evaluation is given in Section 6 followed by conclusions in Section 7.
Related work
P2P streaming can be classified into two categories: multicast P2P streaming and unicast P2P streaming. Most of multicast P2P systems deliver streaming over multicast trees. Some of the examples are CoopNet (Padmanabhan et al., 2002) , SplitStream (Castro et al., 2003) and Zigzag (Tran et al., 2004) . Multicast streaming saves substantial bandwidth. However, most of the current internet accesses have a higher download than upload bandwidth. The parent node in multicast trees may not have a large outgoing bandwidth to feed multiple child nodes.
In contrast to the multicast tree-based P2P, unicast P2P has convenient service flexibility (Wu et al., 2000) , as each receiver can individually negotiate service parameters with the source. Unicast P2P systems have been studied in the recent literature. For example, PROMISE (Hefeeda et al., 2003) streams media data from multiple senders to one receiver. PALS (Rejaie and Ortega, 2003) proposes an adaptive layered streaming algorithm, where the receiver coordinates packet delivery from multiple sending peers. Multiple description coding is also used in multipoint-to-point cooperative P2P networks (Xu et al., 2004) . Li et al. (2004) propose a Joint Server/Peer Optimised streaming architecture (JSPO). Our proposed architecture is different from them by 1 the adaptive mechanism in our scheme is vastly different from theirs and 2 mobility and handoff issues in a wireless network are dealt with in our scheme.
Handoff has been a critical issue in the area of wireless networks. The end-to-end multipath handoff scheme described by Pan et al. (2004) is able to provide a smooth handoff for streaming media in wireless networks with varying levels of available bandwidth from cell to cell. Cunningham et al. (2005) propose a handoff scheme for WLANs. However, the above handoff schemes (Cunningham et al., 2005; Pan et al., 2004) are not suitable for hybrid wireless networks. Position assisted handoff (Yap et al., 2002 ) is a handoff scheme for hybrid wireless networks, in which each MS needs to be able to estimate its geo-location to determine its mobility profile. He et al. (2004) propose an ad hoc assisted handoff for real-time voice application in hybrid wireless networks. Our AP handoff scheme also uses the concept of ad hoc assistance. However, our AP handoff scheme is different from that in (He et al., 2004 ) because 1 The scheme in He et al. (2004) requires geo-location to locate the relay station, while our scheme uses an ad hoc routing query to find the route during the AP's transition from WLAN to ad hoc mode.
2 The handoff scheme in He et al. (2004) is for voice applications, compared to our AP handoff scheme that is tailored to video streaming.
Centralised P2P streaming over a hybrid wireless network
In our architecture, the server manages the media content in a centralised fashion. The server validates peer requests through an Authentication, Authorisation and Accounting (AAA) methodology, which allows for only valid requests to be further processed (Lee and Guan, 2003) . Also the server is a reliable source of service, therefore it is responsible for the delivery of the base layer while the enhancement layers are transported via the serving-peers. This guarantees a minimal level of quality from a reliable server and a best-effort enhancement from unreliable peers (Lee and Guan, 2003) . The AP in our proposed architecture is responsible for not only forwarding the packets, but also managing the cached videos and the mobile stations in the local wireless network. The AP maintains two tables: the video table and the MS table. From the video table, AP knows which videos are cached in the local cell and which peers are able to contribute streams. In addition, the AP manages the status of each MS in the local wireless network by the MS table. Each MS sends an ALIVE message periodically via WLAN mode to inform the AP of its existence and the AP responds to the MS with a feedback message. If the AP does not receive the ALIVE message in a predetermined interval from an MS, the AP will update the MS table by setting the alive status of the MS to false. When a new MS joins in, the AP will create a new entry in the MS table.
In this paper, the serving-peer is defined as a peer that has cached the content and is willing to contribute this content to the other peers. Once a peer obtains a video from outside or inside the local network, it will send immediately a REGISTRATION message to the AP to update the video table. This peer is then registered as a serving-peer in the video table stored at the AP.
A streaming session in a centralised P2P network is established as follows. First, the requesting-peer sends a SETUP message to the central server. If the server accepts the request, the server will send a SEARCH message to AP of the initiating cell. Upon receipt of the SEARCH message, the AP will look in the video table and the MS table to check if one or more serving-peers are currently available. If no such serving-peer is found, a Negative ACKnowledgement (NACK) will be sent back to the server and the server will respond to the requesting-peer with an ACK indicating that the server will transport the base layer and the enhancement layers. If one or more serving-peers are found, the AP will send a VERIFY message to these candidate serving-peers. If the serving-peers are ready to transport the enhancement layers to the requesting-peer, they will feedback a positive ACKnowledgement (ACK) to the AP, which is then forwarded to the server. Upon receipt of the ACK, the AP will then forward it to the requesting peer, attached with the IDs and the offered rate of the candidate serving-peers. Once all the information of the candidate serving-peers is collected at the receiver, the receiver will perform peer-selection to determine which serving-peers will transport the enhancement layers to it. The receiver selects the serving set Z based on the rate criteria:
where R in is the download bandwidth of the receiver, R out − i is the offered rate of the ith candidate serving-peer and ρ is a constant less than 1. If more than one serving set satisfy the rate criteria, the receiver will choose the serving set with the minimum number of serving-peers in it, to reduce the connection overhead. After the serving set is determined, the receiver will establish parallel connections with these serving-peers and will request the enhancement layers from them. Concurrently, the receiver will also set up a connection with the server through the AP via WLAN mode and will request the base layer from it.
Adaptive layered streaming

Overview of the adaptive mechanism
After the connections being set up, the receiver coordinates the delivery of packets from all senders. The receiver requests the packets using a sliding window (Rejaie and Ortega, 2003) shown in Figure 2 . At each request time t req , the receiver requests the packets falling within the sliding window with a duration τ . Upon receipt of the request, the sender starts immediately to send the corresponding packets back to the receiver. The packets received are put in the buffer before they are decoded and rendered. If the packet does not arrive in time for decoding, it will be regarded as lost. The sliding window will move forward by τ in time axis when the next request event comes. The receiver sends the request to each sender, specifying the requested packet IDs and the sending rate. The sender sends the requested packets at the sending rate until the arrival of the next request. The goal of the adaptive mechanism can be summarised as follows: given the requested video structure and the network statistics of the previous interval, find the requested packet IDs and the sending rate for each sender, to increase the video quality. 
Source model
In a scalable video coding scheme, the video stream is encoded into a base layer and multiple enhancement layers. Some video coding schemes, such as Fine Granularity Scalability (FGS) (Li, 2001) and Progressive Fine Granularity Scalability (PFGS) (Wu et al., 2001) , can provide such layered video streams. For the data in frame i, layer j , we denote it as data unit l i,j . The dependency between all the data units in a video source can be modelled as a Directed Acyclic Graph (DAG) (Chou and Miao, 2001) . Figure 3 shows the DAG of PFGS source coding (Wu et al., 2001) . Each node (square in Figure 3 ) in the graph corresponds to a data unit, and each edge of the graph directed from data unit l i1,j 1 to l i2,j 2 corresponds to a dependency of l i2,j 2 on l i1,j 1 . To decode data unit l i2,j 2 , its ancestor l i1,j 1 has to be decoded before the decoding of l i2,j 2 . Each data unit is associated with three parameters (Chou and Miao, 2001 ): 1 size of the data unit 2 playback time of the data unit, defined as the time when the frame has to be displayed at the receiver and 3 distortion value of the data unit. Each data unit is encapsulated into one or several packets with a fix length.
If one of the packets for the data unit is lost, the data unit will be useless. When a data unit is lost, it will cause a distortion in the presentation of the video. Since the structure of the requested video is delivered to the receiver at the beginning of the streaming, the receiver will be able to determine which packets should be requested at each request time.
Rate estimation
A widely accepted rate control method in wired networks is TFRC (Handley et al., 2003) . TFRC uses a throughput equation for the allowed sending rate R TFRC as a function of the loss-event-rate and round-trip-time (Handley et al., 2003) . TFRC assumes that packet loss in wired networks is primarily due to congestion, and as such, is not directly applicable to wireless networks in which packet loss may be due to congestion or channel error. Though TFRC is able to maintain throughput smoothness in the wireless network, the rate estimated by TFRC is conservative at best (Chen and Nahrstedt, 2004) .
At the kth(k > 1) request time t req−k , the (k − 1)th interval is defined as the previous interval from (t req−k − τ ) to t req−k , and the kth interval is defined as the next interval from t req−k to (t req−k + τ ). In our mechanism, the sending rate for each sender in each interval will remain constant. The sending rate of the sender j in the kth interval is determined by: R jk = n k R TFRC , where n k is an adjusting coefficient in the kth interval, R TFRC is the TFRC sending rate at the request time. The adjusting coefficient n k is estimated from n k−1 in the (k − 1)th interval (Chen and Zakhor, 2005) . The receiver measures the average round-trip-time AvgRT T k−1 of the packets received in (k − 1)th interval. If AvgRT T k−1 is greater than a threshold, the receiver will additively decrease the adjusting coefficient. Otherwise, the receiver will inversely increase the adjusting coefficient. The adjusting coefficient n k is calculated as Zakhor, 2004, 2005) :
where k is an integer greater than 1, the initial adjusting coefficient n 1 = 1, MinRT T k−1 is the minimum average round-trip-time from the beginning to the (k − 1)th interval: MinRT T = min(AvgRT T 1 , AvgRT T 2 , · · · AvgRT T k−1 ), and α, β, γ are preset parameters. From (2), the receiver can estimate the sending rate for each sender.
Packet selection
The receiver requests packets using a sliding window mechanism. At the kth(k > 1) request time t req−k , the receiver only considers the packets falling within the current sliding window. The earliest playback time t min of the frame in the sliding window should be greater than the request time, which can be expressed by: t min = t req + τ 0 , as shown in Figure 2 . The base layer is the most important in layered streaming, and if lost, will cause significant drifting error, which will greatly degrade video quality. We assume that the end-to-end bandwidth from the server to the receiver is sufficient for the base layer, as the base layer requires only a small bandwidth. The receiver requests all the base-layer packets from the server. Also the receiver specifies the base-layer sending rate, which is the average playback rate for the frames within the sliding window.
Next, the receiver needs to determine the total enhancement-layer packets to be requested. The requested enhancement-layer packets should be adaptive to the aggregate available bandwidth. Given the expected sending rate of each serving-peer in the kth interval, the expected number of aggregate enhancement-layer packets N EL provided by the N Peer serving-peers during the interval τ can be expressed as:
where R jk is the expected sending rate of serving-peer j in bytes/second during the kth interval, P S is the packet size in bytes. Given the packet budget N EL for the enhancement layers, the receiver uses layered scheduling to select these packets from the enhancement layers falling within the current sliding window, shown in Figure 4 . First, the receiver determines how many layers should be requested because it knows the number of packets for each data unit. The number of packets (denoted as N i ) in layer i in the current sliding window is:
where f is the frame rate in frames/second, τ should be selected in such a way that f τ is a positive integer, S is the frame number of the first frame in the sliding window, m ki is the number of packets for the data unit of frame k and layer i. The receiver requests the packets from the lowest enhancement layer to the highest enhancement layer. The request will cover one or several complete lower enhancement layers and one incomplete top layer. The number of the complete enhancement layer L that the request will cover can be calculated from the constraint as: The number of the budgeted packets M that will be used to schedule the incomplete top enhancement layer is given by:
Given M, the receiver will request the data unit in such an order that the packet with the smallest size will be selected first, and then followed by the packets of larger size. This is carried out in order to maximise the number of requested data units in the top layer. Refer to the example shown in Figure 4 ; in this example, the expected number of aggregate enhancement-layer packets provided by the serving-peers is 80 packets. In the current sliding window, there are 15 packets in the first enhancement layer, and 26 packets in the second enhancement layer. The receiver will first select all the packets in the first and second enhancement-layer. The number of packets budgeted for the third enhancement layer is:
If the receiver selects the data units in sequence, only the first 4 data units in the third enhancement-layer can be chosen. In our method, packets with smaller size will be selected prior to those with larger size, thus increasing the number of requested data units in the third enhancement-layer to 8.
Packet assignment
After the requested packets are selected from the packets within the sliding window, the receiver then needs to allocate these packets to different serving-peers. At the kth(k > 1) request time t req−k , the request for the content from each serving-peer is sent out. Upon receipt of the request, the serving-peer immediately begins to send the ordered packets listed in the request at a sending rate specified by the receiver. The expected arrival time t jk − i at the receiver for the packet i in the requested sequence from the serving-peer j (1 ≤ j ≤ N Peer ) during the kth interval can be expressed as:
where RT T jk is the expected round-trip-time between the receiver and the serving-peer j in the kth interval. RT T jk is predicted to be equal to the round-trip-time at the request time t req−k . For each serving-peer, the receiver has an ordered list of the expected received packets based on the expected arrival time of each packet, expressed in Equation (3). These lists from multiple serving-peers can be combined into an expected received packet sequence, in which the packets are ordered based on the expected arrival time at the receiver, as shown in Figure 5 . Also, the receiver has a requested packet sequence, in which the requested packets are ordered based on their expected playback deadline. The receiver can find out the corresponding sender for each requested packet by mapping these two sequences. For example, as shown in Figure 5 , the first requested packet should be asked from serving-peer 1, as serving-peer 1 can provide a packet that arrives first at the receiver. 
Peer handoff
During a long streaming session, the environment can change drastically. For example, serving-peer may fail, the mobility between sender and receiver may cause link breakage, or one path may become heavily congested (Hefeeda et al., 2003) . To maintain a good streaming quality at the receiver, the receiver needs to adapt the streaming to this change. This is done at the receiver by keeping track of the average received rate from each serving-peer in each interval. If the received rate is less than a threshold value R th , the receiver will perform peer handoff. The peer handoff is also called peer switching in the literature. The handoff procedure in our proposed architecture is as follows. Firstly, the receiver queries the AP about extra serving-peers in the local cell. As mentioned in Section 3, the AP maintains the video table and the MS table, which can be used to determine how many extra serving-peers are currently available in the local cell and what are the offered rates of these serving-peers. Upon receipt of the request for peer handoff from the receiver, the AP will immediately send the IDs and the offered rates of the extra serving-peers to the receiver. Secondly, the receiver selects the replacement serving-peer(s) from the candidate peers. The receiver selects the replacement set Y based on the rate constraint:
where the download bandwidth of the receiver is R in , the remaining serving-peers have an expected aggregate bandwidth of R Sp , the ith extra serving-peer in the replacement set Y has an offered rate of R Ei , ρ is a constant less than 1. If more than one replacement set satisfies the rate constraint, the receiver will choose the replacement set with the minimum number of the serving-peers in it, to reduce the connection overhead. Finally, the receiver establishes connections with the replacement serving-peer(s) and at the next request time, the receiver will send the packet request to the new serving-peer(s). During the streaming session, multiple serving peers may share a bottleneck path due to the peer mobility. In this case, the routing protocol is able to detect the congestion and select another path.
AP handoff
As a consequence of MS mobility, at any time any MS may go beyond the coverage range of the AP. In this case the MS won't be able to receive the base-layer packets from the server via WLAN. In this situation, the frame without correctly received base-layer won't be able to decode even though the enhancement layers are received. Thus, a handoff mechanism is required to enable the MS to freely roam among different cells. Ad hoc assisted handoff is the scheme proposed in He et al. (2004) for real-time voice applications and is expanded in our work to extend the AP serving range for dedicated P2P video streaming.
The procedure of AP handoff can be divided into three stages based on the position of the receiver: 1 the receiver is moving within the home cell 2 the receiver is moving outside the coverage of any AP and 3 the receiver is moving inside a foreign cell.
The three stages are shown in Figure 6 . At stage 1, the receiver measures the signal strength of the message from the AP periodically. If the signal strength is less than a threshold value, and the signal strength is decreasing, the receiver needs to perform an AP handoff. The receiver sends a HANDOFF message to the AP. Upon receipt of the HANDOFF message, the AP will search the route from the AP to the receiver through ad hoc routing query. After the route between the AP and the receiver is established, the receiver will request the base-layer packets through the ad hoc route at the next request time; therefore, the AP can extend its serving range by switching from WLAN mode to ad hoc mode. At stage 2, the receiver receives the base-layer packets from the AP and the enhancement-layers from the serving-peers both via ad hoc mode. At stage 3, once the receiver moves into the range of a foreign cell, the foreign AP receives the ALIVE message sent from the receiver and responds to the receiver with a positive ACK message. The receiver detects the signal strength from the foreign AP. If the signal strength from the foreign AP is larger than a threshold value and the signal strength is increasing, that means that the receiver is entering a new cell. At this time, the receiver sends a SWITCH message to the foreign AP. The foreign AP then forwards the SWITCH message to the home AP and the server. At the next request time, the receiver will request the base-layer packets from the server through the foreign AP via WLAN mode. Also, once the receiver enters the foreign cell, it will also replace the serving-peers with the available serving-peers in the foreign cell. Upon receipt of the SWITCH message from the receiver, the foreign AP will immediately transport the IDs and the offered rates of the available serving-peers in the foreign cell to the receiver. The receiver then selects the serving set from the candidate peers to provide enhancement layers to the receiver. The selection algorithm is the same as the serving-peer selection performed at the beginning of the streaming session, as described in Section 3. After the receiver sets up the parallel connections to the new serving-peers in the foreign cell, it will redirect the delivery of the enhancement layers.
In summary, the purpose of peer handoff is to maintain a high aggregate throughput from the serving-peers to the receiver, while the purpose of AP handoff is to maintain continuous video streaming while travelling between multiple cells.
Evaluation
Performance evaluation for video streaming in the local cell
We evaluate the performance of the centralised peer-to-peer video streaming over a hybrid wireless network using Network Simulator (NS-2). We put 1 AP and 15 mobile stations in a square region of 600 m × 600 m. The AP is placed at the centre of the region, and each MS is randomly placed in the region initially. The mobility of the MS follows the random waypoint model. We use the IEEE 802.11 protocol in the Media Access Control (MAC) working in Distributed Coordination Function (DCF) (IEEE Standards, 1997). The two-ray reflection model is used to simulate radio propagation. Destination Sequenced Distance Vector (DSDV) (Perkins and Bhagwat, 1994) protocol is used as the ad hoc routing protocol. Each node has a transmission range of 250 m, and a data rate of 2 Mbps. UDP packets are used to deliver the video streams and all the packet sizes are set to 512 bytes. The background traffic starts at a random time prior to the video streaming.
We use PFGS (Wu et al., 2001) codec to encode the video sequences into one base layer and three enhancement layers. The length of the GOP is 15 frames with one I frame and 14 P frames. The video sequences have 300 frames with a frame rate of 30 frames per second.
In the first experiment, we evaluate the video quality under different Constant-Bit-Rate (CBR) background traffics. The video traffic is composed of one base layer and three enhancement layers and the video is transported at a rate of 1.48 Mbps via AP from a wire node. The background traffic consists of several CBR flows, each of which has a bit-rate of 0.2 Mbps. Figure 7 (a) shows the average Peak Signal-to-Noise Ratio (PSNR) of a reconstructed Foreman sequence in Common Intermediate Format (CIF) for different CBR background loads. When the background traffic is less than 0.4 Mbps, the average PSNR is maintained at a high level. However, when the background load becomes greater than 0.8 Mbps, the aggregate traffic overruns the channel capacity, which leads to dramatic quality degradation. Figure 7 (b) further examines the PSNR of each frame under a background load of 0.2 Mbps and 1.0 Mbps, respectively. Most of the frames maintain a PSNR of above 30 dB with a background load of 0.2 Mbps, conversely more than 80% of the frames cannot be reconstructed (e.g. PSNR is less than 6 dB) when the background load increases to 1.0 Mbps. 
In the second experiment, we compare the streaming quality under TCP and CBR background traffics amongst four different delivery scenarios:
3 Hybrid + two serving-peers (CBR), in which the base layer is transported via WLAN mode and the enhancement layers are delivered via ad hoc mode by two serving-peers in the local cell, no adaptive mechanism is applied in this scenario and 4 Hybrid + two serving-peers (adaptive), which is our proposed scheme.
In this scheme, the adaptive mechanism is used to coordinate the sending of enhancement layers from two serving-peers in the local cell. The background traffic consists of one external TCP flow, one internal TCP flow and three 0.2 Mbps-CBR flows. Figure 8 shows the Foreman PSNR comparison of the four scenarios. WLAN has the worst quality among the four schemes due to large losses of the base layer. The other three schemes running on a hybrid wireless network have lossless delivery of the base layer, which guarantees an acceptable perceived quality. Streaming enhancement-layers from two serving-peers achieves a better performance than that of a single serving-peer, due to higher upload throughput to the receiver, and greater congestion avoidance as compared to a single path. In the CBR streaming over one path, the serving-peer sends the three enhancement-layer packets ordered by their expected playback deadline. In the CBR streaming over two paths scheme, all the enhancement packets are ordered into a sequence based on their expected playback deadline. One serving-peer sends the odd packets, and the other sends the even packets. The drawback of the CBR schemes is that they cannot adapt their sending rate and packet requests to network fluctuations. Our proposed adaptive scheme predicts the channel condition based on past network statistics, adapts the sending rate and packet request to the underlying network condition, thus outperforming the other schemes. The superiority of the proposed scheme can be further demonstrated in Table 1 , which summarises the average PSNR comparison among three video sequences (Foreman, News and Akiyo). We denote the arrival time of a frame by the received time of the last packet of this frame.
Ideally, all the frames should arrive at the receiver within one-frame's difference. However, the packet arrival may differ from the sending order due to the different path delays of each sender. Figure 9 shows the distributions of the frame-number differences of two consecutive frames in Foreman CIF sequence. In the case of only a single serving-peer, almost all of the frames arrive with the frame-number difference in the range of 0-5. We can see that delivery over two paths introduces more variation of frame arrival. Our proposed adaptive scheme can effectively synchronise the packet arrivals from different senders, thus reducing the variation of frame arrival. Figure 9 shows that the frame-number difference of two consecutive frames in our proposed scheme is mostly concentrated in the range from −10 to 10 frames, while the scheme of CBR with two paths disperses the frame arrivals over the range from −50 to 50 frames. 
Performance evaluation for peer handoff
In this experiment, two serving-peers provide the enhancement packets to the receiver, one of which has a simulated failure at a prespecified time during streaming. We compare three schemes for peer handoff: Figure 10 and Table 2 compare the PSNR among the three handoff schemes. In the adaptive scheme with peer handoff shown in Figure 10 (a), one serving-peer fails at the time of frame 139 and there is a quality drop in the interval from 139 to 150 frame because the requested packets from the failed serving-peer are lost. After the peer handoff, the adaptive scheme with peer handoff has an overall higher PSNR than the adaptive scheme without handoff because two serving-peers provide a larger throughput than a single serving-peer. From Table 2 , we notice that the difference of average PSNR between the adaptive scheme with handoff and that without handoff is quite small (about 0.253 dB). The reasons are 1 both schemes have the same PSNR per frame before the failure of one serving-peer 2 after the peer-failure, the receiver increases the throughput of the remaining serving-peer since there is less channel contention.
In the CBR scheme with peer handoff, all the enhancement layers are lost during the peer handoff interval from 188 to 202 frame. The adaptive scheme with handoff has overall better quality than the CBR scheme with handoff during the whole streaming, because the adaptive scheme successfully coordinates packet delivery from multiple sources and adapts the video quality to channel fluctuations.
Performance evaluation for AP handoff
The simulation setup to evaluate AP handoff is different from the setup to evaluate the streaming in a local cell. Thirty mobile stations are randomly placed in a square region of 600 m × 1050 m. The home AP is located at (300, 300) and the foreign AP is located at (750, 300). The receiver moves from the home AP to the foreign AP by passing a region beyond the transmission range of both APs. The receiver receives the video stream while it is moving. 
We compare the performance of the three schemes:
3 the handoff scheme without ad hoc assistance, where the home AP does not extend its serving range by switching from WLAN mode to ad hoc mode when the receiver goes outside of the coverage range of any AP, though the serving-peers and the AP are switched to those in the foreign cell when the receiver enters a foreign cell.
From Figure 11 and Table 3 , we can see the difference amongst the different handoff schemes. In the handoff scheme without serving-peer handoff, the receiver moves far away from the serving-peers in the home cell, which leads to a lower quality after frame 249. However, in our proposed scheme and the handoff scheme without ad hoc assistance, the serving-peers are replaced by new serving-peers when the receiver moves into the foreign cell. The new serving-peers can provide a higher throughput to the receiver as compared to the serving-peers in the home cell. We can also see that the base layers will totally be lost during the interval when the receiver moves between the home cell and the foreign cell if the home AP does not extend its serving range by switching from WLAN mode to ad hoc mode, as shown in Figure 11 (c). 
Conclusions
In this paper, we studied video streaming over wireless networks. We propose a centralised P2P streaming over hybrid wireless networks to mitigate the congestion at the AP in WLAN mode. In our proposed architecture, multiple serving-peers are required to deliver the enhancement-layer packets to the receiver, if they are available. An adaptive receiver-driven mechanism is used to coordinate the streaming from multiple senders. At each request time, the receiver requests the base-layer packets from the server, and the server transports the requested base-layer packets to the receiver via WLAN mode at the sending rate specified by the receiver. Meanwhile, the receiver partitions the enhancement traffic and assigns it to multiple serving-peers, which then send the requested packets back to the receiver at the specified rate. We also propose a peer handoff scheme and an AP handoff scheme for video streaming over hybrid wireless networks. The simulation results show that:
1 centralised P2P video streaming over hybrid wireless networks can achieve a much better quality compared to traditional WLAN deployment with heavy background traffic 2 the adaptive receiver-driven mechanism can synchronise packet delivery from multiple senders, and adapt the streaming to network fluctuations, thus increasing streaming quality 3 the peer handoff scheme enables the receiver to maintain a high aggregate throughput from multiple serving-peers and 4 the AP handoff scheme enables the receiver to roam freely through different cells, while maintaining continuous video streaming.
