Abstract
Introduction
In today's modern society, large-scale information is generated by Big Data. Due to the large and unforeseen amount of data necessary for sharing and storing information, the efficient classification of generated data is not easy. Some files featuring large-scale data generated in a short period of time include data characters, figures, images, and videos. Thus, a variety of data types must be classified based on character features, value features, extraction features, and inter-image features. The process required to extract these various data tends to be complex and time consuming. In this paper, we mainly focus on the classification and use of the character data types that are most representative of the majority of email documents.
The data found in email documents make use of datasets consisting of ham and spam email, both of which come from the Enron Email Dataset [1] . These datasets consist of characters that is, techniques for classifying a document comprising text [2] [3] [4] consisting of two types. The first process involves extracting characteristic points from a text document. This process involves finding a key that can be analyzed in order to distinguish between the characteristics of the document prior to and following document classification. The second process required for the classification of documents is to apply the article sorter via the extracted feature points. Completion of this process requires the use of the typical classifier made by the Naïve Bayes Company. In the present paper, we propose the use of two steps to effectively classify a document as an email.
In order to extract the characteristic point of an email document, the full text of the document must be analyzed and word sorting must be conducted during pre-processing. During pre-processing, the number of occurrences of the target word must be counted and a set of associated words must be generated. This makes it possible to examine the relevance of the word at the same time. Once the feature points of the document have been extracted, any frequently-occurring words associated with the frequency of the words is given a weight value. This is done to classify the document and propose a scheme for increasing the probability classification of the document. Therefore the proposed technique is evaluated against the probability of the classification by calculating only the frequency of the existing words extensibly.
Related Works

A Term Frequency-Inverse Document Frequency (TF-IDF) [5-7]
Term Frequency-Inverse Document Frequency (TD-IDF) is one of the most common methods used to extract the feature points of words in a text document. This method is used when a document set consists of several documents; the words existing in all the documents are used as statistical values to indicate the importance within a particular document. Term frequency (TF) is a value that represents the frequency at which a word occurs in the document. The TF value increases the more often the word appears in the document. Inverse document frequency (IDF) is the inversed version of document frequency (DF), which is a value indicating the number of documents containing a specific word. The DF value is therefore greater throughout the entire document and appears frequently in the entire document. IDF is the reciprocal of DF; the higher the IDF value is, the higher the document discrimination will also be. The TF-IDF weight of the keyword expression is obtained with the following equation (1).
Weight value of the particular word -tf : Specific word frequency in the current document -idf : Reverse frequency of document containing certain words
Naïve Bayes Classifier [8-9]
The naïve Bayes classifier is a probabilistic classifier model. It is applied between each character in the independent assumed Bayes theorem. In the Bayes theorem, when x, y parameters exist, category 1 p 1 (x,y) and category 2 p 2 (x,y) exist within those parameters. If (x,y) , this value belongs to the first category, and if p 1 (x,y) < p 2 (x,y), this value belongs to the second category. The Bayes theorem can be used to separately calculate the probability of each category, and thus can be used to classify the larger probability.
The naïve Bayes classifier establishes the learning features of the document, then learns how to use these features to classify newly inputted document data into the correct category. This classifier is one of the most widely used algorithms for document classification because it is simple and effective. The naïve Bayes classifier defines different classes of categories according to (1) the features of the document category and (2) the calculated probability of a feature belonging to a category.
C represents the class in which the category belongs and F represents a particular word. P(C|F) represents the probability of a certain word F being included in a certain class C. According to the naïve Bayes classifier, the results P(C|F) value cannot be calculated directly. The formula is therefore modified to P(F)· P(F|C)/P(C) to calculate the value. In P(F), the value for all category classes is the same as the probability that a particular word appears in the entire document. P(C) is the ratio of the total number of documents belonging to class C. This ratio is calculated by dividing the number of words belonging to class C by the number of words in the entire document. P(F) is the probability that a particular word F will appear in class C. This is calculated by dividing a certain number of words by the number of words in the entire document.
Apriori [10-12]
Apriori is an algorithm which analyzes the relation between groups of specific items by using the association rule. The procedure of Apriori consists of two steps. The first step is to find the frequent item set. Frequent item set is a collection of the items with the transaction approval rating than the minimum support (min-support). The second step is to generate the association rule. This step derives the association rules based on frequent item set. Approval rating (support) and reliability (confidence) for generating the association rules are explained in the equation (3) Apriori operates as described in Figure 1 . At first, in the TDB database items, in order to produce the table C 1 , we obtain a unique set of times by removing duplicity among the items. In 
Improving Feature Extraction [13]
In this paper, we used ham and spam email documents provided by the Enron Email Dataset [1] as datasets for the feature extraction. Before the feature points of the ham and spam email documents are extracted, the documents are pre-processed using morphological analysis. The morphological analysis is organized in Table 1 . In this paper, words are taken from a generated ham and spam email document stored in the database; the frequency at which each word occurs is counted. For example, in the ham email document, the frequency of the word in the document is counted whether it occurs 1 time or 1000 times. The frequency is then stored in the database. An operation is then performed to find the weight associated with a specific set of words. One way to find the specified set of words can be found in Table 1 . This method involves assuming that the word selected from each document has a frequency of more than 50% and thus occurs frequently enough to create a related word set based on related words. An example of this method can be found in Table 1 . In this example, according to the ham email, the words "go-game" and "Lee Se-do" appear 1-4 times, making the probability of their appearance in the document 75%. An association between these two words is then created. The associative set of words is then tied the original word. The two words appear in the document at a frequency of at least 50%. These words are grouped to the n-word as a set to generate an associative set of words. The generated word's frequency and associated words set the extracted feature points. These can then be configured, as shown in Table 2 .
Table 2. Example of Word Frequency and Word Association Weighting of the Row Email in this Study
Document name. 
Gogame
AlphaGo
System Model [13]
The system model of this paper is divided into two steps: learning the document and classifying the document's input. The first step, learning the document, involves sorting the ham and spam email document into the existing categories. Doing this generates the learning result of the document. This is done through the extracted feature points. The feature points are extracted by applying the previous techniques for extracting feature points in each document. This process is repeated to produce a learning document category for the ham and spam email documents. This category is used to classify the newly inputted document. The system model used to generate the learning document is shown in Figure 2 .
Figure 2. Document Learning Step of the System Model
While classifying the newly inputted document, the test email makes use of the learning document by using the ham email document and spam email document, both of which have already been learned by the system. The document input is classified, as the system utilizes the existing document learning of the ham and spam email documents. These documents are then compared and classified using the naïve Bayes classifier. The system model is used to classify the document, as shown in Figure 3 . 
Morphological Analysis and Feature Extraction
Prior to extraction of the feature points, the document is subjected to morphological analysis. The ham and spam email document classification occurs during pre-processing. The morphological process is performed using Python. This process divides the mail into morphological units and extracts feature points from the documents.
Document Classification
Document classification occurs one step before the morphological analysis that occurs during the pre-treatment process. This classification results in feature extraction. The naïve Bayes classifier is used for document classification. The classifier uses the Python programming language as well as Codebox [14] . This process was previously conducted for the purpose of classifying a document according to word frequency. However, in the present paper, the purpose of extracting the features of the relationships between the different words is to find a set of words associated with the frequency of a word. The performance of the classifier improves the calculation formula, as illustrated in equation 3. Out of 100 ham and 100 spam test mails, TF-based scheme succeeds to classify 183 mails correctly and fails to classify 17 mails. The reliability of TF-based scheme is 91.5 %. Whereas, our proposed scheme, Apriori-based scheme succeeds to classify 192 mails correctly and fails to classify 7 mails. The reliability of Apriori-based scheme is 96 %. Apriori-based scheme outperforms TF-based scheme by up to 5 %.
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Experiments and Considerations
Conclusion
In this paper, feature extraction techniques and document classification techniques were proposed to increase the accuracy of the classification of ham and spam email documents using the naïve Bayes classifier. In previous studies, the simple method of classifying words as they appeared in the document was used to classify documents. In this paper, we proposed a more advanced technique in which feature points are first added to the related word set and given weights when a document is presented for classification. In the future, we will implement a direct system model that will differ from the existing document classifier. We will propose an improved method for identifying feature points during the extraction step. In addition to implementing a classifier to classify various documents using a support vector machine (SVM) [15] , we will propose a document classifier to satisfy three goals in future research.
