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Abstract
Given λ ∈ (0, 1), let Eλ be the self-similar set generated by the iterated function system
{x/3, (x + λ)/3, (x + 2)/3}. Then Eλ is a self-similar set with overlaps. We obtain the
sufficient and necessary condition for Eλ to be totally self-similar, which is a concept first
introduced by Broomhead, Montaldi, and Sidorov in 2004. When Eλ is totally self-similar,
all its generating IFSs are investigated, and the size of the set of points having finite triadic
codings is determined. Besides, we give some properties of the spectrum of Eλ and show
that the spectrum of Eλ vanishes if and only if λ is irrational.
Keywords: Self-similar sets with overlaps, totally self-similar, lower spectrum, generating
iterated function systems, finite codings
1. Introduction
This paper studies the properties of a kind of overlapping self-similar set. Given λ ∈
(0, 1), the λ-Cantor set Eλ is the self-similar set generated by the iterated function system
fd(x) :=
x+ d
3
, d ∈ Ωλ := {0, λ, 2} . (1.1)
Then Eλ is the unique non-empty compact set in R satisfying Eλ =
⋃
d∈Ωλ
fd(Eλ) (cf. [18]).
Since λ ∈ (0, 1), one can see that f0(I) ∩ fλ(I) 6= ∅, where I := [0, 1] is the convex hull of
Eλ. So Eλ is a self-similar set with overlaps.
The interest in Eλ stems from a conjecture of H. Furstenberg. In the 1970s, he conjec-
tured that dimH Eλ = 1 for all irrational λ (see e.g. [26], Question 2.5); this was partially
answered by Kenyon [19] and was finally proved by B. Solomyak and P. Shmerkin (their
proof was included in the work of Hochman [17]).
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The majority of the work done concerns the Hausdorff dimension and measure of Eλ
(see [19, 27, 30]). However, in this paper we are interested in the following problems: what
can we say about its spectrum and all its generating iterated function systems? To make
these questions clear, we review some standard terminology.
It follows from (1.1) that for any x ∈ Eλ there exists an infinite sequence (di) over the
set Ωλ such that
x = lim
n→∞
fd1...dn(0) =
∞∑
i=1
di
3i
=: ((di))3
where fd1...dn := fd1 ◦· · ·◦fdn denotes the composition of fd1 , . . . , fdn. The infinite sequence
(di) is called a coding of x with respect to the digit set Ωλ. Since λ ∈ (0, 1), a point in Eλ
may have multiple codings.
Denote by Ω∗λ the set of all finite words over the set Ωλ: Ω
∗
λ :=
⋃∞
n=0Ω
n
λ, where for n = 0
we set Ω0λ := {ǫ} with ǫ being the empty word, and write fǫ the identity map. Denote by
ΩNλ the set of all infinite words over the set Ωλ.
In 2004 Broomhead, Montaldi and Sidorov [3] introduced the following finer family of
self-similar sets with overlaps.
Definition 1.1. Eλ is totally self-similar if
fi(Eλ) = fi(I) ∩ Eλ for any i ∈ Ω
∗
λ.
Our first result describes when Eλ is totally self-similar.
Theorem 1. Let λ ∈ (0, 1). Then Eλ is totally self-similar if and only if λ = 1− 3
−m for
some positive integer m.
The question of spectrum was motivated by the study of non-integer base expansions
and was first initiated by Erdo˝s, Joo´ and Komornik in the late 90s (see [11]): Let q > 1
and m ∈ N, define
Xm(q) :=
{
n∑
i=0
ǫiq
i : ǫi ∈ {0, 1, · · · , m}; n = 0, 1, · · ·
}
.
We may arrange the elements of Xm(q) into an increasing sequence as Xm(q) is discrete:
0 = x0(q,m) < x1(q,m) < x2(q,m) < · · · .
Denote the spectrum
lm(q) := lim inf
n→∞
(xn+1(q,m)− xn(q,m)). (1.2)
They asked for which pairs (q,m) the equation lm(q) = 0 holds. A full answer was
given by Akiyama-Komornik [1] and Feng [15], which completes former partial results of
Erdo¨s-Komornik [12] and Zaimi [33]. More references can be found in [11, 21, 29].
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Since the set
{∑n−1
i=0 ci · 3
i, ci ∈ {0, λ, 2− λ} ; n = 1, 2, · · ·
}
is not necessarily discrete,
so we may not arrange its elements into an increasing order as above. Therefore, we
cannot define the spectrum as in (1.2). However, there do exist an equivalent form of (1.2)
as follows (see [1]).
lm(q) = inf
{∣∣∣∣∣
n∑
i=0
ǫiq
i
∣∣∣∣∣ 6= 0 : ǫi ∈ {0, 1, · · · , m} − {0, 1, · · · , m} ; n = 0, 1, 2, · · ·
}
= inf
{∣∣∣∣∣
n∑
i=0
ǫiq
i
∣∣∣∣∣ 6= 0 : ǫi ∈ {0,±1, · · · ,±m}; n = 0, 1, 2, · · ·
}
.
We adopt a similar definition of spectrum here.
Definition 1.2. For λ ∈ (0, 1), the spectrum of Eλ is defined by
lλ := inf
{∣∣∣∣∣
n−1∑
i=0
di · 3
i
∣∣∣∣∣ 6= 0 : di ∈ {0,±λ,±(2− λ),±2} ; n = 1, 2, · · ·
}
.
It is worth mentioning that it is meaningless to change inf into sup in the definition
of lλ. This is because if we let each di take the value 2, then
∑n−1
i=0 di · 3
i = 3n− 1 tends to
infinity as n increases.
In the following we characterize all λ such that lλ vanishes and give some properties of
lλ.
Theorem 2.
(i) lλ = 0 if and only if λ is irrational.
(ii) lλ =
2
3
if and only if Eλ is totally self-similar. Furthermore, if Eλ is not totally
self-similar, then 0 ≤ lλ ≤ min
{
λ, 1
2
}
.
(iii) If λ is rational, then lλ is computable. In particular, if λ =
m·3n
q
is in lowest terms
with m = 1, 2 and n being a non-negative integer, then lλ =
m
q
.
By Theorems 1 and 2 (ii) it follows that for any λ ∈ (0, 1) we have 0 ≤ lλ ≤ min
{
λ, 2
3
}
.
Furthermore, 2
3
is an isolated point of the spectrum set Λ := {lλ : λ ∈ (0, 1)} .
Another line of research is about investigating all the generating iterated function sys-
tems for a self-similar set, which is of great interest in fractal image compression (cf. [2]).
An iterated function system (IFS) is a family of contractions {φi(x) = ρiRix+ bi}
N
i=1
(N ≥ 2 is an integer) in Rd, where ρi ∈ (0, 1) is the contraction ratio, Ri is an orthogonal
matrix and bi is a translation. When all ρ1R1, · · · , ρNRN are equal, we say that the IFS
{φi}
N
i=1 is homogeneous.
It is well known that a given IFS determines a unique non-empty compact F ⊆ Rd,
which is called a self-similar set, such that F =
⋃N
i=1 ρiRiF + bi. Is the converse true? In
other words, for a given self-similar set, can we reveal the form of all its generating IFSs?
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The above question was first addressed by D.J. Feng and Y. Wang in [16] and later
studied by Q.R. Deng, K.S. Lau [7, 8] and Y. Yao [31]. In their work, some separation
property (open set condition or strong separation condition) is required a priori. By strong
separation condition we mean φi(F ) ∩ φj(F ) = ∅ for any two different i, j ∈ {1, · · · , N} in
the IFS {φi(x)}
N
i=1. As for the open set condition, one can refer to [24] for its definition.
If we drop the separation condition assumption, the analysis of all generating IFSs
for a specific self-similar set gets more involved (see e.g., [32]). We shall focus here on a
non-trivial example: all generating IFSs for Eλ when it is totally self-similar.
Theorem 3. Let λ ∈ (0, 1) such that Eλ is totally self-similar. If g is an affine map and
g(Eλ) ⊆ Eλ, then g = fi for some i ∈ Ω
∗
λ.
There has been considerable interest in points having multiple β-expansions since it
was first considered by Erdo˝s et al. [9, 10] (see also, Sidorov [28]). For a systematic survey
on non-integer base expansions we refer to Komornik [20].
Given q > 1, Dajani, Kan, Kong and Li in [5] considered expansions in base q with
digits set {0, 1, q}. They described the size of sets of points having finite q-expansions. Our
question is similar to theirs but in a different setting. To be specific, we will determine
the size of Eλ when it is totally self-similar, and the size of the set of points having finite
triadic codings with respect to the alphabet Ωλ = {0, λ, 2} as well.
For k ∈ N ∪
{
ℵ0, 2
ℵ0
}
let
U (k)λ := {x ∈ Eλ : x has precisely k different triadic codings} .
Then for each x ∈ U (k)λ there exist precisely k different sequences (di) ∈ Ω
N
λ such that
x = ((di))3. In particular, for k = 1 the set U
(1)
λ contains all points with a unique triadic
coding.
Theorem 4. Let Eλ be totally self-similar with λ = 1− 3
−m for some m ∈ N. Then
dimH Eλ = dimH U
(2ℵ0 )
λ = s,
where s ∈ (0, 1) satisfies 31+ms = 3(m+1)s + 1.
(i) For any k ∈ N we have
dimH U
(k)
λ = t,
where t ∈ (0, s) satisfies 31+mt = 3(m+1)t + 2.
(ii) U (ℵ0)λ is countably infinite.
The rest of the paper is arranged as follows. In the next section we give equivalent
conditions of totally self-similarity, and prove Theorem 1. In Section 3 we investigate the
spectrum of Eλ and prove Theorem 2. In Section 4 we discuss the generating IFSs of Eλ
and establish Theorem 3. In Section 5 we consider the set of points in Eλ having finite or
countable different codings and complete the proof of Theorem 4. Then we end this last
section with some open questions.
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2. When Eλ is totally self-similar
Let λ ∈ (0, 1). Recall that I = [0, 1] is the convex hull of Eλ. Set I0 = I, and for n ≥ 1,
let
In :=
⋃
i∈Ωn
λ
fi(I).
Then the sequence of sets (In) decreases to Eλ, i.e.,
I0 ⊇ I1 ⊇ I2 ⊇ · · · , and
∞⋂
n=0
In = Eλ.
The set In is called the n-level basic set, and each subset fi(I) with i ∈ Ω
n
λ is called an
n-level basic interval.
By a hole of Eλ we mean a connected component in I\Eλ. Let H := I \ I1 = (
1+λ
3
, 2
3
).
Then H is obviously a hole of Eλ (see Figure 1 below). Set H0 := H , and for n ≥ 1, let
Hn =
⋃
i∈Ωn
λ
fi(H).
In general, fi(H) is not necessarily a hole of Eλ. For example, we can easily prove
that for λ = 1/3 the set f1/3(H) is not a hole of E1/3. This is because 5/9 ∈ H and
f1/3 (5/9) = f022(0) ∈ E1/3. However, when Eλ is totally self-similar we show that each
fi(H) is indeed a hole of Eλ.
Proposition 2.1. The following statements are equivalent.
(i) The set Eλ is totally self-similar.
(ii) For any two finite words i, j, we have
fi(Eλ) ∩ fj(Eλ) = fi(I) ∩ fj(Eλ) = fi(Eλ) ∩ fj(I) = fi(I) ∩ fj(I) ∩ Eλ.
(iii) Hn ∩ Eλ = ∅ for any n ≥ 0.
(iv) For any two finite words i, j of the same length, we have either fi = fj or fi(I) ∩
fj(H) = ∅.
(v) Hn ∩ In+1 = ∅ for any n ≥ 0.
Proof. (i) ⇒ (ii) follows directly from Definition 1.1.
(ii) ⇒ (iii). Clearly, (iii) holds for n = 0. Now for n ≥ 1 let i ∈ Ωnλ and d ∈ Ωλ. Then
by (ii) it follows that fi(Eλ) ∩ fd(Eλ) = fi(I) ∩ fd(Eλ). This implies
fi(I \ Eλ) ∩ fd(Eλ) = ∅.
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Since H = I \ I1 ⊂ I \ Eλ, we obtain fi(H) ∩ fd(Eλ) = ∅ for all i ∈ Ω
n
λ and all d ∈ Ωλ.
Hence, (iii) follows from that
Hn =
⋃
i∈Ωn
λ
fi(H) and Eλ =
⋃
d∈Ωλ
fd(Eλ).
(iii)⇒ (iv). Let i, j ∈ Ωnλ with n ≥ 1. Suppose fi 6= fj. We will show that fi(I)∩fj(H) =
∅. By (iii) it follows that fi(Eλ) ∩ fj(H) = ∅. So, it suffices to prove
fi(I \Eλ) ∩ fj(H) = ∅. (2.1)
In view of (iii), for each k ∈ Ω∗λ\ {ǫ}, note that the endpoints of fik(H) and fj(H) belong
to Eλ, the open intervals fik(H) and fj(H) are indeed different holes of Eλ as they are of
different length. This, together with fi(H) ∩ fj(H) = ∅, implies that
fik(H) ∩ fj(H) = ∅ for all k ∈ Ω
∗
λ.
Hence, (2.1) follows from (iii) and fi(I \ Eλ) =
⋃
k∈Ω∗
λ
fik(H).
(iv) ⇒ (v). Let n ≥ 0. Observe that Hn =
⋃
i∈Ωn
λ
fi(H) and In+1 =
⋃
j∈Ωn
λ
fj(I1). So it
suffices to prove that
fi(H) ∩ fj(I1) = ∅ for any i, j ∈ Ω
n
λ. (2.2)
If fi = fj, then (2.2) follows from H ∩ I1 = ∅ trivially. If fi 6= fj, then (2.2) follows from
(iv) that fi(H) ∩ fj(I) = ∅ and I1 ⊂ I.
(v) ⇒ (i). First we claim that for any i ∈ Ωnλ with n ≥ 0,
fi(Hm) = fi(I) ∩Hn+m for all m ≥ 0. (2.3)
We will prove this by induction on m. For m = 0, note that for i ∈ Ωnλ we get fi(I1) ⊆ In+1
and fi(H) ⊆ Hn. Then by (v) it follows that
fi(I) ∩Hn = (fi(H) ∩Hn) ∪ (fi(I1) ∩Hn) = fi(H).
Now take k ≥ 0, and assume that (2.3) holds for all m ≤ k and i ∈ Ωnλ with n ≥ 0.
Then by the induction hypothesis it follows that
fi(Hk+1) = fi(
⋃
d∈Ωλ
fd(Hk)) =
⋃
d∈Ωλ
fid(Hk)
=
⋃
d∈Ωλ
fid(I) ∩Hn+k+1 = fi(
⋃
d∈Ωλ
fd(I)) ∩Hn+k+1
= fi(I \H) ∩Hn+k+1.
(2.4)
Since Eλ ⊂ In+1, by (v) we get Hn ∩ Eλ = ∅ for all n ≥ 0. So, fi(H) is a hole of Eλ. By
the same argument as in the proof of (iii) ⇒ (iv) it gives that fi(H) ∩ Hn+k+1 = ∅. By
(2.4) this proves (2.3) for m = k + 1. Hence, (2.3) follows by induction.
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In order to show that Eλ is totally self-similar we need to prove that for any i ∈ Ω
n
λ
with n ≥ 0,
fi(Im) = fi(I) ∩ In+m for all m ≥ 0. (2.5)
This will be done by induction on m. Clearly, (2.5) holds for m = 0. Take k ≥ 0, and we
assume (2.5) holds for all m ≤ k and all i ∈ Ωnλ with n ≥ 0. Note that
Ik \Hk =
⋃
j∈Ωk
λ
fj(I) \
⋃
j∈Ωk
λ
fj(H) =
⋃
j∈Ωk
λ
fj(I \H) = Ik+1,
where the second equality follows by using that fi(H) ∩ fj(H) = ∅ for any two words
i, j ∈ Ωkλ. Similarly, In+k \Hn+k = In+k+1. Then by the induction hypothesis and (2.3) it
follows that
fi(Ik+1) = fi(Ik \Hk) = fi(Ik) \ fi(Hk)
s = (fi(I) ∩ In+k) \ (fi(I) ∩Hn+k)
= fi(I) ∩ (In+k \Hn+k) = fi(I) ∩ In+k+1.
This proves (2.5) for m = k + 1, and hence (2.5) follows by induction.
Note that Im decreases to Eλ as m→∞ and fi is continuous. Letting m→∞ in (2.5)
yields that fi(Eλ) = fi(I) ∩ Eλ for all i ∈ Ω
∗
λ.
Remark 2.2.
• Proposition 2.1 holds when replacing Eλ by the attractor of a homogeneous IFS; the
proof is the same. Besides, the proof also implies the equivalences (i)⇔ (ii)⇔ (iii) in
a more general setting. To be more precise, let g1, . . . , gm be contractive similitudes
in Rd, and let F be the attractor of the IFS {gi}
m
i=1. Denote by Γ the convex hull of
F . Then F is totally self-similar if, and only if, for any two words i, j ∈ {1, 2, . . . , m}∗
we have
fi(F ) ∩ fj(F ) = fi(Γ) ∩ fj(F ) = fi(F ) ∩ fj(Γ) = fi(Γ) ∩ fj(Γ) ∩ F.
This is also equivalent to that fi(Γ \
⋃m
i=1 gi(Γ)) ∩ F = ∅ for any i ∈ {1, 2, . . . , m}
∗.
• If Eλ contains an interior point (which means that λ is rational and Eλ satisfies the
open set condition by [19] and [27]), then Eλ is not totally self-similar. This can be
inferred from the following observation.
Suppose Eλ contains an interior point x. Then there exists a word i ∈ Ω
∗
λ such that
x ∈ fi(I) ⊆ Eλ. This implies that fi(H) ∩ Eλ = fi(H) 6= ∅. Thus Eλ is not totally
self-similar according to Proposition 2.1 (iii).
• In general, the strong separation condition does not imply totally self-similar. A
counterexample would be the IFS {x/3, (x+ 4)/27, (x+ 2)/3}.
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Suppose the attractor of the above IFS is F , then the convex hull of F is [0, 1]. It is
easy to check that F is a subset of [0, 1/3]∪ [2/3, 1]. Then we have F/3, (F + 4)/27
and (F + 2)/3 are pairwise disjoint. Therefore the IFS {x/3, (x+ 4)/27, (x+ 2)/3}
satisfies the strong separation condition. However, combining Proposition 2.1 (ii)
and the fact that
[0, 1]
3
∩
[0, 1] + 4
27
∩ F ⊇
F + 4
27
and
F
3
∩
F + 4
27
= ∅
yields that F is not totally self-similar.
Proof of Theorem 1. First we prove the necessity. Denote by ρk := 1 − 3
−k for k ≥ 0.
Then the points ρ1, ρ2, . . . form a partition of the unit interval (0, 1). Note that ρ0 = 0
and ρk ր 1 as k → ∞. So it suffices to show that for any k ≥ 0 the set Eλ is not totally
self-similar for any λ ∈ (ρk, ρk+1).
Take k ≥ 0 and pick λ ∈ (ρk, ρk+1). In view of Proposition 2.1 (iv) it suffices to show
that
f02k 6= fλ0k and f02k(H) ∩ fλ0k(I) 6= ∅. (2.6)
Since λ > ρk, a simple calculation yields
f02k(0) =
ρk
3
6=
λ
3
= fλ0k(0).
This proves the first statement of (2.6). For the second statement we observe that
f02k(H) =
ρk
3
+
H
3k+1
=
(
ρk
3
+
1 + λ
3k+2
,
ρk+1
3
)
,
fλ0k(I) =
λ
3
+
I
3k+1
=
[
λ
3
,
λ
3
+
1
3k+1
]
.
Since λ ∈ (ρk, ρk+1), it follows that
ρk
3
+
1 + λ
3k+2
<
λ
3
+
1
3k+1
and
ρk+1
3
>
λ
3
.
This implies f02k(H) ∩ fλ0k(I) 6= ∅. So, (2.6) holds, and then the necessity follows.
Now we prove the sufficiency. Let λ = ρm = 1−3
−m. By Proposition 2.1 (iv) it suffices
to prove that for any n ∈ N and for any i, j ∈ Ωnλ with fi 6= fj we have
fi(H) ∩ fj(I) =
(
fi(0) +
1 + λ
3n+1
, fi(0) +
2
3n+1
)
∩
[
fj(0), fj(0) +
1
3n
]
= ∅. (2.7)
Clearly, (2.7) holds if fi(0) +
2
3n+1
≤ fj(0) or fi(0) +
1+λ
3n+1
≥ fj(0) +
1
3n
. Therefore, (2.7)
follows once we can prove
3n|fi(0)− fj(0)| ≥
2
3
for any i, j ∈ Ωnλ with fi 6= fj;n ∈ N. (2.8)
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Let n ∈ N and take i = i1 . . . in, j = j1 . . . jn ∈ Ωnλ such that fi(0) 6= fj(0). Note that
3n|fi(0)− fj(0)| =
∣∣∣∣∣
n∑
k=1
(ik − jk)3
n−k
∣∣∣∣∣ =:
∣∣∣∣∣
n−1∑
k=0
ck3
k
∣∣∣∣∣ , (2.9)
where for each 0 ≤ k < n,
ck := in−k − jn−k ∈ Ωλ − Ωλ = {0,±ρm,±(2− ρm),±2} .
We will prove (2.8) by adopting an idea from [21]. In view of (2.9) we assume on the con-
trary to (2.8) that there exists a sequence of integers c0, c1, · · · , cn−1 ∈ {0,±ρm,±(2− ρm),±2}
such that
0 <
∣∣∣∣∣
n−1∑
j=0
cj3
j
∣∣∣∣∣ < 23 . (2.10)
Choose the sequence (cj) such that the sequence
|cn−1|, · · · , |c0| is lexicographically minimal (2.11)
among all sequences satisfying (2.10). Without loss of generality we can assume that
cn−1 > 0.
If cn−1 = 2 or 2− ρm, then (2.8) follows from (2.9) and the following calculation:∣∣∣∣∣
n−1∑
j=0
cj3
j
∣∣∣∣∣ ≥ (2− ρm)3n−1 − 2
n−2∑
j=0
3j = 1 +
3n−1
3m
>
2
3
.
It remains to show the case cn−1 = ρm. Observe that if ci = ρm for some i ≥ m, then
at least one of its following m coefficients ci−1, · · · , ci−m should be positive. Otherwise, we
could change ci3
i+ci−13
i−1+· · ·+ci−m3
i−m to (ci−ρm)3
i+(ci−1+2)3
i−1+· · ·+(ci−m+2)3
i−m
by using ρm =
∑m
j=1 2 · 3
−j, contradicting (2.11).
Now, writing n = pm+ ℓ with p ≥ 0 and 0 ≤ ℓ < m, then we have
n−1∑
j=0
cj3
j ≥ (ρm · 3
n−1 − 2 · 3n−2 − · · · − 2 · 3n−m) + (ρm · 3
n−m−1 − 2 · 3n−m−2 − · · · − 2 · 3n−2m)
+ · · ·+ (ρm · 3
n−pm−1 − 2 · 3n−pm−2 − · · · − 2 · 30)
= 2 · 3n−m−1 + 2 · 3n−2m−1 + · · ·+ 2 · 3n−pm−1 + 2(3−1 + · · ·+ 3ℓ−m−1) ≥
2
3
,
contradicting (2.10). Therefore, this proves (2.8), and completes the proof.
3. The spectrum of Eλ
Recall from Definition 1.2 that the spectrum of Eλ is given by lλ := inf Aλ, where
Aλ :=
{∣∣∣∣∣
n−1∑
i=0
di · 3
i
∣∣∣∣∣ 6= 0, di ∈ {0,±λ,±(2− λ),±2} ; n = 1, 2, · · ·
}
.
9
Observe that {0,±λ,±(2− λ),±2} = Ωλ − Ωλ. Then we can rewrite Aλ as
Aλ = {3
n|fi(0)− fj(0)| : i, j ∈ Ω
n
λ with fi 6= fj; n = 1, 2, · · · } .
For any two different words i, j of the same length n, in view of (1.1), it is clear that
fi = fj if and only if fi(0) = fj(0). So, the scaled distance 3
n|fi(0) − fj(0)| describe the
closeness of the two maps fi and fj, which turns out to reflect the structure of Eλ.
We first consider some examples where the spectrum lλ can be explicitly determined.
We need the following result by Rao and Wen [27].
Lemma 3.1. ([27]) Let λ ∈ (0, 1) and let q be a positive integer. If d ∈ {1, 2, . . . , q}∩q ·Aλ,
then
gn2q(d) ∈ q · Aλ
for any n ≥ 1, where g2q : Z \ {0} → Z \ {0} is defined by
g2q(x) =


2q + x
3
, if 3|(2q + x),
2q − x
3
, if 3|(2q − x),
x
3
, if 3|x.
Lemma 3.2. Let λ = m·3
k
q
be in lowest terms with k being a non-negative integer, then
1
q
≤ lλ ≤
m
q
.
In particular, for m = 1, 2 we have lλ =
m
q
.
Proof. Suppose λ = m·3
k
q
= p
q
< 1 is a rational in lowest terms, we will first prove that
lλ ≤
m
q
.
The case k = 0 is obvious if we take n = 1 and d0 = λ in the definition of lλ. Then it
suffices to consider the case k ≥ 1. Note that p ∈ {1, 2, · · · , q} and p = q · λ ∈ qAλ. Then
by Lemma 3.1 it follows that
gk2q(p) =
p
3k
∈ qAλ.
So there exists x ∈ Aλ such that
x =
p
q · 3k
=
λ
3k
=
m
q
.
This implies lλ ≤ x =
m
q
.
On the other hand, note that for any positive integer n and any words i, j ∈ Ωn with
fi(0) 6= fj(0), we have
3n |fi(0)− fj(0)| =
∣∣∣∣∣
n−1∑
i=0
di · 3
i
∣∣∣∣∣ = 1q
∣∣∣∣∣
n−1∑
i=0
(qdi) · 3
i
∣∣∣∣∣ , (3.1)
10
with qdi ∈ q
{
0,±p
q
,±(2− p
q
),±2
}
= {0,±p,±2q,±(2q−p)}. It follows that
∣∣∑n−1
i=0 (qdi) · 3
i
∣∣
is a positive integer or a positive even integer, depending on whether m = 1 or 2. Thus
lλ = inf{3
n |fi(0)− fj(0)| : i, j ∈ Ω
n
λ with fi 6= fj; n = 1, 2, · · · } ≥
m
q
with m = 1 or 2. The
proof is finished.
In the following lemma we determine lλ when Eλ is totally self-similar.
Lemma 3.3. Let λ ∈ (0, 1). If Eλ is totally self-similar, then lλ =
2
3
.
Proof. Take λ ∈ (0, 1) such that Eλ is totally self-similar. By Theorem 1 there exists
m ∈ N such that λ = 1− 3−m. Then by (2.8) it follows that the spectrum
lλ = inf {3
n|fi(0)− fj(0)| : i, j ∈ Ω
n
λ with fi 6= fj; n = 1, 2, · · · } ≥
2
3
.
On the other hand, take i = 02m−1 and j = λ0m−1. Then one can verify that
3m|fi(0)− fj(0)| =
2
3
.
This proves lλ =
2
3
.
Now we prove that lλ =
2
3
is also the sufficient condition for Eλ to be totally self-similar.
Lemma 3.4. Let λ ∈ (0, 1). If Eλ is not totally self-similar, then 0 ≤ lλ ≤ min
{
λ, 1
2
}
.
Proof. Clearly, for λ ∈ (0, 1) we have lλ ≤ λ since 3|fλ(0)− f0(0)| = λ. Let λ ∈ (0, 1) such
that Eλ is not totally self-similar. It suffices to prove that lλ ≤
1
2
. By Theorem 1 we have
λ 6= ρm = 1− 3
−m for all m ∈ N. Write
λ = ((λ˜k))3 =
∞∑
k=1
λ˜k
3k
such that (λ˜k) ∈ {0,±2}
∞ is the greedy triadic expansion of λ. We distinguish the following
three cases: (A) (λ˜k) contains zeros but does not end with 0
∞; (B) (λ˜k) ends with 0
∞; (C)
(λ˜k) contains no zeros.
Case (A). (λ˜k) contains zeros but does not end with 0
∞. Then there exists N ∈ N
such that λ˜N = 0 and λ˜N+1 ∈ {−2, 2}. Take i = i1 . . . iN , j = j1 . . . jN ∈ Ω
N
λ such that
i1 = λ, j1 = 0, and for 2 ≤ k ≤ N ,{
ik = 0, jk = λ˜k−1 if λ˜k−1 ∈ {0, 2} ,
ik = 2, jk = 0 if λ˜k−1 = −2.
(3.2)
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Then jk − ik = λ˜k−1 for any 2 ≤ k ≤ N . Therefore, by using λ˜N = 0 and |λ˜N+1| = 2 it
follows that
3N |fi(0)− fj(0)| = 3
N
∣∣∣∣∣
N∑
k=1
ik − jk
3k
∣∣∣∣∣ = 3N
∣∣∣∣∣λ3 −
N∑
k=2
λ˜k−1
3k
∣∣∣∣∣
= 3N−1
∣∣∣∣∣
∞∑
k=1
λ˜k
3k
−
N−1∑
k=1
λ˜k
3k
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=1
λ˜N+k−1
3k
∣∣∣∣∣ ≤
∞∑
k=2
2
3k
=
1
3
,
and
3N |fi(0)− fj(0)| =
∣∣∣∣∣
∞∑
k=1
λ˜N+k−1
3k
∣∣∣∣∣ ≥ 232 −
∞∑
k=3
2
3k
=
1
9
> 0.
This implies lλ ≤
1
3
< 1
2
if the greedy triadic expansion of λ contains zeros but does not
end with 0∞.
Case (B). (λ˜k) ends with 0
∞. Since λ ∈ (0, 1) and λ 6= ρm for any m ∈ N, this gives
(λ˜k) 6= 2
n0∞ for any n ∈ N. So there exists N ∈ N such that
λ˜N λ˜N+1 . . . ∈
∞⋃
m=1
{0(−2)m0∞, 02m0∞, 2(−2)m0∞, (−2)2m0∞} .
If λ˜N λ˜N+1 . . . ∈
⋃∞
m=1 {0(−2)
m0∞, 02m0∞}, then by the same argument as in Case (A)
we can prove lλ ≤ 1/3 < 1/2. Now suppose λ˜N λ˜N+1 . . . ∈
⋃∞
m=1 {2(−2)
m0∞, (−2)2m0∞}.
Without loss of generality we assume λ˜N λ˜N+1 . . . = 2(−2)
m0∞ for some m ∈ N. Take
i = i1 . . . iN , j = j1 . . . jN ∈ Ω
N
λ such that i1 = λ, j1 = 0 and the blocks i2 . . . iN , j2 . . . jN
satisfy (3.2). By the same argument as in Case (A) one can show that
3N |fi(0)− fj(0)| =
∣∣∣∣∣
∞∑
k=1
λ˜N+k−1
3k
∣∣∣∣∣ = 23 −
m+1∑
k=2
2
3k
⊆
[
1
3
,
4
9
]
.
This implies lλ ≤ 4/9 < 1/2.
Case (C). (λ˜k) contains no zeros. Then (λ˜k) ∈ {−2, 2}
N. Since λ ∈ (0, 1), there exists
an integer n such that λ˜n 6= λ˜n+1. So λ˜n = −λ˜n+1. Let
N :=
{
n ∈ N : λ˜n = −λ˜n+1 = −λ˜n+2
}
.
We point that the set N might be empty, and in this case the sequence (λ˜k) ends with
(2(−2))∞.
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• If N 6= ∅, then take N ∈ N . Let i = λ i2 . . . iN , j = 0 j2 . . . jN ∈ Ω
N
λ such that the
words i2 . . . iN and j2 . . . jN satisfy (3.2). Then by a similar argument as in Case (A)
it follows that
0 < 3N |fi(0)− fj(0)| =
∣∣∣∣∣
∞∑
k=1
λ˜N+k−1
3k
∣∣∣∣∣ ≤ 23 − 232 − 233 +
∞∑
k=4
2
3k
=
11
27
<
1
2
.
• If N = ∅, then there exits N ∈ N such that λ˜N λ˜N+1 . . . = (2(−2))∞. Again, let
i = λ i2 . . . iN , j = 0 j2 . . . jN ∈ Ω
N
λ such that the words i2 . . . iN and j2 . . . jN satisfy
(3.2). By a similar argument we obtain
3N |fi(0)− fj(0)| =
∣∣∣∣∣
∞∑
k=1
λ˜N+k−1
3k
∣∣∣∣∣ = 2
∞∑
k=1
(−1)k+1
3k
=
1
2
.
Hence, for any λ ∈ (0, 1) \ {λm : m ∈ N} we have lλ ≤ 12 . This completes the proof.
Remark 3.5. The upper bound in Lemma 3.4 is optimal. One can find values of λ such
that lλ = min{λ,
1
2
}. A simple example would be λ = 1
2
(see Lemma 3.2).
In order to prove Theorem 2, we still need the following results from [22] and [25].
Let Φ = {φi}
N
i=1 be a family of contractive similitudes on R of the form φi(x) =
ρx+ bi, i = 1, · · · , N with b1 < b2 < · · · < bN . The following definition was first introduced
in [22] in a slightly different but equivalent form (see also [34]).
Definition 3.6. We say that Φ satisfies the weak separation condition if there exists a
constant C > 0 such that for each positive integer n and any two indices i, j ∈ {1, · · · , N}n,
either φi(0) = φj(0) or ρ
−n|φi(0)− φj(0)| ≥ C.
Remark 3.7. By the above definition, we have lλ > 0 if and only if the IFS {x/3, (x +
λ)/3, (x+ 2)/3} satisfies the weak separation condition.
The next definition is adopted from [14] and is equivalent to the more general definition
in [25].
Definition 3.8. We say that Φ satisfies the finite type condition if there is a finite set
Γ such that for each positive integer n and any two indices i, j ∈ {1, · · · , N}n, either
ρ−n|φi(0)− φj(0)| >
bN−b1
1−ρ
or ρ−n|φi(0)− φj(0)| ∈ Γ.
It follows from 3|fλ(0)− f0(0)| = λ and the definition of spectrum that lλ ≤ λ <
2/3−0
1−1/3
.
So if the IFS {x/3, (x+λ)/3, (x+2)/3} satisfies the finite type condition, then by Definition
3.8 there exists a finite set Γ such that
lλ = inf {3
n|fi(0)− fj(0)| : i, j ∈ Ω
n
λ with fi 6= fj; n = 1, 2, · · · }
= inf
{
3n|fi(0)− fj(0)| ∈ Γ
′
: Γ
′
is a subset of Γ
}
,
which means lλ is computable. Thus to prove the first part of Theorem 2 (iii), we need a
sufficient condition for the IFS {x/3, (x + λ)/3, (x + 2)/3} to be of finite type condition,
which can be deduced directly from [25, Theorem 2.5].
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Theorem 3.9 (A simplification of Theorem 2.5 in [25]). Let Φ = {φi}
N
i=1 be an IFS in R
having the form φi(x) = ρx+ bi, i = 1, · · · , N with b1 < b2 < · · · < bN , where 1/ρ is a pisot
number. Assume that {b1, · · · , bN} ⊂ rZ[1/ρ] for some real number r, then the IFS is of
finite type condition.
Applying Theorem 3.9 yields the following lemma.
Lemma 3.10. If λ is rational, then the spectrum lλ is computable.
Now we are ready to prove Theorem 2.
Proof of Theorem 2. By Lemmas 3.2, 3.3 ,3.4 and 3.10, it suffices to prove (i). If λ is
rational, suppose λ is a rational of the form p
q
in lowest terms. Then by Lemma 3.2 it
follows that lλ ≥
1
q
> 0.
Conversely, suppose λ is irrational. Then B. Solomyak and P. Shmerkin proved in
Theorem 1.6 of [17] that dimH Eλ = 1. Suppose on the contrary that lλ > 0. Then by
Remark 3.7 it follows that the IFS {x/3, (x+ λ)/3, (x+ 2)/3} satisfy the weak separation
condition. Note that dimH Eλ = 1, using Theorem 3 of Zerner [34] yields that Eλ contains
interior points. However, this can only happen when λ is rational by Lemma 4 in [19].
Therefore, lλ = 0, and we completes the proof of (i).
4. Generating IFSs for Eλ
In this section we will discuss all generating IFSs for Eλ when Eλ is totally self-similar,
and prove Theorem 3. Fix λ ∈ (0, 1) such that Eλ is totally self-similar. Then by Theorem
1 it follows that λ = 1− 3−m for some m ∈ N. From now on we fix this λ = 1− 3−m.
Let g be an affine map on R, write
g(x) := µx+ b with |µ| > 0 and b ∈ R.
Accordingly, denote by g(Eλ) = µEλ + b := {µx+ b : x ∈ Eλ}. Suppose g(Eλ) ⊆ Eλ. We
are going to show that g must be of the form g = fi for some i ∈ Ω
∗
λ.
Since the diameters of g(Eλ) and Eλ are |µ| and 1 respectively, by using g(Eλ) ⊆ Eλ
it follows that |µ| ≤ 1. If |µ| = 1, i.e., µ = ±1, then by using the asymmetry of Eλ (see
Figure 1) we conclude that µ = 1 and b = 0. So, g = fǫ is the identity map. Excluding
this trivial case, in the following we assume 0 < |µ| < 1. Since the smallest and the largest
elements of Eλ are 0 and 1, respectively, it follows that{
0 ≤ b ≤ 1− µ if µ ∈ (0, 1),
−µ ≤ b ≤ 1 if µ ∈ (−1, 0).
(4.1)
We first introduce two lemmas that are frequently used in the proof of Theorem 3. The
first one follows from the geometrical structure of Eλ (see Figure 1).
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f0(I) fλ(I) f2(I)
0 13
λ
3
λ+1
3
2
3
1
ΛL ΛM ΛR
Figure 1: The first three level basic intervals of Eλ with λ = 1 − 3−2 = 8/9. Here ΛL := f00(I) ∪ f0λ(I),
ΛM := f02(I) ∪ fλ0(I) ∪ fλλ(I) and ΛR := fλ2(I). Then the diameters of ΛL,ΛM and ΛR are
λ+1
9
, 4λ−1
9
and 1
9
, respectively.
Lemma 4.1. If g(Eλ) ⊆ Eλ, then either g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ) or g(Eλ) ⊆ f2(Eλ).
Proof. In view of Figure 1 it suffices to prove that g(Eλ) can not intersect both fλ(Eλ) and
f2(Eλ). Suppose on the contrary that
g(Eλ) ∩ fλ(Eλ) 6= ∅ and g(Eλ) ∩ f2(Eλ) 6= ∅. (4.2)
Then both Eλ and [0, 1] are the attractor of the IFS {f0, fλ, f2, g}, so they should be the
same, leading to a contradiction.
For a non-empty compact set A ⊆ R we denote by Amin and Amax the smallest and the
largest elements of A, respectively.
Lemma 4.2. Suppose A ⊆ Eλ and g(A) ⊆ Eλ.
(i) If g(A)max ≤
1
3
, then g(A) ⊆ f0(Eλ);
(ii) If λ
3
≤ g(A)min ≤
1+λ
3
, then g(A) ⊆ fλ(Eλ);
(iii) If g(A)min >
1+λ
3
, then g(A) ⊆ f2(Eλ).
Proof. Suppose A ⊆ Eλ and g(A)max ≤
1
3
. Since Eλ is totally self-similar, by Proposition
2.1 (ii) it follows that
g(A) ⊆ (f0(Eλ) ∪ fλ(Eλ)) ∩ f0(I)
= (f0(Eλ) ∩ f0(I)) ∪ (fλ(Eλ) ∩ f0(I)) = f0(Eλ) ∪ (f0(Eλ) ∩ fλ(I)) = f0(Eλ),
This proves (i). For (ii) we note by Lemma 4.1 that g(A) ⊆ (f0(Eλ) ∪ fλ(Eλ)) ∩ fλ(I).
Then by Proposition 2.1 (ii) it follows that
g(A) ⊆ (f0(Eλ) ∩ fλ(Eλ)) ∪ fλ(I) = (f0(I) ∩ fλ(Eλ)) ∪ fλ(Eλ) = fλ(Eλ).
This establishes (ii). Finally, in view of Figure 1, (iii) follows from Lemma 4.1.
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Let g be an affine map with g(Eλ) = µEλ+ b ⊆ Eλ. First we show that the contraction
ratio µ must be of the form 3−n for some positive integer n.
Proposition 4.3. If g(Eλ) = µEλ + b ⊆ Eλ with 0 < |µ| < 1, then µ = 3
−n for some
n ∈ N.
The proof of Proposition 4.3 is divided into several lemmas. First, we deduce from
Lemma 4.2 the following.
Lemma 4.4. Suppose g(Eλ) = µEλ + b ⊆ f0(Eλ) ∪ fλ(Eλ).
(i) If µ > 0, then
b ≤
1− µ
3
=⇒ µEλ + 3b ⊆ Eλ;
b ≥
1− µ
3
=⇒ µEλ + 3b+ 2µ− λ ⊆ Eλ and µEλ + 3b+ λµ− λ ⊆ Eλ.
(ii) If µ < 0, then
b ≤
λ− 2µ
3
=⇒ µEλ + 3b+ 2µ ⊆ Eλ;
b ≥
λ− 2µ
3
=⇒ µEλ + 3b− λ ⊆ Eλ and µEλ + 3b+ λµ− λ ⊆ Eλ.
Proof. We only prove (i), the proof of (ii) is almost the same. If b ≤ 1−µ
3
, then
g(f0(Eλ))max = g
(
Eλ
3
)
max
=
µ
3
+ b ≤
1
3
.
By Lemma 4.2 (i) we have g(f0(Eλ)) ⊆ f0(Eλ), i.e.,
µ
Eλ
3
+ b ⊆
Eλ
3
,
which gives µEλ + 3b ⊆ Eλ. This proves (i).
For the second part of (i), if b ≥ 1−µ
3
, then
g(f2(Eλ))min > g(fλ(Eλ))min = g
(
Eλ + λ
3
)
min
= µ
λ
3
+ b
≥
λµ+ 1− µ
3
=
λ+ (1− λ)(1− µ)
3
>
λ
3
.
Note that g(Eλ) ⊆ f0(Eλ)∪fλ(Eλ). So by Lemma 4.2 (ii) it follows that g(fλ(Eλ)) ⊆ fλ(Eλ)
and g(f2(Eλ)) ⊆ fλ(Eλ). Then
µ
Eλ + λ
3
+ b ⊆
Eλ + λ
3
and µ
Eλ + 2
3
+ b ⊆
Eλ + λ
3
.
Therefore, µEλ + 3b+ µλ− λ ⊆ Eλ and µEλ + 3b+ 2µ− λ ⊆ Eλ. This establishes (i).
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Lemma 4.5. If g(Eλ) = µEλ + b ⊆ Eλ, then 0 < |µ| ≤ 1/3.
Proof. We split the proof into two cases: b = 0 and b 6= 0. The former is simpler than the
latter.
Case 1. b = 0. Since 1 ∈ Eλ, we have µ = µ · 1 ∈ Eλ ⊆ [0, 1]. Note that 0 < |µ| < 1.
Then µ ∈ (0, 1). Combining Lemma 4.1 and g(Eλ)min = 0 yields g(Eλ) ⊆ f0(Eλ)∪ fλ(Eλ).
We will prove that µ ∈ (0, 1/3].
In view of Figure 1, the unique largest gap in Eλ is between the basic intervals fλ(I)
and f2(I), and it has length L := (1− λ)/3. Therefore, the largest gap in f0(Eλ) ∪ fλ(Eλ)
has length L/3. By using µ ∈ (0, 1) this implies that the largest gap in g(f0(Eλ) ∪
fλ(Eλ)) = µ(f0(Eλ)∪fλ(Eλ)) has length strictly smaller than L/3. Observe that g(f0(Eλ)∪
fλ(Eλ))min = 0 and the gap between the two basic intervals f0λ(I) and f02(I) has length
L/3. Hence,
g(f0(Eλ) ∪ fλ(Eλ)) ⊆ f00(Eλ) ∪ f0λ(Eλ) = f0(f0(Eλ) ∪ fλ(Eλ)). (4.3)
Since g(x) = µx with µ ∈ (0, 1) and f0(x) = x/3, by (4.3) it follows that µ ∈ (0, 1/3].
Case 2. b 6= 0. Suppose on the contrary that |µ| ∈ (1/3, 1). Since g(Eλ) = µEλ+b ⊆ Eλ,
by Lemma 4.1 it follows that g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ). We split two cases: µ > 0 and
µ < 0.
(i) µ > 0. We claim that
3b < 1− µ. (4.4)
If 3b ≥ 1− µ, then by Lemma 4.4 (i) it follows that µEλ + 3b+ 2µ− λ ⊆ Eλ. Observe
that
(µEλ + 3b+ 2µ− λ)min = 3b+ 2µ− λ ≥ 1 + µ− λ ≥ µ >
1
3
>
λ
3
.
Also note that g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ). Then by Lemma 4.2 it follows that
µEλ + 3b+ 2µ− λ ⊆ fλ(Eλ).
This implies that the contraction ratio µ is less than or equal to 1/3, leading to a contra-
diction with our hypothesis µ ∈ (1/3, 1). This proves the claim.
By (4.4) and Lemma 4.4 (i) it follows that µEλ + 3b ⊆ Eλ. By the same argument as
above with b replaced by 3b one can prove that 32b < 1− µ. Again, by Lemma 4.4 (i) we
can deduce that µEλ + 3
2b ⊆ Eλ. Iterating the above argument infinitely gives that
µEλ + 3
pb ⊆ Eλ for all p ∈ N.
This is impossible as b 6= 0. Then |µ| ∈ (0, 1/3] for the case b 6= 0 and µ > 0.
(ii) µ < 0. Applying a similar proof as in Case 2(i) shows that
µEλ + 3
p(b+ µ)− µ ⊆ Eλ for all p ∈ N.
If b+ µ 6= 0, then 3p(b+µ)−µ tends to infinity as p→∞, leading to a contradiction. We
will deny the case b+ µ = 0 either.
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Suppose b + µ = 0. It follows from 0 = µ · 1 − µ ∈ µEλ − µ and Lemma 4.1 that
µEλ − µ ⊆ f0(Eλ) ∪ fλ(Eλ) = ΛL ∪ ΛM ∪ ΛR. We claim that
f0(Eλ) = µ ·
Eλ
3
− µ ⊆ ΛM and fλ(Eλ) = µ ·
Eλ + λ
3
− µ ⊆ ΛM . (4.5)
Observe that the largest gap in µ · Eλ
3
−µ and µ · Eλ+λ
3
−µ are both of length |µ| · L
3
< L
3
.
Furthermore, the distances between ΛL and ΛM , between ΛM and ΛR are both of length
L
3
. So each one of µ · Eλ
3
− µ and µ · Eλ+λ
3
− µ must belong to one of ΛL,ΛM and ΛR.
Suppose on the contrary to (4.5) that µ · Eλ
3
− µ is a subset of either ΛL or ΛR. In the
former case, we have µEλ − µ ⊆ ΛL as µ < 0. However, this is impossible as the length
of µEλ − µ is |µ| >
1
3
while the length of ΛL is
λ+1
9
< 1
3
. The latter case can not happen
either as the length of µ · Eλ
3
− µ is |µ|
3
> 1
9
while the length of ΛR is
1
9
. This proves the
first inclusion in (4.5).
For the second inclusion, it follows from µ · Eλ
3
− µ ⊆ ΛM and µ < 0 that µ ·
Eλ+λ
3
− µ
is a subset of either ΛL or ΛM . Suppose the former case happens, then the length of the
largest gap of µ
(
Eλ
3
∪ Eλ+λ
3
)
− µ should be at least the length of the distance between ΛL
and ΛM , that is, µ ·
L
3
≥ L
3
, leading to a contradiction. Therefore, we establish (4.5).
Note that the left end point of ΛM is
2
9
and the length of ΛM is
4λ−1
9
. By (4.5) we
have
(
µ · Eλ+λ
3
− µ
)
min
= µ · 1+λ
3
− µ ≥ 2
9
. This together with λ = 1 − 3−m ≥ 2
3
yields
|µ| = −µ ≥ 1
2
. Again by (4.5), the length of Eλ
3
∪ Eλ+λ
3
should be no more than that of
ΛM . Therefore we have
λ+1
6
≤ |µ| · λ+1
3
≤ |ΛM | =
4λ−1
9
. This gives λ ≥ 1, leading to a
contradiction.
Suppose g(Eλ) is a subset of Eλ, then by Lemma 4.1 we have 0 < |µ| ≤
1
3
. There are
two distinct cases depending on whether 0 < |µ| < 1
3
or |µ| = 1
3
, each requiring a separate
argument.
Lemma 4.6. If g(Eλ) = µEλ + b ⊆ Eλ and 0 < |µ| <
1
3
, then 3µEλ + c ⊆ Eλ for some
c ∈ R.
Proof. By Lemma 4.1 it follows that g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ) or g(Eλ) ⊆ f2(Eλ). If
g(Eλ) ⊆ f2(Eλ), i.e., µEλ+ b ⊆
Eλ+2
3
, then 3µEλ+3b−2 ⊆ Eλ, and we are done by taking
c = 3b− 2. In the following we assume g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ).
In view of Figure 1, the hole between ΛL and ΛM has length L/3, where L = (1− λ)/3
is the length of the largest hole in Eλ. Note that the length of the largest hole in g(Eλ) is
|µ|L < L/3. Then it follows that g(Eλ) can not intersect both ΛL and ΛM . Similarly, we
have g(Eλ) can not intersect both ΛM and ΛR. Therefore, g(Eλ) is contained in one of the
following intervals: ΛL,ΛM and ΛR. We split the proof into the following three cases.
(I) g(Eλ) ⊆ ΛL. Then g(Eλ) ⊆ f0(I) ∩ Eλ = f0(Eλ), where the second equality follows
from the totally self-similarity of Eλ. So,
µEλ + b ⊆
Eλ
3
,
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which gives 3µEλ + 3b ⊆ Eλ. Hence, the lemma holds in this case with c = 3b.
(II) g(Eλ) ⊆ ΛR. Then g(Eλ) ⊆ fλ(I)∩Eλ = fλ(Eλ). So µEλ+ b ⊆ (Eλ+ λ)/3. Again
the lemma holds by taking c = 3b− λ.
(III) g(Eλ) ⊆ ΛM . Then b = g(0) ∈ ΛM = [f02(0), fλλ(1)] = [2/9, (1 + 4λ)/9]. We only
prove the case 0 < µ < 1
3
, the case −1
3
< µ < 0 can be proved in the same way. In terms
of Lemma 4.4 we distinguish two cases.
• 0 ≤ b ≤ (1− µ)/3. Then by Lemma 4.4 (i) we have µEλ + 3b ⊆ Eλ. Since 3b ≥ 2/3,
by Lemma 4.2 (iii) this implies
µEλ + 3b ⊆ f2(Eλ) =
Eλ + 2
3
.
Hence, 3µEλ + 9b− 2 ⊆ Eλ. This proves the lemma by taking c = 9b− 2.
• (1− µ)/3 < b ≤ (1 + 4λ)/9. Then by Lemma 4.4 (i) it follows that
µEλ + hi(b) ⊆ Eλ for i = 1, 2,
where
h1(x) := 3x− d1 with d1 := λ− λµ,
h2(x) := 3x− d2 with d2 := λ− 2µ.
In view of Figure 1, if µEλ + hi(b) is not contained in ΛM , then the above argument
gives that 3µEλ + c ⊆ Eλ for some c ∈ R. So, repeating the above argument, it
follows that either 3µEλ + c ⊆ Eλ for some c ∈ R, or
µEλ + h
n
i (b) ⊆ Eλ for all n ∈ N and i ∈ {1, 2} . (4.6)
We will deny the latter case.
Observe that hi is an expanding map with fixed point di/2. Then h
n
i (b) = 3
n(b −
di/2) + di/2 for all positive integer n. Since d1 6= d2, it follows that for any b ∈
((1−µ)/3, (1+4λ)/9] we have either hn1 (b) or h
n
2 (b) tends to infinity as n→∞. This
leads to a contradiction with (4.6).
Therefore, there must exist c ∈ R such that 3µEλ+ c ⊆ Eλ. Our proof is complete.
The last case to consider is |µ| = 1
3
. In this case, we will prove that the only possibility
is µ = 1
3
and b ∈ {f0(0), fλ(0), f2(0)}.
Lemma 4.7. If g(Eλ) = µEλ+b ⊆ Eλ and |µ| =
1
3
, then µ = 1
3
and b ∈ {f0(0), fλ(0), f2(0)}.
Proof. First we prove that g(Eλ) = −
Eλ
3
+ b cannot be a subset of Eλ for any b ∈ R.
Suppose on the contrary that g(Eλ) = −
Eλ
3
+ b ⊆ Eλ. By Lemma 4.1 it follows that
either g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ) or g(Eλ) ⊆ f2(Eλ). We claim that g(Eλ) * f2(Eλ). For
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otherwise we have −Eλ + 3b− 2 ⊆ Eλ, which forces −Eλ + 3b− 2 = Eλ. This contradicts
the asymmetry of Eλ.
Now we assume g(Eλ) ⊆ f0(Eλ) ∪ fλ(Eλ). In view of Figure 1, one can check that the
lengths of ΛL,ΛM and ΛR are strictly less than 1/3. So, either g(Eλ) intersects both ΛL
and ΛM , or g(Eλ) intersects both ΛM and ΛR. Since the gap f0(H) between ΛL and ΛM
has length L/3 (recall that L is the length of the largest hole in Eλ), and the gap fλ(H)
between ΛM and ΛR also has length L/3, it follows that the (unique) largest gap g(H) in
g(Eλ) is either equal to f0(H), or equal to fλ(H). Therefore, we have g(2/3) equals to
either f0(
λ+1
3
) or fλ(
λ+1
3
), i.e., b = 1/3 + λ/9 or b = (1 + λ)/3 + λ/9.
Case (I). b = 1/3+λ/9. Take y = (2λ0m−12∞)3 ∈ Eλ, where m is the integer such that
λ = 1 − 3−m. We claim g(y) ∈ f0λ(H) = ((0λλ2
∞)3, (0λ20
∞)3). This can be verified by
the following calculation:
g(y) = −(02λ0m−1λ2∞)3 + (0(2 + λ)2
∞)3 = (0λ(2− λ)2
m−1(2− λ)0∞)3
< (0λ(2− λ)2m0∞)3 = (0λ20
∞)3,
with the last equality using that λ = (2m0∞)3. On the other hand,
g(y) = (0λ(2− λ)2m−1(2− λ)0∞)3 > (0λλ2
∞)3,
where the inequality follows from ((2− λ)(2− λ)0∞)3 > (λ2
∞)3 if λ = 1− 3
−1 and
(2m−1(2− λ)0∞)3 > (2
m−102∞)3 = 1− 2/3
m = (λ+ 1)− (2− λ)
> (λ+ 1)/3 = (λ2∞)3
if λ = 1 − 3−m with m ≥ 2. This proves g(y) /∈ Eλ, leading to a contradiction with our
hypothesis g(Eλ) ⊆ Eλ.
Case (II). b = (1+λ)/3+λ/9. It follows from Case (I) that g(y)−λ/3 ∈ f0λ(H). Thus
g(y) ∈ fλλ(H), which implies that g(y) /∈ Eλ.
Therefore, we conclude that g(Eλ) = −
Eλ
3
+ b * Eλ for all b ∈ R.
In the following we will determine for which kind of b we have Eλ
3
+ b ⊆ Eλ. Observe
that b = g(0) ∈ Eλ = f0(Eλ) ∪ fλ(Eλ) ∪ f2(Eλ). We split the proof into the following two
cases.
Case (I). b ∈ f2(Eλ). Then by Lemma 4.2 (iii) we have g(Eλ) ⊆ f2(Eλ), which implies
b = g(Eλ)min ≥
2
3
and
1
3
+ b = g(Eλ)max ≤ 1.
So, b = 2/3 = f2(0).
Case (II). b ∈ f0(Eλ) ∪ fλ(Eλ). Then by Lemma 4.1 it follows that g(Eλ) =
Eλ
3
+ b ⊆
f0(Eλ) ∪ fλ(Eλ). We claim that b ∈ {f0(0), fλ(0)}
Write µ = 1/3. If b ≥ (1−µ)/3, then by Lemma 4.4 (i) we have µEλ+3b+2µ−λ ⊆ Eλ.
Since
(µEλ + 3b+ 2µ− λ)max = 3µ+ 3b− λ ≥ 1 + 2µ− λ > 2µ =
2
3
,
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by Lemma 4.2 it follows that µEλ + 3b+ 2µ− λ ⊆ f2(Eλ). By Case (I) we conclude that
3b+ 2µ− λ = 2/3. Using µ = 1/3 we obtain b = λ/3 = fλ(0) as desired.
If b < (1 − µ)/3, then again by Lemma 4.4 (i) we have µEλ + 3b ⊆ Eλ. Since (µEλ +
3b)min = 3b < 1− µ = 2/3, we conclude that µEλ + 3b ⊆ f0(Eλ) ∪ fλ(Eλ).
Repeating the above argument infinitely it follows that either
b =
λ
3p
for some p ∈ N, (4.7)
or
µEλ + 3
pb ⊆ f0(Eλ) ∪ fλ(Eλ) for all p ∈ N. (4.8)
Clearly, (4.8) implies that b = 0 = f0(0). In view of (4.7) it suffices to prove b 6= λ/3
p for
any p ≥ 2.
Suppose on the contrary that b = λ/3p for some integer p ≥ 2. Then
g(fλ(Eλ))max =
(
1
3
(
Eλ + λ
3
)
+
λ
3p
)
max
=
1 + λ
9
+
λ
3p
≤
1 + 2λ
9
<
1
3
.
By Lemma 4.2 (ii) it follows that g(fλ(Eλ)) ⊆ f0(Eλ). This implies
Γ :=
Eλ + λ
3
+
λ
3p−1
⊆ Eλ. (4.9)
In view of Figure 1 this is impossible, since Γmax > (1 + λ)/3 and Γmin < 2/3.
Now we are ready to prove Proposition 4.3.
Proof of Proposition 4.3. By Lemma 4.5 and Lemma 4.7 we have either 0 < |µ| < 1/3 or
µ = 1/3. Suppose µ 6= 3−n for any positive integer n. Note by Lemma 4.7 that µ 6= −1/3.
Then there exists a positive integer k such that 3−k−1 < µ < 3−k or 3−k−1 ≤ −µ < 3−k.
Using Lemma 4.6 for k times yields
3kµEλ + ck ⊆ Eλ for some ck ∈ R.
This implies that either |3kµ| ∈ (1/3, 1) or −Eλ/3+ck ⊆ Eλ, which is impossible by Lemma
4.5 and Lemma 4.7. This completes the proof.
To prove Theorem 3, we still need to determine the translation parameter b for which
Eλ/3
n + b ⊆ Eλ.
Proof of Theorem 3. Let g(Eλ) = µEλ + b ⊆ Eλ with 0 < |µ| < 1 and b ∈ R. By
Proposition 4.3 we have µ = 3−n for some n ∈ N. So it suffices to prove b ∈ {fi(0) : i ∈ Ωnλ}.
We do this now by induction on n.
When n = 1 this has been proven by Lemma 4.7. Now let n ≥ 1 and suppose b ∈
{fi(0) : i ∈ Ω
n
λ} for µ = 3
−n. We will prove that b ∈
{
fi(0) : i ∈ Ω
n+1
λ
}
for µ = 3−(n+1).
Take µ = 3−(n+1). Observe that b = g(0) ∈ Eλ = f0(Eλ) ∪ fλ(Eλ) ∪ f2(Eλ). We
distinguish two cases: (A) b ∈ f2(Eλ); (B) b ∈ f0(Eλ) ∪ fλ(Eλ).
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Case (A). b ∈ f2(Eλ). Then by Lemma 4.2 (iii) we have g(Eλ) ⊆ f2(Eλ), i.e.,
Eλ
3n+1
+ b ⊆
Eλ + 2
3
=⇒
Eλ
3n
+ 3b− 2 ⊆ Eλ.
By the induction hypothesis there exists j ∈ Ωnλ such that 3b− 2 = fj(0). So, b =
fj(0)+2
3
=
f2j(0) as required.
Case (B). b ∈ f0(Eλ) ∪ fλ(Eλ). Note that b = g(Eλ)min. If b ≥
λ
3
, then by Lemma 4.2
(ii) we have g(Eλ) ⊆ fλ(Eλ), which implies
Eλ
3n
+3b−λ ⊆ Eλ. By the induction hypothesis
there exists j ∈ Ωnλ such that 3b− λ = fj(0). Again, we obtain b =
fj(0)+λ
3
= fλj(0).
To finish the proof it suffices to consider the case b < λ/3. Recall that λ = 1− 3−m for
some m ∈ N and µ = 3−(n+1). The case for n ≥ m is simpler than that for n < m. We
consider them separately.
(B1). n ≥ m. Then(
Eλ
3n+1
+ b
)
max
<
1
3n+1
+
λ
3
=
1
3
+
1
3n+1
−
1
3m+1
≤
1
3
.
By Lemma 4.2 (i) and the induction hypothesis it follows that b = f0j(0) for some j ∈ Ω
n
λ.
(B2). n < m. Then λ = 1 − 3−m ≥ 1 − 3−(n+1) = 1 − µ = (2n+10∞)3. Since
b = g(Eλ)min < λ/3 = (02
m0∞)3, we consider the following four cases.
• b ≤ (02n0∞)3. Then (
Eλ
3n+1
+ b
)
max
≤
1
3n+1
+
1
3
−
1
3n+1
=
1
3
.
So, by Lemma 4.2 (i) and the induction hypothesis it follows that there exists j ∈ Ωnλ
such that b = f0j(0).
• b = (02nλ0∞)3. Then(
fλ(Eλ)
3n+1
+ b
)
max
=
1 + λ
3n+2
+
1
3
+
λ
3n+2
−
1
3n+1
<
1
3
.
By Lemma 4.2 (i) we have fλ(Eλ)
3n+1
+ b ⊆ f0(Eλ), which implies
Fn :=
Eλ
3n+1
+
2λ
3n+1
+ 1−
1
3n
⊆ Eλ. (4.10)
Observe that (Fn)min =
2λ
3n+1
+ 1 − 1
3n
> 2
3
. By Lemma 4.2 (iii) it follows that
Fn ⊆ f2(Eλ), which implies
Fn−1 :=
Eλ
3n
+
2λ
3n
+ 1−
1
3n−1
⊆ Eλ. (4.11)
Repeating the same argument n times, in view of (4.10) and (4.11), it follows that
Eλ
3
+
2λ
3
⊆ Eλ.
By Lemma 4.7 we deduce that 2λ
3
∈
{
0, λ
3
, 2
3
}
, leading to a contradiction.
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• b = (02n+10∞)3. Then(
f2(Eλ)
3n+1
+ b
)
min
=
2
3n+2
+
1
3
−
1
3n+2
=
1
3
+
1
3n+2
∈
(
1
3
,
2
3
)
.
By Lemma 4.2 (ii) we have f2(Eλ)
3n+1
+ b ⊆ fλ(Eλ), which implies
Γn :=
Eλ
3n+1
+
1
3n+1
+
1
3m
⊆ Eλ. (4.12)
Since 1 ≤ n < m, we have (Γn)max =
2
3n+1
+ 1
3m
≤ 1
3
. By Lemma 4.2 (i) it follows
that Γn ⊆ f0(Eλ), i.e.,
Γn−1 :=
Eλ
3n
+
1
3n
+
1
3m−1
⊆ Eλ. (4.13)
Iterating this argument n times, in view of (4.12) and (4.13), we conclude that
Eλ
3
+
1
3
+
1
3m−n
⊆ Eλ.
By Lemma 4.7 this can only happen when m = n + 1, and in this case we have
b = f02m(0) = fλ0n(0) with λ0
n ∈ Ωn+1.
• (02n+10∞)3 < b < (02
m0∞)3. Then m > n+ 1 and
b = (02n+10∞)3 +
ε
3n+2
with 0 < ε < (2m−n−10∞)3.
By the same argument as in the case b = (02n+10∞)3 we can prove that
f2(Eλ)
3n+1
+ b ⊆
fλ(Eλ), which implies
Gn :=
Eλ
3n+1
+
1 + ε
3n+1
+
1
3m
⊆ Eλ. (4.14)
Since ε < (2m−n−10∞)3, we have (Gn)max =
2+ε
3n+1
+ 1
3m
< 3−n ≤ 1/3. By Lemma 4.2
(i) it follows that Gn ⊆ f0(Eλ), which implies
Gn−1 :=
Eλ
3n
+
1 + ε
3n
+
1
3m−1
⊆ Eλ. (4.15)
Repeating this argument we conclude that
Eλ
3
+
1 + ε
3
+
1
3m−n
⊆ Eλ.
By Lemma 4.7 it follows that
1 + ε
3
+
1
3m−n
∈
{
0,
λ
3
,
2
3
}
,
which is impossible since 1+ε
3
+ 1
3m−n
∈ (1
3
, 2
3
).
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By Cases (A) and (B) we prove that for µ = 3n+1 the translation parameter b = fi(0)
for some i ∈ Ωn+1. By induction this completes the proof.
Remark 4.8. Although each affine map g satisfying g(Eλ) ⊆ Eλ must be of the form fi.
This is not necessarily true for any other totally self-similar set. A counterexample can be
found in [13, Theorem 6.2].
5. Unique expansion, multiple expansions and final remarks
In this section we will determine the size of the self-similar set Eλ when it is totally
self-similar, and the size of the set of points having finite triadic codings with respect to
the alphabet Ωλ = {0, λ, 2} as well. For k ∈ N ∪
{
ℵ0, 2
ℵ0
}
let
U (k)λ := {x ∈ Eλ : x has precisely k different triadic codings} .
Then for each x ∈ U (k)λ there exist precisely k different sequences (di) ∈ Ω
N
λ such that
x = ((di))3. In particular, for k = 1 the set U
(1)
λ contains all points with a unique triadic
coding.
Proof of Theorem 4. Take λ = 1 − 3−m. By Theorem 1 it follows that Eλ is totally self-
similar. Then by Proposition 2.1 one can verify that
f02m = fλ0m and f0(Eλ) ∩ fλ(Eλ) = f02m(Eλ). (5.1)
So Eλ is a graph-directed set satisfying the open set condition (cf. [25]). More precisely, let
X be the subshift of finite type over the alphabet {0, λ, 2} with the forbidden block 02m.
Then
Eλ = {((di))3 : (di) ∈ X} .
Let s := dimH Eλ and let H
s(·) be the s-dimensional Hausdorff measure. Observe that
f0(Eλ) ∩ f2(Eλ) = fλ(Eλ) ∩ f2(Eλ) = ∅. Therefore, by (5.1) it follows that
H
s(Eλ) =
∑
d∈Ωλ
H
s(fd(Eλ))−H
s(f0(Eλ) ∩ fλ(Eλ))
= 31−sH s(Eλ)− 3
−(m+1)s
H
s(Eλ).
(5.2)
Note that X is a transitive subshift of finite type, i.e., for any two admissible words in X
we can find a sequence in X containing both of them. Then H s(Eλ) ∈ (0,∞) (cf. [23]).
Hence, (5.2) implies that the Hausdorff dimension dimH Eλ = s satisfies
1 = 31−s − 3−(m+1)s.
For the dimension of Uλ := U
(1)
λ we observe by (5.1) that any x ∈ f0(Eλ) ∩ fλ(Eλ) has
at least two triadic codings. So, by the same argument as above Uλ is also a graph-directed
set satisfying the open set condition. But in this case the underline subshift of finite type
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has forbidden blocks 02m and λ0m. Let t := dimH Uλ. Then by (5.1) the t-dimensional
Hausdorff measure of Uλ satisfies
H
t(Uλ) =
∑
d∈Ωλ
H
t(fd(Uλ))− 2H
t(f0(Uλ) ∩ fλ(Uλ))
= 31−tH t(Uλ)− 2H
t(f02m(Uλ))
= 31−tH t(Uλ)− 2 · 3
−(m+1)t
H
t(Uλ).
(5.3)
Note that H t(Uλ) ∈ (0, 1). This implies that dimH Uλ = t is given by
1 = 31−t − 2 · 3−(m+1)t.
Clearly, dimH Uλ < dimH Eλ.
For any integer k ≥ 2, by Theorems 1.1 and 1.5 in [4] it follows that the Hausdorff
dimension of U (k)λ is the same as that of Uλ, i.e., dimH U
(k)
λ = dimH Uλ = t. Moreover,
U (ℵ0)λ is countably infinite, and then the dimension of U
(2ℵ0 )
λ is equal to dimH Eλ. This
completes the proof.
At the end of this section we pose some questions.
Question 1. Can we generalize the model studied in this paper to a two-parameter family
f0(x) = ρx, f1(x) = ρ(x+ λ) and f2(x) = ρx+ 1− ρ,
where 0 < ρ, λ < 1 and ρ(2 + λ) < 1? Clearly, the convex hull of the attractor is the unit
interval I := [0, 1]. Moreover, f0(I) ∩ f1(I) 6= ∅ and f1(I) ∩ f2(I) = ∅. What can we say
about its spectrum, all its generating IFSs etc.?
Question 2. Let E be a totally self-similar set generated by the IFS {φi}
N
i=1. Suppose
φi(E)∩φj(E) 6= ∅ for some i, j ∈ {1, · · · , N}. Does this imply that there exist two different
finite words i, j ∈ Ω∗ such that φi = φj?
Note by Theorem 2 that the spectrum lλ vanishes if and only if λ is irrational. Fur-
thermore, we know from Theorem 2 (ii) that lλ is computable if λ is rational. However,
only in a few cases we can explicitly determine the value lλ.
Question 3. Can we describe the spectrum set
Λ := {lλ : λ ∈ (0, 1)}?
Is Λ a discrete set? Is it closed?
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