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Assuring the quality of applications such as those in the fields of scientific calculations, sim-
ulations, optimizations, data mining, machine learning, etc. presents a challenge because con-
ventional software testing processes do not always apply: in particular, it is difficult to detect
subtle errors, faults, defects or anomalies in many applications in these domains because there
is no reliable “test oracle” to indicate what the correct output should be for arbitrary input. The
general class of software systems with no reliable test oracle available is sometimes known as
“non-testable programs”.
Although knowing the correct output of such non-testable programs is impossible for arbitrary
input, we have observed that even when there is no oracle in the general case, there can still be a
limited subset of inputs for which the output can, in fact, be predicted. These are typically only
very simple inputs, however, and may not have much power at revealing defects. Other inputs
that, for instance, push boundary or timing limits can at least reveal gross errors, e.g., catastrophic
failures (crashes), but we require an approach that will reveal more subtle defects for arbitrary
input.
Without an oracle, it is impossible to know what the expected output should be for any given
input, but it may be possible to predict how changes to the input should cause changes to the
output, and thus draw a relation between a set of inputs and the set of their respective outputs. We
propose to build on an approach called “metamorphic testing”, which takes advantage of proper-
ties of functions such that it is possible to predict expected changes to the output for particular
changes to the input. If the change is not as expected, then a defect must exist.
In order to generate the test cases, metamorphic testing requires the initial input and output
values, which could be generated using techniques like equivalence partitioning or random testing.
However, inputs chosen using these techniques might miss some defects, since they might not
happen to consider a sufficient variety of potential system states. Some defects in such systems
may only be found under certain application states or for certain inputs that may not have been
tested. Thus, we require a strategy that specifically considers these field states, by using real inputs
and outputs from actual executions rather than just those generated in the testing lab.
Our approach, therefore, entails continuing metamorphic testing of the application as it runs
in the deployment environment. For either an individual function or for the entire application, we
first capture initial input/output pairs that are taken from actual executions in the field. Although
we cannot know whether the output is correct (since there is no general test oracle), we at least
know that the input is something that comes up in practice, and is thus useful as a valid test case.
We then apply the function’s or application’s “metamorphic properties” to derive new test input,
so that we should be able to predict the corresponding test output. Although we cannot know
whether the test output is correct either, if it is not as predicted then there is a defect. Since this
process is conducted in the field, we must ensure that users do not notice this testing, e.g., see the
test output, experience a sudden performance lag, etc.
The principal hypothesis is that, for programs that do not have a test oracle, conducting meta-
morphic testing within the context of the application running in the field can reveal defects that
would not ordinarily otherwise be found. Additionally, we believe that this can be done with-
out affecting the application state from the users’ perspective, and with acceptable performance
overhead. By way of proving these hypotheses, this thesis will make three contributions.
First, we will present an approach called Automated Metamorphic System Testing. This will
involve automating system-level metamorphic testing by treating the application as a black box
and checking that the metamorphic properties of the entire application hold after execution. This
will allow for metamorphic testing to be conducted in the production environment without af-
fecting the user, and will not require the tester to have access to the source code. The tests do
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not require an oracle upon their creation; rather, the metamorphic properties act as built-in test
oracles. We will also introduce an implementation framework called Amsterdam.
Second, we will present a new type of testing called Metamorphic Runtime Checking. This
involves the execution of metamorphic tests from within the application, i.e., the application
launches its own tests, within its current context. The tests execute within the application’s cur-
rent state, and in particular check a function’s metamorphic properties. We will also present a
system called Columbus that supports the execution of the Metamorphic Runtime Checking from
within the context of the running application. Like Amsterdam, it will conduct the tests with ac-
ceptable performance overhead, and will ensure that the execution of the tests does not affect the
state of the original application process from the users’ perspective; however, the implementation
of Columbus will be more challenging in that it will require more sophisticated mechanisms for
conducting the tests without pre-empting the rest of the application, and for comparing the results
which may conceivably be in different processes or environments.
Third, we will describe a set of metamorphic testing guidelines that can be followed to assist
in the formulation and specification of metamorphic properties that can be used with the above
approaches. These will categorize the different types of properties exhibited by many applications
in the domain of machine learning and data mining in particular (as a result of the types of ap-
plications we will investigate), but we will demonstrate that they are also generalizable to other
domains as well. This set of guidelines will also correlate to the different types of defects that we
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1 Introduction
Assuring the quality of applications such as those in the fields of scientific calculations, simulations,
optimizations, data mining, etc. presents a challenge because conventional software testing processes
do not always apply: in particular, it is difficult to detect subtle errors, faults, defects or anomalies
in many applications in these domains because there is no reliable “test oracle” to indicate what the
correct output should be for arbitrary input. The general class of software systems with no reliable test
oracle available is sometimes known as “non-testable programs” [102]. These applications fall into a
category of software that Weyuker describes as “Programs which were written in order to determine
the answer in the first place. There would be no need to write such programs, if the correct answer
were known” [102].
Machine learning (ML) applications fall into this category as well. Formal proofs of an ML algo-
rithm’s optimal quality do not guarantee that an application implements or uses the algorithm cor-
rectly. As these types of applications become more and more prevalent in society [66], ensuring their
quality becomes more and more crucial. For instance, [51] lists over fifty different real-world applica-
tions, ranging from facial recognition to computational biology, that use the Support Vector Machines
[96] classification algorithm alone. Additionally, ML ranking applications are widely used by Internet
search engines [15], and intrusion detection systems are clearly becoming more and more important
as important data is stored online and attackers seek to access it or gain control of systems.
Although knowing the correct output of such non-testable programs is impossible for arbitrary input,
we have observed that even when there is no oracle in the general case, there can still be a limited
subset of inputs for which the output can, in fact, be predicted. These are typically only very simple
inputs, however, and may not have much power at revealing defects. Whereas other inputs, like
those that push boundary or timing limits, can at least reveal gross errors, e.g., catastrophic failures
(crashes), we require an approach that will reveal more subtle defects for arbitrary input.
Without an oracle, it is impossible to know in the general case what the expected output should
be for any given input, but it may be possible to predict how changes to the input should cause
changes to the output, and thus draw a relation between a set of inputs and the set of their respective
outputs. This approach is known as “metamorphic testing” [19], which is designed as a general
technique for creating follow-up test cases based on existing ones, particularly those that have not
revealed any failure. In metamorphic testing, if input x produces an output f(x), the function’s so-
called “metamorphic properties” can then be used to guide the creation of a transformation function
t, which can then be applied to the input to produce t(x); this transformation then allows us to predict
the expected output f(t(x)), based on the (already known) value of f(x). If the output is not as expected,
then a defect must exist. Of course, without an oracle this can only show the existence of defects and
cannot demonstrate their absence, since the correct output cannot be known in advance (even if the
outputs are as expected, both f(x) and f(t(x)) could be incorrect), but metamorphic testing provides
a powerful technique to reveal defects in such non-testable programs by use of a built-in “pseudo-
oracle” [26].
In order to generate the test cases, metamorphic testing requires the initial input x and output f(x)
values, which could be generated using techniques like equivalence partitioning or random testing
[30]. However, inputs chosen using these techniques might miss some defects, since they might
not happen to consider a sufficient variety of potential system states. Some defects in such systems
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may only be found under certain application states that may not have been tested: for large, complex
software systems, it is typically impossible in terms of time and cost to reliably test all possible system
states before releasing the product into the field. Another emerging issue is the fact that, as multi-
processor and multi-core systems become more and more prevalent, multi-threaded applications that
had only been tested on single-processor/core machines are more likely to start to reveal concurrency
bugs [55]. Thus, we require a strategy that specifically considers these field states, by using real inputs
and outputs from actual executions rather than just those generated in the testing lab.
Our approach, therefore, entails continuing metamorphic testing of the application as it runs in the
deployment environment. For either an individual function or for the entire application, we first
capture initial input/output pairs that are taken from actual executions in the field. Although we
cannot know whether the output is correct (since there is no general test oracle), we at least know that
the input is something that comes up in practice, and is thus useful as a valid test case. We then apply
the function’s or application’s “metamorphic properties” to derive new test input, so that we should
be able to predict the corresponding test output. Although we cannot know whether the test output
is correct either, if it is not as predicted then there is a defect. Since this process is conducted in the
field, we must ensure that users do not notice this testing, e.g., see the test output, experience a sudden
performance lag, etc.
This proposal will make three contributions:
First, we will present an approach called Automated Metamorphic System Testing. This will involve
automating system-level metamorphic testing by treating the application as a black box and checking
that the metamorphic properties of the entire application hold after execution. This will allow for
metamorphic testing to be conducted in the production environment without affecting the user, and
will not require the tester to have access to the source code. The tests do not require an oracle upon
their creation; rather, the metamorphic properties act as built-in test oracles. We will also introduce an
implementation framework called Amsterdam, which automates the process by which program input
data is modified, multiple executions of the application with its different inputs are run in parallel,
and the outputs of the executions are compared to check that the metamorphic properties are satisfied.
This must be done in such a manner that the user only sees the results of the main (original) execution,
and not from any of the others that are only for testing purposes.
Second, we will present a new type of testing called Metamorphic Runtime Checking. This involves
the execution of metamorphic tests from within the application, i.e., the application launches its own
tests, within its current context. The tests execute within the application’s current state, and in partic-
ular check a function’s metamorphic properties. We will also present a system called Columbus that
supports the execution of the Metamorphic Runtime Checking from within the context of the running
application. Like Amsterdam, it will conduct the tests with acceptable performance overhead, and
will ensure that the execution of the tests does not affect the state of the original application process
from the users’ perspective; however, the implementation of Columbus will be more challenging in
that it will require more sophisticated mechanisms for conducting the tests without pre-empting the
rest of the application, and for comparing the results which may conceivably be in different processes
or environments.
Third, we will describe a set of metamorphic testing guidelines that can be followed to assist in the
formulation and specification of metamorphic properties that can be used with the above approaches.
These will categorize the different types of properties exhibited by many applications in the domain
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of machine learning and data mining in particular (as a result of the types of applications we will
investigate), but will also be generalizable to other domains as well. This set of guidelines will also
correlate to the different types of defects that we expect the approaches will be able to find. In
[71], we identified six categories of simple metamorphic properties: adding a constant to numerical
values; multiplying numerical values by a constant; permuting the order of the input data; reversing
the order of the input data; removing part of the data; and, adding additional data. In this work, we
will define more complex categories and then demonstrate that applications in other domains (perhaps
optimization and simulation) exhibit such properties, too.
The rest of this proposal is organized as follows. Section 2 formalizes the problem statement, and
identifies requirements that a solution must meet. In Section 3, we propose an approach to the solution,
and specify our hypotheses. Sections 4 and 5 each look at different parts of the solution, including the
model that we will use, a more detailed architecture, and the results of our initial feasibility studies.
Related work is then discussed in Section 6. The proposal ends with a detailed research plan in
Section 7, a list of expected contributions in Section 8, and finally the conclusion in Section 9. We
also include two appendices to provide further detail of some previous work.
2 Problem, Definitions and Requirements
2.1 Definitions
This section formalizes some of the terms used throughout this proposal.
• An error, also referred to as a defect or bug, is the deviation of system external state from
correct service state [48].
• A fault is the adjudged or hypothesized cause of an error [48].
• A failure is an event that occurs when the delivered functionality deviates from correct func-
tionality. A service fails either because it does not comply with the functional specification, or
because this specification did not adequately describe the system function [48].
• The development phase includes all activities from presentation of the user’s initial concept to
the decision that the system has passed all acceptance tests and is ready to deliver service in its
user’s environment [48].
• The development environment refers to a setting (physical location, group of human devel-
opers, development tools, and production and test facilities) in which software is created and
tested by software developers and is not made available to end users [48].
• A deployment environment, or use environment, refers to a setting in which software is no
longer being modified by software developers and can conceivably be made available to end
users. This environment consists of the physical location in which the software is used; groups
of administrators and users; providers (humans or other systems) that deliver services to the
system at its use interfaces; and the physical infrastructure that supports such activities [48].
• The execution environment of an application refers to the setting in which the software is
running; it can either be the development environment or the deployment environment.
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• A test oracle is an entity (either human or a system) that is used to determine whether a soft-
ware component’s output (including observable side effects) is correct, according to the speci-
fications, for a given input (including the system state) [7].
• Metamorphic testing is a technique for creating follow-up test cases based on existing ones,
particularly those that have not revealed any failure, in order to try to find uncovered flaws. It
is a methodology of reusing input test data to create additional test cases whose outputs can be
predicted [19].
• The metamorphic properties of a function define the relationships by which an output can be
predicted based on a transformation of the input [19].
2.2 Problem Statement
Despite advances in software testing, there still remains a certain class of applications that can be
called “non-testable programs” [102] because there is no reliable “test oracle” to indicate what the
correct output should be for arbitrary input. Without an oracle, we cannot demonstrate correctness
of the implementation, but we need a testing approach that can at least demonstrate the presence of
defects. Such defects may occur at the unit level or at the system level.
We have observed that even when there is no oracle in the general case, there can still be a limited
subset of inputs for which the output can, in fact, be predicted (by using a “niche oracle” [69]) and
thus it is possible to know whether an output is right or wrong. Additionally, other inputs, such as
those that push boundary or timing limits, can be used to reveal gross errors, e.g., catastrophic failures
(crashes). However, we require an approach that will reveal more subtle defects for arbitrary input, as
opposed to obvious defects for a limited set of input.
This may be feasible if it is possible to know the expected relationships between sets of inputs and
their corresponding outputs (instead of between a single input and its corresponding output). Such an
approach may require an initial set of input data, which could be generated using various techniques.
However, inputs chosen using these techniques might miss some defects, since they might not happen
to consider a sufficient variety of potential inputs and subsequent system states. Some defects in such
systems may only be found under certain application states that may not have been tested because of
a lack of appropriate input. Thus, we require a strategy that specifically considers these field states,
by using real inputs and outputs from actual executions rather than just those generated in the testing
lab, in order to reveal defects in applications that do not have test oracles.
2.3 Requirements
A solution to this problem would need to address not only the issue of the absence of a test oracle, but
also consider the multiple possible states under which an application may run. Such a solution should
meet the following requirements.
1. Reveal defects that would not otherwise be revealed. The solution to this problem must be
able to reveal defects that would not ordinarily or realistically be revealed with other current
testing approaches, including static techniques. Although it may be impossible in the general
case to indicate that a particular output is correct, the solution must at least be able to indicate
whether the output is incorrect.
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2. Allow the tests to execute within various execution states. Regardless of whether the tests
address individual units or the entire system, tests should be conducted while the application is
running so as to ensure that they pass in any situation. Tests that address units would need to
be executed “from within”, i.e., the application determines when to conduct tests and launches
the tests from its current context. System-level tests may treat the application as a black box but
still consider different configurations and runtime environments.
3. Support a variety of application types. The approach should be able to support various
types of applications, ranging from single-user standalone programs (e.g., scientific calcula-
tions, desktop publishing, web browsing, etc.) to more complex multi-user applications (e.g., a
three-tier web server application), including those that do actually have test oracles. Although
we present an approach that is general purpose, in this work we specifically limit our scope to
machine learning applications, which can be categorized as either supervised (e.g., classification
and ranking) or unsupervised (e.g., anomaly detection or data mining).
4. Be configurable. The software vendor or a system administrator should be able to configure
the implementation of the approach (the testing framework) to control the frequency with which
tests are to be run, when during the program execution the tests are to be run, how many tests
can run concurrently, what to do if a test fails, etc.
5. Allow for the easy creation/specification of tests. The approach should allow software devel-
opers to easily create and specify the test cases, using familiar or easy-to-learn techniques.
6. Report defects back to the software developers. If a test fails and a defect is discovered, the
framework must allow for feedback to be sent to the software developers so that the failure can
be analyzed and, ideally, fixed. In addition to sending a notification of a discovered defect, the
framework should also send back useful information about the system state so that it can be
reproduced.
7. Execute the tests without affecting the application’s state from the users’ perspective. If
the tests are to be executed in a running application with real users, this should be done without
affecting the outcome of the program. The testing framework must ensure that any changes
to the application’s state or to the environment made by the tests are then undone, so that the
application goes back to its original state (before the test was run) and can then proceed as
normal. Another approach is to run the tests in a separate “sandbox”, so that the tests can be
run in parallel, and the test processes would not affect the original.
8. Have low performance impact. The user of a system that is conducting tests on itself during
execution should not observe any noticable performance degradation. The tests must be unob-
trusive to the end user, both in terms of functionality and any configuration or setup, in addition
to performance.
3 Hypotheses and Proposed Approach
This section describes our proposed approach to solving the above problem. It also states the hypothe-
ses that the thesis will investigate, and clarifies the scope of the work.
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3.1 Proposed Approach
One popular technique for testing such non-testable programs is to use a “pseudo-oracle” [26], in
which multiple implementations of an algorithm process the same input and the results are compared;
if the results are not the same, then one or both of the implementations contains a defect. This is
not always feasible, though, since multiple implementations may not exist, or they may have been
created by the same developers, or by groups of developers who are prone to making the same types
of mistakes [46].
However, even without multiple implementations, often these applications exhibit properties such that
if the input or system state were modified in a certain way, it should be possible to predict the
new output, given the original output. This approach is what is known as “metamorphic testing”
[19].
For example, anomaly-based network intrusion detection systems build up a model of “normal” be-
havior based on what has previously been observed; this model may be created, for instance, according
to the byte distribution of incoming network payloads. When a new payload arrives, its byte distri-
bution is then compared to that model, and anything deemed anomalous causes an alert [100]. For a
particular input, it may not be possible to know a priori whether it should raise an alert, since that is
entirely dependent on the model. However, if while the program is running we take the new payload
and randomly permute the order of its bytes, the result (anomalous or not) should be the same, since
the model only concerns the distribution, not the order. If the result is not the same, then a defect
must exist. This approach does not require an oracle for the particular input; it only requires the
specification of the application’s so-called “metamorphic properties”.
As an example of the types of metamorphic properties that such applications may exhibit, in [71] we
enumerated six different categories of properties, listed in Table 1. For instance, in many supervised
ML applications that act on a set of training data, reversing or randomly permuting the order of the
examples in the input should not affect the output (the “model”). In other cases, increasing the value
of numeric fields by a constant should have a predictable effect on the output that is easy to calcu-
late. Although this list is not yet comprehensive, it gives an indication of the types of metamorphic
properties we intend to investigate.
Table 1: Classes of metamorphic properties
additive Increase (or decrease) numerical values
by a constant
multiplicative Multiply numerical values by a constant
permutative Permute the order of elements in a set
invertive Reverse the order of elements in a set
inclusive Add a new element to a set
exclusive Remove an element from a set
Next, we suggest that continuing to execute tests in the field, after deployment, will provide
sufficient test data and reveal defects that are dependent on the application state. By executing
tests from within the software while it is running under normal operations and use, additional defects
that depend on the system state (or a combination of state and environment) will also be revealed.
For testing individual units (functions), this approach requires the use of a new type of test that is
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designed to be run from within the application, as it is executing. These are tests that ensure that
the metamorphic properties hold true no matter what the application’s state is, and regardless of its
configuration or runtime environment. This would need to go beyond passive application monitoring
(e.g., [80]) and actively test the application as it runs in the field.
Our approach, therefore, entails continuing metamorphic testing of the application as it runs in the
deployment environment. For either an individual function or for the entire application, we first
capture initial input/output pairs that are taken from actual executions in the field. Although we
cannot know whether the output is correct (since there is no general test oracle), we at least know that
the input is something that comes up in practice, and is thus useful as a valid test case. We then apply
the function’s or application’s “metamorphic properties” to derive new test input, so that we should
be able to predict the corresponding test output. Although we cannot know whether the test output is
correct either, if it is not as predicted then there is a defect. However, since this process is conducted
in the field, we must ensure that users do not “notice” this testing, e.g., see the test output, experience
a sudden performance lag, etc.
3.2 Hypotheses
In our solution, metamorphic tests are executed in the context of the running application, as opposed
to a controlled or blank-slate environment. Tests focused on individual units are run continuously as
the application runs, at appropriate points in the program execution; system-level tests are conducted
in parallel with the running application. Crucial to the approach is the notion that the test must not
alter the state of the application from the users’ perspective. In a live system in the deployment
environment, it is clearly undesirable to have a test application altering the system in such a way that
it affects the users of the system, causing them to see the results of the test code rather than of their
own actions.
The main hypotheses investigated are as follows:
1. For programs that do not have a test oracle, conducting metamorphic testing within the
context of the application running in the field can reveal defects that would not ordinarily
otherwise be found. That is, the approach can reveal defects in non-testable programs that
would not be found using metamorphic testing (or other techniques, for that matter) in the
development environment, or through using other approaches that test software as it runs in the
field.
2. This can be done without affecting the application state from the users’ perspective, and
with acceptable performance overhead. Users of the software would ideally not even know
that any testing was being performed.
We will apply this approach to applications in the domain of machine learning (ML), focusing specif-
ically on subtle computational defects that come about due to programming errors and misinterpreta-
tion of specifications, as opposed to gross defects (like system crashes or deadlocks) that are a result
of untested deployment environments, configurations, etc. As machine learning applications become
more and more prevalent in various aspects of everyday life, it is clear that their quality and reliability
take on increasing importance. Thus, we hope to advance the state of the art in testing these types of
applications, and indicate that our approach works for certain other types of non-testable programs as
well.
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4 Automated Metamorphic System Testing
This section describes our solution to addressing the system-level testing requirements. A discussion
of our solution for unit testing can be found in Section 5.
4.1 Model
To support system-level testing, we will create a technique called Automated Metamorphic System
Testing, which automates the process by which program input data is modified, multiple executions
of the application with its different inputs are run in parallel, and the outputs of the executions are
compared to check that the metamorphic properties are satisfied. This must be done in such a manner
that the user only sees the results of the main (original) execution, and not from any of the others that
are only for testing purposes.
Figure 1: Model of Automated Metamorphic System Testing Framework
In the model of this approach, demonstrated in Figure 1, metamorphic properties of the application
are specified by the tester and then are applied to the program input. The original input is fed into
the application, which is treated completely as a black box; depending on the metamorphic property,
a modified version of this input data may also be produced. That data is then fed into a separate
invocation of the application, which executes in parallel but in a separate sandbox so that changes to
files, screen output, etc. are not seen by the user. When the two invocations finish, their results are
compared according to the specification; if the results are not as expected, a defect has been revealed.
Although not reflected in Figure 1, it should be possible to execute more than two invocations of the
program in parallel.
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Note that the tester need not write any actual test code per se, but rather only needs to specify the
metamorphic properties of the application. This can be done by the creator of the algorithm or by
application designer, and does not assume intricate knowledge of the source code or other implemen-
tation details.
4.2 Architecture
This section describes the architecture of a framework, called Amsterdam, that will enable an appli-
cation to be treated as a black box so that Automated Metamorphic System Testing can be performed
without any modification to the code whatsoever. This framework allows the application to be tested
as it runs in the field, using real input data. As described above, multiple invocations of the application
are run and their outputs are compared; however, the additional invocations must not affect the user
and must run in a separate sandbox.
4.2.1 Assumptions
The framework currently assumes that the program under test can be invoked from the command line,
system input comes from files, and output is either written to a file or to standard out (the screen).
Though this may limit the generality of this framework, according to our preliminary investigations,
these assumptions are typically not restrictive in applications in the domain of interest. Additionally,
when input comes from database tables, mouse clicks, keystrokes, incoming network traffic, etc.,
the unit testing approach described in Section 5 can be used instead, since that inserts code into the
application, and that code can perform any transformations of input and/or comparison of outputs at
a more granular level.
4.2.2 Specifying Metamorphic Properties
The tester must first specify the metamorphic properties of the application. In our current prototype
implementation of the framework, this will be done in an XML file; however, we are investigating
other possibilities, such as using a formal specification language like Alloy [42], a scripting language
like Python or Perl, or even plain-text English. The examples in this section assume the specifications
are written in XML, though the ideas and principles will remain the same, regardless of the particular
implementation.
The specification of a metamorphic property includes three parts: how to modify the input, how to
execute the program (e.g., the command to execute, setting any runtime options, etc.), and how to
compare the outputs. Multiple metamorphic properties can be specified together.
For input transformation, the tester can describe how to modify (if modification is needed at all)
the entire data set or only certain parts, such as a particular row or column in a table of data. In [71],
we identified six categories of metamorphic properties, and the framework supports out-of-the-box
input modification functions to match each of these categories: adding a constant to numerical values;
multiplying numerical values by a constant; permuting the order of the input data; reversing the order
of the input data; removing part of the data; and, adding additional data.
For program execution, the tester needs to specify the command used to execute the program. The
program is completely treated as a black box, so the particular implementation language does not
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matter, as long as the program is executable from the command line. Some metamorphic properties
may call for different runtime options to be used for the different invocations, and those would be
specified here.
For output comparison, the tester describes what the expected output should be in terms of the
original output. In the simplest case, the outputs would be expected to be exactly the same. In other
cases, the same transformations described above for the input may need to be applied to the output
before checking for equality. If the output is non-deterministic, the tester can specify a range of
acceptable outputs, which may include some of the transformations, as well.
If the out-of-the-box transformation or comparison functionality of the framework is not expressive
enough to meet the needs of a specific metamorphic property, the tester can add additional features
by creating a separate component that can be invoked by the framework, according to a specific
programming interface. For transformations, the input to this component would be the input data,
and the output would be the modified data file; for comparisons, the input would be the two results to
compare, and the output of the component would be whether or not the two results are as expected.
<TESTDESCRIPTOR>
<EXECUTION>java NaiveBayes @parameters</EXECUTION>
<PARAMETERS>-t @input.training data -d @output.model</PARAMETERS>
<INPUT>
<VAR TYPE="arff file" NAME="training data" />
</INPUT>
<OUTPUT>












Figure 2: Example of specification of metamorphic property for system-level testing
Figure 2 demonstrates an example of a metamorphic property for system testing as specified in an
XML file. The input and output are given names, and the “post test” specifies that there are to be
two parallel executions and how to modify the inputs and compare the outputs. In particular, this file
specifies that the NaiveBayes program (a ML classifier) has the property that, if the input (“training
data”) is perumuted, the output (“model”) should still be the same. With minimal modification, the
metamorphic properties specified in this XML file could also be applied to any other program that
exhibits the same property.
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4.2.3 Configuration
The tester then configures the framework to specify how the multiple invocations of the program
should be executed. Although the framework is designed to be used in the production environment,
it can certainly be used in the development environment as well. In these cases, parallel execution of
the additional invocations and/or the use of a separate sandbox may not be required; thus, parallelism
and sandboxing can be disabled, which may ease the process of debugging (if, for instance, the tester
wants to see the traces of debugging statements printed to standard out). The tester may also want
to specify whether or not the additional invocations should run on separate processors or cores, if
supported by the underlying hardware.
The configuration also includes declaring what action to take if a metamorphic test fails. Because
the test can only complete once all invocations of the program have completed, it would be too late
to “interrupt” program execution, but the user can still be notified that the test revealed unexpected
behavior, and results of the test can be sent back to the development team.
4.2.4 Execution of Tests
The testing framework first invokes the original application with the command line arguments speci-
fied in the property specification. While it is running, it then applies the specified transformations to
the input files and creates temporary files to use for the additional invocations of the program. This
is done after invoking the original application because modifying large files can take a long time,
and there is no need for the original application to wait. The framework will provide out-of-the-box
support for the transformation of four different file formats: XML, comma-separated value (CSV), an
attribute/value pair format for “sparse” data, and the attribute-relation file format (ARFF). Other file
formats can be supported by building custom transformation components.
The framework then starts additional invocations with the newly-generated inputs. The sandbox for
the parallel processes is provided by a virtualization layer called a “pod” (PrOcess Domain) [82]. This
creates a virtual environment in which the process has its own view of the file system and thus does
not affect any other processes; additionally, the framework ensures that the user would not see any
screen output created by one of the additional invocations of the program. However, at this time the
framework sandbox does not include external entities such as the network or databases.
Once all processes are complete, the output files are then compared according to the specification of
the metamorphic properties. If the output files are not as expected, then a defect has been detected.
4.2.5 Fault Localization
Localizing faults during system testing is quite challenging because the fault could come from any-
where in the code. Thus, this particular approach may be more suitable for detecting defects than for
localizing them. However, we foresee an approach that combines coarse-grained Automated Meta-
morphic System Testing with fine-grained testing at the unit level, such that defects detected by the
former can be localized with the latter. At this point, though, automated fault localization is outside
the scope of work.
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4.3 Feasibility
In [71] we performed system-level metamorphic testing of three machine learning applications: Mar-
tiRank [37], SVM-Light [43], and PAYL [99]. Although we did not automate this testing (i.e., the
modification of test input and the comparison of test output were either done manually or by using
one-off scripts), we demonstrated that such an approach is feasible in revealing defects in applications
in this domain.
Among our findings in that work, the most relevant regarding SVM-Light (an implementation of the
Support Vector Machines [96] classification algorithm that could also be used for ranking) is that
randomly permuting the order of the input data caused it to generate different results. The practical
implication is that the order in which the data happens to be assembled can have an effect on the final
outcome. The SVM algorithm theoretically should produce the same result regardless of the input
data order; however, an ML researcher familiar with SVM-Light told us that because it is inefficient to
run its quadratic optimization algorithm on the full data set all at once, the implementation performs
“chunking” whereby the optimization algorithm runs on subsets of the data and then merges the
results [94]. Numerical methods and heuristics are used to quickly converge toward the optimum;
however, the optimum is not necessarily achieved, but instead this process stops after some threshold
of improvement. Here the implementation deviates from the expected behavior.
We also tested PAYL, an anomaly-based network intrusion detection system, for which we did not
have access to the source code. After analyzing PAYL’s metamorphic properties, we conducted testing
of PAYL by creating data sets (taken from actual network traffic), and then modifying them according
to these metamorphic relationships. Our testing revealed two unrelated defects: in one, PAYL raised
a different type of “alert” from what we expected; in another, it did not raise an expected alert at all.
More importantly, as MartiRank and SVM-Light are examples of “supervised” machine learning, and
PAYL is “unsupervised”, this demonstrated that our testing approach would work on different types
of machine learning applications.
All of these tests were performed using hand-crafted or random data sets, and we suspect that testing
with data sets from actual usage could possibly reveal more defects. A testing framework will need
to be created to automate this testing, as well as to make it plausible for use in the deployment
environment so that tests can be run in parallel, but without the user noticing. This will be addressed
in the thesis work.
5 Metamorphic Runtime Checking
This section describes the model and architecture of an approach that addresses metamorphic test-
ing of individual units (functions) in a running application. Here we also discuss results of initial
feasibility studies.
5.1 Model
In order to support metamorphic testing applied to individual functions, we introduce a technique
called Metamorphic Runtime Checking. This entails a new type of tests that are to be executed in the
running application, using the arguments to selected functions as they are called. The arguments are
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modified according to the specification of the metamorphic properties, and the output of the function
with the original input is compared to that of the function with the modified input; if the results are
not as expected, then a defect has been exposed.
A simple example of a function to which Metamorphic Runtime Checking could be applied would
be one that calculates the standard deviation of a set of numbers. Certain transformations of the set
would be expected to produce the same result. For instance, permuting the order of the elements
should not affect the calculation; nor would multiplying each value by -1, since the devation from the
mean would still be the same (think about the values being “flipped” around the origin on the number
line).
Furthermore, we know that there are other transformations that will alter the output, but in a pre-
dictable way. For instance, if each value in the set is multipled by 2, then the standard deviation
should be twice as much as that of the original set, since the values on the number line are just
“stretched out” and their deviation from the mean becomes twice as great. Thus, given one set of
numbers, we can apply these “metamorphic properties” and create three more sets (one with the ele-
ments permuted, one with each multiplied by -1, and another with each multiplied by 2), for a total
of four test cases; moreover, given the result of only the first test case, we can predict what the other
three should be.
Metamorphic testing generally would not be needed for this trivial example, but clearly can be very
useful in the absence of an oracle: regardless of the values in the data set, and even if the correct output
could not be known in advance, if the outputs are not as expected, then there must be a defect in the
implementation. Although the use of these simple identities for testing numerical functions is not
unique to metamorphic testing [25], the approach can be used on a broader domain of any functions
that display metamorphic properties, including machine learning applications.
In our model, such tests are to be executed in the running application, using the arguments to these
functions as they are called. For instance, in the standard deviation example, whenever the function
is called, its argument can be passed along to a test method, which will multiply each element in the
array by -1 and check that the two calculated output values are equal. This does not require a test
oracle for the particular input; the metamorphic relationship specifies its own test oracle. It is true that
if the two outputs are equal, they are not necessarily correct, but if they are not equal, then a defect
must exist. This will allow us to not only execute tests in the field, within the context of the running
application, but also to test those applications without a test oracle, by using the metamorphic tests
themselves as built-in pseudo-oracles.
A framework that supports the execution of these tests has two primary requirements: run the tests
from within the context of the running application; and do so without affecting that application’s state
from the users’ perspective.
In our model of the testing framework, metamorphic tests are logically attached to the functions that
they are designed to test. Prior to a function’s execution, the framework invokes any corresponding test
with some probability. In order not to have the user see the effects of the test, the testing framework
will execute the metamorphic test in an isolated “sandbox”, so that any changes to the state are not
reflected in the original process. Additionally, the tests execute in parallel with the application: the test
code does not preempt the execution of the application code, which can continue as normal. Figure 3
demonstrates the model we will use for conducting these tests.
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Figure 3: Model of Metamorphic Runtime Checking Framework
5.2 Architecture
In order to facilitate the execution of unit-level metamorphic tests in the deployment environment, we
require a system that conducts the tests during actual runs of the application, using the same internal
state as that of the original function. A system like Skoll [62] is a candidate for something on which to
build, but it is primarily intended for execution of regression tests and determining whether builds and
installs were successful, and not for testing the system as it runs; other assertion checking techniques
(as surveyed in [24]) could be used, but they generally do not allow for calling the function again
with different arguments (which we require), and typically pre-empt the execution of the rest of the
program.
However, we have previously developed a testing technique called “In Vivo Testing” [70], in which
tests are executed in the context of the running application without affecting the application state,
specifically focusing on testing individual units (or combinations of units). For reasons of familiarity
and simplicity, the Metamorphic Runtime Checking framework, called Columbus, will build upon the
In Vivo Testing approach, which is described briefly below.
5.2.1 In Vivo Testing Overview
In Vivo Testing conducts tests “from within” the running application, using the current accumulated
state of the component under test, as opposed to testing from a clean or constructed state, as is typical
in unit testing [44]. Although existing unit and integration tests can be used with In Vivo Testing
without any modifications (for instance, to address configurations or environments not tested prior to
release, as in [62]), developers may find it desirable to create tests that ensure that properties of given
subsystems or units hold true no matter what the application’s state is. In the simplest case, they can
be thought of as program invariants and assertions [24], though they go beyond checking the values of
individual variables or how variables relate to each other, and focus more on the conditions that must
hold after sequences of variable modifications and method calls, without worrying about side effects
visible to the user.
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A simple example is that of the functionality of an implementation of the Set interface in Java. One
of its properties is that, if an object is added to the Set and then removed, a subsequent call to the
“contains” method must return false. This condition must hold no matter what the state of the Set,
and no matter what sort of object had been added. A traditional unit test may investigate this property
by first creating a new, empty Set, but it would not be possible to conduct such a unit test on arbitrary
states of the Set, after it has been used in a real, running application for some amount of time. Thus,
an In Vivo test would be useful in this case.
A more complex example can be found in Mozilla Firefox. One of the known defects is that attempt-
ing to close all other tabs from the shortcut menu of the current tab may fail on Mac OS X when there
are more than 20 tabs open.1 In this case, an In Vivo test designed to run in the field would be one
that calls the function to close all other tabs, then checks that no other tabs are open; this sequence
should always succeed, regardless of how many tabs were open or what operating system is in use.
Particular combinations of execution environment and state may not always be tested in development
prior to release of the software, and one way to fully explore whether this property holds in all cases
is to test it in the field, as the application is running.
As In Vivo tests are distinct methods run inside the application, the approach is like unit testing in the
sense of calling individual methods with specified parameters, but it is also like integration testing in
that it uses the integrated code of the whole application rather than stubs and drivers. In fact, In Vivo
tests could be used in the development environment as well, and the creation of these tests may aid in
the creation of further unit tests.
By combining metamorphic testing and In Vivo Testing, we avoid the need for a test oracle but also
gain the benefits of testing in the field: the tests are conducted within the runtime environment, within
the context of the application’s state. The use of such an approach in the development environment
may not reveal defects if the initial test inputs are not sufficient, particularly if the defects only appear
in application states that were not or could not have been tested prior to deployment. When we use
this approach in the field, we will get a wide range of input values that represent actual usage, as
opposed to a smaller set of test cases that are conjured up by developers in the lab.
Further discussion of In Vivo Testing can be found in Appendix B. Note that In Vivo Testing is not
part of the thesis work, but is only presented here for background purposes. Metamorphic Runtime
Checking is similar in spirit to In Vivo Testing, in that tests execute within the context of the running
application, and do not affect the state from the users’ perspective, but other important details will be
changed in order to faciliate the execution of metamorphic tests.
5.2.2 Assumptions
For In Vivo Testing, we currently assume that the application to be tested is written in an object-
oriented language, running inside a managed execution environment, such as Java or C#. This as-
sumption is made because the architecture is designed to test different components (classes) in isola-
tion, and at a more granular level, to test individual methods prior to their execution. Additionally, the
testing framework requires support for a “reflection” mechanism, so that the corresponding test func-
tions can be called, given the name of the original function, and so that the function arguments can be
1http://www.mozilla.com/en-US/firefox/2.0.0.16/releasenotes/
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passed to the test function. However, we are currently implementing an architecture for Metamorphic
Runtime Checking that will lift these two assumptions.
We also currently assume access to the source code, since the instrumentation of the functions is
done at compile-time. Given that it is the software developers who will write the tests and instrument
the code, we feel that this assumption is reasonable. However, as it may not always be possible or
desirable to recompile the code, an approach to dynamically instrumenting the compiled code, such
as in Kheiron [35] [36], could be used instead.
5.2.3 Creating Tests
The Columbus framework must be provided with test code that specifies the metamorphic properties
to be checked within the running program. This test code would be written by the software developer
(as opposed to a third-party developer or the end-user).
A test to be used with Metamorphic Runtime Checking is one that seeks to exercise the function’s
metamorphic properties, based on transformation of the input(s) and comparing the outputs. Figure
4 shows a metamorphic test for the Java implementation of a sine function, which exhibits two meta-
morphic properties: sin(α) = sin(α + 2pi) and sin(α) = -sin(-α). The parameter “result” represents the
return value of the original function call, so that outputs can be compared.
public boolean testSine(double angle, double result) {
double s0 = this.sine(angle + 2 * Math.PI);
double s1 = this.sine(-angle);
return (s0 == result && s1 == -1 * result);
}
Figure 4: Example of Metamorphic Runtime Checking test
To aid in the generation of these tests, as explored in [72], we are investigating techniques to allow
developers to specify metamorphic properties of a function using a special syntax in the comments.
This way, developers do not have to write the tests, they only need to list the properties. Figure 5
shows such properties for an implementation of the sine function; these properties can then be used
by a pre-processor in the testing framework to generate the test code shown above in Figure 4.
/**
* @meta sine(angle + 2 * Math.PI) == \result
* @meta sine(-angle) == -1 * \result
*/
public double sine(double angle) { ...
Figure 5: Specifying metamorphic properties
5.2.4 Instrumentation
After creating the tests, the software vendor must then select one or more functions in components
(classes, files, etc.) of the application under test for instrumentation, such that instrumented function
calls will be points at which a test could be run. Aside from acting as jumping off points for the tests,
the instrumented functions are also the same ones that will be tested by the framework, and should be
selected according to which ones the vendor wants to test (this could certainly be all of the functions,
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of course). The list of functions is specified in an XML file. The selected functions are instrumented
at compile-time, which does require access to the source code, thus this step is to be done by the
software vendor. Note that this does not require any modification of the original source code; it only
calls for recompilation.
5.2.5 Configuration
Before deployment, the administrator can configure the maximum number of concurrent tests that the
system is allowed to execute at any given time. This prevents the testing framework from launching
so many simultaneous tests that they flood the CPU and essentially block the main application. The
administrator can also set a maximum allowable performance overhead, so that tests will be run only
if the overhead of doing so does not exceed the threshold. The system tracks how much time it has
spent running tests compared to how much time it has been running application code, and only allows
for the execution of tests when the overhead is below the threshold.
Alternatively, the administrator can configure the framework so that, for each instrumented function
with a corresponding test, there is a probability ρ with which that function’s test will be run. This
configuration is specified in an XML file, which contains the name of the component, the name of the
function, and the percent of calls to that function that should result in execution of the corresponding
tests. The file is read at run-time (not at compile-time) so it can be modified by a system administrator
at the customer site if necessary. A “DEFAULT” percentage value can be specified as well: any function
not explicitly given a percentage will use that global default. If the global default is not specified, then
the default percentage is simply set to zero, which provides an easy way of disabling testing for all
but the specified functions. To disable testing for all functions in the application, the administrator
can simply set a “DISABLE” flag to true.
5.2.6 Execution of Tests
Before a function is to be called, the framework uses the measured performance overhead and/or the
percentage value ρ for that function to decide whether to execute a test; it also checks whether the
maximum allowed number of concurrent tests are currently executing. If a test is to be run and the
function has a corresponding “test” function, this test will then be executed.
When a test is to be executed, a new process is first created as a copy of the original to create a
sandbox in which to run the test code, ensuring that any modification to the local process state caused
by the test will not affect the “real” application, since the test is being executed in a separate process
with separate memory. This also ensures that the test function will get called at the same point in the
program execution as the original function. The original function is called first, and then the function
input and the result of the function call are passed as arguments to the test method in the sandbox
process; within that function, the input can be modified and the outputs can be compared according
to the metamorphic properties. Once the test function is invoked, the application can continue its
normal execution, while the test runs in the other process. Note that the application and the test run
in parallel in two processes: the test does not block normal operation of the application after the fork
is performed. Depending on the configuration and the hardware, the test process may be assigned to
a separate CPU or core.
To ensure that the metamorphic test does not make any changes to the file system, etc., we have begun
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to investigate integration with a thin OS virtualization layer that supports a “pod” (PrOcess Domain)
[82] abstraction for creating a virtual execution environment that isolates the process running the test.
However, the overhead of creating new “pods” may limit the effectiveness of the approach in the
general case, so they will likely only be used for tests that actually affect the file system.
When the test is completed, the framework logs whether or not it passed, the process in which the test
was run notifies the framework indicating that it is complete (so that the framework can keep track of
how many concurrent tests are running), and finally the test process is terminated.
5.2.7 Handling Test Failure
In the case in which a test fails, the failure is logged to a local file. Additionally, the system adminis-
trator can configure what action the system should take when a failure is detected, on a case-by-case
basis. In some cases, the administrator may want the system to simply continue to execute normally
and ignore the failure; it may be desirable to notify the user of the failed test; and, last, the adminis-
trator may choose to have the system shut down.
5.2.8 Fault Localization
Because the approach tests individual functions, it will be clear which function’s test failed, so fault
localization could start there. However, it may not necessarily be the case that the function itself
contains the defect. We have begun to investigate other fault localization techniques, as described in
the Future Work section, though these are currently outside the scope of this particular work.
5.3 Feasibility
In [72], we investigated the feasibility of an approach in which we created an extension to the Java
Modeling Language (JML) [49] to specify metamorphic properties; we then developed a tool called
Corduroy to convert these properties into tests similar to those used in Metamorphic Runtime Check-
ing, which were then executed using JML runtime assertion checking [12]. Details of the Corduroy
implementation are described in Appendix A. Although the use of Corduroy is not part of the thesis
work per se, this work demonstrates the feasibility of revealing defects by checking metamorphic
properties at runtime, and much of the Columbus implementation will be based on features of Cor-
duroy.
We applied the approach to some open-source Java applications that fall into the category of “non-
testable programs”. In particular, we looked at WEKA [103] and RapidMiner [86], which both
provide Java implementations for numerous machine learning and data mining algorithms, and are
popular tools for the development of Java machine learning applications.
Our testing involved the Naive Bayes, Support Vector Machines, K-Nearest Neighbors, and C4.5 im-
plementations in WEKA 3.5.8, and the Naive Bayes implementation in RapidMiner 4.1. For each of
these five applications, we first determined its metamorphic properties, using the approach described
in [71]; note that this step did not even require viewing the source code or having knowledge of
implementation details. We then annotated the corresponding methods with specifications using our
extension to JML, used Corduroy to pre-process the source code, and then compiled it using the JML
5.6 compiler. Last, we used some of the data sets from the UC-Irvine Machine Learning Repository
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[75] to perform our testing, using the JML 5.6 runtime environment to execute the code; no command
line options were set for the machine learning applications, so all defaults were used. Our approach
did not require the modification of any of the original application code, however some code needed to
be added to facilitate our testing (see [72] for details).
We specified a total of 25 metamorphic properties for the five applications we investigated (see [72]
for a complete listing), and our approach detected a defect in the calculation of confidence in Rapid-
Miner’s Naive Bayes classifier. The confidence value is a (normalized) indication of how sure the
algorithm is about the classification it makes of examples in the classification phase. One would
expect that if an example being classified had previously existed in the training data set and its con-
fidence was c, and if the training data were modified so that the example existed twice, then upon
classification the confidence should be c/2, since the algorithm would be twice as confident about its
classification (a lower value means “more confident”). However, this turned out not to be the case.
Further investigation revealed an error in one of the normalization calculations; this was a known
defect in the version we tested, and was fixed in a later release.
Additionally, the KNN and Naive Bayes implementations in WEKA both provide an API for updating
a model after it has been created by adding a new instance to the training data: we would expect that
if training data set T produces model M, and if there is an example e such that training data set
T’ = T - e, and T’ produces model M’, then when M’ is updated using e, it becomes equal to M.
We discovered that the KNN implementation exhibits this property, but in WEKA’s Naive Bayes
implementation, the model created from a data set after it is updated with one example is sometimes
(but not always) different from a model created from a data set containing that original example.
Moreover, we observed that if a data set is updated with multiple examples, the number of differences
between the updated model and a model created from a data set already including those examples had
no correlation to the number of updates. When we inspected the code, we discovered that the update
method does not correctly update the probability estimates, thus causing a difference compared to the
model built using the entire data set.
We did notice an inconsistency in the WEKA SVM implementation (similar to the one described
above for SVM-Light), but our testing did not demonstrate any defects in the KNN or C4.5 imple-
mentations in WEKA; although the tests cannot demonstrate correctness, either, since the correct
output cannot be known in advance, the fact that the tests passed at least increases confidence in the
implementations.
Note that the work here did not specifically use the In Vivo Testing framework or the proposed Colum-
bus framework, but rather used the JML runtime environment to execute the tests. Using the JML
runtime environment will not suit our needs going forward since, obviously, it only supports Java
applications; additionally, the runtime checking in JML is not done in parallel, but is rather done se-
quentially, i.e., checking the properties pre-empts the rest of the program. Additionally, JML does not
generally allow the runtime checks to call functions with side effects, thereby limiting the types of
functions we can test. However, this work demonstrates the feasibility of the Metamorphic Runtime
Checking approach, as the tests were all executed from within the context of the running application,
taking advantage of the functions’ metamorphic properties.
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6 Related Work
6.1 Addressing the Absence of a Test Oracle
Baresi and Young’s 2001 tech report [7] presents a comprehensive overview of different approaches
to addressing “the oracle problem”, i.e., the lack of a reliable test oracle in the general case. The
different techniques are summarized here:
• Embedded Assertion Languages. Programming languages such as ANNA [56] and Eiffel [64],
as well as C and Java, have built-in support for assertions that allow programmers to check for
properties at certain control points in the program. In Metamorphic Runtime Checking, the tests
can be considered runtime assertions; however, approaches using assertions typically address
how variable values relate to each other, rather than considering how a function should react
when its inputs are changed. Additionally, the assertions in those languages are not allowed to
have side effects; in our approach, the tests are allowed to have side effects (in fact they almost
certainly will, since we’re calling the function again), but these side effects will be hidden from
the user. Last, assertions typically pre-empt the rest of the application by running sequentially
with the rest of the program [24], whereas in Metamorphic Runtime Checking the properties
are checked in parallel.
• Extrinsic Interface Contracts. These are similar to assertions except that they keep the spec-
ifications separate from the implementation, rather than embedded within. Examples include
languages like ADL [93] or techniques such as specifying algebraic specifications [25]. How-
ever, algebraic specifications often declare legal sequences of function calls that will produce a
known result, typically within a given data structure (e.g., pop(push(X)) == X in a Stack) [92],
and are not as powerful for system-level testing. The runtime checking of algebraic specifica-
tions has been explored in [77] and [91], though neither work considered the particular issues
that arise from testing without oracles. Others have looked at the automatic detection of alge-
braic specifications, in particular [40], and of program invariants in general (e.g., DIDUCE [39],
Daikon [32], Houdini [33], etc.); the automatic detection of metamorphic properties is outside
the scope of this work.
• Pure Specification Languages. Formal languages like Z [1] or Alloy [42] can be used to de-
clare the specific properties of the application, typically in advance of the implementation to
communicate intended behavior to the developers. However, Baresi and Young point out that a
challenge of using specification languges as oracles is that “effective procedures for evaluating
the predicates or carrying out the computations they describe are not generally a concern in the
design of these languages”, i.e., the language may not be powerful enough to describe how to
know whether the implementation is meeting the specification. Additionally, as pointed out in
[92], the specifications need to be complete in order to be of practical use in the general case.
• Trace Checking and Log File Analysis. Observing the execution of an application may indicate
whether or not it is functioning correctly, if for instance it is conforming to certain properties
(like a sequence of execution calls or a change in variable values) that are believed to be related
to correct behavior; or, conversely, to see if it is not conforming to these properties. We have,
in fact, investigated this technique previously with some success [69], but noted that in some
cases the creation of an oracle to tell if the trace is correct can be just as difficult as creating an
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oracle to tell if the output is correct.
While our approaches address some of the limitations described above, we recognize that metamor-
phic testing cannot provide a complete oracle, since there may still be some types of defects that
cannot be detected using this technique. However, the use of metamorphic testing can complement
these approaches and improve upon them, especially if specifying the metamorphic properties can be
done easily.
6.1.1 Metamorphic Testing
Applying metamorphic testing to situations in which there is no test oracle has previously been studied
by Chen et al. [21]. In some cases, these works have looked at situations in which there cannot
be an oracle for a particular application [22], as in the case of “non-testable programs”; in others,
the work has considered the case in which the oracle is simply absent or difficult to implement [17].
However, this previous work has mostly looked at system-level testing as opposed to internal unit- and
integration-level testing as we present here. Additionally, whereas their work has primarily focused
on functions with simple numerical input domains [20], we are working with inputs that conceivably
consist of larger, alphanumeric data sets, as a result of the types of applications we are investigating.
Beydeda [10] first brought up the notion of combining metamorphic testing and self-testing compo-
nents so that an application can be tested at runtime, but did not investigate an implementation or
produce any results. 2 Our work extends that initial idea by providing implementation details and
evidence of feasibility.
Gotleib and Botella [34] coined the term “automated metamorphic testing” to describe how the pro-
cess can be conducted as the program runs, but they do not describe any mechanism for addressing
performance concerns or for ensuring that the additional invocation of the function or the program
is not seen by the user (i.e., their approach was targeted at the development environment, whereas
we target the deployment environment). Additionally, they only provided means for automating the
testing of programs written in C; our Automated Metamorphic System Testing framework can be used
with programs written in any language, and the Metamorphic Runtime Checking can be used for both
C and Java programs.
6.1.2 Testing ML Applications
Although there has been much work that applies machine learning techniques to software engineering
in general and software testing in particular (e.g., [14], [18], [106], etc.), we are not currently aware of
any work in the reverse sense: applying software testing techniques to machine learning applications,
particularly those that have no reliable test oracle. Orange [27] and WEKA [103] are two of several
frameworks that aid ML developers, but the testing functionality they provide is focused on comparing
the quality of the results, and not evaluating the “correctness” of the implementations. Repositories
of “reusable” data sets have been collected (e.g., the UCI Machine Learning Repository [75]) for
the purpose of comparing result quality, i.e., how accurately the algorithms predict, but not for the
software engineering sense of testing.
2In fact, I contacted Dr. Beydeda and he said that this paper was the only work he performed in this area, and he is not
researching it any further.
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Testing of intrusion detection systems [61] [76], intrusion tolerant systems [57], and other security
systems [5] has typically addressed quantitative measurements like overhead, false alarm rates, or
ability to detect zero-day attacks, but does not seek to ensure that the implementation is free of defects,
as we do here. An IDS with very few or no false alarms could still have bugs that prevent it from
detecting many (or any) actual intrusions, making it completely undependable.
6.2 Runtime Testing
6.2.1 Perpetual Testing Approaches
Our investigation into the runtime checking of metamorphic properties is inspired by the notion of
“perpetual testing” [83] [87] [88] [105], which suggests that analysis and testing of software should
not only be a core part of the development phase, but also continue into the deployment phase and
throughout the entire lifetime of the application. Perpetual testing advocates that analysis and testing
should be on-going activities that improve quality through several generations of the product, in the
development environment (the lab, or “in vitro”) as well as the deployment environment (the field, or
“in vivo”). Both testing approaches we suggest here (Automated Metamorphic System Testing and
Metamorphic Runtime Checking) are types of perpetual testing in which the tests are executed in the
field and do not alter the state of the application from the user’s perspective.
Our testing is also a form of “residual testing” [84]. This type of testing is motivated by the fact that
software products are typically released with less than 100% coverage, so testers assume that any
potential defects in the untested code (the residue) occur so rarely so as not to bear consideration.
Much of the research in this area to date has focused on measuring the coverage provided by this
approach by looking at untested residue [74] [84] or by comparing the coverage to specifications [73].
However, this work does not consider the actual execution of tests in the deployment environment, as
we describe here. Those approaches describe measurements of the residue, whereas we are attempting
to discover the residual bugs by conducting tests. Our approach does not currently address coverage,
but could be extended to do so, e.g., emphasizing testing of the residue but not restricting the testing
to only the residue, since bugs could reside in already-tested code.
Also related to perpetual testing is “continuous testing”, which refers to round-the-clock execution of
tests, though typically in the development environment [89] [90]. However, the Skoll project [47] [62]
has extended this into the deployment environment by carefully managed facilitation of the execution
of tests at distributed installation sites, and then gathering the results back at a central server. The
principal idea is that there are simply too many possible configurations and options to test in the
development environment, so tests can be run on-site to ensure proper quality assurance. Whereas
the Skoll work to date has mostly focused on acceptance testing of compilation and installation on
different target platforms, our testing is different in that it seeks to execute tests within the application
while it is running under normal operation. Rather than check to see whether the installation and build
procedure completed successfully, as in Skoll, we seek to execute tests as the application runs in its
deployment environment.
6.2.2 Monitoring
Other approaches to testing software in the field include the monitoring, analysis, and profiling of
deployed software, as surveyed in [31]. One of these, the GAMMA system [79] [80], uses software
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tomography for dividing monitoring tasks and reassembling gathered information; this information
can then be used for onsite modification of the code (for instance, by distributing a patch) to fix
defects. Liblit’s work on Cooperative Bug Isolation [50] (CBI) enables large numbers of software
instances in the field to perform analysis on themselves with low performance impact, and then report
their findings to a central server, where statistical debugging is then used to help developers isolate
and fix bugs. Note that neither of these actually conducts active tests in the field as the In Vivo Testing
approach does (and as our two proposed approaches will), but rather these other approaches deal
with coverage monitoring (GAMMA) or observing variable values or the values returned by function
calls (CBI). This obviates the need for any type of test oracle, but means that neither approach can
be certain that a defect has been found (except for situations like crashes). On the other hand, the
approaches described in this proposal do not need oracles either, but can reveal more subtle defects.
6.2.3 Self-Checking Software
While the notion of “self-checking software” is by no means new [104], much of the recent work
in executing tests in the field has focused on COTS component-based software. This stems from
the fact that users of these components often do not have the components’ source code and cannot
be certain about their quality. Approaches to solving this problem include using retrospectors [52]
to record testing and execution history and make the information available to a software tester, and
“just-in-time testing” [53] to check component compatibility with client software. Work in “built-in-
testing” [100] has included investigation of how to make components testable [9] [11] [13] [60], and
frameworks for executing the tests [28] [59] [63], including those in embedded systems [85] and Java
programs [29], or through the use of aspect-oriented programming [58].
In light of all these important contributions, our testing approaches differentiate themselves by pro-
viding the ability to test any arbitrary part of the system (not just COTS components) and allowing for
the easy creation of new tests, rather than requiring extensive modification to the original source to
provide special functional and testing interfaces [3] [97] or enforcing a rearchitecture of the applica-
tion to allow for the use of testers and controllers/handlers [6] [67] [97]. The advantage of our testing
approaches over these others is that we are providing a framework for perpetual testing of an existing
application with minimal modification, as opposed to prescribing a methodology for developing an
application so that it may be tested after its deployment.
7 Research Plan and Schedule
7.1 Development Tasks
To support Automated Metamorphic System Testing, we will develop a framework called Amsterdam
that supports the modification of program input, parallel sandboxed execution, and automatic compar-
ison of the outputs, based on easy-to-write specifications of metamorphic properties. This framework
will be implemented in Java, but does not require that the program being tested also be written in
Java: that program is just invoked from the framework.
We will also develop an implementation of the Columbus framework for Metamorphic Runtime
Checking for both Java programs and for C programs. Because of certain technical limitations of the
existing In Vivo Testing framework, Columbus will require a new architecture: specifically, Columbus
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needs to compare the outputs of the multiple function executions, which is not currently supported in
In Vivo Testing.
Additionally, further enhancements will need to be performed, particularly relating to performance
overhead and making the frameworks more efficient. To reduce the performance impact, the Colum-
bus framework will no longer use the aspect-oriented programming language AspectJ [2], which is
used in the In Vivo Testing framework, since it provides additional overhead for features that are not
used, and our initial investigations into using AspectC for C programs showed even worse perfor-
mance impact. Also, we will no longer use Java Reflection in determining the names of the tests to
execute, since this also adds additional overhead. Rather, the Columbus framework will depend on
source code pre-processing so that the creation of the test process and the calling of the test function
can be more efficient.
For simplicity, the initial Columbus prototype will use a simple process forking mechanism for cre-
ating the parallel “sandbox” in which to run tests. We will then investigate the integration with the
PODs [82] technology for virtualizing the test process, though from our initial investigations we know
that the use of PODs will incur a greater performance penalty, so we will need to determine the trade-
offs of using such an approach. Specifically, in some cases the use of PODs will not be necessary
(like if the test only affects the in-process memory), so we may need some mechanism of indicating
when to use PODs and when a simple fork is sufficient.
The Amsterdam and Columbus frameworks are designed to be independent of each other, but could
conceivably be used in conjunction, as there may be benefit in enabling tighter integration, such as for
fault localization.
7.2 Experiments and Methodology
After the various implementations are completed and improved, we will conduct experiments to prove
the hypotheses described above.
7.2.1 Demonstrating Effectiveness of the Approaches
To address the first part of the hypothesis and demonstrate that our approaches can reveal defects
in applications for which there is no test oracle, we will select real-world machine learning applica-
tions, identify their metamorphic properties, and instrument them with the frameworks. We will then
conduct both Metamorphic Runtime Checking and Automated Metamorphic System Testing on these
applications as they run under normal operation in the field, and we expect that we will reveal new
defects that were not previously known; we will also show that these defects would not ordinarily
have been detected by using metamorphic testing prior to deployment.
For these experiments, we have identified numerous candidates that are used in real-world applica-
tions. One possible application is MEDUSA [65], a tool for computational biology that is included as
a component of the geWorkbench [16] framework. We may also use the intrusion detection systems
ANAGRAM [98] and Spectrogram [95], which could be used to monitor real traffic on the Columbia
Computer Science department network. We may choose other applications besides these, but it is
important that the applications come from different problem domains and/or use different types of
machine learning algorithms, i.e., supervised vs. unsupervised.
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We will conduct tests on the “as-is” implementations to see if it is possible to detect previously-
unknown defects, but also use techniques such as reproducing previously-discovered defects or, as a
last resort, inserting defects (for instance via operator mutation) to further demonstrate feasibility as
necessary.
7.2.2 Demonstrating Advancement of State-of-the-Art
To show that our testing approach advances the state of the art in testing applications that have no test
oracle, we will compare it to other techniques that seek to address this same problem. In particular,
we will show that symbolic execution may detect that only some simple metamorphic properties
are satisfied (especially those that are based on simple modification of numeric values) but cannot
determine whether the implementation meets other properties, such as those depending on state or
those that involve the manipulation of data structures. We will also show that the use of runtime
checking of program invariants alone is not enough to reveal defects in these types of applications,
since a function may be satisfying its pre- and post-conditions, but still not be producing the correct
output.
Additionally, we will investigate whether formal specification languages could be used as pseudo-
oracles for these applications (assuming they are complete, which may be an undecidable problem
[92]), and show that the specification of metamorphic properties is simpler, if not equally as effective.
These will be “pencil-and-paper” exercises instead of empirical studies, but will demonstrate that in
some cases there are certain defects that our approach can reveal that cannot be shown using these
other techniques.
7.2.3 Evaluating Success Criteria
Aside from demonstrating effectiveness (ability to reveal defects) and showing that the approaches
can reveal certain types of defects that other approaches cannot, we will attempt to determine the
adequacy [101] of our testing approach. Typical metrics used in software testing such as statement
coverage, defects per kloc per unit time, etc. [45] may not be as meaningful here since they depend
heavily on the quality of the individual test sets (in our case, the specification of the metamorphic
properties) and on the particular input that is used, and not on the quality of the testing approach
itself. We note, though, that such metrics can be used to determine stopping points for the conducting
of metamorphic testing, for instance when “enough” statements have been covered or when “enough”
defects have been found. Additionally, there is nothing about our approach that prevents the use of
these metrics for measuring the adequacy of individual test sets, though that is not our goal here.
Likewise, for a given test set, we cannot compare the adequacy of our approach against others like
random testing [30], which requires a test oracle that does not exist in these cases. Also, existing
testing benchmarking suites (like the Siemens test suite [107]) do not include applications without
test oracles, and as described above rely on the individual test cases for determining adequacy. Thus,
we will need to develop a new metric that allows us to compare our approach to others (such as the
ones discussed above) that seek to test similar applications, given a particular test case (or set of test
cases). For instance, such a metric could compare the false positive/negative rates of our approach
and, say, symbolic execution in trying to determine whether a given function exhibits a particular
metamorphic property.
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7.2.4 Demonstrating Acceptable Performance Impact
Proving the second part of the hypothesis includes measuring the performance overhead of our ap-
proaches, to demonstrate that testing can be conducted with acceptable impact on the user. For the Au-
tomated Metamorphic System Testing, we will conduct these measurements during our tests demon-
strating effectiveness, as described above.
For Metamorphic Runtime Checking, which has configurable options that affect the performance
impact, we will first need to determine what “acceptable” actually means for the different types of
applications. We will limit these applications to machine learning software as described previously.
We will then benchmark the Metamorphic Runtime Checking framework by conducting experiments
that will demonstrate the performance overhead of different scenarios. In particular, we will measure
the actual incurred overhead when the user specifies an acceptable overhead level (to see how close we
can reliably get to the expected value), and also the actual overhead when the user specifies different
percentage values for the probabilities of running tests for individual functions.
Last, we will define metrics to measure the efficiency of the Metamorphic Runtime Checking ap-
proach, such as the number of conducted tests divided by the percentage overhead. The thought here
is that, over a given period of time, conducting 100 tests with 10% overhead is equally as “good” as
running 200 tests with 20% overhead, and is twice as “good” as running 50 tests with 10% overhead or
100 tests with 20% overhead. Other metrics could incorporate resource utilization, for example CPU
usage, memory usage, disk space usage, etc. Note that these metrics do not deal with the efficiency
of the discovery of defects (which are addressed above), but only focus on the execution of tests and
the performance impact from the users’ perspective.
7.2.5 Categorizing Defects and Demonstrating Suitability to Other Domains
Finally, part of our work will be to identify the different types of defects for which the approach is most
suitable, and then to categorize the types of metamorphic properties that applications in the domain
of machine learning may have. We will use some of the traditional software testing metrics described
above to demonstrate that these categories of properties are adequate for testing the applications in
the domain of interest.
We will then generalize these categories of metamorphic properties to other problem domains, and
demonstrate that other applications (possibly in optimization, simulation, or scientific computing)
have similar properties and that such testing approaches can be used to reveal similar types of defects
in those domains, too.
7.3 Schedule
Table 2 shows my plan for completion of the research.
8 Expected Contributions
The contributions of this thesis are anticipated to include:
1. An approach called Automated Metamorphic System Testing. This will involve automat-
ing system-level metamorphic testing by treating the application as a black box and checking
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Completion Date Work Progress
Aug. 2008 Finish initial Corduroy prototype (Java) completed
Sep. 2008 Conduct Corduroy feasibility studies completed
Oct. 2008 Submit Corduroy paper to ICST 2009 submitted
Nov. 2008 Write Thesis Proposal completed
Dec. 2008 Defend Thesis Proposal scheduled
Dec. 2008 Finish Columbus prototypes (Java, C) ongoing
Dec. 2008 Complete initial Amsterdam prototype ongoing
Jan. 2009 Conduct Columbus feasibility studies ongoing
Jan. 2009 Conduct Amsterdam feasibility studies ongoing
Jan. 2009 Submit Amsterdam paper to ISSTA 2009
Jan. 2009 Integration with PODs
Mar. 2009 Testing in live environments, including
performance testing
May. 2009 Compare approaches to use of formal specification
languages and other static techniques
Jun. 2009 Tests to determine adequacy and effectiveness
Jul. 2009 Determine guidelines for creating metamorphic
properties and identify types of defects for which
the approaches are most suitable
Aug. 2009 Demonstrate applicability to other domains
Aug. 2009 Start writing Thesis
Sep. 2009 Submit paper to ICSE 2010
Oct. 2009 Submit additional paper to ICST 2010
Jan. 2010 Submit additional paper to ISSTA 2010
Apr. 2010 Defend Thesis
Table 2: Plan for completion of research
that the metamorphic properties of the entire application hold after execution. This will allow
for metamorphic testing to be conducted in the production environment without affecting the
user, but will not require the tester to have access to the source code. We will also present an
implementation framework called Amsterdam.
2. A new type of testing called Metamorphic Runtime Checking. This involves the execution of
metamorphic tests from within the application, i.e., the application launches its own tests, within
its current context. The tests execute within the application’s current state, but in particular
check a function’s metamorphic properties as well. These do not require an oracle upon their
creation; rather, the metamorphic properties act as built-in test oracles. We will also present
a system called Columbus that supports the execution of the Metamorphic Runtime Checking
from within the context of the running application. Like Amsterdam, it will conduct the tests
with acceptable performance overhead, and will ensure that the execution of the tests does not
affect the state of the original application process.
3. A set of metamorphic testing guidelines that can be followed to assist in the formulation and
specification of metamorphic properties that can be used with the above approaches. These will
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categorize the different types of properties exhibited by many applications in the domain of
machine learning in particular (as a result of the types of applications we will investigate), but
will also be generalizable to other domains as well. This set of guidelines will also correlate to
the different types of defects that we expect the approaches will be able to find.
In addition to the contributions listed above, at the time of this writing the following practical accom-
plishments have already been made:
• Published and presented a short version of this proposal at the FSE 2008 Doctoral Symposium
[68].
• Published and presented a paper on system-level metamorphic testing of ML applications and
properties for use in metamorphic testing at SEKE 2008 [71].
• Published and presented a paper on distributed In Vivo Testing at ICST 2008 [23].
• Presented a poster on In Vivo Testing at ISSTA 2008.
• Submitted a paper on In Vivo Testing to ICST 2009 [70].
• Submitted a paper on runtime metamorphic testing to ICST 2009 [72].
• Submitted a journal paper that included some results of our metamorphic system testing ap-
proach [69].
9 Future Work and Conclusion
There are a number of interesting future work possibilities, both in the short term and further into the
future.
9.1 Immediate Future Work Possibilities
• Ensure that the test code does not modify anything external to the system. Currently the
“sandbox” in which the test code runs only includes in-process memory and (assuming we use
PODs) the file system, but it does not account for relational databases, network packets, legacy
systems, etc. Tests that rely on these external entities would need to either “clean up” after
themselves or be run in a special application-supported transactional mode.
• Addressing non-determinism. Some ML algorithms are intentionally non-deterministic and
necessarily rely on randomization, which makes testing very difficult; our testing to date has
been assisted by the fact that it is possible to “turn off” any randomization options in the appli-
cations we investigated. Although the frameworks will support the specification of properties
to address limited types of non-determinism (such as output values falling within a range or in
a set), more detailed analysis may be needed for future work on machine learning algorithms
that depend on randomization.
• Support automatic fault localization. Although the system can record a test failure and know
which test failed, it may not be obvious what is the root cause of the failure (invalid system
state, invalid function arguments, configuration, environment, combination thereof, etc.). Thus,
the system could take a snapshot of the relevant parts of the state (i.e., the ones that could have
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affected the outcome of the test) and record those in the failure log as well, for further analysis.
If these logs are aggregated by the software developer, a failure analysis technique like the ones
described in [50] or [4] could be used to try to isolate the fault.
9.2 Possibilities for Long-Term Future Directions
• Automatically detect properties that can be used to aid in the generation of tests. Although
prior work has been done in automatically determining algebraic specifications, e.g., [40], and
in categorizing metamorphic properties [71], as of now it is necessary for the software developer
to discover and specify the properties and/or write the tests required for metamorphic testing. It
may be possible to automate this process.
• Explore soundness of metamorphic properties. Others have demonstrated that, at the risk
of false positives, when using model-based testing approaches, an unsound model (or, in our
case, unsound metamorphic properties) may reveal defects that more restrictive sound proper-
ties would not [38]. For instance, in [69], we pointed out a metamorphic property in the ML
ranking algorithm MartiRank [37] that permuting the order of the input data should not affect
the output, but only assuming that the values in the input are all distinct (because MartiRank
uses stable sorting). However, we can remove this assumption and concede that although this
metamorphic property is not sound (because for some inputs, it will not be true), the new out-
put will in general be approximately equal to the original, based on some metric of comparing
rankings, such as the number of elements ranked differently, the Manhattan distance, or the
Euclidean distance in N-dimensional space. At the expense of revealing false positives, this
property may also reveal actual defects that may not be detected if we included the original
constraint that all values must be distinct.
• Enable collaborative defect detection and notification. Aside from just sharing the perfor-
mance load of conducting the tests, as we explored in [23], the frameworks could be modified to
allow instances to notify each other when a defect is discovered, so that other instances can try
to reproduce the failed test, which would further aid in fault localization. In some applications,
for instance scientific calculations, it may also be desirable for the system to notify the user that
a defect may have been detected, and that the results of the calculation may not be completely
accurate.
9.3 Conclusion
In this thesis I will explore approaches and frameworks for testing software applications for which
there is no reliable test oracle. In some cases, developers’ knowledge of the software’s properties
is used to create tests that are executed “from within”, but do not affect the state of the executing
program. In other cases, properties of the entire application can easily be specified so that system
testing can be performed while the program runs. The thesis will demonstrate that such approaches are
feasible for revealing defects that could not otherwise be discovered (or could not easily be discovered)
using current testing techniques.
Testing in the deployment environment and addressing the testing of applications without oracles have
been identified as two of the future challenges for the software testing community [8]. As applications
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that fall into this category - such as those in the domain of machine learning - become more and more
prevalent and mission-critical, ensuring their quality and reliability gains the utmost importance.
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10 Appendix A - Implementation of Corduroy and Extension to
JML
In [72], we describe an extension to the Java Modeling Language (JML) [49] that allows for the spec-
ification of metamorphic properties. These properties would be read by a pre-processor we developed
called Corduroy, which would create test methods that could then be executed using JML runtime
assertion checking [12]. This section summarizes the Corduroy implementation details. Although
Corduroy is not part of the thesis work, the Columbus frameworks will build on it conceptually by
providing similar mechanisms for specifying and executing the metamorphic checks at runtime.
As is customary in JML, a function’s properties are specified in annotations in the comments preced-
ing the method with which they are associated, or in a separate file. In our extension, the metamorphic
properties are specified in a line starting with the tag “@meta” and then are followed by a Java boolean
expression that states the property.
/*@
@meta \result == sine(x + 2 * Math.PI);
@meta \result == -1 * sine(-x);
*/
public double sine (double x) { ... }
Figure 6: Example of specification of metamorphic properties for sine using JML
Figure 6 shows a basic example for the sine function. It uses the metamorphic properties sin(α) =
sin(α + 2pi) and sin(α) = -sin(-α). Note that, assuming the method returns a non-void value, the JML
keyword “\result” can be used to represent the method’s return value when specifying the metamor-
phic property, which is to be checked after the function has completed, so that the function need not
be called again with the original input.
In this particular example, the property could in fact be specified without any modification to JML
(using the “@ensures” keyword to specify it as a post-condition), but only if the function is pure,
i.e., has no side effects. Our extension to JML not only allows for the inclusion of functions that
have limited side effects (by restoring some parts of the state after the properties have been checked),
but also adds additional syntax and built-in functions that facilitate the specification of metamorphic
properties.
As it is written, the above example may fail even if the function is working correctly, due to impre-
cision in Java’s floating point calculations. For instance, the Math.sin function computes the sine of
6.02 radians and the sine of (6.02 + 2 * Math.PI) radians as having a difference of 7 * 10-15, which
in most applications is probably close enough, but is not exactly the same when compared using
double-equals in Java, which would lead to a false positive in many cases. In order to simplify the
specification of the metamorphic properties, our extension to JML allows floating point values to be
compared using a built-in tolerance level, and the comparison returns true if the values are within that
tolerance. Of course, if developers want finer control over the tolerance, they can explicitly take the
absolute value of the difference and then comparing it to a tolerance, as is customary in JML.
To simplify the specification of some of the types of metamorphic properties that we feel would be
typical, based on our evaluation in [71], we have also added special keywords to the JML syntax, using
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the JML style of starting keywords and operators with a backslash. These allow for the execution
of operations on arrays (of Objects or primitives) or on classes that implement the Java Collection
interface that would used during the test; Table 3 explains these built-in functions.
\add(A , c) Adds a constant c to each element in
array or Collection A
\multiply(A , c) Multiplies each element in array
or Collection A by a constant c
\shuffle(A) Randomly permutes the order of the
elements in array or Collection A
\reverse(A) Reverses the order of the elements in
array or Collection A
\negate(A) If the elements in A are numeric,
multiplies each by -1
\include(A , x) Inserts an element x into array A
\exclude(A , x) Removes an element x from array A
Table 3: Additional keywords added to JML for manipulating arrays
An example of the use of these keywords appears in Figure 7. When calculating the standard deviation
for an array of integers, shuffling the values should not affect the result, since the calculation does not
depend on the initial ordering of the elements. However, multiplying each element by 2 is expected
to double the calculated standard deviation.
/*@
@meta \result == standardDev(\shuffle( A ));
@meta \result * 2 == standardDev(\multiply( A , 2));
*/
public double standardDev (int[] A) { ... }
Figure 7: Example of using built-in array functions for specifying metamorphic properties
Some metamorphic properties may only hold under certain conditions or certain values for the input,
for example if the input is positive or non-null. We allow for the inclusion of conditional statements
when specifiying metamorphic properties, using if/else notation as opposed to the question mark-
colon notation currently supported in JML. Figure 8 shows an example.
/*@
@meta if (A != null && A.length > 0)
average(\multiply(A, 2)) == 2 * \result;
*/
public double average (double[] A) { ... }
Figure 8: Conditional metamorphic property
Functions that are non-deterministic may still have metamorphic properties, though these would be 1-
to-many relationships of inputs to possible outputs, rather than 1-to-1 mappings as we have discussed
so far. For instance, a function that solves a quadratic equation may return the two possible values
in an array, where either [x1, x2] or [x2, x1] is correct. Thus, the metamorphic property would need
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to check that the new output is equal to one of these two possibilities. In other cases, the new output
might be expected to fall within some range of numbers. To make these properties easier to express,
we add two additional boolean functions, as described in Table 4.
Consider, for example, a function in a personal finance application that simulates market conditions
and predicts the value of the user’s portfolio after a certain amount of time. This function may use
a Monte Carlo algorithm that uses randomness to simulate many possibilities and then reports the
average as its output. If the value of each holding in the portfolio is doubled, we cannot expect that
the predicted value will exactly be doubled, since the function is non-deterministic, but we may be
able to specify that the value should not be less than the original output, and perhaps should not be
more than four times that value. Thus, we can specify this metamorphic property as demonstrated in
Figure 9.
\in { x ; S } Returns true if the value x is
equal to a member of set S
\inrange { x ; x1 ; x2 } Returns true if x >= x1
and x <= x2
Table 4: Additional keywords for handling non-determinism in specifications
/*@
@meta \inrange { predict(\multiply(holdings, 2) ;
\result ; \result * 4 };
*/
public double predict (ArrayList holdings) { ... }
Figure 9: Example of metamorphic properties specifying a range of values
Although some of these metamorphic properties can be expressed in JML using boolean operators
(such as logical AND and OR) within the relationship specification, these extensions should make
the notation simpler and easier to understand, and reduce the chance of incorrectly specifying the
metamorphic relationship.
Rather than modify or extend any existing JML implementation, Corduroy acts as a pre-processor that
converts the specification of metamorphic properties into corresponding test functions and pure JML
specifications, so that the code can then be compiled by any JML-compliant tool. When the code is
executed, if runtime assertion checking is enabled in the virtual machine, the JML specifications will
invoke the test functions, and the metamorphic properties can then be evaluated.
/*@
@meta \result * \result ==
principal * calcInterest(P, r, n, 2 * t);
@assignable balance;
*/
public double calcInterest (double P, double r,
double n, double t) { ... }
Figure 10: Example of metamorphic property expressed by extended JML specification.
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/*@
@meta \result * \result ==
principal * calcInterest(P, r, n, 2 * t);
@assignable intVariable;
@ensures metaTestCalcInterest(P, r, n, t, \result) == true;
*/
public double calcInterest (double P, double r,
double n, double t) { ... }
protected synchronized boolean metaTestCalcInterest
(double P, double r, double n, double t, double result)
{
double balance = balance;
try {
if ((result * result == principal *











Figure 11: Example of specification from Figure 10 after processing by Corduroy.
Each metamorphic property as specified for the original method is translated into valid Java that
checks that the boolean expression is true. To support the keywords added to JML by our approach,
we use calls to a built-in Corduroy library of static methods. Each property is checked individually,
and if an expression returns false, the test method returns false immediately. This means that the
“ensures” clause in the original method will fail, and if runtime assertion checking is enabled, the
JML runtime environment will handle it accordingly.
As an example, consider a function in a BankAccount class that calculates compound interest, but as
a side effect also updates the BankAccount’s balance. One of its metamorphic properties is that if
the amount of time is doubled and the value is multiplied by the principal, the result will be equal to
the square of the original amount of interest. Figure 10 demonstrates an example of the specification
written using our extension to JML; Figure 11 shows the code after it has been processed by Corduroy.
Note that our approach intentionally does not dictate what action the application should take if a
defect is discovered through the testing, i.e., if the post-condition assertion check fails. Rather, this is
handled by the JML runtime environment, and would typically result in an exception being thrown;
the stack trace of the exception would then indicate which metamorphic property did not hold.
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11 Appendix B - In Vivo Testing and the Invite Framework
In [70], we developed an implementation of the In Vivo Testing framework for Java applications called
Invite. This framework was developed using the aspect-oriented programming language AspectJ [2].
Here we describe the details of the implementation, the result of feasibility studies, and some exper-
iments to measure performance overhead. Although In Vivo Testing itself is not part of the thesis
work, the concept of Metamorphic Runtime Checking and the proposed Columbus framework are
conceptually based on the approach.
11.1 Implementation
Whenever a method of an instrumented class is invoked, the framework uses the percentage value ρ
for that method to decide whether to execute a test. If Invite decides that a test is to be run, it uses Java
Reflection to see if the method has a corresponding “test” method (for performance reasons, however,
we cache the results of previous checks to see if the test method exists). This is the In Vivo test that
will then be executed. If the method being executed is also associated with existing unit tests (and not
In Vivo tests), one of its corresponding unit tests may be executed instead. The purpose of running a
method’s corresponding test method is so that the test is executed at the same point in the program (the
same state) as the method itself. This makes it possible to see how the test performs in the same state
in which the method performs, which is preferable to arbitrarily choosing a random test to execute,
since there may be states when such a test is not expected to work correctly.
If a test method exists and it is determined that a test should be run, Invite then forks a new process
(which is a copy of the original) to create a sandbox in which to run the test code, ensuring that any
modification to the local process state caused by the unit test will not affect the “real” application,
since the test is being executed in a separate process with separate memory. As Invite is currently
implemented in Java, and there is no “fork” in Java, we have used a JNI call to a simple native C
program which executes the fork. Performing a fork creates a copy-on-write version of the original
process, so that the process running the unit test has its own writable memory area and cannot affect
the in-process memory of the original. Once the test is invoked, the application can continue its normal
execution, while the unit test runs in the other process. Note that the application and the unit test run
in parallel in two processes; the test does not pre-empt or block normal operation of the application
after the fork is performed.
In the current implementation of Invite, unit test modifications to network I/O, the operating sys-
tem, external databases, etc. are not automatically undone; the sandbox only includes the in-process
memory of the application (through the copy-on-write forking). To address this, we implemented a
prototype of a modified JDK, built on the open source OpenJDK [78], so that files are not modified
by the tests either. Though this somewhat limits the type of testing that can be performed currently,
there are still many categories of defects that can be detected when considering tests that only utilize
and affect the state of the process in memory. Furthermore, if a “tearDown” method exists in the
class in which the test was run, that method is executed upon completion of the test, allowing for any
programmatic clean-up that needs to be done (though, as described previously, it is not necessary to
restore in-process memory to its original state, only that of external systems).
When the unit test is completed, Invite logs whether or not it passed, and the process in which the unit
test was run is terminated. Invite provides a tool for analyzing the log file and providing simple statis-
35
tics like the number of tests run, the number that passed/failed, and a summary of the success/failure
of each instrumented method’s unit test. We have also implemented a “client-server” version of Invite
[23] in which all errors are reported back to a central server (presumably this would be set up at the
vendor’s location), and could be processed as in [80] or [62], wherein configuration parameters (like
the frequency of test execution or even the list of classes to test) could then be modified.
We have also considered other policies for determining how frequently unit tests should be run, aside
from the static configuration value. For instance, if it is desirable to have all the test cases run equally
often, then the ρ value could be automatically adjusted to increase probability for a method that,
empirically, runs rarely, and lowered for one that runs often. Another policy would be to multiply
the weighting (which treats all essentially equally but considers how often they run in practice) by
some factor that is larger for methods/classes where more bugs were found during lab testing and/or
more field bugs were reported, so as to increase the likelihood of finding a bug in a potentially flawed
method or class. Another solution may be to use a tool like the GAMMA system [79] [80] for deter-
mining which tests should be run under different circumstances, such as system load. The relative
effects of these different policies are outside the scope of this paper.
11.2 Addressing Performance Concerns
The performance impact of such an approach is an immediate concern, and we have taken a number of
steps to ensure that the system is feasible for use without causing significant slowdown of the software
under test.
The first and perhaps most obvious measure we took is to allow the administrator to limit the number
of simultaneous tests that are being executed, so that test processes are not created so frequently as to
flood the CPU. When the maximum number of test processes are executing, the Invite framework is
temporarily disabled so that no more tests are started. This gives the administrator a mechanism for
keeping the number of processes under control.
The maximum allowed number of simultaneous test processes would ideally be less than or equal to
the number of CPUs/cores in the machine. To take advantage of multiprocessor/multicore architec-
tures, it is possible to configure Invite so that each process runs independently and does not interrupt
the others. Each process is assigned to a separate CPU/core using an affinity setting (this is not sup-
ported in Java but is possible through a JNI call), thus ensuring that the tests do not run on the same
CPU/core as the main process and limiting the overall impact on the application.
We have also investigated ways to reduce the overhead by distributing the testing load across multiple
instances of the application under test. In [23], we discovered that it is possible to share the testing
load across a small “application community” [54] in a software monoculture. We have also started to
implement a mode that allows Invite to automatically alter the ρ value based on the desired frequency
of test execution, or an acceptable performance overhead. For instance, the value can be raised when
there is less usage of the application, so that more tests will run but the system will not be under
excessive load, and load can be shared across different instances of the application.
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11.3 Feasibility
To demonstrate the feasibility of the Invite testing framework, we applied it to OSCache 2.1.1 [81],
which contained numerous known bugs that we speculated could be detected with the In Vivo Testing
approach. Note that we did not explicitly address the problem of applications without test oracles in
this work, but a caching tool is similar in that, as in machine learning applications, certain defects
may not be obvious to the end user.
One of the bugs we discovered is that, under certain configurations, the method to remove an entry
from the cache is unable to delete a disk-cached file if the cache is at full capacity.3 A unit test
that assumes an empty or new cache would pass, however; but when the cache is full, the In Vivo
test would fail, revealing a bug that may not have been caught in the development environment.
In another OSCache bug, setting the cache capacity programmatically does not override the initial
capacity specified in a properties file when the value set programmatically is smaller.4 A unit test for
the method to set the cache capacity may assume a fixed value in the properties file and only execute
tests in which it sets the cache capacity to something larger; this unit test would pass. However,
if a system administrator sets the capacity to a large number in the properties file, an In Vivo test
would fail when it tries to set the cache capacity to a smaller value, revealing the bug. In the last bug,
flushing the cache, adding an item, and attempting to retrieve the item can occasionally result in an
error, particularly if two calls to flush the cache happen within the same millisecond.5 A unit test that
tries this sequence of actions may simply never encounter the error by chance during testing in the
development environment, but an application fitted with the In Vivo framework would catch it when
it eventually occurs.
Unfortunately the unit tests that are distributed with that version of OSCache do not cover the methods
in which those defects are found, so we created unit tests that would reasonably exercise those parts
of the application. As expected, those tests passed in the development environment during traditional
unit testing, primarily because we had created the tests assuming a clean state which we could control
(which, we feel, is a reasonable and common assumption [44]). This took less than one hour to
complete. We then developed In Vivo tests, using those unit tests as a starting point; it took less
than one hour to complete this task. Although we did not have a real-world application based on
OSCache for our testing, we created a driver that used the OSCache API to randomly add, retrieve,
and remove elements of random size from a cache, and randomly flushed the cache. All three defects
were revealed by Invite in less than two hours. The last to reveal itself was the one that only happened
when the cache was at full capacity, which happened rarely in our test because the random adding,
removing, and flushing did not allow it to reach capacity often; however, this defect may have revealed
itself more quickly in a real-world application.
As mentioned previously, In Vivo Testing and the Invite framework are not part of the thesis work,
and we will need to create a new framework (Columbus) that particularly allows for metamorphic
testing. The work described here is meant to demonstrate the feasibility of the approach and of using







We are concerned with the performance impact of our approach, particularly in instrumenting poten-
tially numerous method calls (perhaps all of them) to act as points at which tests can be executed, as
well as the overhead incurred by using forking to create a new process in which the test would be run.
We conducted some performance tests to determine the additional overhead introduced by the Invite
framework. Although we will not be using Invite for performing Metamorphic Runtime Checking,
this section gives a rough idea of the performance impact that can be expected.
In our experiments, we measured the performance overhead during our testing of OSCache 2.1.1,
using Java 1.6.0 on a Linux Ubuntu 2.7.1 server with a dual-core 3.0GHz CPU and 1 GB of memory.
Only minimal background system processes were executing during our tests. We first executed the
test in our environment without the In Vivo Testing framework attached, to determine a baseline. The
test consisted of 100,000 random calls to add, retrieve, and remove items from a cache, as well as
to flush the entire cache. The time to complete the benchmark with no Invite instrumentation was
1062ms.
We then instrumented the four appropriate methods and created simple In Vivo tests for each; we
then set the probability of running a test to 0. In this case, we could measure the overhead of the
instrumentation itself from the inserted AspectJ code, which still has to check that probability on each
method call, since the instrumentation of the code is done at compile-time but the configuration is
checked at run-time. In this case, though, we did not need to consider the forking of new processes
or parallel execution of any test code, since Invite would never execute any tests. This time, the test
completed in 1080ms (1.6% increase), which indicated very little impact overall and is consistent with
the small overhead caused by calls to weaved-in AspectJ code [41].
Next we configured Invite so that the probability ρ of running a test (for each of the four methods) was
set to 0.1% (this version of Invite did not include the ability to set an acceptable overhead threshold).
To demonstrate the effects of more frequent testing, we then repeated the tests with larger ρ values;
the results are shown in Table 5. All tests ran on a different core from the original process.
Table 5: Results of performance testing
Percent of
methods Total Number Tests
that execute time of per
tests (ρ) (ms) %diff tests second
Baseline 1062 - - -
0% 1080 1.6 0 0
0.1% 1115 4.9 39 34.9
1% 1140 7.3 51 44.7
10% 1276 20.1 58 45.5
100% 1299 26.6 72 55.4
Note that the number of tests executed does not increase by an order of magnitude just because the
percent probability of running a test does: depending on how long the test takes to run, and the allowed
maximum number of concurrent tests, only a certain number of tests could be fit in before the program
runs to completion. It is possible that an In Vivo test that takes a very long time to run will reduce the
38
overall number of tests run, but it will also reduce the overhead (since new tests are not starting), and
we expect that the ratio of overhead to number of tests run would stay about the same even in those
cases.
We also ran similar experiments on a quad-core machine, in which we allowed for two and then
three simultaneous tests to be run. The results were as expected: the performance overhead increased
because more test processes were being forked, but the number of tests run during the experiment also
increased with the number of allowable simultaneous tests. See [70] for more details.
We have previously investigated a distributed approach to In Vivo Testing [23] and demonstrated that
by reducing the number of tests each instance of an application runs, but by having multiple instances
of the application conduct tests, the global number of tests is constant but the performance overhead
on each instance is reduced. We have also looked into ways in which a small application community
can balance testing load by profiling each instance (i.e., the distribution of the function executions)
and then calculating an assignment of test cases such that each instance has the same expected testing
overhead. These particular techniques, however, are out of scope for this thesis.
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