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Supervisor: Peter Harrowell 
 
 
 
The primary focus of this work is to develop an understanding of crystallisation in 
hard sphere systems. The thesis is presented in two parts.  
 
The first section is an investigation of the liquid/crystal interface at equilibrium using 
molecular dynamical simulations. The objective is to understand how the interface 
might bridge between the disordered and ordered states in liquid/crystal environments. 
Topological measures of structure are used to investigate whether any precursor 
structures are present in the liquid phase, close to the interface, that would allow 
transition from disorder to order. This differs from other work where simpler 
measures of structure, classifying phases into either liquid or crystal, are used. The 
results indicate that the liquid/crystal interface of a hard sphere system is very narrow 
and no readily observable structures were found that extended past the width of the 
equilibrium interface. 
 
The second section of the thesis is a theoretical study of growth kinetics in hard 
sphere systems using density functional theory. The kinetics in a fixed volume are 
examined with a single conserved order parameter. The work is extended 
incorporating both conserved particle and non-conserved structure dynamics. The 
kinetics of growth are examined and it is shown that the small initial crystals are 
quickly isolated from the higher pressure of the surrounding system through the 
development of a depletion zone.  
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1 Theoretical Studies of Crystallisation in Hard 
Sphere Systems 
 
1.1  Introduction 
 
In simple atomic systems, crystallisation occurs rapidly (in the order of nanoseconds) 
and is inaccessible to detailed experimental observation. While simple in construct, 
the hard sphere model offers a wealth of detail in how atomic systems may act. An 
understanding of hard spheres systems can also benefit material science with 
improved designs and new materials, such as optical and acoustic diffraction devices, 
optical gap materials or novel coatings. 
 
Mathematical models were used initially in the study of hard sphere systems. The 
introduction of computers led to the development of simulation methods. The 
continual improvement in processing speeds and memory storage of computers means 
that larger systems of particles can be run for longer time periods. Ultimately we 
would expect that simulated system runs will be large enough to show the entire 
crystallisation process, from spontaneous nucleation and growth of multiple nuclei 
through to coarsening at grain boundaries. 
  
Real systems of colloids that closely approximate hard sphere particles can now be 
created due to advances in colloidal science. The diffusive motion of these colloidal 
particles, much slower than atomic particles, allows the homogeneous nucleation and 
crystal growth of these systems to be observed in real time. These colloidal systems 
play an important role in both testing and providing insights to improve theoretical 
models. 
 
1.2 History of the Hard Sphere Model 
 
In a hard sphere liquid/crystal system, a disordered region of space (liquid) and a 
region of order (crystal) coexist together. The structure of the crystal is more readily 
understood, since it is represented by particle s placed in a regular array. The structure 
of the region connecting the liquid to the crystal and the structure of the liquid itself 
are both less well understood. 
 
One attempt to understand the structure of hard spheres in a liquid state was 
investigated by Bernal1. Bernal used plasticene models to estimate shapes of the 
polyhedral volumes surrounding liquid particles, which he suggested could be used as 
a means of defining an ideal liquid, similar in concept to the ideal gas.  He also used 
balls and rods to model separation distances between particles. Using these he was 
able to achieve a density of packing of 0.61, close to the theoretical value for closest 
random packing of 0.64. He was also able to calculate a radial distribution function 
close to that found in metallic and molecular liquids.   
 
Since the structure of the liquid can be described by radial distribution function, and 
other thermodynamical quantities can be derived from it, attempts have been made to 
derive analytical expressions for this function. All of these derivations are dependent 
on the approximations assumed. Percus and Yevick2 have derived an expression that 
is particularly successful for hard spheres.  
  
One model of the crystal/liquid interface applicable to hard spheres is given by 
Spaepen3. The interface he proposes is made by assuming that particles deposited on 
the final layer of a crystal plane are subjected to the rules that: tetrahedral holes are 
formed preferentially; octahedral holes are disallowed; and the density is maximised. 
The two dimensional network subjected to these construction rules is in general 
random with no long range translational symmetry. The regular structure of the crystal 
plane completely vanishes by the time a third layer of particles is deposited. By this 
stage the particles have the property of the bulk liquid.    
  
The study of hard spheres has changed with the availability of computers, referred to 
as molecular simulation. Molecular simulation offers a bridge between traditional 
theoretical models and experiments. The advantage of simulation work is that a higher 
degree of complexity can be introduced to models and more realistic systems can be 
investigated. The two main type of molecular simulation are Molecular Dynamics 
(MD) and Monte Carlo (MC). 
 
MD simulation is the realisation of an old idea: that given initial positions, momenta 
and forces of interaction for a system of particles, the behaviour of the system can be 
projected backwards and forward in time. Typical applications of MD include phase 
transitions, diffusion and transport properties.  
 
Monte Carlo simulation is a stochastic strategy that is useful for studying systems in 
thermal equilibrium, for which the dynamics is absent. The general concept of MC 
simulation is that random configurations of particles are generated and ensemble 
averages calculated from each system generated. Metropolis et al4 introduced a 
method of MC simulation where configuration that contribute more to the ensemble 
average are more likely to be generated. MC simulations are commonly used to 
calculate equilibrium properties. 
 
Alder and Wainwright5 showed that a liquid/crystal transition could occur in a system 
of hard spheres using molecular dynamics. When it was shown6 that a rapid 
compression could transform a fluid of hard spheres into an amorphous state or glass, 
the interest in such systems increased.  
 
The speed of the original computers used by Alder and Wainwright limited the 
number of particles that could be simulated using molecular dynamics. A 
consequence of low particle numbers is that systems would exist only in either a solid 
or liquid state. In their work they found that while no coexisting systems were found, 
as the calculations proceeded the systems would jump from one state to the other over 
a range of densities. 
 
Hoover and Ree7 did extensive study on hard spheres using MC simulations and 
found the volume fractions of coexisting phases of liquid and solid in a hard sphere 
system to be rl = 0.494 (liquid) and rs  = 0.545 (solid). These results are also 
produced using density functional theory as shown by Haymet and Oxtoby8.  
 
In hard sphere crystals, packing particles in layers of close packed hexagonal layers 
occupies the least space. Stacking of layers occurs by placing successive layers in the 
triangular holes formed from the previous layer. Two alternate stacking structures are 
face-centred cubic (fcc) and hexagonal close packed (hcp). In hcp, every third layers 
lies directly above the first layer and is said to have a ABABAB… structure. In fcc, 
every fourth layer lies directly above the first and is said to have a ABCABC… 
structure. The free energy difference between these two packing structures, first 
addressed by Frenkel and Ladd9, is extremely small. In addition to fcc and hcp, many 
hybrid structures, classified as random hexagonal close packed (rhcp), are possible. 
Mau and Huse10 have shown that all rhcp have a higher free energy than a pure fcc 
structure. 
 
Since the driving force towards fcc is small, it is possible that systems get trapped in 
metastable states. The work of Pusey et al11 indicated that near the melting density, 
using hard colloidal spheres, random stacking occurred. At density away from this the 
stacking tended towards fcc. Pronk and Frenkel12 have computed the rate at which 
colloidal crystals are expected to transform from rhcp to fcc. Kegel and Dhont13 
studied a system of near uniform colloidal particles under conditions of microgravity 
and found that purely random stacked hexagonal layers of crystal do initially form. 
Over time, these rhcp crystals transformed into ABCBCACBACBA… stacking, 
termed “faulted-twinned fcc”.  
 
The traditional picture of crystallisation is that an isolated sharply defined spherical 
nucleus forms spontaneously through density fluctuations in the system. The free 
energy of such a nucleus is a combination of the bulk phase properties and a surface 
term that describes the energy required to create a liquid/crystal interface. Only a 
nuclei above a critical size will have the surface effect ceasing to dominate and 
continue to grow.  
 
Nucleation has attracted recent attention with advances in analytical techniques 
allowing the direct observation of individual particles14, 15, and computer simulation 
methods16, 17 where the time evolution of a critical nucleus is monitored. In both the 
experimental and simulation work the idea of a spherical nucleus is being challenged. 
Zhu20 found dendritic crystals formed in microgravity, Gasser et al.15 have observed 
elliptical nuclei in their colloidal systems while O’Malley and Snook17,18 have found 
that the nuclei formed in MD simulations are aspherical formed from randomly 
hexagonal close packing and even multiply twinned nuclei. 
 
1.3 Hard Sphere colloids 
 
Systems of colloidal suspensions can be used as models of hard spheres, as shown by 
Pusey and van Megan21.  Over a range of densities, colloidal suspensions can be seen 
to go from a liquid to crystal state just as predicted by hard sphere models. Colloidal 
suspensions of polymethacrylate (PMMA) particles in solvent are translucent at low 
densities. As the density is increased, the samples begin to scatter light, tinted with 
iridescent colour which changes with the direction of observation. A further increase 
in density produces phase separation, with a sediment of opal like crystals forming. In 
their work, Pusey and van Megan observed that an amorphous glassy state would 
form at densities above a volume fraction of rg = 0.58 and samples at these densities 
did not crystallise over several months of observation.  
  
Until 1997 it was thought that rg  = 0.58 was an intrinsic glass transition for hard 
sphere colloidal suspensions, when high density samples20 that had remained in a 
glassy state for over a year were seen to crystallise in less than two weeks in 
microgravity. Samples of PMMA in solvent at volume fractions between (0.488, 
0.619) were taken aboard the Space Shuttle Columbia for the microgravity 
experiments. It was seen that samples in the coexistence region formed small dendritic 
crystals in microgravity in contrast to samples under normal gravity which form 
nondendritic crystals.  
 
The samples above rg = 0.58 had begun to crystallise after 4 days and by the end of 
the mission had completely filled the sample with crystal. The samples remained 
crystalline back on earth where further work on the samples suggested that for 
amorphous samples (rg > 0.58), the nucleation and growth of crystals is greatly 
hindered by gravity. Work by Kegel22 has corroborated these results and indicated that 
even a small amount of a uniaxial stress can inhibit crystallisation. 
 
1.4 Density Functional Theory 
 
Density functional theory (DFT) can be used to study many properties in 
liquid/crystal systems, including predicting the phase diagram23, investigating the 
liquid/crystal interface24, 25 and studying the kinetics of crystallisation26, 27, 28, 29. The 
free energy is assumed to be a functional of the density and minimising this functional 
with respect to the order parameters gives the equilibrium density. Early work 
applying DFT to the liquid/crystal interface was presented in papers by Ramakrishnan 
and Yussouff30 and followed by Haymet and Oxtoby31. In these papers the solid was 
treated as a weakly perturbed liquid. Curtin25 suggested an alternate to this approach 
that avoided the use of additional use of square gradient approximations for the 
interface using a weighted density approximation which produced a non- local, non-
perturbative functional of the density. 
 
1.5 Thesis Outline  
 
This thesis is presented in two sections. The first section is an investigation of the 
liquid/crystal interface at equilibrium using MD simulations. We try to understand 
how a disordered liquid can interface with the structure of a crystal phase. 
Topological measures of structure are used to investigate whether any precursor 
structures are present in the liquid phase, close to the interface, that would allow 
transition from disorder to order. This differs from other work where simpler 
measures of structure, classifying phases into either liquid or crystal, are used and 
examines how alternate topological descriptions of order17,18,19 consistently can be 
applied in an inhomogeneous system.  
 
The second section of the thesis is a theoretical study of growth kinetics in hard 
sphere systems using density functional theory. The kinetics of crystallization of a 
hard sphere- like colloidal suspension in a fixed volume based upon the use of time 
dependent density functional theory incorporating conserved particle dynamics is 
presented. Distinguishing crystalline order by the particle density alone, it is shown 
that the constraints of fixed number and volume lead naturally to the appearance of a 
new non-uniform minimum in the free energy corresponding to the equilibrium 
coexistence between crystalline order and disordered suspension. Using numerical 
integration, the time dependence of a range of initial spherical crystallites is followed. 
The normal and tangential osmotic pressure fields about these growing crystallites are 
presented and the growing crystallite is shown to be isolated from the higher pressure 
of the surrounding disordered suspension by the non-equilibrium depletion zone 
which surrounds it.  
 
The theory is extended by incorporating both conserved particle and non-conserved 
structure dynamics. One of the non-uniform solutions is found to have the minimum 
free energy and is identified as the stable equilibrium coexistence of crystalline and 
disordered suspension. Numerical integration is used to follow the time dependent 
motion of a range of initial crystallites. A broadband of stationary states, additional to 
those identified analytically, are located by the numerical integration.  We show that 
these solutions arise from pinning induced by the discretization of space. These results 
are compared with recent light scattering studies. 
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2 Analysis of Topology and Structure in Hard Sphere 
Systems 
 
2.1  Introduction 
 
The following work will investigate how the structure of the liquid transforms 
continuously into the structure of the crystal through the liquid/crystal interface. This 
work is distinguished from previous studies of the liquid/crystal interface in which the 
liquid state was characterised only by the absence of crystalline order rather than by 
the actual local structure. To this end, we require a universal description of condensed 
phase structure that can be equivalently applied to both phases.  
 
The work of O’Malley2 is extended using the modified voronoi neighbour definition 
and his proposed six member shortest path (SP) rings. In particular we have defined 
several new measures based on the topology of the particles in these rings. The 
measures are defined to capture information on the shape of the individual rings and 
what correlations exist between rings of different particles.  
 
In this chapter we look at the measures in various bulk liquid and crystal phases. In 
the next chapter we examine what information can be seen when these measures are 
applied to a liquid/crystal interface.  
 
2.2 Identifying Particle Neighbours 
 
To study topology it is necessary to identify connections between neighbouring 
particles - this process is the heart of topological analysis and small variations to the 
criteria for defining neighbours can result in large apparent variations in topology. 
Since the ultimate aim of this work is to identify neighbours in inhomogeneous 
systems it is necessary to use a scheme that is independent of the density.  
 
The radial distribution function g(r), which describes the spatial organisation of 
particles around a central particle, is a simple method of describing neighbours. The 
first minimum of this function is a measure of the radius that the closest shell of 
particle neighbours are likely to be found. The minimum is however density 
dependent and it cannot be used as a cut-off distance to consistently define neighbours 
when the density is transitioning from a liquid to crystal state. 
 
An alternative to the radial distribution function is to assume that particles around a 
central particle could be described by shells, where the first shell of particles is taken 
as neighbours. The distances between a central particle and the particles in a shell 
could be assumed normally distributed and non-overlapping with other shells, 
allowing a statistical test to determine if two particles belonged to the same shell. The 
advantage of this over the radial distribution func tion is that local conditions around a 
particle are used in determining neighbours. 
 
Application of the model would entail selecting an initial set of closest particles to 
estimate the mean and standard deviation of the distribution for the first shell and set 
as neighbours. Using an iterative procedure, the next nearest particle would be tested, 
and rejection as a neighbour occurring if it was significantly further away from the 
central particle based on this distribution. The distribution of the first she ll would be 
recalculated each time a particle was accepted. 
 
An obvious disadvantage of this procedure is that the size of the initial set of 
neighbours and the level to which the distances are statistically tested against are 
arbitrarily chosen. This neighbour procedure was tested using different starting sets of 
neighbours and levels of statistical significance on a system of 324 hard sphere 
particles that had run through molecular dynamic simulations. The results for some of 
the testing can be seen in Table 2.1. 
 
The results show that for low density systems there is a wide range in the number of 
particle neighbours. The level of statistical significance can be used to reduce this 
range in the neighbour frequencies, but the initial number of neighbours chosen 
appears to do little more than shift the distribution of numbers towards the initial size. 
It is evident from this analysis that such a procedure is not robust for determining 
neighbours 
 
Nearest neighbours can also be determined by voronoi analysis as used by Bernal1 in 
his study of liquid structure and more recently by O’Malley2 and Williams et al3.  The 
voronoi methodology partitions a space into non-overlapping volumes, centred about 
individual particles within the space. These volumes represent spaces that are closer to 
the central particle than any other particle in the system. To determine voronoi 
neighbours in three dimensions, planes are drawn bisecting the distances between a 
central particle and all the particles surrounding it. The particles corresponding to the 
smallest convex polyhedron surrounding the central particle are called voronoi 
neighbours. 
 
The basic voronoi code used has been taken from Allen4. We have modified this code 
in line with the work of O’Malley2 where all particles corresponding to three sided 
and small area faces are removed from the voronoi analysis to avoid degeneracy 
effects. This code was tested using output from MD on a system of 324 particles at a 
volume fraction of 0.548. The MD was run for 60,000 time steps and output taken at 
intervals of 1,000 time steps.  
 
Figure 2.1 shows the distribution of face area for various face sizes of the voronoi 
polyhedra before removal of any of the voronoi neighbours. The figure shows that 
three sided faces exist only at small areas and that the four sided faces exhibit a 
bimodal distribution with a significant number of small four sided faces. These results 
are consistent with O’Malley. 
 
The analysis was redone with the small area faces removed. A comparison of the 
distribution of areas for all faces is shown in Figure 2.2.The modification to the 
voronoi analysis now produces a smooth uni-modal distribution of face area. This 
graph can also be compared to O’Malley and shows excellent agreement. 
 
Table 2.1:  Frequencies of neighbour numbers found using a statistical method based on the 
distribution of distances around a central particle. Starting with an initial set of the eight closest 
neighbours, each subsequent nearest neighbour was tested using the distribution of distances of the 
preceding particles. The test was compared using two different significance levels (1% and 10%). 
 
 
Frequency r (volume fraction) 
 
statistical significance for initial 
neighbour set = 8  
statistical significance for initial 
neighbour set = 10 
 1% 10%   1% 10% 
 0.419 0.733 0.419 0.733  0.419 0.733 0.419 0.733 
                    
          
8 57 25 298 282  0 0 0 0 
9 64 70 21 35  0 0 0 0 
10 76 103 3 6  41 62 309 310 
11 55 82 2 1  78 134 11 13 
12 35 44 0 0  56 128 3 1 
13 22 0 0 0  59 0 1 0 
14 8 0 0 0  42 0 0 0 
15 2 0 0 0  19 0 0 0 
16 3 0 0 0  8 0 0 0 
17 1 0 0 0  11 0 0 0 
18 1 0 0 0  5 0 0 0 
19 0 0 0 0  4 0 0 0 
20 0 0 0 0   1 0 0 0 
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Figure 2.1 : Frequency of all different face types with different areas after a standard voronoi analysis. 
These results using our simulation and analysis code are consistent with O’Malley6.  
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Figure 2.2 : Frequency of all face types with different areas after a standard voronoi analysis (initial) 
and after removing all three sided faces and small area faces (after). These results using our simulation 
and analysis code are consistent with O’Malley2. 
 
2.3 Characterising Topology using Shortest Path Rings 
 
2.3.1 Shortest Path Algorithm 
 
While the structure of a crystal is easy to characterise because of the long range order 
it possesses, liquid structure is a much more difficult thing to define. Bernal1 
suggested using the voronoi polyhedra as a means of describing liquid structure. The 
number and shape of each polyhedra face can be used as a definition of structure. 
O’Malley2 and Williams et al3 have taken a different approach and apply ring 
statistics as their measures of structure.  
 
Rings are formed by finding a path that starts and finishes on the same particle 
without ever including another particle more than once. To create the path some 
description of connection between individual particles is required. Rings can be 
distinguished by the number of particles they contain and statistics based on ring 
analyses are generally accepted as a measure of medium range order. A simple 
method for computing ring statistics is to count all rings up to some predetermined 
size. This method however, produces a large number of redundant rings, since 
intersecting rings can be combined into larger rings. An alternative of counting only 
the smallest rings is likely to exclude many rings that are not simply aggregates of 
smaller rings and may contain valuable information on structure. 
 
Franblau5 has defined a shortest path (SP) ring criteria that produces an intuitively 
acceptable set of ring counts and can be formally shown to lie in the centre of a 
natural hierarchy of possible irreducibility tests that eliminate rings with shortcuts 
across them. His definition is that a ring is a SP if there is no shorter path between any 
pair of particles on the ring than that achieved by the path of the ring, when all 
possible connections are considered.  
2.3.2 Six Member Rings 
 
The Franblau SP analysis applied to systems of hard spheres will produce ring counts 
for 3, 4 and 5 member SP rings. Since 6 member rings can be shown to be 
combinations of smaller rings when hexagonal packing is present, 6 member SP rings 
do not exist in hard sphere systems. Nevertheless, it is of interest to understand the 
coordination shell surrounding a particle and one method of analysing this is to 
modify the Franblau analysis so that 6 member SP rings can be created.   
 
In addition to a ring analysis using the Franblau SP criteria, O’Malley2 has used the 
SP criteria on the neighbours of a central particle, with the central particle excluded 
from the analysis, to measure the topology. An additional criterion that each particle 
on the 6 member SP ring can only be a neighbour to the particle preceding or 
following it, and no other particle on the ring, is included in the SP analysis. This 
additional criterion ensures that, at least in the crystal phase, the rings found are close 
to planar. In face centred cubic (fcc) crystal, each particle would be seen enclosed 
within an overlapping set of four of these 6 SP rings, with each ring corresponding to 
a different (1 1 1) plane. The rings each share two particles with the other three rings 
(Figure 2.3(a)). However, as the density decreases, and particularly in the liquid 
region, the rings produced are sufficiently bent that a significant number of rings are 
produced that share more than two particles (Figure 2.3(b)).  
 
2.3.3 Ring Analysis 
 
The SP algorithm has been coded up in two fortran versions. The first version 
produces 3, 4 and 5 SP rings using the algorithm as set out by Franblau. A modified 
version of this code then performs an analysis on the neighbours of each particle and 
produces 6 SP rings. A final screening of these 6 SP rings leaves a subset of rings that 
share at most two particles with each other ring around a central particle. These rings 
are referred to as 6 single SP rings (SSP). 
 
The algorithm works by firstly creating a neighbour list for all particles, using the 
voronoi method as described above. The code then searches through paths of particles 
by stepping through the neighbour list. The number of times the same ring is 
processed is reduced by ensuring that the first particle on the ring has the lowest 
particle number. This restriction still fully processes each ring twice - since it is not 
possible to distinguish between the two directions of travelling the same ring - and the 
additional constraint that the second particle on the ring must have a lower particle 
number than the last particle ensures that each ring is only counted once. The output 
from the code has been compared to O’Malley and found to be in reasonable 
agreement.  
 
 
    
 
 (a)
(b)
 
 
Figure 2.3 : 6 SP rings – as defined by O’Malley2 : (a) a central particle (not shown) in a crystalline 
state  is surrounded by 12 nearest neighbours . These 12 particles form 4 separate 6 SP rings shown here 
as black , blue, red and pink. Note that each of the four rings share at most two particles with any other 
ring ; (b) a central particle (not shown) in a liquid state is surrounded by 7 nearest neighbours . In this 
example two 6 SP rings are formed but differ only in the position of a single neighbour. These rings 
could be considered as duplicate measures of the same topology.  
 
2.3.4 Additional Structure using Modified Six Member SP Rings 
 
Commonly, order parameters exist in either a liquid or crystal state and are not useful 
in describing how structure might change through a liquid/crystal interface. The 6 SSP 
rings give a useful topological description of structure around a particle and it is 
hoped that it can capture some of the more holistic structure that can be present in 
higher density liquids and liquid/crystal interfaces. In addition to this measure several 
other order parameters based on the 6 SSP have been developed.  
 
It should be noted that since the 6 SSP rings are selected from larger set of rings, the 
question of bias in the selection process must be addressed. No evidence of systematic 
bias has been found and calculations using either 6 SP or 6 SSP rings give similar 
results. 
 
The 6 SSP rings describe the coordination around a central particle. In a fcc crystal 
these rings should fall in one of the four possible (1 1 1) planes. One measure of 
crystal - like structure would be how planar or flat the rings are. We have defined 
Flatness as the average of the unit normals projecting from each triangular segment of 
a 6 SSP ring and used it as a measure of how crystalline the structure is surrounding a 
particle. The cross products used are calculated as we move in order through the ring 
ensuring that each normal vector calculated will point to a single side of the ring 
plane. In a perfect crystal state the Flatness should equal 1.0.  
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Figure 2.4: The flatness of a single ring for particle i is calculated by taking cross products for the 
vectors shown. Six pairs of vectors are used in the calculation of flatness for each ring, the vectors 
taken in the sequence of the ring. The Flatness for particle i is taken as the average of the flatness for 
each ring of particle i. 
 
 
 
A vector direction for each ring is defined as  
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These direction vectors are used to calculate alignments for each particle. The 
Neighbour Alignment is a measure of how each particle is aligned to the nearest 
neighbours and represents a measure of local structure. This measure is used to detect 
local environment alignment by seeing how the 6 SSP ring directions of a particle 
align with those of the surrounding neighbours. This measure will detect structure in a 
system even if regions that are aligned locally are not necessarily aligned globally. 
 
The Neighbour Alignment is calculated by taking the cross products of each ring of 
particle i with each of the voronoi neighbour rings.  
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where 
 
ikik  particle of ring   theofvector direction 
th=rn  
r = number of rings for particle i 
v = number of voronoi nearest neighbours with non-zero number of rings 
ln = number of rings for the nth neighbour 
 
The Crystal Alignment is a measure of how a particle is aligned to the four (1 1 1) 
planes of the crystal and represents a measure of global structure. The four directions 
of the (1 1 1) planes used in this work are given in Table 2.4. This measure is used to 
see how particles are aligning to fixed planar directions. In the next chapter where a 
crystal/liquid system is examined, this measure is used to measure structure through 
the liquid/crystal interface. 
 
 
Table 2.4: Unit normal vectors to each of the (1 1 1) planes  
 
(1 1 1) 
Plane x y z 
        
    
1 -1.0000 0.0000 0.0000 
2 0.3333 -0.9428 0.0000 
3 0.3333 0.4714 -0.8165 
4 -0.3333 -0.4715 -0.8165 
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In a perfect crystal phase the Neighbour and Crystal Alignment should equal 0.5 
2.3.5 FCC/HCP Structure 
 
O’Malley2 states that a particle with 12 nearest neighbours, for which each neighbour 
is bonded to exactly four nearest neighbours, the only arrangements possible are fcc 
and hcp. This definition has been applied to the results of the voronoi analysis and 
reported as FCC/HCP structure. 
2.3.6  In-Plane Hexagonal Orientation 
 
A final measure of structure is given by the in-plane hexagonal order parameter6. The 
neighbours of a particle lying within +/- half a crystal layer in the x direction are 
projected onto the yz plane.  
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where j and k are voronoi nearest neighbours of particle i within a  distance of half the 
crystal layer spacing and qyz(i,j,k) is the angle between rij and rik projected onto the yz 
plane. Nx is the number of particle i neighbours meeting the distance criteria.  
 
The in-plane hexagonal order parameter is a measure of hexagonal geometry and is 
one in crystal states and switches over to a zero value for liquid states. While 
commonly used in the analysis of structure within inhomogeneous systems, it offers 
no measure of smooth transition between liquid and crystal states. It is included as a 
standard against which the other topological measures introduced here are assessed 
against. 
 
2.4 Molecular Dynamics Simulations 
 
Molecular dynamics1 (MD) with periodic boundary conditions were used to create 
bulk liquid and solid phases over a range of densities. The density referred to here is 
the volume fraction and is symbolised as r. The simulations were begun using a fcc 
crystal structure with one (1 1 1) face set parallel to the YZ plane.  
 
Most simulations were done for 100,000 time steps using 4116 particles set up in a 
cube of unit volume. To ascertain whether structural differences could be measured 
successfully at all densities, three additional runs were done using 324 particles and 
run for 500,000 time steps to create high density liquid phases.  
 
Several methods6,7, 8 have been proposed for expanding particles to produce dense 
liquid states. We compared a modified version of the method proposed by Stillinger8 
with a method of conjugate gradients10 and briefly comment on the effectiveness of 
each. 
 
2.4.1  Expanding Particle Size using Stillinger Method 
 
The high density phases were created by taking a liquid phase at a volume fraction of 
0.471 and expanding the particles using a modified MD program similar to the 
methods of  Woodcock7 and Stillinger8. In this modified code, particles were moved 
half of the distance calculated for the next collision. The closest particles were 
determined and the particle diameters expanded so that these particles were just 
touching. The velocities of these particles were then changed so that they were 
moving away from each other at equal speeds. The speeds were calculated so that the 
momentum of the system remained constant. This algorithm was repeated until the 
desired particle diameter had been reached.  
 
The expanded phases were then run for 500,000 time steps to ensure that 
crystallisation did not occur. Using this algorithm, phases with volume fractions of 
0.524 and 0.576, which correspond to the metastable and solid regions of the phase 
diagram of hard spheres respectively, were created.  
 
2.4.2  Expanding Particle Size using Conjugate Gradients 
 
One problem that can be identified with the any method of expansion is that the 
distance between closest particles will decrease with increasing particle numbers due 
to probability effects, and therefore increase the computational time to create a dense 
system. An alternative method of expanding the particles, using conjugate gradient 
methods10 has been briefly investigated. 
 
The conjugate gradient method minimises a function along orthogonal directions. It 
differs in approach to methods like steepest descent in that minimisation along any of 
the orthogonal directions is performed once. The steepest descent method can 
continually need to re-minimise over the same direction, and can actually trap itself 
away from the minimum in such cases as long narrow valleys. In this example of the 
method we expand the size of the particles and then minimise the amount of volume 
overlap that exists.  The initial rate of expansion is set to decay at an exponential rate.  
 
We examined the effectiveness of the method under three conditions which we 
designate as Fast, Medium and Slow to distinguish the number of expansion steps 
required to reach the desired particle expansion, and compared them to the Stillinger 
method above. In the fast expansion, particles were expanded in a single step to the 
desired diameter before applying the conjugate gradient method. The medium and 
slow expansions increased the particle size in steps. MD simulations were run 
between particle expansions with the additional modification that overlapped particles 
were identified, moved apart where possible and had their velocities set equal in 
magnitude and opposite in direction while conserving momentum.  
 
Table 2.5 shows comparison of the different methods of expansion. The table shows 
how effective the conjugate gradient method is at removing particle overlap. At the 
fastest expansions the amount of overlap is reduced by more the 90%. The remaining 
overlap is then easily removed using modified MD simulations.   
 
While the conjugate gradient method offers an advantage in the rate of expanding 
particles, one obvious difference between this and the Stillinger method is the 
pressure of the system resulting from the expansion. The conjugate gradient method 
produces systems that have high initial pressures. The 0.524 density systems quickly 
adjust the pressure to be equivalent to the Stillinger system. For the higher density 
systems, the pressure remains high for considerably longer than the time saved in 
producing the expansion. Graphs of the time dependent pressure for each system is 
shown in Figure 2.5.   
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Figure 2.5: Comparison of the pressure for particles expanded using conjugate gradient and Stillinger 
methods. The graphs are for systems with a final volume fractions of (a) 0.524 and (b) 0.578 
Table 2.5:  Comparison of conjugate gradient and Stillinger methods of expansion 
 
r  Method 
(a) 
Expansion 
Factor (b) 
Expansion 
steps 
MD steps 
between 
expansions 
Total 
MD 
steps 
Average Number of 
Particle Pairs 
Overlapped 
Original Expanded      Before 
CG 
After 
CG 
After 
MD 
(c) 
          
          
0.471 0.524 CG 1.0400000 1 0 1 297.0 3.0 n/a 
0.471 0.524 CG 1.0050000 8 100 800 53.6 1.3 0.4 
0.471 0.524 CG 1.0002000 75 100 7500 5.8 0.0 0.4 
          
0.471 0.576 CG 1.0700000 1 0 1 536.0 42.0 n/a 
0.471 0.576 CG 1.0005000 159 100 15900 7.4 0.1 0.5 
0.471 0.576 CG 1.0002000 425 100 42500 3.1 0.0 0.4 
          
0.471 0.524 SM 1.0000116 3042 1 3042    
0.471 0.576 SM 1.0000001 9415 1 9415    
 
(a)  CG : congugate gradient method; SM : Stillinger modified 
(b)  initial expansion factor for CG, average expansion factor for SM 
(c)  no particles overlapped beyond an acceptable tolerance 
2.4.3 Comparison with Theoretical Results 
 
The pressure of each of 16 phases simulated was compared with theoretical pressures 
described by Hall11 and given in Equations (2.5) and (2.6). Figure 2.6 shows the 
comparison. Bulk phases that appear on the liquid equation of state have been 
designated as liquid in the analysis that follows while crystal phases are those that 
appear on the crystal equation of state. 
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where r is the volume fraction of hard spheres with diameter s  and h is the density: r 
= ps3h/6. 
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Figure 2.6: Theoretical equation of state for liquid and crystal hard sphere systems taken from Hall11. 
Pressure results for all systems simulated. All systems on the liquid curve are designated as liquid 
phases and all systems on the crystal curve designated as crystal. 
 
 
2.5  Structural Analysis in Bulk Phases 
 
The defined structure and crystal measures from Section 2.3 have been applied to bulk 
phases produced through MD simulations. The analysis of these bulk phases gives an 
insight into the way each measure responds to changes in density. It also allows the 
variability of each measure to be estimated. Since the liquid phase is a disordered state 
relative to the crystal we would expect a larger variation in the measures applied to 
liquid phases. As well, we might expect that measures of structure increase with the 
density, but still to be less in the liquid since the pressure results given in Section 2.4 
indicate that the high density liquids are in a disordered state.  
 
2.5.1  Rings and Crystal Structure 
2.5.1.1 SP Rings 
The 3, 4 and 5 SP were calculated for each system of particles. The average number 
of 3 and 4 SP rings per particle showed little difference between the two phases. The 
average number of 5 SP rings per particle however, showed a distinct downward trend 
with density while in the liquid state, with an average of three 5 SP rings present in 
the highest density liquid. The number of these rings immediately vanishes in the 
crystal state because the hexagonal packing of the hard spheres does not allow the five 
fold symmetry to exist. The average number of 3, 4 and 5 SP rings for the systems 
tested here in the crystal state, agree exactly with the theoretical values of 8, 3 and 0 
respectively. 
 
Table 2.5 and Figure 2.7 give the results for the SP ring analysis. Also included in the 
table are the average number of voronoi neighbours and the fcc/hcp measure 
calculated from the voronoi data.  The average number of voronoi neighbours is 
approximately 12. The fact that effective radius for a shell of neighbours is relatively 
larger in a lower density system is reflected in the slightly higher number of 
neighbours at these densities. The fcc/hcp measure is exactly as expected. The liquids 
samples have no fcc/hcp structure while the crystal phases are essentially all fcc/hcp 
structure. 
 
While the average number of rings is similar in the liquid and crystal phases for the 3 
and 4 SP rings, the variation in the number of rings per particle is distinctly different 
for the two phases. Figure 2.8 shows the standard deviation of the rings per particle 
for each ring type. The crystal phase has little variation away from the theoretical 
values for each ring type, while for the liquid phase there is an increasing amount of 
variability as the density decreases – consistent with the intuitive picture of disorder in 
a liquid phases and order in crystal phases.  
 
2.5.1.2 Six Member Rings 
The six member rings are a measure of the topology around a particle. In a crystal 
state a particle is encaged by four of these rings – each of which is directed along a  
(1 1 1) plane. For high density liquids, the average number of 6 SP rings (Table 2.6) is 
higher than this because these rings become less planar in the liquid state, and in some 
cases 6 SP rings can form around a central particle that differ by just a single 
neighbour (see Figure 2.3). Contrast this with the crystal state where only two 
particles are in common for each of the rings around a central particle. The additional 
constraint that applied in producing the 6 SSP rings - that these rings can have at most 
two particles in common with other rings around the same central particle - has 
clearly changed the count of rings as a function of density and shows a clear 
distinction between liquid and crystal states.  
 
Figure 2.9 shows the 6 SP and 6 SSP rings as a function of density. Also included in 
the figure are averages for six member rings where 3 and 4 particles are allowed to be 
shared amongst rings around the same particle. The figure indicates that 6 SP include 
a significant amount of rings around particles that differ from each other by just a 
single neighbour. 
 
Differences exist between systems in liquid and crystal states.  In a crystal state 
virtually all particles have four 6 SSP rings whereas the number of these rings in the 
liquid state vary significantly, as was found for the 3, 4 and 5 SP rings. At the lowest 
density some 29% of particles possess no 6 SSP rings at all (Table 2.6). As the density 
increases this reduces to less than 1% for the highest density liquids. It could be 
inferred from this that solids have a connection with all the particles in the system 
through consistent measures. Liquids, on the other hand, have a disconnected-ness, 
where measures resembling crystal structure – such as these 3, 4 and 5 SP rings and 
these  6 SSP rings – can fluctuate or in some cases even be totally absent. 
  
 
Table 2.5: Results from voronoi and shortest path ring analysis. Voronoi neighbours have been found 
after removing three sided and small area faces. FCC/HCP structure is defined as the average number 
of particles with exactly twelve voronoi neighbours and each neighbour connected to exactly four other 
neighbours. 
  
State r SP Rings per Particle Voronoi 
Neighbours 
FCC/HCP 
Structure  
    3 4 5     
              
Liquid 0.105 8.804 2.964 8.087 12.45 0.000 
Liquid 0.157 8.356 2.863 7.195 12.20 0.000 
Liquid 0.209 8.047 2.814 6.552 12.03 0.000 
Liquid 0.262 7.863 2.666 5.862 11.90 0.000 
Liquid 0.314 7.797 2.588 5.507 11.86 0.000 
Liquid 0.367 7.771 2.559 5.034 11.83 0.000 
Liquid 0.419 7.785 2.489 4.658 11.83 0.001 
Liquid 0.471 8.157 2.327 4.361 12.01 0.000 
Liquid 0.524 8.318 2.321 3.941 12.09 0.000 
Liquid 0.576 8.466 2.500 2.713 12.21 0.099 
              
Solid 0.524 8.042 2.979 0.086 12.02 0.939 
Solid 0.576 8.031 2.984 0.065 12.02 0.953 
Solid 0.628 8.001 3.000 0.002 12.00 0.999 
Solid 0.681 8.000 3.000 0.000 12.00 1.000 
Solid 0.733 8.000 3.000 0.000 12.00 1.000 
 
Table 2.6: Results for the six member ring analysis. The number of particles in each system as well as 
the number of these particles that possess at least one of the different ring types is given for each. The 
average number of rings per particle is given in the final two columns. 
 
State r Total 
particles 
Particles with at 
Least One Ring 
Particles 
with no 6 
SSP Rings 
Rings per Particle 
      6 SP 6 SSP   6 SP 6 SSP 
                
Liquid 0.105 4116 2923 1193 29% 3.931 1.205 
Liquid 0.157 4114 3053 1061 26% 3.717 1.189 
Liquid 0.209 4116 3140 976 24% 3.586 1.180 
Liquid 0.262 4116 3277 839 20% 3.707 1.225 
Liquid 0.314 4114 3392 722 18% 3.936 1.259 
Liquid 0.367 4116 3501 615 15% 4.099 1.328 
Liquid 0.419 4116 3671 445 11% 4.454 1.434 
Liquid 0.471 324 311 13 4% 5.469 1.664 
Liquid 0.524 324 312 12 4% 6.312 1.846 
Liquid 0.576 324 323 1 0% 6.062 2.552 
                
Solid 0.524 4116 4116 0 0% 4.062 3.989 
Solid 0.576 4116 4116 0 0% 4.049 3.991 
Solid 0.628 4116 4116 0 0% 4.002 4.000 
Solid 0.681 4116 4116 0 0% 4.000 4.000 
Solid 0.733 324 324 0 0% 4.000 4.000 
 
rl rs
0
2
4
6
8
10
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
r
A
ve
ra
g
e 
N
u
m
b
er
 o
f 
S
P
 R
in
g
s 
p
er
 A
to
m
3 SP 4 SP 5 SP 
 
 
Figure 2.7: Average SP rings per particle for a range of bulk phases. Filled symbols are liquid phases 
and open symbols are crystal phases. 5 SP rings show an abrupt change between liquid and crystal 
phases. 3 and 4 SP rings show only minor differences in the average values between the two states. 
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Figure 2.8: Standard deviation of the number of SP rings per particle for a range of bulk phases. Filled 
symbols are liquid phases and open symbols are crystal phases. Crystal phases show little variation in 
the measure in contrast to the liquid phases for the 3, 4 and 5 SP rings. 
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Figure 2.9: The change in average number of six member rings as a function of density. Filled symbols 
are liquid phases and open symbols are crystal phases.  6 SSP (3 shared) allows up to three neighbours 
to be shared amongst the rings around a particle while 6 SSP (4 shared) allows 4 neighbours to be 
shared. The figure indicates that the 6 SP rings have a significant number of rings around particles that 
differ just by a single neighbour. 
 
2.5.2  Flatness and In-Plane Hexagonal Order Parameters 
 
The flatness and in-plane hexagonal order parameters are both measures of planarity 
in the system. The in-plane hexagonal order parameter is also a measure of how 
regular the hexagonal structures in the system are. This order parameter might 
therefore be expected to show a sharper distinction between the liquid and crystal 
states.  
 
The flatness measure is based on the 6 SSP rings and for particles with none of these 
rings a zero value was allotted. The averages and standard deviations calculated for 
the flatness excludes the particles that that have no 6 SSP rings. This acknowledges 
the bimodal distribution and results given are unbiased estimates of the non-zero 
portion of the distribution. Having these numbers ensures that differences can be 
appropriately assessed. The analysis was also done using the 6 SP rings and only 
small differences in results were obtained. Table 2.7 has the results based on the 6 
SSP ring analysis.  
 
The flatness measure increases linearly with density for the liquid phases and 
approaches the value of the crystal phases at high density. The crystal phases all have 
similar values close to the expected value of 1.0 and greater than any of the liquid 
phases. The in-plane hexagonal order parameter again shows the measure increasing 
with density for the liquid phases. Like the flatness, there is a distinct difference in the 
measure between the liquid and crystal phases. Particles in the crystal state lie on 
average approximately 1.5 standard deviations above the average values for particles 
in the liquid state for both measures. Thus as a measure of structure in bulk phases, 
the flatness and in-plane hexagonal order parameters give equivalent results. 
 
Examples of rings for liquid and crystal phases are shown in Figure 2.10. The figure 
shows how regular the ring is in crystal state, whereas the particle in liquid state has a 
ring structure that is flat yet stretched away from regular hexagonal. 
 
As with the ring count data, the other aspect that readily distinguishes liquid and 
crystal is how much variability there is in the measures between particles in the same 
state. For the flatness, the variability in the liquid state is an order of magnitude larger 
than particles in the crystal state. Additionally, in the liquid state significant number 
of particles have no definable flatness since they possess no 6 SSP rings.  
 
Table 2.8 :  Results for the flatness and in-plane hexagonal order parameters for various densities. 
Means and standard deviations shown for flatness are based on the particles that have at least one 6 
SSP ring.  The in-plane hexagonal order mean and standard deviation are calculated over all particles in 
the system.  
  
State r Particle Counts   Order Parameter 
    Total With 6 
SSP 
Rings 
  Flatness In-Plane 
          mean sd mean sd 
Liquid 0.105 4116 2923   0.850 0.073 -0.005 0.258 
Liquid 0.157 4114 3053   0.852 0.074 0.003 0.271 
Liquid 0.209 4116 3140   0.854 0.073 0.007 0.272 
Liquid 0.262 4116 3277   0.858 0.071 0.039 0.283 
Liquid 0.314 4114 3392   0.860 0.069 0.048 0.293 
Liquid 0.367 4116 3501   0.865 0.067 0.070 0.301 
Liquid 0.419 4116 3671   0.870 0.066 0.097 0.315 
Liquid 0.471 324 311   0.878 0.059 0.146 0.315 
Liquid 0.524 324 312   0.885 0.058 0.143 0.334 
Liquid 0.576 324 323   0.927 0.049 0.313 0.354 
                  
Solid 0.524 4116 4116   0.996 0.005 0.840 0.118 
Solid 0.576 4116 4116   0.996 0.005 0.840 0.118 
Solid 0.628 4116 4116   0.998 0.001 0.932 0.053 
Solid 0.681 4116 4116   1.000 0.000 0.983 0.014 
Solid 0.733 324 324   1.000 0.000 1.000 0.000 
 
 
 
 
(a) (b)
  
 
Figure 2.10: Examples of the 6 SSP rings found in : (a) crystal state and (b) liquid state at the same 
density. The liquid state has a non-regular hexagonal shape which reduces the measure of in-plane 
hexagonal order. 
2.5.3  Neighbour and Crystal Alignment Order Parameters 
 
The Neighbour Alignment attempts to measure the degree to which particles are 
aligning themselves in a local region. This measure takes the direction of each 6 SSP 
ring for a particle and assesses how it aligns with the 6 SSP ring directions of each 
neighbour. In a crystal phase with four 6 SSP rings the Neighbour Alignment has an 
ideal value of 0.5 in perfectly aligned systems. In systems where the particles each 
contain a single 6 SSP ring the Neighbour Alignment value can exceed 0.5 if each 
ring is aligned. 
  
The Crystal Alignment measures global structure. In crystal phases with four 6 SSP 
rings the ideal value is also 0.5. Values greater than this can arise when particles have 
more than four 6 SSP rings. The results for both measures are shown in Tables 2.9(a) 
and (b). The averages and standard deviations are based on the particles that have at 
least one 6 SSP ring. The results show the measures increasing linearly with density 
up to the crystal phase value of 0.5. It can be seen that the Crystal Alignment measure 
does not discriminate well between crystal and liquid near the coexistence densities. 
 
The value of the Neighbour Alignment is generally higher than the Crystal Alignment 
for liquid phases, which is a result of some alignment of one or two planes in a local 
region, since the Neighbour Alignment is weighted by the counts of 6 SSP rings for 
the central particle and its neighbours. The Crystal Alignment applies a constant 
weight to all particles – effectively penalising particles that do not possess four 6 SSP 
rings. 
   
The alignment measures contain similar information to the flatness measure in these 
bulk measures. On the basis that flat rings are essential to give any meaning to a ring 
direction this is not unexpected. Small systems of particles containing flat rings are 
likely to be aligned for purely geometrical reasons. In larger systems the alignment 
measures may have more relevance since regions of different alignment could be 
allowed to form. 
 
Table 2.9 (a): Mean results for the neighbour alignment and crystal alignment for various densities. 
Means and standard deviations taken across particles with 6 SSP rings 
 
State r Particle Counts   Alignment 
    Total With 6 
SSP 
RIngs 
  Neighbour 
Alignment 
Crystal Alignment 
            Plane  Average 
      1 2 3 4  
                      
Liquid 0.105 4116 2923   0.378 0.213 0.212 0.212 0.211 0.212 
Liquid 0.157 4114 3053   0.390 0.202 0.199 0.200 0.201 0.200 
Liquid 0.209 4116 3140   0.397 0.194 0.194 0.195 0.192 0.194 
Liquid 0.262 4116 3277   0.410 0.194 0.191 0.191 0.193 0.192 
Liquid 0.314 4114 3392   0.425 0.189 0.193 0.189 0.192 0.191 
Liquid 0.367 4116 3501   0.437 0.194 0.192 0.200 0.194 0.195 
Liquid 0.419 4116 3671   0.451 0.202 0.203 0.199 0.201 0.201 
Liquid 0.471 324 311   0.485 0.209 0.222 0.223 0.212 0.216 
Liquid 0.524 324 312   0.481 0.230 0.235 0.245 0.247 0.239 
Liquid 0.576 324 323   0.492 0.321 0.338 0.307 0.322 0.322 
                      
Solid 0.524 4116 4116   0.499 0.498 0.498 0.498 0.498 0.498 
Solid 0.576 4116 4116   0.499 0.498 0.498 0.498 0.498 0.498 
Solid 0.628 4116 4116   0.500 0.500 0.500 0.500 0.500 0.500 
Solid 0.681 4116 4116   0.500 0.500 0.500 0.500 0.500 0.500 
Solid 0.733 324 324   0.500 0.500 0.500 0.500 0.500 0.500 
 
Table 2.9 (b): Standard deviation results for the neighbour alignment and crystal alignment for various 
densities. Means and standard deviations taken across particles with 6 SSP rings. 
 
 
State r Particle Counts   Alignment 
    Total With 6 
SSP 
Rings   
Neighbour 
Alignment 
Crystal Alignment 
            Plane  Average  
      1 2 3 4  
                      
Liquid 0.105 4116 2923   0.071 0.129 0.129 0.128 0.127 0.096 
Liquid 0.157 4114 3053   0.073 0.127 0.123 0.123 0.122 0.091 
Liquid 0.209 4116 3140   0.076 0.120 0.118 0.121 0.116 0.086 
Liquid 0.262 4116 3277   0.077 0.118 0.117 0.116 0.116 0.083 
Liquid 0.314 4114 3392   0.076 0.115 0.114 0.116 0.117 0.081 
Liquid 0.367 4116 3501   0.075 0.116 0.117 0.116 0.115 0.082 
Liquid 0.419 4116 3671   0.070 0.118 0.116 0.116 0.118 0.085 
Liquid 0.471 324 311   0.061 0.121 0.114 0.115 0.129 0.087 
Liquid 0.524 324 312   0.050 0.127 0.128 0.120 0.124 0.094 
Liquid 0.576 324 323   0.027 0.136 0.145 0.118 0.144 0.115 
                      
Solid 0.524 4116 4116   0.001 0.018 0.017 0.017 0.017 0.015 
Solid 0.576 4116 4116   0.001 0.017 0.016 0.017 0.016 0.014 
Solid 0.628 4116 4116   0.000 0.005 0.005 0.005 0.005 0.000 
Solid 0.681 4116 4116   0.000 0.003 0.003 0.003 0.003 0.000 
Solid 0.733 324 324   0.000 0.000 0.000 0.000 0.000 0.000 
2.6 Discussion 
 
The 6 SSP rings measure has been used as a basis for describing the topology around 
a particle. In face centred cubic crystalline states, particles are encaged in a set of four 
of these rings, which are planar in nature. In the liquid state, the number of 6 SSP 
rings increase with density, however, some particles have no such rings and this 
creates a discontinuity of structure through the system. 
 
Most of the measures studied have shown somewhat abrupt changes in going from 
liquid to crystal. The 3 and 4 SP rings are the exception, where the average values 
obtained in the liquid state are close to those in the crystal. The property that all the 
measures share is that the variability of the measure is significantly larger in the liquid 
state – in some instances the change in variability is an order of magnitude. These 
results are consistent with the notion that liquids are more disordered than the crystal. 
The abruptness in the measures between states may indicate that the interface required 
between phases of liquid and crystal need not be sufficiently extended. In the 
following chapter we examine this further by applying these topological measures to a 
liquid/crystal interface. 
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3 Topological Analysis in a Liquid/Crystal Interface 
 
3.1 Introduction 
 
In this chapter we examine the topological structure through the equilibrium 
liquid/crystal interface of a hard sphere system consisting of approximately 4000 
particles using molecular dynamics simulation. The work is distinguished from 
previous work on the interface where the structural parameters used would assess the 
presence or absence of structure. In this chapter the structure is analysed from the 
viewpoint that some transition between the disordered liquid and structured crystal 
may be present. 
 
The interface between a face centred cubic (fcc) hard sphere crystal and its melt have 
been the subject of three past studies. Kyrlidis and Brown1 used Monte Carlo 
simulations for the (1 1 1) , (1 1 0) and (1 0 0) interfaces to test results from various 
density functional theories. Mori et al2 studied the same interfaces using Molecular 
Dynamics (MD) simulations to estimate the widths of these interfaces. Davidchack 
and Laird3 extend the two earlier studies using MD on significantly larger particle 
numbers and simulation runs. Davidchack and Laird conclude that the interface is 
relatively narrow (2 – 3 crystal planes) and that the interfacial planes consist of 
coexisting crystal- and liquid- like domains. 
 
An interesting older study of how the hard sphere interface could be constructed is by 
Spaepen4. In this work Spaepen applies reasonable construction rules for placing 
liquid particles onto a hexagonal packed crystal plane. The rules are to maximise 
density, preferentially form tetrahedral holes and disallow all octahedral holes.  The 
structured planes of the crystal are transformed into disorder, similar to the bulk 
liquid, within three layers using this construction technique. 
 
The topological measures developed in the previous chapter can be applied to the 
structure through a liquid/crystal interface. Of particular interest is whether the 
interfacial region identified with these measures is any wider than that found using the 
more traditional density and in-plane hexagonal order parameters. 
 
The idea that the interface consists of coexisting crystal- and liquid- like domains is 
examined using the 6 SSP rings as a measure of crystal like identity in Subsection 
3.3.4. A more detailed analysis is given in Section 3.4 where a two dimensional 
analysis of the interfacial layers is given. It is found that the data presented here is 
consistent with such an interfacial structure. 
 
3.2 Equilibrium System 
 
A liquid and crystal in equilibrium was simulated using MD. Particles were positioned 
in a fcc structure with (1 1 1) plane parallel to the yz plane.  The initial densities of the 
phases were set close to the coexistence values and the system of 4,000 particles 
equilibrated for 100,000 times steps. The system was then run for an additional 
100,000 time steps with particle configurations taken at intervals of 1,000 time steps.  
 
 
x direction 
z direction 
crystal liquid liquid 
 
Figure 3.1: Arrangement of the liquid and crystal phases for the MD simulation of an equilibrium 
mixture. 
 
3.3 One Dimensional Analysis 
 
Earlier work by Davidchack and Laird 3 has measured the interface at a width of 2 – 3 
crystal planes.  They measured structure through the layers of the system using the in-
plane hexagonal order parameter and that same approach is followed here using this 
and the other structure measures outlined in Chapter 2. The equilibrium system has 
been divided into 42 bins corresponding to the initial (1 1 1) planes in the yz planes. 
Allocation to the bins is based on the perpendicular distances from these planes. 
 
The results show that the interface in this study is restricted to 2 – 3 crystal layers 
consistent with the finding of Davidchack and Laird, and Spaepen. Illustrative 
examples of the one dimensional profiles are given in the following subsections using 
the in-plane hexagonal order parameter as a base to measure the profile width against.   
 
3.3.1 In-Plane Hexagonal Orientation Order Parameter 
The density and orientation profiles are shown together in Figure 3.2. The volume 
fractions of the liquid and crystal phases are close to the predicted values of 0.494 and 
0.545 respectively. The values obtained for the in-plane hexagonal order are in good 
agreement with the results of Davidchack and Laird 3 for the (1 1 1) plane. Also 
consistent with Davidchack and Laird, and Spaepen4, is the fact that the profiles 
suggest the interface is narrow and extends over only a few crystal planes. 
3.3.2 Flatness and Alignment Order Parameters 
The flatness and alignment of the 6 SSP rings were measures designed to gauge the 
topology around individual particles. In the bulk phases both the flatness and crystal 
alignment were seen to have distinct values. The neighbour alignment, designed to 
measure a degree of local structure, appeared to show little difference or useable 
trends between the phases. It may be a more suitable measure for larger systems of 
particles where alignment could be significantly different in various regions in the 
space.  The flatness order parameter is profiled with the in-plane hexagonal order 
parameter in Figure 3.4.  
 
The figure shows that the flatness measure has an interface width similar to the in-
plane hexagonal order parameter. This is consistent with the picture described in 
Chapter 2 where high density liquids have an increased number of modified six 
member rings as a result of random particle positions producing rings differing in only 
one or two particles and as a consequence less planar. The alignment measures show 
similar results.  
 
3.3.3 Five member SP Rings 
The number of 5 SP rings has previously been used as a measure of disordered states 
in a hard sphere system. Figure 3.5 shows the profile of these rings. The figure shows 
that the 5 SP rings describe the interface by a much broader region, with the interface 
extending both sides of the region defined with the in-plane hexagonal order 
parameter. This is partially expected since the in-plane hexagonal order parameter is a 
measure in the plane of the interface and it should maintain a crystal value up to the 
very edge of the crystal. The rings calculated for the particles in the last layer of 
crystal however extend out past the crystal and into the interfacial region. Thus all 
ring measures are expected to change in the final crystal layers. 
 
3.3.4 Modified Six Member SP Rings 
Figure 3.6 shows the 6 SSP rings. As with the 5 SP ring analysis the crystal is seen to 
be slightly narrower as a result of the ring calculation extending into the interfacial 
region. Davidchack and Laird have found in their study that the interface consists of 
both liquid and crystal in coexistence. Using the 6 SSP ring of a single system 
configuration, Figure 3.7 shows the frequency of particles that have 0, 1, 2, 3 and 4 of 
these rings. The number of 6 SSP rings is expected to be four in a crystal and this is 
conveniently used as an indicator of crystal structure. The figure shows that the 
number of crystal particles defined using 6 SSP rings does decrease through the 
interface consistent with Davidchack and Laird. In Section 3.5 we extend this analysis 
to look at how these particles are positioned in each layer moving through the 
interface. 
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Figure 3.2: In-plane hexagonal order and density profile for the liquid/crystal system showing a 
narrow interface. 
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Figure 3.3: In-plane hexagonal order and flatness profile for the liquid/crystal system showing a 
narrow interface. 
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Figure 3.4: In-plane hexagonal order and crystal alignment (parallel to the yz plane) profile for the 
liquid/crystal system showing a narrow interface. 
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Figure 3.5: In-plane hexagonal order and 5 SP rings profile for the liquid/crystal system showing a 
slightly wider interface for the rings. 
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Figure 3.6: In-plane hexagonal order and 6 SP rings profile for the liquid/crystal system showing a 
narrow interface 
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Figure 3.7: In-plane hexagonal order and the frequency of particles with different numbers of 6 SSP 
rings profiled for a single configuration of the liquid/crystal system. The crystal region of the system is 
easily identified with the number of particles that have four 6 SSP rings. In the bulk liquid phase, the 
number of particles with four of these rings is small. 
 
3.4 Two Dimensional Analysis 
 
Davidchack and Laird 3 have found that the fcc interface in the hard sphere system 
that they studied is both narrow and consists of liquid and crystal like domains in 
coexistence.  This picture of a narrow interface in hard spheres is also consistent with 
Spaepen4. This analysis has also shown that the interface is just a few crystal planes in 
width and it is possible to look at the structure through two dimensional layers of the 
system for a single configuration. Figure 3.8 shows a one dimensional profile of the 
hard sphere system to identify the layers that are looked at in the two dimensional 
analysis (Figure 3.9). 
 
The two dimensional analysis begins with a layer within the crystal and then proceeds 
through adjacent layers. The points on the graph represent the position of particles 
within the layer that are identified as having a crystal structure. The definition of 
structure is that a particle possessing four 6 SSP rings is classified as crystal.  
 
The first layer in Figure 3.9 (Layer 18) is within the crystal and is seen to have a high 
degree of crystal structure. The next layer (layer 17) might be considered the edge of 
the crystal and already two small regions of non-crystal structure have appeared. 
These regions of non-crystal structure coalesce into a single region when the next 
layer is examined. The non-crystal structure continues to expand so that by the third 
layer of the interface little crystal structure is present.  
 
0.00
0.20
0.40
0.60
0.80
-1.1 -0.9 -0.7 -0.5 -0.3 -0.1 0.2 0.4 0.6 0.8 1.0
r/s
in
-p
la
n
e 
h
ex
ag
o
n
al
 o
rd
er
Layer 13
Layer 18
 
 
Figure 3.8: The position of the layers that are used in the two dimensional analysis of Figure 3.9. 
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Figure 3.9: The location of particles with identified crystal structure are indicated for each of six layers 
spanning the interface (layer positions relative to the whole system are given in Figure 3.8). layer 18 is 
position within the crystal and is seen to have a high level of crystal structure. The amount of non-
crystal structure is seen to increase as different layers of interface are examined. 
 
 
 
3.5 Discussion 
 
The measures of structure defined in the previous chapter were applied to an 
equilibrium interface in a hard sphere system. The measures were designed to identify 
structure that might extend from the crystal to the liquid and help explain how the 
interface might exist topologically so that a disordered liquid phase could 
accommodate a crystal structure close to it. The analysis of the system showed that 
the topological measures aligned closely with the traditional measures of structure in 
the hard sphere system. The interfacial width was identified as being of the order of 2-
3 crystal planes in width, consistent with earlier work. 
 
It appears that the interface for a hard sphere system does not need to extend far 
before the structure of the crystal plane is completely transformed into the bulk liquid 
phase. The simple packing construction proposed by Spaepen4 seems to adequately 
describe how such a transformation can easily occur. 
 
The success of the topological measures has been limited. Intuitively, they allow the 
structure of inhomogeneous phases to be described, but appear to provide little benefit 
when limited structure is available for analysis, such as in the hard sphere system 
examined here. The measures might however prove to be more useful in systems 
where more structure is known to exist. 
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4 Density Functional Theory of the Kinetics of 
Crystallization of Hard Sphere Suspensions: Single 
Conserved Order Parameter 
 
4.1  Introduction 
 
In this chapter we present a theoretical study of the kinetics of crystallization of a 
hard sphere- like colloidal suspension in a fixed volume based upon the use of time 
dependent density functional theory and incorporating conserved particle dynamics. 
The use of a microscopic statistical theory allows us to describe the time dependent 
cluster structure and local pressures, transient depletion zones and stationary states 
all within a single consistent theoretical framework. 
 
Crystallization in a fixed volume introduces a complication into the standard picture 
of crystal growth. Due to the density difference between crystal and liquid, crystal 
growth is accompanied by an inevitable change in the thermodynamic states of both 
phases. In the case of the sterically stabilised colloidal suspension, the crystal has a 
higher density than the disordered suspension and, consequently, crystal growth is 
accompanied by a general decrease in the osmotic pressure of the two phase system. 
One of the central theoretical concerns of this paper is the consistent treatment of 
crystal growth in the presence of a time varying thermodynamic state.  
 
In considering the nature of the inhomogeneities in the crystallising suspension, we 
must also take into account the diffusive character of colloidal particle motion. In the 
case of pure atomic or molecular liquids, a transient local density depletion can be 
rapidly relaxed by longitudinal modes, a process typically much faster than crystal 
growth itself. In the case of colloidal suspensions, such local density depletions, 
along with gradients in the osmotic pressure, are relaxed via diffusive motion of 
particles. As this relaxation typically takes place on time scales similar to that of 
crystallization, any theoretical description of crystal growth in colloids must take 
into account the possibility of non-equilibrium density and osmotic pressure 
gradients. This feature will be treated in detail in the analysis presented below. 
 
A number of light scattering studies1-5 have been carried out on suspensions of silica 
or polystyrene particles stabilised by polymers bound to the surface. (In the case of 
reference [1], the particles also carried a slight charge.) The equilibrium structure 
factor and freezing transition are found to be in reasonable quantitative agreement 
with those of the hard sphere liquid (with the use of an effective hard sphere 
diameter) and we shall make extensive use of the analogy with hard sphere liquids in 
the course of this paper. Low angle light scattering2,3 has been used to measure the 
size of growing crystal clusters, making use of the concentration difference between 
crystal and liquid. Scattering from sets of crystal planes (high angle or Bragg 
scattering) have also been studied.1,4,5 The intensity of the scattering provides a 
measure of the amount of crystalline material in the scattering volume, and the width 
of the scattering peak can be related to an average cluster size, while the magnitude 
of the wavevector of the peak is proportional to the inverse of the lattice spacing in 
the growing crystallites.  
 
The variation of this last quantity during the course of crystallization, measured by 
Harland and van Megen (HvM)5, provides us with an explicit characterisation of the 
time dependent state of the crystal, as opposed to simply the time dependence of the 
cluster size. As this novel feature is particular to crystallization under the constraint 
of fixed N and V we shall consider these results5 in some detail. HvM observed the 
magnitude of the wavevector at the scattering peak decreasing monotonically in time 
for all volume fractions studied. The duration of this decrease is essentially equal to 
the time interval over which the total amount of crystal increases, consistent with the 
idea that the expansion of the crystal lattice is a direct reflection of the drop in the 
osmotic pressure of the disordered suspension due to crystallization. (Note that the 
crystalline peak is indistinguishable from the broad liquid scattering peak for very 
small crys tallites. This limitation leaves a veil over the early history of the clusters). 
Equating the decrease of the wave vector with a uniform increase in the dimension of 
the unit cell, HvM convert their peak shifts into monotonic decreases in the crystal 
volume faction as crystallization proceeds. The initial crystal volume fractions are 
significantly higher than the final value, indicating that the small clusters are under 
compression. For suspensions with a total concentration below the melting volume 
fraction, the final value of the crystal concentration is found to be equal to the 
melting volume fraction. In the case of samples at higher concentrations, the final 
crystal concentration does not quite fall to the expected final crystal volume fraction, 
i.e that of the suspension itself. HvM attribute this to the slowness of the coarsening 
process. 
 
The analysis can be extended by feeding this crystal volume fraction into an equation 
of state of the hard sphere crystal to obtain a corresponding pressure, effectively 
using the crystal- lattice spacing as an in situ osmotic pressure gauge5,6. This 
approach neglects the complexity of defining pressure in the non-uniform suspension 
(see Section 4.3 below) but would be expected to provide sensible estimates in cases 
where the crystallite radius considerably exceeds the interfacial width. The osmotic 
pressure so obtained also exhibits a monotonic decrease in time. The initial crystal 
pressure is typically found to be less than that predicted for the disordered 
suspension (using an analogous liquid equation of state for hard spheres) leading 
HvM to suggest that the growing cluster is mechanically isolated, to some degree, 
from the bulk disordered suspension by a depletion zone. 
 
Ackerson and Schätzel (AS)3 have recently examined a theoretical model of the 
crystallization process which addresses a number of these features of constrained 
crystallization. They consider the problem of a spherical crystal growing in a 
spherical volume of suspension, the latter surrounded by a no-flux boundary. The 
model consists of a crystal- liquid interface of zero width coupled to the 
concentration fields of the crystal and the disordered suspension. The interface is 
driven by the chemical potential difference between the ordered and disordered 
phases via the Wilson-Frenkel7 growth law, modified to include a surface curvature 
contribution to the chemical potential difference. Number conservation is imposed so 
that the density change on crystallization couples the motion of the interface to the 
transport of material in the adjacent phases. Particle transport in the crystal and 
disordered suspensions is described with simple Fick's law diffusion. The model 
exhibits a crossover in growth laws with increasing supercooling. At small 
supercoolings the crystal radius increases linearly with time, changing over to the 
diffusion controlled t1/2 dependence at higher supercoolings. (Note that 'supercooling' 
is used here to mean 'chemical potential difference between the crystal and 
disordered phase' and does not refer to the use of temperature to adjust the relative 
stability of the two phases.) AS also found that the density of the crystal at the 
cluster center generally underwent an initial rapid increase as the small crystallite 
was compressed by the surrounding suspension. This was followed by a steady 
density decrease, mirroring the drop in the osmotic pressure of the disordered 
suspension due to crystallization. The field theory we present in this chapter differs 
from this earlier work in that the entire suspension: crystal, interface and disorder, is 
treated within a single consistent formalism. The interface is allowed to 'adjust' its 
width, surface curvature contributions appear naturally instead of being explicitly 
inserted and particle transport is driven by gradients of the local chemical potential 
rather than concentration gradients. One of the goals of this paper is to see how the 
crystallization predicted by the density functional theory differs from the classical 
results of reference [3]. 
 
The chapter is arranged as follows. The equation of motion is described in Section 
4.1, along with the boundary conditions. The formalism required to calculate the 
normal and tangential components of the pressure is presented in Section 4.2. In 
Section 4.3 we present the stationary solutions to this equation, demonstrating the 
constraint of fixed volume naturally results in two non-uniform stationary density 
profiles. The time dependent behaviour of the growing clusters is described in 
Section 4.4, followed by a brief discussion of the insights on crystal nucleation 
provided by this work in Section 4.5. The chapter concludes with a discussion in 
Section 4.6.  
 
4.2 Theoretical Model 
 
We are interested in the description of crystallization under conditions in which 
volume and particle number are conserved, i.e. crystallization in the 'canonical 
ensemble'. This constraint is imposed through a zero particle flux boundary 
condition. The central consequence of this constraint and the inherent concentration 
difference between the solid and liquid phases is that as crystallization proceeds 
particle concentration in the disordered suspension is depleted. This in turn results in 
a continuously varying state of the suspension, characterised by a time dependent 
osmotic pressure, until growth finally ceases at coexistence. 
 
We have chosen to consider the simplest representation of the solid- liquid transition 
which retains the concentration difference in order to clarify a consistent treatment of 
conserved dynamics under the constant V, N constraints. In this treatment, order and 
disorder are distinguished solely on the basis of concentration. The simplicity of this 
description comes with a price, we can no longer distinguish a dense metastable 
disordered suspension from the crystal of the same concentration and are reduced to 
nominating a crossover concentration r0 above which the system is regarded as 
crystalline. This means that we are restricted to studying crystallization from 
suspensions of concentrations no greater than r0, a value which we have taken to be 
midway between the freezing and melting values. A study of crystallization at higher 
concentrations is given in the next chapter and considers a structural order parameter 
in addition to the concentration. 
The dynamics of the scalar field r(r,t) is assumed to be governed by the following 
equation of motion; 
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The Laplacian ensures particle conservation as the dynamics deterministically 
advances the system towards the stationary states characterised by a uniform 
chemical potential m = dF/dr(r). The free energy functional F[r] is the Helmholtz 
free energy as dictated by the canonical constraints of fixed  N, V and T. This choice 
of free energy requires some discussion. The standard choice of free energy in a 
partial functional differential equation like equation (4.1) is the grand canonical free 
energy8. In the canonical ensemble the functional differentiation with respect to the 
density should include the density constraint, a difficulty avoided in the grand 
canonical ensemble. In this treatment we have imposed the density constraint as a 
dynamical constraint through the boundary conditions (described below) and, hence, 
have neglected it in evaluating the functional derivatives. 
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Figure 4.1: The two-parabola approximation to the free energy f(r) of a uniform system of particle 
density r. The solid, disordered and crossover densities, rs, r l and rc are indicated.  
 
The free energy functional is assumed to be of the square gradient form9 
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The local free energy f(r) is that of a uniform system characterised by the local 
concentration. Each uniform stable or metastable phase must appear as a minimum 
in this local free energy. We have chosen to represent f(r) here by a double parabola 
(see Figure 4.1), 
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For the uniform system we have the following expressions for the chemical potential 
m and the osmotic pressure p: 
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where mo and po are the chemical potential and osmotic pressure at crystal-disorder 
coexistence. Substituting the expression for the local free energy f(r) into the 
expression for the osmotic pressure of the uniform system we find 
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where the subscript a = l or s, depending on whether the concentration places us in 
the disordered or ordered phase. This approximate equation of state provides a 
reasonable fit to accurate empirical equations of state for the hard sphere liquid10 and 
solid11 over the limited concentration range accessible by the one order parameter 
theory. We have set the volume fractions rl = 0.495 and rs = 0.545. A satisfactory fit 
of the crystal and liquid pressure over the relevant volume fraction range was 
achieved with ll = ls. 
 
The typical representation of supercooling in terms of the local free energy function f 
is as the free energy difference between the two local minima. So the metastability of 
the supercooled liquid, for example, is modelled by lowering the local minimum 
representing the solid by an amount which then becomes the control parameter in the 
model - the explicit measure of the free energy difference between the two bulk 
phases. In the case of an athermal system like the hard sphere liquid, however, the 
total density completely specifies the state - there is no additional independent 
intensive parameter such as temperature which can be used to adjust the relative free 
energies of the two phases. In light of this, the local free energy f used in this 
analysis is as pictured in Figure 4.1 for all values of the total concentration. As we 
shall see, it is the constraint that the transition dynamics must conserve particle 
number which will render the bulk liquid minimum to be metastable for total 
concentrations greater than the freezing volume fraction rl (or, to be exact, rx as 
defined in Figure 4.4). 
 
The equation of motion is  
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We shall restrict our attention to the case of a spherical cluster confined within a 
volume of radius R. We assume that while flow of material within this spherical 
region is unconstrained, there is no flow of particles into or out of this region. The 
idea is to model (crudely) the effect of a growing cluster competing for material with 
similar clusters in ne ighbouring regions. The neglect of transfer of particles from one 
cluster to another precludes us from investigating the slower process of coarsening in 
this work. 
 
In spherical coordinates, the equation of motion is 
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This equation of motion is first order in time and fourth order in the radius and so 
requires one initial and four boundary conditions respectively. We provide an initial 
profile r0(r) so that 
 
r(r,0)   =  r0(r).                                                                                                        (4.9)  
 
The radial boundary conditions are as follows: 
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a result of the requirement that r be differentiable; 
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by virtue of the symmetry arising from the equivalence of neighbouring volumes; 
and 
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the consequence of the previous conditions and the constraint of particle 
conservation. 
 
4.3 Calculating the Normal and Tangential Osmotic Pressures 
of the Growing Crystal Cluster 
 
The time dependence of the osmotic pressure during crystallization is the defining 
complication of crystallization in a fixed volume and, as demonstrated in reference 
[5], a valuable source of information in the analysis of the crystallization process. 
The deduction of the osmotic pressure from the observed lattice spacing of a 
growing crystallite, however, has its subtleties. Some of these have been indicated in 
the study by Ackerson and Schätzel3. In a finite spherical cluster the surface tension 
will provide a contribution to the pressure of the crystal. When a cluster radius is 
significantly larger than the interfacial width, the crystal pressure is well defined and, 
assuming mechanical equilibrium, we can write 
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where g is the solid- liquid surface tension and Rc is the crystal radius. Mechanical 
equilibrium, however, is achieved in the colloidal suspension through the slow 
process of diffusion and hence its establishment will be on the same time scale as the 
crystal growth itself. How valid then is the assumption of mechanical equilibrium? 
Furthermore, how should we relate crystal and liquid pressures for clusters of the 
same extent as the interfacial width? Can we define inhomogeneous pressures for the 
non-equilibrium cluster? In reference [3] it was suggested that the low density 
depletion region around the growing crystal may serve to insulate the cluster from 
the pressure of the bulk liquid. In this section we shall derive expressions for the 
spatially varying normal and tangential components of the pressure tensor in the non-
equilibrium crystal cluster which will be used in the following sections. 
 
The osmotic pressure of a uniform crystalline or disordered suspension is given by 
equation (4.5). Uniformity here is defined locally as the vanishing of the first and 
second derivatives of the concentration. From the boundary conditions imposed 
above, we see that this condition will always apply at the surface r = R, so that 
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for all times. 
 
In the presence of a radial non-uniformity, the osmotic pressure is a tensor with two 
distinct components 
 
P(r) = pN(r)erer+pT (r)[eqeq+efef]                                                                        (4.16) 
 
where pN and pT are the scalar fields corresponding to the normal and tangential 
components, respectively, of the tensor field. In the case of local uniformity, as 
defined above, the normal and tangential components of the osmotic pressure are 
equal. 
 
In general, the tangential component pT (r) can be written12 as an extension of 
equation (4.5) to the case of a non-uniform density, i.e. 
 
pT (r)= p0+r(r)(m(r)-m0)-y(r),                                                                               (4.17)  
 
where m(r) is the local chemical potential in the non-uniform system, 
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and y(r) is the local free energy density 
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Positive and negative deviations of pT(r) from the normal component of the osmotic 
pressure pN correspond to compression and tension, respectively, in the 
inhomogeneous region.  
 
The calculation of the normal osmotic pressure pN(r) is a somewhat more subtle 
issue12. In the case of the stationary clusters we must have mechanical equilibrium. 
The balancing of all forces which this equilibrium entails can be written as 
 
Ñ·P  = 0.                                                                                                                (4.20) 
  
Substituting equation (4.16) into this equation, we can write 
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The result is a differential equation for pN(r), solvable once we know pT(r) [i.e., 
equation (4.17)] and the normal osmotic pressure at one point [e.g., p(R) from 
equation (4.15)]. We are interested, however, in situations for which mechanical 
equilibrium does not apply. 
 
Such a situation has already been considered in an earlier study13 on the role of the 
density difference in crystal growth when acoustic modes, rather than diffusion, are 
the means of relaxing density inhomogeneities. There it was assumed that the non-
equilibrium chemical potential could stabilise pressure gradients in the same way as 
an external field. Making use of this same approach we shall write the non-
equilibrium analogue to equation (4.20),  
 
Ñ·P  = -r(r)Ñm(r),                                                                                                (4.22)  
 
which, for the case of the spherical cluster, becomes 
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This expression is used in the following sections to calculate the normal pressure 
component. Equation (4.23) has been integrated numerically from r = 0 with pN (0) 
set equal to pT(0). 
 
4.4 Stationary Crystal Clusters  
 
As a result of the reduced description of the hard sphere crystallization by the 
concentration alone we are restricted to looking at liquids whose uniform volume 
fraction is less than rc (= 0.52). (A liquid above this value automatically becomes a 
low density crystal when we only have concentration with which to distinguish the 
two phases.) The uniform density is always a stationary solution for a conserved 
order parameter. Two types of stationary nonuniform profiles are also possible. The 
thermodynamically stable phase for densities between the freezing volume fraction 
0.495 and the upper bound 0.52 is the coexisting solid and liquid. With the 
assumption of radial symmetry, this appears as a spherical crystal cluster surrounded 
by liquid. Nucleation theory leads us to expect another stationary solution, an 
unstable one, representing the critical nucleus. We shall now see how these two non-
uniform stationary solutions arise naturally from the time independent solutions of 
equation (4.1). 
 
A stationary solution satisfies the equation dF/dr(r) = Dm, where Dm = m-m0 and m 
denotes a uniform chemical potential. This condition can be written as  
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Note that this condition is equivalent to the following 
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where the function f(r) is replaced by f- Dmr¾i.e., the conservation condition 
introduces an effective offset between the liquid and solid minima. 
 
Thanks to the simple form of f(r), we can write down  the analytic expressions for 
the stationary profile r(r) as a function of m. Here we generalise the stationary 
solutions of Bagdassarian and Oxtoby14 to the case of a finite confining radius R. 
The results of this earlier work14 are recovered when R ® ¥. We divide the profile 
into an inner solution, for r(r) > 0.52, and an outer solution for r(r) < 0.52. The 
profile and its first derivative are required to be continuous at boundary of the two 
regions, i.e at r = rc where r = rc. The stationary inner solution is   
  
r(r) = rs+Dm/ls+A/r(e-ar-ear),                                                                              (4.26) 
 
where 
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The outer solution is 
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where  
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Stationary profiles are generated as follows. A value of rc is selected. The matching 
condition for the first derivatives provides an expression for Dm with respect to rc, 
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where 
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Values of Dm and rc are all that is required to generate the appropriate density profile 
from the equations above. The chemical potential determines a unique stationary 
profile. In order to determine the corresponding particle density, we simple integrate 
the density and divide by the total volume 4pR3/3. Finally, in order to present the 
results in the most general form, we have used the following reduced units: 
 
length:     ,/kl*= rr ,  
time:        ,/
2klDtt *=  
 
where it is assumed that ll = ls = l. Note that the superscript * denotes the actual or 
unreduced quantity. The reduced equation of motion is 
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As rc provides a useful measure of cluster size, we have plotted r vs rc in Figure 4.2 
for a range of values of the confining radius R. The freezing and melting 
concentrations, along with rc are indicated. The systems with a concentration above 
0.52 are not physically relevant here. [The two stationary solutions found above a 
concentration of 0.52 consist of the equilibrium phase (the smaller cluster) and the 
critical 'liquid' fluctuation in the crystal (the larger cluster). The critical liquid 
fluctuation is artificially constrained to be the outer shell of the entire volume.] 
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Figure 4.2: The radius of stationary clusters rc [defined as the radial distance at which r(rc) = rc] as a 
function of the overall volume fraction r for a range of values of the confining radius R. The freezing, 
melting crossover volume fractions are indicated. As discussed in the text, only the cases with r< rc 
are of physical relevance here. 
 
The results for r < 0.52 clearly identify two stationary clusters per concentration 
over much of the accessible range. Examples of the small and large cluster profiles at 
a single concentration are shown in Figure 4.3. Note that a gap exists between the 
freezing volume fraction and the first volume fraction at which a stationary non-
uniform solution occurs. As we increase R, the radius of the confining volume, we 
see (in Figure 4.2) that the large clusters grow, the gap diminishes and the small 
clusters are essentially unchanged. 
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Figure 4.3: The particle density profiles of the 'small' and the 'large' stationary clusters at r = 0.5085 
and R = 10. Note that the density at the center of the small cluster is less than that of the equilibrium 
crystal in coexistence with the disordered suspension. 
 
We have calculated the free energies of the three stationary solutions (small cluster, 
large cluster and uniform concentration) as a function of r (see Figure 4.4). Over 
most of the range the magnitude of the free energies are ordered as follows: 
 
large cluster < uniform concentration < small cluster 
 
From these results we identify the large cluster as the equilibrium crystal- liquid 
coexistence and the small clusters as the unstable critical crystal nucleus. As the 
concentration decreases towards freezing we find that the uniform free energy drops 
below that of the large cluster. Let this volume fraction be rx. At a lower 
concentration still (rg in Figure 4.4) the large and small cluster solutions join and 
vanish and we have the gap referred to above. As R increases, rx and rg converge 
rapidly to rl. 
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Figure 4.4: The free energy of the small and large clusters and the uniform suspension as function of 
the overall volume fraction r for a confining radius of R = 10. Over much of the concentration range 
the large cluster free energy lies below that of the uniform liquid while the small cluster free energy 
lies above. At rx the uniform liquid free energy drops below that of the large cluster indicating the 
disappearance of stable coexistence between order and disorder. At an even lower volume fraction rg 
we see the convergence and vanishing of both cluster solutions at a spinodal point. 
 
The profiles of the normal and tangential components of the osmotic pressure have 
been calculated for the 'large' and 'small' stationary clusters at a total volume fraction 
r = 0.5085 and plotted in Figure 4.5.  The sharp dip in the tangential component 
through the interface reflects the fact that the surface is under tension. The surface 
tension g is simply the area enclosed between the two pressure profiles12, i.e., 
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Note that, despite the fact that these stationary clusters are in mechanical 
equilibrium, there is a difference in normal osmotic pressure between the crystal and 
liquid phases as a consequence of the surface tension of the spherical interface [see 
equation (4.14)]. 
 
Having established the critical crystal nucleus and the equilibrium coexisting crystal 
and disordered suspension, we can make some preliminary observations about 
crystallization. Assuming that crystallization proceeds by the classic nucleation path, 
we have the initial and final states of the growth process. According to the behaviour 
reported in reference [5], we would expect to see the crystal concentration in the 
critical nucleus to be considerably higher than that of the equilibrium crystal. In fact, 
we find the opposite for all but the suspension concentrations just above rg, as 
shown in Figure 4.6. Rather than seeing a decreasing crystal volume fraction during 
the course of growth, we find instead that the concentration at the center of the 
crystal must exhibit a net increase during growth from the critical nucleus. The 
intuition that the small crystallite is under compression is still correct, however, as 
can be seen in the comparison of the magnitudes of the osmotic pressure components 
at the center of the critical nucleus and the coexistence state in Figure 4.5. The 
puzzling origin of this high pressure in the initial crystal cluster, in spite of a particle 
density lower than that of the equilibrium crystal, lies in the non-classical treatment 
of the cluster by the field theory. The low crystal concentrations in the center of the 
critical nucleus are a consequence of the interfacial region extending into the center 
of the cluster. It is possible that the addition of a second order parameter related to 
crystalline structure will alter this result.  
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Figure 4.5: The normal and tangential pressure profiles, pN(r) and pT(r)  respectively, calculated for 
the (a) small and (b) large stationary clusters at a total volume fraction of r = 0.5085 and R = 10. 
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Figure 4.6: The concentration at the center of the critical nucleus and the equilibrium crystal, as a 
function of overall volume fraction. Note that the critical nucleus concentration only exceeds the 
equilibrium value at very low concentrations. 
 4.5 The Dynamics of Crystal Clusters 
 
From a range of starting clusters, we have integrated the reduced equation of motion 
forward in time. The integration was carried out using an explicit Euler method with 
a reduced time step of 0.00001 and a radial step length of 0.1. The equation proved 
unstable to time steps much larger than this. As one of the checks of the algorithm, 
the solutions of the previous section were verified to be stationary. 
 
In the absence of fluctuations in the equations of motion, we had to provide 
inhomogeneous starting states. Perturbations of the profile for the small stationary 
cluster proved to be very slow in developing in time. Small clusters were observed to 
rapidly shrink in time to reach, ultimately, the uniform disordered state. Larger 
clusters grew, developing a depletion region in the liquid adjacent to the advancing 
crystal interface, and finally coming to rest near the stationary large cluster solution. 
Early calculations exhibited a puzzling tendency to come to rest short of the 
stationary 'large' cluster profile obtained analytically in Section 4.3. (Similarly, initial 
clusters larger than the appropriate stationary 'large' cluster were found to stop before 
completely shrinking to the analytical form). This problem was traced to the choice 
of the radial step length, Dr. As this was decreased the final structures approached 
the analytical result for large cluster. For the calculations reported here, we have 
retained Dr = 0.1. 
 
A detailed discussion of the role of the initial profile and the implications for 
homogeneous nucleation has been left to Section 4.5. Here we focus on the time 
dependence of those crystal clusters which do grow to reach the equilibrium 
coexistence.  
 
In Figure 4.7 we present 'snapshots' of the density profile during crystal growth at r 
= 0.5085. The short time dynamics is dominated by the relaxation of the unstable 
square profile of the initial cluster. Note the appearance of a density depletion in 
front of the advancing interface at intermediate times.  
 
In Figure 4.8 the square of the cluster radius rc is plotted vs time for a number of 
different volume fractions. We find that the square of the cluster radius grows 
linearly with time over the period between the relaxation of the initial cluster and the 
final slowing down as the equilibrium coexistance is approached, i.e. we have a t1/2 
growth law. We were unable to observe any crossover to a linear growth law at low 
concentrations. The lack of observable growth at r = 0.503 is a result of the slow 
dynamics we observe around the critical nucleus. The rapid relaxation of the initial 
cluster tends to leave them with a profile close to that of the critical nucleus.  
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Figure 4.7: Time dependence of the density profile of a growing cluster at r = 0.5085 and with a 
confining radius of R = 10. The different times (in time steps) are as follows: 105 (filled circles); 2 
x106 (empty circles); 4 x 106 (filled squares); 6 x 106 (empty squares) and 8 x 106 (solid line). The 
initial step profile cluster is also indicated by a solid line. Note the development of the depletion zone. 
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Figure 4.8: Time dependence of the cluster radius squared rc
2 for three densities: 0.5180, 0.5085, and 
0.5030, in order of decreasing crystallisation rates and with R = 10. The growth is linear in time over 
the intermediate time interval indicating a t1/2 growth law. 
 
 
We have calculated the normal and tangential osmotic pressure fields in the non-
equilibrium system of the growing crystal cluster at a total volume fraction of r = 
0.5085 and plotted the results in Figure 4.9. Both components of the pressure exhibit 
a rapid decrease in magnitude in the crystalline region while the disordered 
suspension persists at a high pressure. This initial decrease is the result of the 
development of a depletion zone which has isolated the crystal from the surrounding 
suspension, just as Ackerson and Schätzel suggested3. The osmotic pressure fields 
then proceed with a slow propagation of the crystal and its depletion zone out into 
the disordered suspension, leading to a decrease in its osmotic pressure. The results 
are quite striking. Rather than a steady decrease in the crystal pressure during the 
entire course of crystallization as suggested by the experimental work of Harland and 
van Megen5 and the theoretical model of reference [3], we find instead that the 
crystal completes its pressure drop very rapidly, well before the osmotic pressure in 
the disordered state has had much chance to change.  
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Figure 4.9: Time dependence of the osmotic pressure fields (a) pN(r) and b) pT(r) about a growing 
crystal at r = 0.5085 and with R  = 10. The various times are indicated as in Figure 4.7. Note the rapid 
decrease of normal and tangential components in the crystal region. 
4.6 On the Nature of Nucleation Under Canonical Constraints 
 
The space of possible clusters is infinite, thanks to the continuum description via the 
density function. In order to provide a picture of the nucleation behaviour, we have 
chosen to restrict possible clusters to the shape shown in Figure 4.10.  
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Figure 4.10: The generic initial cluster profile used in the time dependent calculations. In this chapter 
we have chosen to set the crystal concentration to 0.56 and the disordered suspension concentration to 
0.51. The radius rc and depletion depth D are then varied so as to ensure that the overall concentration 
is satisfied. 
 
Each cluster can be identified at a given density by two variables, the radius rc and 
the depletion depth D. We have used interfaces of finite width here in order to be 
able to calculate free energies of the clusters. The fates of the various clusters at r = 
0.5085 are indicated in Figure 4.11. Open circles indicate the cluster eventually 
disordered while close circles indicate eventual ordering. The boundary between the 
open and closed circles indicates some sort of transition state in the reduced space of 
cluster shapes considered here. Note that the critical radius increases with increasing 
depth of the depletion region due to the tendency of this depletion to induce transient 
melting. 
 
Calculations of the time dependent free energies of clusters as they either order or 
disorder shows that the free energy decreases monotonically with time for either 
process. This is consistent with the transition state identified in Figure 4.11 
corresponding to a loci of maxima in the cluster free energy with respect to cluster 
radii. The interesting feature, however, is that the free energy of the initial cluster 
have no extrema corresponding to this line. In fact, the initial cluster  
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Figure 4.11: Map of the fates of initial clusters with R = 10. Initial clusters, characterised by a pair of 
values rc and D, which go on to crystallise are indicated by a filled circle. Clusters which melt are 
indicated by an empty circle. As discussed in the text, the dividing line between growth and melting 
(the dashed line) does not correspond to a maximum in the initial cluster free energy. Note that the 
critical radius increases as the initial depletion region becomes deeper and narrower. 
 
free energy have no extrema over the entire space studied. (The cluster free energy 
was found to decrease monotonically with increasing initial radius. This is a result of 
the steep step profile chosen for the initial cluster. The resulting large surface tension 
of this profile dominates the cluster free energy.) This apparent inconsistency is a 
consequence of the difference between the extremely reduced space of cluster 
shapes, i.e (rc, D), which we have introduced in order to try and describe the possible 
initial clusters, and the much larger space of actual clusters accessible to the 
dynamical process. Any 'real' transition state exists in this complete space of clusters. 
The 'watershed' divide we see in Figure 4.11 between the open and closed circles is 
presumably the projection of this transition surface down onto the reduced 2D space 
with no reason for this projection to represent local maxima. This result can be taken 
as a general caution: if you would like to apply classical nucleation theory to 
describe cluster 'fates' within a reduced space of constrained initial clusters then you 
must ensure that the equations of motion for those clusters incorporate the same 
constraints.  
 
4.7 Conclusion 
 
In this chapter we have presented a preliminary study of crystallization in a 'hard 
sphere' colloidal suspension. The study is preliminary in the sense that a number of 
physical features important for the colloidal crystallization problem (i.e. structural 
order parameters, accurate free energies and density dependent diffusion constants) 
have been omitted in order that the fundamental aspects of the constraint on N and V 
can be clearly viewed. This methodology is extended in the next chapter with the 
inclusion of a non-conserved structural order parameter. We have developed a 
microscopic description capable of treating the effect of density conservation on the 
dynamics of the crystal cluster, the time dependence of the non-uniform osmotic 
pressure field and the non-uniform stationary and equilibrium states all within a 
single consistent formalism. While limited by the lack of crystalline order parameters 
to concentrations just above freezing, we have presented two important formal 
developments: the determination of the stationary non-uniform states under the 
constraint of fixed N and V, and the expressions for the time dependent components 
of the pressure tensor. 
 
We have shown that the freezing transition is perturbed to higher concentrations as a 
result of the small confining volumes. This can be understood as the critical nuclei at 
low concentrations being too large to fit within the restricted space. We recall that 
the confining volume was introduced to model, in a mean field sense, the effect of 
competing crystal clusters in a bulk suspension. This perturbation of the freezing 
transition due to 'confinement' by surrounding growing clusters would be expected to 
suppress nucleation during the later stages of growth. The crystal radius was found to 
increase as t1/2 over times intermediate between the initial transient behaviour and the 
final relaxation to the equilibrium state. Examination of the osmotic pressure fields 
about the growing crystal indicate that, through the development of a depletion zone, 
the crystal pressure drops quite quickly to a value close to the final equilibrium 
value. The pressure decrease out in the disordered suspension takes considerably 
longer, waiting upon the propagation of the interface. 
 
The time dependence of the concentration of the crystal cluster appears to be at odds 
with that reported by Harland and van Megen5 and the model calculations of 
Ackerson and Schätzel3. Both groups have described a crystal density which 
decreases steadily as crys tallization proceeds, with the decompression of the crystal 
cluster being largely slaved to the extent of crystallization. In contrast, over the 
limited range of our results we find that the crystal density in the critical nucleus is 
less than that of the equilibrium crystal for most of the range and, following some 
fast relaxation of the initial cluster, we see a small but steady  increase in the density 
at the cluster center. These features have been identified with the 'non-classical' 
description of the nucleus in which the interface between order and disorder is 
treated continuously.  It remains to be seen how the incorporation of structural order 
parameters into the density functional theory changes this picture.  Work on this 
problem is continuing. 
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5 Density functional theory of the kinetics of 
crystallization of a hard sphere suspension: 
Coupling structure to density 
 
5.1 Introduction 
 
A theoretical study is presented on the kinetics of crystallization of a colloidal 
suspension in a fixed volume based upon the use of time dependent density functional 
theory incorporating conserved particle and non-conserved structure dynamics. This is 
a continuation of the simpler model in chapter 4 with conserved particle dynamics 
alone. The constraints of fixed number and  volume lead to non-uniform solutions to 
the time independent equations of motion. One of the non-uniform solutions is found 
to have the minimum free energy and is identified as the  stable equilibrium 
coexistence of crystalline and disordered suspension. Numerical integration is used to 
follow the time dependent motion of a range of initial crystallites. A broadband of 
stationary states, additional to those identified analytically, are located by the 
numerical integration. We show that these solutions arise from pinning induced by the 
discretization of space. The normal and tangential osmotic pressure fields are given 
and the growing crystallite is shown to be isolated from the higher pressure of the 
surrounding disordered suspension by the non-equilibrium depletion zone that 
surrounds it. These results are compared with recent light scattering studies. 
 
5.2 The Theoretical Model 
 
We are interested in the description of crystallization under conditions in which 
volume and particle number are conserved, i.e., crystallization in the "canonical 
ensemble." This constraint is imposed through a zero particle flux boundary 
condition. The central consequence of this constraint and the inherent concentration 
difference between the solid and liquid phases is that as crystallization proceeds 
particle concentration in the disordered suspension is depleted. This in turn results in 
a continuously varying state of the suspension,  characterized by a time dependent 
osmotic pressure, until growth finally ceases at coexistence.  
 
In the previous chapter we developed a time dependent functional representation in 
which the no flux boundary condition was introduced in a completely consistent 
fashion into the equation of motion of the propagating crystal–liquid interface. The 
crystal and liquid were distinguished simply by their concentration. While this 
treatment was sufficient to address the complication of the changing osmotic 
pressure that accompanied crystallization at constant volume, it imposed a simple 
restriction on the extent of the disordered state. Specifically, without some measure 
of crystalline order, there can be no way of distinguishing a crystal from a dense 
metastable liquid. In this chapter we rectify this weakness with the  extension of our 
formalism to include a non-conserved order parameter associated with crystal 
structure.  
 
The dynamics of the scalar fields concentration r(r,t) and crystal order m(r,t) are 
assumed to be governed by the following equations of motion  
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The Laplacian in equation (5.2) ensures particle conservation as the dynamics 
deterministically advances the system toward the stationary states characterized by a 
uniform chemical potential µ = dF/dr(r). The free energy functional F[m, r] is the 
Helmholtz free energy as dictated by the canonical constraints of fixed N, V, and T 
and discussed in the previous chapter. The identity of the kinetic coefficients D and G 
is rather subtle. Mikheev and Chernov12 and Shen and Oxtoby 13 have suggested that 
G is related to the decay rate of the intermediate scattering function at the  Bragg 
angle. This proposal essentially assumes that the kinetics of structural reorganization 
over the distance of the average particle spacing is the same in the bulk liquid and at 
the crystal interface. The coefficient D is clearly associated with the  self diffusion 
constant. The subtlety here is that we propose applying the equation of motion 
equation (5.2) over microscopic length scales. It remains an open question as to 
whether there is a definition of the coefficient D as it appears in equation (5.2) such 
that one recovers a consistent reproduction of the dynamics of the equilibrium 
suspension. 
  
The free energy functional is assumed to be of the square gradient form14 
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The local free energy f(m, r) is that of a uniform system characterized by the local 
concentration and structure. Each stable uniform phase must appear as a minimum in 
this local free energy. We have chosen to represent f(m, r) here by a double 
paraboloid  
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In this chapter it has been assumed that l1= l3 and l2 = l4. The ratio l2/l1 
determines the range of densities accessible to the system by establishing the 
crossover point between solid and liquid minima as shown in Figure 5.1. 
 
We have chosen a ratio l2/l1 = 50 in order that the observed glass transition density15 
is included within the domain of the metastable liquid. A contour plot of the m, r 
space is given in Figure 5.2. The l's also establish the magnitude of the 
thermodynamic forces. For numerical reasons, it is convenient that the dynamics of 
the density and structure profiles retain similar time scales. To achieve this we have 
set the ratio of the time constants D/G to 1/50. Note that the local potential f(m, r) 
does not contain an explicit potential difference between the two minima as is often 
the case in such treatments. For the hard sphere system, the  equilibrium state is 
completely determined by N and V. In the theory presented here these quantities are, 
in turn, fully determined by the initial density profile and the boundary conditions.  
 
We have set k rr = 50 × k mm = 0.2. The factor of 50 was chosen so that the ratios 
krr/l2 and k mm/l1 would be the same. The value for k rr was chosen to produce an 
interface thickness of roughly 2–3 particle diameters, as is found for the hard sphere 
crystal–liquid interface from simulation.16 We have assumed that there is no coupling 
between the density and structure gradient terms and therefore a k rm term does not 
appear in Equation (5.3). 
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Figure 5.1: The crystal–liquid crossover line in the order parameter space (m, r) for ratios of l2/l1 = 
12.5, 25, 50, 100, and 200. 
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Figure 5.2: The contour plot of the local potential f in the space of structural order m and volume 
fraction r. The lines correspond to stationary profiles—the coexisting crystal and the critical 
nucleus—calculated at an average volume fraction of 0.53 and R = 10. 
 
For the uniform system we have the following expression for the chemical potential 
and the osmotic pressure p ,  
 
µ = µo+ ,
r¶
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,0 f
f
-
¶
¶
+=
r
rpp
                                                                                                 (5.6) 
 
where µo and po are the chemical potential and osmotic pressure at crystal-disorder 
coexistence. Substituting the expression for the local free energy f(m, r) into the 
expression for the osmotic pressure of the uniform system we find  
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where the subscript a= l or s depending on whether the concentration places us in the  
disordered or ordered phase. We have set the volume fractions rl = 0.495 and  rs = 
0.545. 
  
We shall restrict our attention to the case of a spherical cluster confined within a 
volume of radius R. We assume that while flow of material within this spherical 
region is unconstrained, there is no flow of particles into or out of this region. The 
neglect of transfer of particles from one cluster to another precludes us from 
investigating the slower process of coarsening in this work.  
 
In spherical coordinates, the equations of motion are  
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We provide initial profiles mo(r) and ro(r) so that  
 
m(r,0) = m0(r)                                                                                                       (5.10)  
 
r(r,0) = r0(r).                                                                                                        (5.11)  
 
The radial boundary conditions are as follows:  
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a result of the requirement that m and r be differentiable,  
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by virtue of the symmetry arising from the equivalence of neighbouring volumes, 
and  
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the consequence of the  previous conditions and the constraint of particle 
conservation.  
 
The time dependence of the osmotic pressure during crystallization is a central issue 
in colloidal crystallization. The treatment of osmotic pressure used in this paper 
follows directly from our previous single order parameter derivation. 
 
The tangential component pT(r) can be written as an extension of  Equation (5.6) to 
the case of a non-uniform density, i.e.,  
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where µ(r) is the local chemical potential in the non-uniform system  
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and y(r) is the local free energy density  
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The normal osmotic pressure pN(r) is obtained, following Oxtoby et al9 and chapter 
4, by assuming that the non-equilibrium chemical potential could stabilize pressure 
gradients in the same way as an external field. Making use of this same approach we 
end up with the following differential equation for the normal stress:  
 
( ) ( )( ) ( ) ( ) .2
dr
rd
rrr
rdr
d
TN
N mrpp
p
-=-+
                                                               (5.21) 
 
This expression is used in the following sections to calculate the normal pressure 
component. Equation (5.21) has been integrated numerically from r = 0 with pN(0) 
set equal to pT(0).  
 
5.3 Stationary Crystal Clusters 
 
A stationary solution satisfies the equations dF/dm(r) = 0 and dF/dr(r) = Dµ,  
where Dµ = µ–µ0 and µ denotes a uniform chemical potential. For the form of the 
local free energy density f(m, r) defined in equation (5.4), any interface profile can 
be divided into that portion lying on the liquid side of f and that on the solid side. The 
value of the radial displacement r at which this transition takes place will be used to 
define the cluster radius and will be indicated by rc. The structure and density 
profiles are divided into an inner solution for r<rc and an outer solution for r>rc. The 
profile and its first derivative are required to be continuous at the boundary of the 
two regions. The value of rc is found from the condition  
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where mc = m(rc) and rc = r(rc). For the structure  
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The stationary inner solution is  
 
m(r) = ms + A/r(e–ar – ea r),                                                                                   (5.24)  
 
where  
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The outer solution is  
 
m(r) = ml + C/r(e–br – Eebr)                                                                                   (5.27)  
 
where  
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The condition that the first derivatives are equal at rc gives an expression for mc  
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For density, the stationary condition is  
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Note that this condition is equivalent to the following:  
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where the function f(r) is replaced by f–Dµr.  
 
Following the same derivation as above, the inner solution for the density is  
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where the function f(r) is replaced by f – µr.  
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The outer solution is  
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Matching the first derivatives at rc leads to  
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At this point it is useful to introduce a set of reduced units. The free energy is in units 
of l2. From equation (5.6) we can relate l 2 to the compressibility of the liquid 
through the following expression:  
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The radial length r is in units of s, and the time is in units of s 2/D.  
 
Stationary profiles are generated as follows. A value of rc is selected and the matching 
of the first derivatives for structure provides a value of mc [equation (5.31)]. The value 
of rc can be found using  
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Finally, equation (5.40) can be rewritten to give a solution for Dµ,  
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Via this sequence of evaluations, we end up with a unique stationary profile for each 
value of the chemical potential difference. To determine the corresponding average 
particle volume fraction r , we simply integrate the density and divide by the total 
volume 4pR3/3. The density profile is given as an inner and outer region. Integrating 
the inner and outer profiles in r produces the following particle numbers in the two 
phases:  
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As rc provides a useful measure of cluster size, we have plotted r  vs rc in Figure 5.3 
for a range of values of the confining radius R. Coexistence occurs at those values of 
r  for which more than one stationary solution are possible. Note that the range of 
coexistence densities depends upon the confining volume. The coexistence range  
increases with increasing R, approaching the bulk volume fraction range of [0.495, 
0.545] as R ® 8. Three stationary solutions, characterized by different  values of rc, 
occur within the coexistence range. We shall demonstrate that the smallest and middle 
values of rc correspond  to the unstable critical nucleus and the stable coexisting crystal 
solutions, respectively. The third stationary solution, with rc » R, corresponds to 
another unstable state. This state corresponds to a spherical crystal cluster coated with 
a thin film of the disordered phase. The film thickness represents a critical value; any 
thinner and the film simple orders, any thicker and the crystal melts back to the stable 
large cluster radius. We shall not make any further reference to this third stationary 
solution here.  
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Figure 5.3: The radius rc of the stationary clusters as a function of r , the average volume fraction of 
the confined system, for a range of confining radii R. 
 
Examples of the small and large cluster profiles at a single density are shown in 
Figure 5.4. Note that a density gap exists between the freezing density and the first 
density at which a stationary non-uniform solution occurs. As we increase the radius 
of the confining volume R, we see (in Figure 5.3) that the large clusters grow and the  
density gap diminishes, while the small clusters are essentially unchanged.  
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Figure 5.4: Examples of: (a) the density profiles  and (b) the structure profiles of the large and small 
clusters at an average volume fraction of r  = 0.53 with R = 80. 
 
The profiles of the normal and transverse components of the  osmotic pressure can be 
calculated by equations (5.18) and (5.21).  Examples of these pressure profiles are 
plotted in Figure 5.5 for the stationary clusters, small and large, at r  = 0.53.  
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Figure 5.5: Examples of the osmotic  pressure profiles: (a) normal and (b) tangential for the same  large 
and small clusters as in Figure 5.4 with R = 80. 
 
Note the increased normal pressure within the cluster required to balance the inward 
pressure due to the curved surface. The surface tension of the colloidal crystals can be 
calculated by integrating the difference between the normal and tangential osmotic 
pressures through the interface. The increased osmotic pressure in the small cluster 
over that found in the large cluster is reflected in the density within the crystalline 
cluster. Values of density at the origin are plotted in Figure 5.6.  
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Figure 5.6: The variation of the volume fraction at the center of the stationary cluster with the average 
volume fraction and R = 80. 
 
The free energy for a non-uniform stationary solution is found from  
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This integral is also divided into an inner and outer region. The solutions are  
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We have calculated the free energies of the  four stationary solutions (small cluster, 
large cluster, and uniform concentration) as a function of r (see Figure 5.7). The 
figure shows that the small cluster is always unstable relative to the uniform liquid. 
For a large range of concentrations the large cluster is more stable than the uniform 
phases. From these results we identify the large cluster as the equilibrium crystal–
liquid coexistence and the small clusters as the unstable critical crystal nucleus.  
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Figure 5.7: The free energies of the large and small clusters, along with the uniform liquid and solid 
phases as  a function of the average volume fraction r . The inset shows  an expanded view of the 
relationship between the free energies  of the small and large clusters and the uniform liquid  at low r . 
R = 40. 
 
As the concentration decreases toward freezing we find that the uniform free energy 
drops below that of the large cluster at a volume fraction denoted by rx. At a lower 
volume fraction still, rg, the large and small cluster solutions join and vanish and we 
have the gap referred to above. As R increases, rx and rg converge rapidly to rl.  
 
At high concentrations the large cluster becomes unstable relative to the uniform 
concentration. However, as the size of R increases the region of instability decreases 
with all large clusters becoming stable relative to the uniform solid in the limit R ® 8.   
5.4 The Dynamics of the Crystal  
5.4.1 Method and numerical artifacts 
 
The equations of motion,  equations (5.8) and (5.9), were integrated forward in time 
using an explicit Euler method with a reduced time step of 0.00001 and a radial step 
length of 0.1. The very small time step was found to be necessary to avoid chaotic 
instabilities arising from the fourth order spatial derivative in equation (5.9).17 By 
way of an initial cluster, we have chosen step profiles in r and m with interior values 
of 0.58 and 1.0, respectively, and a radius of 10 (unless otherwise stated). The 
density of the surrounding liquid is adjusted to ensure the correct volume averaged 
density. This starting cluster is significantly larger than the critical nucleus as 
calculated in section 2 for all of the densities studied. Starting too close to the critical 
cluster size resulted in pinned profiles for reasons we shall now consider.  
 
As opposed to the analytical solutions for the stationary states, the numerical 
calculations generated a continuum of stationary profiles over an interval in r. The 
available range of dynamic trajectories is outlined in the  space of overall volume 
fraction r  and cluster radius rc in Figure 5.8.  
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Figure 5.8: The dynamically accessible space of cluster radii as  a function of average volume fraction 
r  is shown as a solid envelope about the analytical solution (dashed line). Two envelopes  are shown. 
The outer one corresponds to Dr = 0.1 and the inner envelope corresponds to Dr = 0.0625. Note that 
this "sausage of stability" alters the effective range of coexistence densities. R = 10. 
 
The solid envelope about the stationary solutions (dotted lines) in Figure 5.8 encloses 
points representing profiles found to be pinned on numerical integration of the 
equations of motion.  The two sets of envelopes correspond to two different choices 
of the radial step length. Thanks to the existence of an exact and complete set of 
stationary solutions, we can identify these additional stationary states as numerical 
artifacts. In the previous chapter the cause of this apparent increase in the  space of 
stationary states was attributed to the choice of radial step length. Smaller step 
lengths lead to smaller differences between numerical and analytical solutions. 
Further investigation of this phenomena  showed that when the equations of motion 
were expressed in discrete steps, the spatial discretization generates free energy 
barriers which eventually restrict the motion. To demonstrate this effect we are 
interested in calculating the free energy of the system as a function of the position of 
the crystal interface, measured on a length scale finer than that used to carry out the 
free energy calculation itself. This was done by selecting the analytic solution for a 
stationary large cluster as our interface profile and moving it forward by arbitrarily 
small increments. The concentrations of the crystal and disordered suspensions were 
adjusted at each time step to ensure density conservation. The  required discrete 
values of the density were generated from this analytic function and fed into the 
discrete free energy calculation and the free energy barriers for two choices of radial 
step length are shown in Figure 5.9. The step length of 0.1 was used in the main 
calculations and a step length of 0.0625 was used for comparison purposes. Smaller 
step lengths than this resulted in numerical instabilities when the  time step was held 
fixed at 0.00001. The instability was removed when the time step was decreased by 
an order of 1000, however the corresponding increase in calculation time was 
prohibitive.  
 1.5
2.5
3.5
4.5
0 2 4 6 8 10
r
F
1.5
1.6
1.7
7.6 7.7 7.8
 
 
Figure 5.9: The total free energy of a system as a function of increasing cluster radius for two 
different radial step sizes, Dr = 0.1 and Dr = 0.0625. The inset shows an expanded view of the 
relationship between the two sets of minima. R = 10. 
 
The artificial arrest of the interface has the effect of altering the effective range of 
coexistence densities (see Figure 5.8). For R = 80 and Dr = 0.1 the numerical 
coexistence lies over the average volume fraction in the range [0.51, 0.55].  
 
Many of the numerical problems associated with the discretization of nonlinear 
partial differential equations are, of course, well documented. In the late 1980s, Oono 
and Puri18 described an alternative approach to modeling phase field dynamics. 
Rather than start from a partial DE and then discretize time and space, these workers 
started with a cell model chosen so as to qualitatively reproduce the  behavior of the 
desired phenomenon. Oono and Puri noted that the problem of chaotic behavior, 
mentioned above in conjunction with the time step size, could be avoided by this 
strategy. We are unaware, however, of any numerical study of a cell model in Oono 
and Puri in which one is trying to locate stationary states. As spatial discretization is 
intrinsic to any cell model, it is possible that the generation of artificial stationary 
states, encountered in our present calculations, may also be of concern in the cell 
approach.  
 
Before moving on to the dynamics of crystal growth, the numerical difficulties 
described here are worth considering in a more general context. Artificial stationary 
states appear to be a direct consequence of discretizing space in functional 
calculations. We were able to identify these unphysical states because we chose to 
work with functionals simple  enough to allow analytic solutions of the true stationary 
states. Numerical searches for stationary states in functionals too complex for such 
analytic checks should therefore be viewed with some caution, especially since there 
is an increasing interest in using functionals of continuous density fields to describe 
liquid dynamics.19 Stationary solutions to these field theories have been interpreted 
as glassy states.19 The possibility of pinning as an artifact of the discretization of 
spatial coordinates needs to be carefully considered in such cases.  
 5.4.2 The growing crystal cluster 
The interface profile of the growing crystal cluster is characterized by the 
development, as expected, of a depletion in the local density in advance of the crystal 
interface. Examples are provided in Figure 5.10. The structural order parameter, by 
comparison, exhibits no significant change in shape during the course of each run. 
The positions of the structure and density profiles remain tightly coupled throughout 
the growth process. These profiles can be compared to the equilibrium profiles of 
Figure 5.4. The crystal of Figure 5.10 has stopped short of the equilibrium position 
as a result of the numerical artefacts discussed in section 5.4.1. 
 
The associated time dependent osmotic pressure profiles are shown in Figure 5.11. 
While the interior of the crystal cluster experiences a high osmotic pressure during 
the early stages of growth,  we find that this pressure drops below that of the 
surrounding disordered suspension quite quickly.  
 
This rather surprising result is indicative of the mechanical decoupling of the cluster 
and its surroundings due to the development of the depletion zone.  
We have examined the time dependence of three measures of the  crystallization 
process. These are the cluster radius rc, the crystal fraction X, defined as  
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and the average crystal volume fraction rcrystal defined as  
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In Figure 5.12 we present a log–log plot of the increase in the cluster radius from that 
of the initial cluster as a function of time. We find that the growth is well 
characterized by a power law ~thfor most of the period of growth. We have neglected 
the initial growth period (roughly the period over which the radius increases by one). 
This time domain is strongly influenced by relaxation of the initial cluster shape. In 
Figure 5.13 we plot the growth exponent h associated with the  increase in cluster 
radius as a function of the average volume fraction in the suspension. We find a 
nonlinear increase in the exponent from near 0.5 with increasing concentration 
through the effective coexistence region. Above the effective melting volume 
fraction, the exponent  remains fixed at a value of ~ 0.85.  
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Figure 5.10: The time dependent (a) density profile  and (b) structure profile at an average volume 
fraction of 0.53 at various time steps as shown with R = 80. 
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Figure 5.11: The time dependent (a) normal and (b) tangential osmotic pressure for the same time 
steps as shown in Figure 5.10 and with R = 80. 
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Figure 5.12: A log–log plot of the rc(t)–rinit  vs time for r  = 0.52, 0.54, 0.56, and 0.579 and with R = 
80. 
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Figure 5.13: A plot of the growth exponent  h vs average volume fraction r  and with R = 80. 
 
In Figure 5.14 we present a plot of the increase of the  crystal fraction X from the 
initial cluster for a range of concentrations. There appears to be a small but 
systematic curvature in the log–log plots that would rule out a power law. This 
difference between X and rc can be attributed to the time dependence in the mean 
crystal volume fraction rcrystal, as shown in Figure 5.15. Note that  
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so, as long as rcrystal doesn't obey a power law in time, there is no reason for X to 
exhibit such a behavior.  
 
A few features are worth noting with regards to the crystal concentrations. First, 
above the effective melting volume fraction (i.e., » 0.557), the final volume fraction 
is the average volume fraction as the system goes to complete crystallization. At and 
below the effective melting volume fraction, the final crystal volume fraction is just 
this melting volume fraction. Second, the magnitude of the compression during 
growth clearly gets larger as one goes to higher concentrations. The compression 
reaches a maximum well before any significant crystal growth has taken place. 
Finally, the relaxation of the compression of the crystal lags behind the crystal 
growth. This is a consequence of h>0.5. The crystal interface "outruns" the diffusive 
relaxation of the high crystal concentration that resulted from compression in the 
small crystallite. This gives rise to a gradient in concentration within the growing 
crystal—higher in the center than the  interface. It is only as the crystal interface 
slows on approaching its stationary position that the concentration relaxation of the  
crystal catches up, giving rise to the decrease in rcrystal observed at long times at r = 
0.56 and 0.579.  
5.5 Discussion 
 
In 1950, Frank modeled the growth of a crystal as an absorbing interface coupled to a 
diffusion field. All lengths in the resulting density profile (including the  cluster 
radius) scaled as t0.5. The alternative limit in which growth is uncoupled to any 
conserved field results in a growth rate determined by the chemical potential 
difference (e.g., the  Wilson–Frenkel model20) and surface morphology. If the 
chemical potential difference remains constant then the radius of the cluster will 
increase linearly in time. 
  
In 1995, Ackerson and Schätzel2 modeled colloidal crystal growth by coupling the 
Wilson–Frenkel model of interfacial kinetics with a diffusion equation and a pressure 
balance condition. As in our calculations, Ackerson and Schätzel found values of h  
lying between 0.5 and 1.0. They argued that these values represented transients and 
that the asymptotic exponent would be either 0.5 or 1.0 depending on whether the 
average density was below or above the melting density, respectively. Transient 
behavior of the exponent over a time interval is another way of saying that the 
growth does not obey a simple power law over that interval. While for certain 
choices of kinetic coefficients, Ackerson and Schätzel do see convergence to the 
proposed asymptotic exponents, we are unaware of any general argument that 
establishes these limits. To avoid diffusion control, for example, the  crystal and 
liquid would have to be the same density.  This, however, is impossible if they are to 
be in mechanical equilibrium. To a good approximation, mechanical equilibrium 
requires  
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Ackerson and Schätzel, [2] while acknowledging this density difference, seem to 
assume that it, too, is just a transient. However, as the  relaxation of the density 
difference is through crystallization, it is a transient that persists throughout the 
growth. Specifically, if we assume equation (5.56) to hold at all times, then we find 
the following linear relation between the crystal density and  the fraction of crystal X:  
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So, while transient behaviour may well be a factor in our observed dynamics, we 
expect diffusion control to be exercised at all densities. The two  situations in which 
the crystal growth might avoid this control are: (i) when structural growth is so slow 
that it is rate determining at all times, or (ii) when structural relaxation is so fast that, 
at concentrations above the melting value, crystal structure can propagate before the 
density has had a chance to respond to the pressure field. Our calculations  have not 
included either of these limits. So why, then,  do we find exponents greater than 0.5? 
We can identify two reasons. First, the decrease in the density difference between 
crystal and liquid with time, arising from the mechanical decoupling of the two 
phases, acts to reduce the importance of particle transport. The result is that growth 
slows down less than predicted for a constant density difference. The second reason 
is that the equation of motion for the density is  considerably more complicated than 
that examined by Frank. In particular, it includes the fourth derivative contribution, 
arising from the contribution to the chemical potential of the inhomogeneity. We 
remind the reader that this term is essential to obtain a realistic  interface with nonzero 
width. While the dynamic contribution from this higher order gradient term may 
become insignificant asymptotically, it would be expected to increase particle 
transport and so increase the  observed growth exponent.  
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Figure 5.14: A linear -log plot of the increase in the crystal fraction X–X0 vs time for r  = 0.52, 0.54, 
0.56, and 0.579 and with R = 80.  X0 is the crystal fraction of the initial cluster.  
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Figure 5.15: A linear–log plot of the average crystal volume fraction rcrystal as a function
 of time r   = 
0.52, 0.54, 0.56, and 0.579 and with R = 80.  
 
5.6 Conclusion 
 
We have presented a theory of the growth of a colloidal crystal characterized by a 
conserved density and a non-conserved structural order parameter. The theory 
provides a relatively simple means  of describing the effects of diffusive transport, 
structural propagation, osmotic pressure gradients, and surface tension in a single 
consistent formalism. The appearance of false stationary states due to the effects of 
spatial discretization used in solving the equations of motion provides a general 
cautionary tale for numerical studies of kinetic field theories of liquids. Experiments 
have established that colloidal crystallization is a complicated process—one in which 
the simple model of a single growing crystal cluster may be of only limited 
relevance. In this context, the theory presented here represents a step, albeit a 
fundamental one, toward an accurate description of colloidal crystallization. The 
inclusion of fluctuations in the order parameters and polydispersity present the next 
important theoretical challenges.  
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