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ABSTRACT
In this paper, we investigate a general class of stochastic gradient descent (SGD) algorithms, called
conditioned SGD, based on a preconditioning of the gradient direction. Under some mild assumptions,
namely the L-smoothness of the objective function and some weak growth condition on the noise, we
establish the almost sure convergence and the asymptotic normality for a broad class of conditioning
matrices. In particular, when the conditioning matrix is an estimate of the inverse Hessian at the
optimal point, the algorithm is proved to be asymptotically optimal. The benefits of this approach are
validated on simulated and real datasets.
Keywords Asymptotic analysis · Stochastic Approximation
1 Introduction
Stochastic gradient descent (SGD) has become the state-of-the-art algorithm for training large models in machine
learning [8]. It is an iterative algorithm, simple and computationally fast, but its convergence towards the optimum is
generally slow. Conditioned SGD, which consists in multiplying the gradient estimate by some conditioning matrix at
each iteration, can lead to better results in practice as shown in several recent studies [3, 10, 11, 20, 26, 42]. To better
demonstrate the benefits of this approach, this paper provides an asymptotic theory for conditioned SGD.
We consider the following type of optimization problem: minx∈Rd {F (x) = Eξ[f(x, ξ)]}, where f is a loss function
depending on some random variable ξ. This key methodological problem includes the empirical risk minimization as
flagship example but also adaptive importance sampling and reinforcement learning, which are each detailed in this
paper. In many scenarios, particularly in large-scale learning, the gradient of F is hard to evaluate. Instead, a random
unbiased estimate of the gradient is available at a cheap computing cost and SGD just moves along the estimated
gradient at each iteration. Early seminal works on such stochastic algorithms include [35, 55] and a recent review
dealing with large scale learning problems is given in [8].
The asymptotic properties of stochastic algorithms are well studied. Almost sure convergence results are given by
[56] and [6]. Rates of convergence and a central limit theorem are provided in [36]. A law of the iterated logarithm is
presented in [51]. The asymptotic normality can be obtained using different approaches: a diffusion-based method
is employed in [52] whereas martingale tools are used in [16, 29, 37] to derive the limit. We refer to [5, 21, 46] for
general textbooks on stochastic approximation.
We consider the framework of conditioned SGD which generalizes standard SGD by a conditioning step to refine the
descent direction. The algorithm of interest is defined by the following iteration
xk = xk−1 − αkCk−1g(xk−1, ξk), k ≥ 1,
where g(xk−1, ξk) is some unbiased gradient valued in Rd, Ck−1 ∈ Rd×d is a conditioning matrix and αk is some
learning rate that should decrease throughout the algorithm.
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Several authors have already considered such iterative algorithms: [2, 11, 42] use an approximation of the Hessian for
the conditioning matrix and [3, 32] deal with the Fisher information matrix. We refer to [8] for a review concerning
the practical aspects of conditioned SGD. Interestingly, the optimal choice according to the asymptotic variance is the
inverse of the Hessian matrix, i.e., Ck−1 = ∇F (x?)−1 (see Section 4). When using this optimal choice, the rate of
convergence remains the same and only the asymptotic variance can be reduced. Complexity results, as given in [1],
imply under certain conditions that one cannot obtain better convergence rates. An important question, which is still
open to the best of our knowledge, is whether the optimal variance can be achieved by a feasible algorithm. We show
that the answer is positive under mild conditions on the matrix Ck.
There are two key results established in this paper. A first result provides conditions on the sequence (Ck) for the
almost sure convergence of the conditioned SGD. A second result deals with the asymptotic normality of the rescaled
sequence of iterates. The working conditions are relatively weak as the function F is only required to be L-smooth,
which is classical in general non-convex learning and the variance noise of the gradient might be unbounded using a
growth condition related to expected smoothness [27].
Interestingly, our asymptotic normality result consists of the following continuity property: whenever the matrix Ck
converges to C, the algorithm behaves the same way as an oracle version in which C would be used instead of Ck. In
addition, following recent approaches [2, 10] which estimate Hessian matrices, we show that the optimal variance can
be achieved by a feasible algorithm.
The outline is as follows. In Section 2, the mathematical framework is introduced. In Section 3, an asymptotic study of
standard SGD is given. Section 4 is dedicated to conditioned SGD and contains our main results. Finally, numerical
experiments are performed in Section 5 to demonstrate the relevance of the developed approach.
2 Mathematical background
In this section, the mathematical background of stochastic gradient descent (SGD) methods is presented and motivated
with the help of some examples.
Consider the problem of finding the minimizer x? ∈ Rd of a function F : Rd → R, that is,
x? = arg min
x∈Rd
F (x).
In many scenarios, the gradient of F cannot be fully computed and only a stochastic unbiased version of it is available.
The SGD algorithm moves the iterate along this direction. To increase the efficiency, the random generators used
to derive the unbiased gradients might evolve during the algorithm, e.g., using the past iterations. To analyse such
algorithms, we consider the following probabilistic setting.
Definition 1. A stochastic algorithm is a sequence (xk)k≥0 of random variables defined on a probability space
(Ω,F ,P) and valued in Rd. Define (Fk)k≥0 as the natural σ-field associated to the stochastic algorithm (xk)k≥0, i.e.,
Fk = σ(x0, x1, . . . , xk), k ≥ 0. A policy is a sequence of random probability measures (Pk)k≥0, each defined on
(S,S) that are adapted to Fk.
Given a policy (Pk)k≥0 and a learning rates sequence (αk)k≥1 of positive numbers, the SGD algorithm [55] is defined
by the update rule
xk = xk−1 − αkg(xk−1, ξk) where ξk ∼ Pk−1, (1)
with g : Rd × S → Rd. Hence the policy (Pk)k≥0 is used at each iteration to produce random gradients through the
function g. Those gradients are assumed to be unbiased.
Assumption 1 (Unbiased gradient). The gradient generator g : Rd × S → Rd is such that for all x ∈ Rd, g(x, ·) is
measurable, and
∀k ≥ 1, E [g(xk−1, ξk)|Fk−1] = ∇F (xk−1).
In this paper, we consider the decreasing step-size scheme where the learning rates sequence should go to 0 according
to the following Robbins-Monro condition [55]. This condition is meant to eventually anneal the noise but not too fast
in order to reach the interesting place in a finite time.
Assumption 2 (Robbins-Monro). The sequence (αk)k≥1 is positive decreasing to 0 and satisfies the Robbins-Monro
condition:
∑
k≥1 αk = +∞ and
∑
k≥1 α
2
k < +∞.
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Examples. We emphasize three important examples covered by the developed approach. In each case, we provide
explicit ways to generate the stochastic gradient.
Empirical risk minimization. Given some observed data z1, . . . , zN ∈ Rp and a differentiable loss function ` :
Rd × Rp → R, the objective function F approximates the expected risk as
F (x) =
1
N
N∑
i=1
`(x, zi).
Classically, the gradient estimates at xk−1 are given by the policy
g(xk−1, ξk) = ∇x`(xk−1, ξk) where ξk ∼
N∑
i=1
δzi/N.
Another one, more subtle, referred to as mini-batching [27], consists in generating uniformly a set of nk samples
(z1, . . . , znk) and computing the gradient as the average n
−1
k
∑nk
j=1∇x`(xk−1, zj). Note that interestingly, we allow
changes of the minibatch size throughout the algorithm. Our framework also includes adaptive non-uniform sampling
[48] and survey sampling [13], which use Pk =
∑N
i=1 w
(k)
i δzi with Fk-adapted weights satisfying
∑n
i=1 w
(k)
i = 1 for
each k ≥ 0.
Adaptive importance sampling. Given a target function f , which might result from the likelihood of some data, and a
parametric family of sampler {qx : x ∈ Θ}. The objective function is
F (x) = −
∫
log(qx(y))f(y)dy.
Other losses can be considered and we refer to [17] for some details and further references about adaptive importance
sampling. A common choice in practice for the policy is given by
g(xk−1, ξk) = −∇x log(qxk−1(ξk))
f(ξk)
qxk−1(ξk)
where ξk ∼ qxk−1 .
Policy-gradient methods. In reinforcement learning [61], the goal of the agent is to find the best action-selection policy
to maximize the expected reward. Policy-gradient methods [4, 62] use a parameterized policy {pix : x ∈ Θ} to
optimize an expected reward function F given by
F (x) = Eξ∼pix [R(ξ)],
where ξ is a trajectory including nature states and selected actions. Using the policy gradient theorem, one has
∇F (x) = Eξ∼pix [R(ξ)∇x log pix(ξ)], leading to the algorithm REINFORCE [62] given by
g(xk−1, ξk) = R(ξk)∇x log pixk−1(ξk) where ξk ∼ pixk−1 .
3 The asymptotics of stochastic gradient descent
In this section, we provide an asymptotic analysis of SGD including the almost sure convergence, the asymptotic
normality and a discussion of several references. Certain results are new and serve as a starting point for further
comparison with conditioned SGD.
To perform the asymptotic analysis of stochastic gradient methods, one needs to make assumptions on the objective
function (Assumptions 3 and 4) and on the stochastic perturbation (Assumption 5). Although stochastic gradient descent
is often associated with convex optimization, the analysis presented here is only based on the following standard notion
of smoothness for F .
Assumption 3 (L-smooth). The objective function F : Rd → R is continuously differentiable and the gradient function
∇F : Rd → Rd is Lipschitz continuous with Lipschitz constant L > 0, i.e.
∀x, y ∈ Rd, ‖∇F (x)−∇F (y)‖2 ≤ L‖x− y‖2.
The following identifiability condition shall be useful to recover a unique argument of the minimum.
Assumption 4 (Identifiability). The objective function F is coercive, i.e., lim‖x‖→+∞ F (x) = +∞ and the equation
∇F (x) = 0 has a unique solution x?.
3
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Note that the two previous assumptions together imply that x? is the unique minimizer of F . With some additional
work, the previous condition could be refined assuming instead that the level sets of stationary points {x,∇F (x) =
0} ∩ {x, F (x) = y} are locally finite for every y ∈ Rd [23].
To handle the stochastic noise associated to the gradient estimates, we consider a relatively weak growth condition,
related to the notion of expected smoothness as introduced in [27] (see also [24, 26]). In particular, we extend the
condition of [27] to our general context in which the sampling distributions are allowed to change along the algorithm.
Assumption 5. (Growth condition) With probability 1, there exist 0 ≤ L, σ2 <∞ such that
∀x ∈ Rd,∀k ∈ N, E [‖g(x, ξk)‖2|Fk−1] ≤ 2L (F (x)− F (x?)) + σ2.
This almost-sure bound on the stochastic noise E
[‖g(x, ξk)‖2|Fk−1] is the key to prove the almost sure convergence
of the algorithm.
Note that Assumption 5, often referred to as a growth condition, is mild since it allows the noise to be large
when the iterate is far away from the optimal point. In that aspect, it contrasts with uniform bounds of the
form E
[‖g(xk−1, ξk)‖2|Fk−1] ≤ σ2 for some deterministic σ2 > 0 (see [43, 44, 58]). Observe that such uni-
form bound is recovered by taking L = 0 in Assumption 5 but cannot hold when the objective function F is
strongly convex [47]. Besides, fast convergence rates have been derived in [57] under the strong-growth condition:
E[‖g(x, ξk)‖2|Fk−1] ≤M‖∇F (x)‖2 for some M > 0. Similarly to our growth condition, [6] and [8] performed an
analysis under the condition E[‖g(x, ξk)‖2|Fk−1] ≤ M‖∇F (x)‖2 + σ2 for M,σ2 > 0. Under Assumptions 3 and
4, we have ‖∇F (x)‖2 ≤ 2L (F (x)− F (x?)) [27, Proposition A.1] so our growth condition is less restrictive. If F
satisfies the Polyak-Lojasiewicz condition [33], then our growth condition becomes a bit stronger. Another weak growth
condition has been used for a non-asymptotic study in [41].
The weak growth condition on the stochastic noise is general and can be achieved in practice with the following Lemma,
whose proof can be found in the appendix.
Lemma 1. Suppose that for all k ≥ 1, x ∈ Rd, F (x) = E [f(x, ξk)|Fk−1] with ξk ∼ Pk−1. Assume that, with
probability 1, the function x 7→ f(x, ξk) is L-smooth and there exists m ∈ R such that for all x ∈ Rd, f(x, ξk) ≥ m.
Then the growth condition of Assumption 5 is satisfied.
The following theorem reveals that all these assumptions are sufficient to ensure the almost sure convergence of the
algorithm.
Theorem 1. (Almost sure convergence) Suppose that Assumptions 1 to 5 are fulfilled. Then the sequence of iterates
(xk)k≥0 obtained by the SGD rule (1) converges almost surely towards the minimizer xk → x?.
Compared to [47, Theorem 1 and 3], our conditions are not concerned with the whole sequence of learning rates but
only with their limiting behaviour. The proof of Theorem 1 follows from an application of Theorem 5 - one of our main
results given in Section 4 - which covers the use of a conditioning matrix.
Since the almost sure convergence of stochastic gradient descent has been verified, we can now consider the convergence
rate at which the sequence (xk − x?) remains bounded. Under a few additional assumptions, the SGD iterates are
asymptotically normal with convergence rate
√
αk. First let us be more specific about the choice of the learning rates
sequence.
Assumption 6 (Learning rates). The sequence of step-size is equal to αk = αk−β with β ∈ (1/2, 1].
There is also a need for stability around the minimizer which translates into an assumption on the Hessian matrix at
optimal point. Such a matrix is assumed to be well-defined.
Assumption 7 (Hessian). H = ∇2F (x?) is positive definite and x 7→ ∇2F (x) is continuous at x?.
In addition, to identify the limiting covariance of the asymptotic regime, the conditional covariance matrices of
g(xk−1, ξk) are assumed to converge. To this aim, define for all k ≥ 1,
wk = ∇F (xk−1)− g(xk−1, ξk)
Γk = E
[
wk+1w
T
k+1|Fk
]
.
Assumption 8 (Covariance matrix). There exists a postive definite matrix Γ such that Γk
k→+∞−→ Γ.
Finally, in order to derive a central limit theorem for the iterates of the algorithm, there is an extra need for stability
which is synonymous with a uniform bound on the noise around the minimizer.
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Assumption 9 (Lyapunov bound). There exist δ, ε > 0 such that almost surely
sup
k≥1
E[‖wk‖2+δ|Fk−1]1‖xk−x?‖≤ε <∞.
The following theorem which can be found in [52, Theorem 1] shows the normality of the iterates of the stochastic
gradient methods.
Theorem 2. (Weak convergence) Suppose that Assumptions 1 to 9 are fulfilled. Assume that (H − κI) is positive
definite where κ = 1{β=1}1/2α. Let (xk)k≥0 be obtained by the SGD rule (1) then
1√
αk
(xk − x?) N (0,Σ), as k →∞,
where the covariance matrix Σ satisfies the following Lyapunov equation
(H − κI)Σ + Σ(HT − κI) = Γ.
The previous result can be expressed as kβ/2(xk − x?) N (0, αΣ). Hence, the fastest rate of convergence is obtained
when β = 1 for which we recover the classical 1/
√
k-rate of a Monte-Carlo estimate. In this case, the coefficient α
should be chosen large enough to ensure the convergence through the condition H − I/(2α)  0, but also such that the
covariance matrix αΣ is small. The choice of α is discussed in the next section and should be replaced with a matrix
gain.
4 Conditioned stochastic gradient descent
4.1 Minimum variance
To motivate the use of conditioning matrices in SGD, we raise the question of variance optimality when αk decreases as
1/k, so the rate of convergence in Theorem 2 is optimal, and the scalar gain α is replaced by a conditioning matrix
C ∈ Rd×d. That is, we consider the iteration scheme, for k ≥ 1,
xk = xk−1 −
(
C
k
)
g(xk−1, ξk). (2)
As a corollary of Theorem 6 or inferring from the results in [52], we can derive the following result. Define CH as the
set of invertible matrices C such that CH − (I/2) is positive definite.
Corollary 3. Suppose that Assumptions 1, 3, 4, 5, 8 and 9 are fulfilled. Let (xk)k≥0 be obtained by (2) with C ∈ CH .
Then we have √
k(xk − x?) N (0,ΣC),
where ΣC satisfies: (
CH − I
2
)
ΣC + ΣC
(
(CH)T − I
2
)
= CΓCT . (3)
The best conditioning matrix C that could be chosen regarding the asymptotic variance is specified in the next
proposition whose proof is given in the appendix.
Proposition 4. (Optimal choice) The choice C? = H−1 is optimal in the sense that ΣC∗  ΣC for all C ∈ CH .
Moreover, we have ΣC? = H−1ΓH−1.
In deterministic gradient descent, it is well-known that the rate of convergence is improved when the gradient is
multiplied by the inverse of the Hessian matrix, referred to as the Newton algorithm, whose convergence rate is
quadratic, instead of linear for gradient descent. Due to Proposition 4 where we have seen that the smallest limiting
variance is nonzero, a faster rate of convergence cannot be expected with SGD. However, an improvement in the limiting
variance is still possible.
Other approaches to improve standard SGD include adaptive regularization [20], variance reduction [14, 31], dual
coordinate ascent [59], and Polyak averaging [53, 54]. Note that Polyak averaging has the same limit as the optimal
one for conditioned SGD but the method is known to suffer from a difficult initialization and large bias (see additional
figures in the appendix).
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4.2 General results
We now introduce the general framework of conditioned SGD as an extension of the standard SGD presented in Section
2. Conditioned SGD is defined by the following update rule, for k ≥ 1,
xk = xk−1 − αkCk−1g(xk−1, ξk), (4)
where the matrix Ck ∈ Rd×d, the conditioning matrix, is a Fk-measurable matrix that refines the conditioning of the
gradient estimate. The success of the proposed approach relies on the following condition which ensures a suitable
control on the eigenvalues of the conditioning matrices.
Assumption 10 (Eigenvalues and learning rates). Let (βk)k≥1 and (γk)k≥1 be such that
∀k ≥ 1, βkId ≤ Ck−1 ≤ γkId.
The sequences (αk)k≥1, (βk)k≥1, (γk)k≥1 are positive and satisfy the following conditions
∑
k≥1 αkβk = +∞ a.s.
and
∑
k≥1(αkγk)
2 < +∞ a.s.
Our first main result, whose proof is in the appendix, provides conditions for the almost sure convergence of conditioned
SGD.
Theorem 5. (Almost sure convergence) Suppose that Assumptions 1, 3, 4, 5 and 10 are fulfilled. Then the sequence of
iterates (xk)k≥0 obtained by the conditioned SGD (4) converges almost surely towards the minimizer xk → x?.
Note that compared to the conditions of Theorem 1, only the standard Robbins-Monro condition, Assumption 2, has
been replaced by Assumption 10. To recover the setting of classical SGD, one can simply choose Ck = Id, in which
case, Assumption 10 meets Assumption 2. This makes Theorem 1 a particular case of our result.
Following the same path as in the SGD section, it is now interesting to search for an appropriate rescaled process
to obtain some convergence rate and asymptotic normality results. In fact the only additional assumption we need,
compared to SGD, is the convergence of the sequence (Ck)k≥0.
Assumption 11 (Convergence of the conditioning matrix). We have Ck → C a.s.
Theorem 6. (Weak convergence) Suppose that Assumptions 1 and 3 to 11 are fulfilled and when β = 1, suppose that
C˜ = αC ∈ CH . Let (xk)k≥0 be obtained by conditioned SGD (4) then
kβ/2(xk − x?) N (0,ΣC˜),
where ΣC˜ is defined in (3).
Sketch of the proof. In a similar spirit as in [15, 16], the proof relies on the introduction of a linear stochastic
algorithm based on the approximation ∇F (xk−1) ' H(xk−1 − x?). Avoiding some small technicalities, we introduce
the matrix K = CH along with the iteration
∆˜k = ∆˜k−1 − αkK∆˜k−1 + αkCk−1wk, k ≥ 1,
and prove that the difference (xk − x?)− ∆˜k is negligible. The analysis of ∆˜k is carried out with martingale tools.
4.3 Asymptotic optimality for conditioned SGD
As emphasized by Assumption 10, the conditioning matrices Ck are not allowed to have too large eigenvalues. This
could result in a certain instability in practice caused by large jumps towards wrong directions. In addition, as indicated
by Assumption 11, the sequence (Ck) needs to converge to some matrixC. Following the result presented in Proposition
4, this matrix C should be close to the inverse of the Hessian H = ∇2F (x?). We present a way to satisfy those
assumptions.
Mixture regularization. To ensure a control on the largest eigenvalue of the conditioning matrix Ck, we rely on a
weighted mixture involving Φk, an estimate that will be specified, and the identity matrix Id. More precisely, let
(γk)k≥1 be a positive sequence and define
∀k ∈ N, Ck =
(
Φk + γ
−1
k+1Id
)−1
. (5)
Averaging Past Estimates. It remains to define the matrix Φk. In practice, similarly to exact gradients, one may not
have access to values of the Hessian matrix but only stochastic versions of it. As a consequence, we consider the
following framework which involves random Hessian matrices. As for gradients, a policy (P ′k)k≥0 is used at each
iteration to produce random Hessians through a generator function H which satisfies the following property.
6
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Assumption 12 (Unbiased and bounded Hessians). The Hessian generator H : Rd × S → Rd×d is uniformly bounded
around the minimizer and is such that for all x ∈ Rd, H(x, ·) is measurable with
∀k ≥ 1, E [H(xk−1, ξ′k)|Fk−1] = ∇2F (xk−1).
One simple and reasonable approach is to take Φk equal to H(xk, ξ′k+1), where only the latest point is used. However,
in view of the almost sure convergence xk → x?, it is also possible to average all past Hessian estimates. A weighted
sum may be used as a compromise between the two approaches. Since the past iterates that are close to the current
point are more likely to bring more relevant information through their Hessian estimates, we put more weights on these
Hessian estimates as
Φk =
k∑
j=0
νj,kH(xj , ξ
′
j+1), (6)
where νj,k ∝ exp(−η‖xj − xk‖1) is such that
∑k
j=0 νj,k = 1.
Theorem 7. (Asymptotic optimality) Suppose that Assumptions 1, 3, 4, 5, 7, 8, 9 are fulfilled. Let (xk)k≥0 be the
sequence of the iterates obtained by conditioned SGD (4) with αk = 1/k, Ck given by (5) and Φk defined by (6). If∑
k≥1(γk/k)
2 <∞, we have
√
k(xk − x?) N (0, H−1ΓH−1).
The previous theorem shows the success of the proposed approach as the asymptotic variance obtained is the optimal
one. It provides the user a practical choice for the sequence of rate, αk = 1/k and also removes the assumption that
2αH  I which is usually needed in SGD (see Theorem 2).
Other approaches can be studied through our results. On the one hand, our conclusion can be extended to the case
where the Hessian is known exactly without noise. On the other hand, one may look for diminishing the computing
time of the Hessian matrix at each iteration by some dynamical algorithm rather than through a second-order derivative
computation, the most famous method being the one of Broyden-Fletcher-Goldfarb-Shanno (BFGS) [9, 22, 25, 60].
Such methods are as of today the state-of-the art methods for training machine learning models [38, 50, 63].
Finally it could be interesting to use other conditioning matrices. The natural gradient method [3] focuses on the
Fisher information matrix. It results in moving cautiously along directions that have a large impact on the decision
function and quickly along safe directions. In some cases, e.g., maximum likelihood problems, the Fisher matrix and
Hessian coincide. We remark at the outset that several authors [39, 49] investigated natural methods that are strikingly
similar to the quasi-Newton methods. Therefore, the natural gradient approach offers a different justification involving
qualitatively different approximations. It should also be noted that research on the design of methods inspired by the
natural gradient is ongoing and may lead to markedly different algorithms [12, 30, 40].
Algorithm 1 Weighted Averaging of Past Estimates
Require: x0 ∈ Rd, n (iterations), (αk)k≥0, (γk)k≥0
1. for k = 0, . . . , n− 1 do
2. Compute gradient and hessian estimates gk = g(xk, ξk+1), Hk = H(xk, ξ′k+1)
3. Compute average matrix Φk as given by (6)
4. Compute conditioning matrix Ck as given by (5)
5. Update xk+1 = xk − αk+1Ckgk
6. end for
7. return Return final point xn
5 Numerical illustration
We consider the empirical risk minimization paradigm within the binary classification task and logistic regression
framework. We are given a training set {(xi, yi)ni=1} with xi ∈ Rd, yi ∈ {0, 1} and a model parameter w ∈ Rd.
Denote the probabilities pi(w, i) = 1/(1 + exp(−xTi w)). The objective function is the negative log-likelihood with an
`2-penalization,
F (w) = − 1
n
n∑
i=1
{yi log(pi(w, i)) + (1− yi) log(1− pi(w, i))}+ λ
2
‖w‖2.
7
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The regularization parameter is set to the classical value λ = 1/n. Starting from the null vector w0 ∈ Rd, we use the
update rule of Algorithm 1 with the optimal learning rate αk = 1/k and set γk =
√
k in the experiments. The results of
means and standard deviations, obtained over 100 runs, are presented in figures below. For ease of reproducibility, the
code is available upon request and additional results are presented in the appendix.
We compare the performance of classical stochastic gradient descent (sgd) and its conditionned variant (csgd) where
the matrix Φk is an averaging of past Hessian estimates as given in Equation (6). We shall compare equal weights
νj,k = (k + 1)
−1 and adaptive weights νj,k ∝ exp(−η‖xj − xk‖1) with η > 0 to give more importance to Hessian
estimates associated to iterates which are closed to the current point.
First, we focus on simulated data with n = 1500 samples in various dimensions d ∈ {25, 50, 100} and a mini-batch
size equals to 16. In Figure 1, we can see that csgd outperforms sgd in each case (see also the figures in the appendix).
This tendency is enhanced as the dimension grows.
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Figure 1: Loss function with growing dimension: d=25(left), d=50(center) and d=100(right).
Stochastic gradient methods are known to greatly benefit from mini-batch instead of picking a single random sample
when computing the gradient estimate. We perform a comparison of the different methods on the real dataset ’Adult
Income’ from [19] with a configuration of n = 45222, d = 14 and different batch sizes b ∈ {2, 4, 8}. Again, csgd
provides the best performance even with very small batches when computing the estimates.
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Figure 2: Loss function on AdultIncome dataset with batch=2(left), 4(center) and 8(right).
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Appendix
In Section A we present results on the expected smoothness condition and its links with our growth condition. Section
B deals with the almost sure convergence and Section C is the proof of the central limit theorem. Section D presents
additional propositions, namely the optimality of the inverse of the Hessian matrix and the almost sure convergence of
the matrix Φk built in Equation (6). Section E gathers Robbins-Siegmund theorem and technical lemmas that are useful
for the analysis. Finally, Section F presents details of the practical implementation and additionnal graphs.
A Auxiliary results on expected smoothness
The following Lemma gives sufficient conditions to meet the weak growth condition on the stochastic noise as stated in
Assumption 5.
Lemma 2. Suppose that for all k ≥ 1, x ∈ Rd, F (x) = E [f(x, ξk)|Fk−1] with ξk ∼ Pk−1. Assume that for
all ξk ∼ Pk−1, the function x 7→ f(x, ξk) is L-smooth almost surely and there exists m ∈ R such that for all
x ∈ Rd, f(x, ξk) ≥ m. Then a gradient estimate is given by g(x, ξ) = ∇f(x, ξ) and the growth condition of
Assumption 5 is satisfied with σ2 = 2L(F (x?)−m) and
∀x ∈ Rd,∀k ∈ N, E [‖g(x, ξk)‖2|Fk−1] ≤ 2L (F (x)− F (x?)) + σ2.
Proof. For all ξk ∼ Pk−1, Lipschitz continuity of the gradient x 7→ ∇f(x, ξk) implies (see [45])
f(y, ξk) ≤ f(x, ξk) + 〈∇f(x, ξk), y − x〉+ (L/2)‖y − x‖2.
Plug y = x− (1/L)∇f(x, ξk) and use the lower bound f(y, ξk) ≥ m to obtain
1
2L
‖∇f(x, ξk)‖2 ≤ f(x, ξk)− f(y, ξk) ≤ f(x, ξk)−m,
which gives,
‖g(x, ξk)‖2 ≤ 2L (f(x, ξk)− f(x?, ξk)) + 2L (f(x?, ξk)−m)
and conclude by taking the conditional expectation with respect to Fk−1.
The next Lemma links our weak growth condition with the notion of expected smoothness as introduced in [27]. In
particular, this notion can be extended to our general context where the sampling distribution can evolve through the
stochastic algorithm.
Lemma 3. (Expected smoothness) Assume that with probability one,
sup
k≥1
sup
x 6=x?
E
[‖g(x, ξk)− g(x?, ξk)‖2|Fk−1]
F (x)− F (x?) <∞ and supk≥1E
[‖g(x?, ξk)‖2|Fk−1] <∞.
Then there exist 0 ≤ L, σ2 <∞ such that
∀x ∈ Rd,∀k ∈ N, E [‖g(x, ξk)‖2|Fk−1] ≤ 2L (F (x)− F (x?)) + 2σ2.
Proof. For all x ∈ Rd and all k ∈ N, we have
‖g(x, ξk)‖2 = ‖g(x, ξk)− g(x?, ξk) + g(x?, ξk)‖2
≤ 2‖g(x, ξk)− g(x?, ξk)‖2 + 2‖g(x?, ξk)‖2.
Using the expected smoothness, with probability one, there exists 0 ≤ L <∞ such that
E
[‖g(x, ξk)− g(x?, ξk)‖2|Fk−1] ≤ L (F (x)− F (x?)) .
Since the noise at optimal point is almost surely finite there exists 0 ≤ σ2 <∞ such that
E
[‖g(x?, ξk)‖2|Fk−1] ≤ σ2,
which allows to conclude by taking the conditional expectation.
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B Proof of the almost sure convergence (Theorem 5)
The idea behind the proof of the almost sure convergence is to apply the Robbins-Siegmund Theorem (Theorem 11)
which can be found in Section E.
Since x 7→ F (x) is L-smooth, we have the quadratic bound (see [45])
∀x, y ∈ Rd F (y) ≤ F (x) + 〈∇F (x), y − x〉+ L
2
‖y − x‖2.
Using the update rule xk+1 = xk − αk+1Ckg(xk, ξk+1), we get
F (xk+1) ≤ F (xk) + 〈∇F (xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖2
= F (xk)− αk+1〈∇F (xk), Ckg(xk, ξk+1)〉+ L
2
α2k+1‖Ckg(xk, ξk+1)‖2.
The last term can be upper bounded using the matrix norm and Assumption 10 as
‖Ckg(xk, ξk+1)‖2 ≤ ‖Ck‖2‖g(xk, ξk+1)‖2 ≤ γ2k+1‖g(xk, ξk+1)‖2,
and we have the inequality
F (xk+1) ≤ F (xk)− αk+1〈∇F (xk), Ckg(xk, ξk+1)〉+ L
2
(αk+1γk+1)
2 ‖g(xk, ξk+1)‖2.
Introduce µk = αkγk and τk = αkβk, we have
∑
k≥1 τk = +∞ and
∑
k≥1 µ
2
k < +∞ a.s. in virtue of Assumption 10.
The random variables F (xk), Ck are Fk-measurable and the gradient estimate is unbiased with respect to Fk. Taking
the conditional expectation denoted by Ek leads to
Ek [F (xk+1)]− F (xk) ≤ −αk+1〈∇F (xk),Ek [Ckg(xk, ξk+1)]〉+ L
2
µ2k+1 Ek
[‖g(xk, ξk+1)‖2]
= −αk+1∇F (xk)TCk∇F (xk) + L
2
µ2k+1 Ek
[‖g(xk, ξk+1)‖2] .
On the one hand for the first term, using Assumption 10 ,
∇F (xk)TCk∇F (xk) ≥ λmin(Ck)‖∇F (xk)‖2 ≥ βk+1‖∇F (xk)‖2.
On the other hand, using Assumption 5, there exist 0 ≤ L, σ2 <∞ such that almost surely
∀k ∈ N, Ek
[‖g(xk, ξk+1)‖2] ≤ 2L (F (xk)− F (x?)) + σ2.
Inject these bounds in the previous inequality and substract F (x?) on both sides to have
Ek [F (xk+1)− F (x?)] ≤
(
1 + LLµ2k+1
)
[F (xk)− F (x?)]− τk+1‖∇F (xk)‖2 + (L/2)µ2k+1σ2.
Introduce Vk = F (xk)−F (x?),Wk = τk+1||∇F (xk)||2, ak = LLµ2k+1 and bk = (L/2)µ2k+1σ2. These four random
sequences are non-negative Fk-measurable sequences with
∑
k ak <∞ and
∑
k bk <∞ almost surely. Moreover we
have
∀k ∈ N, E [Vk+1|Fk] ≤ (1 + ak)Vk −Wk + bk.
We can apply Robbins-Siegmund Theorem 11 to have
(a)
∑
k≥0
Wk <∞ a.s. (b) Vk a.s.−→ V∞,E [V∞] <∞. (c) sup
k≥0
E [Vk] <∞.
Therefore we have almost surely that (F (xk)) converges to a finite value F∞ ∈ L1 and
∑
k≥0 τk+1‖∇F (xk)‖2 < +∞.
There exists an event Ω0 ⊂ Ω such that, P(Ω0) = 1 and for every ω ∈ Ω0, lim supk F (xk(ω)) < ∞ and the series∑
k τk+1‖∇F (xk(ω))‖2 converges. Since lim‖x‖→∞ F (x) = ∞, we deduce that for every ω ∈ Ω0, the sequence
(xk(ω))k≥0 is bounded in a finite dimensional euclidian space. Therefore the limit set χ∞(ω) (set of accumulation
points) of the sequence (xk(ω)) is non-empty. The convergence of the series
∑
k τk+1‖∇F (xk(ω))‖2 <∞ along with
the condition
∑
k τk+1 = +∞ only implie that
lim inf
k→∞
‖∇F (xk(ω))‖2 = 0, P−a.s.
Hence, since x 7→ ∇F (x) is continuous, there exits a limit point x∞(ω) ∈ χ∞(ω) such that ‖∇F (x∞(ω))‖2 = 0,
i.e., ∇F (x∞(ω)) = 0. Because the set of solutions {x ∈ Rd,∇F (x) = 0} is reduced to the singleton {x?}, we
have x∞(ω) = x?. Since (F (xk(ω))) converges, it implies that limk F (xk(ω)) = F (x?) and for every limit point
x ∈ χ∞(ω), we have F (x) = F (x?). Since the set {x ∈ Rd, F (x) = F (x?)} is equal to {x?}, the limit set χ∞(ω) is
also reduced to {x?}.
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C Proof of the weak convergence (Theorem 6)
Preliminaries.
On the event {xk → x?}, we have, by Assumption 8, the convergence Γk → Γ. Hence, using the continuity of the
eigenvalues, there exists ε > 0 such that whenever ‖xk − x?‖ ≤ ε, it holds that
λmax(Γk) ≤ 2λmax(Γ). (7)
An important event in the following is
Ak = {‖xk − x∗‖ ≤ ε, λmax(Ck) < 2λmax(C)}.
In virtue of Assumption 9, there exist δ, ε > 0 such that almost surely
sup
k≥1
E[‖wk‖2+δ|Fk−1]1‖xk−x?‖≤ε <∞. (8)
The value ε is chosen such that (7) and (8) are valid.
Structure of the proof.
Introduce the difference
∆k = xk − x?,
and remark that ∆k is subjected to the iteration:
∆0 = x0 − x?,
∆k = ∆k−1 − αkCk−1∇F (xk−1) + αkCk−1wk, k ≥ 1,
with wk = ∇F (xk−1) − g(xk−1, ξk). We have by Assumption 11 that Ck → C almost surely and we can define
K = limk→∞ Ck−1H = CH . The proof relies on the introduction of an auxiliary stochastic algorithm which follows
the iteration:
∆˜0 = x0 − x?
∆˜k = ∆˜k−1 − αkK∆˜k−1 + αkCk−1wk1Ak−1 , k ≥ 1,
The previous algorithm is a linear approximation of the algorithm that defines ∆k in the sense that ∇F (xk−1) '
H(xk−1 − x?) has been linearly expanded around x?. Writing
∆k = ∆˜k + (∆k − ∆˜k),
and invoking the Slutsky lemma, the proof will be complete as soon as we obtain that
α
−1/2
k ∆˜k  N (0,Σ), (9)
(∆k − ∆˜k) = oP(α1/2k ). (10)
Proof of Equation (9)
Define
λm = λmin(K), λM = λmax(K).
Define Ak = I − αkK for all k ≥ 1 and note that
∆˜k = Ak∆˜k−1 + αkCk−1wk1Ak−1 .
We have by induction
∆˜n = Πn∆˜0 +
n∑
k=1
αkΠn,kCk−1wk1Ak−1 ,
and the rescaled process is equal to
∆˜n√
αn
=
Πn√
αn
∆˜0︸ ︷︷ ︸
initial error Yn
+
n∑
k=1
αk√
αn
Πn,kCk−1wk1Ak−1︸ ︷︷ ︸
sampling error Mn
.
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Bound on the initial error.
In view of Lemma 7, since αk → 0, there exists j ≥ 1 such that
ρ(Πn) ≤ ρ(Πj) exp(−λm(τn − τj)).
Therefore, the initial error is bounded by
ρ(Yn) ≤ ρ(Πj) exp(λmτj)ρ(∆˜0) exp(dn) with dn = −λmτn − log(√αn).
Using Lemma 8, we can treat the two cases β < 1 and β = 1. On the one hand, if β < 1 then we always have
dn → −∞. On the other hand, if β = 1, we have dn ∼
(
1
2 − αλm
)
log(n) and the condition 2αλm − 1 > 0 ensures
dn → −∞. In both cases we get exp(dn)→ 0 and the initial error vanishes to 0.
Weak convergence of the sampling error.
Consider the random process
Mn = α
−1/2
n
n∑
k=1
αkΠn,kCk−1wk1Ak−1 .
Note that xn, An and Cn are Fn-measurable. As a consequence, Mn is a sum of martingale increments and we might
rely on the following central limit theorem for martingale arrays.
Theorem 8. [28, Corollary 3.1] Let (Wn,i)1≤i≤n, n≥1 be a triangular array of random vectors such that
E[Wn,i | Fi−1] = 0, for all 1 ≤ i ≤ n, (11)
n∑
i=1
E[Wn,iWTn,i | Fi−1]→ V ∗ ≥ 0, in probability, (12)
n∑
i=1
E[‖Wn,i‖2I{‖Wn,i‖>ε} | Fi−1]→ 0, in probability, (13)
then,
∑n
i=1Wn,i  N (0, V ∗), as n→∞.
We start by verifying (12). Let Dk = Ck−1Γk−1CTk−11Ak−1 . The quadratic variation of Mn is given by
Σn = α
−1
n
n∑
k=1
α2kΠn,kDkΠ
T
n,k.
First we can check that Σn is bounded. Since ρ is submultiplicative, we have that
ρ(Dk) ≤ ρ(Ck−1)2ρ(Γk−1)1Ak−1 = λmax(Ck−1)2ρ(Γk−1)1Ak−1 ≤ 8λmax(C)2ρ(Γ)
It follows that
ρ(Σn) ≤ α−1n
n∑
k=1
α2kρ
(
Πn,kDkΠ
T
n,k
) ≤ 8λmax(C)2ρ(Γ)α−1n n∑
k=1
α2kρ
(
Πn,k
)2
.
In view of Lemma 7, we shall split the summation from k = 1, . . . , j and k = j + 1, . . . , n as
α−1n
n∑
k=1
α2kρ
(
Πn,k
)2
= α−1n
j∑
k=1
α2kρ
(
Πn,k
)2
+ α−1n
n∑
k=j+1
α2kρ
(
Πn,k
)2
≤ α−1n
j∑
k=1
α2kρ
(
Πn,k
)2
︸ ︷︷ ︸
an
+α−1n
n∑
k=j+1
α2k
n∏
i=k+1
(1− λmαi)2︸ ︷︷ ︸
bn
.
For the first term an, we have for all k = 1, . . . , j
ρ(Πn,k) ≤ ρ(Πn,j) ≤
n∏
i=j+1
(1− λmαi) ≤ exp(−λm(τn − τj)),
15
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which implies since (αk) is decreasing with α1 = α that
j∑
k=1
α2kρ
(
Πn,k
)2 ≤ ατj exp(−2λm(τn − τj)).
Therefore, similarly to the initial error term, we get
an ≤ ατj exp(2λmτj)) exp(dn) with dn = −2λmτn − log(αn),
and the condition 2αλm − 1 > 0 ensures dn → −∞ so that an goes to 0 and is almost surely bounded by Ua.
For the second term bn, we can apply Lemma 5 and need to distinguish between the two cases:
• (β = 1) If αn = α/n, since 2αλm > 1, we can apply Lemma 5 (p = 1,m = 2, λ = λmα, xj = 0, εk = α2) and
obtain
bn ≤ α
2
2αλm − 1 = Ub.
• (β < 1) If αn = α/nβ , we deduce the same as before because λm > 0.
Finally in both cases, we get
ρ(Σn) ≤ 8λmax(C)2ρ(Γ) (Ua + Ub) . (14)
We now derive the limit of Σn. We shall use a recursion equation to recover a stochastic approximation scheme. Note
that
αnΣn =
n∑
k=1
α2kΠn,kDkΠ
T
n,k (15)
= α2nDn +An
(
n−1∑
k=1
α2kΠn−1,kDkΠ
T
n−1,k
)
ATn , (16)
and recognize
αnΣn = α
2
nDn + αn−1AnΣn−1A
T
n .
Replacing the matrix An = I − αnK, we get (because Σn is bounded almost surely)
αnΣn = α
2
nDn + αn−1(I − αnK)Σn−1(I − αnK)T
= α2nDn + αn−1
[
Σn−1 − αnΣn−1KT − αnKΣn−1 +O(α2n)
]
.
Divide by αn to obtain
Σn = αnDn +
αn−1
αn
[
Σn−1 − αn(KΣn−1 + Σn−1KT ) +O(α2n)
]
,
and we recognize a stochastic approximation scheme
Σn = Σn−1 − αn
[
KΣn−1 + Σn−1KT −Dn
]
+
αn−1 − αn
αn
Σn−1 +O(αn−1αn + |αn−1 − αn|)
Recall that when β < 1 we have
1
αn
− 1
αn−1
→ 0, i.e., αn−1 − αn
αn
= o(αn).
• (β = 1) If αn = α/n we get
Σn = Σn−1 − α
n
[
KΣn−1 + Σn−1KT − 1
α
Σn−1 −Dn
]
+O(n−2)
Σn = Σn−1 − α
n
[(
K − I
2α
)
Σn−1 + Σn−1
(
KT − I
2α
)
−Dn
]
+O(n−2).
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• (β < 1) If αn = α/nβ we get
Σn = Σn−1 − αn
[
KΣn−1 + Σn−1KT −Dn
]
+ o(αn).
Define κ = 0 if β < 1, κ = 1/2α if β = 1 and Kκ = K − κI , so that in both cases, the recursion equation becomes
Σn = Σn−1 − αn
[
KκΣn−1 + Σn−1KTκ −Dn
]
+ o(αn).
We can vectorize this equation. The vectorization of an m × n matrix A = (ai,j), denoted vec(A), is the mn × 1
column vector obtained by stacking the columns of the matrix A on top of one another:
vec(A) = [a1,1, . . . , am,1, a1,2, . . . , am,2, . . . , a1,n, . . . , am,n]
T
Applying this operator to our stochastic approximation scheme gives
vec(Σn) = vec(Σn−1)− αn
[
vec
(
KκΣn−1 + Σn−1KTκ
)− vec(Dn)]+ o(αn)
Denote by ⊗ the Kronecker product, we have the following property
vec
(
KκΣn−1 + Σn−1KTκ
)
=
(
Id ⊗Kκ +KTκ ⊗ Id
)
vec(Σn−1).
Define D = C−1ΓC−T as the almost sure limit of Dn. Introduce vn = vec(Σn) and Q =
(
Id ⊗Kκ +KTκ ⊗ Id
)
.
We have almost surely
vn = vn−1 − αn (Qvn−1 − vec(D)) + αnvec(Dn −D) + o(αn)
= vn−1 − αn (Qvn−1 − vec(D)) + εnαn
where εn → 0 almost surely. This is a stochastic approximation scheme with the affine function h(v) = Qv − vec(D)
for v ∈ Rd2 . Let v? be the solution of h(v) = 0 which is well defined since Q = (Id ⊗Kκ +KTκ ⊗ Id) is invertible.
Indeed, the eigenvalues of Q are µi + µj , 1 ≤ i, j ≤ d, where the µi, i = 1, . . . , d are the eigenvalues of Kκ.
Equivalently, the eigenvalues of Q are of the form (λi − κ) + (λj − κ) where the λi, i = 1, . . . , d are the eigenvalues
of K. Because λm > κ, we have that Q > 0. As a consequence
(vn − v?) = (vn−1 − v?)− αn (h(vn−1)− h(v?)) + εnαn
= (vn−1 − v?)− αnQ (vn−1 − v?) + εnαn
= Bn (vn−1 − v?) + εnαn,
with Bn = (Id2 − αnQ). By induction, we obtain
(vn − v?) = (Bn . . . B1) (v0 − v?) +
n∑
k=1
αk (Bn . . . Bk+1) εk,
Define λQ = λmin(Q) > 0, remark that ρ (Bn . . . Bk+1) ≤
∏n
j=k+1(1− αjλQ). It follows that
ρ (vn − v?) ≤ ρ (Bn . . . B1) ρ (v0 − v?) +
n∑
k=1
αkρ (Bn . . . Bk+1) ρ(εk)
≤ ρ (v0 − v?)
n∏
j=1
(1− αjλQ) +
n∑
k=1
αk
n∏
j=k+1
(1− αjλQ)ρ(εk)
Applying Lemma 5 we obtain that the right-hand side term goes to 0. The left-hand side term goes to 0 under the effect
of the product by definition of (αk)k≥1. We therefore conclude that vn → v? almost surely. From easy manipulation
involving vec(·) and ⊗, this is equivalent to Σn → Σ, where Σ is the solution of the Lyapunov equation
(K − κI)Σ + Σ(KT − κI) = D.
Now we turn our attention to (13). We need to show that almost surely,
α−1n
n∑
k=1
α2kE[‖Πn,kCk−1wk‖221{αk‖Πn,kCk−1wk‖>εα1/2n } | Fk−1]1Ak−1 → 0.
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Let U(ω) = supk≥1 E[‖wk‖2+δ2 | Fk−1]. We have
E[α−1n α2k‖Πn,kCk−1wk‖221{αk‖Πn,kCk−1wk‖>εα1/2n } | Fk−1]
≤ ε−δE[(α−1/2n αk‖Πn,kCk−1wk‖2)2+δ | Fk−1]
≤ ε−δ(α−1/2n αkρ(Πn,kCk−1))2+δE[‖wk‖2+δ2 | Fk−1]
≤ ε−δ(α−1/2n αkρ(Πn,k))2+δρ(Ck−1)2+δU(ω)
= ε−δ(α−1/2n αkρ(Πn,k))
2+δλmax(Ck−1)2+δU(ω).
On the event Ak−1, we get
E[α−1n α2k‖Πn,kCk−1wk‖221{αk‖Πn,kCk−1wk‖>εα1/2n } | Fk−1]
≤ ε−δ (2λmax(C))2+δ U(ω)(α−1/2n αkρ(Πn,k))2+δ
Hence by showing that
n∑
k=1
(α−1/2n αkρ(Πn,k))
2+δ → 0,
we will obtain (13). The previous convergence can be deduced from Lemma 5 with p = 1+ δ/2, m = 2+ δ, k = α
δ/2
k ,
checking that (2 + δ)αλm > 1 + δ/2.
Almost sure convergence of the sampling error.
For any x and y in Rd, we have
‖x‖2 = ‖y‖2 + 2yT (x− y) + ‖x− y‖2
implying that for all k ≥ 0
E[‖∆˜k+1‖2|Fk] = ‖∆˜k‖2 − 2αk+1∆˜TkK∆˜k + α2k+1 E[‖K∆˜k − Ckwn+11Ak‖2|Fk].
Since (wk) is a martingale increment and using matrix norms we get
E[‖K∆˜k − Ckwk+11Ak‖2|Fn] = E[‖K∆˜k‖2|Fn] + E[‖Ckwk+11Ak‖2|Fk]
≤ λ2M‖∆˜k‖2 + γ2k+1 E[‖wk+11Ak‖2|Fk].
Injecting this bound in the previous equality yields
E[‖∆˜k+1‖2|Fk] ≤ ‖∆˜k‖2(1 + α2k+1λ2M )− 2αk+1∆˜TkK∆˜k + µ2k+1 E[‖wk+1‖2|Fk]1Ak .
Since, using (8),
∑
k≥0
µ2k+1 E[‖wn+1‖2|Fk]1Ak ≤
(
sup
k≥0
E[‖wk+1‖2|Fk]1Ak
)∑
k≥0
µ2k+1
 <∞,
we are in position to apply the Robbins-Siegmund Theorem 11 and we obtain the almost sure convergence of∑
k αk+1∆˜
T
kK∆˜k. Because K is positive definite, it gives that, with probability 1,
(a)
∑
k≥0
αk+1‖∆˜k‖2 < +∞, (b) ‖∆˜k‖2 → V∞.
From the first condition, we deduce lim infk ‖∆˜k‖2 = 0. Therefore one can extract a subsequence ∆˜k such that
‖∆˜k‖2 → 0. Using the above second condition yields V∞ = 0.
18
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Proof of Equation (10)
Define
Ek = ∆k − ∆˜k.
Since x 7→ ∇2F (x) is continous at x?, we have in virtue of the mean value theorem that
∀x, y ∈ B(x∗, ), ∃z ∈ [x, y], ∇F (x)−∇F (y) = ∇2F (z)(x− y).
Because Ek → 0 and xk → x? almost surely, there exists n1(ω) such that for all k ≥ n1(ω), there exists x′k ∈
[x? + Ek, xk] and x′′k ∈ [x? + Ek, x?] such that
∇F (x? + Ek)−∇F (xk) = −∇2F (x′k)∆˜k (17)
∇F (x? + Ek) = ∇2F (x′′k)Ek. (18)
Let η > 0 such that 2αλm(1− 2η) > 1. On the one hand we have Ck → C. On the other hand, using the continuity
of ∇2F at x? we have ∇2F (x′′k)→ H so that Ck∇2F (x′′k)→ CH = K. Hence there exists n2(ω) such that for all
k ≥ n2(ω),
(1− η)λm ≤ λmin(Ck∇2F (x′′k)) ≤ λmax(Ck∇2F (x′′k)) ≤ (1 + η)λM . (19)
We can define n3(ω) such that for all k ≥ n3(ω)
Ak is realized. (20)
Since αk → 0, we can define n4 such that for all k ≥ n4
αk+1 ≤ 2λmη
λ2M (1 + η)
2
. (21)
To use the previous local properties, define n0(ω) = n1(ω) ∨ n2(ω) ∨ n3(ω) ∨ n4 and introduce the set Ej along with
its complement Ecj , defined by
Ej = {ω : j ≥ n0(ω)}.
Let θ > 0 and take j ≥ 1 large enough such that P(Ecj ) ≤ θ. For any k ≥ j, invoking the Markov inequality, we have
for all γ > 0
P(α−1/2k ‖Ek‖ > γ) = P(α−1/2k ‖Ek‖ > γ, Ej) + P(α−1/2k ‖Ek‖ > γ, Ecj )
≤ P(α−1/2k ‖Ek‖ > γ, Ej) + θ
≤ α−1/2k γ−1E[‖Ek‖1Ej ] + θ
Because θ is arbitrary, we only need to show that
ek := E[‖Ek‖1Ej ] = o(α1/2k ).
To prove this fact, we shall recognize a stochastic algorithm for the sequence ek.
Let k ≥ j. We have by definition,
Ek+1 = ∆k − ∆˜k − αk+1Ck∇F (xk) + αk+1K∆˜k + αk+1Ckwk+11Ack .
On Ej , using (20), it becomes
Ek+1 = ∆k − ∆˜k − αk+1Ck∇F (xk) + αk+1K∆˜k
= Ek − αk+1Ck∇F (xk) + αk+1K∆˜k
= Ek − αk+1Ck∇F (x? + Ek) + αk+1Ck(∇F (x? + Ek)−∇F (xk)) + αk+1K∆˜k.
and using (17),we get
Ek+1 = Ek − αk+1Ck∇F (x? + Ek)− αk+1Ck∇F 2(x′k)∆˜k + αk+1K∆˜k
= Ek − αk+1Ck∇F (x? + Ek) + αk+1(K − Ck∇F 2(x′k))∆˜k.
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Using Minkowski inequality, we have
‖Ek+1‖ ≤ ‖Ek − αk+1Ck∇F (x? + Ek)‖+ ‖αk+1(K − Ck∇F 2(x′k))∆˜k‖.
We shall focus on the first term. Still on the set Ej , we have on the one hand using (18) and (20)
〈Ek, Ck∇F (x? + Ek)〉 = 〈Ek, Ck∇2F (x′′k)Ek〉
≥ λmin(Ck∇2F (x′′k))‖Ek‖2
≥ (1− η)λm‖Ek‖2.
On the other hand using (20),
‖Ck∇F (x? + Ek)‖2 = ‖Ck∇2F (x′′k)Ek‖2 ≤ (1 + η)2λ2M‖Ek‖2.
Using (21), it follows that, on Ej ,
‖Ek − αk+1Ck∇F (x? + Ek)‖2
= ‖Ek‖2 − 2αk+1〈Ek, Ck∇F (x? + Ek)〉+ α2k+1‖Ck∇F (x? + Ek)‖2
≤ ‖Ek‖2 − 2αk+1(1− η)λm‖Ek‖2 + α2k+1(1 + η)2λ2M‖Ek‖2
≤
(21)
‖Ek‖2 − 2αk+1(1− η)λm‖Ek‖2 + 2αk+1λmη‖Ek‖2
≤ ‖Ek‖2(1− 2αk+1(1− 2η)λm)
By the Minkowski inequality and the fact that (1− x)1/2 ≤ 1− x/2, on Ej , it holds
‖Ek+1‖ ≤ ‖Ek‖(1− 2αk+1(1− 2η)λm)1/2 + αk+1‖(K − Ck∇2F (x′k))∆˜k‖
≤ ‖Ek‖(1− αk+1(1− 2η)λm) + αk+1‖(K − Ck∇2F (x′k))∆˜k‖
Hence, we have shown that for any k ≥ j,
‖Ek‖1Ej ≤ ‖Ek‖1Ej (1− αk+1(1− 2η)λm) + αk+1‖(K − C−1k ∇2F (x′k))1Ej ∆˜k‖.
It follows that, for any k ≥ j,
ek+1 ≤ ek(1− αk+1(1− 2η)λm) + αk+1E[‖Uk∆˜k‖],
with Uk = (K − Ck∇F 2(x′k))1Ej . Because with probability 1, Uk is bounded, we can apply the Lebesgue dominated
convergence theorem to obtain that γk = E[‖Uk‖2]→ 0. From the Cauchy-Schwarz inequality, we get
E[‖Uk∆˜k‖] ≤ √γk
√
E[‖∆˜k‖22].
On the other hand, we have already shown in (14) that ρ(Σn) ≤ 8λmax(C)2ρ(Γ) (Ua + Ub), but
E[‖∆˜k‖22] ≤ 2αn‖Yn‖22 + 2αnE[‖Mn‖22]
= 2αn‖Yn‖22 + 2αnE[tr(Σn)]
≤ 2αn‖Yn‖22 + 2dαnE[ρ(Σn)]
≤ αnC,
for some C > 0. Consequently, for all k ≥ j,
ek+1 ≤ ek(1− αk+1(1− 2η)λm) + α3/2k+1Cγ1/2k .
The condition 2αλm(1 − 2η) > 1 ensures that we can apply Lemma 5 with (mλ > p),m = 1, p = 1/2, λ =
α(1− 2η)λm. we finally get
lim sup
k
(ek/α
1/2
k ) = 0.
As a consequence, ek = o(
√
αk), which concludes the proof.
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D Additional propositions
Proposition 9. The choice C? = H−1 is optimal in the sense that ΣC∗ ≤ ΣC , ∀C ∈ CH . Moreover, we have
ΣC? = H
−1ΓH−1.
Proof. Define ∆C = ΣC −H−1ΓH−1 and check that ∆C satisfies(
CH − I
2
)
∆C + ∆C
(
(CH)T − I
2
)
= (C −H−1)Γ(C −H−1).
Because Γ is symmetric positive semi-definite, we have using Lemma 10 that the term on the right side is symmetric
positive semi-definite. Therefore, in view of Proposition 12, we get that ∆C is symmetric positive semi-definite ∆C ≥ 0
which implies ΣC ≥ H−1ΓH−1 for all C ∈ CH . The equality is reached for C? = H−1 with ∆C = 0,ΣC? =
H−1ΓH−1.
Proposition 10. Suppose that Assumptions 1, 3, 4, 5 and 12 are fulfilled. Let (xk)k≥0 be the sequence of the iterates
obtained by conditioned SGD (4) and consider Φk defined in Equation (6). If sup0≤j≤k νj,k = O(1/k) then we have
Φk → H = ∇2F (x?) almost surely.
Proof. We use the decomposition
Φk −H =
k∑
j=0
νj,k
(∇2F (xj)−H)+ k∑
j=0
νj,k
(
H(xj , ξ
′
j+1)−∇2F (xj)
)
.
The continuity of ∇2F at x? and the fact that xj → x? a.s. implie that
∥∥∇2F (xj)−H∥∥ → 0 a.s. Since
sup0≤j≤k νj,k = O(1/k), there exists a > 0 such that∥∥∥∥∥∥
k∑
j=0
νj,k
(∇2F (xj)−H)
∥∥∥∥∥∥ ≤ ak + 1
k∑
j=0
∥∥∇2F (xj)−H∥∥ ,
which goes to 0 in virtue of Cesaro’s Lemma, therefore limk→∞
∑k
j=0 νj,k
(∇2F (xj)−H) = 0. The second term is
a sum of martingale increments and shall be treated with Freedman inequality and Borel-Cantelli Lemma. Introduce the
martingale increments
∀0 ≤ j ≤ k, Xj+1,k = νj,k
(
H(xj , ξ
′
j+1)−∇2F (xj)
)
.
For a fixed k, we have Xj+1,k =
(
x
(i,l)
j+1
)
1≤i,l≤d
where we remove the index k for the sake of clarity. Because the
Hessian generator is unbiased, we have for all coordinates
E
[
x
(i,l)
j+1|Fj
]
= 0 for all 0 ≤ j ≤ k.
By definition of the Hessian generator and using that (∇2F (xj)) is bounded, we get that
∥∥H(xj , ξ′j+1)−∇2F (xj)∥∥ =
O(1) for all j ≥ 0. For any b > 0, consider the following event
Ωb =
{
sup
k≥0
max
j=0,...,k
(k + 1)
∣∣∣x(i,l)j+1∣∣∣ ≤ b} ,
and note that since νj,k = O(1/k) we have P(Ωb)→ 1 as b→∞. On this event, the martingale increments and the
variance term are bounded as
max
j=0,...,k
∣∣∣x(i,l)j+1∣∣∣ ≤ b(k + 1)−1, k∑
j=0
E
[(
x
(i,l)
j+1
)2
| Fj
]
≤ b2(k + 1)−1.
Using Freedman inequality (Theorem 13), we have for all coordinates i, l = 1, . . . , d,
P
∣∣∣∣∣∣
k∑
j=0
x
(i,l)
j+1
∣∣∣∣∣∣ > ε,Ωb
 ≤ 2 exp(−ε2(k + 1)
2b(b+ ε)
)
.
The last term is the general term of a convergent series. Apply Borel-Cantelli Lemma (Lemma 9) to finally get
almost surely on Ωb that limk→∞
∑k
j=0 x
(i,l)
j+1 = 0. Since b > 0 is arbitrary and P(Ωb) → 1 when b → ∞, we have
almost surely limk→∞
∑k
j=0 x
(i,l)
j+1 = 0. This is true for all the coordinates of the martingale increments and therefore
limk→∞
∑k
j=0 νj,k
(
H(xj , ξ
′
j+1)−∇2F (xj)
)
= 0 almost surely.
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E Auxiliary results
E.1 Robbins-Siegmund Theorem
Theorem 11. (Robbins-Siegmund, [56]) Consider a filtration (Fn)n≥0 and four sequences of random
variables(Vn)n≥0 , (Wn)n≥0 , (an)n≥0 and (bn)n≥0 that are adapted and non-negative. Assume that almost surely∑
k ak <∞ and
∑
k bk <∞. Assume moreover that E [V0] <∞ and
∀n ∈ N, E[Vn+1|Fn] ≤ (1 + an)Vn −Wn + bn,
Then it holds
(a)
∑
k
Wk <∞ a.s. (b) Vn a.s.−→ V∞,E [V∞] <∞. (c) sup
n≥0
E [Vn] <∞.
Proof. The idea of the proof is to build a non-negative super-martingale to obtain the almost sure convergence towards
an L1 random variable. Introduce pin =
∏n
k=1(1 + ak)
−1, pi0 = 1 and let us prove that (pin) converges almost
surely to pi∞ ∈ (0, 1]. By definition, the sequence (pin) is decreasing and in virtue of 1 + x ≤ exp(x) we have that
log(pin) ≥ −
∑n
k=1 ak ≥ −
∑∞
k=1 ak so (pin) is lower bounded, hence converges. Since exp (−
∑∞
k=1 ak) ≤ pin ≤ 1,
we have pi∞ ∈ (0, 1]. We define the modified random variables
V˜n = pin−1Vn, b˜n = pinbn, W˜n = pinWn, Sn = V˜n +
n−1∑
k=0
W˜k +
∞∑
k=n
b˜k,
with S0 = V˜0 +
∑∞
k=0 b˜k. We prove that (Sn) converges almost surely towards a positive S∞ ∈ L1. First note that
(Sn) is a non-negative process because (Vn), (Wn) and (bn) are non-negative. Then, for all n ∈ N we have
E [Sn+1|Fn] ≤ pin E [Vn+1|Fn] +
n∑
k=0
W˜k +
∞∑
k=n+1
b˜k
= pin−1Vn +
n−1∑
k=0
W˜k +
∞∑
k=n
b˜k
≤ Sn.
(Sn) is a non-negative super-martingale hence it converges Sn
a.s.−→ S∞ with the upper bound E [S∞] ≤ E [S0] =
E [V0] +
∑∞
k=0 E
[
b˜k
]
. Since
∑∞
k=0 b˜k =
∑∞
k=0 pikbk ≤
∑∞
k=0 bk <∞ a.s., the last inequality shows that E [S∞] <
∞ so that S∞ is almost surely finite. Besides, we have
∑n−1
k=0 W˜k ≤ Sn so the series
∑
k W˜k is an upper bounded
positive series: it converges almost surely. Since limn pin = pi∞ ∈ (0, 1], we have the almost sure convergence of∑
kWk in virtue of
∀n ≤ m,
m∑
k=n
Wk ≤ pi−1m
m∑
k=n
pikWk = pi
−1
m
m∑
k=n
W˜k,
which shows (a). Since
∑
k bk < ∞ a.s., we have the almost sure convergence of
∑
k b˜k. Therefore the sequence
V˜n = Sn −
∑n−1
k=0 W˜k −
∑∞
k=n b˜k converges almost surely. Because Vn = pinV˜n and limn pin = pi∞ > 0, we
also have the convergence of (Vn) towards V∞ which gives (b). Finally, the inequality pin−1Vn = V˜n ≤ Sn gives
E [Vn] ≤ pi−1∞ E [S0] and proves (c).
22
Towards Asymptotic Optimality with Conditioned Stochastic Gradient Descent A PREPRINT
E.2 Auxiliary lemmas
Lemma 4. Let (un)n≥1, (vn)n≥1 and (αn)n≥1 be non-negative sequences such that αn → 0 and
∑
n αn = +∞.
Assume that there exists a real number m ≥ 1 and j ≥ 1 such that for all n ≥ j,
un ≤ (1− αn)mun−1 + αnvn,
then it holds that
lim sup
n→+∞
un ≤ lim sup
n→+∞
vn.
Proof. Denote x+ = max(x, 0). One has (x+ y)+ ≤ x+ + y+. Set ε > 0 and v = lim supn vn + ε. Then there exists
an integer N ≥ 1 such that (1 − αn)m ≤ (1 − αn) and vn < v, i.e., (vn − v)+ = 0 for n ≥ N . We have for large
enough n ≥ N ∨ j,
un − v ≤ (1− αn)(un−1 − v) + αn(vn − v),
and taking the positive part gives
(un − v)+ ≤ (1− αn)(un−1 − v)+ + αn(vn − v)+ = (1− αn)(un−1 − v)+.
Since
∑
n αn = +∞, this inequality implies that (un− v)+ tends to zero, but this is true for all ε > 0 so v is arbitrarily
close to lim supn vn and the result follows.
Lemma 5. Let (αn)n≥1 be a non-negative sequence converging to zero, and λ,m and p three real numbers with
λ > 0,m ≥ 1, p ≥ 0. Consider two non-negative sequences (xn), (εn) and an integer j ≥ 1 such that
∀n ≥ j, xn = (1− λαn)mxn−1 + αp+1n εn,
i.e., xn =
n∏
i=j
(1− λαi)mxj−1 +
n∑
k=j
αp+1k
(
n∏
i=k+1
(1− λαi)m
)
εk.
The following holds
• if αn = n−β , β ∈ (1/2, 1), then for any p
lim sup
n→+∞
xn
αpn
≤ 1
mλ
lim sup
n→+∞
εn.
• if αn = 1/n, then for any p < mλ
lim sup
n→+∞
xn
αpn
≤ 1
mλ− p lim supn→+∞ εn.
In particular, when εn → 0 with j = 1 and x0 = 0,
lim
n→+∞
n∑
k=1
αk
n∏
i=k+1
(1− λαi)mεk = 0,
(mλ > 1) lim
n→+∞
1
αn
n∑
k=1
α2k
n∏
i=k+1
(1− λαi)mεk = 0.
Remark 1. If we consider αn = α/nβ then we can write
xn = (1− λαn)mxn−1 + αp+1n εn = (1− (λα)n−β)mxn−1 + (n−β)p+1(αp+1εn)
and apply the result with λ˜ = αλ and ε˜n = αp+1εn.
Proof. We apply Lemma 4 to the sequence un = xnαpn . We have for all n ≥ j,
un =
1
αpn
(
(1− λαn)mxn−1 + αp+1n εn
)
=
(
αn−1
αn
)p
(1− λαn)mun−1 + αnεn
= exp
(
p log
(
αn−1
αn
)
+m log(1− λαn)
)
un−1 + αnεn.
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Define
λn =
1
αn
(
1− exp
(
p log
(
αn−1
αn
)
+m log(1− λαn)
))
,
so we get the recursion equation
∀n ≥ j, un = (1− λnαn)un−1 + λnαn εn
λn
.
• if αn = n−β , β ∈ (1/2, 1) then 1/αn − 1/αn−1 → 0 and the ratio αn−1/αn tends to 1 with
log
(
αn−1
αn
)
=
(
αn−1
αn
− 1
)
(1 + o(1)) = αn−1
(
1
αn
− 1
αn−1
)
(1 + o(1)) = o(αn).
Besides, m log(1− λαn) = −mλαn + o(αn) when n→ +∞ and we get
λn =
1
αn
[1− exp (−mλαn + o(αn))] ,
which implies that λn converges to mλ. We conclude with Lemma 4.
• if αn = 1/n then the ratio αn−1/αn tends to 1 with
log
(
αn−1
αn
)
= log
(
1 +
1
n− 1
)
= αn + o(αn).
We still have m log(1− λαn) = −mλαn + o(αn) when n→ +∞ and therefore
λn =
1
αn
[1− exp ((p−mλ)αn + o(αn))] ,
which implies λn converges to (mλ− p) and we conclude in the same way.
Lemma 6. Let A,B ∈ S++d (R) be two positive definite matrices then the eigenvalues of AB lie in the following
segment
Sp(AB) ⊂ [λmin(A)λmin(B);λmax(A)λmax(B)].
Proof. Since A 7→ λmax(A) is a sub-multiplicative matrix norm on S++d (R),
λmax(AB) ≤ λmax(A)λmax(B),
which gives
λmax((AB)
−1
) ≤ λmax(A−1)λmax(B−1).
i.e.,
λmin (AB)
−1 ≤ λmin(A)−1λmin(B)−1,
and finally
λmin(A)λmin(B) ≤ λmin (AB) .
Lemma 7. Let B,C ∈ S++d (R) and (αk)k≥1 be a positive decreasing sequence converging to 0 such that
∑
k αk =
+∞. Denote λm = λmin(BC). It holds that there exists j ≥ 1 such that the matrix Ak = I−αkBC is positive definite
for any k > j and we have
ρ(Πn) = ρ(An . . . A1)
n→+∞−→ 0,
∀k > j, ρ(Πn,k) = ρ(An . . . Ak+1) ≤
n∏
i=k+1
(1− αiλm).
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Proof. For any k ∈ N, the eigenvalues of the matrix Ak = I − αkB−1C are given by
Sp(Ak) = {(1− αkλ), λ ∈ Sp(BC)}.
Applying Lemma (6), we have Sp(BC) ⊂ [λmin(B)λmin(C);λmax(B)λmax(C)] and since αk → 0, there exists
j ≥ 1 such that αk < (λmax(B)λmax(C))−1 for all k > j. Therefore for any k > j, we have Sp(Ak) ⊂ R?+ and the
largest eigenvalue is
∀k > j, ρ(Ak) = 1− αkλmin(BC) = 1− αkλm.
Since ρ is a sub-multiplicative matrix norm, we get
ρ(Πn) ≤
n∏
k=1
ρ(Ak) =
j∏
k=1
ρ(Ak)
n∏
k=j+1
ρ(Ak).
The second product can be upper bounded with the convexity of exponential,
n∏
k=j+1
ρ(Ak) =
n∏
k=j+1
(1− αkλm) ≤
n∏
k=j+1
exp (−αkλm) = exp (−λm(τn − τj)) n→+∞−→ 0.
Similarly we have for all k > j,
ρ(Πn,k) ≤
n∏
i=k+1
ρ(Ai) ≤
n∏
i=k+1
(1− αiλm).
Lemma 8. Let αn = αn−β with β ∈ (1/2, 1] then it holds
(β < 1)
n∑
k=1
αk ∼ nαn
1− β =
α
1− βn
1−β , (β = 1)
n∑
k=1
αk ∼ α log(n).
Proof. ∫ n+1
1
t−βdt ≤
n∑
k=1
k−β ≤ 1 +
∫ n
1
t−βdt.
Lemma 9. [7] (Borel-Cantelli) Let (Ω,F ,P) be a probability space and (Ak) ∈ FN.
If
∑
k
P(Ak) <∞ then P
(
lim sup
k→∞
Ak
)
= 0.
In particular, for a sequence of random variables (Xk) and limit random variable X , define for ε > 0 the event
Ak(ε) = {ω : ‖Xk(ω)−X(ω)‖ > ε}. If
∑
k P(Ak(ε)) <∞ then Xk → X a.s.
Lemma 10. Let A ∈ Rn×n be a symmetric positive semi-definite matrix. Then for any B ∈ Rm×n, the matrix
BABT ∈ Rm×m is symmetric positive semi-definite.
Proof. First note that (BABT )T = (BT )TATBT = BABT because A is symmetric. Then for any vector x ∈ R, we
have xT (BABT )x = (BTx)TA(BTx) ≥ 0 since A is positive semi-definite.
Proposition 12. [34, Theorem 4.6] Let H be a positive definite matrix and Γ a symmetric positive definite matrix of
same dimension. Then there exists a symmetric positive definite matrix Σ, unique solution of the Lyapunov equation
HΣ + ΣHT = Γ,
which is given by
Σ =
∫ +∞
0
e−tHΓe−tH
T
dt.
Remark 2. The results remains true if the matrix Γ is only symmetric positive semi-definite: in that case the matrix Σ
is also symmetric positive semi-definite and is the solution of the Lyapunov equation.
Theorem 13. [18, Theorem 17](Freedman inequality) Let (Xj)1≤j≤n be random variables such that E[Xj |Fj−1] = 0
for all 1 ≤ j ≤ n then, for all t ≥ 0 and v,m > 0,
P
∣∣∣ n∑
j=1
Xj
∣∣∣ ≥ t, max
j=1,...,n
|Xj | ≤ m,
n∑
j=1
E
[
X2j | Fj−1
] ≤ v
 ≤ 2 exp(− t2/2
v + tm/3
)
.
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F Numerical experiments
F.1 Simulated data
The choice of the norm in the adaptive weights depends on how much we want to take into account the past Hessian
estimates. Instead of the `1-norm, one may be tempted to choose the Euclidian distance, which gathers more past
information. Indeed, in virtue of the almost sure convergence xk → x?, the iterates are getting closer one to another.
For x ∈ Rd such that ‖x‖∞ ≤ 1, we have ‖x‖22 ≤ ‖x‖1 so weights of the form νj,k ∝ exp(−η‖xj − xk‖1) focus
more on the very recent iterates whereas taking νj,k ∝ exp(−η‖xj − xk‖22) is more likely to consider a longer past.
For the simulated data, we compare the effects of the batch size and the dimension. We selected η = 10 in all
the experiments. In Figure 3, we have n = 1500 samples, mini-batches of size b = 16 and a growing dimension
d ∈ {25, 50, 100}.
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Figure 3: n = 1500, batch = 16 and d=25(left), d=50(center) and d=100(right).
To see how the method can scale-up to large dimensions, we present additional results in Figure 4 and 5 with n = 5000
samples, mini-batches of size b = 32 and a growing dimension d ∈ {25, 50, 100} and d ∈ {100, 200, 300}
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Figure 4: n=5000, batch=32 and d=25(left), d=50(center) and d=100(right).
F.2 Adult Income Dataset
We compare the performance of classical SGD and conditioned SGD on this large dataset. We investigate the effect
of the batch size with b ∈ {2, 4, 8} in Figure 6 and b ∈ {8, 16, 32} in Figure 7. Depending on the batch size, we set
η ∈ {10, 15, 20} in the experiments and refer to the code for more details.
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Figure 5: n=5000, batch=32 and d=100(left), d=200(center) and d=300(right).
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Figure 6: Loss function on AdultIncome dataset with batch=2(left), 4(center) and 8(right).
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Figure 7: Loss function on AdultIncome dataset with batch=8(left), 16(center) and 32(right).
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