In this paper we present a new bidirectional heuristic search algorithm. Our algorithm can be viewed as a perimeter search algorithm, and it uses a new technique for reducing the number of heuristic evaluations.
Introduction
Heuristic search algorithms are widely used in problem solving and combinatorial optimization. The bidirectional search algorithms can be used for those problems with a single goal and reversible operators . These algorithms search forward from the initial node and backward from the goal node simultaneously, and they can be potentially more efficient than the unidirectional algorithms. Unfortunately, all bidirectional algorithms proposed in the literature have some drawbacks, and none of them performs significantly better than the well-known unidirectional algorithms A* and IDA*.
Recently, Dillenburg and Nelson [4] introduced a new class of bidirectional algorithms, that they called perimeter search algorithms, in which the backward and the forward search are performed in sequence instead of simultaneously.
First, these algorithms generate the perimeter, that is, a set of nodes which surround the goal. Then, a forward search is performed; this second search terminates when the perimeter is reached. This approach is similar to the "endgame databases" technique used by some algorithms for two-player games [ 14,161. Perimeter search algorithms usually generate less nodes than their unidirectional counterparts, but they require a much larger number of heuristic evaluations. Hence, these algorithms are useful only if the cost of computing the heuristic function is small compared to the cost of generating a new node.
In this paper we present the bidirectional algorithm BIDA* that was found independently of the work of Dillenburg and Nelson. BIDA* generates the same number of nodes as the perimeter search algorithm IDPS*, but it uses a more efficient technique for pruning the nonoptimal paths.
The experimental tests, done using the Fifteen Puzzle problem, show that BIDA* generates less nodes and executes less heuristic evaluations than the algorithm IDA*. Therefore, BIDA* can be useful even when the cost of evaluating the heuristic function dominates the cost of generating a node.
The rest of this paper is organized as follows. In Section 2 we review perimeter search algorithms. In Section 3 we describe the algorithm BIDA*, and in Section 4 we analyze it. In Section 5 we describe some techniques for improving the performance of perimeter search algorithms, and in Section 6 we report the experimental results. Section 7 contains directions for further research.
Perimeter search algorithms
In this section we review the concept of perimeter search, and we prove some properties of the heuristic functions used by perimeter search algorithms.
We can use bidirectional search algorithms for those problems in which we are given an initial node s, a goal node t, and a finite set of invertible operators. Strictly speaking, it is not required that operators have inverses. It is only required that, for each node q, we are able to build the list of all nodes pi for which there exists an operator mapping pi into q. If there exists an operator mapping n to n', we say that 12 is an ancestor of n' and that n' is a successor of n, and we denote by c(n, n') the cost of the operator. If (Y is a path (that is, a sequence of operators) from n to m we denote its cost by C, (n, m) . Given two nodes n, m we denote by H* (n, m) the minimum cost of a path from 12 to m. We assume that there is available an admissible heuristic function H such that H( n, m) < H' (n, m) for each pair of nodes n, m.
Perimeter search algorithms work as follows (see Fig. 1 ). First, a backward search from the goal generates the perimeter P. Then, the search proceeds from the start node using the heuristic function ?r, (n) = minmEP [ H( n, m) + H* (m, t) 1. Note that for the forward search we can use any type of heuristic search algorithm.
More formally, for d 2 0, we define the set Ad of all nodes m such that H* (m, t) 6 d. In other words, m E Ad if there exists a path from m to the goal node whose cost is less than or equal to d. We define also the set Pd of all nodes m E Ad such that there exists at least one ancestor of m not contained in Ad. The set Pd can be seen as the frontier of Ad, and it is called the perimeter of depth d. Note that, for d = 0, we have A0 G PO G {t}. For d 2 0, we define the heuristic function hd as follows: for n E Ad, we set Ad(n) = H*(n,t), and, for n $2, Ad, We Set
Perimeter search algorithms use the heuristic function hd, and they terminate when the forward search reaches the perimeter.
In the following we assume that the function H is monotonic, that is, if II' is a successor of n
H(n,m) 6 c(n,n') + H(n',m). (2)
We assume that this property holds also for the second argument of H; that is, if m' is a successor of m
H(n,m') < H(n,m) + c(m,m').
The properties of the function hd are summarized by the following lemmas. Perimeter search algorithms have the major drawback that the computation of the function hd can be very expensive. If formula ( 1) is used, one evaluation of hd requires IPdl evaluations of the function H. In the following section we describe a new technique for computing efficiently the value hd. Our technique can be applied to any algorithm based on a depth-first strategy. In this paper we will consider only the algorithm IDA* because of its simplicity and effectiveness.
3. The algorithm BlDA* In this section we describe the bidirectional algorithm BIDA* which consists in executing IDA* using hd as the heuristic. BIDA* is a perimeter search algorithm, and it generates exactly the same nodes as the algorithm IDPS* described in [ 41. However, BIDA* makes use of a different technique for pruning the nonoptimal paths. In the previous section we have shown that, if the heuristic H is admissible and monotonic, these properties hold also for hd (Lemmas 2.1 and 2.2). Hence, BIDA: will always find a solution of minimum cost, if one exists.
Throughout this section, s and T will denote respectively the start node and the current threshold. Let n denote a node on the path currently explored by the algorithm BIDA:, if n $$ Ad we define pd(n,T) = {m E pd 1 g(n) + H(n,m) + H*(m,t) < T}. 
Proof.
For m E Pd, we have
< g(ni) + H(ni,m) + H*(m, t).
Hence, m E Pd (&, T) implies m E Pd (ni-1, T) , and the lemma follows. 0
The algorithm BIDA: explores a path until the fd-value of the last node exceeds the current threshold, that is, until it finds a node n for which Pd(& T) is empty. By Lemma 3.1, if n' is a successor of n, in order to test if Pd (n', T) is empty, we have to consider only the nodes in Pd (n, T) . Therefore, we can implement the algorithm BIDA; as follows. for each successor IZ' of n do (2) let g(n') =g(n) +c(n,n'); (3) if n' E Pd compute C(n') =g(n') +H*(n',t); if C(n') < T output the solution path and exit, else consider the next successor;
(5) if S' is not empty execute
Remarks.
( 1) It is straightforward to verify that, when we execute the procedure Search(n, S),
we have S = Pd(& T). Note that computing S' and testing if S' is empty is equivalent to checking if fd(n') > T. However, as the search proceeds along a certain path, the set S becomes smaller and smaller; since search algorithms spend most of their time near the leaves of the search tree, computing S' is much faster than evaluating hd(n') using Eq. ( 1). (2) For each node m E Pd, the algorithm computes a path of minimum cost from m to t. If this path contains another node fi E Pd, then
holds for every node n. Hence, node m cannot affect the computation of the function fd. All nodes for which this property holds can be safely removed from the set Pd(S,T). (3) At step 5 of procedure BIDA:, the new threshold is computed by using the standard rule of the algorithm IDA*, that is, by taking the minimum of all fdvalues exceeding the old threshold T. Obviously, the actual computation of the minimum is done during step 4 of procedure Search. (4) The algorithm BIDA* needs to store the set Pd( n, T) for each node n in the current path. However, by Lemma 3.1 it follows that it is possible to maintain these sets using only one pointer for each node in the path.
Analysis of the algorithm BIDA*
In this section we analyze the algorithm BIDA: and we compare it with IDA*, which is its unidirectional counterpart. In the previous section we have shown that BIDA: differs from IDA* in that it uses the heuristic hd. By Lemma 2.3, we know that hd is "more informed" than the heuristic h used by IDA*. However, the computation of hd is more expensive than the computation of h. Both these factors must be considered in order to compare the two algorithms.
The algorithm BIDA; does not compute the function hd explicitly. At step 4 of the procedure Search, BIDA: only checks if g(n') + hd(n') < T, where T denotes the current threshold. If rz is the parent of n', this test requires a number of evaluations of the function H equal to the size of the set ?d(n, T) defined by Eq. (4). Unfortunately, it is very difficult to estimate the size of this set, hence, we are not able to estimate the average cost of computing hd. Clearly, the computation of hd is always more expensive than the computation of h, which requires only one evaluation of H, but the difference between the two costs strongly depends on the problem domain. Now we analyze the benefits of using the heuristic hd in terms of node expansions. We emphasize that the results of this section do not apply only to BIDA*, but hold for any iterative deepening perimeter search algorithm. The following simple lemma is one of the main tools of our analysis. Since IDA* f BID%, from the previous lemma it follows that BIDA: never expands more nodes than IDA* when the two algorithms use the same threshold. However, this fact does not imply that BIDA: expands less nodes overall, since it is possible that for the same problem instance the two algorithms execute different iterations using different thresholds. In order to compare different iterative deepening algorithms, we need to establish which thresholds are used by each algorithm. In what follows, s and t will denote the start node and the goal node respectively, and L will denote the cost of an optimal path.
Lemma 4.2. Let fi be an admissible and monotonic heuristic function. rf the algorithm IDA* uses h, it executes a depth first search with threshold T if and only if T 6 L and there exist a node n and a path (Y from s to n, such that C, (s, n) + h(n) = T.
From this lemma it follows that BIDA: may expand more nodes than IDA* if, for example, the function hd assumes a large number of distinct values. However, in what follows we prove that, if the function H satisfies certain conditions, the algorithm BIDA: always expands less nodes than IDA*.
If n' is a successor of n, we define
6(n,n') = H(n', t) -H(n, t) + c(n,n');
since H is monotonic we have 6( n, n') > 0. Note that 6( n, n') measures how much the accuracy of H increases going from n to n': if 6( n, n') = 0, then the estimate H( n, t) is as good as H( n', t) . By induction, we have that for any path (Y = (n, , n2, n3, . . . , nk)
Given three nodes n,m,m', such that m' is a successor of m, we define
A,(m,m') =H(n,m) -H(n,m') +c(m,m').
The function A allows us to establish a relationship between hd(n) and h(n) z H(n, t). In the previous analysis we did not take into account that BIDA" obtains the solution path by executing two separate searches. This may seem surprising, since it is generally agreed that the main advantage of bidirectional algorithms is that they explore two small trees instead of a large one. Indeed, one could think that BIDA; should perform a backward search of depth d and a forward search of depth L -d, instead of a single search of depth L. However, we note that the two search fronts meet only when the threshold is equal to L. Therefore, both BIDAS and IDA* search up to depth L; the main difference between the two algorithms is that at each iteration BIDA: generates less nodes because of the greater pruning power of the heuristic hd.
Reducing the number of heuristic evaluations
In Section 3 we have shown that BIDA* uses a new technique for reducing the number of evaluations of the heuristic function H. This technique consists in temporarily removing from the perimeter the nodes that cannot affect the computation of the function fd.
Dillenburg and Nelson [4] suggested a different strategy for reducing the cost of computing the heuristic hd. They observed that, if H is monotonic and n' is a successor of n, then

H(n',m) 2 H(n,m) -c(n,n'), (8) holds for any perimeter node m. Since hd(n') = minmEPd [ H(n', m) + H* (m, t)], it is sometimes possible to avoid the computation of H( n', m) because, using Rq. (8))
we can predict that the value H(n', m) + H* (m, t) cannot affect the minimum. This "lazy evaluation" technique has been incorporated into the algorithm IDPS* and, for the Fifteen Puzzle and a perimeter containing 4 nodes, provided a 74% reduction of the number of heuristic evaluations. In what follows, we show that this technique can be improved using the same ideas that led to the development of the algorithm BIDA*. We start by observing that, in the algorithm IDPS*, each time a node is generated the estimate Eq. (8) must be computed for a large fraction of the nodes m E Pd. If the perimeter contains thousands of nodes, the cost of this computation may dominate the cost of generating the node. It is possible to avoid this overhead if, instead of hd(n), we consider the function fd(n> = g(n) + hd(n). For m E Pd, define F(n,m)
= g(n) + H(n,m) + H*(m,t).
Clearly fd( n) = minmEPn F(n, m), and, if n' is a successor of n, F(n', m) 2 F(n, m).
Therefore, if F(n, m) is greater than the current minimum, we can "forget" node m until the minimum reaches the value F(n, m). Moreover, if F( n, m) is greater than the current threshold of iterative deepening search, the minimum cannot reach F( IZ, m) . Hence, node m can be safely ignored when the algorithm explores the descendants of n (this is the strategy used by the algorithm BIDA*). By studying more closely the behavior of iterative deepening algorithms, it is possible to extend the use of lazy evaluation. In fact, these algorithms do not need the actual value fd( n) : they only need to know if fd( n) is greater than the current threshold. Therefore, the following strategy can be used. Let s and T denote respectively the start node and the current threshold. Initially, the values F (s,m) are computed for m E Pd until a node ml is found such that F( s, ml ) < T. Node ml is called the witness. Next, when a node n is generated, only the value F( n, ml ) is computed. If F(n, ml) < T, we know that fd(n> 6 T and the search can continue. If F(n, ml ) > T, the values F(n, m) are computed in order to find m2 E Pd such that F(n, m2) < T. If m2 cannot be found the current path is pruned, otherwise the search continues using m2 as the witness. Obviously, if F( n, m) > T, node m can be safely ignored when the algorithm searches for a witness for any descendant of n. Lazy evaluation techniques can be very useful for reducing the computational cost of perimeter search algorithms. However, more study is required in order to understand how and when these techniques should be used. In fact, a more extensive use of lazy evaluation does not always produce a reduction of the running time. The following example shows how this is possible.
Let m E Pd. The tree of Fig. 2 shows a possible behavior of the algorithm BIDAL;. For each node it is shown the value of the function F( ., m), and we assume that the threshold of the current iteration is equal to 20. Even if the whole tree is explored, BIDA* computes the function F( ., m) only for the grey nodes. In fact, node m is no longer considered as soon as the algorithm finds a value F( ., m) greater than the current threshold. In Fig. 3 it is shown what happens if, as a result of the use of a lazy evaluation technique, the algorithm does not compute the function F( ., m) at the even levels of the tree. Again, the function F( ., m) is computed only for the grey nodes, but now nine evaluations are executed instead of seven. This example suggests that, although lazy evaluation techniques can be very effective at the beginning of the search, they should be used with caution when the function F is close to the current threshold.
We conclude this section by reporting another limitation of lazy evaluation techniques. For many problem domains, the computation of the heuristic function H is best done incrementally, that is, updating the value of the parent node. If lazy evaluation is used, the heuristic value of the parent node is not always available. Hence, even if the number of heuristic evaluations decreases, the running time may increase.
Experimental results
We have compared empirically the performance of the algorithms IDA*, IDPS*, and BIDA* using the Fifteen Puzzle problem. All tests have been executed on a VAX 6000-520 using the Manhattan distance heuristic.
Since the Fifteen Puzzle is much easier than the real world search problems for which these algorithms are designed, we have considered the ten most difficult instances reported in [ 71 (the instances 14, 49, 56, 59, 60, 66, 72, 82, 88, 92). We have solved these instances using IDA*, IDPS', and BIDA*, and the results are reported in Tables 1  and 2 . We observe that, for all d, BIDA: generates less nodes and takes less time than IDA*. In particular, BIDAT, was almost eight time faster than IDA*. We emphasize that, for all instances, the backward search-that is, the construction of the set Ad, and the computation of the values Z-Z*(m, t) for m E Ad-required less than five seconds. We were not able to test BIDA; for d > 14 because of the large amount of memory required for storing the perimeter.
In our tests, the algorithm IDPS: was faster than IDA* only for d < 3, and the maximum speedup achieved was 1.60. These results contrast with the average speedup of 3.85 reported in [ 4, Section 51 for the algorithm IDPS:. However, the algorithm IDA* . Although these data refer to different machines, it is possible that the better speedup reported in [4] for IDPS* is due to fact that the algorithm IDA* was not implemented as efficiently as possible.
For all d, the algorithms IDPS: and BIDA1; explore the same set of nodes, but BIDA: requires a smaller number of evaluations of the heuristic function H. The results reported in Table 3 show that, as d increases, the advantage of BIDA* becomes more and more noticeable; for d = 14 the number of heuristic evaluations is reduced almost by a factor one thousand. Note that there is a qualitative difference between the two algorithms: as d increases the number of evaluations performed by IDPS* becomes extremely large, whereas for BIDA* this number decreases (and it is always less than one half of the evaluations executed by IDA*). This means that BIDA* can outperform IDA* also for those problem domains in which the evaluation of the heuristic function requires a very costly computation.
In our tests we did not implement the lazy evaluation techniques described in Section 5. As we remarked at the end of the section, these techniques are not effective for those problems, like the Fifteen Puzzle, for which the computation of the heuristic function is best done incrementally. The comparison between IDA* and BIDA* is not completely fair since BIDA; needs an additional amount of memory space for storing the set Ad. However, it is well known that IDA* uses only a small fraction of the memory available on modern computers. Indeed, the problem of improving the performance of IDA* by exploiting all the available memory has been considered by many authors [ 1, 9, 13, 15] .
Recently, Korf [ 81 has tested these algorithms, and he has observed that, although they generate less nodes, they are slower than IDA* because of the overhead of handling lists of nodes, pruning the search tree, etc.. BIDA* outperforms all these algorithms. For example, BIDA,* needs to store less than one thousand nodes, but it is more than five times faster than IDA*, and it generates less than 1 / 18 of the nodes generated by IDA*.
In order to compare BIDA' with the other bidirectional search algorithms, we solved, using BIDA,* and BIDAT,, the complete set of one hundred instances reported in [ 71. The average running time was 28 1.73 seconds for BIDA,*, and 201.65 seconds for BIDAT, (the average time for IDA* was 1326.97 seconds). The same set of instances has been solved by Ghosh and Mahanti [ 51 using their bidirectional algorithm, Politowski's D-node algorithm [ 111, and the algorithms BHPA [ lo] and BHFFA [ 2, 3] . Note that a pruning procedure had to be added to the algorithms BHPA and BHFFA, since the original formulations of these algorithms require an exponential amount of memory space.
Using the admissible Manhattan heuristic, none of the algorithms tested by Ghosh and Mahanti was able to solve all instances. In particular, BHPA and D-node solved only 4 and 29 instances respectively. BHFFA solved 98 instances, but the average solution length was 134.1 (the average length of the optimal solutions is 53.05). Ghosh and Mahanti's algorithm solved 76 instances and the average solution length was 58.8 (however, the average was computed on the basis of solved instances only).
Recently, Koll and Kaindl [6] have described several new bidirectional search algorithms. Using the Manhattan heuristic these algorithms failed to solve the Fifteen Puzzle problem since they ran out of memory. Using a nonadmissible heuristic the SOlutions found by these algorithms are, on average, 10% worse than the optimal ones. These algorithms require storage for up to 2 million nodes, and they generate about & of the nodes generated by their unidirectional counterpart. For a comparison, we note that BIDAT, requires storage for 61,865 nodes and it generates about & of the nodes generated by IDA*.
Further work 359
The (1) (2) (3) results of this paper suggest many possible directions for further research. The analysis of lazy evaluation techniques for perimeter search algorithms. In Section 5, we have shown that there are many opportunities for using these techniques, but we have also shown that an excessive use may result in a degradation of the performance. The analysis of perimeter search algorithms that use the heuristic function where Q is some suitable set that may also change during the search. For example, an iterative deepening algorithm could modify Q at the end of each iteration. The analysis of a parallel implementation of BIDA*. The most expensive operation of BIDA' is the construction of the set S (step 4 of procedure Search). In this step the same computation is repeated for each node m E S. A parallel BIDA* algorithm can be obtained by distributing the nodes of the set Pd among all available processors. Clearly, it would be desirable to find a partitioning of Pd such that, at each call of the procedure Search, the nodes of the set S are "evenly" distributed among the processors. If such partitioning of Pd does not exist (or cannot be found), it could be necessary to devise load balancing techniques.
