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Notations
K est toujours un anneau commutatif unitaire contenant Q, souvent e´gal a` R ou C. Le
symbole Σn de´signe le n-ie`me groupe syme´trique (groupe des permutations de l’ensemble or-
donne´ {1, 2, · · · , n}). La signature sgn est l’unique morphisme de groupe non trivial sgn : Σn →
{−1, 1}. Le k-cycle qui envoie ai sur ai+1 pour 1 ≤ i ≤ k−1 et ak sur a1 sera note´ (a1 a2 · · · ak).
Si G est un groupe, KG est l’alge`bre de groupe 1 de G. Si M est une varie´te´ diffe´rentiable,
C∞(M) de´signe la R-alge`bre des fonctions de classe C∞ sur M .
1. Voir appendice B.
vii

Introduction
Soient g une alge`bre de Lie libre sur un anneau commutatif K, Ug son alge`bre universelle
enveloppante, et M un Ug-bimodule dont on note Mad le g-module a` droite adjoint associe´.
Il est bien connu, depuis les travaux de H. Cartan et S. Eilenberg [CE56], que l’application
d’antisyme´trisation
F∗ : C∗(g;M
ad) → CH∗(Ug;M)
m⊗ g1 ∧ · · · ∧ gn 7→
∑
σ∈Σn
sgn(σ)m⊗ gσ(1) ⊗ · · · ⊗ gσ(n) (0.0.1)
du complexe de Chevalley-Eilenberg de g a` coefficients dans Mad, et a` valeurs dans le complexe
de Hochschild a` coefficients dans M de l’alge`bre associative Ug, induit un isomorphisme
H∗(F∗) : H∗(g;M
ad) ∼= HH∗(Ug;M) (0.0.2)
entre l’homologie de l’alge`bre de Lie g et l’homologie de Hochschild de son alge`bre envelop-
pante, ici note´e HH∗(Ug;M). Le re´sultat reste vrai en cohomologie . Le but de cette e´tude est
d’apporter une re´ponse a` la question suivante, au moins lorsque K est le corps des re´els :
Question 0.0.1. Existe-t-il une application line´aire
G∗ : CH∗(Ug;M)→ C∗(g;M
ad) ,
definie au niveau des complexes de chaˆınes, telle que l’application induite en homologie H∗(G∗) :
HH∗(Ug;M)→ H∗(g;M
ad) soit l’inverse de l’application d’antisyme´trisation H∗(F∗) ?
Si oui, est-il possible d’obtenir une formule explicite pour G∗, comme dans le cas de F∗ ?
Dans le cas ou` l’anneau de base K est un corps, il est clair qu’un tel G∗ existe puisque qu’il
suffit de le construire degre´ par degre´ en choisissant un supple´mentaire de l’espace des n-bords
dans celui des n-cycles pour chaque entier n. Par contre, il n’est a priori pas e´vident qu’un
tel G∗ puisse eˆtre de´fini par une formule intrinse`que ne ne´cessitant pas le choix de bases des
espaces conside´re´s.
Lorsque l’alge`bre de Lie g est abe´lienne, l’alge`bre enveloppante de g s’identifie a` l’alge`bre
syme´trique Sg et l’isomorphisme
H∗(F ) : H∗(g;Sg) = Sg⊗ Λ
ng→ HH∗(Sg;Sg)
ix
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peut-eˆtre vu comme une version polynomiale du the´ore`me de Hochschild-Kostant-Rosenberg
([Lod98], [Hal01]) qui identifie les formes de Ka¨hler sur une alge`bre commutative lisse A aux
groupes d’homologie de Hochschild de A, ouvrant la voie a` une nouvelle ge´ome´trie dite non-
commutative, dans laquelle le roˆle des formes de De Rham (resp. de la cohomologie de De
Rham) est joue´ par l’homologie de Hochschild (resp. l’homologie cyclique).
De plus, l’homologie de Hochschild admet une interpre´tation en terme de foncteur de´rive´,
et le quasi-isomorphisme (0.0.1) provient du choix de deux re´solutions particulie`res du Ug-
bimodule Ug pour son calcul : la re´solution bar et celle de Koszul. Dans [Con85], A. Connes
explique comment construire ge´ome´triquement la re´solution de Koszul CK∗(A) du A-bimodule
A, lorsque A := C∞(V ;C) est l’alge`bre des fonctions a` valeurs complexes de classe C∞ sur une
variete´ lisse compacte V . Celle-ci est obtenue en degre´ n comme l’espace des sections C∞ du
tire´ en arrie`re par la projection sur le deuxie`me facteur pr2 : V ×V → V de la n-ie`me puissance
exte´rieure du fibre´ cotangent complexifie´ de V i.e.
CKn(A) := Γ
∞(V × V ;En)
ou` En := pr
∗
2(Λ
nT ∗CV ). La diffe´rentielle d
K : CKn(A)→ CKn−1(A), de degre´ −1, est le produit
inte´rieur iX des formes diffe´rentielles par un certain champ de vecteur X sur V × V de´fini
sur un voisinage de la diagonale de V × V a` l’aide d’une connection sur V . La contractibilite´
du complexe (CK∗(A), d
K) est alors de´montre´e en exhibant une contraction de degre´ +1 s :
CK∗(A)→ CK∗+1(A), de´finie de manie`re analogue a` celle du lemme de Poincare´ (qui est, elle,
de degre´ −1). L’auteur en de´duit alors un isomorphisme
F ∗ : HH∗c (A;A
∨)
∼=
→ D∗(V )
entre la cohomologie de Hochschild continue de A = C∞(V ) a` valeurs dans son dual A∨ cal-
cule´e a` l’aide du complexe de Hochschild continu usuel, et l’espace D∗(V ) des courants de De
Rham sur V , qui peut eˆtre vu comme une version cohomologique continue de l’isomorphisme
d’antisyme´trisation du the´ore`me de Hochschild-Kostant-Rosenberg.
Remarquons que si V est un groupe de Lie, il existe une connection canonique donne´e par les
translations a` gauche. Le cas V = (Rm,+) est traite´ dans [BGH+05] : M. Bordemann, G. Ginot,
G. Halbout, H-C Herbig et S. Waldmann y appliquent la constrution pre´ce´dente pour obtenir
un contraction hK de la re´solution de Koszul continue CKc∗(C
∞(Rm)) := C∞(R2m)⊗ Λ∗(Rm)∨,
et de´duisent de cette contraction un morphisme de re´solutions
GB∗ : (B
c
∗(C
∞(Rm)), dB)→ (CKc∗(C
∞(Rm)), dK)
au-dessus de l’application identite´ de C∞(Rm), ou` (Bc∗(C
∞(Rm)), dB) de´signe la re´solution bar
continue usuelle de l’alge`bre topologique C∞(Rm). Plus pre´cise´ment, GB∗ est donne´e en degre´ n
par la formule
GBn (φ)(a, b) =
m∑
i1,··· ,in=1
ei1∧· · ·∧ein
∫ 1
0
dt1
∫ t1
0
dt2· · ·
∫ tn−1
0
dtn
∂nφ
∂x1i1 · · · ∂x
n
in
(a, t1a+(1−t1)b, · · · , tna+(1−tn)b, b)
INTRODUCTION xi
pour toute n-chaˆıne
φ : (Rm)n+2 → R
(a, x1, · · · , xn, b) 7→ φ(a, x1, · · · , xn, b)
dans Bcn(C
∞(Rm)) := C∞(R×(n+2)m) et pour tous a et b dans Rm. Ici, e1, ..., em de´signe la base
duale de la base canonique de Rm. En fait, le morphisme de C∞(Rm)-bimodules GB∗ ve´rifie
GBn+1(1⊗ f1 ⊗ · · · fn ⊗ 1) = h
K ◦Gn ◦ d
B(1⊗ f1 ⊗ · · · fn ⊗ 1) (0.0.3)
pour toutes fonctions f1, ..., et fn dans C
∞(Rm), et cette condition le de´termine entie`rement
une fois fixe´ GB0 . Les auteurs montrent ensuite que l’application induite par G
B
∗ apre`s ten-
sorisation par C∞(Rm) au-dessus de C∞(R2m) fournit bien un inverse de l’application d’an-
tisyme´trisation de Hochschild-Kostant-Rosenberg en homologie continue, identifiant ainsi le
complexe des formes diffe´rentielles sur Rm muni de la diffe´rentielle nulle a` un re´tract par
de´formation du complexe d’homologie de Hochschild continue de C∞(Rm) a` coefficients dans
elle-meˆme.
Dans le cas 0.0.1 qui nous occupe, l’application G∗ recherche´e devrait provenir d’un mor-
phisme de re´solutions GB∗ de la re´solution bar vers celle de Koszul, non pas de l’alge`bre des
fonctions sur un groupe de Lie, mais de l’alge`bre enveloppante Ug d’une alge`bre de Lie g. Or, il
est bien connu ([Ser06]) que lorsque g est une alge`bre de Lie de dimension finie sur K = R, Ug
s’interpre`te comme la bige`bre des distributions ponctuelles supporte´es en l’e´le´ment neutre sur le
groupe de Lie connexe et simplement connexe qui inte`gre g. Ainsi, pour pouvoir transposer au
cas de l’alge`bre enveloppante Ug la construction de GB∗ de [BGH
+05] associe´e a` la contraction
hK via (0.0.3), il nous faut dualiser et localiser en l’e´le´ment neutre l’interpre´tation ge´ome´trique
de la re´solution de Koszul donne´e dans [Con85].
La suite de ce manuscrit est divise´e en trois chapitres que nous allons maintenant de´crire
brie`vement.
Chapitre 1
Apre`s avoir rappele´ les de´finitions des diffe´rents complexes de chaˆınes en jeu, nous de´crivons
les grandes lignes de la de´monstration du caracte`re bijectif de l’isomorphisme d’antisyme´trisation
(0.0.2) donne´e dans [CE56]. Une premie`re e´tape, qui consiste a` comparer les re´solutions pro-
jective de l’anneau de K dans la cate´gorie des Ug-modules et celles de Ug dans la cate´gorie
des Ug-bimodules, est donne´e par le premier point du the´ore`me 1.1.9, lui-meˆme conse´quence
d’un principe plus ge´ne´ral dit de “changement d’anneau”. Ensuite, il s’agit de voir que l’ap-
plication d’antisyme´trisation F∗ : C∗(g,M
ad) → CH∗(Ug;M) donne´e en (0.0.1) provient effec-
tivement d’un morphisme de re´solutions FK : CK(Ug) → B∗(Ug), de la re´solution de Koszul
CK∗(Ug) de Ug obtenue en tensorisant celle de Chevalley-Eilenberg de K par Uge := Ug⊗ Ugop
au-dessus de Ug, vers la re´solution bar usuelle de Ug, note´e B∗(Ug). Le lemme fondamen-
tal 1.2.1, qui assure que le calcul des foncteurs de´rive´s de foncteurs additifs ne de´pend pas
du choix des re´solutions projectives employe´es, permet non seulement d’e´tablir que l’applica-
tion d’antisyme´trisation F∗ est un quasi-isomorphisme, mais e´galement que tout morphisme
de re´solutions GB∗ : B∗(Ug) → CK∗(Ug) en induira un quasi-inverse. La dernie`re section de ce
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chapitre s’attache a` de´tailler la construction d’un tel GB∗ par la me´thode de [BGH
+05] e´voque´e
pre´ce´demment, lorsque l’on suppose l’existence d’une contraction h de la re´solution de Koszul.
Chapitre 2
Dans ce chapitre, nous produisons une interpre´tation ge´ome´trique de la re´solution de Chevalley-
Eilenberg C∗(g) := C∗(g;Ug) de K = R, analogue a` celle de la re´solution de Koszul de l’alge`bre
de fonctions C∞ sur une variete´ compacte donne´e dans [Con85], lorsque g est une alge`bre de
Lie re´elle de dimension finie. C∗(g) apparaˆıt alors comme un sous-complexe du complexe des
courants ponctuels supporte´s en l’e´le´ment neutre sur le groupe de Lie connexe simplement con-
nexe d’alge`bre de Lie g, sur lequel la contraction de Poincare´ s∨, duale de celle bien connue sur
les germes de formes, se restreint en une contraction s : C∗(g)→ C∗+1(g). Ces deux points cor-
respondent respectivement aux propositions 2.1.8 et 2.1.22. De plus, la proposition 2.1.22 donne
une expression intrinse`que (2.1.7) de s, faisant intervenir la contraction canonique φt et le copro-
duit de l’alge`bre de Hopf Ug. La section 2.2 qui suit se divise en deux sous-sections : la premie`re
explique comment transfe´rer l’homotopie s en une contraction h : CK∗(Ug)→ CK∗+1(Ug) de la
re´solution de Koszul. et la seconde montre que la formule (2.2.3) qui de´finit h fait encore sens
en dimension quelconque, ce qui permet d’oublier l’hypothe`se de finitude de la dimension de g.
Chapitre 3
Le troisie`me et dernier chapitre comprend deux sections distinctes mais lie´es. La premie`re
tente d’expliciter en petits degre´s le morphisme de re´solutions GB∗ : B∗(Ug)→ CK∗(Ug) obtenu
a` partir de la contraction h du chapitre 2 en appliquant la strate´gie de´veloppe´e au 1.2.3, i.e. les
formules (1.2.6) ou (0.0.3).
La seconde commence par l’e´tude d’un diagramme commutatif de la forme
C∗loc(G;R)
T ′

T
''NN
NN
NN
NN
NN
N
C∗(g;R)
G∗
//
I
77ppppppppppp
CH∗(Ug;R)
F ∗
// C∗(g;R)
(0.0.4)
ou` G est un groupe de Lie inte´grant g, Cloc(G;R) de´signe l’espace des cochaines de groupe sur
G lisses au voisinage de l’e´le´ment neutre e de G, et le morphisme de complexes de cochaˆınes
T : C∗loc(G;R) → C∗(g;R) (resp. I : C∗(g;R) → C
∗
loc(G;R)) est le morphisme de de´rivation
(resp. d’inte´gration) des cochaˆınes de groupe lisses au voisnage de e (resp. des cochaˆınes
d’alge`bre de Lie de g) en cochaˆınes d’alge`bre de Lie (resp. de groupe, lisses au voisinage de
e) de´fini, par exemple, dans [Nee04]. Le morphisme G∗ : C∗(g;R) → CH∗(Ug;R) induit par
GB∗ , et l’application d’antisyme´trisation des cochaˆınes F
∗ apparaissent alors, via T ′, comme les
pendants alge´briques respectifs de I et T . Ce constat permet alors d’intuiter, a` l’aide de la
formule d’inte´gration cubique des cochaˆınes de Lie I = Ic donne´e au lemme cubique 3.2.5, une
formule explicite (sans re´currence sur le degre´) et compacte pour GB∗ et G
∗ : c’est le contenu
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de la proposition 3.2.8. Ce chapitre se termine par une tentative de construction purement
alge´brique du diagramme (0.0.4), ou` le roˆle du groupe de Lie G inte´grant g est joue´ par le
groupe Gˆ des e´le´ments de type groupe du complete´ Uˆg de Ug pour la topologie donne´e par
l’ide´al d’augmentation. Les conditions de continuite´ et de lissite´ des cochaˆınes qui sont intro-
duites au 3.2.2, bien que tre`s restrictives, sont automatiquement ve´rifie´es de`s lors que l’alge`bre
de Lie g est nilpotente.
L’auteur de cette the`se tient a` remercier chaleureusement M. Bordemann qui, par ses conseils
avise´s et ses indications e´clairantes, est a` l’origine de la plupart des ide´es pre´sente´es ici, notam-
ment en ce qui concerne la strate´gie de construction du quasi-inverse G∗ de´veloppe´e au 1.2.3,
et le recours aux e´le´ments de type groupe de l’alge`bre enveloppante comple´te´e pour intuiter la
formule intinse`que (2.1.7) de´finissant la contraction s de la re´solution de Chevalley-Eilenberg
e´tablie en section 2.1.2.
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Chapitre 1
E´nonce´ du proble`me et strate´gie de
re´solution
1.1 Sens direct : l’application d’antisyme´trisation de Cartan-
Eilenberg
Dans cette section, nous allons rappeler brie`vement la de´finition des complexes de chaˆınes
mis en jeu, puis rappeler les grandes lignes de la de´monstration du fait que l’application d’an-
tisyme´trisation soit un quasi-isomorphisme. La de´marche suivie est celle de [CE56] car elle
permet de re´pondre imme´diatement a` la premie`re partie de la question 0.0.1 et d’intuiter une
strate´gie de construction d’un quasi-inverse. Une autre de´monstration, faisant notament appel
aux suites spectrales, est donne´e dans [Lod98].
1.1.1 Complexes de Hochschild et de Chevalley-Eilenberg
Commenc¸ons par un rappel rapide de quelques de´finitions et propriete´s. Pour plus de
pre´cisions, le lecteur pourra consulter [Wei95], [Lod98], [CE56] ou [Lan75]. Les versions co-
homologiques des complexes pre´sente´s ici sont pre´sente´es dans l’appendice B.
Homologie de Hochschild
Dans toute cette sous-section, A est une alge`bre associative, unitaire et projective sur un
anneau commutatif K et M est un A-bimodule. La notation Aop de´signe l’alge`bre oppose´e de
A et Ae := A ⊗ Aop est son alge`bre enveloppante. Rappelons qu’un A-bimodule est la meˆme
chose qu’un Ae-module a` gauche.
De´finition 1.1.1. Le complexe d’homologie de Hochschild de A a` coefficients dans M ,
est le K-module gradue´ CH∗(A;M) de´fini par
CHn(A;M) :=M ⊗ A
⊗n
1
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pour tout entier n, muni de la diffe´rentielle dH de degre´ −1, de´finie en degre´ n par
dH(m⊗ a1 ⊗ · · · an) :=ma1 ⊗ a2 ⊗ · · · an +
n−1∑
i=1
(−1)im⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
+ (−1)nanm⊗ a1 ⊗ · · · ⊗ an−1
pour tous m dans M et a1, ..., an dans A. L’homologie de Hochschild HH∗(A;M) de A a`
coefficients dans M est l’homologie de ce complexe i.e
HH∗(A;M) := H∗(CH∗(A;M), d
H)
De la meˆme manie`re (voir Appendice B ou [Lod98]), il est possible de de´finir le complexe de
cohomologie de Hochschild de A a` valeurs dans M , note´ CH∗(A;M), muni de la diffe´rentielle
dH , dont l’homologie HH
∗(A;M) s’appelle la cohomologie de Hochschild de A a` valeurs dans
M .
L’homologie de Hochschild de A s’interpre`te comme un foncteur de´rive´, et ceci passe par
l’introduction d’une re´solution particulie`re du bimodule A :
De´finition 1.1.2. La bar-re´solution de A est le complexe de A-bimodules B∗(A) de´fini par
Bn(A) := A
⊗n+2
pour tout entier n, muni de la diffe´rentielle dB de´finie par
dB(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1) :=
n∑
i=0
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ ai+1 ⊗ · · · ⊗ an
pour tous a0, ..., an+1 dans A. La structure de A-bimodule sur Bn(A) = A
⊗n est donne´e par
a(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1)b := (aa0)⊗ a1 ⊗ · · · ⊗ an ⊗ (an+1b)
pour tous a, b, a0, ..., an+1 dans A.
Proposition 1.1.3. La bar-re´solution de A est une re´solution projective (consulter [CE56] pour
la de´finition de re´solution projective) du Ae-module a` gauche A et l’isomorphisme de modules
gradue´s e´vident
M ⊗Ae B∗(A) ∼= CH∗(A;M)
fait correspondre les diffe´rentielles IdM ⊗ d
B et dH . Ainsi
HH∗(A;M) = Tor
Ae
∗ (A;M)
et de meˆme
HH∗(A;M) = Ext∗Ae(A;M)
De´monstration. Le quasi-isomorphisme faisant de B∗(A) une re´solution du A-bimodule A est
donne´ par le produit :
µA : B0(A) = A⊗ A → A
a⊗ b → ab
L’acyclicite´ de la bar re´solution est de´montre´e dans [Lod98].
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Homologie des alge`bres de Lie
Dans cette sous-section, g est une alge`bre de Lie sur un anneau commutatif K, et N (resp.
N ′) est un g-module a` droite (resp. a` gauche) (voir [Wei95] pour une de´finition de module sur
une alge`bre de Lie). Introduisons tout d’abord succintement la notion d’alge`bre enveloppante
universelle de g qui va jouer un roˆle central dans la suite, et dont les propriete´s seront de´taille´es
ulte´rieurement, notamment au chapitre 2 :
De´finition 1.1.4. L’alge`bre enveloppante universelle de g (abrege´e en alge`bre en-
veloppante de g dans la suite), note´e Ug, est le quotient de l’alge`bre tensorielle Tg := ⊕n≥0g
⊗n
sur le K-module g par l’ide´al I engendre´ par les e´le´ments de la forme g ⊗ g′ − g′ ⊗ g − [g, g′]
lorsque g et g′ parcourent g, i.e
Ug := Tg/I , I :=< g ⊗ g
′ − g′ ⊗ g − [g, g′] / g, g′ ∈ g >
La multiplication sur Ug, note´e µ, est induite par le produit de concate´nation de Tg, et l’on
notera xy := µ(x ⊗ y) le produit de deux e´le´ments x et y de Ug. L’unite´ η : K → Ug provient
de l’inclusion canonique de g⊗0 = K dans Tg.
L’augmentation de Ug, note´e ǫ : Ug → K, est l’application induite par la projection de
Tg sur K paralle`lement a` ⊕n≥1g⊗n. C’est un morphisme d’alge`bre qui munit naturellement K
d’une structure de Ug-module.
Il de´coule imme´diatement des de´finitions que la donne´e d’un g-module a` droite est e´quivalente
a` celle d’un Ug-module a` droite, c’est pourquoi les deux notions seront confondues par la suite.
De´finition 1.1.5. Le complexe (d’homologie) de Chevalley-Eilenberg de g a` coefficients
dans N est le module gradue´ C∗(g;N) de´fini par
C∗(g;N) := N ⊗ Λ
∗g
pour tout entier n, muni de la diffe´rentielle dCE de´finie en degre´ n par
dCE(m⊗ g1 ∧ g2 ∧ · · · ∧ gn) :=
n∑
i=1
(−1)i+1m · gi ⊗ g1 ∧ g2 ∧ · · · ∧ gˆi ∧ · · · ∧ gn
+
∑
1≤i<j≤n
(−1)j+1m⊗ g1 ∧ · · · ∧ [gi, gj] ∧ · · · ∧ gˆj · · · ∧ gn ,
pour tout m dans N et pour tous g1, ... gn dans g. Ici, Λ
∗g de´signe l’alge`bre exte´rieure (gradue´e)
sur g vue comme module gradue´e concentre´ en degre´ 1, et la notation gˆi consiste a` omettre gi.
L’homologie de g a` coefficients dans N , note´e H∗(g;N), est le K-module gradue´
H∗(g;N) := H∗(C∗(g;N), d
CE)
La version cohomologique H∗(g;N ′) est de´finie de manie`re analogue (consulter l’appendice B.
ou [Wei95] pour un expose´ plus de´taille´).
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Comme Ug est un g-module a` droite pour l’action donne´e par la multiplication, il est naturel
de conside´rer le complexe de Chevalley-Eilenberg a` coefficients dans Ug, que l’on notera C∗(g), et
qui sera appele´ re´solution de Chevalley-Eilenberg dans ce qui suit pour la raison suivante :
Proposition 1.1.6. Le complexe C∗(g) := C∗(g;Ug) est acyclique et son homologie en degre´ 0
s’identifie a` K. C’est donc une re´solution de K dans la cate´gorie des Ug-modules a` droite.
De´monstration. Une de´monstration de ce re´sultat a` l’aide de la suite spectrale associe´e a` la
filtration canonique de Ug se trouve dans [CE56].
De meˆme que dans le cas de l’homologie de Hochschild, l’acyclicite´ de la re´solution de
Chevalley-Eilenberg implique une interpre´tation de l’homologie d’alge`bre de Lie comme foncteur
de´rive´ :
Corollaire 1.1.7. Si g est projective 1 sur K, alors
H∗(g;N) = Tor
Ug
∗ (K;N)
et
H∗(g;N ′) = Ext∗Ug(K;N
′)
1.1.2 L’application d’antisyme´trisation est un quasi-isomorphisme
Dans cette sous-section, g est une alge`bre de Lie K-libre, et M est un Ug-bimodule.
De´finition 1.1.8. Le g-module adjoint associe´ a` M est le g-module a` droite Mad dont le
K-module sous-jacent est M , et l’action de g a` droite est prescrite par
m · g := mg − gm
pour tous m dans Mad et g dans g.
Ainsi, deux invariants semblent associe´s a` la paire (g,M) : H∗(g;M
ad) et HH∗(Ug;M). Il
s’ave`re que ces deux modules gradue´s co¨ıncident, c’est en substance ce que dit le the´ore`me 5.1
du chapitre XIII de [CE56] que nous rappelons maintenant sous une forme particulie`re, adapte´e
a` notre contexte :
The´ore`me 1.1.9 ([CE56]). Soit g une alge`bre de Lie libre sur K.
1. Si X∗ est une re´solution projective de K comme Ug-module, alors Uge ⊗Ug X∗ est une
re´solution projective de Ug comme Uge-module a` gauche.
2. Par conse´quent, l’application d’antisyme´trisation F∗ : C∗(g;M
ad) → CH∗(Ug;M) de´finie
en degre´ n par
Fn(m⊗ g1 ∧ g2 ∧ · · · ∧ gn) :=
∑
σ∈Σn
sgn(σ)m⊗ gσ(1) ⊗ gσ(2) ⊗ · · · ⊗ gσ(n)
pour tous m dans M et g1, ..., gn dans g, est un quasi-isomorphisme de complexes de
chaˆınes.
1. K-plate suffit pour l’homologie.
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La de´monstration de ce the´ore`me donne´e dans [CE56] repose sur un principe ge´ne´ral ap-
pele´ “changement d’anneau” par les auteurs, qui permet de comparer les foncteurs de´rive´s
TorA∗ (−;QA) (resp. Ext
∗
A(QA;−)) et Tor
B
∗ (−;QB) (resp. Ext
∗
B(QB;−)), ou` A et B sont deux
anneaux relie´s par un diagramme commutatif de la forme
A
ǫA // //
E

QA

B
ǫB // QB
(1.1.1)
Ici QA (resp. QB) est un A-module a` gauche (resp. B-module a` gauche) et ǫA (resp. ǫB) est
un morphisme de A-modules (resp. de B-modules). C’est en particulier ce qui permet de voir
B comme un A-module via l’application E qui est un morphisme d’anneau. Dans la section
suivante, nous allons brie`vement rappeler certains points cle´ dans la de´monstration du the´ore`me
1.1.9 qui impliquent directement l’existence d’un quasi-isomorphisme inverse de l’application
d’antisyme´trisation, et permettent d’e´tablir une strate´gie de construction d’un tel inverse.
1.2 Sens re´ciproque : la ne´cessite´ d’une contraction
Le but de cette section est de comprendre les grandes lignes de la de´monstration du the´ore`me
1.1.9 donne´e par H. Cartan et S. Eilenberg dans [CE56] afin d’en de´duire une me´thode de
construction d’un quasi-inverse de F∗. Ici, g est une alge`bre de Lie libre sur K.
1.2.1 Foncteurs de´rive´s et re´solutions projectives
Dans cette sous-section, A est un anneau, M est la cate´gorie des A-modules a` gauche et
A celle des groupes abe´liens. Le calcul des foncteurs de´rive´s de foncteurs additifs dans les
cate´gories de modules repose sur le lemme fondamental suivant, que nous nous contentons
d’e´noncer en renvoyant a` [CE56] pour une de´monstration :
Lemme 1.2.1 (Lemme fondamental.). Soient P et Q deux A-modules a` gauche, X∗ → P un
complexe de chaˆınes de modules A-projectifs au-dessus de P et Y∗ → Q une re´solution (non
ne´ce´ssairement projective) de Q. Alors toute application A-line´aire f : P → Q se rele`ve en un
morphisme de complexes de chaˆınes de A-modules F∗ : X∗ → Y∗ au-dessus de f : P → Q. De
plus, F∗ est unique a` homotopie pre`s.
Pour tout foncteur additif et exact a` droite T :M→A, le n-ie`me foncteur de´rive´ a` gauche
de F e´value´ sur un A-module Q, note´ LnT (Q), est le n-ie`me groupe d’homologie du complexe de
groupes abe´liens (T (X∗), T (d
X)) image par T d’une re´solution projective quelconque (X∗, d
X)
de Q. Le fait que tout A-module admette une re´solution projective est e´tabli dans [CE56]. Pour
que LnT (Q) soit bien de´fini, il faut montrer que le groupe abe´lien obtenu ne de´pend pas de la
re´solution choisie et c’est la` qu’intervient le lemme 1.2.1 : si (X∗, d
X)→ Q et (Y∗, d
Y )→ Q sont
deux re´solutions projectives de Q, le lemme implique l’existence de morphismes de complexes de
A-modules FX∗ : X∗ → Y∗ et G
Y
∗ : Y∗ → X∗ au-dessus de l’identite´ Q→ Q. Comme F
X
∗ ◦G
Y
∗ et
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IdY∗ sont deux rele`vements de l’application identite´ surQ, ils doivent eˆtre homotopes c’est-a`-dire
qu’il existe une application H∗ : Y∗ → Y∗, de degre´ +1, ve´rifiant F
X
∗ ◦G
Y
∗ = IdY∗+d
YH∗+H∗d
Y
ce qui implique par fonctorialite´ et additivite´ de T :
H∗(T (F
X
∗ )) ◦H∗(T (G
Y
∗ )) = IdH∗(T (Y∗))
Le meˆme raisonnement permet d’e´tablir que H∗(T (G
Y
∗ )) est inverse a` gauche de H∗(T (F
X
∗ )), ce
qui prouve bien que les groupes abe´liens gradue´s H∗(T (X∗), T (d
X)) et H∗(T (Y∗), T (d
Y )) sont
isomorphes et que L∗T (Q) est bien de´fini.
De´finition 1.2.2. Dans le cas ou` le foncteur T est de la forme Q 7→ P ⊗A Q, ou` P est un
A-module a` droite fixe´, le n-ie`me foncteur de´rive´ de T e´value´ en un A-module Q se note
TorAn (P,Q)
De meˆme, si P est un A-module a` gauche, les foncteurs de´rive´s du foncteur Q 7→ HomA(P,Q)
se notent Ext∗A(P,Q).
1.2.2 Application au cas Hochschild/Chevalley-Eilenberg
Le but de cette sous-section est d’expliquer pourquoi la premie`re partie du the´ore`me 1.1.9
implique la seconde. Une re´solution du Ug-module a` gauche K est donne´e par la re´solution de
Chevalley-Eilenberg C∗(g). Le the´ore`me nous dit qu’en tensorisant cette re´solution avec Ug
e au-
dessus de Ug, le complexe obtenu est encore une re´solution, mais cette fois-ci du Ug-bimodule
Ug. Pour que cette ope´ration 2 ait un sens, il nous faut pre´ciser la structure de Ug-module a`
droite sur Uge en se donnant un morphisme d’alge`bres E : Ug → Uge et un carre´ commutatif
de la forme (1.1.1) avec A = Ug, B = Uge, QA = K et QB = Ug. C’est l’objet de la sous-section
suivante.
La structure d’alge`bre de Hopf sur Ug
Le lecteur de´sirant se familiariser avec la notion d’alge`bre de Hopf pourra consulter [Kas95]
pour un expose´ complet, ou se re´fe´rer a` l’appendice A. ou` sont rappele´s les principaux re´sultats
utilise´s dans la suite.
Nous avons de´ja de´fini le morphisme d’augmentation ǫ : Ug→ K et le produit µ : Ug⊗2 → Ug
en section 1.1.1. Il reste a` introduire le coproduit et l’antipode :
De´finition 1.2.3. Le coproduit de ∆ : Ug→ Ug⊗Ug est l’unique morphisme d’alge`bres ve´rifiant
∆(g) := g ⊗ 1 + 1⊗ g
pour tout g dans g ⊂ Ug. L’antipode S : Ug→ Ugop est l’unique morphisme d’alge`bres ve´rifiant
S(g) = −g
pour tout g dans g. L’augmentation de l’alge`bre Uge est le morphisme de Uge-modules a` gauche
ρ : Uge → Ug de´fini par ρ(x⊗ y) := µ(x⊗ y) pour tout x dans Ug et y dans Ugop.
2. Et la premie`re partie du the´ore`me 1.1.9.
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Notation 1.2.4. Dans la suite, nous aurons souvent recours a` la notation de Sweedler
consistant a` noter le coproduit ite´re´ k-fois d’un e´le´ment x de Ug sous la forme∑
(x)
x(1) ⊗ x(2) ⊗ · · · ⊗ x(k+1) := (∆⊗ Id⊗k−1) ◦ (∆⊗ Id⊗k−3) ◦ · · · ◦ (∆⊗ Id) ◦∆(x) ∈ Ug⊗k+1
En particulier,
∆(x) =
∑
(x)
x(1) ⊗ x(2)
Proposition 1.2.5. Le sextuplet (Ug, µ, η,∆, ǫ, S) est une alge`bre de Hopf cocomutative con-
nexe 3.
De´monstration. Ce re´sultat est de´montre´ dans [Kas95].
Il ne reste qu’a` de´finir le morphisme de changement d’anneau E promis :
De´finition 1.2.6. Le morphisme d’alge`bre E : Ug→ Uge est de´fini par
E := (Id⊗ S) ◦∆
Le changement de re´solution
Nous disposons donc du carre´ commutatif suivant
Ug ǫ //
E

K
η

Uge
ρ // Ug
(1.2.1)
qui ve´rifie les conditions E.1) et E.2) du the´ore`me de changement d’anneau 6.1 de Cartan-
Eilenberg et montre donc le point 1) du the´ore`me 1.1.9. En particulier, le complexe de Ug-
bimodules (Uge ⊗Ug C∗(g), Id⊗ d
CE) est une re´solution projective de Ug.
De´finition-Proposition 1.2.7. Le re´solution projective (Uge⊗UgC∗(g), Id⊗d
CE) est isomorphe
au complexe de Ug-bimodules (CK∗(Ug), d
K) de´fini en degre´ n par
CKn(Ug) := Ug⊗ Λ
ng⊗ Ug
et
dK(x⊗ g1 ∧· · ·∧ gn ⊗ y) :=
n∑
i=1
(−1)i+1(xgi ⊗ g1 ∧· · ·∧ gˆi ∧· · ·∧ gn ⊗ y − x⊗ g1 ∧· · ·∧ gˆi ∧· · ·∧ gn ⊗ giy)
+
∑
1≤i<j≤n
(−1)j+1x⊗ g1 ∧ · · · ∧ [gi, gj] ∧ gi+1 ∧ · · · ∧ gˆj ∧ · · · ∧ gn ⊗ y
pour tous x, y dans Ug et g1, ..., gn dans g. Ce complexe est appele´ re´solution de Koszul de
Ug.
3. Voir [Qui69] pour une de´finition de connexite´.
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Ainsi, nous disposons d’un complexe “plus petit” pour calculer l’homologie de Hochschild
de Ug, obtenu en tensorisant la re´solution de Koszul avec M au-dessus de Uge et dont il est
facile de voir qu’il est isomorphe 4 au complexe de Chevalley-Eilenberg a` coefficients dans le g-
moduleMad. De plus, le lemme 1.2.1 et les conside´rations qui le suivent affirment l’existence de
morphisme de complexes FK∗ : CK∗(Ug) → B∗(Ug) et G
B
∗ : B∗(Ug) → CK∗(Ug) relevant l’ap-
plication identite´ de Ug, et induisant des quasi-isomorphismes F∗ : C∗(g;M
ad) → CH∗(Ug;M)
et G∗ : CH∗(Ug;M)→ C∗(g;M
ad) inverses l’un de l’autre en homologie. En fait, il est possible
de donner explicitement un tel FK∗ :
Proposition 1.2.8. L’application FK∗ : CK∗(Ug)→ B∗(Ug) de´fnie en degre´ n par
FK∗ (x⊗ g1 ∧ g2 ∧ · · · ∧ gn ⊗ y) :=
∑
σ∈Σn
sgn(σ)x⊗ gσ(1) ⊗ gσ(2) ⊗ · · · ⊗ gσ(n) ⊗ y
pour tous x, y dans Ug et g1, ..., gn dans g est un morphisme de complexes de Ug-bimodules
au-dessus de Ug relevant l’application identite´ Ug → Ug. De plus, le quasi-isomorphisme F∗ :
C∗(g;M
ad) → CH∗(Ug;M) induit par F
K
∗ est l’application d’antisyme´trisation du the´ore`me
1.1.9.
De´monstration. Il est imme´diat de ve´rifier qu’en transportant FK∗ via les isomorphismes de
complexes de chaˆınes
θ : C∗(g;M
ad)
∼=
→ M ⊗Uge CK∗(Ug)
m⊗ g1 ∧ g2 ∧ · · · ∧ gn 7→ m⊗ 1⊗ g1 ∧ · · · ∧ gn ⊗ 1
(1.2.2)
et
θ′ : CH∗(Ug;M) → M ⊗Uge B∗(Ug)
m⊗ x1 ⊗ · · · ⊗ xn 7→ m⊗ 1⊗ x1 ⊗ · · · ⊗ xn ⊗ 1
(1.2.3)
l’application F∗ := (θ
′)−1 ◦ (Id ⊗ FK∗ ) ◦ θ : C∗(g;M
ad) → CH∗(Ug;M) est bien l’application
d’antisyme´trisation de Cartan-Eilenberg F∗ introduite au the´ore`me 1.1.9.
Il reste a` de´montrer que FK∗ commute aux diffe´rentielles, ce que nous faisons par un calcul
direct. Commenc¸ons par remarquer que comme toutes les applications en jeu sont des mor-
phismes de Ug-bimodules, il suffit de ve´rifier l’e´quation
dBFKn = F
K
n−1d
K , n ≥ 1
sur les e´le´ments de la forme 1 ⊗ g1 ∧ · · · ∧ gn ⊗ 1, avec g1, ..., gn dans g. Le terme de gauche
de l’e´quation donne, en utilisant le changement de variable σ 7→ σ ◦ (i, i + 1) dans la dernie`re
4. Voir la preuve de la proposition 1.2.8 suivante.
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somme de l’avant dernie`re ligne :
dBFKn (1⊗ g1 ∧· · ·∧ gn ⊗ 1) =
∑
σ∈Σn
sgn(σ)
(
gσ(1) ⊗· · ·⊗ gσ(n) ⊗ 1 + (−1)
n1⊗ gσ(1) ⊗· · ·⊗ gσ(n)
+
n−1∑
i=1
(−1)i1⊗ gσ(1) ⊗· · ·⊗ gσ(i−1) ⊗ gσ(i)gσ(i+1) ⊗· · ·⊗ gσ(n) ⊗ 1
)
=
∑
σ∈Σn
sgn(σ)
(
gσ(1) ⊗· · ·⊗ gσ(n) ⊗ 1 + (−1)
n1⊗ gσ(1) ⊗· · ·⊗ gσ(n)
)
+
n−1∑
i=1
(−1)i
∑
σ∈Σn
σ(i)<σ(i+1)
sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(i−1) ⊗ gσ(i)gσ(i+1) ⊗· · ·⊗ gσ(n) ⊗ 1
+
n−1∑
i=1
(−1)i
∑
σ∈Σn
σ(i)>σ(i+1)
sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(i−1) ⊗ gσ(i)gσ(i+1) ⊗· · ·⊗ gσ(n) ⊗ 1
=
(A′)︷ ︸︸ ︷∑
σ∈Σn
sgn(σ) gσ(1) ⊗· · ·⊗ gσ(n) ⊗ 1 +
(B′)︷ ︸︸ ︷
(−1)n
∑
σ∈Σn
sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(n)
+
(C′)︷ ︸︸ ︷
n−1∑
i=1
(−1)i
∑
σ∈Σn
σ(i)<σ(i+1)
sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(i−1)⊗ [gσ(i), gσ(i+1)]⊗· · ·⊗ gσ(n)⊗ 1
et celui de droite
FKn−1d
K(1⊗ g1 ∧· · ·∧ gn ⊗ 1) =
(A)︷ ︸︸ ︷
n∑
i=1
(−1)i+1
∑
σ∈Σn,σ(i)=i
sgn(σ)
(
gσ(i) ⊗ gσ(1) ⊗ · · · ⊗ gˆσ(i) ⊗ · · · ⊗ gσ(n) ⊗ 1
)
−
(B)︷ ︸︸ ︷
n∑
i=1
(−1)i+1
∑
σ∈Σn,σ(i)=i
sgn(σ)
(
1⊗ gσ(1) ⊗ · · · ⊗ gˆσ(i) ⊗ · · · ⊗ gσ(n) ⊗ gσ(i)
)
+
(C)︷ ︸︸ ︷∑
1≤k≤n
1≤σ(k)<j≤n
σ∈Σn
σ(j)=j
(−1)j+1sgn(σ)1⊗gσ(1)⊗· · ·⊗ gσ(k−1)⊗[gσ(k), gσ(j)]⊗· · ·⊗gˆσ(j)⊗· · ·⊗gσ(n)⊗1
Notons l’abus de notation dans la dernie`re somme (C) ou` l’on a passe´ sous silence, pour le
moment, le fait que k puisse eˆtre plus grand que j.
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Soit i entre 1 et n. La pre´composition par le i-cycle (1, 2, · · · , i− 1, i) de signature (−1)i+1
fournit une bijection
{σ ∈ Σn/σ(1) = i}
∼=
→ {σ ∈ Σn/σ(i) = i}
σ 7→ σ ◦ (1, 2, · · · , i− 1, i)
qui permet de re´crire le premier terme de l’expression pre´ce´dente, note´ (A), graˆce a` la multi-
plicativite´ du morphisme signature sgn :
(A) =
n∑
i=1
(−1)i+1
∑
σ∈Σn,σ(i)=i
sgn(σ)
(
gσ(i) ⊗ gσ(1) ⊗ · · · ⊗ gˆσ(i) ⊗ · · · ⊗ gσ(n) ⊗ 1
)
=
n∑
i=1
∑
σ∈Σn,σ(1)=i
sgn(σ)
(
gσ(1) ⊗ gσ(2) ⊗ · · · ⊗ · · · ⊗ gσ(n) ⊗ 1
)
=
∑
σ∈Σn
sgn(σ)
(
gσ(1) ⊗ gσ(2) ⊗ · · · ⊗ · · · ⊗ gσ(n) ⊗ 1
)
= (A′)
De meˆme, le second terme (B) se transforme a` l’aide du changement de variable σ 7→ σ◦(n, n−
1, · · · , i+ 1, i) :
(B) = −
∑
1≤i≤n
σ∈Σn,
σ(i)=i
(−1)i+1sgn(σ)
(
1⊗ gσ(1) ⊗ · · · ⊗ gˆσ(i) ⊗ · · · ⊗ gσ(n) ⊗ gσ(i)
)
= (−1)n
∑
1≤i≤n
σ∈Σn
σ(n)=i
sgn(σ)
(
1⊗ gσ(1) ⊗ · · · ⊗ gσ(n−1) ⊗ gσ(n)
)
= (−1)n
∑
σ∈Σn
sgn(σ)
(
1⊗ gσ(1) ⊗ · · · ⊗ gσ(n−1) ⊗ gσ(n)
)
= (B′)
Pour simplifier (C), utilisons d’abord le changement de variable σ 7→ σ◦(k+1, k+2, · · · , j−1, j)
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lorsque k < j, et σ 7→ σ ◦ (j, j + 1, · · · , k − 1) quand j < k :
(C) =
∑
1≤k≤n
1≤σ(k)<j≤n
σ∈Σn
σ(j)=j
(−1)j+1sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(j)]⊗· · ·⊗ gˆσ(j) ⊗· · ·⊗ gσ(n) ⊗1
=
∑
1≤k≤n
1≤σ(k)<j≤n
σ∈Σn
σ(j)=j
k≤j
(−1)j+1sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(j)]⊗· · ·⊗ gˆσ(j) ⊗· · ·⊗ gσ(n) ⊗1
+
∑
1≤k≤n
1≤σ(k)<j≤n
σ∈Σn
σ(j)=j
k>j
(−1)j+1sgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gˆσ(j) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(j)]⊗· · ·⊗gσ(n) ⊗1
=
∑
1≤k≤n−1
σ∈σn
σ(k)<σ(k+1)
k≤σ(k+1)
(−1)ksgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(k+1)]⊗ gσ(k+2) ⊗· · ·⊗ gσ(n) ⊗1
+
∑
2≤k≤n
σ∈σn
σ(k)<σ(k−1)
k>σ(k−1)
(−1)ksgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−2) ⊗ [gσ(k), gσ(k−1)]⊗gσ(k+1)⊗· · ·⊗gσ(n) ⊗1
Ensuite, le changement de variable k = j + 1 suivi de la pre´composition par la permutation
(j, j + 1) dans la deuxie`me somme donne
(C) =
∑
1≤k≤n−1
σ∈σn
σ(k)<σ(k+1)
k≤σ(k+1)
(−1)ksgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(k+1)]⊗ gσ(k+2) ⊗· · ·⊗ gσ(n) ⊗1
+
∑
1≤j≤n−1
σ∈σn
σ(j)<σ(j+1)
j>σ(j+1)
(−1)ksgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(j−1) ⊗ [gσ(j), gσ(j+1)]⊗gσ(j+2)⊗· · ·⊗gσ(n) ⊗1
=
∑
1≤k≤n−1
σ∈σn
σ(k)<σ(k+1)
(−1)ksgn(σ)1⊗ gσ(1) ⊗· · ·⊗ gσ(k−1) ⊗ [gσ(k), gσ(k+1)]⊗ gσ(k+2) ⊗· · ·⊗ gσ(n) ⊗1
= (C ′)
Pour conclure il suffit d’observer que
FKn−1d
K(1⊗g1∧· · ·∧gn⊗1) = (A)+(B)+(C) = (A
′)+(B′)+(C ′) = dBFKn (1⊗g1∧· · ·∧gn⊗1)
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Remarque 1.2.9. Une de´monstration par re´currence de la commutation de l’application d’an-
tisyme´trisation aux diffe´rentielles de Hochschild et de Chevalley-Eilenberg se trouve dans Loday-
Cyclic-Homology. Elle utilise le fait que l’endomorphisme adjoint adg de CH∗(Ug;M) associe´ a`
tout e´lement g de g est homotope a` l’application nulle.
Nous venons d’e´tablir que l’application d’antisyme´trisation F∗ de Cartan-Eilenberg provient
d’un rele`vement, au-dessus du morphisme identite´ de Ug, de la re´solution de Koszul vers la bar-
re´solution. Par conse´quent le lemme fondamental 1.2.1 implique que F∗ un quasi-isomorphisme,
ce qui prouve le point 2. du the´ore`me 1.1.9. Une autre conse´quence “gratuite” du lemme est
l’existence d’un quasi-isomorphisme G∗ : CH∗(Ug;M)→ C∗(g;M
ad), inverse de F∗ en homolo-
gie, constructible de la meˆme fac¸on a` partir d’un rele`vement de l’identite´, cette fois-ci de la
bar-re´solution en direction de celle de Koszul. Ceci re´pond positivement a` la premie`re partie
question 0.0.1, mais toute la difficulte´ est de construire un tel rele`vement : la sous-section qui
suit explique comment y reme´dier si l’on admet l’existence d’une contraction de la re´solution
de Koszul.
1.2.3 Strate´gie de construction d’un quasi-inverse
Dans cette sous-section, g est une alge`bre de Lie K-libre, de sorte que toutes les con-
side´rations pre´ce´dentes s’appliquent. Plus particulie`rement, tout rele`vement GB∗ : B∗(Ug) →
CK∗(Ug) au-dessus de l’application identite´ de Ug induira le quasi-isomorphismeG∗ : CH∗(Ug;M)
≃
→
C∗(g;M
ad) quasi-inverse de F∗ recherche´. De plus, comme CK∗(Ug) est une re´solution de Ug,
nous savons que c’est un complexe acyclique. Afin de construire G∗, nous allons admettre que
la re´solution de Koszul posse`de une propriete´ plus forte que l’acyclicite´ : la contractibilite´.
Ainsi, supposons l’existence d’une contraction 5 h : CK∗(Ug) → CK∗(Ug) de degre´ +1 et
ve´rifiant l’e´quation
hdK + dKh = IdCK∗(Ug) (1.2.4)
Alors il est tentant de de´finir un morphisme de complexes G˜∗ : B∗(Ug) → CK∗(Ug) par
re´currence sur le degre´ faisant commuter le diagramme
Bn(Ug)
G˜n //
dB

CKn(Ug)
Bn−1(Ug)
G˜n−1
// CKn−1(Ug)
h
OO
pour tout entier n > 0, c’est-a`-dire en posant
G˜0 := Id : Ug⊗ Ug→ Ug⊗ Ug
et
G˜n := h ◦ G˜n−1 ◦ d
B , n > 0 (1.2.5)
5. Nous renvoyons a` l’appendice A pour les de´finitions de complexe contractile et de complexe acyclique.
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Comme dB est de carre´ nul, G˜n = 0 pour tout n > 1 et d
KG˜1 = G˜0d
B, donc G˜∗ est un
morphisme de complexes de K-modules. Mais un proble`me subsiste : la contraction h n’e´tant
pas, a` priori, Uge-line´aire 6, il n’y aucune raison pour que G˜1 = hd
B le soit, ce qui montre que
G˜∗ ne convient pas. Cependant, il est possible de forcer la Ug
e-line´arite´ de la manie`re suivante
pour obtenir le quasi-inverse de F∗ recherche´ :
Proposition 1.2.10. L’application line´aire gradue´e GB∗ : B∗(Ug) → CK∗(Ug) de´finie par
re´currence sur le degre´ n par
GB0 := Id : Ug⊗ Ug→ Ug⊗ Ug
et
GBn (x⊗ x1 ⊗ · · · ⊗ xn ⊗ y) := x
(
hGn−1d
B(1⊗ x1 ⊗ · · · ⊗ xn ⊗ 1
)
y , ∀n > 1 (1.2.6)
pour tous x, y, x1, ..., xn dans Ug, est un morphisme de complexes de Ug-bimodules qui in-
duit, en le tensorisant avec l’application identite´ de M au-dessus de Uge et en utilisant les
identifications θ et θ′ donne´es par (1.2.2) et (1.2.3), un quasi-isomorphisme
G∗ : CH∗(Ug;M)→ C∗(g;M
ad)
inverse de F∗ en homologie. De la meˆme manie`re, G
B
∗ induit un quasi-inverse de l’application
F ∗ au niveau des complexes de cohomologie :
G∗ : C∗(g;Mad)→ CH∗(Ug;M)
De´monstration. Comme GB∗ est un rele`vement de l’identite´ de Ug ⊗ Ug, cela implique que G∗
est ne´ce´ssairement un quasi-isomorphisme. Le fait que ce dernier soit bien de´fini vient de la
Uge-line´arite´ de GB∗ . Montrons par re´currence sur n que G
B
∗ commute aux diffe´rentielles. Posons
dB−1 = µ : Ug⊗ Ug→ Ug et G
B
−1 := IdUg.
– Initialisation : Il est clair que GB0 = IdUg⊗2 et G
B
−1 ve´rifient
dKGB0 = G
B
−1d
B
– He´re´dite´ : Supposons que pour un certain entier n,
dKGBn = G
B
n−1d
B
Alors, pour tous x, y, x1, ..., xn+1 dans Ug, la line´arite´ des diffe´rentielles et l’e´galite´ (1.2.4)
impliquent :
dKGBn+1(x⊗ x1 ⊗ · · · ⊗ xn+1 ⊗ y) :=x
(
dKhGBn d
B(1⊗ x1 ⊗ · · · ⊗ xn+1 ⊗ 1)
)
y
=x
(
(Id− hdK)GBn d
B(1⊗ x1 ⊗ · · · ⊗ xn+1 ⊗ 1)
)
y
=x
(
(GBn d
B − hGBn−1(d
B)2︸ ︷︷ ︸
=0
)(1⊗ x1 ⊗ · · · ⊗ xn+1)
)
y
=GBn d
B(x⊗ x1 ⊗ · · · ⊗ xn+1 ⊗ y)
ce qui prouve que la commutation de GB∗ aux diffe´rentielles est he´re´ditaire.
6. Si elle l’e´tait, cela impliquerait que l’alge`bre Ug n’aurait pas d’homologie ni de cohomologie en degre´s
strictement positifs quels que soient les coefficients choisis.
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Nous voyons donc que pour construire “explicitement” un quasi-inverse de l’application
d’antisyme´trisation, il suffit de connaˆıtre un contraction du complexe de Koszul de Ug. Le
chapitre suivant s’attache donc a` produire une telle contraction.
Chapitre 2
Contraction du complexe de Koszul
Dans ce chapitre, nous nous inte´ressons au cas au cas ou` K = R, pour lequel l’existence d’un
quasi-inverse G∗ a` F∗ est garantie du fait que R est un corps. La seconde partie de la question
0.0.1 reste cependant non triviale ce qui motive notre e´tude.
2.1 Contraction du complexe de Chevalley-Eilenberg
Dans toute cette section g est une alge`bre de Lie de dimension finie 1 m sur R. G est un
groupe de Lie 2 dont l’e´le´ment neutre est note´ e, le produit µG : G × G → G, et dont l’espace
tangent en l’e´le´ment neutre TeG s’identifie a` g. L’existence d’un tel groupe est assure´e par le
troisie`me the´ore`me de Lie. La diagonale de G est l’application ∆G : G → G × G qui envoie z
dans G sur (z, z) dans G×G.
Afin d’obtenir la contraction h de la re´solution de Koszul de Ug e´voque´e au chapitre
pre´ce´dent, nous allons dans un premier temps contracter la re´solution de Chevalley-Eilenberg
de g. A cette fin, il est utile d’interpre´ter “ge´ome´triquement” C∗(g), en l’exhibant comme sous-
complexe du complexe des courants sur le groupe de Lie G.
2.1.1 Interpre´tation ge´ome´trique de C∗(g)
Il est bien connu (voir [Lod98], [FOT08] et [Nee04] pour des coe´fficients arbitraires) que
le complexe de cohomologie de Chevalley-Eilenberg a` coefficients triviaux (i.e dans R) est iso-
morphe au complexe des formes de De Rham sur G invariantes a` gauche. C’est pourquoi il est
le´gitime de chercher une interpre´tation analogue de la re´solution de Chevalley-Eilenberg comme
sous-complexe d’un complexe de chaˆınes ge´ome´trique. Or, comme les “coefficients” de C∗(g) sont
Ug et non pas C∞(G), l’approche na¨ıve qui consiste a` tenter de voir la re´solution de Chevalley-
Eilenberg comme un complexe de champs de multi-vecteurs, dont les formes diffe´rentielles
sont duales, ne semble pas pertinente, alors que la notion de courant, duale de celle de forme
1. Sauf mention explicite du contraire.
2. Un germe de groupe de Lie suffit.
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diffe´rentielle, paraˆıt mieux adapte´e dans la mesure ou` un 0-courant ponctuel semble vivre na-
turellement dans Ug. Le but de cette sous-section est de donner un sens pre´cis a` ce qui vient
d’eˆtre dit.
Distributions et ope´rateurs diffe´rentiels invariants a` gauche
L’alge`bre enveloppante Ug est une alge`bre de Hopf qui posse`de plusieurs interpre´tations
ge´ome´triques, dont une en termes de distributions ponctuelles et une autre en termes d’ope´rateurs
diffe´rentiels invariants a` gauche, que nous rappelons ici. A` cette fin, nous noterons C∞e (G) l’es-
pace vectoriel des germes de fonctions en e sur G obtenu en quotientant l’espace des fonctions
C∞ de´finies sur un voisinage de e par la relation d’e´quivalence qui consiste a` co¨ıncider sur un
voisinage e´ventuellement plus petit de e. L’ide´al (maximal) de C∞e (G) engendre´ par les germes
de fonction s’annulant en e sera note´ m. Rappelons que multiplication a` gauche par un e´le´ment
de z de G est un diffe´omorphisme de G dans lui-meˆme que nous e´crirons Lz : G→ G.
De´finition 2.1.1. Une distribution ponctuelle en e sur G est une forme line´aire D, con-
tinue pour la topologie m-adique, sur l’espace des germes de fonctions en e, c’est-a`-dire qu’il
existe un entier r tel que D s’annule sur mr. L’ensemble des distributions ponctuelles en e,
provisoirement note´ U , est une bige`bre pour le produit de convolution des distributions
· de´fini par
D ·D′(f¯) = D ⊗D′(f ◦ µG) := D(z 7→ D
′(f ◦ Lz))
pour tout germe de fonction f¯ en e, et pour toutes distributions D et D′. Le coproduit δ : U →
U ⊗ U est de´fini par
δ(D)(f¯) = D(f ◦∆G)
pour tout germe f en (e, e) sur G × G et toute distribution ponctuelle D sur G. Pour que
l’e´galite´ pre´ce´dente de´finisse δ(D), il faut voir que U⊗U s’identifie aux distributions ponctuelles
supporte´es en (e, e) sur G×G. On pourra consulter [Ser06] a` cet effet.
Proposition 2.1.2. Les bige`bres Ug et U sont isomorphes et seront identifie´es par la suite.
De´monstration. Une de´monstration de ce re´sultat est donne´e dans [Ser06]. L’isomorphisme est
induit par l’application g→ U qui a` un vecteur tangent associe lui meˆme vu comme de´rivation
ponctuelle de l’alge`bre des germes de fonctions en e.
Il existe une autre interpre´tation de l’alge`bre enveloppante comme alge`bre des ope´rateurs
diffe´rentiels invariants a` gauche.
De´finition 2.1.3. Soit g un vecteur de g. Le champ de vecteurs invariant a` gauche
engendre´ par g, note´ Xg, est le champ de vecteurs sur G de´fini par
Xg(a) := TeLa(g)
pour tout a dans G.
On note U ′ la sous-alge`bre unitaire de EndR(C
∞(G)) (dont le produit est la composition des
endomorphismes R-line´aires de l’espace vectoriel C∞(G)) engendre´e par les champs de vecteurs
invariants a` gauche, i.e. de la forme Xg pour un certain g dans g.
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Un ope´rateur diffe´rentiel est une somme de fonctions et de compose´es de champs de
vecteurs. U ′ est donc l’alge`bre des ope´rateurs diffe´rentiels invariants a` gauche sur G (Les
scalaires de U ′ correspondent au fonctions invariantes a` gauche donc constantes).
Remarque 2.1.4. Une de´finition plus pre´cise des ope´rateurs diffe´rentiels se trouve, par exem-
ple, dans [God04].
Proposition 2.1.5. L’application Ug → U ′ qui a` une classe de monoˆme g1g2 · · · gn dans Ug
associe l’ope´rateur diffe´rentiel invariant a` gauche Xg1 ◦ Xg2 ◦ · · · ◦ Xgn est un isomorphisme
d’alge`bres.
De´monstration. Voir [God04].
Le lemme technique suivant sera utilise´ par la suite. Il lie les deux interpre´tations du produit
sur Ug :
Lemme 2.1.6. Soient x un e´le´ment de Ug, g dans g et f un germe de fonction en e sur G.
Alors, en utilisant la proposition 2.1.2
x(Xgf) = xg(f)
De´monstration.
xg(f) = x⊗ g(f ◦ µG) = x(a 7→ g(b 7→ f(ab))) = x(a 7→ (Xgf)(a)) = x(Xgf)
Inclusion dans le complexe des courants
Notons Ωne (G) l’espace des germes de n-formes en e sur G.
De´finition 2.1.7. Un n-courant supporte´ en e est une forme line´aire sur Ωne (G). Le com-
plexe des courants (supporte´s en e) sur G est le R-espace vectoriel gradue´ Λ∗G :=
Ω∗e(G)
∨ := HomR(Ω
∗
e(G),R) muni de la diffe´rentielle d
∨
DR, duale de celle de De Rham existant
sur les formes diffe´rentielles.
Le complexe de Chevalley-Eilenberg associe´ a` g peut eˆtre vu comme sous-complexe du
complexe des courants supporte´s en e : Soit x ⊗ g1 ∧ · · · ∧ gn un tenseur e´le´mentaire dans
Ug⊗ Λng. Posons
R(x⊗ g1 ∧ · · · ∧ gn)(ω¯) := x (z 7→ ωz(Xg1(z), · · ·Xgn(z)))
pour tout germe de n-forme ω¯. Ici, x ∈ Ug est vu comme distribution ponctuelle en e sur G. Il
est clair que ce nombre ne de´pend pas du repre´sentant ω choisi.
Proposition 2.1.8. L’application
R : C∗(g) → Λ∗(G)
x⊗ g1 ∧ · · · ∧ gn 7→
(
ω¯ 7→ R(x⊗ g1 ∧ · · · ∧ gn)(w)
)
est un morphisme injectif de complexes de chaˆınes.
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De´monstration. Commenc¸ons par ve´rifier que R commute aux diffe´rentielles. Il suffit d’utiliser
la formule intrinse`que du bord de De Rham :
dDRω(X1, X2, · · · , Xn) =
n∑
i=1
(−1)i+1Xiω(X1, · · · , Xˆi, · · · , Xn)
+
∑
1≤i<j≤n
(−1)j+1ω(X1, · · · , [Xi, Xj], · · · , Xˆj, · · · , Xn)
pour tout germe de n− 1-forme ω¯. En effet, si x est dans Ug et g1, ..., gn dans g, le lemme 2.1.6
permet d’e´crire :
d∨DRR(x⊗ g1 ∧ · · · ∧ gn)(ω¯) := x (dDRω(Xg1 , · · · , Xgn))
=
n∑
i=1
(−1)i+1x(Xgiω(Xg1 , · · · , Xˆgi , · · · , Xgn))
+
∑
1≤i<j≤n
(−1)j+1x(ω(Xg1 , · · · , [Xgi , Xgj ], · · · , Xˆgj , · · · , Xgn))
=
n∑
i=1
(−1)i+1xgi(ω(Xg1 , · · · , Xˆgi , · · · , Xgn))
+
∑
1≤i<j≤n
(−1)j+1x(ω(Xg1 , · · · , X[gi,gj ], · · · , Xˆgj , · · · , Xgn))
= RdCE(x⊗ g1 ∧ · · · ∧ gn)(w¯)
Pour de´montrer l’injectivite´, choisissons une carte ψ := (x1, · · · , xm) centre´e en e et de´finie
sur le voisinage ouvert U de e sur lequel le logarithme est e´galement de´fini, notons e1 :=
∂
∂x1
,
..., em :=
∂
∂xm
la base de g qui s’en de´duit et e1, ..., em la base duale de g∨ associe´e. Rappelons
que le fibre´ cotangent de G se trivialise graˆce aux translations a` gauche :
T ∗G → G× g∨
(z, ω) 7→ (z, ω ◦ TeLz)
pour tout z dans G et ω dans T ∗zG. Cette identification induit un isomorphisme
Ωne (G) ≃ C
∞
e (G)⊗ Λ
ng∨
Ainsi, tout germe de n-forme sur G a un repre´sentant qui s’e´crit, via l’isomorphisme pre´ce´dent,
sous la forme ∑
|I|=n
fI ⊗ e
I
ou` I parcourt tous les n-uplets ordonne´s (i1 < i2 < · · · < in) dans {1, · · · ,m}
n, les fI sont des
fonctions sur G, et la notation eI de´signe le vecteur de base ei1 ∧ ei2 ∧ · · · ∧ ein de Λng∨ lorsque
I = (i1, · · · , in).
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En notant eJ le n-polyvecteur ej1 ∧ ej2 ∧ · · · ∧ ejn associe´ a` un multi-indice J := (j1, · · · , jn),
il est clair que
R(x⊗ eJ)(
∑
|I|=n
fI ⊗ e
I) = x(fJ) (2.1.1)
Pour tout multi-indice α := (α1, α2, · · · , αm) de Nm, soit Dα la distribution ponctuelle
de´finie par
Dα(f¯) :=
1
α!
∂|α|(f ◦ ψ−1)
∂xα11 · · · ∂x
αm
m
(0, · · · , 0)
pour tout germe de fonction f¯ en e. Ici, |α| := α1+ · · ·+αm et α! := α1!α2! · · ·αm!. Il est clair
3
que la famille {Dα}α∈Nm est une base de Ug. Si f
β de´signe la fonction z 7→ x1(z)
β1x2(z)
β2 · · · xm(z)
βm
de´finie sur U pour tout multi-indice β := (β1, · · · , βm), alors
Dα(fβ) =
{
1 si α = β
0 sinon.
En combinant l’e´galite´ pre´ce´dente et l’e´quation (2.1.1) avec x := Dα, il vient
R(Dα ⊗ eI)(f
β ⊗ eJ) =
{
1 si (α, I) = (β, J)
0 sinon.
La famille {fβ⊗eJ}(β,J) est donc duale a` la base {(D
α⊗eI}(α,I) de Cn(g) via R, ce qui implique
que les R(Dα ⊗ eI) sont line´airements inde´pendants, d’ou` l’injectivite´ de R.
Remarque 2.1.9. [D. Calaque]
Rappelons que m est l’ide´al maximal de C∞e (G) constitue´ des germes fonctions s’annulant
en l’e´le´ment neutre.
Ω∗e(G) est un complexe de C
∞
e (G)-modules que l’on peut munir de la topologie m-adique
en de´clarant que les sous-modules mnΩ∗e(G) forment une base de voisinage de 0. L’application
R permet alors d’identifier la re´solution de Chevalley-Eilenberg au sous-complexe des courants
ponctuels continus sur G c’est a` dire des formes line´aires sur Ω∗e(G) continues pour la topologie
m-adique.
2.1.2 Transfert de l’homotopie de Poincare´
Dans cette sous-section, nous allons rappeler comment l’exactitude du complexe des courants
ponctuels s’obtient en construisant l’homotopie de Poincare´ sur les germes de formes diffe´rentielles,
puis de´montrer que cette dernie`re, ou plutoˆt son dual, se restreint au sous-complexe C∗(g) pour
fournir une contraction du complexe de Chevalley-Eilenberg de g qui s’exprime par une formule
intrinse`que 4 graˆce a` la structure d’alge`bre de Hopf sur Ug.
3. On pourra consulter [God04] pour plus de de´tails.
4. C’est-a`-dire n’utilisant pas le groupe de Lie G qui inte`gre g.
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Exactitude du complexe des courants ponctuels
Le complexe des germes de formes diffe´rentielles en un point p d’une variete´ diffe´rentiable
M est toujours exact : c’est le lemme dit “de Poincare´”.
Lemme 2.1.10. Soient M une variete´ diffe´rentiable et U un ouvert de M . Supposons que U se
contracte sur un de ses points p, c’est-a`-dire qu’il existe une homotopie (diffe´rentiable, laissant
fixe p) ϕ : [0, 1]×U → U entre l’application identite´ sur U et l’application constante et e´gale a`
p sur U . Posons
sω =
∫ 1
0
dt ι ∂
∂t
ϕ∗ω
pour toute n-forme ω de´finie sur un ouvert V inclus dans U , ou` la notation ιX de´signe le
produit inte´rieur avec le champ de vecteur X. Alors sω est une (n− 1)-forme de´finie sur U et
l’application de degre´ −1
s : Ω∗p(M) → Ω
∗
p(M)
ω¯ 7→ sω
(2.1.2)
est une contraction du complexe Ω∗p(M), c’est-a`-dire qu’elle ve´rifie
sdDR + dDRs = IdΩ∗p(M)
Le repre´sentant ω du germe ω¯ apparaissant dans (2.1.2) est e´videmment choisi de´fini sur un
ouvert inclus dans U .
Comme tout point d’une variete´ admet un voisinage contractile, il s’ensuit :
Corollaire 2.1.11. Pour toute variete´ M et tout point p de M , le complexe Ω∗p(M) est con-
tractile. Une homotopie est fournie par l’application s du lemme de Poincare´ 2.1.10. De plus,
le complexe des courants en p sur M est contractile et une homotopie est donne´e par s∨, l’ap-
plication duale a` s, de degre´ +1.
Dans le cas ou` M = G, il existe une contraction particulie`re donne´e par l’application
exponentielle. Soit V un ouvert de g contenant 0 sur lequel l’exponentielle est injective et
notons U l’ouvert (contenant e) image de V . Ainsi, exp : V → U est un diffe´omorphisme, dont
on note ln : U → V l’inverse.
De´finition 2.1.12. La contraction canonique associe´e au groupe G est l’application ϕ :
[0, 1]× U → U de´finie par
ϕ(t, a) := exp(t lna)
pour tous t dans [0, 1] et a dans U .
Contraction induite sur le complexe de Chevalley-Eilenberg
L’objectif de cette sous-section est de transfe´rer la contraction du complexe des courants
sur le sous-complexe C∗(g). La sous-section 2.1.1 permet de traduire l’application ∆G (resp.
µG) sur le groupe en coproduit ∆ (resp. produit µ de convolution des distributions) sur Ug.
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Afin de transporter l’homotopie s∨ sur le complexe de Chevalley-Eilenberg, il faut e´tendre ce
dictionnaire, en particulier aux applications diffe´rentiables de G dans lui-meˆme qui laissent
stable e.
De´finition 2.1.13. Soit f : V → W une application diffe´rentiable entre deux ouverts V et W
de deux variete´s diffe´rentiables M et N . Si p est un point de V , l’application induite en p
par f est l’application line´aire f∗ : Cp(M)
∨ → Cf(p)(N)
∨ de´finie par
f∗D(h¯) := D(h ◦ f)
pour toute forme line´aire D sur Cp(M) et pour tout germe de fonction h¯ dans Cf(p)(N). Dans
le cas ou` M = N = G et f(e) = e, l’application f∗ se restreint a` Ug en un endomorphisme de
coge`bre, encore note´ f∗.
L’interpre´tation de la contraction canonique ϕ de´finie en 2.1.12 au niveau des distributions
passe par l’introduction du produit de convolution sur les endomorphismes de Ug :
De´finition 2.1.14. Soient f et g deux R-endomorphismes de Ug. Leur produit de convolu-
tion est l’endomorphisme f ⋆ g de´fini par
f ⋆ g := µ(f ⊗ g)∆
Il est clair que (EndR(Ug),+, ⋆) est une alge`bre associative et que l’e´le´ment neutre du produit de
convolution est l’endomorphisme ηǫ. La projection canonique de Ug est l’application line´aire
pr : Ug→ Ug de´finie par
pr :=
∑
k≥1
(−1)k+1
k
(Id− ηǫ)⋆k
L’emploi du mot projection est justifie´ par la proposition suivante :
Proposition 2.1.15. La projection canonique, est a` valeur dans g ⊂ Ug. Elle ve´rifie les iden-
tite´s
pr⋆p ◦ pr⋆q =
{
pr⋆p si p = q
0 sinon
(2.1.3)
pour tous p et q entiers, ainsi que
pr|g = Idg
De´monstration. Consulter [Reu93].
Remarque 2.1.16. Les pr⋆p, lorsque p parcourt N, forment une famille d’idempotents deux a`
deux orthogonaux et portent le nom d’idempotents eule´riens dans [Lod98] et [Reu93].
Proposition 2.1.17. Soit t dans [−1, 1]. Alors
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1. L’endomorphisme de coge`bre (ϕt)∗ : Ug→ Ug induit par l’application diffe´rentiable
ϕt : U → U
a 7→ ϕ(t, a)
ou` ϕ est la contraction canonique de´finie au 2.1.12, est l’endomorphisme de coge`bre φt
de´fini par
φt =
∑
n≥0
tn
n!
pr⋆n
2. Pour tout s dans [−1, 1],
φs ◦ φt = φst
En particulier, l’antipode S = φ−1 ve´rifie
S ◦ φt = φ−t
3. Pour tout s dans [−1, 1],
φt ⋆ φs = φs+t
Avant de de´montrer la proposition, nous allons e´tablir deux lemmes qui donnent les in-
terpre´tations des applications ln : U → V et exp : V → U en termes de morphismes de
coge`bres :
Lemme 2.1.18. L’application ln∗ : Ug→ Sg induite par le logarithme est donne´e par
ln∗ =
∑
k≥0
1
k!
pr⋆k (2.1.4)
ou` la convolution ⋆ est a comprendre dans HomR(Ug, Sg).
De´monstration du lemme 2.1.18. Rappelons que Sg est la coge`bre cocommutative connexe
(Voir [Qui69] et [Lod08] pour une de´finition ge´ne´rale de la connexite´) colibre engendre´e par
g. Ainsi, tout morphisme R-line´aire f : Ug → g (qui envoie 1 sur 0) se prolonge de manie`re
unique en un morphisme de coge`bres fˆ : Ug→ Sg faisant commuter le diagramme
Ug
fˆ //
f
!!B
B
B
B
B
B
B
B
Sg
proj

g
(2.1.5)
ou` proj : Sg→ g est la projection canonique sur le facteur de degre´ 1. De plus, fˆ s’obtient en
appliquant la formule (2.1.4) en remplacant pr par f .
En fait proj peut eˆtre comprise comme l’application induite par l’ope´rateur de diffe´rentiation
au point 0 au niveau des germes de fonction sur g : Si est h¯ est un germe de fonction dont h
est un repre´sentant de´fini sur V , la diffe´rentielle en 0 d0h : T0g = g → R est encore de´finie
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sur V , et meˆme sur g toute entie`re, et repre´sente donc un germe en 0. Ceci permet de de´finir
l’endomorphisme d0 de C0(g), qui induit l’endomorphisme d
∗
0 de Sg au niveau des distributions.
Il est facile de ve´rifier que d∗0 et proj co¨ıncident (une application line´aire a pour diffe´rentielle
seconde l’application nulle).
Ainsi, comme ln∗ est un morphisme de coge`bres, de´montrer le lemme revient a` de´montrer
la commutativite´ du diagramme
Ug
pr
!!B
B
B
B
B
B
B
B
ln∗ // Sg
d∗0

g
– Cas ou` g =Mp(R) est une alge`bre de matrices :
Dans ce cas on choisit G = GLp(R). L’application logarithme est alors donne´e par
lnz =
∑
i≥1
(−1)i+1
i
(z − e)i =
∑
i≥1
(−1)i+1
i
i∑
k=0
(
i
k
)
(−1)i−kzk
pour toute matrice z de GLp(R), ou` le produit est celui des matrices et e la matrice
identite´. Ainsi, pour toute fonction h de´finie sur V et pour tout x dans Ug, en notant inc
l’inclusion de GLp(R) dans Mp(R), il vient
(d∗0ln∗x)(h) = x(d0h ◦ ln)
=
∑
i≥1
(−1)i+1
i
i∑
k=0
(
i
k
)
(−1)i−kx(z 7→ d0h(inc z
k))
=
∑
i≥1
(−1)i+1
i
i∑
k=0
(
i
k
)
(−1)i−kx(z 7→ d0h ◦ inc z
k)
Or l’application z 7→ zk n’est rien d’autre que la puissance k-ie`me de l’identite´ de GLp(R)
pour le produit de convolution, d’ou`
(d∗0ln∗x)(h) =
∑
i≥1
(−1)i+1
i
i∑
k=0
(
i
k
)
(−1)i−kId⋆k(x)(z 7→ d0h ◦ inc z)
= prx(d0h ◦ inc)
= prx(d0h)
= prx(h)
car, comme prx est dans g et d0h : g→ R est line´aire, prx(d0h◦inc) = d0h(prx) = prx(h).
– Cas ou` g est arbitraire :
Par le the´ore`me d’Ado [Jac62], g s’identifie a` une sous-alge`bre de Lie d’une alge`bre de
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matrices Mp(R), c’est-a`-dire qu’il existe un morphisme injectif d’alge`bres de Lie ρ : g →
Mp(R). L’ouvert U ⊂ G peut eˆtre choisi assez petit pour eˆtre isomorphe, comme groupe
de Lie local, a` un ouvert (contenant la matrice identite´ e et que nous noterons encore
U) du sous-groupe de GLp(R) qui inte`gre g
ρ
→֒ Mp(R). Ceci donne lieu a` un diagramme
commutatif
U ⊂ G _

ln // V ⊂ g
 _
ρ|V

GLp(R)
ln //Mp(R)
ou` les fle`ches horizontales sont des injections (l’une de groupes et l’autre d’alge`bres de
Lie). En appliquant le foncteur “distributions supporte´es en l’e´le´ment neutre”, on en
de´duit le diagramme commutatif suivant
g
ρ

Ug
proooo ln∗ //
_
i

Sg
_
j

Mp(R) UMn(R)
proooo ln∗ // SMp(R)
,
ou` i := Uρ et j := Sρ sont des morphismes d’alge`bres de Hopf injectifs et les fle`ches
horizontales du carre´ de droite des isomorphismes de coge`bres. L’application ln∗ : Ug →
Sg est la seule application line´aire faisant commuter le carre´ de droite du diagramme
pre´ce´dent. Or un calcul direct utilisant que j|g = i|g = ρ nous montre que
j ◦
∑
k≥0
1
k!
pr⋆k =
∑
k≥0
1
k!
pr⋆k ◦ i = ln∗ ◦ i
ou` la deuxie`me e´galite´ se de´duit du lemme applique´ aux alge`bres de matrices, de´montre´
pre´ce´demment. Par unicite´,
ln∗ =
∑
k≥0
1
k!
pr⋆k
sur Ug.
De la meˆme manie`re, une formule alge´brique permet de calculer l’application exp∗ : Sg→ Ug
induite sur les distributions par l’exponentielle :
Lemme 2.1.19. L’isomorphisme de coge`bres exp∗ : Sg → Ug induit par l’application ex-
ponentielle V ⊂ g → U ⊂ G est l’application de syme´trisation de Poincare´-Birkhoff-Witt
β : Sg→ Ug : elle est donne´e sur tout tenseur e´le´mentaire g1g2 · · · gp de longueur p par
exp∗(g1g2 · · · gp) =
∑
σ∈Σp
gσ(1)gσ(2) · · · gσ(p) =: β(g1g2 · · · gp) (2.1.6)
ou` Σp est le groupe des permutations de l’ensemble {1, 2, · · · , p}.
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De´monstration du lemme 2.1.19. Comme exp ◦ ln = IdU et ln ◦ exp = IdV , les isomorphismes
de coge`bres exp∗ et ln∗ sont inverses l’un de l’autre. Il suffit donc de montrer que β est inverse a`
gauche de ln∗ en utilisant l’e´galite´ (2.1.4) du lemme pre´ce´dent. Soit x un e´le´ment de Ug. Comme
pr⋆k(x) est une somme de tenseurs e´le´mentaires de longueur k pour tout entier k, il vient
β ◦ ln∗(x) =
∑
k≥0
∑
(x)
∑
σ∈Σk
1
k!2
pr x(1)pr x(2) · · · pr x(k)
Soit p un entier. Par cocommutativite´ du coproduit sur Ug, nous avons
β ◦ pr⋆p(x) =
∑
(x)
β(pr(x(1))pr(x(2)) · · · pr(x(p)))
=
∑
(x)
1
p!
∑
σ∈Σp
pr(x(σ(1)))pr(x(σ(2))) · · · pr(x(σ(p))) =
∑
(x)
pr(x(1))pr(x(2)) · · · pr(x(p)) = pr⋆p(x)
ou` la premie`re convolution s’effectue dans HomR(Ug, Sg) et la dernie`re dans EndR(Ug). Ainsi
β ◦ ln∗ =
∑
p≥0
1
p!
pr⋆p
Dans l’alge`bre de convolution (EndR(Ug), ⋆, ηǫ), l’e´le´ment Id − ηǫ est localement nilpotent ce
qui permet de de´finir un morphisme d’alge`bres
π : Q[[X]] → EndR(Ug)
X 7→ Id− ηǫ
qui commute aux ope´rations de composition. Il est clair que
pr = π(ln(1 +X)) := π(
∑
k≥1
(−1)k+1
k
Xk)
β ◦ ln∗ =
∑
p≥0
1
p!
pr⋆k = π(exp(ln(1 +X)))
Or exp(ln(1 +X)) = 1 +X dans Q[[X]], d’ou`
β ◦ ln∗ = ηǫ+ Id− ηǫ = Id
ce qui ache`ve la de´monstration du lemme.
De´monstration de la proposition 2.1.17. En remarquant que l’application αt : g→ g qui envoie
tout g dans g sur tg induit l’endomorphisme de bige`bre (αt)∗ : Sg→ Sg ve´rifiant
(αt)∗(g1g2 · · · gn) = t
pg1g2 · · · gp
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pour tout tenseur e´le´mentaire g1g2 · · · gp de longueur p dans Sg, et en utilisant les lemmes 2.1.18
et 2.1.19, il est clair que
(ϕt)∗ = (exp ◦ αt ◦ ln)∗ = (exp)∗ ◦ (αt)∗ ◦ (ln)∗ =
∑
p≥0
tp
p!
pr⋆p = φt
ce qui de´montre le point 1).
Les points 2. et 3. s’obtiennent par un calcul direct, faisant intervenir la relation (2.1.3)
pour le 2..
De´finition 2.1.20. Pour tout re´el t, At : Ug
⊗2 → Ug est l’application (bi-)line´aire de´finie par
At(x, y) := At(x⊗ y) :=
∑
(x)
φ−t(x
(1))φt(x
(2)y)
pour tous x et y sans Ug.
Proposition 2.1.21. Soient x dans Ug et g dans g. Alors
At(x, g) ∈ g
pour tout re´el t.
De´monstration. Soient x dans Ug et g dans g. En vertu de A.1.5, il suffit de montrer que At(x, g)
est primitif. Comme ∆ est un morphisme d’alge`bres, φt est un endomorphisme de coge`bre, et
g est primitif, il vient
∆(At(x, g)) =∆(φ−t(x
(1))φt(x
(2)g))
=φ−t(x
(1))φt(x
(2)g)⊗ φ−t(x
(3))φt(x
(4)) + φ−t(x
(1))φt(x
(2))⊗ φ−t(x
(3))φt(x
(4)g)
=At(x, g)⊗ 1 + 1⊗ At(x, g)
Nous sommes maintenant en mesure d’e´noncer le the´ore`me de transfert de l’homotopie de
Poincare´ :
The´ore`me 2.1.22. Soit g une alge`bre de Lie de dimension finie sur R et G un groupe de
Lie dont l’espace tangent en l’e´le´ment neutre est g. L’homotopie s∨ du complexe des courants
ponctuels sur G du 2.1.11 associe´e a` la contraction canonique ϕ de G de´finie en 2.1.12 se
restreint au sous-complexe de Chevalley-Eilenberg en une contraction note´e s. De plus, s est
donne´e sur les chaˆınes de Cp(g) par
s(x⊗ g1∧ g2∧ · · ·∧ gp) =
∑
(x)
∫ 1
0
dtφt(x
(1))⊗pr(x(2))∧At(x
(3), g1)∧ · · ·∧At(x
(p+2), gp) (2.1.7)
pour tous x dans Ug et g1, ..., gp dans g.
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De´monstration. Les notations sont les meˆmes que celles de la proposition 2.1.8. Il s’agit de
montrer que R ◦ s = s∨ ◦ R. Soient g1, ..., gp dans g, x dans Ug, et ω¯ une p − 1-forme de´finie
sur l’ouvert V sur lequel ln est un diffe´omorphisme. Alors
s∨ ◦R(x⊗ g1 ∧ · · · ∧ gp)(ω¯) =
∫ 1
0
dt x
(
z 7→ ωϕt(z)(T(t,z)ϕ
∂
∂t
, T(t,z)ϕ Xg1(z), · · · , T(t,z)ϕ Xgp(z))
)
=
∫ 1
0
dt x
(
z 7→ ωϕt(z)(
∂ϕ
∂t
(t, z), T(t,z)ϕ TeLzg1, · · · , T(t,z)ϕTeLzgp)
)
ou` la notation f(z1, · · · , zp+2) de´signe la fonction (z1, z2, · · · , zp+2) 7→ f(z1, z2, · · · , zp+2) pour
toute fonction f de U×(p+2) dans R. Or, pour tout (t, z) dans [0, 1]× U , d’une part
∂ϕ
∂t
(t, z) = TeLϕ(t,z)lnz
et d’autre part, vu que ϕ−1t (z) = ϕ−t(z) pour tout z dans U :
T(t,z)ϕ TeLz = Teϕt ◦ Lz = TeLϕt(z)Tϕt(z)Lϕ−t(z)Teϕt ◦ Lz = TeLϕt(z)TeLϕ−t(z) ◦ ϕt ◦ Lz
Ainsi
s∨ ◦R(x⊗ g1 ∧ · · · ∧ gp)(ω¯) =
∫ 1
0
dt x(1)
(
ωϕt(z1)
(
TeLϕt(z1)x
(2)(lnz2), TeLϕt(z1)x
(3)(TeLϕ−t(z3) ◦ ϕt ◦ Lzg1), · · ·
· · · , TeLϕt(z1)x
(p+2)(TeLϕ−t(zp+2) ◦ ϕt ◦ Lzgp)
))
Comme g est un espace vectoriel, l’action des e´le´ments de Ug sur les germes de fonction
s’e´tend en une action sur les applications a` valeurs dans g : c’est le sens de l’abus de no-
tation x(3)(TeLϕ−t(z3) ◦ ϕt ◦ Lzg1) dans l’e´galite´ pre´ce´dente, qui de´signe le vecteur x
(3)(z3 7→
TeLϕ−t(z3) ◦ ϕt ◦ Lzg1) de g = TeG. Or, pour tout y dans Ug, le lemme 2.1.18 nous donne :
y(z2 7→ TeLϕt(z1)ln) = TeLϕt(z1)pr y = Xpr y ◦ ϕt(z1) (2.1.8)
De meˆme, pour chaque i entre 1 et p :
y(zi+2 7→ TeLϕt(z1)TeLϕt(zi+2) ◦ ϕt ◦ Lzi+2gi) = TeLϕt(z1)y(zi+2 7→ TeLϕt(zi+2) ◦ ϕt ◦ Lzi+2gi)
Afin de calculer y(zi+2 7→ TeLϕt(zi+2) ◦ ϕt ◦ Lzi+2gi), conside´rons des coordonne´es ξ1, ..., ξm au
voisinage de e et notons ∂
∂ξ1
, ..., ∂
∂ξm
la base de g associe´e. Alors, en utilisant les propositions
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2.1.2 et 2.1.17 pour obtenir la troisie`me et la quatrie`me e´galite´ :
y(zi+2 7→ TeLϕt(zi+2)◦ϕt◦Lzi+2gi) =
m∑
j=1
y
(
zi+2 7→ gi(a 7→ ξj ◦ Lϕt(zi+2) ◦ ϕt ◦ Lzi+2(a))
) ∂
∂ξj
=
m∑
j=1
∑
(y)
y(1)⊗ y(2)⊗ gi
(
(z′i+2, z
′′
i+2, a) 7→ ξj ◦ Lϕt(z′i+2)◦ϕt ◦Lz′′i+2(a)
) ∂
∂ξj
=
m∑
j=1
∑
(y)
y(1) ⊗ y(2)gi
(
(zi+2, a) 7→ ξj ◦ Lϕt(zi+2) ◦ ϕt(a)
)
=
m∑
j=1
∑
(y)
φ−t(y
(1))φt(y
(2)gi)(ξj)
∂
∂ξj
= At(y, gi)
D’ou`
y(zi+2 7→ TeLϕt(z1)TeLϕt(zi+2) ◦ ϕt ◦ Lzi+2gi) = TeLϕt(z1)At(y, gi) = XAt(y,gi) ◦ ϕt(z1) (2.1.9)
A l’aide des e´quations (2.1.8) et (2.1.9), il vient
s∨◦R(x⊗g1∧· · ·∧gp)(ω¯)=
∑
(x)
∫ 1
0
dt x(1)
(
ωϕt(z1)
(
Xpr x(2)◦ϕt(z1), XAt(x(3),g1)◦ϕt(z1),· · ·, XAt(x(p+2),gp)◦ϕt(z1)
))
=
∑
(x)
∫ 1
0
dt φt(x
(1))
(
ωz
(
Xpr x(2)(z), XAt(x(3),g1)(z),· · ·, XAt(x(p+2),gp)(z)
))
=R ◦ s(x⊗ g1 ∧· · ·∧ gp)(ω¯)
ce qui montre que s∨ se restreint a` C∗(g) et que cette restriction est bien s. Pour ve´rifier que s
est une contraction, il suffit d’utiliser le fait que s∨ en est une :
R(dCEs+ sdCE) = (d∨DRs
∨ + s∨dDR)R = R
en effet, comme R est injective, cela implique que
dCEs+ sdCE = IdC∗(g)
et termine la de´monstration du the´ore`me.
Ainsi, nous disposons d’une contraction s de C∗(g). La section suivante a pour but de
montrer comment de´duire de s une autre contraction, cette fois-ci pour le complexe de Koszul
CK∗(Ug) de g introduit au chapitre 1.
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2.2 Contraction de la re´solution de Koszul
Dans cette section, nous allons construire une contraction h : CK∗(Ug) → CK∗+1(Ug)
du complexe de Koszul de g a` l’aide de la contraction s du complexe de Chevalley-Eilenberg
introduite en (2.1.7). Ensuite, nous verrons comment passer outre l’hypothe`se de finitude de la
dimension de g, montrant ainsi l’existence d’une contraction bien de´finie de CK∗(Ug) de`s lors
que le corps de base est R.
2.2.1 Transfert de la contraction au complexe de Koszul
Les notations sont les meˆmes qu’au 1.2.2. En particulier, l’application E : Ug → Uge est
de´finie par E := (Id⊗ S)∆, fait commuter le diagramme (1.2.1), et de´termine la structure de
Ug-module a` droite sur Uge. De plus, comme l’application
θ′′ : CK∗(Ug) → Ug
e ⊗Ug C∗(g)
x⊗ g1 ∧ · · · ∧ gn ⊗ y 7→ x⊗ y ⊗ 1⊗ g1 ∧ · · · ∧ gn
(2.2.1)
est un isomorphisme de complexes de Ug-bimodules, ce qui est sous-entendu dans la de´finition
1.2.7, il pourrait sembler naturel de de´finir la contraction h du complexe de Koszul recherche´e
en transportant l’application IdUge ⊗ s sur CK∗(Ug) via θ
′′. Malheureusement, IdUge ⊗ s n’est
pas bien de´finie sur Uge ⊗Ug C∗(g) car s n’est pas Ug-line´aire. Pour y reme´dier, proce´dons de
manie`re analogue a` ce qui a e´te´ fait en 1.2.3 pour forcer la Uge-line´arite´ de l’application GB∗ :
Commenc¸ons par de´finir l’application de degre´ +1 h˜ : Uge ⊗Ug C∗(g)→ Ug
e ⊗Ug C∗(g) en degre´
n en posant
h˜(x⊗ y ⊗ z ⊗ g1 ∧ · · · ∧ gn) :=
∑
(x)
1⊗ x(1)y ⊗ s(x(2)z ⊗ g1 ∧ · · · ∧ gn) (2.2.2)
pour tous x, y, z, w dans Ug et g1, ..., gn dans g.
Proposition 2.2.1. L’application h˜ est une contraction bien de´finie du complexe Uge⊗UgC∗(g).
De´monstration. Soient n un entier, x, y, z, w dans Ug et g1, ..., gn dans g. Il est clair que la
formule (2.2.2) de´fini a priori une application sur Uge ⊗Cn(g). Pour voir que h˜ est bien de´finie
sur Uge⊗UgCn(g), il faut ve´rifier que (x⊗ y)E(w)⊗ z⊗ g1∧ · · ·∧ gn et x⊗ y⊗wz⊗ g1∧ · · ·∧ gn
ont meˆme image par h˜. En utilisant notamment la structure d’alge`bre de Hopf cocommutative
sur Ug, il vient
h˜((x⊗ y)E(w)⊗ z ⊗ g1 ∧ · · · ∧ gn) =
∑
(w)
h˜(xw(1) ⊗ S(w(2))y ⊗ z ⊗ g1 ∧ · · · ∧ gn)
=
∑
(w)
∑
(x)
1⊗ x(1)w(1)S(w(2))y ⊗ x(2)w(3)z ⊗ g1 ∧ · · · ∧ gn
=
∑
(w)
∑
(x)
1⊗ x(1)y ⊗ x(2)wz ⊗ g1 ∧ · · · ∧ gn
=h˜(x⊗ y ⊗ wz ⊗ g1 ∧ · · · ∧ gn)
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ce qui prouve que h˜ est bien de´finie.
D’autre part, nous savons par le the´ore`me 2.1.22 que s est une contraction de la re´solution
de Chevalley-Eilenberg donc(
(Id⊗dCE)h˜+h˜(Id⊗dCE)
)
(x⊗y⊗z⊗g1∧· · ·∧gn) =
∑
(x)
Id⊗(sdCE+dCEs)
(
1⊗ x(1)y ⊗ x(2)z ⊗ g1∧· · ·∧gn
)
=
∑
(x)
1⊗ x(1)y ⊗ x(2)z ⊗ g1 ∧ · · · ∧ gn
=
∑
(x)
(1⊗ x(1)y)E(x(2))⊗ z ⊗ g1 ∧ · · · ∧ gn
=
∑
(x)
x(1) ⊗ S(x(2))x(3)y ⊗ z ⊗ g1 ∧ · · · ∧ gn
= x⊗ y ⊗ z ⊗ g1 ∧ · · · ∧ gn
d’ou` l’identite´ de contraction voulue :
(Id⊗ dCE)h˜+ h˜(Id⊗ dCE) = IdUge⊗UgC∗(g)
Nous en de´duisons la contraction h du complexe de Koszul recherche´e :
Corollaire 2.2.2. Soit g une alge`bre de Lie de dimension finie sur R. L’application line´aire
gradue´e de degre´ +1 h : CK∗(Ug)→ CK∗(Ug) de´finie en degre´ n par
h(x⊗g1∧· · ·∧gn⊗y) :=
∫ 1
0
dtφt(x
(1))⊗prx(2)∧At(x
(3), g1)∧· · ·∧At(x
(n+2), gn)⊗φ1−t(x
(n+3))y
(2.2.3)
pour tous x, y dans Ug et g1, ..., gn dans g est une contraction du complexe de Koszul de g.
De´monstration. Il suffit de montrer que h s’obtient en transportant h˜ a` l’aide de l’isomorphisme
de complexes θ′′ de´fini en (2.2.1), i.e
θ′′h = h˜θ′′
Ce qui se fait par un calcul direct : pour x, y dans Ug et g1, ..., gn dans g, la proposition 2.1.17
permet d’e´crire, en remarquant que φ1 = Id :
h˜θ′′(x⊗ g1∧· · ·∧ gn ⊗ y) =
∑
(x)
∫ 1
0
dt 1⊗ x(n+3)y ⊗ φt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧· · ·∧ At(x
(n+2), gn)
=
∑
(x)
∫ 1
0
dt φt(x
(1))⊗ S(φt(x
(n+4)))x(n+3)y⊗1⊗pr x(2)∧At(x
(3), g1)∧· · ·
· · ·∧ At(x
(n+2), gn)
=
∑
(x)
∫ 1
0
dt φt(x
(1))⊗ φ1−t(x
(n+3))y ⊗ 1⊗ pr x(2) ∧ At(x
(3), g1) ∧· · ·∧ At(x
(n+2), gn)
= θ′′h(x⊗ g1 ∧· · ·∧ gn ⊗ y)
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2.2.2 Supression de l’hypothe`se de finitude de la dimension
Dans tout le deuxie`me chapitre, nous avons suppose´ que l’alge`bre de Lie g e´tait de dimen-
sion finie sur R, ce qui a permis d’interpre´ter l’alge`bre enveloppante Ug comme l’espace des
distributions ponctuelles supporte´es en l’e´le´ment neutre e d’un groupe de Lie G inte´grant g, et
le complexe de Chevalley-Eilenberg comme sous-complexe du complexe des courants ponctuels
sur G. L’existence du diffe´omorphisme local exponentielle impliquant celle d’une contraction
“canonique” ϕ d’un voisinage de e, nous avons ensuite pu restreindre l’homotopie de Poincare´
qui lui est associe´e afin de construire la contraction s de C∗(g) voulue. Le fait que s soit une
homotopie est alors une conse´quence directe du lemme de Poincare´, mais la formule (2.1.7)
faisant sens en dimension quelconque, puisqu’elle n’utilise 5 que la structure d’alge`bre de Hopf
cocommutative connexe de Ug, il est naturel de se demander si elle de´finit toujours une con-
traction de la re´solution de Chevalley-Eilenberg. Nous allons voir que c’est bien le cas, en
de´montrant directement que s ve´rifie la formule de contraction, ce qui impliquera au passage(il
suffit en effet de reprendre mot pour mot la de´monstration de la proposition 2.2.1) que la for-
mule (2.2.3) de´finit une contraction h du complexe de Koszul sans hypothe`se sur la dimension
de g, et permettra alors d’appliquer la strate´gie de contruction du quasi-inverse de l’application
d’antisyme´trisation annonce´e au 1.2.10 dans le cas ou` l’anneau de base est R.
Commenc¸ons par quelques lemmes qui seront utiles pour de´montrer que la formule (2.1.7)
de´finit bien une contraction.
Lemme 2.2.3. Soient t dans [−1, 1], g dans g et x dans Ug. Alors
1.
d
dt
φt = φt ⋆ pr = pr ⋆ φt
2.
d
dt
At(x, g) = pr(xg) +
∑
(x)
[At(x
(1), g), pr x(2)]
De´monstration. Le point 1. s’obtient par un calcul direct. Pour le point 2. il suffit de remarquer
que pour tout y dans Ug, comme ∆ est un morphisme d’alge`bres,
∆(yg) =
∑
(y)
y(1)g ⊗ y(2) + y(1) ⊗ y(2)g ,
5. Alors que l’interpre´tation ge´ome´trique de C∗(g) permet de voir qu’elle provient de l’homotopie de Poincare´.
En particulier, la contraction φ de Ug provient de la contraction ϕ dont la construction ne´ce´ssite la bijectivite´
locale de l’exponentielle qui n’a pas de raison d’eˆtre satisfaite en dimension infinie meˆme si il est possible de
donner un sens au groupe G dans ce cadre.
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puis d’e´crire, en utilisant le point 1. et le point 3. de la proposition 2.1.17 associe´ a` la cocom-
mutativite´ du coproduit dans l’avant-dernie`re ligne :
d
dt
At(x, g) =
d
dt
∑
(x)
φ−t(x
(1))φt(x
(2)g)
=
∑
(x)
d
dt
(
φ−t(x
(1))
)
φt(x
(2)g) + φ−t(x
(1))
d
dt
(
φt(x
(2)g)
)
= −
∑
(x)
pr x(1)φ−t(x
(2))φt(x
(3)g) +
∑
(x)
φ−t(x
(1)) (φt ⋆ pr)(x
(2)g)
= −
∑
(x)
pr x(1)At(x
(2), g) +
∑
(x)
φ−t(x
(1))φt(x
(2)g)pr x(3) +
∑
(x)
φ−t(x
(1))φt(x
(2))pr(x(3)g)
= −
∑
(x)
pr x(1)At(x
(2), g) +
∑
(x)
At(x
(1), g)pr(x(2)) +
∑
(x)
φ−t ⋆ φt︸ ︷︷ ︸
=ηǫ
(x(1))pr(x(2)g)
=
∑
(x)
[At(x
(1), g), pr x(2)] + pr(xg)
Lemme 2.2.4. Soient g, h deux e´le´ments de g, et x dans Ug. Alors, pour tout re´el t :
−
∑
(x)
[At(x
(1), g), At(x
(2), h)] = At(xg, h)− At(xh, g)− At(x, [g, h])
De´monstration. En premier lieu, remarquons que
At(xg, h) =
∑
(xg)
φ−t((xg)
(1))φt((xg)
(2)h) =
∑
(x)
φ−t(x
(1)g)φt(x
(2)h) + φ−t(x
(1))φt(x
(2)gh)
ce qui donne
At(xg, h)− At(xh, g) =
∑
(x)
φ−t(x
(1)g)φt(x
(2)h) + φ−t(x
(1))φt(x
(2)gh)
−
∑
(x)
φ−t(x
(1)h)φt(x
(2)g)− φ−t(x
(1))φt(x
(2)hg)
=
∑
(x)
φ−t(x
(1)g)φt(x
(2)h)−
∑
(x)
φ−t(x
(1)h)φt(x
(2)g) + At(x, [g, h])
i.e
At(gx, h)−At(hx, g)−At(x, [g, h]) =
∑
(x)
φ−t(x
(1)g)φt(x
(2)h)−
∑
(x)
φ−t(x
(1)h)φt(x
(2)g) (2.2.4)
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D’autre part, pour tout y dans Ug et tout k dans g
0 = ηǫ(yk) =
∑
(y)
φ−t(y
(1)k)φt(y
(2)) + φ−t(y
(1))φt(y
(2)k) =
∑
(y)
φ−t(y
(1)k)φt(y
(2)) + At(y, k)
d’ou`
At(y, k) = −
∑
(y)
φ−t(y
(1)k)φt(y
(2))
ce qui permet d’e´crire, avec (y, k) = (x(1), g) et (y, k) = (x(1), h) :∑
(x)
[At(x
(1), g), At(x
(2), h)] =
∑
(x)
At(x
(1), g)At(x
(2), h)− At(x
(1), h), At(x
(2), g)
=
∑
(x)
−φ−t(x
(1)g)φt(x
(2))φ−t(x
(3))φt(x
(4)h) + φ−t(x
(1)h)φt(x
(2))φ−t(x
(3))φt(x
(4)g)
=−
∑
(x)
φ−t(x
(1)g)φt ⋆ φ−t︸ ︷︷ ︸
=ηǫ
(x(2))φt(x
(3)h) +
∑
(x)
φ−t(x
(1)h)φt ⋆ φ−t︸ ︷︷ ︸
=ηǫ
(x(2))φt(x
(3)g)
=−
∑
(x)
φ−t(x
(1)g)φt(x
(2)h) +
∑
(x)
φ−t(x
(1)h)φt(x
(2)g)
prouvant ainsi que le second membre de l’e´galite´ (2.2.4) est pre´cise´ment−
∑
(x)
[At(x
(1), g), At(x
(2), h)].
Nous sommes maintenant en mesure d’e´noncer et de de´montrer la version ge´ne´rale, i.e ne
ne´cessitant pas de supposer g de dimension finie, du the´ore`me 2.1.22 :
The´ore`me 2.2.5. Soit g une alge`bre de Lie sur R. Le re´solution de Chevalley-Eilenberg C∗(g)
est contractile, et une contraction de ce complexe est donne´e par l’application line´aire (gradue´e
de degre´ +1) s : C∗(g)→ C∗(g), de´finie par
s(x⊗ g1 ∧ · · · ∧ gn) :=
∑
(x)
∫ 1
0
dt φt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧ · · · ∧ At(x
(n+2), gn)
pour tous x dans Ug et g1, ..., gn dans g.
qui a pour corollaire imme´diat
Corollaire 2.2.6. Soit g une alge`bre de Lie sur R. La formule (2.2.3) de´fini une contraction
h du complexe de Koszul CK∗(Ug).
Remarque 2.2.7. Le corollaire pre´ce´dent a pour conse´quence imme´diate l’acyclicite´ du com-
plexe de Koszul sans faire appel au point 1. du the´ore`me 1.1.9.
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Notation 2.2.8. Afin d’alleger les calculs, nous n’e´crirons plus le signe
∑
intervenant
dans les coproduits ite´re´s d’un e´le´ment de Ug. Par exemple le copoduit ite´re´ deux fois
applique´ sur x (∆⊗ Id)∆(x) s’e´crira simplement x(1)⊗x(2)⊗x(3) au lieu de
∑
(x)
x(1)⊗x(2)⊗x(3)
en notation de Sweedler traditionnelle.
De´monstration du the´ore`me 2.2.5. Il nous faut montrer que s et dCE ve´rifient la relation
sdCE + dCEs = IdC∗(g) (2.2.5)
en tout degre´.
Soient x dans Ug et g1, ..., gn dans g.
– Calcul et simplification de sdCE(x ⊗ g1 ∧ · · · ∧ gn) : Appliquons tout d’abord les
de´finitions de s et dCE :
sdCE(x⊗ g1∧· · ·∧ gn) =
∫ 1
0
dt
( n∑
i=1
(−1)i+1φt((xgi)
(1))⊗ pr(xgi)
(2) ∧ At((xgi)
(3), g1) ∧ · · ·
· · · ∧ At((xgi)
(i+1), gi−1) ∧ At((xgi)
(i+2), gi+1) ∧ · · · ∧ At((xgi)
(n+1), gn)
+
∑
i<j
(−1)j+1φt(x
(1))⊗ pr(x)(2) ∧ At(x
(3), g1) ∧· · ·∧ At(x
(i+2), [gi, gj]) ∧· · ·
· · · ∧ At(x
(j+1), gj−1) ∧ At(x
(j+2), gj+1) ∧ · · · ∧ At((xgi)
(n+1), gn)
)
Or, pour tout g dans g
(xg)(1) ⊗ · · · ⊗ (xg)(n+1) =
n∑
k=1
x(1) ⊗ · · · ⊗ x(k−1) ⊗ x(k)g ⊗ x(k+1) ⊗ · · · ⊗ x(n+1)
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Donc
sdCE(x⊗ g1∧· · ·∧ gn) =
∫ 1
0
dt
( A︷ ︸︸ ︷n∑
i=1
(−1)i+1φt(x
(1)gi)⊗ pr x
(2) ∧ At(x
(3), g1) ∧ · · ·
· · · ∧ At(x
(i+1), gi−1) ∧ At(x
(i+2), gi+1) ∧ · · · ∧ At(x
(n+1), gn)
+
B︷ ︸︸ ︷
n∑
i=1
(−1)i+1φt(x
(1))⊗ pr(x(2)gi) ∧ At(x
(3), g1) ∧ · · ·
· · · ∧ At(x
(i+1), gi−1) ∧ At(x
(i+2), gi+1) ∧ · · · ∧ At(x
(n+1), gn)
+
C︷ ︸︸ ︷∑
j<i
(−1)i+1φt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧ · · · ∧ At(x
(j+2)gi, gj) ∧ · · ·
· · · ∧ At(x
(i+1), gi−1) ∧ At(x
(i+2), gi+1) ∧ · · · ∧ At(x
(n+1), gn)
+
D︷ ︸︸ ︷∑
j>i
(−1)i+1φt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧ · · · ∧ At(x
(i+1), gi−1)∧
∧ At(x
(i+2), gi+1) ∧ · · · ∧ At(x
(j+1)gi, gj) ∧ · · · ∧ At(x
(n+1), gn)
+
E︷ ︸︸ ︷∑
i<j
(−1)j+1φt(x
(1))⊗ pr(x)(2) ∧ At(x
(3), g1) ∧· · ·∧ At(x
(i+2), [gi, gj]) ∧· · ·
· · · ∧ At(x
(j+1), gj−1) ∧ At(x
(j+2), gj+1) ∧ · · · ∧ At(x
(n+2), gn)
)
E´changeons le roˆle des indices i et j dans le terme C et observons que le facteurAt(x
(i+2), gj)
est alors en i+ 1-e`me position dans le produit exterieur de longeur n :
C =
∑
i<j
(−1)j+1φt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧ · · · ∧ At(x
(i+2)gj, gi) ∧ · · ·
· · · ∧ At(x
(j+1), gj−1) ∧ At(x
(j+2), gj+1) ∧ · · · ∧ At(x
(n+1), gn)
Pour chaque couple (i, j) apparaissant dans la somme D, faisons agir 6 le (j− i)-cycle (i+
1, i+2, · · · j) de signature (−1)i+j+1, ce qui a pour effet d’amener le facteur At(x
(j+1)gi, gj)
en i+ 1-e`me position :
6. L’action a` gauche de Σn sur Cn(g) est de´finie par σ(x⊗ h1 ∧ · · · ∧ hn) := x⊗ hσ−1(1) ∧ · · · ∧ hσ−1(n) pour
tous σ dans Σn, x dans Ug et h1, ..., hn dans g. Elle ve´rifie l’identite´ sgn(σ)σ(x⊗h1∧· · ·∧hn) = x⊗h1∧· · ·∧hn.
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D =
∑
i<j
(−1)jφt(x
(1))⊗ pr x(2) ∧ At(x
(3), g1) ∧ · · · ∧ At(x
(i+2)gi, gj) ∧ · · ·
· · · ∧ At(x
(j+1), gj−1) ∧ At(x
(j+2), gj+1) ∧ · · · ∧ At(x
(n+1), gn)
Ainsi, nous pouvons appliquer le lemme 2.2.4 pour obtenir
C +D + E = −
∑
i<j
(−1)jφt(x
(1))⊗ prx(2)∧ At(x
(3), g1)∧· · ·∧[At(x
(i+2), gi), At(x
(i+3), gj)]∧ · · ·
· · · ∧ At(x
(j+2), gj−1) ∧ At(x
(j+3), gj+1) ∧ · · · ∧ At(x
(n+2), gn) (2.2.6)
– Calcul et simplification de dCEs(x ⊗ g1 ∧ · · · ∧ gn) : De meˆme que pre´ce´demment,
commenc¸ons par appliquer les de´finitions de s et dCE :
dCEs(x⊗ g1∧· · ·∧gn) =
∫ 1
0
dt
( A′︷ ︸︸ ︷
φt(x
(1))pr x(2) ⊗ At(x
(3), g1) ∧· · ·∧ At(x
(n+2), gn)
+
B′︷ ︸︸ ︷
n∑
i=1
(−1)iφt(x
(1))At(x
(2), gi)⊗ pr x
(3) ⊗ At(x
(4), g1) ∧ · · ·
· · · ∧ At(x
(i+2), gi−1) ∧ At(x
(i+3), gi+1) ∧ · · · ∧ At(x
(n+2), gn)
+
C′︷ ︸︸ ︷
n∑
i=1
(−1)iφt(x
(1))⊗ [pr x(2), At(x
(3), gi)] ∧ At(x
(4), g1) ∧ · · ·
· · · ∧ At(x
(i+2), gi−1) ∧ At(x
(i+3), gi+1) ∧ · · · ∧ At(x
(n+2), gn)
+
D′︷ ︸︸ ︷∑
i<j
(−1)jφt(x
(1))⊗ pr x(2)∧At(x
(3), g1)∧[At(x
(i+2), gi), At(x
(i+3), gj)]∧· · ·
· · · ∧ At(x
(j+2), gj−1) ∧ At(x
(j+3), gj+1) ∧ · · · ∧ At(x
(n+2), gn)
L’identite´
φt(y
(1))At(y
(2), h) = φt(yh) ,
aise´ment de´montrable pour tous y dans Ug et h dans g, et l’e´galite´ (2.2.6) impliquent que
B′ = −A et D′ = −C −D − E
De plus, le point 1. du lemme 2.2.3 permet de re´crire le terme A′ :
A′ =
d
dt
(
φt(x
(1))
)
⊗ At(x
(2), g1) ∧ · · · ∧ At(x
(n+1), gn) (2.2.7)
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– Synthe`se : Calculons (sdCE + dCEs)(x⊗ g1 ∧ · · · ∧ gn) a` l’aide des deux premiers points :
(sdCE + dCEs)(x⊗ g1 ∧ · · · ∧ gn) =
∫ 1
0
dt A+B + C +D + E + A′ +B′ + C ′ +D′
=
∫ 1
0
dt A+B + C +D + E + A′ − A+ C ′ − C −D − E
=
∫ 1
0
dt A′ +B + C ′
Simplifions B + C ′ a` l’aide du point 2. du lemme 2.2.3 suivi de l’action du i-cycle (i, i−
1, · · · , 2, 1) :
B + C ′ =
n∑
i=1
φt(x
(1))⊗ At(x
(2), g1) ∧· · ·∧ At(x
(i), gi−1) ∧
d
dt
(
At(x
(i+1), gi)
)
∧
∧ At(x
(i+2), gi+1) ∧ · · · ∧ At(x
(n+1), gn)
Ceci, combine´ avec l’e´galite´ (2.2.7), nous conduit a`
(sdCE+dCEs)(x⊗g1∧· · ·∧gn) =
∫ 1
0
dt
d
dt
(
φt(x
(1))
)
⊗ At(x
(2), g1) ∧ · · · ∧ At(x
(n+1), gn)
+
n∑
i=1
φt(x
(1))⊗ At(x
(2), g1) ∧· · ·∧ At(x
(i), gi−1)∧
∧
d
dt
(
At(x
(i+1), gi)
)
∧ At(x
(i+2), gi+1) ∧ · · ·At(x
(n+1), gn)
=
∫ 1
0
dt
d
dt
(
φt(x
(1))⊗ At(x
(2), g1) ∧ · · · ∧ At(x
(n+1), gn)
)
Et comme φ1 = Id, A0(y, g) = 0 et A1(y, g) = ǫ(y)g pour tous y dans Ug et g dans g, il
s’ensuit que
(sdCE + dCEs)(x⊗ g1 ∧ · · · ∧ gn) = x⊗ g1 ∧ · · · ∧ gn
prouvant ainsi que l’e´galite´ (2.2.5) ve´rifie´e sur tous les tenseurs e´le´mentaires donc sur
C∗(g) par line´arite´.
Ainsi, lorsque l’anneau de base est le corps R, nous disposons d’une contraction h du com-
plexe de Koszul permettant d’appliquer les conside´rations du 1.2.3 pour obtenir le quasi-inverse
de l’application d’antisyme´trisation de Cartan-Eilenberg voulu, ce que nous allons de´tailler dans
la premie`re section du chapitre suivant.

Chapitre 3
Inversion de l’isomorphisme de
Cartan- Eilenberg
Ce chapitre se divise en deux sections : Dans la premie`re, nous allons de´tailler, en degre´s
1 et 2, la construction du quasi-inverse G∗ de l’application d’antisyme´trisation de Cartan-
Eilenberg obtenu au 1.2.10 a` partir de la contraction h du chapitre pre´ce´dent en appliquant la
me´thode propose´e au 1.2.3. La seconde section a pour but d’expliquer comment le rele`vement
de cocycles d’alge`bre Lie en cocycles de Hochschild fourni par G∗ peut s’interpre´ter comme un
proce´de´ d’inte´gration analogue a` celui utilise´ dans [Nee04] et [Cov10], pour inte´grer des cocycles
d’alge`bre de Lie en cocycles de groupe locaux. L’obstruction a` globaliser un cocycle de groupe
local a e´te´ e´tudie´e dans le cas de la dimension finie par P.A Smith dans [Smi52] et [Smi51] puis
van Est dans [vEa] et [vE62], le cas de la dimension infinie e´tant, lui, traite´ par K-H Neeb dans
[Nee04] (via l’e´tude du morphisme de pe´riode). En particulier, elle s’annule de`s lors que les
groupes d’homotopie π1(G) et π2(G) sont nuls, ce qui est le cas lorsque G est un groupe de Lie
connexe et simplement connexe. Notons que cette absence d’obstruction en dimension finie est
un fait majeur sur lequel repose la de´monstration du troisie`me the´ore`me de Lie par E. Cartan
donne´e dans [vEb]. Dans ce qui suit, g est une alge`bre de Lie sur R et M est un Ug-bimodule.
3.1 Construction du quasi-inverse en degre´ 1 et 2
Afin de construire G∗ : CH∗(Ug;M) → C∗(g;M
ad), il faut commencer par expliciter le
morphisme de re´solutions GB∗ : B∗(Ug)→ CK∗(Ug) de la proposition 1.2.10.
3.1.1 Calcul de GB∗ en petits degre´s
Les de´finitions de GB∗ et G∗ sont celles du 1.2.3 et la contraction h : CK∗(Ug) → CK∗(Ug)
est de´finie par la formule (2.2.3). Rappelons que GB0 := IdUg⊗Ug. Soient x, y, z et w dans Ug.
L’image de x⊗ y ⊗ z par GB1 s’obtient en appliquant la formule (1.2.6) :
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GB1 (x⊗ y ⊗ x) :=x(hG0d
B(1⊗ y ⊗ 1))z
=x(h(y ⊗ 1− 1⊗ y))z
=
∫ 1
0
dt xφt(y
(1))⊗ pr y(2) ⊗ φ1−t(y
(3))z − x⊗ pr 1⊗ yz
d’ou`, en notant que pr 1 = 0 :
GB1 (x⊗ y ⊗ z) =
∫ 1
0
dt xφt(y
(1))⊗ pr y(2) ⊗ φ1−t(y
(3))z (3.1.1)
De meˆme, le calcul en degre´ 2 s’effectue en commenc¸ant par appliquer les de´finitions et la
formule (3.1.1) :
GB2 (x⊗ y ⊗ z ⊗ w) =x
(
hGB1 d
B(1⊗ y ⊗ z ⊗ 1)
)
w
=x
(
hGB1 (y ⊗ z ⊗ 1− 1⊗ yz ⊗ 1 + 1⊗ y ⊗ z)
)
w
=
∫ 1
0
dt x
(
h
(
yφt(z
(1))⊗ pr z(2) ⊗ φ1−t(z
(3))
)
−
A︷ ︸︸ ︷
h
(
φt((yz)
(1))⊗ pr((yz)(2))⊗ φ1−t((yz)
(3))
)
+
B︷ ︸︸ ︷
h
(
φt(y
(1))⊗ pr y(2) ⊗ φ1−t(y
(3))z
))
w
Montrons que les termes A et B a` l’inte´rieur de l’inte´grale sont nuls. Pour ce faire, notons que la
relation d’orthogonalite´ des idempotents eule´riens (2.1.3) a pour conse´quence directe l’e´galite´
φt ◦ pr = pr ◦ φt = t pr
qui implique, graˆce au point 1. du lemme 2.2.3, aux points 2. et 3. de la proposition 2.1.17, et
en utilisant que φt est un endomorphisme de coge`bre :
A = t
∫ 1
0
ds φst((yz)
(1))⊗ pr((yz)(2)) ∧ As
(
φt((yz)
(3)), pr((yz)(4)
)
⊗ φ1−t((yz)
(5))
= t
∫ 1
0
ds φst((yz)
(1))⊗ pr((yz)(2)) ∧ φ−st((yz)
(3))φs(
d
dt
φt((yz)
(4)))⊗ φ1−t((yz)
(5))
= t
∫ 1
0
ds φst((yz)
(1))⊗ pr((yz)(2)) ∧
d
du
φs(u−t)((yz)
(3))|u=t ⊗ φ1−t((yz)
(4))
= t
∫ 1
0
sds φst((yz)
(1))⊗ pr((yz)(2)) ∧ pr((yz)(3))⊗ φ1−t((yz)
(4))
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Comme le coproduit ∆ est cocommutatif, A est invariant par l’action de la transposition (12) ∈
Σ2 donc
−A = sgn ((1 2))A = (1 2)A = A
d’ou`
A = 0
La nullite´ de B s’obtient de la meˆme fac¸on en remplac¸ant yz par y. Ainsi,
GB2 (x⊗ y ⊗ z ⊗ w) =
∫ 1
0
dt x
(
h
(
yφt(z
(1))⊗ pr z(2) ⊗ φ1−t(z
(3))
))
w
=
∫ 1
0
∫ 1
0
ds dt xφs(y
(1)φt(z
(1)))⊗ pr(y(2)φt(z
(2))) ∧ As(y
(3)φt(z
(3)), pr z(6))⊗
⊗ φ1−s(y
(4)φt(z
(4)))φ1−t(z
(5))w (3.1.2)
3.1.2 Calcul de G∗ et G
∗ en petits degre´s
Le quasi-isomorphisme G∗ : CH∗(g;M) → C∗(g;M
ad) correspond a` Id ⊗ GB : M ⊗Uge
B∗(Ug) → M ⊗Uge CK∗(Ug) via les isomorphismes θ et θ
′ de´finis en (1.2.2) et (1.2.3). Un
calcul direct a` l’aide des e´galite´s (3.1.1) et (3.1.2) permet d’exprimer G1 et G2 sur les tenseurs
e´le´mentaires :
Proposition 3.1.1. Le quasi-inverse G∗ : CH∗(Ug;M) → C∗(g;M
ad) de l’application d’an-
tisyme´trisation F∗ du the´ore`me 1.1.9 obtenu a` partir de la contraction h du corollaire 2.2.2
ve´rifie
G1(m⊗ x) =
∫ 1
0
dt φ1−t(x
(1))mφt(x
(2))⊗ pr x(3)
et
G2(m⊗x⊗y) =
∫ 1
0
∫ 1
0
dsdtφ1−s(x
(1)φt(y
(1)))φ1−t(y
(5))mφs(x
(2)φt(y
(2)))⊗pr(x(3)φt(y
(3)))∧As(x
(4)φt(y
(4)), pry(6))
pour tous m dans M , x et y dans Ug.
La version cohomologique G∗ : C∗(g;Mad)→ CH∗(Ug;M), pour laquelleMad est vu comme
un Ug-module a` gauche, s’obtient en transportant le quasi-isomorphisme
Hom∗Uge(CK∗(Ug),M)
≃
→ Hom∗Uge(B∗(Ug),M)
f 7→ f ◦GB∗
via les isomorphismes de complexes de Ug-bimodules
Hom∗Uge(B∗(Ug),M)
∼=
→ CH∗(Ug;M) := {Hom(Ug⊗n,M)}n≥0
f 7→
(
x1 ⊗ · · · ⊗ xn 7→ f(1⊗ x1 ⊗ · · · ⊗ xn ⊗ 1)
)
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et
C∗(g;Mad) := {Hom(Ug⊗n,M)}n≥0
∼=
→ Hom∗Uge(CK∗(Ug),M)
f 7→
(
x⊗ x1 ∧ · · · ∧ xn ⊗ y 7→ xf(x1 ∧ · · · ∧ xn)y
)
Il est alors possible d’expliciter G∗ en petit degre´, toujours graˆce aux relations (3.1.1) et (3.1.2) :
Proposition 3.1.2. Le morphisme de complexes G∗ : C∗(g;Mad) → CH∗(Ug;M), quasi-
inverse en cohomologie de l’application d’antisyme´trisation des cochaˆınes F ∗ qui se de´duit de
l’isomorphisme de re´solutions GB∗ de´fini pre´ce´demment, ve´rifie
G1(f1)(x) :=
∫ 1
0
dt φt(x
(1))f1(x
(2))φ1−t(x
(3))
et
G2(f2)(x⊗y) =
∫ 1
0
∫ 1
0
dsdtφs(x
(1)φt(y
(1)))f
(
pr(x(2)φt(y
(2)))∧As(x
(3)φt(y
(3)),pr y(6))
)
φ1−s(x
(4)φt(y
(4)))φ1−t(y
(5))
pour toute 1-cochaˆıne f1 dans C
1(g;Mad), pour toute 2-cochaˆıne f2 dans C
2(g;Mad), et pour
tous x, y dans Ug.
Remarque 3.1.3. Soit f : g → Mad un 1-cocycle d’alge`bre de Lie. Dans [Dix74], J. Dixmier
propose de lui associer le 1-cocycle de Hochschild fˆ : Ug→M ve´rifiant les conditions de´finissantes :
fˆ(xy) = xf(y) + f(x)y , ∀ x, y ∈ Ug (3.1.3)
et
fˆ(g) = f(g) , ∀g ∈ g. (3.1.4)
Le fait que fˆ soit bien de´fini sur Ug est une conse´quence directe de l’identite´ de cocycle de
Lie ve´rifie´e par f . D’autre part, il est clair que fˆ est uniquement de´termine´e par (3.1.3), qui
n’est rien d’autre que l’identite´ de cocycle de Hochschild pour fˆ , et (3.1.4). Or, le calcul de G1
donne´ en 3.1.2 nous assure que G1(f) ve´rifie (3.1.4). De plus, puisque G∗ est un morphisme de
complexes de cochaˆınes, G1(f) est un cocycle de Hochschild et ve´rifie donc (3.1.3). Il s’ensuit
que fˆ et G1(f) co¨ıncident sur tout Ug i.e
fˆ = G1(f)
3.1.3 Calcul de G2 dans le cas abe´lien
Dans cette sous-section, g est suppose´e abe´lienne ([x, y] = 0 pour tous g et h dans g). Dans
ce cas, l’alge`bre enveloppante Ug s’identifie a` l’alge`bre syme´trique Sg qui est gradue´e par la
longueur des tenseurs. De plus, la projection pr, qui s’identifie alors a` la projection canonique
proj : Sg→ g du 2.1.18, est une de´rivation de l’alge`bre Ug le long de ǫ i.e
pr(xy) = ǫ(x) pr y + ǫ(y) pr x
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pour tous x et y dans Ug. En notant |x| de degre´ d’un e´le´ment x de Ug = Sg, il est facile de
voir que les ope´rateurs pr et φt ve´rifient
prx =
{
x si |x| = 1
0 sinon
et
φt(x) = t
|x|x
pour tout x dans Ug et pour tout re´el t. En particulier, graˆce au point 3. de la proposition 2.1.17 :
t|x
(1)|s|x
(2)|x(1)x(2) = φs ⋆ φt(x) = φs+t(x) = (s+ t)
|x|x
et, par la cocommutativite´ du coproduit et le fait que pr est une de´rivation le long de ǫ,
pr(u φt(v
(1))) ∧ pr(v(2)) = ǫ(u)pr(φt(v
(1))) ∧ pr(v(2)) + ǫ(φt(v
(1)))pr(u) ∧ pr(v(2)) = pr u ∧ pr v
pour tous u et v dans Ug. Ainsi, par 3.1.2,
G2(f2)(x⊗ y) =
∫ 1
0
∫ 1
0
t|y
(1)|+|y(3)|+|y(4)|+|y(5)|(1− t)|y
(6)|s|x
(1)|+|y(1)|+|x(4)|+|y(4)|+1(−s)|x
(3)|+|y(3)|(1− s)|x
(5)|+|y(5)|
x(1)y(1)f
(
pr(x(2)φt(y
(2))) ∧ x(3)y(3)x(4)y(4)pr (y(7))
)
x(5)y(5)y(6)ds dt
=
∫ 1
0
∫ 1
0
(st)|y
(1)|s|x
(1)|+1(1− s)|x
(3)|(1− st)|y
(3)| x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)ds dt
pour toute 2-cochaˆıne de Chevalley-Eilenberg f : Λ2g → Mad et pour tous x, y dans Sg. Le
changement de variable u := st permet alors d’e´crire
G2(f)(x⊗ y) =
∫ 1
0
ds
∫ s
0
du u|y
(1)|s|x
(1)|(1− s)|x
(3)|(1− u)|y
(3)| x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
Comme, pour tous p et q entiers :
∫ s
0
duup(1− u)q =
p!q!
(p+ q + 1)!
−
p∑
i=0
p!q!
(p− i)!(q + i+ 1)!
sp−i(1− s)q+i+1
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il vient
G2(f)(x⊗y) =
∫ 1
0
ds
(
|y(1)|! |y(3)|!
(|y|+ 1− |y(2)|)!
s|x
(1)|(1− s)|x
(3)| x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
−
|y(1)|∑
i=0
|y(1)|! |y(3)|!
(|y(1)| − i)!(|y(3)|+ 1 + i)!
s|x
(1)|+|y(1)|−i(1− s)|x
(3)|+|y(3)|+1+ix(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
)
=
|y(1)|! |y(3)|! |x(1)|! |x(3)|!
(|y|+ 1− |y(2)|)!(|x|+ 1− |x(2)|)!
x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
−
|y(1)|∑
i=0
|y(1)|! |y(3)|!(|x(1)|+ |y(1)| − i)!(|x(3)|+ |y(3)|+ 1 + i)!
(|y(1)| − i)!(|y(3)|+ 1 + i)!(|x|+ |y|+ 2− |x(2)| − |y(2)|)!
x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
=
(
1
(|y|+ 1− |y(2)|)!(|x|+ 1− |x(2)|)!
−
|y(1)|∑
i=0
(|x(1)|+|y(1)|−i
|y(1)|−i
)(|x(3)|+|y(3)|+1+i
|y(3)|+1+i
)
(|x|+ |y|+ 2− |x(2)| − |y(2)|)!
)
|y(1)|! |y(3)|! |x(1)|! |x(3)|! x(1)y(1)f
(
pr(x(2)) ∧ pr (y(2))
)
x(3)y(3)
Comme pr s’annule sur les e´le´ments de longueur diffe´rente de 1, nous pouvons sans perte de
ge´ne´ralite´ supposer que |x(2)| = |y(2)| = 1 dans l’e´galite´ pre´ce´dente, ce qui conduit a` :
G2(f)(x⊗y) =
(
1
|y|! |x|!
−
|y(1)|∑
i=0
(|x(1)|+|y(1)|−i
|y(1)|−i
)(|x(3)|+|y(3)|+1+i
|y(3)|+1+i
)
(|x|+ |y|)!
)
|y(1)|! |y(3)|! |x(1)|! |x(3)|!
x(1)y(1)f
(
pr x(2) ∧ pr y(2)
)
x(3)y(3)
Comme |y(1)|+ |y(3)|+1 = |y| et |x(1)|+ |x(3)|+1 = |x|, le changement de variable j := |y(1)|− i
donne :
G2(f)(x⊗y) =
(
1
|y|! |x|!
−
|y(1)|∑
j=0
(
|x(1)|+j
j
)(
|x(3)|+|y|−j
|y|−j
)
(|x|+ |y|)!
)
|y(1)|! |y(3)|! |x(1)|! |x(3)|! x(1)y(1)f
(
pr x(2)∧ pry(2)
)
x(3)y(3)
D’ou` la proposition suivante :
Proposition 3.1.4. Si g est une alge`bre de Lie abe´lienne sur R, M un Ug-bimodule, et f :
Λ2g→Mad une 2-cochaˆıne de Lie. Alors
G2(f)(x⊗y) =
(
1
|y|! |x|!
−
|y(1)|∑
j=0
(
|x(1)|+j
j
)(
|x(3)|+|y|−j
|y|−j
)
(|x|+ |y|)!
)
|y(1)|! |y(3)|! |x(1)|! |x(3)|! x(1)y(1)f
(
pr x(2)∧pr y(2)
)
x(3)y(3)
pour tous x et y dans Ug = Sg.
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Corollaire 3.1.5. Sous les hypothe`ses de la proposition pre´ce´dente, si de plus la structure de
bimodule sur M est triviale (xm = mx = ǫ(x)m pour tous x dans Sg et m dans M), alors
G2(f)(x⊗ y) =
{
1
2
f(x ∧ y) si |x| = |y| = 1
0 sinon.
(3.1.5)
pour tous x et y dans Ug = Sg.
Exemple de l’alge`bre de Heisenberg : Il est bien connu ([Wei95], [Lod98], [CE56]) qu’a` chaque
2-cocycle d’alge`bre de Lie f : Λ2 →Mad est associe´e une extension abe´lienne d’alge`bres de Lie
0→Mad → h→ g→ 0
telle que le crochet sur H ∼= Mad ⊕ g soit donne´ par
[(0, X), (0, Y )] := (f(X ∧ Y ), [X, Y ])
pour tous X et Y dans g. De la meˆme manie`re ([Lan75]), le deuxie`me groupe de cohomologie
de Hochschild HH2(Ug;M) classifie les extensions singulie`res (toujours scinde´es sur R) de la
forme
0→M → H → Ug→ 0
Nous allons expliciter l’extension correspondant au 2-cocycle de Hochschild G2(f) : Ug⊗2 →M
associe´ a` un cocycle d’alge`bre de Lie f bien particulier. Dans ce qui suit, g :=< X, Y > est
l’alge`bre de Lie abe´lienne de dimension 2 engendre´e par X et Y , et M = RZ est le bimodule
trivial de dimension 1 engendre´ par Z.
De´finition 3.1.6. Le cocycle de Heisenberg est le cocycle d’alge`bre de Lie cH : Λ
2g→M =
RZ de´fini par
cH(X ∧ Y ) = Z
Il lui correspond une extension centrale d’alge`bre de Lie
0→ RZ → h→ g→ 0
dont le terme central h est appele´ alge`bre de Heisenberg (de dimension 3).
Notons H := RZ ⊕ Sg l’extension de Sg = Ug par RZ correspondant a` G2(cH). La famille
(XαY β)α,β≥0 e´tant une base du R-espace vectoriel Sg, le produit sur H est de´termine´ par les
valeurs de G2(cH) sur de tels monoˆmes. Graˆce a` (3.1.5), il vient
G2(cH)(X
αY β ⊗XγY δ) =

1
2
Z si (α, β) = (1, 0) et (γ, δ) = (0, 1)
−1
2
Z si (α, β) = (0, 1) et (γ, δ) = (1, 0)
0 sinon.
pour tous α, β, γ et δ dans N. Pour λ et µ dans R, notons λZ + µXαY β l’e´le´ment (Z,XαY β)
de H = RZ ⊕ Sg et · le produit de l’alge`bre H. Alors
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(λZ + µXαY β) · (XγY δ) =

λZ + µXαY β si γ + δ = 0
λ
2
Z + µXY si (α, β, γ, δ) = (1, 0, 0, 1)
λ
2
Z + µXY si (α, β, γ, δ) = (0, 1, 1, 0)
µXα+γY β+δ dans les autres cas.
(3.1.6)
Il est aise´ de ve´rifier que l’injection R-line´aire i : h→ H de´finie par
i(X) = X , i(Y ) = Y , et i(Z) = Z
est un morphisme d’alge`bres de Lie (le crochet sur H e´tant le commutateur associe´ au pro-
duit ·) qui, par propriete´ universelle de l’alge`bre enveloppante, induit un morphisme surjectif
d’alge`bres associatives
p : Uh։ H
De´terminons le noyau de p. Pour ce faire, remarquons que d’apre`s le the´ore`me de Poincare´-
Birkhoff-Witt, la famille (ZαXβY γ)α,β,γ≥0 est une base du R espace vectoriel Uh. Un e´le´ment
arbitraire B de Ug s’e´crit donc de manie`re unique comme combinaison line´aire
B :=
∑
α,β,γ≥0
Bα,β,γZ
αXβY γ ,
ou` (Bα,β,γ)α,β,γ≥0 est une famille presque nulle de re´els. Supposons que p(B) = 0. Alors
p(B) =
∑
α,β,γ≥0
Bα,β,γp(Z
αXβY γ) =
∑
α,β,γ≥0
Bα,β,γ
α fois︷ ︸︸ ︷
Z · Z · · ·Z ·
β fois︷ ︸︸ ︷
X ·X · · ·X ·
γ fois︷ ︸︸ ︷
Y · Y · · ·Y = 0
Or, d’apre`s (3.1.6), Z · A = 0 pour tout A dans l’ide´al d’augmentation S¯g ⊂ H de Sg. Ainsi,
∑
β,γ≥0
B0,β,γ
β fois︷ ︸︸ ︷
X ·X · · ·X ·
γ fois︷ ︸︸ ︷
Y · Y · · ·Y +
∑
α≥1
Bα,0,0
α fois︷ ︸︸ ︷
Z · Z · · ·Z = 0
En appliquant de nouveau (3.1.6), il vient∑
β,γ≥0
B0,β,γX
βY γ +
1
2
(B0,2,0 +B0,1,1 +B0,0,2 + 2B1,0,0)Z = 0
ce qui implique que B1,0,0 = 0 et
B0,β,γ = 0 , ∀β, γ ≥ 0 .
Donc, p(B) = 0 si et seulement si B est dans l’ide´al de Uh engendre´ par ZX et ZY , note´
< ZX,ZY >. Par conse´quent Ker p =< ZX,ZY >, ce qui de´montre le re´sultat suivant :
Proposition 3.1.7. L’extension H de l’alge`bre associative Sg associe´e au cocycle de Hochschild
G2(cH), ou` cH est le cocycle de Heisenberg de´fini en 3.1.6, est isomorphe au quotient de Uh par
l’ide´al engendre´ par ZX et ZY :
H ∼= Uh/< ZX,ZY >
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3.2 Une interpre´tation possible en termes d’inte´gration
Dans cette section, nous allons expliquer comment le quasi-isomorphisme de complexes G∗ :
C∗(g;Mad)→ CH2(Ug;M) de la proposition 3.1.2 peut eˆtre vu comme un proce´de´ d’inte´gration
de cochaines de Chevalley-Eilenberg en cochaˆınes de Hochschild, analogue a` celui de´crit dans
[Nee04] et [Cov10], expliquant comment construire un 2-cocycle de groupe diffe´rentiable Is(ω) :
G×2 → R a` partir d’un 2-cocycle d’alge`bre de Lie ω : Λ2g → R, tel que la “de´rive´e seconde”
antisyme´trise´e de Is(ω) en l’e´le´ment neutre de G soit ω. Ici, G de´signe un groupe de Lie (ou de
Fre´chet) connexe simplement connexe dont l’espace tangent en l’e´le´ment neutre est g.
Pour simplifier les formules, nous allons nous restreindre au cas ou` M = R muni de la
structure de Ug-bimodule triviale donne´e par
xm = mx = ǫ(x)m
pour tous x dans Ug et m dans R. La structure de g-module a` gauche sur Rad qui s’en de´duit
ve´rifie alors
g ·m = 0
pour tous g dans g et m dans R.
Nous allons de´crire le proce´de´ d’inte´gration simpliciale de 2-cocycles “a` la van Est” lorsque
g est de dimension finie par souci de clarte´. Il va sans dire que la construction qui suit se
ge´ne´ralise en dimension quelconque, pour un g-module M non ne´cessairement trivial, en se
plac¸ant sous de bonnes hypothe`ses que le lecteur pourra par exemple trouver dans [Nee04].
3.2.1 Inte´gration des cocycles d’alge`bre Lie en cocycles de groupes
Soit G un groupe de Lie qui inte`gre g, d’e´le´ment neutre e. Pour n ≥ 1, notons Cnloc(g;R) le
R-espace vectoriel des n-cochaˆınes lisses du groupe G de´finies au voisinage de e, a` valeurs dans
le module trivial R. Une de´finition de cohomologie de groupe locale lisse et de la diffe´rentielle
dG associe´e est donne´e en appendice, nous renvoyons a` l’appendice B. de [Nee04] pour plus de
pre´cisions. Il existe alors une application de diffe´rentiation T : Cns (G;R) → C
n(g;R) de´finie
par
T (f)(g1 ∧ · · · ∧ gn) :=
∑
σ∈Σn
sgn(σ)(gσ(1) ⊗ · · · ⊗ gσ(n))(f)
pour toute n-cochaˆıne de groupe lisse f : G × G → R, et pour tous g1, ..., gn dans g ⊂ Ug.
Ici la notation (g1 ⊗ g2 ⊗ · · · gn) provient de l’identification entre les distributions ponctuelles
supporte´es en (e, · · · , e) sur G×n et la n-ie`me puissance tensorielle de Ug :
U(g⊕n) ∼= (Ug)⊗n
Par exemple, si f est une 2-cochaˆıne dans C2(g;R) :
T (f)(g1 ∧ g2) = (g1 ⊗ g2 − g2 ⊗ g1)(f) = d
2
(e,e)f((g1, 0), (0, g2))− d
2
(e,e)f((g2, 0), (0, g1))
Proposition 3.2.1. L’application T : (Cnloc(G;R), dG)n>0 → (C
n(g;R), dCE)n>0 est un mor-
phisme de complexes de cochaˆınes.
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De´monstration. Une de´monstration de ce re´sultat dans le cas de cochaˆınes de groupe globales
localement lisses, utilisant le complexe d’Alexander-Spanier, se trouve dans l’appendice B. de
[Nee04]. Celle que nous donnons ici est sensiblement identique, mais a l’avantage de ne pas
introduire ce nouveau complexe, l’essentiel du travail ayant e´te´ effectue´ a` la proposition 1.2.8
ou` il est e´tabli que l’application d’antisyme´trisation F ∗ : CH∗(Ug;R)→ C∗(g;R) commute aux
diffe´rentielles. En effet, soit T ′ : C∗loc(G;R)→ CH
∗(Ug;R) de´finie en degre´ n par
T ′(f)(x1 ⊗ · · · ⊗ xn) := (x1 ⊗ · · · ⊗ xn)(f)
pour tous x1, ..., xn dans Ug et pour toute n-cochaˆıne de groupe localement lisse f : G
×n → R.
Pre´cisons que l’action de x1 ⊗ · · · ⊗ xn sur f est donne´e par
(x1 ⊗ · · · ⊗ xn)(f) := x1(z1 7→ x2(z2 7→ (· · · 7→ (xn−1(zn−1 7→ xn(zn 7→ f(z1, · · · , zn)))) · · · )))
En utilisant la de´finition du produit sur Ug en termes de pre´composition par la multiplication
µG du groupe G introduite a` la de´finition 2.1.1 il est aise´ de voir que T
′ est un morphisme de
complexes. De plus
T = F ∗ ◦ T ′ ,
ce qui prouve que T est un morphisme de complexes de cochaˆınes puisque compose´ de mor-
phisme de complexes de cochaˆınes.
Il est alors naturel d’essayer de de´crire l’image de T : est-il possible, pour toute n-cochaˆıne
de Chevalley-Eilenberg f : Λng → R, de construire une n-cochaˆıne de groupe localement lisse
G˜n(f) : G×n → R dont l’image par T est f ? La re´ponse a` cette question en degre´ n = 2 est
donne´e par la me´thode de van Est en dimension finie / Neeb en dimension infinie, que nous
allons de´crire brie`vement ici.
La version duale de l’isomorphisme R : C∗(g)→ Λ
∗G de la proposition 2.1.8, que l’on trouve
dans [Nee04] et [FOT08], est l’isomorphisme de complexes de cochaˆınes R′ : C∗(g;R)
∼=
→ Ω∗inv(G)
de´fini par
R′(ω)z(X1(z), X2(z),· · ·, Xn(z)) := ω
inv
z (X1(z), X2(z),· · ·, Xn(z)) := ω(TzLz−1X1(z),· · ·, TzLz−1Xn(z))
pour tout z dans U , pour tous X1, ..., Xn champs de vecteurs sur G, et pour toute 2-cochaˆıne
de Chevalley-Eilenberg ω : g∧g→ R. Ici, Ω∗inv(G) de´signe le complexe des formes diffe´rentielles
invariantes 1 via l’action a` gauche du groupe G. L’inverse R n’est rien d’autre que l’e´valuation
eve des formes invariantes sur G en l’e´le´ment neutre e. Soit maintenant V est un ouvert convexe
de g = Rn contenant 0 muni d’une carte ϕ : U → V centre´e en 0, ou` U est un ouvert de G
contenant e. L’existence d’un tel U est assure´e, en dimension finie, par le fait que l’application
exponentielle soit un home´omorphisme local. Le lemme fondamental suivant fournit une section
de T :
1. i.e des formes diffe´rentielles ω ve´rifiant L∗
z
ω = ω pour tout z dans G.
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Lemme 3.2.2. [Lemme V.2 de [Nee04], version simpliciale] Si U ′ est un ouvert inclus dans U
tel que U ′U ′ ⊂ U et ϕ−1(U) est un ouvert convexe de g contenant 0, et si T0ϕ
−1 = Idg, alors
l’application
Is : C
2(g;R) → C2loc(G;R)
ω 7→
(
(z1, z2) 7→
∫
∆2
γ∗z1,z2ω
inv
)
ou` pour tout (z1, z2) dans U
′ × U ′, γz1,z2 : ∆
2 → U ⊂ G est le 2-simplexe lisse de´fini par
γz1,z2(s, t) := ϕ
(
s ϕ−1
(
z1ϕ(tϕ
−1(z2))
)
+ t ϕ−1
(
z1ϕ((1− s)ϕ
−1(z2))
))
est un inverse a` droite de T i.e
T ◦ Is = IdC∗(g;R)
qui envoie tout 2-cocycle de Lie sur un 2-cocyle de groupe, et tout 2-cobord de Lie sur un cobord
de groupe.
Nous renvoyons a` [Nee04] ou [Cov10] pour une de´monstration de ce lemme, dont l’ide´e
ge´ne´rale est la meˆme que celle de la version cubique qui va suivre, valable pour tout ouvert de
carte e´toile´ U . Celle-ci est base´e sur l’utilisation de n-cubes lisses particuliers :
De´finition 3.2.3. Soit Un ⊂ U un ouvert dont l’image re´ciproque par ϕ est un ouvert e´toile´
de g contenant 0 et ve´rifiant de surcroˆıt
n fois︷ ︸︸ ︷
UnUn · · ·Un ⊂ U . Pour tout (z1, · · · , zn) dans U
×n
n ,
γnz1,··· ,zn : [0, 1]
n → U ⊂ G est le n-cube lisse de´fini par re´currence sur n par
γnz1,··· ,zn(t1, · · · , tn) := ϕt1
(
z1γ
n−1
z1,··· ,zn−1ϕtn (zn)
(t1, · · · , tn−1
)
n > 1 (3.2.1)
et
γ1z (t) := ϕt(z) (3.2.2)
ou`, pour tout re´el 0 ≤ t ≤ 1, ϕt : U → U est l’application diffe´rentiable de´finie par
ϕt(z) := ϕ
−1(tϕ(z)) (3.2.3)
pour tout z dans U .
Remarque 3.2.4. L’application ϕt de´finie en (3.2.3) co¨ıncide avec l’application ϕt de la propo-
sition 2.1.17 lorsque l’on choisit pour ϕ la carte donne´e par le logarithme associe´ a` une boule
V centre´e en 0 dans g, assez petite pour que la restriction de l’exponentielle a` V soit un
diffe´omorphisme sur son image U . Il est facile de voir qu’elle ve´rifie le point 2. de la proposi-
tion 2.1.17.
Lemme 3.2.5. [Lemme V.2 de [Nee04], version cubique en degre´ quelconque] L’application
Ic : C
∗(g;R) → C∗loc(G;R)
ω ∈ Cn(g;R) 7→
(
(z1, · · · , zn) 7→
∫
[0,1]n
(γnz1,··· ,zn)
∗ωinv
)
∈ Cnloc(G;R)
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est un morphisme de complexes de cochaˆınes inverse a` droite de T i.e
Ic ◦ dCE = dG ◦ Ic (3.2.4)
et
T ◦ Ic = IdC∗(g;R) (3.2.5)
De´monstration. Commenc¸ons par e´tablir l’e´galite´ (3.2.5) en de´composant T sous la forme T =
F ∗ ◦T ′. Pour toute n-cochaˆıne de Chevalley-Eilenberg ω : Λng→ R et pour tous g1, ..., gn dans
g l’application des de´finitions de T ′ et Ic donne :
T ′ ◦ Ic(ω)(g1 ⊗ · · · ⊗ gn) :=
∫
[0,1]n
∂n
∂u1 · · · ∂un
∣∣∣∣
u1=···=un=0
ωinvγnα1,··· ,αn (t1,··· ,tn)
( ∂
∂t1
γ′α1··· ,αn(t1, · · · , tn), · · ·
· · · ,
∂
∂tn
γnα1,··· ,αn(t1, · · · , tn)
)
dtn · · · dtn
ou` pour tout i entre 1 et n, αi := αi(ui) := ϕ
−1(ui gi). Il est facile de voir que l’arc diffe´rentiable
ui 7→ αi(ui) passe par e en ui = 0 et que sa de´rive´e en 0 est gi. Pour tout J := {j1, · · · , jp} ⊂
{1, · · · , n}, notons ∂J l’ope´rateur
∂p
∂uj1 ···∂ujp
∣∣∣
u1=···=un=0
. Alors
T ′ ◦ Ic(ω)(g1 ⊗ · · · ⊗ gn) :=
∫
[0,1]n
∑
(J0,··· ,Jn)
∂J0ω
inv
γnα1,··· ,αn (t1,··· ,tn)
(
∂J1
∂
∂t1
γnα1··· ,αn(t1, · · · , tn), · · ·
· · · , ∂Jn
∂
∂tn
γnα1,··· ,αn(t1, · · · , tn)
)
dt1 · · · dtn (3.2.6)
ou` (J0, · · · , Jn) parcourt pous les n + 1-uplets de sous-ensembles de {1, · · · , n} deux a` deux
disjoints dont la re´union est {1, · · · , n} (c’est-a`-dire les partitions ordonne´es de l’ensemble
{1, · · · , n}). La notation ∂J0ω
inv
γnα1,··· ,αn (t1,··· ,tn)
correspond a` la de´rivation par rapport aux uj tels
que j ∈ J0 des fonctions coefficients de la forme ω
inv e´crite dans une carte 2, pre´compose´es par
γn.
Soit (J0, · · · , Jn) une partition ordonne´e, et un n-uplet de re´els (t1, · · · , tn) dans [0, 1]
n.
Montrons par re´currence descendante sur i ∈ {1, · · · , n}, la propriete´ (Pn,i) suivante(
∂J0ω
inv
γnα1,··· ,αn
(
∂J1
∂
∂t1
γnα1··· ,αn , · · · , ∂Jn
∂
∂tn
γnα1,··· ,αn
)
|u1=···=un=0
6= 0
)
⇒ i ∈ Ji (Pn,i)
– Initialisation : La propriete´ P1,1 est clairement vraie. Il s’agit de ve´rifier (Pn,i) pour
i = n, n > 1. Supposons que n /∈ Jn. Comme ϕtnαn(0) = e, l’e´galite´ (3.2.1) permet
d’e´crire
∂Jn
∂
∂tn
γnα1,··· ,αn(t1, · · · , tn) =∂Jn
∂
∂tn
γnα1,··· ,αn−1,e(t1, · · · , tn)
=∂Jn
∂
∂tn
γn−1α1,··· ,αn−1(t1, · · · , tn−1)
=0
2. Voir la de´monstration de la proposition 2.1.8 pour plus de´tails.
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Ainsi Pn,n est vraie pour tout entier n > 0.
– He´re´dite´ : Soient n > 1 et 1 ≤ i < N . Supposons que Pn,j est vraie pour i < j ≤ n .
Montrons que (Pn,i) est vraie. Pour tout j > i, comme (Pn,j) est vraie , j /∈ Ji car j ∈ Jj
et donc
∂Ji
∂
∂ti
γnα1,··· ,αn(t1, · · · , tn) =∂Ji
∂
∂ti
γnα1,··· ,αi,e,··· ,e(t1, · · · , tn)
=∂Ji
∂
∂ti
γn−iα1,··· ,αi(t1, · · · , tn)
Si l’on suppose que i /∈ Ji, alors αi = e et par suite
∂Ji
∂
∂ti
γnα1,··· ,αn(t1, · · · , tn) = 0
ce qui implique que (Pn,i) est vraie. Ainsi
(Pn,j) vraie ∀i < j ≤ n⇒ (Pn,j) vraie ∀i ≤ j ≤ n (3.2.7)
L’initialisation et (3.2.7) montrent que (Pn,i) est vraie pour tout n > 1 et pour tout 1 ≤ i ≤
n. Ainsi le seul terme non nul dans la somme (3.2.6) est celui correspondant a` la partition
(J0, J1, · · · , Jn) = (∅, {1}, · · · , {n}). Ainsi,
T ′Ic(ω)(g1 ⊗ · · · ⊗ gn) =
∫
[0,1]n
ωinve
(
∂2
∂t1∂u1
∣∣∣∣
u1=0
γnα1,e,··· ,e(t1,· · ·, tn), · · · ,
∂2
∂tn∂un
∣∣∣∣
|un=0
γne,··· ,e,αn(t1,· · · ,tn)
)
Or, pour tout i dans {1, · · · , n}, comme Teϕt = tIdg
∂2
∂ti∂ui |ui=0
γne,··· ,e,αi(ui),e,··· ,e(t1, · · · , tn) =
∂2
∂ti∂ui |ui=0
ϕt1 ◦ · · · ◦ ϕti ◦ αi(ui)
=
∂2
∂ti∂ui |ui=0
ϕt1t2···ti−1 ◦ ϕ
−1(tiuigi)
=t1t2 · · · ti−1gi
D’ou`
T ′Ic(ω)(g1 ⊗ · · · ⊗ gn) =ω(g1 ∧ · · · ∧ gn)
∫
[0,1]n
tn−11 t
n−2
2 · · · tn−1
=
1
n!
ω(g1 ∧ · · · ∧ gn)
Ce qui donne, omme ω est invariante dous l’action du groupe syme´trique de´finie par (σ ·ω)(g1∧
· · · ∧ gn) := sgn(σ)ω(gσ(1) ∧ · · · ∧ gσ(n)) pour tout σ dans Σn,
TIc(ω) = F
nT ′Ic(ω) =
1
n!
F n(ω) = ω
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et ache`ve de prouver (3.2.5).
Pour de´montrer l’e´galite´ (3.2.4), commenc¸ons par e´crire d’une part
dGIc(ω)(z1, · · · , zn, zn+1) =
∫
[0,1]n
n−1∑
i=1
(−1)i(γnz1,··· ,zi−1,zizi+1,zi+2,··· ,zn+1)
∗ωinv + (γnz2,··· ,zn+1)
∗ωinv
+ (−1)n+1(γnz1,··· ,zn)
∗ωinv
=
n∑
i=1
(−1)i
∫
γnz1,··· ,zizi+1,zn+1
ωinv +
∫
γnz2,··· ,zn+1
ωinv
+ (−1)n+1
∫
γnz1,··· ,zn
ωinv ,
et d’autre part, d’apre`s le the´ore`me de Stokes
IcdCE(ω)(z1, · · · , zn+1) =
∫
γn+1z1,··· ,zn+1
dDRω
inv
=
∫
∂γn+1z1,··· ,zn+1
ωinv
De plus, le bord du (n+ 1)-cube γn+1z1,··· ,zn+1 est la n-cochaˆıne cubique lisse ve´rifiant
∂γn+1z1,···,zn+1(t1,· · ·, tn) =
n+1∑
j=1
(−1)j+1(γn+1z1,···,zn+1(t1,· · ·, tj−1, 1, tj,· · ·, tn)− γ
n+1
z1,···,zn+1
(t1,· · ·, tj−1, 0, tj,· · ·, tn))
=
n∑
j=2
(−1)j+1(γnz1,···,zj−1zj ,···,zn+1(t1,· · ·, tn)− γ
j−1
z1,···,zj−1
(t1,· · ·, tj−1))
+ z1γ
n
z2,···,zn+1
(t1,· · ·, tn)− e+(−1)
nγnz1,···,znzn+1(t1,· · ·, tn) + (−1)
n+1γnz1,···,zn(t1,· · ·, tn)
et comme, pour j dans {2, · · · , n}, l’inte´grale de ωinv sur les cubes de´ge´ne´re´s (t1, · · · , tn) 7→
γz1,··· ,zj−1(t1, · · · , tj−1) et (t1, · · · , tn) 7→ e est nulle, il vient, en utilisant l’invariance de ω
inv sous
l’action a` gauche de z1, et le changement de variable i := j − 1 :
IcdCE(ω)(z1, · · · , zn+1) =
n+1∑
j=2
(−1)j+1
∫
γnz1,··· ,zj−1zj ,zn+1
ωinv +
∫
z1γ
n
z2,··· ,zn+1
ωinv + (−1)n+1
∫
γnz1,··· ,zn
ωinv
=
n∑
i=1
(−1)i
∫
γnz1,··· ,zizi+1,zn+1
ωinv +
∫
γnz2,··· ,zn+1
ωinv + (−1)n+1
∫
γnz1,··· ,zn
ωinv
=dGIc(ω)(z1, · · · , zn+1)
ce qui prouve (3.2.4) et termine la de´monstration du lemme.
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Afin de pre´ciser le lien entre l’inte´gration de cocycles Ic et l’application G
∗ associe´e a` l’ho-
motopie h du (2.2.3) de´finie en 3.1.2 introduisons les ope´rateurs Γ et B de´finis comme suit :
De´finition 3.2.6. Soient n un entier, j dans {1, · · · , n}, et t1, ..., tn dans [0, 1]. Les ope´rateurs
Γt1,··· ,tn : Ug
⊗n → Ug et Bjt1,··· ,tn : Ug
⊗n → Ug sont de´finis par :
Γt1,··· ,tn(x1, · · · , xn) := Γt1,··· ,tn(x1 ⊗ · · · ⊗ xn) := φt1
(
x1φt2
(
x2φt3(· · ·φtn−1(xn−1φtn(xn)) · · · )
))
(3.2.8)
pour tous x1, ..., xn dans Ug, et
Bjt1,··· ,tn := Γ−t1,t2,··· ,tn ⋆
∂
∂tj
Γt1,··· ,tn (3.2.9)
Ici, le produit de convolution ⋆ sur HomR(Ug
⊗n, , Ug) est associe´ au coproduit x1⊗· · ·⊗xn 7→
(x
(1)
1 ⊗ · · · x
(1)
n )⊗ (x
(2)
1 ⊗ · · · ⊗ x
(2)
n ) sur Ug⊗n.
Remarque 3.2.7. L’ope´rateur Γt1,··· ,tn n’est autre que le morphisme de coge`bres de distributions
ponctuelles (γn(t1, · · · , tn))∗ : Ug
⊗n → Ug induite, au sens de la de´finition 2.1.13, par l’appli-
cation diffe´rentiable γn(t1, · · · , tn) : U
′×n → U qui envoie (z1, · · · , zn) sur γ
n
z1,··· ,zn
(t1, · · · , tn).
La proposition suivante, reliant les morphismes T ′, Ic et G
∗, ge´ne´ralise le calcul de G1 et
G2 effectue´ au 3.1.2 et permet d’obtenir une formule pour Gn quel que soit l’entier n.
Proposition 3.2.8. Si ϕ : U → V est la carte logarithme associe´e a` un ouvert convexe V sur
lequel l’exponentielle est bijective sur son image U , alors
G∗ = T ′ ◦ Ic (3.2.10)
i.e l’image par Gn d’une n-cochaˆıne ω dans Cn(g;R) ve´rifie
Gn(ω)(x1 ⊗ · · · ⊗ xn) =
∫
[0,1]n
dt1 · · · dtn ω
(
B1t1,··· ,tn(x
(1)
1 , · · · , x
(1)
n ), · · · , B
n
t1,··· ,tn
(x
(n)
1 , · · · , x
(n)
n )
)
(3.2.11)
Avant de de´montrer ce re´sultat, introduisons le lemme suivant, qui permet notamment le
calcul de G∗ en tout degre´ pour un bimodule M non ne´cessairement trivial :
Lemme 3.2.9. Sous les hypothe`ses de la proposition 3.2.8, pour tout entier n et pour tous x,
y, x1, ..., xn dans Ug,
GBn (x⊗x1⊗· · ·⊗xn⊗y) =
∫
[0,1]n
dt1· · ·dtn xΓt1,···,tn(x
(1)
1 ,· · ·, x
(1)
n )⊗ B
1
t1,···,tn
(x
(2)
1 ,· · ·, x
(2)
n ) ∧· · ·
· · ·∧Bnt1,···,tn(x
(n+1)
1 ,· · ·, x
(n+1)
n )⊗ Γ−t1,t2,···,tn(x
(n+2)
1 ,· · ·, x
(n+2)
n )x
(n+3)
1 x
(n+3)
2 · · · x
(n+3)
n y (3.2.12)
De´monstration du lemme 3.2.9. E´tablissons l’e´galite´ (3.2.12) par re´currence sur le degre´ n ≥ 0 :
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– Initialisation : Le cas n = 0 (et meˆme n = 1 et n = 2 graˆce a` (3.1.1) et (3.1.2)) est
e´vident.
– He´re´dite´ : Supposons que (3.2.11) soit vraie pour un de´gre´ n donne´, et soient x1, ...,
xn+1 dans Ug. Par application de la de´finition de G
B
∗ donne´e en (1.2.6) puis de l’hypothe`se
de re´currence, il vient
GBn+1(1⊗x1⊗· · ·⊗xn+1⊗1) =
∫
[0,1]n
dt2 · · · dtn+1
A︷ ︸︸ ︷
h
(
x1Γt(x
(1)
2 , · · · , x
(1)
n+1)⊗ B
1
t (x
(2)
2 , · · · , x
(2)
n+1) ∧ · · ·∧B
n
t (x
(n+1)
2 ,· · ·, x
(n+1)
n+1 )⊗
⊗ Γ−t2,t3,··· ,tn+1(x
(n+2)
2 ,· · ·, x
(n+2)
n+1 )x
(n+3)
2 · · · x
(n+3)
n+1
)
+
B︷ ︸︸ ︷
n∑
i=1
(−1)ih
(
Γt(x
(1)
1 ,· · ·, x
(1)
i x
(1)
i+1,· · ·, x
(1)
n+1)⊗ B
1
t (x
(2)
1 ,· · ·, x
(2)
i x
(2)
i+1,· · ·, x
(2)
n+1) ∧ · · ·
· · ·∧Bnt (x
(n+1)
1 ,· · ·, x
(n+1)
i x
(n+1)
i+1 ,· · ·, x
(n+1)
n+1 )⊗ Γ−t2,t3,···,tn+1(x
(n+2)
1 ,· · ·, x
(n+2)
i x
(n+2)
i+1 ,· · ·
· · · , x
(n+2)
n+1 )x
(n+3)
1 · · ·x
(n+3)
n+1
)
+(−1)n+1
C︷ ︸︸ ︷
h
(
Γt(x
(1)
1 ,· · ·, x
(1)
n )⊗ B
1
t (x
(2)
1 ,· · ·, x
(2)
n ) ∧· · ·∧B
n
t (x
(n+1)
1 ,· · ·, x
(n+1)
n )⊗
⊗ Γ−t2,t3,···,tn+1(x
(n+2)
1 ,· · · , x
(n+2)
n )x
(n+3)
1 · · ·x
(n+3)
n xn+1
)
avec t := (t2, · · · , tn+1), Γt := Γt2,··· ,tn , et B
i
t := B
i
t2,··· ,tn+1
(i ∈ {1 · · · , n}).
Montrons que les termes B et C sont nuls. Pour tous y1, ..., yn dans Ug, s, et t2, ..., tn+1
dans [0, 1], il est facile de voir, a` l’aide de la proposition 2.1.17 et de l’orthogonalite´ des
idempotents eule´riens (2.1.3) qui implique que pr ◦ φs = spr, que d’une part
pr(Γt(y1, · · · , yn)) = t2pr(y1Γt3,··· ,tn+1(y2, · · · , yn))
et d’autre part, comme Γt ⋆ Γ−t2,t3,··· ,tn+1 = ηǫ et
d
dt
φt = φt ⋆ pr,
As(Γt(y
(1)
1 ,· · ·, y
(1)
n ), B
1
t (y
(2)
1 ,· · ·, y
(2)
n )) =φ−sΓt(y
(1)
1 ,· · ·, y
(1)
n )φs(
∂
∂t2
Γt(y
(2)
1 ,· · ·, y
(2)
n ))
=
d
du |u=0
Γ−st2,t3,··· ,tn+1 ⋆ Γs(t2+u),t3,··· ,tn+1(y1 ⊗ · · · ⊗ yn)
=
d
du |u=0
φsu(y1Γ,t3,··· ,tn+1(y2, · · · , yn))
=s pr(y1Γt3,··· ,tn+1(y2, · · · , yn))
Ainsi, en utilisant (2.2.3) et l’invariance de C sous l’action de la permutation (1, 2) induite
par la cocommutativite´ du coproduit ∆ de manie`re analogue a` ce qui a e´te´ fait lors du
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calcul de GB2 effectue´ en 3.1.1 :
C :=
∫ 1
0
ds φsΓt(x
(1)
1 ,· · ·, x
(1)
n )⊗pr(Γt(x
(2)
1 ,· · ·, x
(2)
n )∧As(Γt(x
(3)
1
(1)
,· · ·, x(3)n
(1)
), B1t (x
(3)
1
(2)
,· · ·, x(3)n
(2)
)) ∧· · ·
· · ·∧As(Γt(x
(n+1)
1
(1)
,· · ·, x(n+1)n
(1)
), Bnt (x
(n+1)
1
(2)
,· · ·, x(n+1)n
(2)
))⊗Γ−t2,t3,···,tn+1(x
(n+2)
1 ,· · ·, x
(n+2)
n )x
(n+3)
1 · · ·x
(n+3)
n xn+1
=
∫ 1
0
ds st2φsΓt(x
(1)
1 ,· · ·, x
(1)
n )⊗
0︷ ︸︸ ︷
pr(x
(2)
1 Γt3,···,tn+1(x
(2)
2 ,· · ·, x
(2)
n ) ∧ pr(x
(3)
1 Γt3,···,tn+1(x
(3)
2 ,· · ·, x
(3)
n )∧
∧As(Γt(x
(4)
1
(1)
,· · ·, x(4)n
(1)
),B2t (x
(4)
1
(2)
,· · ·, x(4)n
(2)
))∧· · ·∧As(Γt(x
(n+1)
1
(1)
,· · ·, x(n+1)n
(1)
), Bnt (x
(n+1)
1
(2)
,· · ·, x(n+1)n
(2)
))⊗
⊗Γ−t2,t3,···,tn+1(x
(n+2)
1 ,· · ·, x
(n+2)
n )x
(n+3)
1 · · ·x
(n+3)
n xn+1
= 0
B = 0 s’obtient de manie`re tout a` fait similaire.
Simplifions maintenant le terme A pour voir qu’il est e´gal au deuxie`me membre de (3.2.12)
en degre´ n+ 1 :
A =
∫ 1
0
dt1 φt1(x
(1)
1 Γt(x
(1)
2 , · · · , x
(1)
n+1))⊗ pr(x
(2)
1 Γt(x
(2)
2 ,· · ·, x
(2)
n+1)) ∧ At1
(
x
(3)
1 Γt(x
(3)
2
(1)
,· · ·, x
(3)
n+1
(1)
),
B1t (x
(3)
2
(2)
,· · ·, x
(3)
n+1
(2)
)
)
∧ · · · ∧ At1
(
x
(n+2)
1 Γt(x
(n+2)
2
(1)
,· · ·, x
(n+2)
n+1
(1)
), Bnt (x
(n+2)
2
(2)
,· · ·, x
(n+2)
n+1
(2)
)
)
⊗
⊗ φ1−t1(x
(n+3)
1 Γt(x
(n+3)
2 , · · · , x
(n+3)
n+1 ))Γ−t2,t3,··· ,tn+1(x
(n+4)
2 , · · · , x
(n+4)
n+1 )x
(n+4)
1 x
(n+5)
2 · · · x
(n+5)
n+1
=
∫ 1
0
dt1 Γt1,t(x
(1)
1 ,· · ·, x
(1)
n+1)⊗B
1
t1,t
(x
(2)
1 ,· · ·, x
(2)
n+1)∧At1
(
x
(3)
1 Γt(x
(3)
2
(1)
,· · ·, x
(3)
n+1
(1)
), B1t (x
(3)
2
(2)
,· · ·, x
(3)
n+1
(2)
)
)
∧· · ·
· · · ∧ At1
(
x
(3)
1 Γt(x
(n+2)
2
(1)
,· · ·, x
(n+2)
n+1
(1)
), Bnt (x
(n+2)
2
(2)
,· · ·, x
(n+2)
n+1
(2)
)
)
⊗
⊗ Γ−t1,t(x
(n+3)
1 , · · · , x
(n+3)
n+1 )x
(n+4)
1 · · · x
(n+4)
n+1
avec Γt1,t := Γt1,··· ,tn+1 et B
i
t1,t
:= Bit1,··· ,tn+1 pour tout i dans {1, · · · , n}. Or
At1(y1Γt(y
(1)
2 , · · · , y
(1)
n+1), B
i
t(y
(2)
2 , · · · , y
(2)
n+1)) =
(
Γ−t1,t⋆
∂Γt1,t
∂ti+1
)
(y1, · · · , yn+1) = B
i+1
t1,t
(y1, · · · , yn+1)
pour tous y1, ..., yn dans Ug. Ainsi
A =
∫ 1
0
dt1 Γt1,t(x
(1)
1 ,· · ·, x
(1)
n+1)⊗ B
1
t1,t
(x
(2)
1 ,· · ·, x
(2)
n+1) ∧ · · · ∧B
n+1
t1,t
(x
(n+2)
1 , · · · , x
(n+2)
n+1 )⊗
⊗ Γ−t1,t(x
(n+3)
1 , · · · , x
(n+3)
n+1 )x
(n+4)
1 · · · x
(n+4)
n+1
et par suite
GBn+1(1⊗ x1 ⊗ · · · ⊗ xn+1 ⊗ 1) =
∫
[0,1]n
dt2 · · · dtn+1 A
=
∫
[0,1]n+1
dt1 · · · dtn+1 Γt1,t(x
(1)
1 ,· · ·, x
(1)
n+1)⊗ B
1
t1,t
(x
(2)
1 ,· · ·, x
(2)
n+1) ∧ · · ·
· · · ∧ Bn+1t1,t (x
(n+2)
1 ,· · ·, x
(n+2)
n+1 )⊗ Γ−t1,t(x
(n+3)
1 , · · ·, x
(n+3)
n+1 )x
(n+4)
1 · · · x
(n+4)
n+1
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ce qui montre, par Ug-biline´arite´ de GBn+1, que (3.2.12) est vraie en degre´ n+ 1.
De´monstration de la proposition 3.2.8.
Ici, l’application ϕt : U → U co¨ıncide avec celle de´finie a` la proposition
3 2.1.17. Rappelons
qu’alors (ϕt)∗ = φt : Ug→ Ug et φt◦S = φ−t, ou` S est l’antipode de Ug induite par l’application
d’inversion z 7→ z−1 sur G.
Tout d’abord, calculons T ′ ◦ Ic(ω) pour toute n-cochaˆıne de Chevalley-Eilenberg ω dans
Cn(g;R) en utilisant la notation γn(t1, · · · , tn) de la remarque 3.2.7 :
T ′Ic(ω)(x1⊗· · ·⊗xn) =(x1 ⊗ · · · ⊗ xn)
(
(z1, · · · , zn) 7→
∫
γnz1,··· ,zn
ωinv
)
=
∫
[0,1]n
(x1⊗· · ·⊗xn)
(
(z1,· · ·, zn) 7→ ω(TL
−1
γnz1,··· ,zn (t1,···,tn)
∂
∂t1
γnz1,··· ,zn(t1,· · ·, tn), · · ·
· · · , TL−1
γnz1,··· ,zn (t1,··· ,tn)
∂
∂tn
γnz1,··· ,zn(t1, · · · , tn))
)
dt1 · · · dtn
=
∫
[0,1]n
ω
(
x(1) ⊗ · · · ⊗ x(1)n
(
Tγn(t1,··· ,tn)L
−1
γn(t1,··· ,tn)
∂
∂t1
γn(t1, · · · , tn)
)
, · · ·
· · · , x
(n)
1 ⊗ · · · ⊗ x
(n)
n
(
Tγn(t1,··· ,tn)L
−1
γn(t1,··· ,tn)
∂
∂tn
γn(t1, · · · , tn)
))
dt1 · · · , dtn
pour tous x1, ..., xn dans Ug. Or, pour tous i dans {1, · · · , n}, y1,..., yn dans Ug, et t1, ..., tn
dans [0, 1]
Tγn(t1,··· ,tn)L
−1
γn(t1,··· ,tn)
∂
∂ti
γn(t1, · · · , tn) =
∂
∂u |u=0
(
γn(t1, · · · , tn)
−1γn(t1, · · · , ti−1, ti+u, ti+1, · · · , tn)
)
et donc, par la remarque 3.2.7,
y1⊗· · ·⊗yn
(
Tγn(t1,··· ,tn)L
−1
γn(t1,··· ,tn)
∂
∂ti
γn(t1,· · ·, tn)
)
=
∂
∂u
∣∣∣∣
|u=0
Γ−t1,··· ,tn(y
(1)
1 ,· · ·, y
(1)
n )Γt1,··· ,ti+u,··· ,tn(y
(2)
1 ,· · ·, y
(2)
n )
=Bit1,··· ,tn(y1, · · · , yn)
D’ou`
T ′Ic(ω)(x1⊗· · ·⊗xn) =
∫
[0,1]n
dt1 · · · dtn ω
(
B1t1,··· ,tn(x
(1)
1 , · · · , x
(1)
n ), · · · , B
n
t1,··· ,tn
(x
(n)
1 , · · · , x
(n)
n )
)
Ainsi, (3.2.11) implique (3.2.10). Il reste a` voir que (3.2.11) est vraie en appliquant (3.2.12) a`
la de´finition de G∗ dans le cas des coefficients triviaux.
3. Voir la remarque 3.2.4.
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Concluons cette sous-section en en re´sumant les principaux re´sultats e´tablis a` la commuta-
tivite´ du diagramme
C∗(g;R)
G∗ ''NN
NN
NN
NN
NN
N
Ic //
Id
**
C∗loc(G;R)
T //
T ′

C∗(g;R)
CH∗(Ug;R)
F ∗
77ppppppppppp
(3.2.13)
dans la cate´gorie des complexes de cochaˆınes. Celle-ci implique au passage :
Corollaire 3.2.10. Le complexe de cochaˆınes C∗(g;R) est un re´tract par de´formation de
CH∗(Ug) i.e
F ∗ ◦G∗ = IdC∗(g;R)
Notons que par construction, CH∗(Ug;R)
F ∗
⇄
G∗
C∗(g;R) est de´ja` une e´quivalence d’homotopie.
3.2.2 Version alge´brique de l’inte´gration de cocycles
Comple´tion de Malcev de Ug et grouplikes
Notons I := Kerǫ l’ide´al d’augmentation de Ug, In sa puissance n-ie`me pour tout entier n,
et conside´rons le syste`me inverse de projections
R = Ug/I և Ug/I2 և Ug/I3 և · · ·և Ug/In և Ug/In+1 և · · ·
De´finition 3.2.11. Le complete´ de Ug, note´ Uˆg, est de´fini par
Uˆg := lim
←
n
Ug/In
Proposition 3.2.12. La structure d’alge`bre de Hopf cocommutative connexe (µ, η,∆, ǫ, S) sur
Ug induit sur Uˆg une structure d’alge`bre de Hopf cocommutative comple`te, note´e de la meˆme
fac¸on. Les primitifs de Uˆg forment une sous-alge`bre de Lie de Uˆg contenant g, note´e gˆ.
De´finition 3.2.13. Le groupe de Malcev associe´ a` g, note´ Gˆ, est le sous-ensemble de 1+ Iˆ ⊂
Uˆg constitue´ des e´le´ments x de type groupe, i.e ve´rifiant 4
∆x = x⊗ x ∈ Uˆg⊗ˆUˆg
Gˆ est le “groupe de Lie associe´” a` gˆ dans le sens suivant :
Proposition 3.2.14. L’application exponentielle
exp := gˆ → Gˆ
g 7→ exp(g) := eg :=
∑
n≥0
1
n!
gn
est une bijection.
4. Voir l’appendice A pour la de´finition du produit tensoriel complete´ ⊗ˆ.
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L’inclusion
Gˆ →֒ Uˆg
induit, par propriete´ universelle de l’alge`bre de groupe, un morphisme d’alge`bres
RGˆ→ Uˆg
et donc un morphismes de complexes de cochaˆınes
Q : CH∗(Uˆg;R)→ C∗(Gˆ;R) = CH∗(RGˆ;R)
L’application e´vidente Ug→ Uˆg induit pour sa part une application
P : CH∗(Uˆg;R)→ CH∗(Ug;R)
La situation est alors la suivante
C∗(Gˆ;R)
CH∗(Uˆg;R)
P

Q
OO
C∗(g;R)
G∗xxppp
pp
pp
pp
pp
CH∗(Ug;R)
F ∗
88ppppppppppp
(3.2.14)
Afin de de´finir les applications T et Ic de la sous-section pre´ce´dente nous avons duˆ nous re-
streindre au complexe des cochaˆınes de groupes localement lisses C∗loc(G;R). Pour de´finir Ic
lorsque g est de dimension quelconque, il nous aurait fallu e´galement ne conside´rer que des
cochaˆınes d’alge`bre de Lie continues sur g, e´tant entendu que g est elle meˆme e´quipe´e d’une
topologie adapte´e ([Nee04]). L’objectif du paragraphe suivant est de donner un sens a` une telle
notion de continuite´/lissite´ dans un cadre alge´brique.
Cochaˆınes continues
Il est possible de de´finir une topologie sur g et Ug rendant l’inclusion g →֒ Ug continue
a` l’aide de l’ide´al d’augmentation I. Une base de voisinages de 0 dans Ug est donne´e par les
puissances Ik de I et l’on obtient une base de voisinages de tout autre point par translation. Le
produit tensoriel Ug⊗n est alors e´quipe´e de la topologie “produit” dont une base de voisinage
de 0 est donne´e par les puissances Jk , k ≥ 0 de l’ide´al d’augmentation 5 J de´fini comme suit
J := I ⊗ Ug⊗(n−1) + Ug⊗ I ⊗ Ug⊗(n−2) + · · ·+ Ug(n−1) ⊗ I ⊂ Ug⊗n (3.2.15)
Cette topologie sur Ug et sur ses puissances tensorielles sera appele´e topologie I-adique.
5. Pour l’augmentation ǫ⊗n : Ug⊗n → R⊗n ∼= R.
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Proposition 3.2.15. Munissons R de la topologie usuelle. Alors, une n-cochaˆıne de Hochschild
ω : Ug⊗n → R est continue pour la topologie I-adique si et seulement si il existe un entier k tel
que
ω(Jk) = {0R}
Remarque 3.2.16. La proposition pre´ce´dente peut eˆtre reformule´e en disant qu’une cochaˆıne
de Hochschild est continue pour la topologie usuelle sur l’espace d’arrive´e R si et seulement si
et seulement si elle l’est pour la topologie discre`te. Nous voyons donc que la continuite´ est une
propriete´ forte des cochaˆınes.
Dans le cas de g, il existe une suite de´croissante d’ide´aux toute indique´e :
De´finition 3.2.17. La suite centrale descendante de g est la suite de´croissante d’ide´aux
de g
D1(g) := [g, g] ⊂ · · · ⊂ Dk(g) ⊂ Dk+1(g) ⊂ · · ·
ve´rifiant la condition de´finissante suivante
Dk(g) := [Dk−1(g), g]
pour tout k ≥ 2.
g est dite nilpotente lorsqu’il existe un entier k tel que Dk(g) = {0}.
La topologie la moins fine sur g pour laquelle la famille (Dk(g))k≥1 est une base de voisinage
de 0 est appele´e topologie D-adique. En e´tendant cette topologie a` Λng de manie`re analogue a`
ce qui a e´te´ fait pour Ug⊗n, nous pouvons de´finir le sous-espace vectoriel Cnc (g;R) du complexe
de Chevalley-Eilenberg de g constitue´ des cochaˆınes continues pour la topologie D-adique.
Proposition 3.2.18. Les diffe´rentielles dH et dCE se restreignent aux sous-espaces de cochaˆınes
continues, faisant de (CH∗c (Ug;R), dH) et (C
∗
c (g;R), dCE) des sous-complexes respectifs de (CH
∗(Ug;R), dH)
et (C∗(g,R), dCE).
De´monstration. Il suffit de voir que les diffe´rentielles dH : Ug⊗n → Ug⊗n−1 et dCE : Λng →
Λn−1g sont continues, les diffe´rentielles cohomologiques e´tant obtenues par pre´composition des
cochaˆınes avec ces dernie`res. Ceci est une conse´quence directe de la continuite´ e´vidente du
produit de Ug et du crochet de g.
Le lien entre la topologie de Ug et celle de g est donne´e par la proposition suivante :
Proposition 3.2.19. La topologie D-adique est celle induite par la toplogie I-adique de Ug via
l’inclusion g →֒ Ug, ce qui montre en particulier la continuite´ de cette dernie`re.
De´monstration. La topologie induite sur g par la topologie I-adique est engendre´e par la base
de voisinages de 0
Ik ∩ g , k ≥ 0
Montrons que pour tout entier k,
Ik ∩ g = Dk(g)
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L’inclusion Dk(g) ⊂ I
k ∩ g est e´vidente, il reste donc a` e´tablir l’autre. Soit x dans Ik ∩ g. x
s’e´crit comme une somme de sommes si de monoˆmes de longeur i ≥ k
x =
∑
i
si
De plus, par la proposition (2.1.3), pr x = x donc
x = pr x =
∑
i
pr si
Or, d’apre`s la formule (A.3.1) de l’appendice A., chaque pr si est stable par l’idempotent de
Dynkin donc dans Dk(g) et par line´arite´, s est e´galement dans Dk(g) ce qui prouve l’inclusion
g ∩ Ik ⊂ Dk(g).
La continuite´ de l’inclusion est alors imme´diate par de´finition de la topologie induite. Nous
avons au passage montre´ que pr(Ik) ⊂ Dk(g) ce qui implique
Lemme 3.2.20. L’application pr : Ug → g est continue. Par conse´quent, vu que le coproduit
de Ug est continu, l’application φt : Ug→ Ug et ses de´rive´es
dn
dtn
φt sont e´galement continues.
Avant de comple´ter partiellement la version “continue” du diagramme (3.2.14), ve´rifions
que les morphismes F ∗ et G∗ se restreignent correctement
Proposition 3.2.21. Les morphismes F ∗ : CH∗(Ug;R) → C∗(g;R) et G∗ : C∗(g;R) →
CH∗(Ug;R) se restreignent aux sous-complexes de cochaˆınes continues en un re´tract par de´formation
CH∗c (Ug;R)
F ∗
⇄
G∗
C∗c (g;R)
De´monstration. La continuite´ de l’image par F ∗ d’une cochaˆıne de Hochschild continue provient
de la continuite´ de l’inculsion g →֒ Ug et de l’action du groupe syme´trique. Il reste a` montrer
que si ω est une n-cochaˆıne de Lie continue, Gn(ω) est continue pour la topologie I-adique .
Par de´finition 6, Gn se de´compose sous la forme Gn(ω) := ω ◦ G¯B, ou` G¯B : Ug
⊗n → Λng est
l’application line´aire de´finie par
G¯B(x1 ⊗ · · · ⊗ xn) :=
∫
[0,1]n
dt1 · · · dtn B
1
t1,··· ,tn
(x
(1)
1 , · · · , x
(1)
n ) ∧ · · · ∧B
n
t1,··· ,tn
(x
(n)
1 , · · · , x
(n)
n )
pour tous x1, ..., xn dans Ug. Les Bi sont les ope´rateurs de´finis en (3.2.9). Il suffit donc d’e´tablir
la continuite´ de G¯B. Or il est clair, graˆce au lemme 3.2.20, que chaque B
j
t1,··· ,tn : Ug
⊗n → g
est continu puisque convole´ de compose´es de produits et d’applications φtj et de leurs de´rive´es.
Comme de surcroˆıt le coproduit ∆ sur Ug et l’application g1 ⊗ · · · ⊗ gn 7→ g1 ∧ · · · ∧ gn de g
⊗n
dans Λng sont continus, il devient e´vident que G¯B l’est aussi.
6. Voir section 3.1.
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Pour inte´grer une cochaˆıne de Chevalley-Eilenberg en cochaˆıne de groupe, il reste a` relever
les cochaˆınes de Hochschild continues sur Ug en cochaˆınes sur son complete´, ce qui ne´cessite de
pre´ciser la topologie sur Uˆg.
De´finition 3.2.22. La topologie Iˆ-adique sur Uˆg est celle engendre´e par la base de voisinages
de 0 constitue´e des puissances Iˆn de l’ide´al d’augmentation Iˆ de´fini par
Iˆ := lim
←
n
I/In ⊂ Uˆg
Les puissances tensorielles complete´es 7 Uˆg
⊗ˆn
de Uˆg de Ug he´ritent de cette topologie. Les
cochaˆınes de Hochschild continues ω : Uˆg
⊗ˆn
→ R forment un complexe de CH∗c (Uˆg;R) pour
la diffe´rentielle dH prolonge´e par continuite´.
Proposition 3.2.23. Le morphisme de restriction P : CH∗(Uˆg;R) → C∗(Ug;R) induit un
isomorphisme de complexes de cochaˆınes continues
P : CH∗c (Uˆg;R)
∼=
→ C∗c (Ug;R)
De´monstration. Toute application continue f : Ug⊗n → R se prolonge de manie`re unique
en une application continue P−1(f) : Ûg⊗n = Uˆg
⊗ˆn
→ R. Cette propriete´ de la comple´tion
est de´montre´e dans [Tre`67] pour les espaces vectoriel topologiques. Notons que les espaces
vectoriels conside´re´s dans cette section sont des R-espaces vectoriels topologiques lorsque l’on
muni le corps R de la topologie discre`te.
Ainsi, dans le cas continu, le diagramme (3.2.14) s’enrichit en un diagramme commutatif
C∗(Gˆ;R)
CH∗c (Uˆg;R)
P

Q
OO
C∗c (g;R)
G∗wwppp
pp
pp
pp
pp
CH∗c (Ug;R)
P−1
OO
F ∗
77ppppppppppp
(3.2.16)
La dernie`re e´tape avant d’achever la comparaison avec le cas diffe´rentiable (3.2.13) est
l’introduction de la notion de cochaˆıne de groupe lisse en 1 ∈ Gˆ :
De´finition 3.2.24. Soit p un entier. Une n-cochaˆıne de groupe f : G⊗n → R est dite p-lisse
en 1 si il existe p applications multiline´aires syme´triques continues
Dif : (gˆ⊕n)⊗ˆi → R , i ∈ {1, · · · , p} ,
et une application continue O : gˆ⊕n → R, ve´rifiant les conditions
7. Voir l’appendice B de [Qui69] pour une de´finition de produit tensoriel complete´ d’alge`bres filtre´es ou
l’appendice A. du pre´sent manuscrit pour une de´finition ad hoc.
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1.
f(eg1 , · · · , egn) = f(1, · · · , 1) +
n∑
i=1
Dif
(
(g1, · · · , gn)⊗ · · · ⊗ (g1, · · · , gn)
)
+O(g1, · · · , gn)
(3.2.17)
pour tout (g1, · · · , gn) dans gˆ
⊕n,
2. et
lim
t→0
1
tp
O(g(t)) = 0 (3.2.18)
pour tout arc de´rivable 8 g : [−1, 1]→ gˆ⊕n tel que g(0) = 0.
L’application Dif est appele´e diffe´rentielle i-e`me de f . Une cochaˆıne p-lisse en 1 pour tout
entier p sera dite lisse.
Remarque 3.2.25. Dans la de´finition pre´ce´dente, les applications Dif , lorsqu’elles existent,
sont uniques, car une forme i-line´aire syme´trique est entie`rement de´termine´e par ses valeurs
sur les tenseurs de la forme x⊗ x⊗ · · · ⊗ x. Ceci qui peut se montrer par re´currence sur i, en
utilisant la relation (3.2.17) comme dans le cas usuel des fonctions admettant un de´veloppement
de Taylor en un point de Rk, k ∈ N.
Proposition 3.2.26. Les cochaˆınes lisses en 1 sur Gˆ forment un sous-complexe de C∗(Gˆ;R),
note´ C∗s (Gˆ;R). De plus, l’application de restriction Q : CH
∗(Uˆg;R)→ C∗(Gˆ;R) se restreint en
un morphisme de sous-complexes
Q : CH∗c (Uˆg;R)→ C
∗
s (Gˆ;R)
De´monstration.
1. En premier lieu, montrons que dG se restreint au cochaˆınes lisses. Soit f : G
×n → R une
n-cochaˆıne lisse. Alors, pour tous g1, ..., gn+1 dans g,
dGf(e
g1 , · · · , egn+1) :=f(eg2 , · · · , egn+1) +
n∑
i=1
(−1)if(eg1 , · · · , egiegi+1 , · · · , egn+1)
+ (−1)n+1f(eg1 , · · · , egn)
– Soit i dans {1, · · ·n}, alors
egiegi+1 = eBCH(gi,gi+1)
ou` BCH(gi, gi+1) ∈ gˆ est la se´rie de Baker-Campbell-Hausdorff de´finie en A.3.2. Ainsi,
comme f est lisse, pour tout entier p, il existe D1f , ..., Dpf et O ve´rifiant (3.2.17) et
(3.2.18) telles que
f(eg1 , · · · , egiegi+1 , · · · , egn+1) =f(1 · · · 1) +
p∑
j=1
Djf((g1, · · · , BCH(gi, gi+1), · · · , gn+1)
⊗ˆj)
+O(g1, · · · , BCH(gi, gi+1), · · · , gn+1)
8. Un arc γ : [−1, 1] → Uˆg est dit de´rivable si pour tout entier k, il existe des applications de´rivables
λi : [−1, 1]→ R et des e´le´ments xi ∈ Uˆg, en nombre fini, tels que g(t) =
∑
i
λi(t)xi modulo Iˆ
k.
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De´taillons, pour j fixe´ dans {1, · · · , p} le tenseur (g1, · · · , BCH(gi, gi+1), · · · , gn+1)
⊗ˆj ∈
( ˆg⊕n)⊗ˆj :
(g1,· · ·, BCH(gi, gi+1),· · ·, gn+1)
⊗j=
(
(g1,· · ·, gi−1, gi + gi+1, gi+2,· · ·, gn+1)+
∑
k≥2
(0,· · ·, BCHk(gi, gi+1),· · ·, 0)
)⊗ˆj
Pour tout k ≥ 2, par construction de BCHk(gi, gi+1) comme somme de crochets k-
ite´re´s (cf. A.3.2) en gi et gj, il est clair qu’il existe une application k-line´aire continue
Lk : (gˆ
⊕n+1)⊗ˆk → gˆ⊕n telle que
Lk((g1, · · · , gn+1)
⊗ˆk) = (0, · · · , 0, BCHk(gi, gi+1), 0, · · · , 0) ∈ gˆ
⊕n
En posant L1(g1, · · · , gn+1) := (g1, · · · , gi−1, gi + gi+1, gi+2, · · · , gn+1), , il vient
Djf((g1, · · · , BCH(gi, gi+1), · · · , gn+1)
⊗j) =
∑
k1,··· ,kj≥1
Djf ◦ (Lk1⊗ˆ · · · ⊗ˆLkj)((g1, · · · , gn+1)
⊗ˆk1+···+kj)
Or, pour tout entier k ≥ 1,∑
k1+···+kj=k
Djf ◦ (Lk1⊗ˆ · · · ⊗ˆLkj) : (gˆ
⊕n+1)⊗ˆk → R
est k-line´aire continue donc il existe une application line´aire continue et syme´trique
Sjk : (gˆ
⊕n+1)⊗ˆk → R, nulle pour k assez grand par continuite´ de Djf , et telle que∑
k1+···+kj=k
Djf ◦ (Lk1⊗ˆ · · · ⊗ˆLkj)((g1, · · · , gn+1)
⊗ˆk) = Sjk((g1, · · · , gn+1)
⊗ˆk)
quels que soient g1, ..., gn+1 dans gˆ Ainsi
f(eg1 , · · · , egiegi+1 , · · · , egn+1) =f(1 · · · , 1) +
∑
k≥1
p∑
j=1
Sjk((g1, · · · , gn+1)
⊗ˆk)
+O(g1, · · · , BCH(gi, gi+1), · · · , gn+1)
Il est alors facile de ve´rifier, comme t 7→ BCH(gi(t), gi+1(t)) est un arc de´rivable s’an-
nulant en 0 de`s lors que t 7→ (gi(t), gi+1(t)) en est un, que si t 7→ (g1(t), · · · , gn+1(t))
est un arc diffe´rentiable s’annulant en 0
lim
t→0
1
tp
(∑
k>p
p∑
j=1
Sjk((g1(t), · · · , gn+1(t))
⊗ˆk) +O(g1(t), · · · , BCH(gi(t), gi+1(t)), · · · , gn+1(t))
)
= 0
Ce qui ache`ve de montrer que pour tout i ∈ {1, · · · , n},
(g1, · · · , gn+1) 7→ f(e
g1 , · · · , egiegi+1 , · · · , egn+1)
est p-lisse en 1, avec diffe´rentielle k-ie`me
k∑
j=1
Sjk pour chaque k ∈ {1, · · · , p}.
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– Un raisonnement analogue permet d’e´tablir que,
(g1, · · · , gn+1) 7→ f(e
g2 , · · · , egn+1) + (−1)n+1f(eg2 , · · · , egn)
est p-lisse en 1
– Il de´coule des deux points pre´ce´dents que pour tout entier p, dGf est p-lisse en 1 comme
somme de (n+ 1)-cochaˆınes p-lisses, et donc est p-lisse
Donc dG se restreint bien au sous-espace des cochaˆınes lisses, faisant de (C
∗
s (Gˆ,R), dG)
un sous-complexe de C∗(Gˆ;R).
2. Il reste maintenant a` de´montrer que l’image par Q d’une n-cochaˆıne de Hochschild con-
tinue ω : (Uˆg)⊗ˆn → R est p-lisse pour tout entier p. Soient g1, ..., gn dans gˆ. Par de´finition
de Q,
Q(ω)(eg1 , · · · , egn) = ω(
∑
k1,··· ,kn≥0
1
k1!k2! · · · kn!
gk11 ⊗ˆ · · · ⊗ˆg
kn
n )
Montrons que les applications DiQ(ω) : (gˆ⊕n)⊗ˆi → R et O : gˆ⊕n → R de´finies par
DiQ(ω)(g¯1⊗ˆ · · · ⊗ˆg¯i)) :=
∑
0=k0≤k1≤···≤kn−1≤kn=i
1
k1!(k2 − k1)! · · · (kn − kn−1 − · · · − k1)!
1
i!
∑
σ∈Σi
ω(g¯1σ⊗ˆ · · · ⊗ˆg¯
n
σ)
pour tous i dans {1, · · · , p}, g¯j := (g1,j, · · · , gn,j) dans gˆ
⊕n quand 1 ≤ j ≤ i, avec la
convention g¯lσ := gl,σ(kl−1+1) gl,σ(kp−1+2) · · · gl,σ(kl) et
O(g1, g2, · · · , gn) := ω(
∑
k1+···+kn>p
1
k1! · · · kn!
gk11 ⊗ˆ · · · ⊗ˆg
kn
n )
satisfont les conditions 1. et 2. de la de´finition 3.2.24 en posant f := Q(ω). La multi-
line´arite´ et la syme´trie des DiQ(f) sont e´videntes par construction, et la continuite´ de ω
implique celle de chaque DiQ(ω) et de O. L’e´galite´
Q(ω)(eg1 , · · · , egn) = Q(ω)(1, · · · , 1) +
p∑
i=1
DiQ(ω)((g1, · · · , gn)
⊗ˆi) +O(g1, · · · , gn)
se ve´rifie sans peine ce qui montre que la condition (3.2.17) est satisfaite. De plus, si
t 7→ (g1(t), · · · , gn(t)) est un arc diffe´rentiable a` valeurs dans gˆ
⊕n qui s’annule en t = 0,
1
tp
O(g1(t), · · · , gn(t)) = ω
( ∑
k1+···+kn>p
tk1+···+kn−p
k1! · · · kn!
(
1
t
g1)
k1⊗ˆ · · · ⊗ˆ(
1
t
gn)
kn
)
Soit δ > 0. Par continuite´ de ω, il existe une entier q tel que
ω
( ∑
k1+···+kn>q
tk1+···+kn−p
k1! · · · kn!
(
1
t
g1)
k1⊗ˆ · · · ⊗ˆ(
1
t
gn)
kn
)
= 0
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Ainsi,
|
1
tp
O(g1(t), · · · , gn(t))| <
∑
q>k1+···+kn>p
|t|k1+···+kn−p
k1! · · · kn!
| |ω
(
(
1
t
g1)
k1⊗ˆ · · · ⊗ˆ(
1
t
gn)
kn
)
|
et il est facile de voir que chaque ω
(
(1
t
g1)
k1⊗ˆ · · · ⊗ˆ(1
t
gn)
kn
)
est une somme finie de produits
de quotients par t de fonctions de´rivables en 0, et a donc une limite finie quand t tend
vers 0. Il s’ensuit que l’existence d’un re´el t0 > 0 tel que∑
q>k1+···+kn>p
|t|k1+···+kn−p
k1! · · · kn!
| |ω
(
(
1
t
g1)
k1⊗ˆ · · · ⊗ˆ(
1
t
gn)
kn
)
| < δ
et donc
|
1
tp
O(g1(t), · · · , gn(t))| < δ
de`s que |t| ≤ t0. Ceci montre que O ve´rifie la condition (3.2.18) et prouve la p-lissite´ de
Q(ω) pour tout p.
De´finition 3.2.27. La version alge´brique de l’application d’inte´gration est le morphisme de
complexes de cochaˆınes Ic : C
∗
c (g;R)→ C
∗
s (Gˆ;R) de´fini par
Ic := Q ◦ P
−1 ◦G∗
Proposition 3.2.28. L’application T ′′ : C∗s (Gˆ;R)→ C
∗
c (gˆ;R) de´finie en degre´ n par
T ′′(f)(g1 ∧ · · · ∧ gn) := n!
∑
σ∈Σn
sgn(σ)Dnf((gσ(1), 0, · · · , 0)⊗ˆ · · · ⊗ˆ(0, · · · , 0, gσ(n)))
pour tous g1, ..., gn dans gˆ, est un morphisme de complexes de cochaˆınes induisant, via l’appli-
cation canonique g→ gˆ, un morphisme de complexe T : C∗s (Gˆ;R)→ C
∗
c (g;R). De plus
T ◦ Ic = IdC∗c (gˆ;R)
De´monstration. Expliquons pourquoi T ′′ ◦ dG = dCE ◦ T
′′. Soit n ≥ 1 et f : Gˆ×n → R une
n-cochaˆıne de groupe lisse en 1. Pour tous g1, ..., gn+1 dans gˆ :
dGf(e
g1 , · · · , gegn+1) = f(1, · · · , 1) +
n+1∑
j=1
DjdGf((g1 ⊗ · · · ⊗ gn+1)
⊗j) +O(g1, · · · , gn+1)
ou` O : gˆ⊕n → R et les applications j-line´aires DjdGf ve´rifient les conditions 1. et 2. de la
de´finition 3.2.24. Par de´finition de T ′′, la n + 1-cochaˆıne de Lie T ′′(dGf) ne de´pend que des
valeurs de Dn+1dGf sur les (n+ 1)-tenseurs de la forme
(g1, 0, · · · , 0)⊗ (0, g2, 0, · · · , 0)⊗ · · · ⊗ (0, · · · , 0, gn+1) , g1, · · · , gn+1 ∈ gˆ , (3.2.19)
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c’est pourquoi il nous faut de´terminer la partie (n+ 1)-line´aire de dGf qui est non nulle sur ce
type de tenseurs. E´crivons dG sous forme dG =
∑n+1
i=0 (−1)
idiG, avec
d0Gf(e
g1 , · · · , egn+1) := f(eg2 , · · · , egn+1) , dn+1G f(e
g1 , · · · , egn+1) = f(eg1 , · · · , egn) ,
diGf(e
g1 , · · · , egn+1) := f(eg1 , · · · , egiegi+1 , · · · , egn+1)
pour tout i dans {1, · · · , n}. Fixons un i dans {1, · · ·n} et j dans {1, · · · , n + 1} et rappelons
l’expression de Dn+1diGf obtenue dans la de´monstration de la proposition 3.2.26 montre qu’elle
correspond a` la syme´trisation de l’application n+ 1 line´aire :∑
j≥1
∑
k1+···+kj=n+1
Djf ◦ (Lk1 ⊗ · · · ⊗ Lkj)
ou` chaque Lk : (gˆ
⊕n+1)⊗ˆk → gˆ⊕n+1 est une application k-multiline´aire ve´rifiant
Ljk((g1, · · · , gn+1)
⊗k) =
{
(g1, · · · , gi−1, gi + gi+1, gi+2, · · · , gn+1) si k = 1,
(0, · · · , 0, BCHk(gi, gi+1), 0, · · · , 0) si k ≥ 2.
Il est clair, pour tous k1 ≥ 1, ..., kj ≥ 1 entiers tels que k1+ · · ·+kj = n+1, que Lk1⊗· · ·⊗Lkj
s’annule sur le syme´trise´ du tenseur (g1, 0, · · · , 0)⊗(0, g2, 0, · · · , 0)⊗· · ·⊗(0, · · · , 0, gn+1) de`s lors
que kp ≥ 3 pour un certain p dans {1, · · · , j}. Par exemple le terme [gi, [gi, gi+1]] apparaissant
dans BCH3(gi, gi+1) donne lieu a` une application triline´aire
W : (g1,1, · · · , gn+1,1)⊗(g1,2, · · · , gn+1,2)⊗(g1,3, · · · , gn+1,3) 7→ (0, · · · , 0, [gi,1, [gi,2, gi+1,3]], 0, · · · , 0).
et le fait que l’indice i apparaisse deux fois implique que
W ((0, · · · , 0, a, 0, · · · , 0)⊗ (0, · · · , 0, b, 0, · · · , 0)⊗ (0, · · · , 0, c, 0, · · · , 0)) = 0
de`s que les trois e´le´ments a, b et c de gˆ occupent des places diffe´rentes, ce qui montre que les
termes n + 1-line´aires contenant W ne contribuent pas a` la valeur de Dn+1diGf sur les n + 1
tenseurs de la forme (3.2.19).
De meˆme, si kp = kq = 2 pour p et q distincts dans {1, · · · , j}, D
jf ◦Lk1⊗· · ·⊗Lkj n’annule
dans le calcul de T ′′(dGf). Les seuls cas a` prendre en compte sont donc ceux ou` tous les kp,
sauf au plus 1, sont e´gaux a` 1. Notons Σj(X) le syme´trise´ d’un j-tenseur X dans (gˆ
⊕n+1)⊗ˆj. La
syme´trie de Dn+1f permet d’e´crire :
D(n+1)diGf((g1, 0,· · ·, 0)⊗ (0, g2, 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, gn+1))
=
1
(n+ 1)!
∑
σ∈Σn+1
Dn+1f((0,· · ·, 0, gσ(1), 0,· · ·, 0)⊗· · ·⊗(0,· · ·, 0, gσ(n+1), 0, · · · , 0))
+
n∑
p=1
Dnf ◦ (L1⊗· · ·⊗L1⊗L2⊗L1⊗· · ·⊗L1)Σ((g1, 0,· · ·, 0)⊗(0, g2, 0,· · ·, 0)⊗· · ·⊗(0,· · ·, 0, gn+1))
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ou` dans la permie`re somme , gσ(p) est a` la p-e`me position dans
(0, · · · , 0, gσ(p), 0, · · · , 0) ∈ gˆ
⊕n
si σ(p) ≤ i, et a` la p − 1-ie`me sinon. Par syme´trie de Dn+1f , le premier terme de l’expression
pre´ce´dente est invariant lorsqu’on e´change gi et gi+1 ce qui montre qu’il est nul lorsqu’on
l’antisyme´trise et donc qu’il ne contribue pas a` T ′′(diGf). Par syme´trie de D
n+1f , et comme
L2 n’est non nul que sur (0, · · · , 0, gi, 0, · · · , 0)⊗ (0, · · · , 0, gi+1, 0, · · · , 0), la seconde somme se
simplifie de la manie`re suivante :
n∑
p=1
Dnf ◦ (L1⊗· · ·⊗L1⊗L2⊗L1⊗· · ·⊗L1)Σ((g1, 0,· · ·, 0)⊗(0, g2, 0,· · ·, 0)⊗· · ·⊗(0,· · ·, 0, gn+1))
=
1
2(n+ 1)!
n∑
p=1
∑
σ∈Σn+1
σ(p)=i,σ(p+1)=i+1
Dnf((0,· · · , 0, gσ(1), 0, · · ·, 0)⊗· · ·⊗ (0, · · · , 0, [gi, gi+1], 0, · · · , 0)⊗ · · ·
· · · ⊗ (0,· · ·, 0, gσ(n+1), 0, · · · , 0))
=
1
2(n+ 1)!
∑
σ∈Σn+1
σ−1(i+1)=σ−1(i)+1
Dnf((g1, 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, [gi, gi+1], 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, gn+1))
=
1
2(n+ 1)
Dnf((g1, 0, · · · , 0)⊗ · · · ⊗ (0, · · · , 0, [gi, gi+1], 0, · · · , 0)⊗ · · · ⊗ (0, · · · , 0, gn+1))
car il existe n! permutations de {1, · · · , n + 1} envoyant i et i + 1 sur des entiers successifs.
Ainsi, il ne reste plus qu’a antisyme´triser le roˆle des gi pour obtenir T
′′(diGf) :
T ′′(diGf)(g1∧· · ·∧gn+1) = (n+ 1)!
∑
σ∈Σn+1
sgn(σ)Dn+1diGf((gσ(1), 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, gσ(n+1)))
=n!
∑
σ∈Σn+1
sgn(σ)
2
Dnf((gσ(1), 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, [gσ(i), gσ(i+1)], 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, gσ(n+1)))
=n!
∑
σ∈Σn+1
σ(i+1)>σ(i)
sgn(σ)Dnf((gσ(1), 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, [gσ(i), gσ(i+1)], 0,· · ·, 0)⊗· · ·⊗ (0,· · ·, 0, gσ(n+1)))
Il est facile de ve´rifier que T ′′(d0Gf) = T
′′(dn+1G f) = 0, c’est pourquoi
T ′′(dGf)(g1 ∧· · ·∧ gn+1) = n!
n∑
i=0
(−1)i
∑
σ∈Σn+1
σ(i+1)>σ(i)
sgn(σ)Dnf((gσ(1), 0,· · ·, 0)⊗· · ·⊗(0,· · ·, 0, [gσ(i), gσ(i+1)], 0,· · ·, 0)⊗· · ·
· · ·⊗ (0,· · ·, 0, gσ(n+1))) (3.2.20)
D’autre part, les meˆmes arguments combinatoires que ceux intervenant dans la de´monstration
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de la proposition 1.2.8 permettent d’e´crire
dCET
′′(f)(g1 ∧· · ·∧ gn+1) =
∑
i<j
(−1)j+1T ′′(f)(g1 ∧ · · · ∧ [gi, gj] ∧ · · · ∧ gˆj ∧ · · · ∧ gn+1)
=n!
n∑
p=1
(−1)p
∑
σ∈Σn+1
σ(p+1)>σ(p)
Dnf((gσ(1), 0,· · ·, 0)⊗· · ·⊗(0,· · ·, 0, [gσ(p), gσ(p+1)], 0,· · ·, 0)⊗· · ·
· · ·⊗ (0,· · ·, 0, gσ(n+1))
=T ′′(dGf)(g1 ∧ · · · ∧ gn+1)
ce qui prouve que T ′′ est un morphisme de complexes de cochaˆınes.
Montrons la relation T ◦Ic = IdC∗c (g;R). Soient g1, ..., gn dans g et ω une n-cochaˆıne d’alge`bre
de Lie continue. Alors, par (3.2.11), comme chaque egi est de type groupe :
Ic(ω)(e
g1 , · · · , egn) =
∫
[0,1]n
dt1 · · · dtn ω(B
1
t1,··· ,tn
(eg1 , · · · , egn) ∧ · · · ∧Bnt1,··· ,tn(e
g1 , · · · , egn))
En posant bt1,··· ,tn(g1, · · · , gn) := t1BCH(g1, t2BCH(g2, · · · , tn−1BCH(gn−1, tngn) · · · )), ou`BCH
est la se´rie de Baker-Campbell-Hausdorff de´ja introduite pre´ce´demment, il vient
Ic(ω)(e
g1 , · · · , egn) =
∫
[0,1]n
dt1 · · · dtn ω(
∂
∂t1
bt1,··· ,tn(g1, · · · , gn) ∧ · · · ∧
∂
∂tn
bt1,··· ,tn(g1, · · · , gn))
Pour obtenir la diffe´rentielle n-ie`me de Ic(ω) il suffit de ne prendre en compte que les termes
faisant intervenir exactement n copies de chaque gi. Ces derniers correspondent au de´veloppement
des ∂
∂tj
bt1,··· ,tn que les termes de degre´ 1 en BCH1 dans BCH. Or pour tout j dans {1, · · · , n} :
∂
∂tj
t1BCH1(g1, t2BCH1(g2, · · · , tn−1BCH1(gn−1, tngn) · · · )) =
n∑
i=j
t1t2 · · · tˆiti+1 · · · tn
donc, par antisyme´trie de ω,
DnIc(ω)((g1 ⊗ · · · ⊗ gn)
⊗n)
=
∫
[0,1]n
dt1· · ·dtn ω(g1 ∧ t1g1 + t1g2 ∧ t1g1 + t1t2g2 + t1t2g3 ∧ · · · ∧ t1g1 + t1t2g2 + · · ·+ t1t2 · · · tn−1gn)
=
∫
[0,1]n
dt1· · ·dtn t
n−1
1 t
n−2
2 · · · tn−1ω(g1 ∧ g2 ∧ g3 ∧ · · · ∧ gn)
=
1
n!
ω(g1 ∧ · · · ∧ gn)
Ainsi
DnIc(ω)((g1, 0, · · · , 0)⊗ (0, g2, 0, · · · , 0)⊗ · · · ⊗ (0, · · · , 0, gn)) =
1
(n!)2
ω(g1 ∧ · · · ∧ gn)
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et par suite, en utilisant de nouveau que ω est antisyme´trique :
T ◦ Ic(ω) = ω
En re´sume´, nous avons e´tabli l’existence de morphismes T et Ic faisant commuter le dia-
gramme
C∗(Gˆ;R)
T
&&NN
NN
NN
NN
NN
N
CH∗c (Uˆg;R)
P

Q
OO
C∗c (g;R)
G∗wwppp
pp
pp
pp
pp
Ic
ffNNNNNNNNNNN
CH∗c (Ug;R)
P−1
OO
F ∗
77ppppppppppp
Le cas nilpotent
Comme en ge´ne´ral Gˆ contient plus d’e´le´ments que l’ensemble G := {eg , g ∈ g ⊂ gˆ}, il
semble peu probable que la paire
C∗s (Gˆ;R)
T
⇄
Ic
C∗c (g;R)
soit une e´quivalence d’homotopie. Il n’y a d’ailleurs pas de raison pour qu’un tel G soit un
groupe, meˆme si celui ci est un bon candidat pour jouer le roˆle du groupe “inte´grant” g.
Cependant, dans le cas ou` g est nilpotente, nous disposons du re´sultat suivant, duˆ a` P.F Pickel :
Proposition 3.2.29. Si g est une alge`bre de Lie nilpotente 9, alors les morphismes
P : CH∗(Uˆg;R)→ CH∗(Ug;R)
et
Q : CH∗(Uˆg;R)→ C∗(Gˆ;R)
sont des quasi-isomorphismes.
De´monstration. Ce re´sultat, e´tabli dans [Pic78], est rappele´ dans [Lod98].
Remarque 3.2.30. Lorsque g est nilpotente,
1. (a) gˆ = g et Gˆ = G = {eg , g ∈ g} ([Qui69], appendice A.),
(b) Toutes les cochaˆınes de Chevalley-Eilenberg de g sont continues.
2. Dans [Tam03], D. Tamarkin utilise que si H∗(g;R) est de dimension finie en chaque
degre´, alors l’application de restriction P : CH∗(Uˆg;R)→ CH∗(Ug;R) est ne´cessairement
un quasi-isomorphisme.
9. Rappelons que g est nilpotnente si Dk(g) = {0} pour un certain entier k.

Conclusion
L’interpre´tation ge´ome´trique de la re´solution de Chevalley-Eilenberg de´veloppe´e au chapitre
2 a permis de re´pondre par l’affirmative a` la question 0.0.1 lorsque g est une alge`bre de Lie
sur K = R, en exhibant un morphisme de re´solutions GB∗ : B∗(Ug) → CK∗(Ug), qui ve´rifie
l’e´galite´ de´finissante (3.2.12) ne faisant intervenir que le coproduit de Ug et les idempotents
eule´riens ([Lod98]). Ce sont d’ailleurs ces derniers qui permettent de transporter sur Ug la
contraction canonique de l’alge`bre syme´trique Sg, via l’isomorphisme de Poincare´-Birkhoff-
Witt, afin obtenir une contraction h du complexe de Koszul de type “lemme de Poincare´”, et
d’appliquer la strate´gie de´veloppe´e en 1.2.3. Le dernier chapitre nous montre alors comment le
morphisme de complexes de cochaˆınes G∗ : C∗(g;Mad)→ CH∗(Ug;M) induit par GB∗ peut eˆtre
interprete´ comme un proce´de´ d’inte´gration formelle de cocycles d’alge`bre de Lie, ce qui conduit
a` intuiter la formule (3.2.12) par analogie avec l’application Ic d’inte´gration cubique de´taille´e
au lemme 3.2.5.
Bien que le calcul ge´ne´ral de G∗ semble pour le moment hors de porte´e, car la combinatoire
des idempotents eule´riens est assez complique´e comme le montrent la formule (A.3.1) et les
relations de re´currence sur la complexite´ des mots intervenant dans le calcul de pr donne´e
dans [Hel89], il semble raisonnable de pouvoir obtenir tout de meˆme des informations sur le
cocycle de Hochschild Gn(ω) associe´ a` un cocycle d’alge`bre de Lie ω : Λng → Mad, afin par
exemple, d’obtenir de nouvelles alge`bres associatives, re´alise´es comme extensions singulie`res
d’une alge`bre enveloppante.
D’autre part, l’application d’antisyme´risation peut-eˆtre utilise´ pour simplifier le calcul de
l’homologie de Hochschild d’une alge`bre enveloppante en utilisant le complexe de Chevalley-
Eilenberg, qui est plus “petit” que le complexe de Hochschild usuel. Un exemple d’une telle
utilisation se trouve dans la de´monstration de la formalite´ de l’ope´rade des petits disques D2
donne´e par D. Tamarkin dans [Tam03], qui utilise un zig-zag d’e´quivalences faibles
D2
≃
−→ ·
≃
←− H∗(D2)
La connaissance d’un quasi-inverse de l’application d’antisyme´trisation pourrait permettre d’in-
verser “partiellement” la fle`che de droite, procurant un quasi-isomorphisme direct
D2
≃
−→ H∗(D2)
Il faudrait pour ce faire, explorer la compatibilite´ de G∗ avec les structures alge´briques existant
sur les complexes de Hochschild et de Chevalley-Eilenberg.
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L’isomorphisme d’antisyme´trisation intervient e´galement dans la the´orie des de´formations
formelles d’alge`bres enveloppantes. En effet, si g est une alge`bre de Lie semi-simple de dimension
finie sur C, il est possible de de´montrer que
HH∗(Ug;Ug) ∼= H∗(g;Ug) = 0 (3.2.21)
ou` Ug est munie de l’action adjointe de g. Ainsi toute de´formation formelle de l’alge`bre Ug est
isomorphe a` la de´formation triviale. Si l’on se penche sur la de´monstration de ce fait donne´e
dans [Kas95], la construction de l’isomorphisme entre une de´formation donne´e de Ug et la
de´formation triviale consiste a` tuer, par re´currence sur n, le terme de degre´ n en le parame`tre de
de´formation (note´ µn) apparaissant dans le produit de´forme´. Ceci est re´alise´ en perturbant l’en-
domorphisme identite´ a` l’aide d’une 1-cochaˆıne de Hochschild qui inte`gre µn, et dont l’existence
est assure´e par (3.2.21). Nous voyons donc que pour obtenir une identification explicite avec la
de´formation triviale, il faut eˆtre en mesure d’inte´grer explicitement des cocycles de Hochschild.
Or, il existe une contraction explicite du complexe de Chevalley-Eilenberg C∗(g;Ug) de´finie a`
l’aide de l’e´le´ment de Casimir de g ([Kas95]). Une telle contraction pourrait eˆtre transporte´e
au complexe de Hochschild a` l’aide du quasi-isomorphisme G∗, afin d’obtenir l’identification
explicite souhaite´e. A l’aide de celle-ci, il serait possible de de´former tout g-module en une
repre´sentation de l’alge`bre de´forme´e. Ceci, applique´ au cas de l’alge`bre enveloppante de´forme´e
de Jimbo-Drinfeld Uhg ([Dri88], [Jim85]), pourrait permettre le calcul de l’invariant de noeuds
quantique associe´ a` toute repre´sentation de g qui, a` notre connaissance, n’est pas mentionne´
dans la litte´rature.
Enfin, une autre piste de recherche a` suivre pourrait eˆtre celle d’une ge´ne´ralisation de
l’isomorphisme d’antisyme´trisation
H∗(F∗) : HH(g;M
ad)
au cas des alge`bres de Leibniz ([Lod08], [Lod], [Cov10]) ce qui ne´cessite la de´finition d’une
bonne structure alge´brique enveloppant celle des alge`bres de Leibniz. La recherche d’une telle
structure fait l’objet d’un travail commun avec S. Covez, que je remercie au passage pour son
explication limpide de l’inte´gration des cocycles d’alge`bres de Lie qui m’a permis de gagner un
temps pre´cieux dans la re´daction du troisie`me chapitre.
Annexe A
Alge`bres de Hopf, alge`bres libres et
comple´tion
A.1 Alge`bres de Hopf
K est un anneau commutatif.
De´finition A.1.1. Une alge`bre de Hopf sur K est un K-module H muni d’un produit associatif
µ : H⊗H → H, d’un coproduit coassociatif ∆ : H → H⊗H, d’une augmentation (ou co-unite´)
ǫ : H → K, d’une unite´ η : K→ H et d’une antipode H → H tels que
– ∆ est un morphisme d’alge`bre i.e
H ⊗H
µ

∆⊗∆ // H⊗4
τ2,3 // H⊗4
µ⊗µ

H
∆ // H ⊗H
commute,
– ǫ est un morphisme d’alge`bre i.e
H ⊗H
µ

ǫ⊗ǫ// K⊗K ∼= K
H
ǫ
77ooooooooooooo
commute,
– S est l’inverse de IdH pour le produit de convolution i.e
H
∆ //
∆

ηǫ
**VVV
VVV
VVV
VVV
VVV
VVV
VVV
VVV H ⊗H
Id⊗S // H ⊗H
µ

H ⊗H
S⊗Id
// H ⊗H
µ // H
commute.
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Remarque A.1.2. En notation de Sweedler, la commutation des trois diagrammes pre´ce´dents
est e´quivalente aux trois e´quations∑
(xy)
(xy)(1) ⊗ (xy)(2) =
∑
(x)
∑
(y)
x(1)y(1) ⊗ x(2)y(2) ,
ǫ(xy) = ǫ(x)ǫ(y),
et ∑
(x)
x(1)S(x(2)) =
∑
(x)
S(x(1))x(2) = ηǫ(x)
pour tous x et y dans H. La relation de co-unite´ s’e´crit :∑
x
x(1)ǫ(x(2)) =
∑
(x)
ǫ(x(1))x(2) = x
De´finition A.1.3. Un e´le´ment h d’une alge`bre de Hopf H qui ve´rifie
∆(h) = h⊗ 1 + 1⊗ h
est dit primitif. Les e´le´ments primitifs de H forment une sous alge`bre de Lie de H note´e
PrimH.
The´ore`me A.1.4. [Milnor-Moore] Soit H une alge`bre de Hopf cocommutative connexe, alors
le morphisme d’alge`bres canonique
UPrimH → H
est un isomorphisme.
The´ore`me A.1.5. Soit g une alge`bre de Lie. Alors
Prim Ug = g
The´ore`me A.1.6. [Poincare´-Birkhoff-Witt] Soit H une alge`bre de Hopf cocomutative connexe.
Alors l’application
SPrimH → H
h1h2 · · ·hn ∈ S
nPrimH 7→
∑
σ∈Σn
hσ(1)hσ(2) · · ·hσ(n)
est un isomorphisme de coge`bres.
A.2 Alge`bres libres et comple´tion.
Soit V un K-module.
A.3Rappels sur l’idempotent eule´rien, formule de Baker-Campbell-Hausdorff75
De´finition A.2.1. L’alge`bre associative libre engendre´e par V est la K-alge`bre associative
et unitaire TV := ⊕
n≥0
V ⊗n munie du produit de concate´nation. Elle est filtre´e par les puissances
de l’ide´al d’augmentation T¯ V := ⊕
n≥1
V ⊗n.
L’alge`bre de Lie libre engendre´e par V , note´e Lie(V ), est la sous alge`bre de Lie de
TV (qui est une alge`bre de Lie pour le crochet donne´ par le commutateur du produit de TV )
engendre´e par les e´le´ments de V .
De´finition A.2.2. Si A est une alge`bre augmente´e filtre´e ([Qui69], appendice B.) de filtration
{FnA}n≥1, le complete´ de A est l’alge`bre augmente´e comple`te Aˆ de´finie par
Aˆ := lim
←
n
A/FnA
Remarque A.2.3. Pour toute alge`bre augmente´e A,
ˆˆ
A = Aˆ
Proposition A.2.4. Si V est un K-module,
ˆTV =
∏
n≥
V ⊗n
est filtre´e par les puissances du complete´ de l’ide´al d’augmentation ̂¯TB. De meˆme, Lie(V ) est
filtre´e par ces meˆmes puissances intersecte´es avec elle meˆme.
De´finition A.2.5. Le produit tensoriel de deux K-alge`bres augmente´es A et B de filtrations
respectives {FnA} et {FnB} est filtre´ par la filtration {FnA⊗ B} de´finie par
FnA⊗ B = +
p+q=n
FpA⊗ FqB
pour tout n ≥ 1. Le produit tensoriel complete´ de A et B est le complete´ de A ⊗ B pour
cette filtration :
A⊗ˆB := Â⊗ B
Proposition A.2.6. Sous les hypothe`ses pre´ce´dentes,
Aˆ⊗ˆBˆ = Â⊗ B
A.3 Rappels sur l’idempotent eule´rien, formule de Baker-
Campbell-Hausdorff
Les re´fe´rences sont [Reu93], [Lod98], [Ser06].
K est un anneau contenant Q. T (x, y) est l’alge`bre tensorielle engendre´e par deux e´le´ments
x et y.
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De´finition A.3.1. Soit V un K-module. L’idempotent de Dynkin est l’application Θ : TV →
Lie(V ) de´finie par
Θ(g1g2 · · · gn) :=
1
n
[g1, [g2, [· · · [gn−1, gn] · · · ]]]
pour tout entier n et tous g1, ..., gn dans V .
Proposition A.3.2 (BCH, forme de Dynkin). Soit L̂ie(x, y) la K-alge`bre de Lie libre engendre´e
par deux symboles x et y complete´e. Alors, il existe un 1 e´le´ment BCH(x, y) de L̂ie(x, y) tel que
exey = eBCH(x,y)
dans le groupe de Malcev 2 Gˆ associe´ a` Lie(x, y). De plus, BCH(x, y) est donne´e par une se´rie
BCH(x, y) = x+ y +
1
2
[x, y] +
∑
k≥2
BCHk(x, y)
ou`, pour pour tout entier k ≥ 2, BCHk(x, y) est une combinaison line´aire de crochets ite´re´s de
longueur k en x et y de la forme
BCHk(x, y) =
∑
|α|+|β|=k
λα,β Θ(x
α1yβ1xα2yβ2 · · · xαNyβN )
Ici, l’entier N est la partie entie`re de k
2
, les λα,β sont des e´le´ments de Q ⊂ K, et (α, β) parcourt
un ensemble fini de paires de multi-indices dans NN × NN .
De´monstration. [Ser06]
Remarque A.3.3. La formule de Baker-Campbell-Hausdorff est encore valable dans l’alge`bre
de Lie comple´te´e gˆ associe´e a` une alge`bre de Lie g.
Proposition A.3.4. [Solomon] L’idempotent eule´rien pr : Ug→ g est donne´ sur les monoˆmes
de longueur n par la formule
pr(g1g2 · · · gn) =
∑
σ∈Σn
(−1)dσ
(
n− 1
dσ
)
gσ(1)gσ(2) · · · gσ(n) (A.3.1)
pour tous g1, g2, ..., gn dans g.
De´monstration. Voir [Lod94], [Reu93], [Hel89].
Proposition A.3.5. [Sprecht-Wever] Soit s ∈ Ug une somme de monoˆmes de longeur n i.e
s =
∑
j
gj1g
j
2 · · · g
j
n
ou` chaque gji est dans g. Si s est dans g alors l’idempotent de Dynkin Θ : Tg → g est bien
de´fini sur s et ve´rifie
Θ(s) :=
1
n
∑
j
[gj1, [g
j
2, [· · · [g
j
n−1, g
j
n] · · · ]]] = s
1. unique
2. Voir de´finition 3.2.13.
A.3Rappels sur l’idempotent eule´rien, formule de Baker-Campbell-Hausdorff77
De´monstration. [Wig89] montre le cas de l’alge`bre de Lie libre qui implique le cas ge´ne´ral. Voir
aussi [Hel89].
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Annexe B
Complexes de cohomologie
B.1 Conventions et notations ([Lan75], [Lod08],[CE56])
Dans tout ce document, le terme complexe de chaˆınes (resp. de cochaˆınes) sur K
de´signe une famille C∗ := (Cn)n∈N (resp. C
∗ := (C∗)n∈N) de K-modules munie d’une famille
d’applications d∗ := (d
n : Cn → Cn+1)n∈N∗ (resp. d
∗ := (dn : Cn → Cn+1)n∈N) ve´rifiant la
condition
dn ◦ dn+1 = 0 (resp. dn+1 ◦ dn = 0) , ∀n ≥ 1 (B.1.1)
Le degre´ n en indice de dn est souvent omis, quand cela ne preˆte pas a` confusion, et la condition
(B.1.1) s’e´crit alors
d2 := d ◦ d = 0.
Il arrive e´galement que l’on fasse re´fe´rence au complexe (C∗, d∗) en ne mentionnant que le
module gradue´ sous-jacent lorsque la diffe´rentielle est e´vidente.
L’homologie d’un complexe de chaˆınes C := (C∗, d∗) est la famille deK-modules (Hn(C∗, d∗))n∈N,
note´e H∗(C∗, d∗) ou plus simplement H∗(C), de´finie par
Hn(C∗, d∗) := Ker dn/Im dn+1 , ∀n ∈ N ,
avec la convention d0 = 0 : C0 → 0.
De´finition B.1.1. Soient C := (C∗, d
C) et D := (D∗, d
D) deux complexes de chaˆınes sur K. Un
morphisme de complexes de chaˆınes f : C → D est une famille d’applications line´aires
f∗ := (fn : Cn → Dn)n∈N ve´rifiant la condition
dDn ◦ fn = fn−1 ◦ d
C
n , (B.1.2)
abre´vie´e en dDf = fdC, qui assure qu’un morphisme de complexes f : C → D induit une
application line´aire H∗(f) : H∗(C∗, d
C
∗ ) → H∗(D∗, d
D
∗ ) entre les K-modules d’homologie. La
de´finition d’un morphisme de complexes de cochaˆınes se devine facilement.
Deux morphismes de complexes f : C → D et g : C → D sont dits homotopes si il existe
une application line´aire gradue´e de degre´ +1 H := (Hn : Cn → Dn+1)n∈N, appele´e homotopie,
telle que
f − g = Hd+ dH
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Un quasi-isomorphisme est un morphisme de complexes f : C → D telle que l’application
H∗(f) : H∗(C) → H∗(D) soit un isomorphisme. Un morphisme de complexes de chaˆınes f :
C → D est appele´ e´quivalence d’homotopie lorsqu’il existe un morphisme de complexes
g : D → C tels que les endomorphismes de complexes de chaˆınes g◦f : C → C et f ◦g : D → D
soient homotopes a` l’application identite´ respectivement sur C et D.
De´finition B.1.2. Un complexe de chaˆınes au dessus d’un K-module Q donne´, est un
complexe de chaˆınes C := (C∗, d∗) muni d’un morphisme de complexes de chaˆınes ǫ : (C∗, d∗)→
(Q∗, 0), ou` Q∗ := (Qn)n∈N est le complexe de chaˆınes concentre´ en degre´ 0 de´fini par
Qn :=
{
Q si n = 0,
0 sinon.
Il sera dit acyclique si l’application ǫ est un quasi-isomorphisme, c’est-a`-dire si H0(ǫ) :
H0(C∗, d∗) → Q est un isomorphisme et si Hn(C∗, d∗) = 0 pour tout n > 0, et contractile
lorsqu’ ǫ est une e´quivalence d’homotopie, i.e lorsqu’il existe une application line´aire gradue´e
de degre´ +1 s : (sn : Cn → Cn+1)n∈N), appele´e contraction, et une application K-line´aire
η : Q→ C0 telles que
IdC0 − ηǫ = 0 ,
rm IdCn = sn−1dn + dn+1sn , ∀n ≥ 1 ,
et
ǫη = IdQ
B.2 Complexes de cohomologie de Hochschild et de Chevalley-
Eilenberg
De´finition B.2.1. Soit g une alge`bre de Lie sur K et N un g-module a` gauche. Le complexe
de cohomologie de Chevalley-Eilenberg de g a` valeurs dans N est le complexe de cochaˆınes
(C∗(g;N), dCE) de´fini en degre´ n par
Cn(g;N) = HomK(Λ
ng, N)
et
dCE(f)(g1 ∧ · · · ∧ gn+1) :=
n+1∑
i=1
(−1)i+1gi · f(g1 ∧ · · · ∧ gi−1 ∧ gˆi ∧ gi+1 ∧ · · · ∧ gn+1)
+
∑
i<j
(−1)j+1f(g1 ∧ · · · ∧ gi−1 ∧ [gi, gj] ∧ · · · ∧ gˆj ∧ · · · ∧ gn+1)
pour tous g1, ..., gn+1 dans g et pour tout f dans C
n(g;N)
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De´finition B.2.2. Soit A une alge`bre associative et M un A-bimodule. Le complexe de
cohomologie de Hochschild de A a` valeurs dans M est le complexes de cochaˆınes
(CH∗(A;M), dH) de´fini en degre´ n par
CHn(A;M) := HomK(A
⊗n;M)
et
dHf(x1 ⊗ · · · ⊗ xn+1) :=x1f(x2 ⊗ · · · ⊗ xn+1) + (−1)
n+1f(x1 ⊗ · · · ⊗ xn)xn+1
+
n∑
i=1
(−1)if(x1 ⊗ · · · ⊗ xi−1 ⊗ xixi+1 ⊗ xi+2 ⊗ · · · ⊗ xn+1)
pour tous x1, ..., xn+1 dans A et pour tout n-cochaˆıne f dans CH
∗(A;M).
B.3 Cochaˆınes de groupe
Soit G un groupe et M un G-module ([Wei95]). Notons x · m ∈ M le produit de l’action
d’un e´le´ment x de G sur un e´le´ment m de M .
De´finition B.3.1. Le complexe de cohomologie de groupe de G a` valeurs dans M est le
complexe de cochaˆınes (C∗(G;M), dG) de´fini en degre´ n par
Cn(G;M) := {f : G×n →M}
et
dGf(x1, · · · , xn+1) =x1 · f(x2, · · · , xn+1) +
n∑
i=1
f(x1, · · · , xi−1, xixi+1, xi+2, · · · , xn+1)
+ (−1)n+1f(x1, · · · , xn)
pour tous x1, ..., xn+1 dans G et f dans C
n(G;M).
Le lien entre les (co)homologies de groupe et et de Hochschild se fait par le truchement de
l’alge`bre de groupe :
De´finition B.3.2. L’alge`bre de groupe d’un groupe G dont la multiplication est note´e µG :
G × G → G, est l’alge`bre associative unitaire KG dont le K-module sous-jacent est le K-
module libre engendre´ par l’ensemble G, et dont le produit est l’unique application (bi)line´aire
µKG : KG ⊗ KG → KG qui co¨ıncide avec le produit du groupe sur les e´le´ments de la forme
g ⊗ h, lorsque g et h parcourent G. En d’autre termes :
µKG(g ⊗ h) = µG(g, h)
pour tous g et h dans G.
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Proposition B.3.3. Soit G un groupe etM un G-module. Par propriete´ universelle de l’alge`bre
de groupe KG, la structure de G-module sur M induit une structure de KG-module a` gauche
sur M , qui se comple`te en une structure de bimodule graˆce a` l’action triviale (donne´e par
l’augmentation de KG) a` droite de KG. Alors, il existe un isomorphisme naturel
C∗(G;M) ∼= CH∗(KG;M)
Lorsque G est un groupe de Lie d’e´le´ment neutre e, il existe un sous-complexe de C∗(G;R)
qui joue un roˆle central dans la section 3.2 :
De´finition-Proposition B.3.4. Une n-cochaˆıne de groupe f : G×n → R est dite lisse au
voisinage l’e´le´ment neutre lorsqu’il existe un ouvert U contenant e tel que la restriction de
f a` l’ouvert U×n de G×n soit lisse. L’image par la diffe´rentielle de groupe dG d’une cochaˆıne
de groupe lisse au voisinage de e est e´galement lisse, ce qui implique que dG se restreint au
sous-espace des cochaˆınes lisses au voisinage de e, note´ C∗loc. s(G;R), faisant de ce dernier un
sous-complexe de (C∗(G;R); dG).
Remarque B.3.5. Dans le chapitre 3 nous avons utilise´ sans distinction les termes cochaˆıne
locale lisse et cochaˆıne localement lisse, bien que ces deux notions soient diffe´rentes.
En outre, le morphisme Ic introduit au lemme 3.2.5 ne permet d’inte´grer que localement une
cochaˆıne d’alge`bre de Lie donne´e. Mais il est alors possible de la prolonger par l’application nulle
en dehors de l’ouvert sur lequel elle-est de´finie, pour obtenir une cochaˆıne globalement de´finie,
et lisse au voisinage de l’e´le´ment neutre. Comme les morphismes de de´rivation des cochaˆınes
de groupes T et T ′ de la section 3.2.1 ne de´pendent que du comportement infinite´simal des
cochaˆınes de groupe auxquelles ils s’appliquent, il est clair que le diagramme (3.2.13) continue
de faire sens lorsque l’on conside`re des cochaˆınes de groupe localement lisses.
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Re´sume´ : Le but de ce travail est d’expliquer en quoi l’application de d’antisyme´trisation
de Cartan-Eilenberg F ∗, qui permet d’identifier la cohomologie de Chevalley-Eilenberg d’une
alge`bre de Lie g a` la cohomologie de Hochschild de son alge`bre enveloppante Ug, est l’analogue
alge´brique de l’application usuelle de de´rivation de cochaˆınes de groupe lisses au voisinage de
l’e´le´ment neutre d’un groupe de Lie, et comment un de ses quasi-inverses peut eˆtre construit et
compris comme une application d’inte´gration de cocycles de Lie. De plus, nous montrons qu’un
tel quasi-inverse, bien que provenant d’une contraction d’origine ge´ome´trique, peut s’e´crire de
manie`re totalement intinse`que, en n’utilisant que la structure d’alge`bre de Hopf cocommutative
connexe sur Ug.
Mots cle´s : Alge`bre de Hopf - (co)homologie de Hochschild - alge`bre de Lie - (co)homologie
de Chevalley-Eilenberg - (co)homologie de groupe - homotopie - comple´tion I-adique - expo-
nentielle
Summary : This thesis aims at explaining why Cartan and Eilenberg’s antisymmetrisation
map F ∗, which provides an explicit identification between the Chevalley-Eilenberg cohomology
of a free lie algebra g and the Hochschild cohomology of its universal enveloping algebra Ug, can
be seen as an algebraic analogue of the well-known derivation map from the complex of locally
smooth group cochains to the one of Lie algebra cochains, and how one of its quasi-inverses
can be built and thought of as an integration of Lie algebra cochains in Lie group cochains
process. Moreover, we show that such a quasi-inverse, even if it is defined thanks to a Poincare´
contraction coming from geometry, can be written using a totally intrinsic formula that involves
only the connex cocommutative Hopf algebra structure on Ug.
Key words : Hopf algebra - Hochschild (co)homology - Lie algebra - Chevalley-Eilenberg
(co)homology - group (co)homology - homotopie - I-adic completion - exponential map
