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a b s t r a c t
The latent class mixture-of-experts joint model is one of the important methods for
jointlymodelling longitudinal and recurrent events datawhen the underlying population is
heterogeneous and there are nonnormally distributed outcomes. Themaximum likelihood
estimates of parameters in latent class joint model are generally obtained by the EM
algorithm. The joint distances between subjects and initial classification of subjects
under study are essential to finding good starting values of the EM algorithm through
formulas. In this article, separate distances and joint distances of longitudinal markers and
recurrent events are proposed for classification purposes, and performance of the initial
classifications based on the proposed distances and random classification are compared in
a simulation study and demonstrated in an example.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In chronic disease clinical trials such as cancer and AIDS, it has become necessary and attractive to jointly model
longitudinal and survival data. One of the important methods that jointly model longitudinal and survival data is the latent
class joint model. Muthén and Shedden [1] and Lin et al. [2] proposed a fully parametric latent class mixture model to
describe different patterns of a longitudinal marker and a binary event outcome in a setting of complete follow-up. Lin
et al. [3] adopted a semiparametric latent class mixture joint model of marker trajectory and censored survival event time.
Lin et al. [4] applied the latent class mixture joint model to link subject visit patterns to homeless outcomes through latent
classes in a health service research study. Han et al. [5] studied a latent class joint model of a longitudinal biomarker and
intervened recurrent events under a parametric setting.
Expectation andmaximization steps of EM [6] estimation of parameters in the latent jointmodel were addressed in [3,5],
and starting values for EMestimation of latent class jointmodelwere investigated byHan et al. [7]. Initial values of parameter
estimates are essential to the convergence and speed of the EM algorithm. But the initial classification of the joint data is
closely related to the initial values of the EM algorithm. The initial classification not only affects the time to convergence, but
also the converged parameter values and the percentage of the convergence. Just like Newton–Raphson algorithm, initial
classification and starting values can guide the direction of the EM iteration procedure and determine its success, which is
especially true in the setting of multivariate model and high-dimensional data.
This article is organized as follows. Section 2 describes the latent class joint model. Section 3 presents the observed
and complete-data likelihood functions. Section 4 proposes separate and joint distances and cluster analysis methods. In
Section 5, we conduct a simulation study to make comparison of distance-based initial classification with random initial
classification, and apply the separate and joint distances and cluster analysis methods to an example. We conclude with a
discussion in Section 6. The details of EM computation are given in the Appendix.
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2. Model specification
Latent class joint model premises on the existence of a small number K , of latent classes, such that each class represents
a pattern of recurrent events that is associated with the pattern of a longitudinal marker. There are three components in the
latent class joint model: a class membership submodel, a longitudinal marker submodel, and an intervened recurrent event
submodel. The recurrent events and longitudinal marker are assumed to be independent given the latent class to which a
subject belongs.
Assume that there are n subjects, K latent classes, and l covariates in the class membership submodel. The latent class
vector ci = (ci1, . . . , ciK ) has a multinomial distribution with cik the indicator variable for subject i in class k. The probability
P(cik = 1) that subject i falls into class k, is modeled through a multinomial logit model that consists of the covariate vector
vi = (vi1, . . . , vil)T and associated class-specific coefficient vector ηk with η1 = 0:
piik = P(cik = 1) = exp(v
T
i ηk)
K∑
j=1
exp(vTi ηj)
, k = 1, . . . , K . (1)
Each latent class has its own path of longitudinal outcome. Suppose we have ni number of marker observations for subject
i, p number of common fixed effect covariates, q number of class-specific fixed covariates, and r number of subject-specific
random covariates. The longitudinal marker yi for subject i is postulated to follow a heterogeneous random effects model
given by
yi = Xiβ +Wi(Mci)+ Zibi + i (2)
where (yi)ni×1 = (yi1, . . . , yini)T is the vector of marker readings for subject i, (Xi)ni×p is the matrix of fixed effect
covariates, (β)p×1 is the vector of fixed effects, (Wi)ni×q is the matrix of class-specific effect covariates, often Wi = Zi,
(M)q×K = (µ1, . . . , µK ) is the matrix of K class effects, with Mci = µk if cik = 1, (Zi)ni×r is the matrix of random effect
covariates, (bi)r×1 ∼ N(0,D) is the vector of randomeffects, and (i)ni×1 ∼ N(0, σ 2Ini) is the vector of residuals uncorrelated
with bi. Model (2) captures the average longitudinal profile within a subpopulation through latent classes while allowing
the flexibility among subjects in the same class through random effects.
Each latent class has its own pattern of recurrent events and intervention mode as well. Let NĎi (s) =
∑∞
j=1 I(Sij ≤ s)
be the number of event occurrences observed over [0, s], RĎi (s) = I(s ≤ τi) be the at-risk indicator at time s, xi(s) be the
possibly time-dependent covariate for subject i. Denote the jth calendar time of the occurrence of event for the ith subject
by Sij, and the censoring or monitoring time for the ith subject by τi. The multiplicative intensity recurrent events model is
given by
δi(s|cik = 1, ωi) = ωiRĎi (s)λ0k(Ei(s))ρ(NĎi (s−), αk)ψ(γ Txi(s)), (3)
where λ0k(·) is an unspecified class-specific baseline intensity, Ei(s) is the effective age of the subject i at calendar time s [8,5],
NĎi (s−) is the number of accumulated events just before time s, ρ(j, α) with ρ(0, α) = 1 is the event accumulation effect
function of known form, often taking the form of ρ(j, α) = αj, ψ(·) is a nonnegative link function of known form, and ωi
is the unobservable and identifiable frailty variable which is assumed to be gamma distributed with mean 1 and variance
θ . Model (3) reflects the potential subpopulation patterns of recurrent events while accounting for the dependence among
recurrent events arising from the same subject.
3. Estimation
We assume that the unobserved class-specific baseline hazard governing the counting process model for the recurrent
event is parametrically specified such as a Weibull distribution, and use a maximum likelihood method to estimate the
parameters in the joint model. Let Φ = (η, β,M,D, σ 2, θ, ξ , α, γ ) be the parameters in the joint model, Hi = (vi, Xi,
Wi, Zi, xi) be all the covariates for subject i, and [A|B] be a generic symbol for a conditional density of A given B, the log-
likelihood of the observed data {yi,NĎi (s), RĎi (s),Hi : s ≤ τi}, or simply {yi,NĎi , RĎi ,Hi}, can be written as
lo =
n∑
i=1
log
K∑
k=1
[cik = 1|Hi][yi|cik = 1,Hi][NĎi , RĎi |cik = 1,Hi] (4)
where [cik = 1|Hi] is given by (1), [yi|cik = 1,Hi] is a multivariate normal density with mean Xiβ +Wiµk and covariance
ZiDZTi + σ 2Ini , and [NĎi , RĎi |cik = 1,Hi] is given by [9]
[NĎi , RĎi |cik = 1,Hi] =
∏
t∈[0,τi]
[(1+ θNĎi (t−))RĎi (t)aik(t)]dN
Ď
i (t)
[1+ θ ∫ τi0 RĎi (t)aik(t)dt]θ−1+NĎi (τi) . (5)
Due to the missingness of the latent class membership ci, the random effect bi in the longitudinal marker submodel, and
the frailty ωi in the recurrent event, the observed data log-likelihood is hard to deal with. Instead we will work with the
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much simpler complete-data log-likelihood. If the number K of latent classes is known, the complete-data log-likelihood
for the complete-data (yi,N
Ď
i , R
Ď
i , ci, bi, ωi) is given by
lc =
n∑
i=1
{log[ci|Hi] + log[bi|Hi] + log[yi|bi, ci,Hi] + log[ωi|Hi] + log[NĎi , RĎi |ωi, ci,Hi]} (6)
where
n∑
i=1
log[ci|Hi] =
n∑
i=1
K∑
k=1
cikvTi ηk −
n∑
i=1
log
{
K∑
j=1
exp(vTi ηj)
}
, (7)
n∑
i=1
log[bi|Hi] = −12
[
rn log(2pi)+ n log |D| + tr
(
n∑
i=1
D−1bibTi
)]
, (8)
n∑
i=1
log[yi|bi, ci,Hi] = −12
n∑
i=1
{ni log(2pi)+ ni log σ 2 + (σ 2)−1(yi − Xiβ − Zibi −WiMci)T
× (yi − Xiβ − Zibi −WiMci)}, (9)
n∑
i=1
log[ωi|Hi] = −n logΓ (θ−1)− nθ−1 log θ + (θ−1 − 1)
n∑
i=1
logωi − θ−1
n∑
i=1
ωi, (10)
n∑
i=1
log[NĎi , RĎi |ωi, ci,Hi] =
n∑
i=1
K∑
k=1
cik
NĎi (τi) logωi +
NĎi (τi)∑
j=1
log(RĎi (Sij)aik(Sij))∆N
Ď
i (Sij)− ωi
∫ τi
0
RĎi (v)aik(v)dv
. (11)
We use the EM algorithm to obtain parameter estimates. In the expectation step, we take the conditional expectation
of the complete-data log-likelihood (6) given the observed data {yi,NĎi , RĎi ,Hi}. In the maximization step, we maximize the
expected complete-data log-likelihood with respect to the components of parameterΦ . The details of EM computations are
deferred to the Appendix.
4. Distance measures for cluster analysis
As an iterative procedure, the EM algorithm looks for good starting values of the parameters for the algorithm to
converge. One approach inmixturemodel setting is to perform the first expectation step by specifying an initial classification
for the posterior class membership. One naive way of initial classification is to randomly assign subjects to the latent
classes. The way to generate starting values based on random initial classification is called the random classificationmethod.
Alternatively, the initial classification can be achieved by cluster analysis of subjects based on some distance. In this section,
we will propose separate and joint distances for markers and recurrent events. Once we obtain these distances, we can
apply cluster analysis such as agglomerative hierarchical methods, optimal partitioning methods like k-means and divisive
hierarchical methods [10] to find initial class membership.
4.1. Marker distances
The standard cluster analysis is often applied to balanced data observed at the same time points. In our setting, the
longitudinal markers are possibly observed at different times for different subjects, and the number of observations for
different subjects may be different. The pairwise distance between two subjects cannot be found directly. To overcome this
difficulty, we apply spline interpolation to the observed marker trajectories. Firstly, we extract the monitor times for all the
subject under study, and find the range of the monitor times. Secondly, we select fixed number of equally spaced points
spanning the range of the monitor times. Then we perform cubic spline interpolation at the common time points for all the
subjects, and obtain spline functions for all the subjects. The spline used is that of Forsythe et al. [11] in which an exact cubic
is fitted through the four points at each end of the data.
We propose three ways to compute the pairwise marker distance between two subjects. The first way, area method, is
to find the area between two smoothed curves based on the two profiles given by | ∫ [f (t) − g(t)]dt|, where f (t) and g(t)
are the two smoothed curves. The second way, functionmethod, is to compute the Euclidean distance using the smoothed
function values at the common time points we selected before. The difference between area method and function method
can be illustrated by Fig. 1. Left panel of Fig. 1 presents two marker profiles with one being uniformly higher than the other
one. In this case, if the grid used in the function method is fairly dense and regular, function method and area method
would be similar though not exactly. But the situation is different in the right panel where two marker profiles intersect.
The area method would yield a distance of about zero; while the function method would produce a positive distance of√∑k
i=1(pi − qi)2, where p = (p1, . . . , pk) and q = (q1, . . . , qk) are function values on two smoothed marker profiles.
Consequently, two subjects classified into one latent class by area method would not fall into one category by function
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Fig. 1. Patterns of pairwise marker profiles.
method. On the other hand, area distance estimated by a Riemann sum not only uses marker values but also the monitor
times associated with marker values, while function distance only utilizes marker values.
The third way, slopemethod, is to combine the information of the entry level marker value and the slopes at fix number
of nodes on the smoothed curve of the profile. The slope is computed by the central difference quotient formula given by
f ′(t) = f (t + h)− f (t − h)
2h
(12)
where h is the step size. The information is combined by first computing the distance between initial marker values, and the
distance between the slope vectors, and then finding the combined distance by summing the standardized initial marker
distance and standardized slope distance. The third approach is motivated by the important observation that in many
situations the rate of increase of marker value differs highly significant between two classes, whereas there is no significant
difference in marker value between two classes. For example, section 6.2.3 of Verbeke and Molenberghs [12] studied a
prostate cancer data set that the local cancer cases and the benign prostatic hyperplasia cases differ significantly in rate of
increase instead of the marker ln(1+ PSA), where PSA is the prostate-specific antigen.
It is reasonable to assume that the longitudinal trajectory of a given subject is governed by an ordinary differential
equation. The interpretation of the slope method lies in the fact that the solution of an ordinary differential equation is
completely specified if the initial value and the derivative function are given. In particular, let us assume that subject i and
subject j are in class one and class two respectively, and all subjects follow a quadratic marker model in time. If we ignore
the mean-zero random effect b and background noise , then the initial marker values for these two subjects are given by
yi(0) = Xi(1, )β + µ1(1) (13)
yj(0) = Xj(1, )β + µ2(1) (14)
and the slopes or derivatives at time t are given by
y′i(t) = µ1(2)+ 2µ1(3)t (15)
y′j(t) = µ2(2)+ 2µ2(3)t. (16)
Eqs. (13) and (14) can distinguish the first component of class effect except for the confounding nuisance of fixed effect,
and Eqs. (15) and (16) can discriminate the second and the third component of class effect, especially when t = 0 the
slope is the initial slope at the entry level. This illustrates the slope method for initial classification under a special case of
quadratic marker model. The accuracy of this slope method also depends on the approximation of the marker profile and
the approximation of the derivative of smoothed profile function.
4.2. Event distance
For the recurrent events data, we propose to apply the Kolmogorov–Smirnov distance to the gap times between inter-
ventions for each pair of subjects. The Kolmogorov–Smirnov distance is given by
D = sup
x
|Fn(x)− Gn(x)| (17)
where Fn(x) and Gn(x) are empirical distributions for two samples respectively. This distance can be used as a statistic to
perform a nonparametric hypothesis test of equality of one-dimensional probability distributions used to compare two sam-
ples. The Kolmogorov–Smirnov distance does not involve any parametrically specified functional form, so it is robust to the
underlying event time distribution. But if the functional form of the underlying distribution is available, then we would
J. Han / Journal of Multivariate Analysis 100 (2009) 2313–2323 2317
expect that a distance obtained from a parametrically defined statistic is more sensitive and powerful to classify the data.
The Kolmogorov–Smirnov distance, for instance, can be computed by the ks.test function in R [13].
4.3. Joint distance
Afterwe have found the pairwisemarker distance and event time distance, we can find the joint distance on the Cartesian
product of marker space and event time space. Themarker distance and event distance are both standardized before finding
the joint distance. In general, the joint distance or the product metric [14, p. 149] can be obtained by the lp norm (p ≥ 1)
given by
d = (dp1 + dp2)
1
p (18)
where d1 and d2 are the marker distance and event time distance respectively. In particular, when p = 1 we have joint sum
distance, and when p = ∞we have joint maximum distance.
4.4. Initial value formulas
By the above initial classification c˜i for each subject, the initial values η0 of the fixed effect coefficient in the class
membership submodel can be obtained by fitting the logit model using the initial classification. For the parameters in the
recurrent event submodel, the preliminary initial values can be set as θ0 = 1, ξ0 = (1, 1, 1, 1, 1, 1)T, α0 = (1, 1, 1)T,
and γ0 = (0, 0)T. The preliminary initial values for ξ correspond to exponential distributions which are the special
cases of Weibull distribution. The preliminary initial values for the accumulation effects correspond to the situation of no
accumulation, and the preliminary initial values for the covariate coefficients default to the case of no covariate effects. The
initial values of parameters in the recurrent eventmodel can be obtained by one-step optimization of the stratifiedmarginal
event time complete-data contribution
∑n
i=1 log[NĎi , RĎi |ci,Hi] given the preliminary seeds and initial classification, formore
details, see [7].
Using the initial classification c˜i, the initial values of parameters inmarker submodel can be obtained [7]. The initial value
βˆ0 for the fixed effect coefficient is given by
βˆ0 =
 n∑
i=1
XTi Xi −
K∑
k=1
(
n∑
i=1
c˜ikXTi Wi
)(
n∑
i=1
c˜ikW Ti Wi
)−1 ( n∑
i=1
c˜ikW Ti Xi
)−1
×
 n∑
i=1
XTi yi −
K∑
k=1
( n∑
i=1
c˜ikXTi Wi
)(
n∑
i=1
c˜ikW Ti Wi
)−1 ( n∑
i=1
W Ti yic˜ik
) . (19)
The initial value µˆk0 for the class effect coefficient is given by
µˆk0 =
(
n∑
i=1
W Ti Wic˜ik
)−1 n∑
i=1
W Ti [(yi − Xiβˆ0)c˜ik]. (20)
The initial value σ 20 for the variance of the measurement error is given by
σˆ 20 =
[
n∑
i=1
yTi yi −
n∑
i=1
(Xiβˆ0 +WiMˆ0ci)Tyi −
n∑
i=1
bˆTi Z
T
i (yi − Xiβˆ0 −WiMˆ0c˜i)
]
(N − p− Kq− nr)−1. (21)
Let
Ai = (Xi, c˜i1Wi, . . . , c˜iKWi), A = [AT1, AT2, . . . , ATn]T,
bˆi = (ZTi Zi)−1ZTi (yi − Xiβˆ0 −WiMˆ0c˜i),
Ui = [(ZTi Zi)−1 − (ZTi Zi)−1ZTi Ai(ATA)−1ATi Zi(ZTi Zi)−1].
The initial value Dˆ0 for the variance of random effect b is given by
Dˆ0 = 1n
n∑
i=1
bˆibˆTi −
σˆ 20
n
n∑
i=1
Ui. (22)
For the rationale behind these formulas, we refer the readers to [7].
5. Simulation study and example
To make a comparison of the performance of initial classification via the proposed distances with that of random
classification without using data information, we first conduct a simulation study.
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Table 1
Simulation results of sample size 200 and replication number 100 for separate distances and joint maximum and sum distances. Rows grate.x.x, lrate, niter
and time are the relative global convergence ratewith tolerance of x.x, relative local convergence ratewith tolerance of 1e−4, average number of iterations,
and average estimation time in second. Columns true and rand correspond to the true parameter values and random classification; columns slope, area and
func correspond to the three marker distance classifications for panel Sep and joint distance classifications for panel Max and panel Sum; column event
corresponds to the Kolmogorov–Smirnov event distance classification.
true rand slope area func event
Sep grate.0.1 0.10 0.02 0.01 0.02 0.03 0.01
grate.0.2 0.32 0.06 0.06 0.06 0.06 0.07
grate.0.5 0.68 0.14 0.30 0.23 0.24 0.19
grate.1.0 0.87 0.35 0.59 0.53 0.50 0.30
lrate 1.00 0.97 0.99 0.97 0.97 0.99
niter 182 535 629 631 603 492
time 96 267 351 329 341 286
Max grate.0.1 0.10 0.02 0.00 0.00 0.00
grate.0.2 0.32 0.06 0.05 0.05 0.05
grate.0.5 0.68 0.14 0.19 0.19 0.20
grate.1.0 0.87 0.36 0.36 0.34 0.32
lrate 1.00 0.98 0.98 0.99 0.98
niter 182 509 576 478 516
time 133 346 415 364 350
Sum grate.0.1 0.10 0.02 0.01 0.00 0.00
grate.0.2 0.34 0.06 0.10 0.09 0.08
grate.0.5 0.69 0.13 0.28 0.27 0.25
grate.1.0 0.87 0.35 0.47 0.44 0.40
lrate 1.00 0.97 0.97 0.96 0.96
niter 196 545 615 635 594
time 139 376 561 528 441
Assume the number of latent classes K = 3 and sample size n = 200, the data and parameters are generated as follows.
The three submodels share a continuous fixed effect covariate generated by a N(0, 1) distribution and a categorical fixed
effect covariate generated by a binomial distribution Bin(1, 0.5). The class effect parameters η in the class membership
submodel are generated by a uniform distribution U(−10, 10). The longitudinal markers are generated by fixed effects,
three class effects of quadratic polynomials in terms of time, random effects and measurement errors. The longitudinal
markers are observed with a probability of 0.8 every unit time. The fixed effect parameter β and class effect parameter M
are generated by a uniform distribution U(−10, 10). The variance matrix D of the random effects b is generated by D = RRT
with the upper triangular matrix R of range (1, 5). The variance of the measurement error  is generated by a uniform
distributionU(1, 9). The variance of the frailty in recurrent event submodel is generated by a uniform distributionU(0.1, 5).
The baseline hazards for recurrent events are assumed to belong to themost commonly used two parameterWeibull family
in survival analysis. The shape and scale parameters of Weibull distribution are denoted by ξ , which are generated by a
uniform distribution U(0.01, 5). For example, ξ11, ξ21 are the shape and scale parameters for class one. The class-specific
accumulation effect parameters α are generated by a uniform distribution U(0.01, 2). The fixed effect parameters γ in the
event submodel are generated by a uniform distribution U(−4, 4). The effective age process consists of minimal repairs and
perfect repairs with a perfect repair probability of 0.6. The perfect repair probability of 0.6 is chosen so that there are about
half of minimal repairs and about another half of perfect repairs. The censoring mechanism for the end of study time of all
subjects is a uniform distribution U(a, b), where the end points a and b are chosen such that on average there are sufficient
marker values and not too many recurrent event times observed for all subjects.
Due to the intensive computation, we generatem = 100 data sets using different parameter values and run for separate
distances, joint maximum distances and joint sum distances. The local and global convergence rate, average number of
iterations and average estimation time are compared among the truemethod, randommethod, slopemethod, areamethod,
functionmethod, and event method. The truemethod is the one using true parameter values as the seed values. The random
method is the one that adopts random initial classification without using distance measures. The event method applies
the Kolmogorov–Smirnov distance to classify subjects. The slope, area, and func methods are those using separate marker
distances or joint maximum or joint sum distances via correspondingmarker distances and the Kolmogorov–Smirnov event
distance. The local convergence is assessed by the relative convergence criterion for parameters ‖Ψ (t+1)−Ψ (t)‖/‖Ψ (t+1)‖ <
1 and for log-likelihood |l(t+1) − l(t)|/|l(t+1)| < 2 where Ψ (t) and l(t) are the parameter and log-likelihood estimates at tth
iteration. The global convergence is assessed by the relative convergence criterion ‖Ψ (t) − Ψ ‖/‖Ψ ‖ < 3 where Ψ is the
vector of true parameter values. The local convergence rate lrate is defined as the ratio of the number of convergent runs
based on the local convergence tolerance and the total number of runs, and the global convergence rate grate.x.x is defined
as the number of convergent runs based on the global convergence tolerance x.x and the local convergence tolerance divided
by the total number of runs. The tolerance are chosen as 1 = 2 = 1e− 4 and 3 = 0.1, 0.2, 0.5, 1.0.
The results of comparison for separate distances are presented as panel Sep in Table 1. For the separate distance panel,
in terms of global convergence rate of tolerance 0.2, the true method is the highest, 32%; event method is the second high,
7%; randommethod and marker distance methods are a little lower than event method, all being 6%. As global convergence
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tolerance increases, global convergence rate increases for all methods, which is especially prominent for true method and
slopemethod. For instance,when global convergence tolerance changes from0.2 to 0.5, the global convergence rate for slope
method changes from 6% to 30%. In terms of local convergence rate, true method is 100%; slope method and event method
are both 99%; random, area and functionmethods are all 97%. The average numbers of iterations in ascending order are those
of true method, event method, random, function method, slope method, and area method. The average estimation time is
about in agreement with the average number of iterations for all the methods. We can expect that random classification
generated seeds often are trapped to local optimums that are not global competitive so that it takes less time for them to
converge locally. On the other hand, seeds generated by marker distance measures have a higher probability to be directed
to the global optimum, and hence it takes them more time on average to converge locally. Given the finite sample size
and random censoring for both longitudinal markers and recurrent events, we do not expect that the maximum likelihood
estimates obtained from the seeds of true parameter values are arbitrarily close to the true parameter values. So wemay use
grate.1.0 as a standard to make comparison among different distance measures, when the maximum likelihood estimates
using true parameter values as seeds achieve about 90% of global convergence rate. From the simulation results for separate
distances, we can see that marker distances, especially slope distance, have a relatively higher global convergence rate than
random classification generated seeds for almost all global convergence rates, while event distance and randommethod are
comparable for all global convergence rates. Presumably, the situation of right panel in Fig. 1 of exact cancellation does not
occur so frequently in the simulation, so the performance of the function method and the area method are comparable.
The results of comparison for joint maximum and joint sum distances are presented as panelsMax and Sum in Table 1.
Since for separate distances and joint distances we use almost about the same data sets, so the results for true method and
randommethod are about the same for all three panels in Table 1. For the joint maximum distance panel, distance methods
and randommethod are comparable in terms of global convergence rate. For the joint sum distance panel, distancemethods
perform better than random method for all larger global convergence rates. In terms of global convergence rate grate.1.0,
separate marker distances have larger global convergence rates than joint distances, and joint distances have larger global
convergence rates than event distance. This means that in this simulation, marker distance information dominates event
distance information. It is expected that in terms of global convergence rate, joint distancewill perform better than separate
distance whenmarker distance and event distance complement each other; separate distance will perform better than joint
distancewhenmarker (event) distance dominates event (marker) distance. Here, complementaritymeans that one distance
provides additional information of separation of subjects that the other distance does not provide; domination means that
one distance does not offer additional information of separation of subjects other than the other distance has to offer.
To illustrate the performance of proposed distances and cluster analysis, an example of simulated data with sample
size n = 200 and the number of latent classes K = 3 based on the aforementioned data generation mechanism is
generated. The coefficients for the fixed effects in the multinomial logit model are given by η2 = (0.30,−1.00, 0.00)T,
η3 = (0.80,−2.00,−1.00)T. The coefficients of the fixed effects in the heterogeneous random effects model are given by
β = (2.00,−1.00)T. The coefficients of class effects are given by µ1 = (2.00, 1.00,−1.50)T, µ2 = (−2.00,−1.00, 0.50)T,
µ3 = (1.00, 2.00, 3.00)T. The covariance matrix of the random effects in the marker model is given by
D =
[1.00 0.25 0.50
0.25 0.50 0.15
0.50 0.15 1.00
]
.
The variance for measurement errors is σ 2 = 1.00. The variance of the frailty variable in the multiplicative recurrent
event model is θ = 1.00. The baseline hazard Weibull parameters are given by ξ1 = (2.00, 1.00)T, ξ2 = (1.00, 1.00)T,
ξ3 = (0.60, 1.00)T. The coefficients for the accumulation effects of recurrent events are α = (1.20, 1.00, 0.80)T. The
coefficients for the fixed effects in the event model are γ = (1.00,−1.00)T.
We consider the joint model with number of classes from K = 1 to K = 5. For this data set, both BIC [15] and ICL-
BIC [16] criteria choose the right model K = 3. For K = 3, based on the distances we propose, we classify the units by k-
means method (pam) [10]. The comparisons of the effects of these distances on the starting values and parameter estimates
are summarized in Tables 2 and 3 under the settings of separate distances and joint sum distances respectively, and the
comparison of the effects of these distances on the convergence criteria is presented in Table 4.
Given many initial values of different methods are quite different, especially for class membership model parameters
and marker model parameters, the final estimates are almost the same or quite close to the true maximum likelihood
estimates for all marker distances, event distance, joint sum distances, and random classification, which means they all
converge to the true maximum likelihood estimates. The true maximum likelihood estimates are those who are obtained
using the true parameter values as seeds. For separate distances, Table 4 suggests that given the same magnitude of the
relative errors and log-likelihood, the performance is in the order of true, slope, area, function, event and random method
according to the number of iterations and estimation time. The same statement is almost true for joint sum distances. We
can also observe that the marker distances and joint distances are comparable and both perform better than event distance
in terms of number of iterations. In this particular example, even random initial classification method using seed formulas
in Section 4 converges to the global optimum. However, the number of iterations for random classificationmethod is almost
eight times of the number of iterations for slope classification method, and the estimation time for random classification
method is almost ten times of that for slope classification method.
2320 J. Han / Journal of Multivariate Analysis 100 (2009) 2313–2323
Table 2
The effects of separate distances on the starting values and the parameter estimates. Columns true and rand correspond to the true parameter values and
random classification respectively; columns slope, area, func and event correspond to the three marker distance and the event distance classifications
respectively.
Starting values Parameter estimates
true rand slope area func event true rand slope area func event
η12 0.30 −0.51 1.06 0.17 0.77 0.09 0.27 0.27 0.27 0.27 0.27 0.27
η22 −1.00 −0.13 −0.71 0.04 −0.11 −1.13 −1.45 −1.44 −1.45 −1.45 −1.45 −1.45
η32 0.00 0.84 −0.26 0.45 0.35 0.84 0.32 0.31 0.32 0.32 0.32 0.31
η13 0.80 −0.20 0.19 0.05 0.07 −0.40 0.78 0.78 0.79 0.79 0.79 0.78
η23 −2.00 −0.22 −0.96 −0.74 −0.76 −1.81 −2.14 −2.14 −2.14 −2.14 −2.14 −2.14
η33 −1.00 0.39 −0.55 −0.18 −0.05 1.26 −0.68 −0.65 −0.67 −0.68 −0.68 −0.65
β1 2.00 −3.56 0.85 0.02 −1.22 −2.04 1.96 1.97 1.97 1.96 1.96 1.96
β2 −1.00 −4.37 −1.91 −1.88 −2.96 −4.68 −1.31 −1.32 −1.31 −1.31 −1.31 −1.32
M11 2.00 3.04 1.57 2.78 5.13 4.75 2.14 2.15 2.03 2.05 2.05 2.18
M21 1.00 0.55 0.74 0.35 0.59 0.39 1.02 1.02 0.99 0.99 0.99 1.04
M31 −1.50 0.25 −1.71 −2.00 −2.21 −0.41 −1.50 −1.49 −1.73 −1.69 −1.68 −1.42
M12 −2.00 0.15 1.72 1.06 1.31 1.52 −1.93 −1.87 −1.89 −1.93 −1.93 −1.88
M22 −1.00 0.86 0.25 −0.02 0.09 0.56 −1.01 −1.01 −1.00 −1.01 −1.01 −1.01
M32 0.50 1.67 0.38 0.27 0.29 0.98 0.51 0.66 0.60 0.50 0.50 0.63
M13 1.00 1.55 1.38 −0.79 −1.20 −1.28 1.17 1.03 1.15 1.18 1.18 1.04
M23 2.00 0.45 1.04 1.82 2.04 0.95 2.00 1.94 1.99 2.00 2.00 1.94
M33 3.00 0.72 2.98 3.62 3.93 2.21 2.98 2.68 2.94 3.00 3.01 2.71
D11 1.00 39.11 6.35 9.48 17.44 20.50 0.90 0.91 0.91 0.90 0.90 0.91
D21 0.25 0.29 1.27 1.62 1.37 1.06 0.19 0.19 0.19 0.19 0.19 0.19
D31 0.50 −6.09 −0.63 −1.86 −3.25 −2.62 0.56 0.58 0.56 0.56 0.56 0.57
D22 0.50 2.05 2.05 1.52 1.55 2.04 0.51 0.50 0.51 0.51 0.51 0.50
D32 0.15 1.22 0.93 0.04 0.27 1.02 0.18 0.20 0.19 0.18 0.18 0.20
D33 1.00 4.80 1.64 2.05 2.91 3.92 1.19 1.22 1.19 1.19 1.19 1.21
σ 2 1.00 1.36 0.94 0.99 1.07 1.13 0.94 0.94 0.94 0.94 0.94 0.94
θ 1.00 0.93 0.81 1.02 1.06 0.35 0.79 0.79 0.79 0.79 0.79 0.79
ξ11 2.00 1.08 1.95 1.89 2.04 1.29 2.12 2.12 2.13 2.13 2.13 2.12
ξ21 1.00 1.27 1.01 1.21 1.21 0.86 0.99 0.99 0.99 0.99 0.99 0.99
ξ12 1.00 1.20 0.95 1.15 1.14 1.09 0.99 1.00 0.99 0.99 0.99 1.00
ξ22 1.00 1.31 1.23 1.02 0.96 1.88 1.01 1.01 1.01 1.01 1.01 1.01
ξ13 0.60 1.06 0.65 0.63 0.67 0.61 0.55 0.55 0.55 0.55 0.55 0.55
ξ23 1.00 1.12 0.97 0.92 0.96 2.97 0.85 0.85 0.85 0.85 0.85 0.85
α1 1.20 1.42 1.19 1.20 1.22 1.18 1.16 1.16 1.16 1.16 1.16 1.16
α2 1.00 1.11 1.29 1.27 1.16 1.05 0.94 0.94 0.94 0.94 0.94 0.94
α3 0.80 1.13 0.91 0.96 0.56 1.67 0.71 0.71 0.71 0.71 0.71 0.71
γ1 1.00 1.21 1.17 1.28 1.32 0.80 1.13 1.13 1.13 1.13 1.13 1.13
γ2 −1.00 −1.03 −1.12 −1.21 −1.25 −0.61 −1.12 −1.12 −1.12 −1.12 −1.12 −1.12
From the above simulation and example, we can see distance based initial classifications using data information
outperform random initial classification without using data information. It is important to emphasize that our main goal
in using initial classifications based on the proposed distance measures is to obtain more reasonable starting values than
those provided by random classification, not to draw general conclusion about the relative performance of various separate
and joint distance measures, which is more than adequate. Nevertheless, our simulation results suggest that (1) marker
distances perform better than random method; (2) event distance is comparable to random method; (3) among marker
distances, slopemethod is better than area and functionmethods, while area method and functionmethod are comparable;
(4) dependent on whether the relation between the marker profile and event pattern is complementary or dominant,
separate distance outperforms joint distance, or vice versa. It should be mentioned that if events of different classes are
well separated, event distance method most likely has a much higher global convergence rate than random classification
method.
6. Discussion
Initial classification of subjects and seed values (or formulas) play the equal pivotal role in the convergence of the EM
algorithmunder the setting of latent classmixturemodel. To find the initial classification of subjects under study, this article
provides separate and joint distances for longitudinal marker and recurrent events. In particular, three marker distances,
one event distance and three joint distances are compared in terms of global convergence rate, local convergence rate,
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Table 3
The effects of joint sum distances on the starting values and the parameter estimates. Columns true and rand correspond to the true parameters and
randomly generated parameters respectively; columns slope, area and func correspond to the three joint sum distances of marker distances and event
distance respectively.
Starting values Parameter estimates
true rand slope area func true rand slope area func
η12 0.30 −0.51 −0.41 0.11 0.00 0.27 0.27 0.26 0.27 0.26
η22 −1.00 −0.13 −1.69 −0.97 −0.83 −1.45 −1.44 −1.45 −1.45 −1.45
η32 0.00 0.84 0.82 0.30 0.27 0.32 0.31 0.31 0.31 0.31
η13 0.80 −0.20 −0.69 −0.02 −0.24 0.78 0.78 0.78 0.78 0.78
η23 −2.00 −0.22 −1.45 −1.76 −1.72 −2.14 −2.14 −2.14 −2.14 −2.14
η33 −1.00 0.39 0.31 0.69 0.95 −0.68 −0.65 −0.66 −0.66 −0.66
β1 2.00 −3.56 0.43 −0.50 −0.67 1.96 1.97 1.96 1.96 1.96
β2 −1.00 −4.37 −3.13 −4.20 −5.16 −1.31 −1.32 −1.31 −1.31 −1.32
M11 2.00 3.04 2.89 3.01 3.88 2.14 2.15 2.22 2.22 2.22
M21 1.00 0.55 0.49 0.33 0.32 1.02 1.02 1.05 1.05 1.05
M31 −1.50 0.25 −1.01 −0.52 −0.47 −1.50 −1.49 −1.35 −1.35 −1.35
M12 −2.00 0.15 3.00 2.47 3.32 −1.93 −1.87 −1.93 −1.92 −1.96
M22 −1.00 0.86 0.52 0.25 0.52 −1.01 −1.01 −1.02 −1.02 −1.03
M32 0.50 1.67 0.24 0.43 0.18 0.51 0.66 0.53 0.54 0.47
M13 1.00 1.55 0.33 −2.00 −1.05 1.17 1.03 1.08 1.08 1.07
M23 2.00 0.45 0.86 1.14 0.86 2.00 1.94 1.96 1.96 1.96
M33 3.00 0.72 2.86 2.95 2.77 2.98 2.68 2.80 2.81 2.78
D11 1.00 39.11 8.83 13.89 15.52 0.90 0.91 0.90 0.90 0.91
D21 0.25 0.29 1.30 1.37 1.29 0.19 0.19 0.19 0.19 0.19
D31 0.50 −6.09 −1.24 −2.02 −2.13 0.56 0.58 0.57 0.57 0.57
D22 0.50 2.05 2.06 2.01 2.07 0.51 0.50 0.51 0.51 0.51
D32 0.15 1.22 1.01 0.88 0.95 0.18 0.20 0.19 0.19 0.19
D33 1.00 4.80 2.89 3.60 3.64 1.19 1.22 1.21 1.21 1.21
σ 2 1.00 1.36 1.01 1.00 1.01 0.94 0.94 0.94 0.94 0.94
θ 1.00 0.93 0.48 0.40 0.40 0.79 0.79 0.79 0.79 0.79
ξ11 2.00 1.08 1.45 1.36 1.32 2.12 2.12 2.12 2.12 2.12
ξ21 1.00 1.27 0.97 0.89 0.93 0.99 0.99 0.99 0.99 0.99
ξ12 1.00 1.20 0.62 1.17 1.21 0.99 1.00 0.99 0.99 0.99
ξ22 1.00 1.31 1.36 1.49 1.54 1.01 1.01 1.01 1.01 1.01
ξ13 0.60 1.06 0.70 0.57 0.59 0.55 0.55 0.55 0.55 0.55
ξ23 1.00 1.12 1.87 2.82 2.75 0.85 0.85 0.85 0.85 0.85
α1 1.20 1.42 1.22 1.30 1.30 1.16 1.16 1.16 1.16 1.16
α2 1.00 1.11 0.80 0.94 0.91 0.94 0.94 0.94 0.94 0.94
α3 0.80 1.13 1.01 1.17 1.16 0.71 0.71 0.71 0.71 0.71
γ1 1.00 1.21 0.93 0.84 0.85 1.13 1.13 1.13 1.13 1.13
γ2 −1.00 −1.03 −0.83 −0.74 −0.69 −1.12 −1.12 −1.12 −1.12 −1.12
Table 4
Effects of separate distances and joint sum distances on the termination criteria. Columns true and rand correspond to the true parameter values and
randomly classification respectively; columns slope, area, func and event correspond to separate distance classifications for Sep panel and joint sum
distance classifications for Sum panel. Rows repara, relike, like, iter, and time are the relative error of parameters, the relative error of log-likelihood,
the estimated log-likelihood, the number of iterations, and estimation time in second upon termination, respectively.
true rand slope area func event
Sep repara 4.93E−05 5.00E−05 5.00E−05 5.00E−05 5.00E−05 5.00E−05
relike 7.81E−07 1.10E−06 1.19E−06 1.26E−06 1.27E−06 1.06E−06
like −3264.68 −3265.20 −3265.18 −3265.20 −3265.21 −3265.11
iter 51 2782 361 927 1189 1446
time 19 831 84 229 238 308
Sum repara 4.93E−05 5.00E−05 5.00E−05 4.99E−05 5.00E−05
relike 7.81E−07 1.10E−06 1.09E−06 1.09E−06 1.08E−06
like −3264.68 −3265.20 −3265.06 −3265.07 −3265.05
iter 51 2782 448 950 1036
time 23 685 123 226 196
the average number of iterations, and the average number of estimation time via a simulation study, and performance of
separate distances and joint distances are also illustrated in an example.
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In biomedical settings, the disease pattern of a patient is mainly determined by its baseline marker value and the rate of
change instead of the magnitude of a sequence of marker values, so we recommend the slope distance as a marker distance
measure to classify subjects initially to find starting values. For the recurrent events initial classification, other distances
may be proposed instead of Kolmogorov–Smirnov distance for better performance. In practical situation, it is advisable
to apply joint distances in addition to separate distances to categorize subjects and find starting values in case marker
profiles are complementary to recurrent event patterns. One concern about ascent algorithms such as the EMalgorithm is the
convergence to local maxima that are not globally competitive. Initial classifications based on different distance measures
can also provide reasonable candidates of solutions, from which the global maximum could be chosen.
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Appendix A. Computations in the EM algorithm
After we obtain the complete-data log-likelihood, we can use the EM algorithm to performmaximum likelihood estima-
tion for the latent class joint model. We describe the expectation and maximization steps respectively.
A.1. The expectation step
In the expectation step, we compute the expectation of the complete-data log-likelihood (6). Let u˜i = E(ui|yi,
NĎi , R
Ď
i ,Hi) ≡ E˜(ui) denote the conditional (posterior) expectation of a random variable ui given the observed data. The
expectation of class membership cik given the observed data {yi,NĎi , RĎi ,Hi}, c˜ik ≡ E(cik|yi,NĎi , RĎi ,Hi;Ψ ), is given by
c˜ik = piik[yi|cik = 1,Hi;Ψ ][N
Ď
i , R
Ď
i |cik = 1,Hi;Ψ ]
K∑
j=1
piij[yi|cij = 1,Hi;Ψ ][NĎi , RĎi |cij = 1,Hi;Ψ ]
. (23)
The conditional expectations involved in the second and the third parts of (6) are computed as
b˜i ≡ E˜ [˜E(bi|ci)]
= ViZTi (yi − Xiβ −WiMc˜i)σ−2, (24)
b˜bi ≡ E˜(bibTi ) = E˜ [˜E(bibTi |ci)]
= Vi + b˜i(yi − Xiβ)TZiViσ−2 + ViZTi [WiMdiag(c˜i)− (yi − Xiβ)c˜Ti ]MTW Ti ZiViσ−4, (25)
b˜ZZbi ≡ E˜(bTZTi Zibi) = tr(ZTi Zib˜bi), (26)
b˜c i ≡ E˜(bicTi ) = E˜[(˜E(bi|ci))cTi ]
= ViZTi [(yi − Xiβ)c˜Ti −WiMdiag(c˜i)]σ−2 (27)
where Vi = (D−1 + ZTi Σ−1Zi)−1 and diag(c˜i) is the diagonal matrix with the elements of c˜i being the diagonal entries. Let
ψ(·) be the digamma function, the conditional expectations in the fourth and fifth parts of (6) are computed as
ω˜i ≡ E[ωi|yi,NĎi (τi), RĎi (τi),Hi] =
K∑
k=1
c˜ik
1+ θNĎi (τi)
1+ θ ∫ τi0 RĎi (u)aik(u)du , (28)
c˜ikωi ≡ E[cikωi|yi,NĎi (τi), RĎ(τi),Hi]
= E˜[cik˜E(ωi|ci)] = c˜ik[1+ θN
Ď
i (τi)]
1+ θ ∫ τi0 RĎi (u)aik(u)du , (29)
l˜ogωi ≡ E[logωi|yi,NĎi (τi), RĎi (τi),Hi]
=
K∑
k=1
c˜ik
[
ψ(θ−1 + NĎi (τi))− log(θ−1 +
∫ τi
0
RĎi (u)aik(u)du)
]
. (30)
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A.2. The maximization step
Substituting the conditional expectations above into (6), the closed-form updates of fixed effect coefficient β , class-
specific coefficient µk, the variance components D, and σ 2 can be obtained by
βˆ =
 n∑
i=1
XTi Xi −
K∑
k=1
(
n∑
i=1
c˜ikXTi Wi
)(
n∑
i=1
c˜ikW Ti Wi
)−1 ( n∑
i=1
c˜ikW Ti Xi
)−1
×
 n∑
i=1
XTi (yi − Zib˜i)−
K∑
k=1
( n∑
i=1
c˜ikXTi Wi
)(
n∑
i=1
c˜ikW Ti Wi
)−1 n∑
i=1
W Ti (yic˜ik − Zib˜icik)
 , (31)
µˆk =
(
n∑
i=1
W Ti Wic˜ik
)−1 n∑
i=1
W Ti [(yi − Xiβˆ)c˜ik − Zib˜icik], (32)
σˆ 2 = 1n∑
i=1
ni
n∑
i=1
{
(yi − Xiβˆ)T(yi − Xiβˆ − 2Zib˜i − 2WiMˆc˜i)
+ 2tr(MˆTW Ti Zib˜ci)+ tr(MˆTW Ti WiMˆdiag(c˜i))+ b˜ZZbi
}
, (33)
Dˆ = 1
n
n∑
i=1
b˜bi. (34)
The updates for coefficient ηk, the updates for frailty variance θ , class-specific baseline hazard parameter ξ , class-
specific accumulation effect parameter α, event covariate coefficient γ , which are not in closed form, can be obtained by an
optimization procedure such as the Newton–Raphson algorithm:
η
(j+1)
k = η(j)k +
[
n∑
i=1
piik(1− piik)vivTi
]−1 [ n∑
i=1
vi(c˜ik − piik)
]
(35)
1
θ (j+1)
= 1
θ (j)
+ [nψ (1)(θ−1)− nθ ]−1
[
n+
n∑
i=1
(l˜ogωi − ω˜i)− nψ(θ−1)+ n log(θ−1)
]
(36)
ζ (j+1) = ζ (j) + I−1(ζ (j))S(ζ (j)) (37)
where ψ(·) and ψ (1)(·) are the digamma and trigamma functions, ζ = vec(α, {ξi}Ki=1, γ ), S(ζ (j)) and I(ζ (j)) that are
parametrically specific, are the score and the information of the parameters in the recurrent event submodel at the jth
step of the updating equation.
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