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Joint Extension of States of Subsystems for a
CAR System
Huzihiro Araki ∗ and Hajime Moriya
Abstract
The problem of existence and uniqueness of a state of a joint system
with given restrictions to subsystems is studied for a Fermion system,
where a novel feature is non-commutativity between algebras of subsys-
tems.
For an arbitrary (finite or infinite) number of given subsystems, a prod-
uct state extension is shown to exist if and only if all states of subsystems
except at most one are even (with respect to the Fermion number). If
the states of all subsystems are pure, then the same condition is shown
to be necessary and sufficient for the existence of any joint extension. If
the condition holds, the unique product state extension is the only joint
extension.
For a pair of subsystems, with one of the given subsystem states pure,
a necessary and sufficient condition for the existence of a joint extension
and the form of all joint extensions (unique for almost all cases) are given.
For a pair of subsystems with non-pure subsystem states, some classes
of examples of joint extensions are given where non-uniqueness of joint
extensions prevails.
1 Introduction and Results
The problem of extending given pure states of a pair of subsystems to a state
of the joint system has been treated for a bipartite CAR system by one of
the authors [2] in connection with the subject of entanglement in quantum
information theory where one studies mutual relations of states of subsystems
obtained as restrictions of a pure state of the joint system.
In the present article, we continue the study of a joint extension of states of
subsystems to a state of the joint system for a Fermion system.
We consider a C∗-algebra A, called a CAR algebra or a Fermion algebra,
which is generated by its elements ai and a
∗
i , i ∈ N (N = {1, 2, · · · }) satisfying
the following canonical anticommutation relations(CAR).
{a∗i , aj} = δi,j 1 (1.1)
{a∗i , a
∗
j} = {ai, aj} = 0, (1.2)
(i, j ∈ N), where {A,B} = AB + BA (anticommutator) and δi,j = 1 for i = j
and δi,j = 0 otherwise. For any subset I of N, A(I) denotes the C
∗-subalgebra
generated by ai and a
∗
i , i ∈ I.
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As subsystems, we consider A(I) with mutually disjoint subsets I’s. For a
pair of disjoint subsets I1 and I2 of N, let ϕ1 and ϕ2 be given states of A(I1)
and A(I2), respectively. If a state ϕ of the joint system A(I1 ∪ I2) (which is the
same as the C∗-subalgebra of A generated by A(I1) and A(I2)) coincides with
ϕ1 on A(I1) and ϕ2 on A(I2), i.e.,
ϕ(A1) = ϕ1(A1), A1 ∈ A(I1),
ϕ(A2) = ϕ2(A2), A2 ∈ A(I2),
then ϕ is called a joint extension of ϕ1 and ϕ2. As a special case, if
ϕ(A1A2) = ϕ1(A1)ϕ2(A2) (1.3)
holds for all A1 ∈ A(I1) and all A2 ∈ A(I2), then ϕ is called a product state
extension of ϕ1 and ϕ2. For an arbitrary (finite or infinite) number of subsys-
tems, A(I1), A(I2), · · · with mutually disjoint I’s and a set of given states ϕi of
A(Ii), a state ϕ of A(∪iIi) is called a product state extension if it satisfies
ϕ(A1A2 · · ·Ak) =
k∏
i=1
ϕi(Ai), Ai ∈ A(Ii), (1.4)
for all k.
A crucial role is played by the unique automorphism Θ of A characterized
by
Θ(ai) = −ai, Θ(a
∗
i ) = −a
∗
i (1.5)
for all i ∈ N. The even and odd parts of A and A(I) are defined by
A± ≡
{
A ∈ A |Θ(A) = ±A
}
, (1.6)
A(I)± ≡ A± ∩ A(I). (1.7)
For any A ∈ A (or A(I)), we have the following decomposition
A = A+ +A−, A± =
1
2
(
A±Θ(A)
)
∈ A± (or A(I)±). (1.8)
A state ϕ of A or A(I) is called even if it is Θ-invariant:
ϕ
(
Θ(A)
)
= ϕ(A) (1.9)
for all A ∈ A (or A ∈ A(I)). Note that ϕ(A) = 0 for all A ∈ A− (A(I)−) is
equivalent to the condition that ϕ is an even state of A (A(I)).
For a state of a C∗-algebra A (A(I)),
{
Hϕ, πϕ, Ωϕ
}
denotes the GNS triplet
of a Hilbert spaceHϕ, a representation πϕ of A (ofA(I)), and a vector Ωϕ ∈ Hϕ,
which is cyclic for πϕ(A) (πϕ(A(I))) and satisfies
ϕ(A) = (Ωϕ, πϕ(A)Ωϕ)
for all A ∈ A (A(I)). For any x ∈ B(Hϕ), we write
ϕ(x) = (Ωϕ, xΩϕ).
The first group of our results are the following three theorems related to a
product state extension.
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Theorem 1. Let I1, I2, · · · be an arbitrary (finite or infinite) number of mutually
disjoint subsets of N and ϕi be a given state of A(Ii) for each i.
(1) A product state extension of ϕi, i = 1, 2, · · · , exists if and only if all states
ϕi except at most one are even. It is unique if it exists. It is even if and only
if all ϕi are even.
(2) Suppose that all ϕi are pure. If there exists a joint extension of ϕi, i =
1, 2, · · · , then all states ϕi except at most one have to be even. If this is the
case, the joint extension is uniquely given by the product state extension and is
a pure state.
Remark. In Theorem 1 (2), the product state property (1.4) is not assumed but
it is derived from the purity assumption for all ϕi.
The purity of all ϕi does not follow from that of their joint extension ϕ in
general. For a product state extension ϕ, however, we have the following two
theorems about consequences of purity of ϕ.
Theorem 2. Let ϕ be the product state extension of states ϕi with disjoint Ii.
Assume that all ϕi except ϕ1 are even.
(1) ϕ1 is pure if ϕ is pure.
(2) Assume that πϕ1 and πϕ1Θ are not disjoint. Then ϕ is pure if and only if
all ϕi are pure. In particular, this is the case if ϕ is even.
Remark. If I1 is finite, the assumption of Theorem 2 (2) holds and hence the
conclusion follows automatically.
In the case not covered by Theorem 2, the following result gives a complete
analysis if we take ∪i≥2Ii in Theorem 2 as one subset of N.
Theorem 3. Let ϕ be the product state extension of states ϕ1 and ϕ2 of A(I1)
and A(I2) with disjoint I1 and I2 where ϕ2 is even and ϕ1 is such that πϕ1 and
πϕ1Θ are disjoint.
(1) ϕ is pure if and only if ϕ1 and the restriction ϕ2+ of ϕ2 to A(I2)+ are both
pure.
(2) Assume that ϕ is pure. ϕ2 is not pure if and only if
ϕ2 =
1
2
(ϕ̂2 + ϕ̂2Θ) (1.10)
where ϕ̂2 is pure and πϕ̂2 and πϕ̂2Θ are disjoint.
Remark. The first two theorems are some generalization of results in [4] with
the following overlap. The first part of Theorem 1 (1) is given in [4] as Theorem
5.4 (the if part and uniqueness) and a discussion after Definition 5.1 (the only
if part). Theorem 1 (2) and Theorem 2 are given in Theorem 5.5 of [4] under
the assumption that all ϕi are even. Since the reference [4] does not seem to
be widely available, we present a complete proof in § 3. The if part of the first
part of Theorem 1 (1) is also given in Theorem 11.2 of [1] which plays a crucial
role in that paper.
The rest of our results concerns a joint extension of states of two subsystems,
not satisfying the product state property (1.3). We need a few more notation.
For two states ϕ and ψ of a C∗-algebra A(I1), consider any representation π of
A(I1) on a Hilbert space H containing vectors Φ and Ψ such that
ϕ(A) = (Φ, π(A)Φ), ψ(A) = (Ψ, π(A)Ψ). (1.11)
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The transition probability between ϕ and ψ is defined ([7]) by
P (ϕ, ψ) ≡ sup |(Φ, Ψ)|2 (1.12)
where the supremum is taken over all H, π, Φ and Ψ as described above. For a
state ϕ1 of A(I1), we need the following quantity
p(ϕ1) ≡ P (ϕ1, ϕ1Θ)
1/2
where ϕ1Θ denotes the state ϕ1Θ(A) = ϕ1(Θ(A)), A ∈ A(I1).
If ϕ1 is pure, then ϕ1Θ is also pure and the representations πϕ1 and πϕ1Θ
are both irreducible. There are two alternatives.
(α) They are unitarily equivalent.
(β) They are mutually disjoint. In this case p(ϕ1) = 0.
In the case (α), there exists a self-adjoint unitary u1 on Hϕ1 such that
u1πϕ1(A)u1 = πϕ1(Θ(A)), A ∈ A(I1), (1.13)
(Ωϕ , uΩϕ) ≥ 0, (1.14)
by Lemma 3.1 in § 3.
For two states ϕ and ψ, we introduce
λ(ϕ, ψ) ≡ sup
{
λ ∈ R; ϕ− λψ ≥ 0
}
(1.15)
Since ϕ− λnψ ≥ 0 and limλn = λ imply ϕ− λψ ≥ 0, we have
ϕ ≥ λ(ϕ, ψ)ψ. (1.16)
We need
λ(ϕ2) ≡ λ(ϕ2, ϕ2Θ). (1.17)
The next Theorem provides a complete answer for a joint extension ϕ of states
ϕ1 and ϕ2 of A(I1) and A(I2), when one of them is pure. It will be shown in §
5.
Theorem 4. Let ϕ1 and ϕ2 be states of A(I1) and A(I2) for disjoint subsets I1
and I2. Assume that ϕ1 is pure.
(1) A joint extension ϕ of ϕ1 and ϕ2 exists if and only if
λ(ϕ2) ≥
1− p(ϕ1)
1 + p(ϕ1)
. (1.18)
(2) If (1.18) holds and if p(ϕ1) 6= 0, then a joint extension ϕ is unique and
satisfies
ϕ(A1A2) = ϕ1(A1)ϕ2(A2+) +
1
p(ϕ1)
f(A1)ϕ2(A2−), (1.19)
f(A1) ≡ ϕ1(πϕ1(A1)u1) (1.20)
for A1 ∈ A(I1) and A2 = A2+ +A2−, A2± ∈ A(I2)±.
(3) If p(ϕ1) = 0, (1.18) is equivalent to evenness of ϕ2. If this is the case, at
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least a product state extension of Theorem 1 exists.
(4) Assume that p(ϕ1) = 0 and ϕ2 is even. There exists a joint extension of ϕ1
and ϕ2 other than the unique product state extension if and only if ϕ1 and ϕ2
satisfy the following pair of conditions:
(4-i) πϕ1 and πϕ1Θ are unitarily equivalent.
(4-ii) There exists a state ϕ˜2 of A(I2) such that ϕ˜2 6= ϕ˜2Θ and
ϕ2 =
1
2
(
ϕ˜2 + ϕ˜2Θ
)
. (1.21)
(5) If p(ϕ1) = 0, then corresponding to each ϕ˜2 above, there exists a joint
extension ϕ which satisfies
ϕ(A1A2) = ϕ1(A1)ϕ2(A2+) + ϕ1(πϕ1(A1)u1)ϕ˜2(A2−). (1.22)
Such extensions along with the unique product state extension (which satisfies
(1.22) for ϕ˜2 = ϕ2) exhaust all joint extensions of ϕ1 and ϕ2 when p(ϕ1) = 0.
Remark. The condition (1.18) is sufficient for the existence of a joint extension
also for general states ϕ1 and ϕ2. A continuation of this work including this
result is under preparation.
We have a necessary and sufficient condition for the existence of a joint
extension of states ϕ1 and ϕ2 under a specific condition on ϕ1. Proof will be
given in § 4.
Theorem 5. Let ϕ1 and ϕ2 be states of A(I1) and A(I2) for disjoint subsets I1
and I2. Assume that πϕ1 and πϕ1Θ are disjoint. Then a joint extension of ϕ1
and ϕ2 exists if and only if ϕ2 is even.
Theorem 4 and Theorem 5 are not symmetric in ϕ1 and ϕ2. The follow-
ing examples provide methods of construction (of joint extensions) which are
symmetric in ϕ1 and ϕ2.
Example 1
Let I1 and I2 be mutually disjoint finite subsets of N. Let ̺ ∈ A(I1 ∪ I2) be an
invertible density matrix, namely ̺ ≥ λ1 for some λ > 0 and Tr(̺) = 1, where
Tr denotes the matrix trace on A(I1 ∪ I2). Take any x = x
∗ ∈ A(I1)− and
y = y∗ ∈ A(I2)− satisfying ‖x‖‖y‖ ≤ λ. Let ϕ1(A1) ≡ Tr(̺A1) for A1 ∈ A(I1)
and ϕ2(A2) ≡ Tr(̺A2) for A2 ∈ A(I2). Then
ϕ′̺(A) ≡ Tr(̺
′A), ̺′ ≡ ̺+ ixy. (1.23)
for A ∈ A(I1 ∪ I2) is a state of A(I1 ∪ I2) and has ϕ1 and ϕ2 as its restrictions
to A(I1) and A(I2), irrespective of the choice of x and y satisfying the above
conditions.
Example 2
Let I1 and I2 be mutually disjoint subsets of N. Let ϕ and ψ be states of A(I1)
and A(I2) such that
ϕ =
∑
i
λiϕi, ψ =
∑
i
λiψi, (0 < λi,
∑
i
λi = 1),
where ϕi and ψi are states of A(I1) and A(I2) which have a joint extension χi
for each i.
χ =
∑
i
λiχi
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is a joint extension of ϕ and ψ.
This simple example yields next more elaborate ones.
Example 3
Let ϕ and ψ be states of A(I1) and A(I2) for disjoint I1 and I2 with (non-trivial)
decompositions
ϕ = λϕ1 + (1− λ)ϕ2, ψ = µψ1 + (1− µ)ψ2, (0 < λ, µ < 1)
where ϕ1 and ϕ2 are even. Product state extensions ϕiψj of ϕi and ψj yield
χ ≡ (λµ+ κ)ϕ1ψ1 + (λ(1 − µ)− κ)ϕ1ψ2
((1− λ)µ− κ)ϕ2ψ1 + ((1− λ)(1 − µ) + κ)ϕ2ψ2, (1.24)
which is a joint extension of ϕ and ψ for all κ ∈ R satisfying
−min(λµ, (1 − λ)(1 − µ)) ≤ κ ≤ min((1− λ)µ, λ(1− µ)). (1.25)
Example 4
Let ϕk, k = 1, · · · ,m and ψl, l = 1, · · · , n be states of A(I1) and A(I2) for
disjoint I1 and I2. Let
ϕ =
m∑
k=1
λkϕk, ψ =
n∑
l=1
µlψl
with λk, µl > 0,
∑
λk =
∑
µl = 1. Assume that there exists a joint extension
χkl of ϕk and ψl for each k and l. Then
χ =
∑
kl
(λkµl + κkl)χkl (1.26)
is a joint extension if
(λkµl + κkl) ≥ 0,
∑
l
κkl =
∑
k
κkl = 0. (1.27)
Since the constraint for mn parameters {κkl} are effectively m + n − 1 linear
relations (because
∑
kl κkl = 0 is common for
∑
l κkl = 0 and
∑
k κkl = 0 ), we
have mn − (m + n − 1) = (m − 1)(n − 1) parameters for the joint extension
(1.26).
2 The Fermion Algebra
As already explained, we investigate the C∗-algebra A generated by ai and a
∗
i ,
i ∈ N, satisfying CAR (1.1) and (1.2), and its subalgebras A(I), I ⊂ N generated
by ai and a
∗
i , i ∈ I.
An important role is played by the splitting of A(I) (for each I) into Θ-even
and Θ-odd parts by the formula (1.8):
A(I) = A(I)+ +A(I)−. (2.1)
Remark. The notation A(I)+ for the Θ-even part of A(I) should not be confused
with the set of all positive elements of A(I).
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Lemma 2.1. If I1 and I2 are disjoint subsets of N and if A1± ∈ A(I1)± and
A2± ∈ A(I2)±, then
A1σA2σ′ = ε(σ, σ
′)A2σ′A1σ (2.2)
for σ = ± and σ′ = ± where
ε(σ, σ′) = −1, if σ = σ′ = −,
ε(σ, σ′) = +1, otherwise. (2.3)
Proof. Even degree monomials of ai and a
∗
i , i ∈ I, are in A(I)+ and their
linear span is dense in A(I)+. Odd ones are in A(I)− and their linear span is
dense in A(I)−. Therefore (2.2) follows from (1.2). 
Remark. We may rephrase (2.2) by saying that A(I1)− and A(I2)− anticommute
while other pairs of A(I)σ and A(I2)σ′ commute.
The algebra A({i}) for a one point subset I = {i}, i ∈ N is a linear span of
the following four self-adjoint unitaries and is isomorphic to the algebra of all
2× 2 matrices.
u
(i)
0 ≡ 1, u
(i)
1 ≡ ai + a
∗
i , u
(i)
2 ≡ i(ai − a
∗
i ), u
(i)
3 ≡ a
∗
i ai − aia
∗
i . (2.4)
In fact (1.1) and (1.2) imply the multiplication rule of Pauli spin matrices among
them. In addition,
u
(i)
0 , u
(i)
3 ∈ A({i})+, u
(i)
1 , u
(i)
2 ∈ A({i})−. (2.5)
Hence monomials of u
(i)
ji
with distinct indices i ∈ I have a linear span dense in
A(I), monomials of even and odd total degrees in u
(i)
ji
, ji = 1, 2, having a linear
span dense in A(I)±, respectively.
Lemma 2.2. For disjoint I1 and I2, let ϕ be a state of A(I1 ∪ I2) with its
restrictions ϕ1 and ϕ2 to A(I1) and A(I2). Then the representation πϕ of A(I1)
is quasi-equivalent to πϕ1 ⊕ πϕ1Θ.
Proof. Let
Hϕ± ≡ πϕ(A(I1))πϕ(A(I2)±)Ωϕ. (2.6)
They are πϕ(A(I1)) invariant. Let
U{ji} ≡
∏
i∈I2
u
(i)
ji
where ji 6= 0 only for a finite number of indices i and the order of the product
is in the increasing order of i from left to right. Let σ({ji}) = ± according to
whether the number of i ∈ I2 with ji ∈ {1, 2} is even or odd. Then
U{ji} ∈ A(I2)σ({ji}).
The linear span of all U{ji} is dense inA(I2) and the linear spans of πϕ
(
A(I)U{ji}
)
Ωϕ
with σ({ji}) = ± are dense in Hϕ±, respectively.
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Due to (2.2), we have(
πϕ(U{ji})Ωϕ, πϕ(A)πϕ(U{ji})Ωϕ
)
= ϕ1(A1), if σ({ji}) = +,(
πϕ(U{ji})Ωϕ, πϕ(A)πϕ(U{ji})Ωϕ
)
= ϕ1(Θ(A1)), if σ({ji}) = −
for A1 ∈ A(I1). Therefore πϕ(A1), A1 ∈ A(I1), restricted to Hϕ+ and to Hϕ−
are quasi-equivalent to πϕ1 and πϕ1Θ, respectively. Since Hϕ+ +Hϕ− is dense
in Hϕ, πϕ is quasi-equivalent to πϕ1 ⊕ πϕ1Θ. 
Corollary 2.3. If πϕ1 and πϕ1Θ are disjoint, then
Hϕ+ ⊥ Hϕ−, (2.7)
and πϕ of A(I1) restricted to Hϕ± are quasi-equivalent to πϕ1 and πϕ1Θ.
We will use the following Lemma repeatedly. It is Lemma 4.11 in Chapter
IV of [6] and Lemma 2-2 in [5]. According to the latter, it is due to Guichardet.
Lemma 2.4. If B is a C∗-subalgebra of a C∗-algebra C and if the restriction
ωB of a state ω of C to B is a pure state, then
ω(xy) = ω(x)ω(y), x ∈ B, y ∈ B′ ∩ C. (2.8)
3 Product State Extension
3.1 Theorem 1 (1)
(a) A concrete construction
We will give a (concrete) representation and a representative vector for the state
ϕ which is a product state extension of ϕi, i = 1, 2, · · · .
Since the numbering of subsystems are irrelevant, we assume that the indices
are 0, 1, 2, · · · and ϕ1, ϕ2, · · · are all even, while ϕ0 need not be even, where ϕi
is a state of A(Ii), i ≥ 0. Let I = ∪i≥0Ii.
Let (Hi, πi, Ωi) be the GNS triplet for ϕi, i = 0, 1, 2, · · · . Since ϕi is assumed
to be even for i ≥ 1, there exists a unitary oprtator ui on Hi such that
uiπi(Ai)Ωi = πi
(
Θ(Ai)
)
Ωi, Ai ∈ A(Ii). (3.1)
(This defines an isomorphic operator with the dense domain πi(A(Ii))Ωi and
the same range and its closure defines a unitary ui.) It satisfies
uiπ(Ai)u
∗
i = π
(
Θ(Ai)
)
, uiΩi = Ωi, (3.2)
u2i = 1, u
∗
i = ui. (3.3)
Define
H ≡ (⊗i≥1Hi)⊗H0,
Ω ≡ (⊗i≥1Ωi)⊗Ω,
Wi ≡ (u1 ⊗ · · · ⊗ ui−1 ⊗ 1i ⊗ · · · )⊗ 10, for (i ≥ 2), W1 ≡ 1,
W0 ≡ (⊗i≥1ui)⊗ 10,
π˘i(Ai) ≡
(
11 ⊗ · · · ⊗ 1i−1 ⊗ πi(Ai)⊗ 1i+1 ⊗ · · ·
)
⊗ 10, Ai ∈ A(Ii), (i ≥ 1),
π˘0(A0) ≡
(
11 ⊗ 12 · · ·
)
⊗ π0(A0), A0 ∈ A(I0),
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where ⊗i≥1Hi is an ordinary tensor product if the index set is finite, while it is
the incomplete infinite tensor product of Hi, i = 1, 2, · · · , containing the vector
⊗i≥1Ωi ([3]) if the index set is infinite. Since uiΩi = Ωi, the infinite tensor
product ⊗i≥1ui is well-defined in the latter case and it is a unitary leaving
⊗i≥1Ωi invariant. Then there exists a unique representation π of A(I) in H
satisfying
π(ak) = Wiπ˘i(ak), π(a
∗
k) = Wiπ˘i(a
∗
k) (3.4)
for k ∈ Ii and i ≥ 0, because π(ak) and π(a
∗
k) satisfy CAR. The state
ϕ(A) ≡
(
Ω, π(A)Ω
)
, A ∈ A(I) (3.5)
gives a product state extension of {ϕi}i=0,1,···, as can be immediately shown.
This proves the existence part of Theorem 1 (1).
Remark. In the above construction, the following formulae for Ai± ∈ A(Ii)±
hold.
π(Ai+) = π˘i(Ai+), π(Ai−) = Wiπ˘i(Ai−). (3.6)
(b) Necessity of the condition for ϕi.
We now show that all states ϕi except at most one must be even if a product
state extension ϕ of {ϕi}i=0,1,··· exists. Assuming that two states ϕ1 and ϕ2
are not even, we show contradiction. Since ϕ1 and ϕ2 are not even, there exists
A1 ∈ A(I1)− and A2 ∈ A(I2)− such that ϕ1(A1) 6= 0, ϕ2(A2) 6= 0. Then
ϕ(A1A2) = ϕ1(A1)ϕ2(A2) 6= 0. (3.7)
For A1 ∈ A(I1)−, both A1 + A
∗
1 and i(A1 − A
∗
1) are self-adjoint elements of
A(I1)−. Since A1 is their linear combination, the value of ϕ1 for one of them
must be non-zero. Hence we may assume A1 = A
∗
1, ϕ(A1) 6= 0 for some A1 ∈
A(I1)−. By the same reason, we may also assume that A2 = A
∗
2, ϕ(A2) 6= 0.
Then both ϕ(A1) and ϕ(A2) are non-zero real numbers. On the other hand,
(A1A2)
∗ = A∗2A
∗
1 = A2A1 = −A1A2,
the last equality being due to (2.2) where σ = σ′ = − for the present case.
Therefore A1A2 is skew self-adjoint and ϕ(A1A2) must be pure imaginary. We
now have a pure imaginary ϕ(A1A2) and non-zero real ϕ(A1)ϕ(A2) which con-
tradict with (3.7).
(c) Uniqueness of a product state extension.
The linear span of monomials A1 · · ·Ak with Al ∈ A(Iil) for all possible finite
index sets (i1, · · · , ik) for all possible k ∈ N is dense in A(I). Therefore the
values on such monomials uniquely determine ϕ.
(d) Equivalence of evenness of ϕ and that of all ϕi
We show that the extension ϕ is even if and only if all ϕi are even.
If ϕ is even, then ϕΘ = ϕ implies ϕiΘ = ϕi by restriction.
In the converse direction, if all ϕi are even, then ϕ satisfies
ϕ(A) = ϕ(Θ(A))
for all monomials A = A1 · · ·Ak by the product property of ϕ and evenness of
ϕi. Thus ϕ is even by the same reasons as (c).
9
3.2 Theorem 1 (2)
(I) Case of a pair of pure states
Assume that states ϕ1 and ϕ2 are both pure and that there exists their joint
extension ϕ. We show that at least one of ϕ1 and ϕ2 is even and ϕ is their
product state extension.
By the assumption that ϕ1 is pure, the representations πϕ1 and πϕ1Θ are
irreducible and the following two cases cover all situations.
(α) πϕ1 and πϕ1Θ are unitarily equivalent.
(β) πϕ1 and πϕ1Θ are disjoint.
We need the following lemma for dealing with the case (α).
Lemma 3.1. If ϕ1 is pure and if πϕ1 and πϕ1Θ are unitarily equivalent, there
exists a self-adjoint unitary u1 ∈ πϕ1(A(I1)+)
′′ satisfying (1.13) and (1.14).
Proof. Since πϕ1 and πϕ1Θ are assumed to be unitarily equivalent, there
exists a unitary û1 on Hϕ1 satisfying
û1πϕ1(A1)û
∗
1 = πϕ1(Θ(A1)), A1 ∈ A(I1).
By Θ2 = 1, û21 commutes with πϕ(A(I1)). Since ϕ1 is pure, πϕ1 is irreducible
and πϕ1(A(I1))
′′ = B(Hϕ1). Hence û
2
1 = e
iθ1. By setting u1 ≡ ±e
−iθ/2û1, we
have a self-adjoint unitary u1 satisfying (1.13). We choose the sign ± so that
(1.14) is satisfied.
Any x ∈ B(Hϕ1) has a decomposition x = x+ + x−, x± ≡
1
2 (x ± uxu).
There exists a net Aα ∈ A(I1) such that πϕ1(Aα) → x due to B(Hϕ1) =
πϕ1(A(I1))
′′. Then Aα± ≡
1
2
(
Aα ± Θ(Aα)
)
∈ A(I1)± and Aα± → x±. Hence
x+ ∈ πϕ1(A(I1)+)
′′. Since u1u1u1 = u1 and u1 = (u1)+, u1 ∈ πϕ1(A(I1)+)
′′. 
We resume the proof for the case (α). Since πϕ(A(I2)+) commutes with
πϕ(A(I1)) elementwise by (2.2), Lemma 2.4 implies
ϕ(A1A2+) = ϕ1(A1)ϕ2(A2+) (3.8)
for all A1 ∈ A(I1) and A2+ ∈ A(I2)+ due to the purity of ϕ1.
We want to derive the same formula for A2− ∈ A(I2)−. By Lemma 2.2
and the equivalence of πϕ1 and πϕ1Θ, the representations πϕ|A(I) and πϕ1 are
quasi-equivalent. Therefore, via the extension of the isomorphism πϕ1(A) →
πϕ(A), A ∈ A(I1) to their weak closures, there exists a self-adjoint unitary
U1 ∈ πϕ(A(I1)+)
′′ (corresponding to u1 ∈ πϕ1(A(I1)+)
′′ of Lemma 3.1) which
satisfies
U1πϕ(A1)U1 = πϕ(Θ(A1)) (3.9)
for all A1 ∈ A(I1). SinceA(I1)+ commutes with A(I2), we have U1 ∈ πϕ(A(I2))
′.
(We note that ϕ¯(x) = ϕ¯1(x) for x ∈ πϕ(A(I1))
′′ ∼ πϕ1(A(I1))
′′ by the identifi-
cation of these von Neumann algebras via the isomorphism.) By (2.2) and (3.9),
we have U1πϕ(A(I2)−) ∈ πϕ(A(I1))
′. We now apply Lemma 2.4 to
πϕ(A(I1))πϕ(A(I2)−) = {πϕ(A(I1))U1}{U1πϕ(A(I2)−)}
to obtain
ϕ(A1A2−) = ϕ(πϕ(A1)πϕ(A2−))
= ϕ(πϕ(A1)U1)ϕ(U1πϕ(A2−)) (3.10)
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for all A1 ∈ A(I1) and A2− ∈ A(I2)−, where we have used purity of the restric-
tion of ϕ to πϕ(A(I1))
′′, to which πϕ(A1)U1 belongs.
Since ϕ2 is pure, we can apply Lemma 2.4 to the pair πϕ(A2) ∈ πϕ(A(I2))
and U1 ∈ πϕ(A(I1)+)
′′ ⊂ πϕ(A(I2))
′ to obtain
ϕ(U1πϕ(A2−)) = ϕ(U1)ϕ(A2−) = ϕ(U1)ϕ2(A2−). (3.11)
By setting A1 = 1 in (3.10) and substituting (3.11) there, we obtain
(1− ϕ(U1)
2)ϕ2(A2−) = 0. (3.12)
We have two alternatives (α1) and (α2).
(α1) ϕ2(A2−) = 0 for all A2− ∈ A(I2)−.
In this case, ϕ2 is even. By (3.10) and (3.11),
ϕ(A1A2−) = 0 = ϕ1(A1)ϕ2(A2−). (3.13)
By this and (3.8), ϕ has the product state property.
(α2) ϕ(U1) = ±1.
In this case, ϕ(U1) = ϕ1(u1) = 1 by (1.14). Then
‖Ωϕ − UΩϕ‖
 = ‖Ωϕ‖
 + ‖UΩϕ‖
 − ϕ(U) = .
Hence U1Ωϕ = Ωϕ and
ϕ(A1) = (Ωϕ, πϕ(A)Ωϕ) = (UΩϕ, πϕ(A)UΩϕ)
= (Ωϕ, Uπϕ(A)UΩϕ) = (Ωϕ, πϕ(Θ(A))Ωϕ) = ϕ(Θ(A)),
so that ϕ1 is even. Furthermore
ϕ(xU1) = (Ωϕ, xUΩϕ) = (Ωϕ, xΩϕ) = ϕ(A) = ϕ(A),
ϕ(U1y) = (Ωϕ, UyΩϕ) = (Ωϕ, yΩϕ) = ϕ(A) = ϕ(A)
for x = πϕ(A1) and y = πϕ(A2). Substituting them into (3.10), we obtain
ϕ(A1A2−) = ϕ1(A1)ϕ2(A2−). (3.14)
Combing (3.8) and (3.14), ϕ is a product state extension of ϕ1 and ϕ2.
We now deal with the case (β). By (2.7),
ϕ(A1A2−) = (πϕ(A
∗
1)Ωϕ, πϕ(A−)Ωϕ) = , (3.15)
By setting A1 = 1, we obtain
ϕ(A2−) = 0. (3.16)
Thus (3.13) holds and ϕ2 is even. By purity of ϕ1, we have (3.8) as in the case
of (I). Therefore ϕ is a product state extension of ϕ1 and ϕ2.
For all cases, uniqueness of the extension ϕ follows from Theorem 1 (1).
(II) Purity of the product state extension
We prove that the (unique) product state extension ϕ of {ϕi}i=0,1,··· is pure if
all ϕi are pure. We use the notation of (a) in Subsection 3.1.
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If ϕi is pure, then πi
(
A(Ii)
)′′
= B(Hi) and ui ∈ B(Hi), which implies
Wi ∈
(
⊗i−1j=1B(Hj)
)
⊗
(
⊗j≥i 1j
)
⊗ 10
for i ≥ 1. Starting with i = 1, we obtain recursively
π
(
A(∪ij=1Ij)
)′′
=
(
⊗ij=1B(Hj)
)
⊗
(
⊗j≥i+1 1j
)
⊗ 10
for i ≥ 1. Hence
π
(
A(∪j≥1Ij)
)′′
=
(
∪i≥1π
(
A(∪ij=1Ij)
)′′)′′
(3.17)
=
(
⊗j≥1B(Hj)
)
⊗ 10. (3.18)
Since W0 belongs to this algebra, we obtain
π
(
A(∪j≥0Ij)
)′′
=
(
⊗j≥1B(Hj)
)
⊗ B(H0) = B(H).
Hence ϕ is pure.
(III) General case
We first prove that if a state of one subsystem, say ϕ1, is not even, then ϕi for
i ≥ 2 have to be all even. We take an individual i ≥ 2 and apply the result
proved for the case (I) to the pair of states ϕ1 and ϕi of two subsystems A(I1)
and A(Ii), which are pure and for which the restriction of ϕ to A(I1 ∪ Ii) is
a joint extension, thus obtaining the desired conclusion that ϕi must be even
because ϕ1 is not even.
Next we use both (I) and (II) to prove the product property (1.4) for ϕ. Let
Ik ≡ ∪ki=1Ik and ϕ
k be the restriction of ϕ to A(Ik). For k = 2, ϕ2 is a joint
extension of pure states ϕ1 and ϕ2. By (I), ϕ
2 is a product state extension of
ϕ1 and ϕ2. By (II), ϕ
2 is pure. Inductively, assume that ϕk−1 is a product
state extension of ϕ1, · · · , ϕk−1 and a pure state. Then ϕ
k is a joint extension
of ϕk−1 and ϕk and hence satisfies (1.4). It is pure by (II). 
3.3 Theorem 2 (1)
We show that ϕ1 is pure if ϕ is pure, by showing that ϕ is not pure if ϕ1 is not
pure.
For non-pure ϕ1, there exist two distinct states ϕ1α and ϕ1β of A(I1) such
that ϕ1 = λϕ1α + (1− λ)ϕ1β for some λ ∈ (0, 1).
The restriction ψ of ϕ to A(∪i≥2Ii) is even, being the product state extension
of even ϕi, i ≥ 2. Hence there exist product state extensions ϕα of the pair ϕ1α
and ψ and ϕβ of the pair ϕ1β and ψ due to Theroem 1 (1):
ϕα(A1A2) = ϕ1α(A1)ψ(A2), ϕβ(A1A2) = ϕ1β(A1)ψ(A2)
for A1 ∈ A(I1) and A2 ∈ A(∪i≥2Ii). Hence ϕ and λϕα + (1 − λ)ϕβ have the
same value for A1A2. Since the linear span of such A1A2 is dense in A(∪i≥1Ii),
we obtain ϕ = λϕα +(1−λ)ϕβ . Since ϕ1α 6= ϕ1β , we have ϕα 6= ϕβ . Therefore
ϕ is not pure.
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3.4 Theorem 2 (2)
We already know that ϕ is pure if all ϕi are pure by Theorem 1 (2). We now
prove the only if part. We first consider the case where ϕ is a product state
extension of ϕ1 and ϕ2 for two subsystems. We are in the situation where ϕ is
pure, ϕ2 is even, ϕ1 is pure (by Theorem 2 (1)), πϕ1 and πϕ1Θ are not disjoint,
and hence are unitarily equivalent (the case (α) of 3.2 (I)); therefore, we have a
self-adjoint unitary U1 ∈ πϕ(A(I1)+)
′′ satisfying (3.9). Now our aim is to show
purity of ϕ2.
We define
π2(A2) = π2(A2+ +A2−) ≡ πϕ(A2+) + U1πϕ(A2−) (3.19)
for A2 = A2+ + A2−, A2± ∈ A(I2)±. Since U
∗
1 = U1, U
2
1 = 1 and U1 ∈
πϕ(A(I1)+)
′′ commutes with πϕ(A(I2)), π2 is a representation of A(I2), com-
muting with πϕ1 due to (2.2) and (3.9) and πϕ(A(I1)) ∪ π2(A(I2)) genetates{
πϕ(A(I1)) ∪ πϕ(A(I2)) }
′′, which is B(Hϕ) due to purity of ϕ. Therefore ϕ is
a product state of mutually commuting πϕ(A(I1))
′′ and π2(A(I2))
′′ by Lemma
2.4 (due to purity of ϕ1) and
ϕ˜2(A2) ≡ (Ωϕ, π(A)Ωϕ), A ∈ A(I) (3.20)
is a pure state of A(I2). By the product state property of ϕ and evenness of ϕ2,
we have
(Ωϕ, π(A−)Ωϕ) = (Ωϕ, Uπϕ(A−)Ωϕ) = (Ωϕ, UΩϕ)ϕ(A−) = 
for A2− ∈ A(I2)− . Hence
ϕ˜2(A2) = ϕ2(A2), A2 ∈ A(I2).
Thus ϕ2 = ϕ˜2, and hence ϕ2 is pure, which is our desired result.
For the general case of many subsystems, we use this result for two subsys-
tems and Theorem 2 (1) inductively to obtain purity of both the restriction of
ϕ to A(∪j≥iIj) and ϕi for i = 2, 3, · · · .
The case of even ϕ1 is a special case of unitarily equivalent πϕ1 and πϕ1Θ.

3.5 Theorem 3 (1)
Assume that ϕ is a product state extension of ϕ1 and even ϕ2 and that πϕ1 and
πϕ1Θ are disjoint. First we assume purity of ϕ and prove the only if part. By
Theorem 2 (1), ϕ1 is pure. We have only to prove that ϕ2+ is pure.
Let A ≡ πϕ(A(I1)) ∪ πϕ(A(I2)+). By (2.7),
Hϕ = Hϕ+ ⊕Hϕ−,
and A leaves Hϕ± invariant.
Let v ≡ ai + a
∗
i for a fixed i belonging to I2. Set
V2 ≡ πϕ(v). (3.21)
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Then v and V2 are self-adjoint unitaries and
πϕ
(
A(I2)
)
= πϕ(A(I2)+) + πϕ(A(I2)+)V2, (3.22)
V2Hϕ± = Hϕ∓, (3.23)
V2πϕ(A1)V2 = πϕ(Θ(A1)), A1 ∈ A(I1). (3.24)
We now show that the restriction of A to Hϕ+ is irreducible. Let
M± ≡ A
′′ ∩ B(Hϕ±),
where B(Hϕ±) are imbedded in B(Hϕ). Take x ∈ (M+)
′ ∩ B(Hϕ+). Then
V2xV2 ∈ B(Hϕ−) due to (3.23). For any y ∈ M−, we have V2yV2 ∈ M+ also
due to (3.23) and
(V2xV2)y = V2x(V2yV2)V2 = V2(V2yV2)xV2 = y(V2xV2).
Hence V2xV2 ∈M
′
− and x⊕V2xV2 is in A
′. Since x⊕ V2xV2 commutes with V2
due to (3.23), it belongs to
(
πϕ(A(I1)) ∪ πϕ(A(I2))
)′
= B(Hϕ)
′ due to purity
of ϕ. Therefore x⊕V2xV2 is a multiple of identity and so is x. This shows that
M+ = B(Hϕ+) is irreducible. Then ϕ restricted to M+ is a product state of the
commuting pair πϕ(A(I1))
′′ and πϕ(A(I2)+)
′′ which generate B(Hϕ+). Hence
its restriction to πϕ(A(I2)+)
′′ is pure and ϕ2+ is pure.
To prove the converse, assume that ϕ1 and ϕ2+ are pure and that πϕ1 and
πϕ1Θ are disjoint. Let ϕ be the product state extension of ϕ1 and ϕ2. We shall
show purity of ϕ.
Since πϕ(A(I1)) restricted to Hϕ+ and to Hϕ− do not have any non-zero
intertwiner, x ∈ πϕ(A(I1 ∪ I2))
′ has to be of the form x = x+ ⊕ x−, where
x± ∈ B(Hϕ±). Since ϕ is a product state of ϕ1 and ϕ2+ (of a commuting pair
A(I) and A(I2)+), both of which are pure, A
′′ is irreducible on Hϕ = AΩϕ and
hence x+ = c1Hϕ+ . Since V2 commutes with x, we have x− = V2x+V2 = c1Hϕ− .
Therefore, we obtain x = c1. Hence πϕ(A(I1 ∪ I2)) is irreducible and ϕ is pure.
3.6 Theorem 3 (2)
The if part is evident. We prove the only if part. Let
H ≡ Hϕ2+ ⊕Hϕ2+ ,
Ω ≡ Ωϕ+ ⊕ ,
K(ξ+ ⊕ ξ−) ≡ ξ− ⊕ ξ+, ξ+ ⊕ ξ− ∈ H,
π2(A2+) ≡ πϕ2+(A2+)⊕ πϕ2+(vA2+v), for A2+ ∈ A(I2)+
π2(A2+ +A
′
2+v) ≡ π2(A2+) + π2(A
′
2+)K, for A2+, A
′
2+ ∈ A(I2)+,
where v ∈ A(I2)− is the same as in (3.21) and (Hϕ2+ , πϕ2+ , Ωϕ+) is the GNS
triplet for ϕ2+.
By a straightforward computation, we see that π2 is a representation of
A(I2), and by evenness of ϕ2,
(Ω, π(A)Ω) = ϕ(A), A ∈ A(I). (3.25)
SinceΩ is cyclic for π2(A(I2)), (H, π2, Ω) is unitarily equivalent to (Hϕ2 , πϕ2 , Ωϕ)
and purity of ϕ2 is equivalent to irreducibility of π2.
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By identifying B(H) with M2(B(Hϕ2+)), we have
π2(A2+ +A
′
2+v) =
(
πϕ2+(A2+) πϕ2+(A
′
2+)
πϕ2+(vA
′
2+v) πϕ2+(vA2+v)
)
. (3.26)
To determine π2(A(I2))
′, let(
a b
c d
)
∈ π2(A(I2))
′. (3.27)
We see that the commutativity of (3.26) and (3.27) is equivalent to the condition
that a = d is a scalar and b = c satisfies
πϕ2+(vA2+v)c = cπϕ2+(A2+). (3.28)
From (3.28), we see that c2 ∈ πϕ2+(A(I2)+)
′ due to v2 = 1. Therfore c2 is a
scalar. If c is not 0, we may assume c2 = 1 (by multiplication of a scalar). If c1
and c2 satisfy (3.28), then c1c2 must be a scalar by the same reason. Hence c
is unique up to a multiplication of a scalar. If c satisfies (3.28), c∗ also satisfies
(3.28). By uniqueness c∗ = eiθc for some θ ∈ R. Since c∗c = eiθc2 = eiθ must
be a positive real, we have c∗c = 1 and hence c = c∗. Namely c is a self-adjoint
unitary. For ϕ2 to be not pure, π2(A(I2))
′ has to be non-trivial and hence such
a c exists.
Since c belongs to πϕ2+(A(I2)+)
′′ = B(Hϕ2+),
π̂2(A2+ +A
′
2+v) ≡ πϕ2+(A2+) + πϕ2+(A
′
2+)c (3.29)
is a representation of A(I2) on Hϕ2+ due to (3.28). Since πϕ2(A(I2)+) is already
irreducible on Hϕ2+ , so is π̂2(A(I2)) and
ϕ̂2(A) ≡ (Ωϕ+ , π̂(A)Ωϕ+) (3.30)
is a pure state of A(I2).
Since ϕ̂2 and ϕ2 coincide on A(I2)+, we have
1
2
(ϕ̂2 + ϕ̂2Θ) = ϕ2
due to evenness of ϕ2.
To prove that πϕ̂2 and πϕ̂2Θ are disjoint, assume the contrary.
Since πϕ̂2 is irreducible, πϕ̂2 and πϕ̂2Θ are unitarily equiavlent and there
exists a unitary u2 onHϕ̂2 implementing Θ on the representation πϕ̂2 by Lemma
3.1.
However, it has to commute with πϕ̂2(A(I2)+), which is irreducible on Hϕ̂2
by Theorem 3 (1). Hence u2 has to be trivial and cannot implemented a non-
trivial automorphism Θ. Hence πϕ̂2 and πϕ̂2Θ are disjoint. 
4 Pair of General States–Theorem 5
It is convenient to prove Theorem 5 at this stage. Let ϕ be a joint extension of
ϕ1 and ϕ2. Assume (β) in § 3.2, namely, assume that πϕ1 and πϕ1Θ are disjoint.
This implies (3.15) and (3.16). Hence ϕ2 is even. Conversely, if ϕ2 is even, then
a product state extension of ϕ1 and ϕ2 exists by Theorem 1 (1). 
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5 Pair of Pure and General States
We prove Theorem 4 for a joint extension ϕ of ϕ1 and ϕ2 assuming purity of
ϕ1.
5.1 Theorem 4 (3)
If p(ϕ1) = 0, (1.18) is equivalent to λ(ϕ2) = 1 since 1 ≥ λ(ϕ2). If ϕ2 is even,
then ϕ2 = ϕ2Θ and λ(ϕ2) = 1. Conversely, if λ(ϕ2) = 1, then ψ ≡ ϕ2−ϕ2Θ ≥ 0
by (1.16). Since ψ(1) = ϕ1(1) − ϕ1Θ(1) = 0, we obtain ψ = 0 and hence ϕ2 is
even.
5.2 Theorem 4 for the case (β)
We consider two alternative cases (α) (πϕ1 and πϕ1Θ are unitarily equivalent)
and (β) (they are mutually disjoint) separately. For the case (β), any repre-
sentative vectors Φ and Ψ of ϕ1 and ϕ1Θ have to be mutually orthogonal and
hence p(ϕ1) = 0.
If (1.18) holds, ϕ2 is even by § 5.1 and the product state extension of ϕ1 and
ϕ2 exists.
Conversly, if ϕ exists, ϕ2 is even and (3.15) holds by the proof of § 4 and
(3.8) holds by purity of ϕ1. Hence ϕ is the product state extension and (1.18)
holds by evenness of ϕ2.
This also proves the necessity of (4-i) in (4).
We have established those parts of Theorem 4 related to the case (β).
5.3 Theorem 4 (1) for the case (α)
We first show the following lemma.
Lemma 5.1. The following formula holds under the assumption of Lemma 3.1
and for u1 given by that Lemma.
p(ϕ1) = ϕ1(u1). (5.1)
Proof. In the situation of Lemma 3.1, the transition probability between
the vector states ϕ1 by Ωϕ and ϕ1Θ by u1Ωϕ for the algebra B(Hϕ1) =
πϕ1(A(I1))
′′ is shown in [7] to be given by
P (ϕ1, ϕ1Θ) ≡ |(Ωϕ , uΩϕ)|

Due to (1.14), we obtain (5.1). 
We resume the proof of Theorem 4 for the case (α).
(a) Necessity of (1.18) for (1)
The equations (3.8) and (3.10) hold by purity of ϕ1. By setting A1 = 1 in
(3.10),
ϕ2(A2−) = ϕ(A2−) = p(ϕ1)ϕ(U1πϕ(A2−)) (5.2)
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due to (5.1) and ϕ(U1) = ϕ1(u1). We consider the representation π2 of A(I2)
given by (3.19). Then ϕ˜2 given by (3.20) satisfies
ϕ2 + ϕ2Θ = ϕ˜2 + ϕ˜2Θ, ϕ2 − ϕ2Θ = p(ϕ1)(ϕ˜2 − ϕ˜2Θ). (5.3)
Hence
2p(ϕ1)ϕ˜2 = (1 + p(ϕ1))ϕ2 − (1− p(ϕ1))ϕ2Θ ≥ 0.
Therefore (1.18) holds because
ϕ2 ≥
1− p(ϕ1)
1 + p(ϕ1)
ϕ2Θ.
(b) Sufficiency of (1.18) for (1)
If p(ϕ1) = 0, then (1.18) implies that ϕ2 is even. Hence the product state
extension of ϕ1 and ϕ2 exists.
Assume p(ϕ1) 6= 0 and set
ϕ′2(A2+ +A2−) ≡ ϕ2(A2+) +
1
p(ϕ1)
ϕ2(A2−) (5.4)
for A2± ∈ A(I2)±. Then
ϕ′2 =
1
2p(ϕ1)
{{
1 + p(ϕ1)
}
ϕ2 −
{
1− p(ϕ1)
}
ϕ2Θ
)
≥ 0 (5.5)
by (1.18). Hence ϕ′2 is a state of A(I2) due to ϕ
′
2(1) = ϕ2(1) = 1. Let
H ≡ Hϕ1 ⊗Hϕ′2 , Ω ≡ Ωϕ ⊗Ωϕ′ , (5.6)
π(A1A2) ≡ πϕ1(A1)⊗ πϕ′2(A2+) + πϕ1(A1)u1 ⊗ πϕ′2(A2−), (5.7)
for A1 ∈ A(I1), A2 = A2+ + A2−, A2± ∈ A(I2)±. Then operators π(A1A2)
satisfy CAR and hence π extends to a representation of A(I1 ∪ I2). The state
ϕ(A) ≡ (Ω, π(A)Ω), A ∈ A(I ∪ I) (5.8)
of A(I1 ∪ I2) satisfies
ϕ(A1) = ϕ1(A1),
ϕ(A2) = ϕ2(A2+) + ϕ1(u1)ϕ
′
2(A2−) = ϕ2(A2),
where (5.1) is used in the last eqaulity. Hence ϕ is a joint extension of ϕ1 and
ϕ2.
(c) Proof of (2)
By (a), ϕ satisfis (3.8) and (3.10). Since (5.2) implies
ϕ(U1πϕ(A2−)) =
1
p(ϕ1)
ϕ2(A2−), (5.9)
(3.8) and (3.10) imply (1.19) and (1.20).
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(d) Necessity of (4-ii)
Assume p(ϕ1) = 0. (Then ϕ2 is even and the product state extension exists if
(1.18) holds.) Assume the existence of a non-product joint extension ϕ of ϕ1
and ϕ2. Then we are in the case (α) by § 5.2, namely (4-i) holds. Hence we may
use U1 ∈ πϕ(A(I1)+)
′′ satisfying (3.9). Let π2 and ϕ˜2 be given by (3.19) and
(3.20). Then π2(A(I2)) commutes with πϕ(A(I1)) and ϕ˜2 is a state of A(I2).
By purity of ϕ1, (3.8) and (3.10) hold, implying (1.22). If ϕ˜2 = ϕ2, then
ϕ˜2(A2−) = ϕ2(A2−) = 0 and ϕ is the product state extension. Hence ϕ˜2 6= ϕ2
in order that ϕ is not the product state extension. On A(I2)+, ϕ˜2 coincides
with ϕ2. Therefore
ϕ˜2 6= ϕ˜2Θ and ϕ2 =
1
2
(ϕ˜2 + ϕ˜2Θ). (5.10)
(e) Proof of (5) and sufficiency of (4-ii)
By (d), any joint extension ϕ has to be of the form (1.22). We show the exsis-
tence of the GNS triplet for ϕ given by (1.22) and prove sufficiency of (4-ii) as
well as (5).
Let
H ≡ Hϕ1 ⊗Hϕ˜2 , Ω ≡ Ωϕ ⊗Ωϕ˜ , (5.11)
π′(A1A2) ≡ πϕ1(A1)⊗ πϕ˜2(A2+) + πϕ1(A1)u1 ⊗ πϕ˜2(A2−), (5.12)
for A1 ∈ A(I1) and A2 = A2+ +A2−, A2± ∈ A(I2)±. Then operators π
′(A1A2)
satisfy CAR for A(I1∪I2) and hence π
′ extends to a representation of A(I1∪I2).
We have
(Ω, π′(AA)Ω) = ϕ1(A1)ϕ˜2(A2+) + ϕ1(πϕ1(A1)u1)ϕ˜2(A2−)
= ϕ(A1A2).

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