This paper explores the feasibility of integrating energy efficiency program evaluation with the emerging need for the evaluation of programs from different "energy cultures" (demand response, renewable energy, and climate change). The paper reviews key features and information needs of the energy cultures and critically reviews the opportunities and challenges associated with integrating these with energy efficiency program evaluation. There is a need to integrate the different policy arenas where energy efficiency, demand response, and climate change programs are developed, and there are positive signs that this integration is starting to occur.
Introduction
Intergovernmental Panel on Climate Change's recent report -IPCC 2007), changes in political power (e.g., the Democratic Party assuming control of the U.S. Senate and House), and the popular media (e.g., television, newspapers, books and movies (such as Al Gore's An Inconvenient Truth)) have all contributed to making "climate change" an important and urgent issue in the policy arena. Efforts to significantly reduce carbon emissions as part of any national strategy to address CC will require considerable improvements in EE. Studies by the National
Baselines & Additionality
In the evaluation of EE programs, the identification and measurement of a baseline is critical for the calculation of energy savings. One needs to know what is likely to have happened to energy use if the program had not been implemented. For example, for calculating the energy savings from the installation of an EE appliance, the baseline may include applicable state and/or Federal EE appliance standards, existing equipment efficiency, or common replacement practices. The measurement of a well-matched non-treatment comparison group over time can also provide a reasonable baseline.
Baselines will continue to play a critical role in the evaluation of DR and RE programs.
In DR programs, the customer's expected load absent the DR request is the customer's baseline.
Various methods of baseline calculation are available: e.g., load averaging of similar days, using regression analysis, or making adjustments to reflect certain factors such as weather. For RE programs, the calculation of the baseline is straightforward: assuming there has been little RE development in the area, one can assume a baseline of zero energy production. If RE programs become successful and increased market penetrations are achieved, then the calculation of the baseline will be more challenging.
It is important that baselines need to be consistently defined. In a review of EE protocols, baseline conditions were found not to be always consistently defined when estimating savings (Michals and Titus 2006) . For example, in new construction programs, the baseline was typically defined as standard practice (i.e., the state's current building energy code or common practice): therefore, the baseline varied from state to state depending on what energy code is in place and typical practice in the area. And in the case of early replacement/retirement retrofit programs, some states defined the baseline as either (a) the existing measure or technology, (b) standard practice or what was required under the state's building energy code, or (c) a blend of existing technology and current standard practice/code.
For CC programs, it is important to know if a program (or project) reduced GHG emissions that were additional to any that would have occurred in the absence of the project activity. At the international level, the Clean Development Mechanism's (CDM) Executive Board has developed rules that developers must follow to demonstrate the additionality of their proposed projects (CDM 2004) .
5 These rules are consistent with the methods used to estimate 5 The Kyoto Protocol includes two project-based mechanisms for activities across countries. Article 6 of the Protocol allows for joint implementation (JI) projects between developed (Annex I) countries: i.e., project-level trading of emissions reductions can occur among countries with GHG emission reduction commitments under the Protocol. Article 12 of the Protocol provides for a CDM that allows legal entities in the developed world to enter into cooperative projects to reduce emissions in the developing world for the benefit of both parties. Developed countries will be able to use certified emissions reductions from project activities in developing countries to gross and net savings in the evaluation of EE programs, and it is expected that these rules will be used for demonstrating additionality for an international emissions trading scheme. Thus, for state and national cap and trade programs, if credits are issued and credits are allowed to be bought and sold at the international level, then additionality will need to be rigorously addressed.
To some degree, additionality is already being addressed at the state level where EE baselines have been identified and free riders have been evaluated, as described in the next section.
Adjustments to Gross Energy Savings: Free Riders and Program Spillover
In Commissioners voted to provide gross EE savings rather than net, for the following reasons: (1) consensus on the use of spillover in the definition of net savings did not exist, (2) other demand providers reported gross EE savings, and (3) there was concern that spillover measurements would not withstand the rigor of M&E requirements. However, as these programs become more available, free ridership may become more of an issue. Also, it will be relatively easy to evaluate non-participant spillover in the future, since customers will need to apply to these programs to receive the special incentives. As mentioned previously, renewable energy is still relatively "new" and one expects little free ridership. As in the case with DR programs, as renewable energy programs become more widespread (e.g., via RPS or voluntary carbon programs), measurement of free ridership and program spillover effects may become more of an issue.
The future relevance of free ridership is under question, especially with the recent interest in CC. Under a "market transformation" perspective where one is concerned about progress being made towards an EE market/society, one may not be concerned about free riders, but are concerned about market share and the EE activities of other participants. In fact, the more free riders, the better. Furthermore, it is expected that EE programs will benefit from the increased awareness of how EE efforts reduce GHG emissions. For example, emission tax or trading schemes may provide a financial incentive to invest in EE measures. Similarly, increased media attention to energy issues may change behavior patterns and generate demand for EE measures.
This increased coverage is readily apparent in the popular media and financial publications, and behavior in residential customers may already have changed as a result. And as business sectors try to reduce their GHG emissions, there will be increasing attention to EE. Hence, more residential and business customers are becoming more sensitized and better educated about EE and will be more interested in reducing their own energy use. As a result, it will be much more challenging to have cost-effective programs based on net energy savings that account for free riders. In summary, if one believes that energy forecasts cannot account for all of the EE improvements that would occur naturally, then it may be best to focus on estimating gross energy savings and devote less evaluation resources to quantifying the number of free riders.
Reliability, Uncertainty, and Precision
Because of the difficulties and uncertainties in estimating energy savings and reduced emissions, the level of precision and confidence levels associated with the measurement of savings need to be identified (Vine and Sathaye 1999). The precision of measurements and results can be demonstrated in one of two ways: (1) quantitatively, by specifying the standard deviation around the mean for a bell-shaped distribution, or providing confidence intervals around mean estimates; or (2) qualitatively, by indicating the general level of precision of the measurement (e.g., low, medium or high). The EE program evaluation community has responded to the uncertainty challenge by conducting evaluation studies using rigorous sampling techniques that measure and report savings with a specific level of confidence (e.g., the energy savings were 1,000 kWh plus or minus 20 kWh at a 90% confidence level). California's measurement and evaluation protocols contain advice on sampling as well as choosing the appropriate methodology depending on the level of rigor that is required (CPUC 2006) .
A related key concern of resource procurement planners and independent system operators is whether EE is a reliable resource. Reliability is critical when making sure there is sufficient supply to meet society's needs. On the reliability issue, it is important to place the reliability and uncertainty of EE in the proper context (Vine et al. 2007 ). While we recognize that there are uncertainties associated with EE as an energy resource, there are also uncertainties on the supply side. Therefore, any assessment of the reliability of EE as a resource needs to be done in the context of how these concepts come into play in planning and operating a utility system.
For example, critics of EE sometimes seek to portray energy efficiency as inherently uncertain and unreliable, and supply side resources as well known and dependable. That portrayal, simply put, is false. In fact, substantial uncertainties exist regarding the planning and implementation of every utility system resource (e.g., delays in the construction of power plants, increasing costs of power plant construction, variable fuel prices, and the costs and timing of transmission and distribution projects). Since we expect that critics may question the value of GHG emissions reduction from EE measures, it is important to remind people about the risk-reducing value of EE. First, and most obviously, EE avoids fuel-cost risk entirely, which is a significant advantage in this new era of high and volatile energy prices. Second, EE is not dependent on a single high capital cost project like a power plant. Rather, the EE resource is composed of a large number of relatively small incremental cost projects. Finally, EE is a very flexible resource that can be acquired in larger or smaller increments in response to utility system needs, thereby dramatically reducing the risk of over-building or under-building utility system resources.
DR programs face the same reliability concerns as EE, especially for dispatchable DR, which is considered to be a supply-side resource for purposes of calculating resource adequacy requirements. Can resource planners count on DR at critical periods (e.g., in time of peak demand)? ISO New England's (ISO-NE) measurement and verification (M&V) manual for demand resources requires that project sponsors have to show how they will meet or exceed the statistical precision and accuracy standards specified in ISO-NE's M&V manual (ISO-NE 2007) .
Many renewable energy systems (e.g., wind) have intermittency problems, and, therefore, have the same reliability and uncertainty concerns, but with less concern about precision: for example, the electricity generation from a photovoltaic system is equal to the output of the system, and this can be directly measured. It may be best to look at DR and RE from a portfolio perspective, as one of several resource options that can be called upon in times of need. A probability assessment could be conducted for DR and RE to see which resources could be used and at what time period.
GHG emissions reductions will confront the same challenges with respect to uncertainty, and the precision issue may be greater than the EE savings uncertainty, depending on the emissions factor that is used (e.g., a default emissions factor (emissions allocation rate), a factor based on a utility dispatch model, or something in between) (Vine and Sathaye 1999; USEPA 2007). For example, the dispatch model is generally considered the most rigorous means of quantifying displaced emissions rates, however, it is labor intensive, expensive, and generally difficult for non-experts to evaluate. On the other hand, the advent of credits for carbon reductions and the monetization of those credits may create an environment where precision is very important to buyers and sellers of the credits.
In conclusion, in most situations, uncertainty estimates will usually require expert judgment. If one is unsure of the final answer, one can try to discount the results (for energy savings, demand reduction, or GHG emissions reduction) (Vine et al. 2003) . On the other hand, discounting may discourage program participation if discounting rates are set too high, and discounting may lead to gaming -e.g., savings may be overestimated by 20% if the sponsors know that their savings will be discounted by 20%. Thus, as an alternative, one might want to set minimum uncertainty and reliability standards, or limits of acceptable accuracy (USEPA 2007) .
If the standard is met, there is no discounting. If the standard is not met, then the project is not allowed.
Persistence
Persistence reflects whether or not an installed EE measure is still installed (measure retention) over the anticipated lifetime of the measure, or can take into account changes in how the measure is used and how savings may change over time due to technology degradation. Thus, a persistence study measures changes in the net impacts that are achieved through installation/adoption of program-covered measures over time, and these changes include retention and performance degradation. Many past persistence studies were unable to provide results that were significantly different (statistically) from the ex-ante results, so that most of the current ex-post effective useful lives (i.e., measure lifetimes) are the same as the ex-ante estimates (CPUC 2006) . Besides finding relatively high retention rates in most cases, a consistent and important finding from these studies was that a longer period of time is needed for conducting these studies, so that larger samples of failures are available, and so that technology failure and removal rates can be better documented and used to make more accurate assessments of failure rate functions. California's measurement and evaluation protocols address persistence in the Effective Useful Life Evaluation Protocol (CPUC 2006 measures (e.g., less than 7 years), a persistence study might be needed to see if the carbon credit should be discounted (see below). Because of the effort needed in conducting persistence studies, the value of carbon credits would need to be sufficiently high to warrant such a study.
Evaluation Approaches and Methods
Over 1,000 evaluation studies have been prepared in the U.S., and the energy savings of EE programs have been closely reviewed in contested regulatory hearings in dozens of states. In the twenty first century, we now have an entire energy evaluation industry and dedicated professional organizations continuing to enhance the methods, standards, and conduct of energy program evaluation. The results of this work are published in peer-reviewed journals and conference proceedings. A wide range of evaluation methodologies has been developed and refined over the past thirty years to estimate energy savings with acceptable levels of precision.
These evaluation techniques have featured many sophisticated methods to rigorously assess EE impacts. We expect that many of these methods will be used in the evaluation of the impacts of DR, RE, and CC programs. 7 Below, we mention three types of evaluation approaches that should be considered when evaluating DR, RE, and CC programs.
Impact Evaluation
The evaluation of (gross and net) energy savings (kWh, kW, therms) has been the centerpiece of the evaluation of EE program evaluation for many years, and the methods for evaluating these impacts are described in guidelines at the state (e.g., the California measurement and evaluation protocols -CPUC 2006) reductions are based on fuel-use or electricity-use data, then default emissions factors can be used, based on utility or nonutility estimates; or (2) emissions factors can be based on generation data specific to the situation of the project (e.g., linking a particular project on an hourly or daily basis to the marginal unit it is affecting). In both methods, emissions factors translate consumption of energy into GHG emission levels (e.g., tons of a particular GHG per kWh saved). In contrast to default emission factors (method #1), the advantage of using the calculated factors (method #2) is that they can be specifically tailored to match the EE characteristics of the activities being implemented by time of day or season of the year. For example, if an EE project affects energy demand at night, then baseload plants and emissions will probably be affected.
Since different fuels are typically used for baseload and peak capacity plants, then emission reductions will also differ.
The calculations, however, become more complex (but more realistic) if one decides to use the emission rate of the marginal generating plant (multiplied by the energy saved) for each hour of the year, rather than the average emission rate for the entire system (i.e., total emissions divided by total sales). For the more detailed analysis, one must analyze the utility's existing expansion plan to determine the generating resources that would be replaced by saved electricity, and the emissions from these electricity-supply resources. Thus, one would establish a baseline (current power expansion plan, power dispatch, peak load/base load, etc.), select a monitoring domain, conduct a monitoring option, measure direct emission reductions (e.g., reductions
occurring at the neighboring power plant to lower demand), measure indirect emissions (e.g., modification in the power system due to lower output at the neighboring plant), and calculate net carbon reductions.
One would have to determine if the planned energy-efficiency measures would reduce peak demand sufficiently and with enough reliability to defer or obviate planned capacity expansion. If so, the deferred or replaced source would be the marginal expansion resource to be used as a baseline. This type of analysis may result in more accurate estimates of GHG reductions, but this method will be more costly and require expertise in utility system modeling.
In addition, this type of analysis is becoming more difficult in those regions where the the supply of energy may come from multiple energy suppliers, either within or outside the utility service area.
The decision on which methodology to use will depend on project size (e.g., kWh, kW, carbon credits requested, project expenditures) or relative project size (e.g., MW/utility service
Integrating Policies: Breaking Down the Silos
Evaluation professionals are currently caught in a policy dilemma when evaluation issues are being addressed in multiple policy arenas ("silos"): e.g., before addressing the reduction of GHG emissions from RE programs, one has to wait and see how the reduction of GHG emissions from EE programs are being addressed by utility regulators. 10 Consequently, regulatory policies are needed for integrating EE programs with DR, RE, and CC programs (and probably other types of programs, too -e.g., water efficiency programs 11 ). This will not be easy, since power, influence, and budgets are associated with individual silos. Different stakeholder groups are associated with each silo, so they may either be disinterested in the other silos, or interested in not seeing their influence possibly diminished with the integration of the silos.
Finally, in some cases, there may be cultural differences with different languages, perspectives, and needs. The differences between EE and air quality communities provide a good example (Vine 2003) . Energy personnel assume that reductions in energy use reduce or displace new or existing energy production. In their minds, these hypothesized reductions or displacements of energy production translate directly into actual emission reductions. Historically, they have not concerned themselves with demonstrating where, when, or whether emissions reductions occur at actual, specified emissions sources. In contrast, air quality personnel focus on emissions sources to determine allowable emissions levels and emissions reductions. For them, reducing electricity demand in a non-attainment area does not necessarily translate into an emissions reduction within the airshed. For some air quality regulators, only reduced activity or lowered emissions rates at power plants located within the non-attainment area can qualify as emissions reductions in air compliance plans. This is reinforced because the emissions measurements are made at the point of production, and not at the point of ultimate use. In sum, what is measured and how it is accounted for in air compliance plans is a pivotal issue that must be resolved before air quality and energy officials can begin to identify new opportunities for EE improvements within air quality compliance strategies.
10 Another example is determining avoided cost-related issues across multiple proceedings, where methods and inputs for specific applications of avoided costs need to be consistently applied. 11 Although not discussed in this paper, another area receiving increased regulatory attention is the inclusion of "embedded energy savings" from water efficiency projects (by conserving water, using less energy-intensive water, or making current delivery and treatment systems more efficient) in utility EE programs and goals. California IOUs are planning pilot projects to explore the potential for future programs to capture water-related embedded energy savings. reducing GHG emissions will elevate the integration issue: for example, if public goods charge funds (paid by utility ratepayers) are spent on utility programs for providing financial incentives to households for investing in EE, and these savings result in GHG emission reductions, who will own the carbon credits for the GHG emission reductions? Should it be based on economic criteria ("who pays the most, gets the most"), or on policy considerations (e.g., the impact on the promotion of energy efficiency)? In January 2007, the CPUC ruled in D. 07-01-018 that they would allow renewable distributed generation system owners to retain 100% of their renewable energy credits (RECs), and that utilities would not be able to count the output of renewable distributed generation facilities that have received ratepayer incentives toward the utility's renewable portfolio standard obligations. Other states have made other determinations through either regulatory or legislative authorities (Holt et al. 2006) . One might expect a similar decision favoring consumers (rather than utilities) when deciding on the ownership of carbon credits when public benefit funds are involved. 13 Alternatively, this could be a negotiated contract issue between the provider of financial assistance (e.g., a utility) and the recipient of the funds (e.g., household or government agency). If a national emissions trading program were to be developed, then the ownership issue would need to be resolved at the federal level. Utility customers can also participate in a carbon offset program ("ClimateSmart") where they would pay more on their monthly utility bills to offset GHG emissions so that they could become "carbon neutral." Customers would be charged about $4.30 a month, based on the household's or business's energy usage, and PG&E would use the money to offset the carbon dioxide, starting with projects to replant trees and to buy and preserve forests in California. Finally, local governments address these issues, often separately, but more recently as an assemblage when deliberating over the design and implementation of sustainable cities and integrated solutions to EE, RE, wastewater, etc.
Conclusions
This paper has shown that the EE EM&V community has addressed and provided guidance on key evaluation issues that will need to be addressed in the evaluation of DR, RE, and CC programs: e.g., baseline and additionality, measurement of gross energy savings, adjustments to gross savings (free riders and program spillover), reliability, uncertainty and precision, and persistence. Similarly, EE evaluation approaches (impact evaluation, market effects evaluation, and process evaluation) will also be useful for evaluating DR, RE, and CC programs. EE evaluation protocols are being expanded to evaluate DR, RE, and CC programs (e.g., by the CPUC, USEPA, and the National Action Plan for EE). Finally, policy mechanisms are being developed for integrating EE, RE, DR and CC programs: (1) GHG emissions reductions will need to come from EE, RE, and DR programs using similar and consistent EM&V methodologies and protocols that address the key evaluation issues identified above; (2) utilities are marketing EE, RE, DR and CC to customers; and (3) EE and RE policies are being more closely coordinated via ZENH, the development of markets for tradable EE and RE credits, EE resource standards and RE portfolio standards, and the allocation of public benefits funds for EE and RE.
The EE program evaluation community is at a critical juncture. DR, RE, and CC programs are becoming more widespread, and they will need to be evaluated by professional evaluators in order for the results of these programs to be credible. This opportunity will also bring challenges and frustrations as the different "energy cultures" learn from each other. One of the key issues will be who makes the final decision on key policies and technical issues at the state, regional, federal, and international levels, and how will these policies and agreements be coordinated? At the same time, the policy regulatory environment will need to change and be adaptive for integrating the policy silos that are interdependent but currently treated separately.
Policy and regulatory initiatives are needed for fostering the integration of these silos, so that a more coherent and cohesive strategy can be developed for responding to the threat of climate change and for creating a more sustainable society.
