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SURROGATE DATA FOR NON–STATIONARY SIGNALS
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D–42097 Wuppertal, Germany
Standard tests for nonlinearity reject the null hypothesis of a Gaussian linear pro-
cess whenever the data is non–stationary. Thus, they are not appropriate to distin-
guish non–linearity from non–stationarity. We address the problem of generating
proper surrogate data corresponding to the null hypothesis of an ARMA process
with slowly varying coefficients.
1 Introduction
Most methods used in the field of linear and nonlinear time series analysis assume
stationarity of the considered data. Non–stationarity is very likely to lead to wrong
results. This is especially true for tests for nonlinearity. A common approach is to
split the time series into segments which can be considered nearly stationary and
perform individual tests. But for short time series or not too slowly varying non–
stationarities these segments have to be made too short to meaningfully calculate
a test statistic on them.
2 Surrogate Data
To generate surrogate data that has the same time variation of autocorrela-
tions than the original data one can in principle follow the general approach
of constrained randomization.1 The corresponding cost function would be the
discrepancy between the autocorrelations of the original and the surrogate data
in sliding windows. Autocorrelations should be calculated up to sufficiently high
lags. The most striking disadvantage of this method is the extreme computational
burden. Therefore, we use an alternative method:
1. split up the time series into segments
2. generate a surrogate for each segment
3. join the segments to one new surrogate
For step 2 we use an iterative algorithm.2,6 The size of the segments is typically
too small to perform individual tests for nonlinearity on them, because most test
statistics need sufficiently large data sets. A disadvantage of the method is the loss
of correlations between the segments which can lead to a bias.
3 Cyclostationary Processes
The first class of processes we consider are cyclostationary, having periodically
varying parameters. These processes have been found to yield rejections of the null
hypothesis3 when using a test statistic derived from the correlation sum. Here we
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