These experiments explored the effect of relative modulator phase on the detection of a three-component modulator applied to a 4000-Hz sinusoidal carrier with a level of 70 dB SPL. The central modulator component had a frequency of 50 Hz, and the two other components had frequencies of 50Ϯ5, 10, 25, 40, or 45 Hz. Thus, the modulator waveform was always periodic. Each modulator component had the same modulation index, m. The relative phases of the components were chosen to give a variety of modulation waveforms differing in the ratio of maximum to minimum value ͑max-min͒ and in crest factor. In experiment 1, modulation detection thresholds were measured by varying m, using an adaptive two-interval forced-choice procedure. Thresholds were found to be independent of relative modulator phase and of the frequency spacing of the components. In experiment 2, detectability (dЈ) of the modulation was measured for several fixed values of m. Detectability was found to be independent of relative modulator phase and of the frequency spacing of the components. The results are not consistent with the idea that modulation detection thresholds are determined by the max-min value or crest factor of the envelope. The results are consistent with a model which assumes that the stimuli are subjected to a nonlinearity, and thresholds are determined by the root-mean-square value ͑or the mean square value͒ of the ac component of the envelope, following this nonlinearity. The nonlinearity may partly reflect compression on the basilar membrane, but other nonlinearities may be involved. This model can also explain some aspects of earlier results on the sensitivity to relative modulator phase ͓E. A. Strickland and N. F. Viemeister, J. Acoust. Soc. Am. 99, 3638-3646 ͑1996͔͒.
I. INTRODUCTION
The perception of amplitude modulation ͑AM͒ has often been modeled by a sequence of stages. The first stage is a bank of bandpass filters ͑the auditory filters͒, although some models assume just a single, broad ''predection filter'' ͑Viemeister, 1979͒. Each filter is followed by a nonlinear device, such as a rectifier, and a ''smoothing'' device. Usually, this smoothing device is though to reflect a relatively central process. The output of the smoothing device is fed to a decision device. Models of this general type have been proposed by Viemeister ͑1979͒, Festen and Plomp ͑1981͒, Moore et al. ͑1988͒, Plack and Moore ͑1990͒, and Oxenham and Moore ͑1994͒. The smoothing device has been implemented as a low-pass filter ͑Viemeister, 1979; Strickland and Viemeister, 1996͒ or by a sliding temporal integrator ͑tem-poral window͒ ͑Moore et Plack and Moore, 1990; Oxenham and Moore, 1994͒ . The decision mechanism has been based on various properties of the output of the smoothing device, including the root-mean-square ͑rms͒ value ͑Viemeister, 1979͒, the crest factor ͑the ratio of the maximum value to the rms value͒ ͑Hartmann and Pumplin, 1988; Strickland and Viemeister, 1996; Lorenzi et al., 1999͒ and the ratio of the maximum value to the minimum value ͑max-min͒ ͑Forrest and Green, 1987; Strickland and Viemeister, 1996͒. One goal of the present study was to assess the adequacy of decision statistics based on the crest factor or max-min value in accounting for the detection of multicomponent modulators. We used three-component modulators whose relative phase was chosen to give modulator waveforms which, for a given rms value, differed in max-min value and crest factor ͑see below for details͒. If modulation detection thresholds depend on the max-min value or crest factor, modulation detection thresholds, expressed as rms values, should vary with the relative phase of the modulator components.
The effect of relative modulator phase has been assessed in only a few previous studies, and these mostly involved ''modulation masking'' ͑detection of signal modulation in the presence of masker modulation͒ rather than absolute thresholds for detecting complex modulation. Bacon and Grantham ͑1989͒ measured thresholds for detecting sinusoidal AM of a white-noise carrier in the presence of a second sinusoidal AM, acting as a modulation masker. They found no effect of relative phase using masker and signal modulation frequencies of 6 and 4 Hz, respectively. Stricka͒ Author to whom correspondence should be addressed. Electronic mail: bcjm@cus.cam.ac.uk land and Viemeister ͑1996͒ also examined modulation masking using a noise carrier and a sinusoidal masker and a sinusoidal signal. When the two sinusoids had a frequency ratio of 2:1, thresholds were influenced by the relative phase of the masker and signal. For example, when the masker frequency was twice the signal frequency and the masker frequency was relatively low ͑32 or 8 Hz͒, thresholds tended to be lowest ͑best͒ when the starting phase of the signal relative to the masker was 135°or 225°. Strickland and Viemeister were able to account for the general form of the phase effect ͑but not its absolute magnitude͒ within the framework of the model of Viemeister ͑1979͒, using the max-min value as a decision statistic. They also pointed out that, consistent with the experimental results, this statistic leads to the prediction of no phase effects for the conditions tested by Bacon and Grantham ͑1989͒.
Lorenzi et al. ͑1999͒ studied the effect of relative modulator phase for a two-component modulator when both components were clearly detectable. A white-noise carrier was modulated with the sum of two sinusoids with frequency ratio 2:1 ͑100, 200 and 150, 300͒ or 3:1 ͑100, 300͒. The task was to distinguish two stimuli in which the two sinusoidal modulators had either a fixed phase or a drifting phase. Performance was good for the 2:1 ratio, but at chance for the 3:1 ratio. Simulations using an envelope-detector model like that of Viemeister ͑1979͒ and Strickland and Viemeister ͑1996͒ showed that a max-min statistic predicted above-chance performance for the ratio of 3:1. In other words, the max-min statistic predicted a sensitivity to relative phase when in fact there was none. The data could be accounted for using as a statistic either the crest factor or the skewness of the envelope.
The present paper was intended to contribute further to knowledge of the sensitivity of the auditory system to relative modulator phase, and to evaluate the adequacy of the max-min and crest factor statistics in predicting absolute thresholds for the detection of modulation. We measured thresholds for detecting amplitude modulation ͑experiment 1͒ or the detectability of amplitude modulation ͑experiment 2͒ as a function of relative modulator phase, using a threecomponent modulator. By manipulating the relative phase of the components we could create a variety of modulator waveforms, all with the same root-mean-square ͑rms͒ value but with differing max-min ratios and crest factors.
A second goal of our study was to test the adequacy of a model of modulation perception proposed by Dau and coworkers ͑Dau, 1996; Dau et al., 1997a . This model is based on the assumption that modulation perception depends on a second stage of filtering in the auditory system. It is assumed that the envelopes of the outputs of the auditory filters are fed to a second array of overlapping bandpass filters tuned to different envelope modulation rates. This set of filters is often called a ''modulation filter bank'' ͑MFB͒. The concept of the MFB implies that the auditory system performs a limited resolution spectral analysis of the envelope at the output of each auditory filter. Psychoacoustical evidence supporting the concept of the MFB has come from experiments on modulation masking ͑Houtgast, 1989; Bacon and Grantham, 1989; Strickland and Viemeister, 1996; Dau et al., 1997a͒, and et al., 1997a, 1997b, 1999͒ . These have revealed selectivity in the modulation domain.
The model proposed by Dau et al. ͑1997a͒ is based on the assumption that, for center frequencies above 10 Hz, the modulation filters have a Q value ͑center frequency divided by bandwidth͒ of 2. Furthermore, for center frequencies above 10 Hz, only the envelope at the output of the modulation filter is assumed to be relevant. Therefore, if a modulator is composed of two or more sinusoids with widely spaced frequencies, so that the sinusoids are effectively resolved by the MFB, the perception of the modulation should not be affected by the relative phase of the sinusoids.
At first sight, the phase effects found by Strickland and Viemeister ͑1996͒ appear inconsistent with Dau's model. However, within the framework of Dau's model, modulation masking only occurs if the masker produces sufficient output from the ͑broadly tuned͒ modulation filter used to detect the signal. Therefore, the phase effect observed for the ratio of 2:1 would have to reflect an interaction of the masker and signal within one modulation filter; the results do not provide a test of the sensitivity to relative modulator phase across different modulation filters.
In an attempt to assess the adequacy of the MFB model, we manipulated the frequency spacing of the components. If there is an MFB, then for small spacings, all three components should interact within a single modulation filter, whereas for large spacings such interactions should not occur, especially as all our modulator components had relatively small modulation depths. We anticipated that, for small spacings, we might observe effects of relative phase related to differences in max-min ratio or crest factor, but that for large spacings the phase effects might disappear.
In contrast to the experiments described above, we used a 4-kHz sinusoidal carrier rather than a noise carrier. The sinusoidal carrier has the advantage that the results are not influenced by the intrinsic fluctuations that play a role for a noise carrier ͑Dau et al., 1997a . However, when a sinusoidal carrier is used, there is a danger that spectral changes associated with the modulation might be detectable. To reduce the likelihood that spectral changes would be detected, the highest modulation frequency was limited to 95 Hz. Since the auditory filter bandwidth at 4 kHz is about 456 Hz ͑Glasberg and Moore, 1990͒, this made it very unlikely that any spectral sideband could be resolved; see Dau ͑1996͒.
II. EXPERIMENT 1: MODULATION DETECTION THRESHOLDS

A. Stimuli
We used a three-component modulator in which each component was of equal amplitude. We did this because we wanted to explore the effects of modulator phase at depths close to the detection threshold, and for a 4-kHz carrier detection thresholds are roughly independent of modulation rate for rates up to about 100 Hz ͑Dau, 1996͒. We started by exploring the range of modulator waveforms that could be obtained using three equal-amplitude components with a har-monic relationship. We chose to use three different sets of starting phases that gave modulator waveforms differing in degree of symmetry, crest factor, and max-min value; these will be called types I, II, and III. Examples of the modulator waveforms are illustrated in Fig. 1 . In each panel, the modulator components are the same ͑25, 50, and 75 Hz͒ and the rms modulation depth is the same; the relative phases of the components vary across panels. Only the ac component of each modulator is shown.
For type I ͑top panel͒, the starting phase was 0°͑sine phase͒ for all modulator components. For type II, the highest component was phase-shifted by 180°͑the other two components starting at 0°͒. This gave a less ''peaky'' modulator waveform. For type III, all components had a starting phase of 270°. This gave a more asymmetric modulator waveform. The center component of the modulator always had a frequency of 50 Hz. The spacing of the components was 5, 10, 25, 40, or 45 Hz, so that the three component frequencies were always harmonically related and the compound waveform was periodic. Table I gives the values of the maxima and minima in the modulator waveform, relative to the rms value, for each modulator type and for each frequency spacing of the components. Generally, for a given rms value, the type I and type III modulators had greater max-min ratios than the type II modulator.
In each observation interval, two stimuli were presented, one modulated and one unmodulated; the order of the two was random. Each stimulus had an overall duration of 1000 ms, including 20-ms raised-cosine rise/fall times. When present, the modulation occurred through the whole duration of the stimulus. The interstimulus interval was 400 ms. The level of the carrier was 70 dB SPL.
Stimuli were generated using a Tucker-Davis array processor ͑TDT-AP2͒ in a host PC, and a 16-bit digital-toanalog converter ͑TDT-DD1͒ operating at a 50-kHz sampling rate. They were attenuated ͑TDT-PA4͒ and sent through an output amplifier ͑TDT-HB6͒ to a Sennheiser HD414 earphone.
B. Procedure
Thresholds were measured using an adaptive twointerval, forced-choice procedure, with a two-down, one-up stepping rule that estimates the 70.7%-correct point on the psychometric function. The carrier was unmodulated in one interval of a trial ͑selected at random͒ and modulated in the other. The task of the subject was to indicate, by pressing one of two buttons, the interval containing the modulation. Feedback was provided by lights following each response. At the start of a run, the modulation depth was chosen to be well above the threshold value. Following two correct responses, the modulation depth for each component, m, was decreased, while following one incorrect response it was increased. The step size was 4 dB ͑in terms of 20 log m) until four reversals had occurred, after which it was decreased to 2 dB and eight more reversals were obtained. The threshold for a given run was taken as the mean value of 20 log m at the last eight reversals. Each threshold reported here is based on the mean of four runs. 
C. Subjects
Four subjects were tested. One was author AS. The other three subjects were paid for their services. All subjects had absolute thresholds less than 20 dB HL at all audiometric frequencies and had no history of hearing disorders. All had previous experience in psychoacoustic tasks. They were given at least 10 h practice, after which performance appeared to be stable. The thresholds gathered during the practice sessions were discarded.
D. Results
The results were very similar across subjects, and the mean results are shown in Fig. 2 . Error bars show Ϯ one standard error. Thresholds are expressed as the modulation index, m, for each component of the three-component modulator, converted to dB (20 log m). It is clear that the mean thresholds are very similar for the three modulator types ͑phase conditions͒. Furthermore, there is no clear effect of the frequency spacing of the modulator components. A within-subjects analysis of variance ͑ANOVA͒ was conducted with factors modulator type and frequency spacing of the modulator components. Neither the main effects nor the interaction were statistically significant.
The results are somewhat surprising. We had expected that, at least for the smaller frequency spacings, the modulation detection thresholds would be influenced by the relative phase of the components. As noted in the Introduction, previous work had suggested that thresholds might be related to the max-min statistic ͑Strickland and Viemeister, 1996͒ or to the crest factor of the envelope ͑Lorenzi et al., 1999͒, and, for a fixed value of m, our stimuli differed in max-min value and crest factor across modulator type.
To illustrate the expected effects of manipulating relative modulator phase, we generated predictions based on the max-min value and the crest factor. In other words, we calculated what the thresholds should be if each threshold corresponded to a constant value of the max-min or the crest factor. The steps in doing this for the max-min value were as follows. First, we calculated the grand mean threshold across conditions, which was Ϫ29.33 dB, in terms of 20 log m. Then, for each condition ͑each modulator type and frequency spacing͒ we calculated the max-min value that would occur for that condition for a modulation depth of Ϫ29.33 dB. The max-min values were averaged across conditions, giving a value mean͑max-min͒. Then, for each condition, we calculated what modulation depth would be required to give the value mean ͑max-min͒. This value is the predicted threshold for that condition. The predictions generated in this way are shown in Fig. 3 . Generally, thresholds for the type I and type III modulators were predicted to be similar, while thresholds for the type II modulator were predicted to be 2-3 dB higher. Higher thresholds for the type II modulator were not observed in the experimental results. The ANOVA indicated that the standard error of differences between mean thresholds for the different modulator types was only 0.36 dB. Thus, differences of 2-3 dB should easily have been measured. In fact, the mean obtained thresholds for the different modulator types were almost identical, at Ϫ29.37, Ϫ29.35, and Ϫ29.83 dB for types I, II, and III, respectively. Figure 4 shows predictions calculated in a similar way for the crest factor. For the frequency spacings of 5, 10, 40, and 45 Hz, the predictions are similar to those for the maxmin value. For the frequency spacing of 25 Hz, the threshold is predicted to be markedly higher for the type III modulator than for the other modulators, as, for a fixed value of m, the crest factor was very small for the type III modulator ͑see Table I͒ . This pattern of results was not observed in the experimental data.
In summary, the pattern of our results is not consistent with the idea that thresholds correspond to a constant maxmin value or a constant crest factor. Rather, thresholds were almost independent of relative modulator phase, and corresponded to a constant rms modulation depth. As there was no effect of relative modulator phase even for the small frequency spacings, the results cannot be used to assess the validity of the concept of the MFB.
III. EXPERIMENT II: PSYCHOMETRIC FUNCTIONS FOR MODULATION DETECTION
Although the results of experiment 1 showed no significant effect of relative modulator phase, the three different modulator types did lead to slightly different modulation detection thresholds for the two largest frequency spacings ͑40 and 45 Hz͒. This might indicate a small effect of modulator phase. Therefore, we decided to increase the precision of the results by measuring psychometric functions for modulation detection, for the three modulator types.
A. Method
A two-alternative, forced-choice procedure with feedback was used, as described earlier. The method for determining psychometric functions was the same as described by Moore and Sek ͑1992, 1994a ; the reader is referred to those papers for details. Briefly, each run of 55 trials started with five trials where the signal contained a highly detectable amount of modulation, so that subjects ''knew what to listen for.'' Scores for these five trials were discarded. In subsequent trials, five different modulation depths were used, in a repeating sequence going from larger values to smaller ones. Thus, subjects received a ''reminder'' ͑easy͒ stimulus once every five trials. Each point on each psychometric function was based on 200 judgments. The stimuli were essentially the same as for experiment 1, except that only three frequency spacings were used: 5, 25, and 45 Hz. Three of the subjects from experiment 1 were used, including author AS.
B. Results
The percent-correct scores were converted to dЈ values using standard tables ͑Hacker and Ratcliff, 1979͒. Scores for each condition and each subject are shown in Fig. 5 . Since the detectability of AM is roughly proportional to m 2 ͑Moore and Sek, 1992, 1994a, 1994b͒, the dЈ values are plotted as a function of 1000m 2 ͑the factor of 1000 is included simply to give convenient numbers͒. It is clear that the psychometric functions are similar across subjects, and are similar for the different modulator types and frequency spacings. An ANOVA was conducted on the dЈ values with factors modulation depth, modulator type, and frequency spacing. The main effect of modulation depth was highly significant: F(4,8)ϭ328.1, pϽ0.001. The other main effects were not significant, and none of the interactions was significant. We conclude that the detectability of the AM was not significantly influenced by the relative phase of the modulator components or by the frequency spacing of the modulator components.
If detectability depended on the max-min ratio or on the crest factor, then detectability averaged across frequency spacings should have been lower for the type II modulator than for types I or III, for the same reasons as described earlier. In fact, there was no hint of this in the data: mean dЈ values ͑averaged across both modulation depth and frequency spacing͒ were 1.20, 1.18, and 1.17 for modulator types I, II, and III, respectively. Also, for the type III modulator, detectability should have been lower for the 25-Hz spacing than for the other spacings, especially if the crest factor were the decision variable. Again, this was not the case. Values of dЈ averaged across modulation depth for the type III modulator were 1.19, 1.13, and 1.18, for the 5, 25, and 45-Hz spacings, respectively. These findings support the conclusion of experiment 1, that detectability does not depend on the max-min value or the crest factor.
IV. DISCUSSION
Our results appear to be discrepant with those of Strickland and Viemeister ͑1996͒ and Lorenzi et al. ͑1999͒, although it must be acknowledged that their tasks were very different from ours. Strickland and Viemeister ͑1996͒ found that their results were consistent with the idea that the detectability of signal AM in the presence of masker AM is determined by the max-min value of the envelope. Lorenzi et al. ͑1999͒ proposed that the detectability of changes in relative modulator phase is determined by changes in the crest factor of the envelope. Our results indicate that the detectability of modulation is not determined by either the max-min value or the crest factor.
It is possible that different aspects of the envelope are used to perform different tasks; the aspect applicable to absolute thresholds for modulation detection may be different from the aspect applicable to masked thresholds for modulation detection or to the detection of changes in relative modulator phase. However, it is worth considering whether the results of all three tasks can be accounted for within a common framework, using a common decision statistic. In particular, we now examine the possibility that the discrepancy between the different experiments is related to the different modulation depths used. Strickland and Viemeister used masker modulation that was highly detectable (m ϭ0.25 or 0.5͒ and determined the signal modulation depth needed for detection of the signal modulation. Lorenzi et al. used two-component modulators with the modulation index of one fixed at 0.5. For a modulator frequency ratio of 2:1, changes in relative modulator phase could be heard when the modulation index of the other component was 0.25 or more, but not when it was less than 0.25. In our experiment, the modulation depth of all modulator components was low ͑less than 0.08͒.
It seems likely that the internal representations of the envelopes of stimuli with large modulation depths are ''distorted'' by various nonlinearities in the auditory system ͑Shofner et al., 1996͒. Examples of such nonlinearities include the compressive nonlinearity on the basilar membrane for midrange sound levels ͑Sellick et al., 1982; Robles et al., 1986; Ruggero et al., 1997͒ , and adaptation and saturation effects in the auditory periphery ͑Smith, 1979; Shofner et al., 1996͒. We previously suggested that the nonlinearity associated with basilar-membrane compression could explain results obtained using ''beating'' two-component modulators, arguing that the distortion of the modulator waveform introduced an envelope component at the beat rate ͑Moore et al., 1999a͒. We proposed that this distortion component could account for the modulation masking observed for a modulation signal at the beat rate, and could account for the observed effects of the phase of that signal relative to the envelope of the beating masker modulator. Verhey et al. ͑2000͒ have also presented evidence for an envelope component at the beat rate of two-component modulators, although the pattern of their phase effects was different from that observed by Moore et al. ͑1999a͒ . They argued that that a nonlinearity other than basilar-membrane compression was responsible for the distortion in the internal representation of the envelope.
The distortion of the modulator waveform produced by nonlinearities in the auditory system would be small for low modulation depths, but greater for large modulation depths. It is possible that the modulation detection threshold depends on the rms value ͑or the mean-squared value͒ of the envelope after it has passed through the nonlinearities. For small modulation depths, modulators with equal rms modulation depth before passing through the nonlinearities would have roughly equal rms modulation depths after passing through the nonlinearities, regardless of the modulator waveform. Thus, equal rms modulation depths would lead to equal detectability, consistent with our results. For larger modulation depths, modulators with equal rms values but with different max-min values or different crest factors would have different rms values after passing through the nonlinearities.
To examine this issue in a more quantitative way, we used the simple model described by Moore et al. ͑1998, 1999b͒ . The envelopes of the stimuli were passed through a compressive nonlinearity, resembling the compressive input-output function of the basilar membrane. We do not want to argue that this is the only nonlinearity involved. We use it here merely to illustrate that the general pattern of the results can be accounted for with this form of nonlinearity. The nonlinearity had the following form:
where L in is the input level in dB and L out is the output level in dB; see Fig. 4 in Moore et al. ͑1999b͒ . This function is based on an equation suggested by Oxenham ͑1995͒, and used subsequently by Moore et al. ͑1996͒ and by Oxenham and Moore ͑1997͒. Various statistics were computed based on the envelope before and after compression. For the stimuli used in the present experiment, the rms value of the ac component of the envelope ͑equal to the standard deviation, s.d., of the envelope͒ was reduced by the compression, but the s.d. after compression was not influenced by relative modulator phase. This is consistent with our finding that the relative modulator phase did not influence the detection thresholds.
We also applied this model to some of the stimuli of Strickland and Viemeister ͑1996͒. Some caution is needed here, as they used a noise carrier, and the model is based only on the average envelope of the stimuli, and ignores the inherent random amplitude fluctuations present for a noise carrier. The model may not be realistic in this case, as the inherent fluctuations of a noise carrier clearly have an influence on modulation detection ͑Dau et al., 1997b ͑Dau et al., , 1997a . However, Strickland and Viemeister used relatively large modulation depths for their sinusoidal modulation masker, so it seems reasonable to assume that the intrinsic fluctuations in the noise played only a minor role in this case.
We started by considering a case where the masker modulator had a modulation index of 0.5 and the masker frequency was twice the signal frequency. When the signal modulation depth was set to Ϫ20 dB ͑corresponding to m ϭ0.1, a ''representative'' value when the signal modulation was at threshold; the change in envelope power, the measure used by Strickland and Viemeister, is 0.005͒, the s.d. of the envelope after compression was affected by the relative phase of the signal and masker. For example, the s.d. was greater when the signal starting phase ͑relative to that of the masker͒ was 135°than when it was 45°. For several different relative starting phases of the signal, we calculated the modulation index of the signal needed to produce a fixed s.d. after compression. These calculated values represent predictions of the detection threshold of the signal based on the assumption that threshold corresponds to a constant s.d. after compression. The predictions are shown by the circles in Fig.  6 . Thresholds are predicted to be lowest ͑best͒ for relative phases of 135°and 315°and highest for relative phases of 45°and 225°. For comparison, the squares show the mean data obtained by Strickland and Viemeister for a masker frequency of 32 Hz and a signal frequency of 16 Hz. The match between the predictions and the data is better than for any of the models evaluated by Strickland and Viemeister. In other cases, the model did not fit the data of Strickland and Viemeister ͑1996͒. When the masker frequency is half the signal frequency, the model predicts best ͑lowest͒ thresholds for a relative phase of 90°, and worst ͑highest͒ thresholds around 270°; the predictions depend only on the masker/signal frequency ratio. The predicted phase effects are close to the observed effects for a masker frequency of 50 Hz and a signal frequency of 100 Hz, but are almost opposite to those obtained for a masker frequency of 8 Hz and a signal frequency of 16 Hz. This discrepancy suggests that the compressive nonlinearity on the basilar membrane is not the only nonlinearity involved. A time-varying nonlinearity, perhaps connected with adaptation effects, would be needed to explain the pattern of results observed by Strickland and Viemeister ͑1996͒.
As noted in the Introduction, several previous researchers have proposed that the rms value of the envelope is used as a decision statistic for modulation detection and discrimination. For example, Wakefield and Viemeister ͑1990͒ used the leaky integrator model of Viemeister ͑1979͒ in a attempt to model their data on modulation depth discrimination, using the rms value of the envelope ͑extracted using a broad initial filter, a half-wave rectifier, and a low-pass filter͒ as a decision statistic. They found that the model accounted for their results quite well for small standard modulation depths, but that predicted thresholds were lower ͑better͒ than obtained thresholds for large modulation depths. However, they did not include any nonlinearity prior to calculating the rms value. Possibly, a better fit to the data would be obtained if such a nonlinearity were included.
The simple model described above does not adequately account for the frequency selectivity that has been observed in the modulation domain. For example, Strickland and Viemeister ͑1996͒ measured thresholds for detecting sinusoidal signal modulation as a function of the sinusoidal masker modulation frequency, keeping the modulation depth of the masker fixed. For signal frequencies of 4 and 16 Hz, the thresholds were highest ͑worst͒ when the masker frequency equaled the signal frequency, and decreased progressively with increasing masker-signal frequency separation ͑although somewhat ''jagged'' masking functions were obtained for two subjects when the masker frequencies included values that were not harmonics or subharmonics of the signal frequency͒. Predicted thresholds based on the rms value after compression did not show the observed pattern. Thresholds were predicted to be higher when the masker and signal frequencies were equal than when they were unequal, but the predicted thresholds did not change systematically with increasing masker-signal frequency separation. The model and decision statistics used by Strickland and Viemeister also did not predict the data well. It may be necessary to assume an MFB, or a sensitivity to an aspect of the modulator other than the rms value after application of a nonlinearity, to account for frequency selectivity in the modulation domain.
One other simplification in our analysis should be noted. We have considered only the response of a single ''channel'' centered at the signal frequency. Probably, modulation detection and discrimination involve the integration of information from several frequency channels. For the analysis of our data, the simplification is probably irrelevant. For the small modulation depths used in our experiment, equal rms depths of the input signal would lead to equal rms depths at the output of the model for any frequency channel ͑although the rms value after passing through one or more nonlinearities would differ across channels͒. Also, as the overall level was fixed, the same frequency channels would have been involved in all conditions. For experiments using a noise carrier, such as those of Strickland and Viemeister ͑1996͒ and Lorenzi et al. ͑1999͒ , the modulation after passing through any nonlinearity would have been similar in all channels, except to the extent that basilar-membrane compression appears to be greater for high frequencies than for low frequencies ͑Hicks and Bacon, 1999; Moore et al., 1999c͒ . Thus, it may be reasonable to consider the response of a single channel. However, this simplification may lead to serious errors when considering modulation detection data for sinusoidal signals whose overall level is varied ͑Riesz, 1928; Wojtczak and Viemeister, 1999͒. For such data, the number of channels conveying useful information increases with increasing level, and this probably plays a role in the decrease of modulation detection thresholds with increasing level ͑Florentine and Buus, 1981; Moore and Sek, 1994b͒. In summary, our results are consistent with the idea that modulation detection threshold depends on the rms value of the envelope after it has been subjected to one or more non- linearities in the auditory system. Some aspects of the results of Strickland and Viemeister ͑1996͒ are also consistent with this idea, although their data suggest that at least one component of the nonlinearity is time varying.
V. CONCLUSIONS
͑1͒ The detectability of a three-component modulator applied to a 4000-Hz sinusoidal carrier was not influenced by the relative phase of the components or the frequency spacing of the components.
͑2͒ The results are not consistent with the idea that modulation detection threshold corresponds to a fixed value of the max-min value ͑the ratio of the maximum envelope amplitude to the minimum envelope amplitude͒ or to a fixed value of the crest factor.
͑3͒ The results are consistent with the idea that modulation detection threshold corresponds to a fixed rms value of the ac component of the envelope after application of one or more nonlinearities. Basilar-membrane compression is one such nonlinearity, but others, such as adaptation, may play a role.
͑4͒ It may be necessary to assume an MFB, or a sensitivity to an aspect of the modulator other than the rms value after application of nonlinearities, to account for frequency selectivity in the modulation domain.
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