Sinewave analysis/synthesis has long been an important tool for audio analysis, modification and synthesis [1] . The recently introduced Fan-Chirp Transform (FChT) [2, 3] has been shown to improve the fidelity of sinewave parameter estimates for a harmonic audio signal with rapid frequency modulation [4] . A fast version of the FChT [3] reduces computation but this algorithm presents two factors that affect sinewave parameter estimation. The phase of the fast FChT does not match the phase of the original continuous-time transform and this interferes with the estimation of sinewave phases. Also, the fast FChT requires an interpolation of the input signal and the choice of interpolator affects the speed of the transform and accuracy of the estimated sinewave parameters. In this paper we demonstrate how to modify the phase of the fast FChT such that it can be used to estimate sinewave phases, and we explore the use of various interpolators demonstrating the tradeoff between transform speed and sinewave parameter accuracy.
INTRODUCTION
An audio signal can be represented as a sum of time-varying sinusoids which have continuously varying amplitudes, frequencies and phases [1] . The parameters of these sinewaves are typically estimated on a frame-by-frame basis by sampling the peaks of the short-time Fourier transform magnitude to determine the amplitudes, frequencies and phases of the component sinusoids. The Fan-Chirp Transform (FChT) is a generalization of the Fourier transform in which the harmonically related basis functions have linear frequency modulation [2, 3] . Audio signals often have harmonics with significant frequency modulation and the FChT has been shown to provide better resolution than the Fourier transform for estimation of sinewave parameters representing such signals [4] . A fast version of the FChT operates by reformulating the FChT as the Fast Fourier Transform (FFT) of a time-warped signal, thus significantly reducing computation [3] . Unfortunately, this fast FChT, as presented in [3] , has a phase function that does not correspond to the phase of the original continuous-time FChT and it cannot be directly used to estimate sinewave phases. In this paper we describe the source of this phase difference and show how to modify the implementation of the fast FChT so that its phase function will match that of the original continuous-time transform. The fast FChT requires time-warping the input signal and this is accomplished via interpolation. The choice of interpolation function naturally affects both the accuracy and speed of the overall transform. We investigate how the tradeoff between accuracy and speed for the fast FChT affects the accuracy of estimated sinewave parameters. This paper is organized as follows. We start by describing the continuous-time FChT in section 2 and demonstrating how it can be reformulated as the Fourier transform of a time-warped signal. Section 3 presets the discrete-time FChT and shows the steps necessary to perform the fast FChT as well as explaining the phase correction required for sinewave analysis. An example of sinewave analysis/synthesis demonstrating the importance of phase correction is given in section 4. Finally, in section 5 we examine the computational reduction made possible with the fast FChT and explore how the choice of interpolator used in the fast FChT provides a tradeoff between transform speed and sinewave parameter accuracy.
CONTINUOUS-TIME FAN-CHIRP TRANSFORM
This section describes the continuous-time FChT and shows how it can be reformulated as the Fourier transform of a time-warped signal.
Fan-Chirp Transform Definition
For the sake of simplicity and because in practice we are interested in working exclusively with finite-duration signals, we use the following definition of the Fan-Chirp Transform (FChT) for a signal ( ) x t , centered at the origin, with duration T :
where the phase function ( ) t is defined as: 
where ( ) x is a time-warped version of ( ) x t and ( ) is a scaling function on the time-warped axis. Equation (3) 
(the other solution for ( ) reverses the time axis reflecting it about the point 1 .) The scaling function in equation (3) can be shown to be:
where prime denotes derivative.
DISCRETE-TIME IMPLEMENTATION
We first define the FChT of a discrete-time signal and then derive a fast implementation based on time warping and computing an FFT. It is assumed that the input signal [ ] x n has an odd length N and is centered at the origin. Centering the signal at the origin allows correct estimation of sinewave phases directly from the FChT output. While it is possible to operate with an even length signal, correct phase estimation would in that case require adjustments that add unnecessary complication.
Direct Form Discrete-Time Implementation
The discrete-time FChT can be realized directly from equations (1) and (2) as: (6) where n is the time sample index with range
N is the length in samples of [ ] x n , k is the frequency sample index, K is the number of frequency samples, the normalized chirp rate is ˆs T , and S T is the sampling period. We note that the phase of the discrete-time FChT in equation (6) corresponds to a sampled version of the phase of the continuous-time FChT in equations (1) and (2) . The FChT can be readily evaluated with equation (6), however, due to their inherent linear frequency modulation some of the basis functions are undersampled. This problem is substantially diminished by over-sampling [ ] x n by a factor of two before computing the FChT [2, 3] .
Time-Warped Discrete-Time Implementation
As shown in section 2.2 the FChT can be computed by first time warping and scaling the input signal and then computing the Fourier transform of the result. In discrete time equation (3) is written as:
where the range of m will be determined below. Equation (7) 
This delay does not change the scale factor ( ) which in [3] is computed from m (which itself is not delayed). It also does not change the magnitude of the resulting FChT. The delay does, however, change the phase of the FChT such that it does not match the phase of the discrete-time FChT given in equation (6) and does not match the phase of the continuous time FChT given in equations (1) and (2) . It can be shown that the phase shift, ( ) f , added to the fast FChT due to the delay 0 is:
The phase shift in equation (12) must be removed from the fast FChT before it can be used to properly estimate phases for sinewave analysis/synthesis. In discrete-time this phase shift can be evaluated as:
where k is the frequency index and K is the length of the FFT. The phase of the fast FChT can be modified to match the phase of the FChT in equation (6) by multiplying the FFT output by
Observe that the delay, 0 , generally corresponds to a non-integer number of samples and thus it cannot be removed by a circular rotation of the samples in the FFT buffer.
An alternative method allows us to avoid the need for phase correction. The samples of the time-warped signal can be redefined such that there is no delay and phase correction is not required. This is accomplished by redefining m as:
The range of m in (14) is derived from the relationship 2 2 T T , which yields: 
Scaling Function
The scaling function ( ) in equation (5) 
SINEWAVE ANALYSIS/SYNTHESIS EXAMPLE
In sinewave analysis/synthesis correct estimation of the sinewave phases requires that the analysis window be centered at the origin [1] . If the analysis window is shifted from the origin, as results from equation (8), the estimated sinewave phases will contain a phase shift that has linear frequency dependence and a quadratic dependence on the length of the analysis window T . While in essence, this phase shift is simply a delay, if it is not corrected the result is much worse than a delayed output signal. The problem here is that on any given frame the measured sinewave parameters contain an accurate representation of the signal at the center of the analysis window (which becomes a delayed moment in time); these parameters, however, contain a much worse representation of the signal at the original (non-delayed) moment in time.
Additionally, in sinewave analysis the duration of the analysis window varies with the pitch of the input signal so the delay in (11) will vary from one frame to the next. While one could account for the delay by appropriately reformulating the synthesis equations, this approach is mathematically tedious and would require variable frame-rate synthesis which is undesirable. Instead, we recommend implementing the fast FChT using equations (14) and (15) to avoid any difficulty.
Fast FChT Interpolation VS Parameter Error
An example demonstrating this phase problem is shown in Figure 1 which compares sinewave analysis/synthesis using the fast FChT both with and without phase correction for an impulse train with a linearly decreasing fundamental frequency. A segment of the input signal is shown in 1a. Sinewave analysis followed by synthesis without phase correction, shown in 1b, results in a signal that is not only delayed but is also a rather poor reconstruction where the impulses have variable heights and some of the dispersed energy appears as noise. When the sinewave phases are corrected, as shown in 1c, both of these problems are removed.
SINEWAVE PARAMETER ESTIMATION
The fast FChT requires interpolation to compute the samples of the time-warped signal. We examined how different interpolation methods affect the speed and accuracy of sinewave parameter estimation with a matlab implementation of the fast FChT. In addition to ideal interpolation (sinc function) we tested three cubic interpolation methods: classic spline, convolutional [5] , and shape preserving [6] . In matlab these cubic interpolation methods correspond to 'spline', 'v5matlab', and 'pchip' respectively. The speed of the transform depends on the length of the input signal and the number of frequency samples computed. In our test of transform speed we used parameters typical of our current highquality sinewave analysis system: an average analysis window (20.0 ms), 16 kHz sampling, and 1025 frequency samples (from DC to and including ). The sinewave parameter errors are measured as median amplitude error ( A ) in dB, median frequency error ( f ) as a percentage of a harmonic frequency bin, and median phase error ( ) as a percentage of radians. We report errors for the highest frequency harmonic of the test signal because this harmonic has the largest frequency modulation and additionally, it is most affected by interpolation methods that tend to reduce high frequency content.
A synthetic sum of harmonic sinusoids was used as a test signal so the true sinewave parameters could be determined at any point in time. The pitch of this test signal was varied sinusoidally between 80 and 180 Hz with five cycles per second. The results of our experiments, shown in Table 1 , demonstrate that, in general, as processing time is reduced the sinewave parameter errors are increased. Analysis using the FFT is seen to be up to three orders of magnitude faster than the FChT but the estimated parameters have the largest frequency error (over 50%) and second largest phase error. The fast FChT with ideal interpolation has the lowest errors (along with the direct form of the FChT) and is five times faster than the direct form of the FChT. Use of classic cubic spline interpolation increases the speed by an order of magnitude over ideal interpolation but this increases amplitude error from 0.2 to 1.1 dB. Cubic shape preserving interpolation has the greatest speed but has rather large errors and this method is not recommended.
CONCLUSION
In this paper we demonstrated how to modify the fast FChT and implement it in a manner that preserves the phase requirements of sinewave parameter estimation. We have shown that use of the fast FChT reduces computation time by a factor of five (using ideal interpolation) with no increase in sinewave parameter error. Additionally, we have shown that the choice of interpolation methods used in the fast FChT allows a tradeoff between the speed of the transform and the accuracy of the estimated sinewave parameters.
