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Recent advances in multi-wavelength interferometry techniques (Falaggis et. al. Appl. Opt. 52, 5758–65 (2013)) 
give new insights to phase unwrapping problems and allow the fringe order information contained in the measured 
phase to be extracted with low computational effort. This work introduces an algebraic solution to the phase un-
wrapping problem that allows the direct calculation of the unknown integer fringe order. The procedure resembles 
beat-wavelength approaches, but provides greater flexibility in choosing the measurement wavelengths, a larger 
measurement range, and a higher robustness against noise, due to the ability to correct for errors during the calcu-
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1. Introduction 
A well-known problem with interferometry involves measuring 
an Optical Path Difference (OPD) larger than the source wave-
length because of the ambiguity of the measured interferometer 
phase. Multi–wavelength interferometry (MWI) has been devel-
oped for a number of applications in the field of optical metrology 
to overcome this problem. Conventional [1] or extended [2–4] 
beat wavelength approaches increase the unambiguous meas-
urement range (UMR) for a wide range of measurement wave-
lengths, however, these procedures do not always make use of 
the entire information contained in the measured phase  [5,6]. 
Other methods such as the Chinese Remainder Theorem (CRT) 
[5,7–9], are restricted to particular sets of measurement wave-
lengths [5] and require in the presence of noise a partial least 
squares approach [6,9]. The method of Excess Fractions (EF) 
 [6,10–12] provides high noise robustness, a high UMR, and full 
flexibility in choosing the measurement wavelengths [11,12]. 
However, a major drawback of the conventional EF approach is 
the time-consuming least square procedure to identify the correct 
integer fringe order. Recently [5,6,13], we have reported a unified 
theory of beat wavelength, EF and CRT approaches, which en-
ables the derivation of a phase unwrapping method with low 
computational effort. Such a property had only been possible for 
CRT (for the case of no or very low noise [6]) and beat wavelength 
approaches. However, the approach presented in 
references [5,6,13] offers the flexibility in choosing the measure-
ment wavelengths characteristic of EF in combination with a low 
computational effort. The results of that work can be used to 
determine the UMR, the measurement reliability and derive 
optimization criteria that are based on parameters that are in 
turn dependent on the choice of measurement 
wavelengths [11,12]. The model presented in references [5,6,13] 
provided a solution based on scaling and rotation matrices and 
gave a visualization with new insights to the behaviour of the 
phase unwrapping problem. This method directly calculates the 
integer fringe order for a series of N measurement wavelengths, 
where the measured phase values are used to compute a vector of 
size (N-1) that contains the residual error components [6] using 
various matrices of size (N-1)x(N-1) and associated exception 
handling. This procedure is optimal for single point absolute dis-
tance sensors because the matrix-vector multiplication can be 
implemented efficiently and in real-time on currently available 
Field Programmable Gate Arrays (FPGAs). However for full-field 
applications it is not desirable to generate a vector of size (N-1) 
and carry out a series of matrix-vector multiplications for each 
pixel. There is clearly a need for a method that meets the mem-
ory requirement whilst providing a lower computational effort.  
 In this work an algebraic representation of the MWI phase 
unwrapping problem is presented that resembles the equations 
of beat-wavelength approaches – a representation that is well 
accepted within the optics community. Similar to the approach 
in [6], this procedure combines the flexibility and robustness of 
EF, but estimates the fringe order using a sequence of direct cal-
culations. The approach derived here has a lower computational 
effort and lower memory requirements than the technique in [6], 
whilst giving a simple and intuitive calculation procedure with-
out the need for exception handling that is currently only known 
for beat-wavelength approaches. 
2. Algebraic Representation of the Phase Unwrapping Problem 
 
Consider an MWI system with the measurement wavelengths λ0, 
λ1, λ2, …, λ(N-1) where N is the number of measurement wave-
lengths and φ0, φ1, φ2, …, φ(N-1), are the corresponding measured 
values of the interferometer phase, which are found in the inter-
val [-π, π]. A single optical fringe corresponds to the OPD of one 
wavelength, or to a phase difference of 2π. It is also possible to 
relate the measured interferometer phase φ i that corresponds to 
the measurement wavelength λi to a so-called fractional fringe 
value ε i  defined as: εi = ϕi / 2π, where the possible values for ε i  
are in the interval [- 0.5, 0.5]. The relation between unknown 
integer fringe order m i, fractional fringe value ε i , and  OPD for a 
set of N measurement wavelengths is given by:   
    iiuOPD λ=   (1) 
where ui = mi + εi is a dimensionless quantity and λi  is a meas-
urement wavelength with λ0 < λ1 < …< λN-1. The relation between 
ui and the fractional fringe value ε i is given as: εi = fract[ui],where 
fract(·) is defined as the difference between a real value and its 
nearest integer NINT(·):  
    NINT(x).-x=fract(x)  (2) 
The complementary expression for the OPD that is related to a 
beat wavelength is given as 
   ,)( 000 iiiMOPD ΛΕ+=   (3) 
where M0i = m0 - mi, E0i = ε0 - εi, and Λ0i is the beat wavelength of 
the measurement wavelengths λi and λ0 calculated by [1]: Λ0i = 
sf0i λ0, where sf0i = λi / (λi − λ0), and sf = sf0(N-1). The calculation of 
the integer fringe order M01 requires several intermediate calcu-
lations. The first step requires the fringe information of the beat 
wavelengths Λ01 and Λ02 and is obtained via Eq. (3), i.e. using  
   ,)E+(M =)E+(M 020202010101 ΛΛ  (4) 
as  
  120102021201 FMFM Ε−Ε=−   (5) 
where Fik=Λ0i/Λ0k. Eq. (5) also implies that the fractional part of 
the left hand side of Eq. (5) is equal to the fractional part of the 
right hand side of Eq. (5). Hence,   
  ][)]([ 1201021201 FremFfractMrem Ε−Ε=     (6) 
so that  
  ),()]([ 02012,11201 ΕΕ= RFfractMrem  (7) 
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where   
   floor(x),-x=rem(x)   (9) 
floor(x) is the largest integer not exceeding x, and fract(F12) can 
be developed with nearest integer continued fractions 
(NICF) [6,11-14] as 
   ./)( 12,12,12 kk qsFfract ≈   (10) 
The uncertainty due to noise in Eq.  (8), is given as  
  222,202,, )()1( jijijijRi FF εεε σσσσ ++−= (11) 
for the case of fully uncorrelated noise, and 
 2,0,, ])()1([ jijijijRi FF εεε σσσσ ++−=  (12) 
for the case of fully correlated noise, where σεi is the standard 
deviation of the noise in εi.  The problem described in Eq.  (7) 
shares similarities with the problem in Eq.  (19) of reference [6]. 
Hence, the value of M01 can be solved similarly, provided the 
uncertainty in R(E01, E02) is sufficiently small. Notably, in addi-
tion to noise, the presence of any wavelength uncertainty has an 
effect on the number of NICF terms k in the rational approxima-
tion of Eq. (10) [11,12]. The individual beat wavelengths that are 
chosen for the calculation of M01 have to fulfil noise criteria (de-
fined below) and need to provide sufficiently high wavelength 
accuracy such that the rational approximation in Eq. (10) can be 
maintained throughout the whole measurement. If these condi-
tions are not met, it is necessary to limit the maximum value of k 
in Eq. (10) or to exclude those equations from the calculation of 
M01, so they do not contribute to the extension of the measure-
ment range. These cases may be particularly likely for large val-
ues of k in Eq. (10) or large values of F12. In addition, wavelength 
uncertainty and interferometer dispersion affect the accuracy in 
the measured fractional fringe value εi and ultimately may limit 
the practically achievable UMR.  A detailed analysis is presented 
in [12] for EF, but is directly applicable to the method of this 
work. The error probability p in the calculation step of Eq. (7) is 
given as 
  ],))6(22[( 1),(12, 02012,1
−
ΕΕ+= Rkqerfcp σκ (13) 
where erfc(·) is the complementary error function, and the pa-
rameter κ describes the error in Eq.  (10) due to the NICF [6,11-
14], with κ ≤ 1/|qk xk+1 + qk-1|, and xk+1= sk+1/qk+1. Hence, follow-
ing previous work, a noise criterion can be defined [5,6,11-13] to 
achieve a reliability larger than 99.73% (e.g more than 9973 out 
of 10000 measurements are correct) for the case in Eq.  (7) as  
   .6/1 ),(12, 02012,1 ΕΕ+≥ Rkq σκ  (14) 
A graphical representation of the uncertainty present in Eq. (7), 
which can be used to derive Eq. (13), is shown in Fig. 1. It is 
based on the fact that possible solutions of R1,2(E01, E02), can only 
have a value that is an integer multiple of 1/qk [5,6]; hence, the 
errors generated by the phase noise and wavelength uncertainty 
must be sufficiently below this value. A measure of the reliability 
can be estimated statistically using Eqs. (11) to (13). Once a suffi-
ciently high reliability can be ensured, a first estimate of M01 is 
given by [5,6,13] 
 ),mod(])),([( 12,12,0201#01 kk qWqRNINTM ΕΕ=     (15) 
where W is a constant integer that fulfils (Wsk)mod(qk)=1. The 
estimated value of the fringe order M#01 obtained through this 
calculation is related to the real value M01 as 
   12,12#0101 kqMM μ+=   (16) 
where μ12 is an integer that describes the ambiguity of the value 
of M01, i.e. M#01 = (M01 )mod(qk1,2). Hence, when using solely the 
equations for Λ01 and Λ02, the UMR corresponds to the case with 
μ12 = 0, so that M01 =M#01. When comparing Eq. (15) to the phase 
unwrapping methodology reported by de Groot [2] (but applied to 
beat wavelengths rather than measurement wavelengths [3]), it 
is interesting to notice that Eq. (15) has the ability to extract 
more information and increase thereby the UMR. An interesting 
example that highlights this difference is depicted in Fig. 3 of 
reference [6], where the strategy in [2,3] is limited to n × Δ2 < Δ1 
with n = 1, 2, 3, etc.. Other phase retrieval techniques as 
EF [6,10-12], CRT based techniques [7–9], and other methods [4–
6,13], reduce the ambiguity in M01 and thereby increase the 
UMR by utilizing the information in the remaining factional 
fringe orders. Here, this is accomplished by calculating the value 
of μ12 using (M01+E01)Λ01 = (M03+E03)Λ03, 
   130103031301 FMFM Ε−Ε=−  (17) 
so that an estimate for μ12 can be found as  
 ][][ 13#011301031312,12 FMFremFqrem k −Ε−Ε=μ  (18) 
such  that  
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where fract(qk12 F13) can be developed with NICF as 
   13,13,1312, /)( kkk qsFqfract ≈  (21) 
and a similar noise criterion can be defined as  
   .6/1 ),,(13, #0103013,1 MRkq ΕΕ+≥ σκ  (22) 
As it was the case for the problem in Eq.  (7), the parameter μ12 
also exhibits a certain ambiguity,  
   13,13#1212 kqμμμ +=   (23) 
that is described with the parameter μ13, i.e. μ#12 = (μ12)mod(qk,13). 
Hence, using Eqs. (15), (18), and (20), the integer fringe order M01 
is given as  
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Given the fact that M#01, μ#12, qk,12  and qk,13 are known, the inte-
ger fringe order M01 is known if the UMR is limited to the possi-
ble values of M01 that correspond to the case where μ13 = 0. When 
comparing the measurement range of Eq.  (15) and (24) it be-
comes clear that M01 is unambiguously estimated within the 
interval M01=[0,qk12-1] and M01=[0, qk12 qk13 -1], respectively. 
Hence, the calculation of the parameter μ#12 in Eq.  (18) has in-
creased the UMR of the interferometer. Similarly to the case of 
μ12, the UMR can be further increased if the fringe information of 
any additional beat wavelengths is evaluated, using equations 
   
.
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       (25) 
It should be noted, that this procedure for determining M01 can 
formally only be used if the corresponding parameter F1i has a 
fractional part and fract(qk,1(i-1)F1i) ≠ 0. Moreover, the correspond-
ing noise criterion: 
   ),(1,1, 001,16/1 iiRikikq ΕΕ+≥ σκ  (26) 
needs to fulfilled, where qk,1i is determined as  
   ./)( 1,1,1)1(1, ikikiik qsFqfract ≈−  (27) 
Once the integer fringe order M01 is determined it is possible to 
calculate a first estimate of the integer fringe order M02, using 
Eq. (5), of the next lower beat Λ02 as 
   )( 1201021201#02 FFMM Ε−Ε−=  (28) 
and the ambiguity in M02 can be removed, similar to the case of 
Eqs. (15) and (22), using the fringe information of the remaining 
beat wavelengths  
   
.0202000202
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ε
 (29) 
Throughout this procedure, similar considerations that lead to 
Eqs. (25) and (26) have to be fulfilled. This procedure can also be 
applied in a similar manner for the remaining integer fringe or-
ders M03, …, M0(N-1). Once the integer fringe order at the smallest 
beat-wavelength M0(N-1) is determined, the unknown fringe order 
of the smallest measurement wavelength m0 is calculated as  
  ),/()/( 0)1(00 sfremsfmrem N ε−Ε= −  (30) 
using 
   ./)/1( ,, sfksfk qssffract ≈   (31) 
3. Exemplary Case for Four Measurement Wavelengths 
 
An example of this procedure is given for the case of four meas-
urement wavelengths: λ0 = 1528nm, λ1 = 1532.38698840832nm, 
λ2 = 1542.98738907053nm, and λ3 = 1597.4545454545nm, giving 
sf = 23, F23=94/21, and F12=95/28. The integer fringe order at the 
largest beat wavelength M01 is calculated as  
   ,12,#12#0101 kqMM μ+=   (32) 
where 
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The relevant coefficients for the calculation of M01 when using 
Eqs. (32) and (33) are given as 
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Notably, because the parameter sf does not have a fractional 
part, it does not provide any information that extends the unam-
biguous range of M01. Hence, μ#13 cannot be calculated. For the 
exemplary case of OPD = 105300.1 λ0, one would obtain 
E01 = 0.4580, E02 =-0.1961, E03 =0.2652, and ε0 = 0.1. The corre-
sponding intermediate residual errors are obtained as  
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and M01 = M#01 + μ#12 qk,12 = 21+10×28 = 301. The calculated 
value of M01 can be used for the calculation of M#02 using Eq. (3), 
as  
 
M#02 = (M01+E01)F12 − E02 =(301+0.4580)×95/28-(-0.1961)=1023.  
 
The information at the other beat-wavelength can be extracted 
using  
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and M02 = M#02 + μ#23 qk,23 = 1023.  
Notably, for the example presented here, μ#23 always evaluates to 
μ#23 = 0. However, in the presence of noise, there may be an error 
introduced in the calculation of M01. The redundancy in these 
equations allows the correction of such errors when evaluating 
μ#23. The remaining integer fringe orders M03 and m0 can be cal-
culated directly using Eq. (1) and (3) (because fract(sf)=0) as 
M03 = (M02+E02)F23 - E03  = 4578, and m0 = (M03+E03)sf - ε0 
= 105300. A comparison to other algebraic phase unwrapping 
techniques is shown in Fig. 2a. Classical beat wavelength algo-
rithms [1] are limited by the largest beat wavelength UMR ≤ 
sf01 × λ0, and have a potential UMR equal to 
UMR = floor(349.303) λ0 =349λ0. The extended beat wavelength 
algorithm reported by de Groot  [2] uses the fractional part of the 
beat and has a potential UMR equal to UMR = 
floor(349.303/|fract(349.303)|)=1153 λ0, but a high reliability can 
only be ensured [11,12] for UMR=1048 λ0. The UMR of EF meth-
ods [10] are limited by wavelength coincidence, and therefore can 
be estimated to be equal to UMR = 23×95×94 λ0 = 205390 λ0. The 
approach presented here, has the same UMR as EF and is equal 
to the distance where wavelength coincidence occurs. Fig. 2b. 
shows the simulated reliability for this approach for the case of 
Fig. 2a for each individual value for m0, where a total number of 
10000 simulations have been carried out for each value of m0 
having uncorrelated additive white Gaussian phase noise 
(AWGPN) of a standard deviation of 1/600th of a fringe. This high-
lights an interesting aspect of this method: one would expect that 
the example in Fig. 2 has to fulfil the noise criterion of Eq. (22) 
6 σ R1,3 ≤ 1/qk1,3, which however cannot be fulfilled for a phase 
noise with a standard deviation of 1/600th of a fringe. Notably, the 
other residual error terms have the ability to correct for such 
deficiencies, and it is possible to show that a high reliability can 
be ensured - one that matches the performance of EF [6]. Such a 
property is not known for beat wavelength approaches. In EF, 
the individual residual error terms may be below the noise floor, 
but the necessary condition is that the sum of all individual re-
sidual error components are above the noise floor, i.e. in an EF 
solution the grid separation of points is sufficiently large 
[6,11,12]. Similar considerations apply to this work and explain 
the error correcting nature of this method. The overall reliability 
should therefore be estimated using the consideration in [6]. 
4. Experimental Verification 
Experiments have been conducted using a fibre based MWI in-
terferometer with fibre optical components that are operating in 
the C and L bands. The choice of this wavelength-range allows 
the exploitation of the wide variety of optical components avail-
able from the telecommunications market giving the opportunity 
to design a high specification but still cost-effective MWI interfer-
ometer. Commercially available Fiber Bragg gratings (FBGs) 
were used as frequency selection elements for C-band wave-
lengths in conjunction with erbium doped fiber amplifiers 
(EDFA) pumped at 980nm to achieve sufficient signal level. The 
FBGs used in this setup offer a bandwidth down to ~25 pm cor-
responding to a coherence length of > 90 mm, corresponding to > 
117800 λ0. The experimental setup is shown in Fig. 3.  The wave-
lengths used for the experiments in Fig. 3 were: 1528.043, 
1528.300, 1530.754 and 1595.289 nm.  A broad band ASE source 
and FBG filters were used to reflect the 3 wavebands of interest 
in order to generate 3 C band wavelengths (1528 to 1531 nm).  
 These wavelengths are subsequently amplified by an EDFA.  
For the L band wavelength (1595.289nm) it was found that a 
higher power and narrower bandwidth could be obtained by plac-
ing the FBG in a fiber resonator containing a section of erbium 
doped fiber for amplification. The beams of the reference and 
measurement arm of the Michelson interferometer were colli-
mated and sent free-space to mirrors with one mirror located on 
a linear traverse to adjust the optical path difference.  One of the 
fiber arms of the interferometer contained a fiber wound cylindri-
cal PZT and was driven by a sinusoidal waveform at 720Hz for 
phase modulation [15-17]. The main reason for the use of sinu-
soidal phase modulation techniques lies in the fact that they al-
low measurement of the phase at higher temporal bandwidths 
and with a significantly increased accuracy in the phase shifter 
calibration giving a better phase accuracy. The return signals 
were sent to a de-multiplexer consisting of an array of FBGs and 
circulators to reflect individual wavelengths to photodiodes, see 
Fig. 3.  This allowed the capture of the interference signal of each 
wavelength in parallel giving an increased robustness against 
interferometer instabilities [18]. The FBGs in the source and de-
multiplexer for each measurement wavelength were matched to 
each other (within a few pm) and maintained at a constant wave-
length by attaching the pair to a single Peltier based temperature 
controller. This allowed each measurement wavelength to be 
varied over a range of ~200 pm and for the power of the detected 
signal to be maintained across that range.  The FBGs were 
sourced from O-E Land Inc. and had a reflectivity >50% and a 
bandwidth below ~20 pm. 
Notably, if the separation between the measurement wave-
lengths is large (as it is the case here), it is also possible to employ 
FBGs with a larger bandwidth in the de-multiplexer unit giving 
a reduced effort in system optimisation, i.e. matching of the 
FBGs. For phase stepping analysis, a sinusoidal excitation of the 
PZT was performed [15-17] to avoid instabilities within the phase 
shifter itself and combined with algorithms to extract the re-
quired intensities at equal time steps, which results in a set of 
unequal phase steps among the measurement wavelengths.  
Here the procedure in [15] was used as it provides compensation 
for various error sources at each wavelength in the interferome-
ter.  A sequence of at least 50 wrapped phase values were ob-
tained for each measurement wavelength at each optical path 
difference. This is done in order to verify the repeatability of the 
distance measurement.  
The measurement wavelengths used in this setup form a series 
of beat wavelengths equal to Λ01 = 9.09mm, Λ02 = 862.80μm, 
Λ03 = 36.25μm. Hence, with a conventional beat wavelength ap-
proach, the UMR is equal to the largest beat wavelength, i.e. 
UMR = Λ01. However, the approach adopted here overcomes this 
limit. For the noise limit in this experiment, the maximum per-
mitted value of qk  is qk ≤ 45: it can be shown that the approach of 
this work has a maximum UMR equal to 
UMR = 11894×λ0 = 18.1745mm.  
The performance of this set of wavelengths has been verified via 
simulation. The simulation results are depicted in Fig. 4 by the 
solid red curve and validate the predicted performance of this 
phase unwrapping procedure. For further validation, experi-
ments have been carried out to verify this behaviour. The inter-
ferometer has been used to measure optical path differences from 
0 to 21 mm, where the results illustrated in Fig. 4 (black squares) 
show an excellent match between the applied variation in optical 
path difference and that measured. The lower section of the fig-
ure shows a higher resolution set of data points with 20 µm be-
tween samples. The slight irregularity that can be observed is 
due to the resolution of the micrometer screw of the linear trav-
erse used, which has a graduation of 10microns. However, the 
measurement results are free of outliers, which is a strong indi-
cation that there is neither a sensitivity to noise nor a failure of 
the error-correcting nature of this algorithm. The UMR can be 
seen to ‘wrap’ after 18.1745mm, which is exactly as predicted 
from both the developed model as well as the simulations in 
Fig. 4. The limitation of this fibre optical design lies in the wave-
length stability in λi that is determined by the stability of the 
FBGs and the accuracy of the optical spectrum analyzer (OSA). A 
detailed analysis can be found in reference [12] (and is summa-
rized in section 5); this indicates the tremendous improvement 
that can be made if the measurement wavelengths are extracted 
from a frequency-comb [19-21]. Nevertheless, in this configura-
tion, a UMR of 2 multiples of the longest beat has been obtained.  
The phase noise in the measurements has been estimated at a 
standard deviation of 1/200th of a fringe, hence the overall dy-
namic range achieved is 1 part in 2.4×106. 
5. Closing Remarks on Multi-Wavelength Interferometric 
Techniques  
 
MWI techniques have a long tradition in Interferometry tracing 
back to the work of Benoit in 1898 [10]. The simplest form of 
MWI is a dual wavelength approach that forms a synthetic wave-
length [1]. A drawback of synthetic wavelengths is given by the 
UMR that is limited by the largest beat wavelength, i.e. the sepa-
ration between the two wavelengths. However, the information 
contained in the measured phase can be extracted to increase the 
UMR beyond the largest beat wavelength. Historically, this is 
accomplished using the conventional EF [10] approach, which 
evaluates all possible solutions of the unknown integer fringe 
order and hence the UMR.  Indeed, if the ratio of the measure-
ment wavelengths is irrational, the theoretically achievable UMR 
extends to infinity [11].  
 Nevertheless, in the presence of noise an infinitely long UMR 
cannot be achieved, because for a given measurement reliability 
the ratio of UMR / resolution has to be finite [11]. MWI tech-
niques, allow this ratio to be increased by adding further meas-
urement wavelengths. Early MWI approaches [22-24] form a 
series of synthetic wavelengths based on rules that form a geo-
metric series. These so-called hierarchical approaches showed the 
possibility to extend the UMR exponentially with increasing 
numbers of measurement wavelengths. Hence, it would be theo-
retically possible to increase the UMR to very large distances 
(hundreds of km's) using less than ten measurement wave-
lengths.  
 However, there are a number of obstacles to be overcome (see 
section 5.1. and 5.2) before ultra-high dynamic range measure-
ments can be made possible. 
 
5.1. Wavelength Separation, Unambiguous Measurement Range, 
Computational Limits in Presence of Noise, and Interferometer 
Dispersion 
 
The hierarchical approaches reported in [22-24] calculate the 
phase at a given synthetic wavelength and refine this OPD esti-
mate using the phase information at the next smaller wave-
length. A large UMR can only be achieved with very large beat 
wavelengths, which in turn results in very small wavelength 
separations. This however, requires a high system complexity 
and systems with larger wavelength separations have a lower 
UMR, if the integer fringe order is estimated using conventional 
beat-wavelength approaches.  
 Extended beat-wavelength approaches [2-4] tried to overcome 
this problem, by extending the measurement range beyond the 
largest beat wavelength. Such systems extend the UMR, or in 
other words, relax the requirements on the wavelength separa-
tions for a given UMR to be achieved. The essential problem with 
those types of solvers is that they do not extract the full informa-
tion contained in the phase (see example in section 3), as they 
never match the performance of the conventional EF solver [10] 
for all sets of wavelengths.  
 The incentive regarding the efforts made in [5,6,13] and the 
approach presented in section 2 is to provide a deterministic 
phase unwrapping procedure with low computational effort that 
matches the performance of EF. In this sense, these methods 
enable revealing distance information that remain hidden in 
conventional or extended beat wavelength approaches. It should 
be noted, that these methods in [5,6,13] do not extract more dis-
tance information than EF, which is a least-square approach that 
evaluates the likelihood of all possible solutions. Nevertheless, 
being a deterministic method, these methods extract the same 
phase information with significantly lower computational effort. 
 Historically (and in absence of dispersion, refractive index 
and wavelength uncertainties), there was a computational limit 
(due to computational effort) to achieve a very large UMR (hun-
dreds of km) with relatively few (less than ten) measurement 
wavelengths due to the presence of noise when having the re-
quirements of rather large wavelength separations. The recent 
advances made in MWI algorithms ([5,6,13], this work) overcome 
this computational limit and match the performance of the EF 
least-square approach.  
The previously described limits concerned the experimental 
needs of having rather large wavelength separations and the 
phase unwrapping procedure for a given level of uncertainty in 
the measured phase that is independent of the OPD. An analysis 
carried out in [12] discusses the presence of further error terms 
that are a result of changes in the measurement wavelength. A 
common practise in MWI is to take a reference phase measure-
ment at a given distance and subtract these reference phase val-
ues from subsequent measurements. In this way, the phase at 
the reference position is nullified and all other measurements are 
calculated relative to the reference position. This is a crucial step 
in the presence of interferometer dispersion [12], because the 
fractional fringe order values contain the wavelength dependent 
offsets Δmi and Δεi : 
   ,iiii m εεε Δ+Δ+                     (34) 
which can only be removed using a reference distance (or a vir-
tual zero), OPD ref , having: 
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The reference location corresponds to a geometric location. As-
suming ideal conditions the OPD relative to OPDref is given as:  
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However, in experimental practice, the measured fractional 
fringe orders of the actual OPD and OPD ref  do not correspond to 
the same measurement wavelength, because the measurement 
wavelengths may drift over time. Indeed, those changes in the 
wavelengths need to be accounted for when applying the subtrac-
tion in the fractional fringe values. When defining λi ∗ as the es-
timated (or measured) wavelength at the reference plane, and 
λi # as the estimated wavelength at the actual OPD under test, it 
can be shown [12] that the resulting error is quantified as: 
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where (εi* - εiref*) is the measured fractional fringe order at the 
reference plane, (εi # - εiref#) is measured fractional fringe order at 
the actual OPD, and the superscript # and * denote that the 
measurement wavelengths are subject to a wavelength uncer-
tainty. The parameter Ω is a measure of the wavelength uncer-
tainty of λ i and is calculated as [12]:  
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The parameter Ω is can be understood as a beat wavelength 
formed by the measurement wavelength at the actual OPD and 
the reference plane; for small wavelength uncertainties, Ω takes 
very large values. The accuracy in the estimated value of (εi# -
εiref#), which is used for the calculation of the fringe order in the 
algorithm, is degraded in addition to noise by the ability to meas-
ure Ω  and OPDref accurately. Fortunately, most MWI systems 
can be designed such that OPDref  is close to zero and the error in 
the measured fractional fringe orders of Eq. (37) (calculated as 
OPDref / Ω ) is kept sufficiently small. It should be noted, that the 
error in Eq. (37), due to both wavelength uncertainty and inter-
ferometer dispersion is independent of the actual OPD to be 
measured, it poses the same computational limits as noise.  
 
5.2. Uncertainty of the Refractive Index of the Medium and other 
Errors due to Uncertainties in the Measurement Wavelength 
 
A more severe (and actually the most limiting factor) in ultra-
high dynamic range measurements is an additional error term 
due to uncertainties in the measurement wavelengths and the 
refractive index of the medium (e.g. air) [12]. So far, we consid-
ered, without loss of generality, the case of MWI in a vacuum, 
where the reference OPD is degraded by dispersion, e.g. due to 
dispersive elements in the interferometer. However, for meas-
urements in a medium (other than in a vacuum) the (wavelength 
dependent) ordinary refractive index should be used to determine 
each measurement wavelength in the medium and then the beat 
wavelengths determined [12], i.e 
   iii n/λλ    (39) 
where ni is the refractive index of the medium at λi. The wave-
length in the medium can also be expressed using the optical 
frequency νi , as λi = c / νi / ni. The corresponding uncertainty in 
the measurement wavelength is therefore given as 
  ./// iiiiii nn∂−−∂=∂ ννλλ   (40) 
It should be noted however, that in most MWI phase unwrapping 
procedures, as e.g. EF, the actual accuracy of the individual 
measurement wavelength is of less importance as it is rather the 
changes in the beat wavelengths which are of greater concern. 
Recalling Eq. (8),  
  ][),( 12010202012,1 FremR Ε−Ε=ΕΕ  (41) 
it becomes clear that similar considerations apply also to this 
work, because all quantities are related to beat wavelengths. 
When following the considerations made in Eqs. (28) to (38) of 
[12], it can be shown that the error in R1,2 is given as  
 |,]/[|),( 120102012,1 SUfractR =ΕΕΔ  (42) 
where U01 = M01 + E01 = OPD/Λ01, and Si,k is a measure of the 
stability at the beat-wavelength, calculated as 
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where Fi,k# is the value of Fi,k with wavelength and refractive 
index uncertainties. With these additional wavelength uncertain-
ties, to avoid unwrapping errors (outliers) a noise criterion simi-
lar to Eq. (26) must still be satisfied [12]:  
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Similar considerations apply also to the other residual error 
terms, which are used to evaluate the integer fringe order. If the 
noise criterion is not fulfilled and no error correction mechanism 
is successful, it may be necessary to reduce the maximum value 
of k in Eq. (10) or to exclude the equation from the calculation of 
M01, so it does not contribute to the extension of the measure-
ment range. The difference to the error terms discussed in section 
5.1. is that this error has a multiplicative nature that increases 
with larger OPDs. Hence, in contrast to phase noise, if the inter-
ferometer is adjusted close to OPD ≈ 0 the error introduced is 
rather negligible compared with the expected error when the 
interferometer is adjusted near to OPD ≈ UMR (where the error 
is maximal). For the example in section 3, an accurate calculation 
of M01# in Eq. (33) requires following noise criterion (error correct-
ing property not considered), assuming OPD < 588 Λ01: 
  01.0|]/588[|28/1 2,1 +≥ Sfract  (45) 
which can be accomplished for S > 22866.7. Such a value for S 
can be achieved with current measurement devices, provided the 
measurements are carried out in vacuum. For instance, the beat-
wavelengths generated for the MWI system in Fig 3, give rou-
tinely a value of S > 106. Other more sophisticated systems, 
which extract the measurement wavelengths from a frequency 
comb, provide significantly higher wavelength stabilities; the 
system in [19] gives S > 1012. However, these values of S, do not 
account for the uncertainty in the refractive index, which is the 
major limitation even for systems as in [19]. Popular methods for 
the refractive index determination are based on the Edlen for-
mula  [25] or employ frequency comb methods [26]. The obtained 
accuracy (standard deviation) in the refractive index is in the 
order of 10-7 [25] and 10-9 [26]. Hence, a typical achievable value 
of S for the case in Eq. (44) is S ~ 26 000 and S ~ 2 600 000 as-
suming a totally uncorrelated uncertainty in the order of 10-7 [25] 
and 10-9 [26], respectively. For comparison, an uncorrelated un-
certainty in the order of 10-7 for the measurement wavelengths in 
Eq. (40) for the case of Fig. 3 is equivalent to ΔΛ01 / Λ01 < 1.7 × 10-4 
and ΔΛ02 / Λ02 < 5 × 10-5.  
Once M01# is calculated using Eq. (15), it is possible to extend the 
measurement using the consideration made in Eq. (20). The 
noise criteria are similar to Eq. (44), but need to take into account 
the presence of an additional term: 
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where δFi,k  = |Fi,k# - Fi,k|. For the example in section 3, an accu-
rate calculation of μ01# in Eq. (33) requires, using Eq. (46) and 
assuming OPD < 588 Λ01 and M01# < qk12: 
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For the case of a totally uncorrelated uncertainty in the order of 
10-7 [25] and 10-9 [26], the achievable values of δF12  are in the 
order of δF12  < 5 × 10-4 and δF12  < 5 × 10-6, respectively. Similar 
to the case of Eq. (44), the error in Eq. (46) depends on the stabil-
ity of the ratio of the beat wavelengths Fi,k. This implies that 
common mode errors in the calculation of the beat-wavelength 
have only a minor impact. 
6. Discussions  
 
The methodology presented in this work provides a different 
perspective on the behaviour of MWI systems and reports an 
error correcting nature for beat-wavelength approaches. This 
aspect is particularly interesting for the system design, because 
the choice of measurement wavelengths allow the violation of the 
noise criteria for a given pair of beat-wavelengths, if there is the 
opportunity in subsequent calculations to correct for this error. 
This analysis also implies that the noise criterion should not be 
violated, if there are no further calculations made that can cor-
rect for such an error, because this would introduce errors that 
reduce the MWI system reliability. 
 The example in section 3 shows the performance of such a 
strategy, where the particular choices on the measurement wave-
lengths have been made in order to provide an didactic example 
as well as a good comparison with other available approaches. 
The parameter F12 has been chosen to be F12 = 95/28. Conven-
tional beat wavelength approaches have an UMR = Λ01. Ex-
tended beat wavelength approaches [2,3] make use of the frac-
tional part in F12, and extend the UMR by a so-called gain factor 
g that equals g = NINT[1/|fract(F12)|] = 3. It has been shown 
[5,6] however, that this class of algorithms only provide a solution 
to a limited range of measurement wavelengths; for the case 
presented here when encoding the information using Eq. (15) the 
gain factor for the corresponding pair of beat-wavelengths (Λ01 
and Λ02) equals g = qk = 28, giving an UMR equal to UMR = 28 
Λ01.  
 The algorithm of section 2 (as well as EF and CRT ap-
proaches) indicate that there is a potential gain when using the 
fringe information at the other beat wavelengths, i.e. Λ03 for the 
calculation of M01. It is shown in sections 2 and 3, that for the 
example in Fig. 3, the information contained in F13 increases the 
UMR by an additional factor of 21, UMR = 588 Λ01 - just by utiliz-
ing this fringe information. The example in section 3 also indi-
cated that an extension of the UMR can only be made, if there is 
additional information available near multiples of the UMR. This 
behaviour is consistent with EF based approaches [11,12].  
The particular choices of the measurement wavelength in Fig. 2 
also pose an example where the noise criterion of Eq. (22) 6 σ R1,3 
≤ 1/qk1,3, is violated, but the error in the calculated value M01 does 
not propagate further in the calculation of M02 as it is corrected 
by subsequent calculations. Notably, it is possible to extend the 
error correcting nature of this set of wavelengths by introducing a 
fractional part (i.e. tuning the largest measurement wavelength) 
in the value of sf.  
The simulation in Fig. 2 assumed solely a phase uncertainty with 
a standard deviation of 1/600th of a fringe. As discussed in section 
5, there are additional error terms due to uncertainties of the 
wavelength and the refractive index. A full analysis of these er-
rors (see [12] and section  5) requires particular knowledge of the 
correlation in the error between various wavelengths. Neverthe-
less, when assuming the case of entirely uncorrelated errors in 
the uncertainty of the wavelength and the refractive index at 
each wavelength, the set of measurement wavelengths of Fig. 2 
can be employed in experimental practise, if |Δλ/λ | < 2 × 10-9. 
This can be achieved when using e.g. techniques based on refer-
ences [19] and [26].  
The example in Section 4, shows an MWI design for a signifi-
cantly higher level of phase, wavelength, and refractive index 
uncertainties over an absolute measurement range of ~18mm. 
The measurement wavelengths were chosen such that 
F12~10.5317. The corresponding NICF of F12 is therefore given as 
sk/qk = { 11 / 1; 21 / 2; 158 / 15; 495 / 47; etc.}, where for the case of 
Fig. 4 the phase unwrapping procedure is carried out with qk= 2. 
The measurements were subject to the wavelength uncertainty 
of the FBGs and the OSA as well as uncertainty in the refractive 
index [25], which required constant monitoring of the measure-
ment wavelengths using multiple measurements and the use of 
correction factors [12,25]. The uncorrelated components of the 
uncertainty were estimated to give S > 106 (in vacuum) 
|Δλ/λ | < 1 × 10-6 (in medium). These uncertainties limited the 
choice in the NICF of F12 to qk = 2 (UMR = 18.17mm) and prohib-
ited a phase unwrapping procedure with qk = 15 (equivalent to an 
UMR = 136.3mm). Notably, the choice of F12 with 
|fract[F12 ]|= 1 / qk is a special case of wavelength selections that 
employ the de Groot phase unwrapping procedure, originally 
developed for measurement wavelengths [2] but here applied to 
beat wavelengths as in reference [3]. Hence, both the algorithm 
presented here as well as the de Groot variant in [3] have the 
same UMR. However, in contrast to the approach in [3], the algo-
rithm introduced in section 3 has the ability to use the fringe 
information at the beat Λ03 for the calculation of M01. This does 
not increase the UMR, but provides additional system reliability.  
 
7. Conclusions 
 
In summary, this work introduces an algebraic solution to the 
phase unwrapping problem that resembles the equations of beat-
wavelength approaches and allows the direct calculation of the 
unknown integer fringe order m0. In contrast to beat-wavelength 
approaches this method exhibits the advantages of EF, i.e. a 
flexibility in choosing the measurement wavelengths and a ro-
bustness against noise over an extended unambiguous range. 
This theoretical description for multi-wavelength Interferometry 
provides a fundamental understanding of the relationship of 
wavelength combinations, phase noise and measurement dis-
tance, including the error correcting nature of the algorithm. 
Such a combined property has only been known for the approach 
in [6], however, the method reported here provides an intuitive 
calculation procedure with lower computational effort and lower 
memory requirements, making it applicable to full-field real-time 
measurements.   
It is possible to take advantage of the error correcting nature of 
this algorithm by choosing specific pairs of beat-wavelengths that 
deliberately break the noise criterion, if there is a different pair of 
beat-wavelengths that correct for this deficiency. This provides 
higher flexibility in the choice of measurement wavelength while 
ensuring a high reliability.  
This multi-wavelength strategy has been verified in both simula-
tions (see Figs. 2 and 3) and experiments over an absolute meas-
urement range of ~18mm (see Fig. 4). The experimental results 
show a proof of concept for ultra-high dynamic range Interfer-
ometry that is better than 1 part in 2.4x106. This is achieved 
without the need for closely separated measurement wave-
lengths. 
The results of this work have numerous applications in absolute 
distance metrology [20,21,27-29], discrete wavemeters [30,31], 
and full-field MWI and profilometry techniques [7-9, 22, 24,32], 
or multi-wavelength digital holography [33-35].  
 
A Matlab code of this algorithm can be requested from K. Falag-
gis (falaggis@gmx.de). He also acknowledges the support of the 
statutory funds of the Warsaw University of Technology. 
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Fig. 1. Graphical representation of the uncertainty present in 
Eq. (7), which leads to the noise criterion in Eq. (14). 
Fig. 2. (Color online) (a) UMR of a four wavelength interferometer 
with sf = 23, F23 =94/21, and F12 =95/28 over the measurement range of 
UMR / λ0  = 205390 fringe orders and no noise. (b) Simulated reliabil-
ity for uncorrelated AWGPN of a standard deviation of 1/600th of a 
fringe.  
 
Fig. 3. Overall schematic of the fiber interferometer for four wave-
length multi-wavelength interferometry.  FBG – fiber Bragg grating, 
FI – Faraday isolator, PC – polarization controller, PZT – piezoelectric 
transducer, FC – fiber collimator, PD – photodiode, EDFA – Erbium 
doped fiber amplifier, ASE – amplified spontaneous emission source, 
PLM – path length matching fiber, AC – angle cleave, C – fiber circu-
lator.  
Fig. 4. (Color online) Simulated (solid red line) and measured 
(black squares) optical path difference using the phase un-
wrapping procedure of this work. The wavelengths used in the 
interferometer were: 1528.043, 1528.300, 1530.754 and 
1595.289 nm.   
