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Première partie
Introdution
1

3Depuis des millénaires, l'homme a herhé à résoudre de nombreux problèmes. La
onlusion de es reherhes était, la plupart du temps, infrutueuse et les objetifs durs,
voir impossible à atteindre sans méthode rigoureuse. L'être humain a ainsi réé et utilisé
des outils l'aidant à aluler et à automatiser diverses tâhes an d'aboutir à une solution
ou de montrer que elle-i n'est pas atteignable.
Ainsi la logique a fait son apparition, et on a assisté à un développement fulgurant de
l'approhe mathématique et informatique de la logique au ourant du vingtième sièle.
L'életronique et l'apparition de l'ordinateur permirent ainsi d'automatiser les diérents
aluls à eetuer et d'aélerer onsidérablement le temps menant à la résolution d'un
problème.
Mais malgrè les avanées tehnologiques et l'augmentation permanente de puissane
des mahines, ertains problèmes néessitent toujours un temps de alul qui n'est
pas envisageable en terme de traitement pratique. Un des fateurs prépondérants est
l'augmentation inessante de la taille des données qui doivent être traitées. C'est e que
l'on appelle l'explosion ombinatoire. Il sut de onsidérer un ensemble de données de
ardinalité n pour onstater que l'ensemble des parties omporte 2n éléments e qui
représente un nombre exponentiel de ongurations possibles et don un ensemble très
large de possibilités de réponse et de solutions à tester.
De e fait, de nombreux problèmes de reherhe restent enore à e jour ouverts, 'est à
dire ne possèdent pas d'algorithme eae permettant d'arriver à la solution souhaitée.
Les herheurs étudient es problèmes à la reherhe de méthodes et de strutures
mathématiques permettant d'aboutir à des algorithmes pertinents ou bien au ontraire
de démontrer que le problème étudié n'est pas traitable.
Depuis plus d'un demi siéle, les études sur les strutures d'ordres [24℄ et la logique
se sont multipliées an de modéliser et traiter les problèmes dans divers domaines
tel que l'intelligene artiielle, les bases de données ou enore le datamining pour ne
iter qu'eux. Elles sont devenues prépondérantes dans la validation et la résolution de
beauoup de problèmes.
Les treillis et les systèmes de fermeture représentent des strutures algébriques et ombi-
natoires qui sont des outils de modélisation naturels [14, 17, 18, 25, 26, 28, 54, 75, 101℄.
Nous retrouvons fréquemment en informatique des relations sur les objets qui peuvent
ainsi être modélisées par es outils.
De e fait, plusieurs représentations ont été étudiées pour appréhender eaement les
4systèmes de fermeture mais aussi pour qu'ils soient un outil eae dans divers domaines.
Parmi elles-i, nous pouvons distinguer l'opérateur de fermeture assoié à un système
de fermeture F , qui, appliqué à un ensemble A, renvoie le plus petit ensemble fermé de
F ontenant A. L'ensemble des éléments inf-irrédutibles d'un système de fermeture le
aratérise de la même manière. Ainsi un système de fermeture peut être onstruit à partir
de la fermeture par intersetion de ses éléments inf-irrédutibles. Une autre représenta-
tion, très importante de par ses appliations, est le système d'impliations omplet ou
base d'impliations, lié à un système de fermeture. Cette base d'impliations assoiée à un
système de fermeture permet de reonstituer les ensembles fermés et met aussi en relation
de ause à eet les éléments de l'ensemble sur lequel est onstruit le système de fermeture.
Nous nous sommes ainsi intéressés pendant ette thèse aux aspets algorithmiques
et struturelles sur les systèmes de fermeture et aux réperussions sur leurs diérentes
représentations.
Un premier travail fut réalisé au début de ette thèse ave la ollaboration de Alain
Gély. Le but de e travail était de aratériser la famille des systèmes de fermeture
partageant le même ensemble d'impliations non unitaires (impliations du types X → Y
tel que |X| ≥ 1) dans leur base de Guigues Duquenne. Nous avons aratérisé le plus
grand système de fermeture partageant les mêmes impliations non unitaires dans
leur base d'impliations de Guigues-Duquenne [38℄. Nous avons ainsi déni l'opération
d'atomisation qui permet d'obtenir un tel système de fermeture. Ce travail avait fait état
d'une publiation à la onférene ICFCA05 [57℄. Nous ne le développerons pas dans e
manusrit puisqu'il a déjà été traité dans le manusrit de thèse de Alain Gély. Divers
travaux autour des aspets algorithmiques sur les systèmes de fermeture ont ainsi été
eetués au sein de notre équipe de reherhe [76, 82, 83℄.
Nous avons ontinué nos travaux sur diérents aspets et représentations des sys-
tèmes de fermeture. Ce manusrit de thèse se déompose en trois grandes parties qui sont
détaillées i-dessous.
II. Systèmes de fermeture et fontions de Horn : Dé-
nitions et relations
La deuxième partie (hapitre 1 et 2) est une introdution générale sur les systèmes de
fermeture et les fontions de Horn en logique propositionnelle.
5Le hapitre 1 donne les dénitions sur les systèmes de fermeture et présente les
diérentes représentations qui peuvent lui être assoiées. Il se déompose en inq setions.
Dans la première setion, nous donnons les dénitions des ordres partiels et des
treillis.
Les systèmes de fermeture et les treillis sont des strutures mathématiques fortement
liées. Nous donnons ainsi les diérentes dénitions sur les systèmes de fermeture dans la
deuxième setion et dénissons le treillis des systèmes de fermeture dans la setion 3.
La quatrième setion présente diérentes représentations des systèmes de fermeture en
s'attardant plus partiulièrement sur les bases d'impliations.
Enn une dernière setion rappelle les diérents liens qui existent entre les diérentes
notions exposées préédemment.
Le hapitre 2 traite des théories de Horn en logique propositionnelle et de leurs liens
ave les systèmes de fermeture.
Dans un premier temps, nous donnons les dénitions en logique propositionnelle nées-
saires an d'appréhender les théories de Horn. Puis nous exposons la bijetion qui existe
entre les théories de Horn et les systèmes de fermeture.
III. Diérentes opérations sur les systèmes de fermeture
La partie 3 (hapitre 3 à 6) présente trois opérations ensemblistes sur les systèmes de
fermeture.
 La borne inférieure de systèmes de fermeture.
 La borne supérieure de systèmes de fermeture.
 La diérene de deux systèmes de fermeture.
Outre un intéret théorique, es trois opérations sont appliqués et appliquables dans dif-
férents domaines tel que l'intelligene artiielle, la logique, les bases de données et bien
d'autres. Les représentations des systèmes de fermeture onsidéréés peuvent ainsi être
diérentes selon les problèmes auquels nous les rattahons. Nous étudions don es trois
opérations sur trois représentations des systèmes de fermeture que sont :
 Les éléments inf-irrédutible.
 La base d'impliations.
 L'opérateur de fermeture.
6Le but de ette partie est don d'étudier es trois opérations en onsidérant les diérentes
représentations des systèmes de fermeture évoquées i-dessus.
L'introdution de ette partie expose es trois opérations et les met en relation ave
leurs problèmes équivalents étudiés sur les théories de Horn en logique propositionnelle
[41, 42, 44℄.
Dans le hapitre 4, nous étudions l'opération de borne inférieure de systèmes de ferme-
ture. Cette opération est équivalente à l'opération d'intersetion sur les théories de Horn.
Nous transrivons ainsi les rèsultats exposés dans [42℄ sur les systèmes de fermeture. De
plus, nous dénissons un opérateur de fermeture assoié à la borne inférieure de systèmes
de fermeture qui utilise uniquement les opérateurs de fermeture de haque système de
fermeture onsidéré.
Le hapitre 5 traite de l'opération de borne supérieure de systèmes de fermeture. Nous
avons ainsi remarqué que ette opération est équivalente au alul de l'enveloppe de Horn
de la disjontion de théories de Horn qui a été étudié dans [41℄. Nous exposons ainsi leurs
résultats en les exprimant sur les systèmes de fermeture. Nous nous attardons plus parti-
ulièrement sur la représentation des systèmes de fermeture par les bases d'impliations.
Il a été montré dans [41℄ qu'il n'existe pas d'algorithme polynomial permettant de aluler
une base d'impliations de la borne supérieure de systèmes de fermeture étant données
leurs bases d'impliations respetives. Une ontribution de ette thèse est d'avoir mon-
tré que e problème est polynomial si nous onsidérons que les bases d'impliations des
systèmes de fermeture onsidérés sont diretes. L'algorithme qui en déoule a fait l'objet
d'une publiation lors de la onférene MCO'08 [89℄.
Le hapitre 6 traite de l'opération de la diérene de deux systèmes de fermeture. Ce
problème étant équivalent au problème de diérene de deux théories de Horn qui a été
étudié dans [44℄, nous avons retransrit leurs résultats sur les systèmes de fermeture.
Cette dernière opération n'est pas déni sur les systèmes de fermeture mais peut avoir
des appliations dans divers domaines.
IV. Problème de génération des bases d'impliations
mixtes
Enn, la quatrième partie de ette thèse (hapitre 6 et 7) porte sur le problème de
génération des bases d'impliations mixtes. Nous avons vu qu'une base d'impliations
est une représentation des systèmes de fermeture très utilisée dans diérents domaines.
Mais elle-i permet seulement des assoiations positives entre les éléments. Le but
7de ette partie est d'étudier les bases d'impliations prenant en ompte à la fois la
présene et l'absene d'éléments dans les impliations. Nous appelons es impliations
des impliations mixtes.
Le hapitre 6 présente ainsi les notations et les dénitions que nous allons utiliser pour
les bases d'impliations mixtes. Nous introduisons une méthode naïve de générations
des impliations à partir d'un ontexte formel. Nous regardons ensuite diérentes pro-
blématiques liées à la génération des bases d'impliations purement positives, purement
négatives et mixtes.
Dans le hapitre 7, nous nous onentrons plus partiulièrement sur le problème de la
génération d'une base d'impliations mixtes à partir des bases d'impliations purement
positives et purement négatives assoiées à un ontexte formel R. Nous verrons ainsi,
qu'à partir de ette information, nous n'avons auune garantie d'obtenir une base d'im-
pliations mixtes ompléte pour un ontexte R onsidéré. Cependant, nous exhiberons
un ertain nombre de propriétés et de règles d'inférene qui nous permettent de déduire
ertaines impliations mixtes de R. Ce travail a fait état d'une publiation lors de la
onférene ICFCA 08 [78℄.
Nous montrerons aussi que dans le as partiulier d'un ontexte réduit, nous obtenons
une nouvelle règle d'inférene qui nous permet de démontrer la justesse et la omplétude
de la base d'impliations mixtes déduite de toutes les règles d'inférenes que nous avons
trouvées et ei uniquement à partir des bases d'impliations positives et négatives.
Enn un hapitre de onlusion permettra de faire le bilan de ette thèse et proposera
quelques perspetives de reherhe.
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Deuxième partie
Systèmes de fermeture et théories de
Horn : Dénitions et relations
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1.1 Ordre partiel et treillis
Dans ette setion, nous rappelons quelques dénitions sur les ordres partiels et les
treillis. Les diérentes notations et dénitions que nous utilisons sont tirées des diérents
ouvrages onnus sur es notions [28, 54, 24℄.
Dénition 1 Ordre partiel
Soit G un ensemble. Un ordre partiel sur G est une relation binaire ≤ sur G telle que,
pour tout x, y, z ∈ G,
(i) x ≤ x (réexivité)
(ii) x ≤ y et y ≤ x implique x = y (antisymétrie)
(iii) x ≤ y et y ≤ z implique x ≤ z (transitivité)
Un ordre partiel sur un ensemble G est noté (G,≤).
11
12 Chapitre 1. Systèmes de fermeture
Dénition 2 Relation de ouverture
Soit (G,≤) un ordre partiel et x, y ∈ G. On dit que x est ouvert par y (ou y ouvre x) et
on note x ≺ y si x < y et x ≤ z < y implique z = x. Autrement dit, il n'existe pas z ∈ G
ave x < z < y.
Dénition 3 Idéal et ltre
Soit (G,≤) un ordre partiel et A ⊆ G,
 A est un idéal si, pour tout x ∈ A, y ∈ G et y ≤ x, on a y ∈ A.
 A est un ltre si, pour tout x ∈ A, y ∈ G et y ≥ x, on a y ∈ A.
Pour j ∈ G, on notera l'idéal (resp. le ltre) prinipal de j par ↓ j = {x ∈ G | x ≤ j}
(resp. ↑ j = {x ∈ G | x ≥ j}). Pour A ⊆ G, on notera ↓ A =
⋃
j∈A ↓ j (resp.
↑ A =
⋃
j∈A ↑ j) l'idéal (resp. le ltre) assoié à A.
Dénition 4 Borne supérieure, borne inférieure
Considérons un ordre partiel (G,≤). Un élément x ∈ G est la borne supérieure (ou su-
premum) de y, z ∈ G si les deux propriétés suivantes sont vériées :
1. y ≤ x et z ≤ x, et
2. Pour tout t ∈ G tel que y ≤ t et z ≤ t, on a x ≤ t.
On dénit de façon duale la borne inférieure (ou inmum).
On note par x ∨ y (resp. x ∧ y) le supremum (resp. l'inmum) de x et y.
Dénition 5 Demi-treillis et treillis
Soit T = (G,≤) un ordre partiel non vide. T est un inf-demi-treillis si toute paire {x,y}
de ses éléments admet un inmum x ∧ y. C'est un sup-demi-treillis si toute paire {x,y} de
ses éléments admet un supremum x ∨ y. T est un treillis s'il est à la fois inf-demi-treillis
et sup-demi-treillis.
Un treillis T possède un plus grand élément, noté ⊤, ainsi qu'un plus petit élément, noté
⊥.
La gure 1.1 présente diérents ordres partiels. La gure a) représente un treillis puisque
toute paire de ses éléments {x, y} admet un inmum x∨ y et un suprémum x∧ y. L'ordre
partiel b) n'est don pas un treillis puisque qu'il n'admet pas es propriétés. En revanhe
l'ordre partiel ) représente un inf-demi-treillis puisque tout ouple d'éléments admet un
inmum.
Dénition 6 Atomes et éléments irrédutibles :
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a) b) c)
Fig. 1.1  a)Treillis , b) Un ordre partiel, ) Un demi-treillis
 Les éléments ouverts par ⊤ se nomment les o-atomes du treillis.
 Les éléments qui ouvrent ⊥ se nomment les atomes du treillis.
 j ∈ T est dit ∨-irrédutible si quels que soient x, y ∈ T , x∨y = j ⇒ x = j ou y = j.
 m ∈ T est dit ∧-irrédutible si quels que soient x, y ∈ T , x ∧ y = m ⇒ x = m ou
y = m.
On peut aussi noter que les éléments ∨-irrédutibles sont les éléments qui ouvrent
un seul élément et les éléments ∧-irrédutibles sont les éléments qui sont ouverts par un
seul élément.
1.2 Systèmes de fermeture
Nous allons voir à présent les diérentes dénitions sur les systèmes de fermeture.
Nous montrons que les systèmes de fermetures, les opérateurs de fermeture et les treillis
sont des strutures mathématiques fortement liées. Un système de fermeture ordonné par
inlusion est un treillis. De plus, à tout treillis orrespond un système de fermeture et par
onséquent un opérateur de fermeture.
Dénition 7 Système de fermeture
Soit G un ensemble d'éléments. Une famille d'ensembles F sur G est un système de
fermeture si :
 a) G ∈ F .
 b) X, Y ∈ F implique X ∩ Y ∈ F .
Si F ∈ F , alors F est dit F -fermé ou simplement fermé.
14 Chapitre 1. Systèmes de fermeture
Remarque : Une famille qui vérie la propriété b) de la dénition 7 est appelée
une théorie de Horn en logique. Si elle respete les deux propriétés, elle est appelée
fontion de Horn strite (pour plus de détails, se référer au Chapitre 2).
Le terme famille de Moore est aussi usuellement utilisé pour un système de fermeture.
Considérons l'exemple suivant d'un système de fermeture :
Exemple 1 Soit G={a,b,,d} un ensemble d'éléments. Alors la famille d'ensembles
F={∅, a, b, , ab, ad, b, abd} est un système de fermeture sur G puisque tout ensemble
peut être obtenu par intersetion des ensembles le ontenant.
Il existe une orrespondane entre la notion de système de fermeture et elle d'opéra-
teur de fermeture dénie omme suit :
Dénition 8 Opérateur de fermeture
Soit G un ensemble d'éléments. L'appliation ϕ : 2G → 2G est un opérateur de fermeture
si les onditions suivantes sont vériées :
 X ⊆ ϕ(X) (extension)
 X ⊂ Y ⇒ ϕ(X) ⊆ ϕ(Y) (monotonie)
 ϕϕ(X) = ϕ(X) (idempotene)
Un ensemble X ⊆ G est dit fermé si X = ϕ(X). L'ensemble des fermés par ϕ dénit
ainsi un système de fermeture [28℄.
On notera qu'un ensemble d'éléments inf-irrédutibles est une représentation du système
de fermeture assoié. La fermeture de M(F) par intersetion est ainsi ègale à F sahant
que l'ensemble G appartient à F . De manière plus formelle, nous pouvons le dénir omme
suit :
Proposition 1 Soit F un système de fermeture sur G. Alors la famille des fermés dénis
par l'opérateur ϕF(A) =
⋂
{M∈ M(F) | A ⊆ M} est égale à F .
On notera par ϕF l'opérateur de fermeture assoié au système de fermeture F .
Proposition 2 Soit ϕ un opérateur de fermeture. Fϕ = {X ⊆ G|X = ϕ(X)} est un
système de fermeture.
Proposition 3 Soit F un système de fermeture sur G. Alors (F ,⊆) est un treillis ave :
 X∧Y = X∩Y
 X∨Y = ϕF (X∪Y) =
⋂
{F ∈ F | X∪Y ⊆ F}
1.3. Treillis des systèmes de fermeture 15
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Fig. 1.2  Treillis orrespondant au système de fermeture de l'exemple 2.
Exemple 2 Soient G ={a,b,,d,e} et le système de fermeture sur G suivant :
F={∅,{a}, {b}, {}, {e}, {ab}, {ad}, {abd}, {abe}, {abde}}.
Nous avons alors l'ensemble des éléments inf-irrédutibles de F : M(F) = {b, , e, ad,
abd, abe} et l'ensemble des éléments sup-irrédutibles de F : J (F) = {a, b, , e, ad}.
Le treillis orrespondant à e système de fermeture est présenté dans la gure 1.2.
1.3 Treillis des systèmes de fermeture
Nous avons vu préédemment la notion de système de fermeture et de treillis. Nous
nous intéressons à présent à l'ensemble de tous les systèmes de fermeture dénis sur un
ensemble G que l'on note K. Cet ensemble dénit ainsi lui même un système de fermeture
mais ette fois-i sur l'ensemble 2
G
.
Proposition 4 K = {F ⊆ 2G | F est un système de fermeture} est un système de
fermeture ave ϕK(F) =
⋂
{F ′ ∈ K | F ⊆ F ′}, où F est une famille arbitraire sur G.
Corollaire 1 (K, ⊆) est un treillis ave pour tout F , F ′ ∈ K on a :
 F ∧ F ′ = F ∩ F ′.
 F ∨ F ′ = ϕK(F ∪ F
′) ={F ∩ F' : F,F' ∈ F ∪ F ′}.
La gure 1.3 illustre les opérations de l'inmum et du suprémum de deux systèmes de
fermeture sur un ensemble G.
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Fig. 1.3  Opérations sur les systèmes de fermeture.
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1.4 Représentation des systèmes de fermeture
Nous allons voir dans ette setion les diérentes représentations les plus utilisées
pour les systèmes de fermeture. Nous avons déjà vu dans la setion 1.2 la orrespondane
entre les systèmes de fermeture et les opérateurs de fermeture ainsi que les ensembles des
éléments inf-irrédutibles assoiés. Nous nous intéressons à présent à la représentation des
systèmes de fermeture par les ontextes formels et par les bases d'impliations.
1.4.1 Contextes formels
La notion de ontexte formel est une notion basique en analyse de onepts formels
initiée par Ganter et Wille [54℄.
On note par R = (G, M, I) un ontexte formel où G représente l'ensemble des objets et
M l'ensemble des attributs du ontexte. I exprime la relation entre G et M. Dans le but
d'exprimer le fait qu'un objet g ∈ G est en relation I ave un attribut m ∈ M, on note
gIm ou (g,m) ∈ I qui est interprété omme l'objet g ontient l'attribut m . La relation I
est ainsi appelée relation d'inidene du ontexte formel. On notera les objets du ontexte
par des nombres (1, 2, 3,...) et les attributs par des lettres (a, b, , ....).
Dénition 9 Soit R=(G,M,I) un ontexte formel.
On dénit :
 f : 2G → 2M , f(X) = X' = {a ∈ M | ∀ x ∈ X, xIa}
 g : 2M → 2G, g(Y) = Y' = {y ∈ G | ∀ a ∈ Y, yIa}
Dénition 10 Un onept formel d'un ontexte R = (G, M, I) est une paire (A, B) ave
A ⊆ G, B ⊆ M, A' = B et B' = A.
On note par C(R) l'ensemble de tous les onepts formels que l'on peut extraire d'un
ontexte formel R. Ces onepts sont ainsi partiellement ordonnés par :
(X1, Y1) ≤ (X2, Y2)⇔ X1 ⊆ X2, Y2 ⊆ Y1.
Un treillis des onepts assoié à un ontexte R est ainsi un treillis omplet (C(R),≤) que
l'on notera par B(R).
Proposition 5 Soit R = (G,M,I) un ontexte. ϕ1 : 2
G → 2G ave ϕ1(A) = f ◦ g(A) est
un opérateur de fermeture sur G et ϕ2 : 2
M → 2M ave ϕ2(A) = g ◦ f(A) est un opérateur
de fermeture sur M . Les systèmes de fermeture assoiés sont ainsi les suivants :
1. FG ={A | ϕ1(A) = A}
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2. FM ={B | ϕ2(B) = B}
Nous pouvons voir sur la gure 1.4 un ontexte formel représenté sous forme matriielle
ainsi que les représentations des systèmes de fermeture assoiés sur les ensembles M et G
du ontexte R.
R a b  d
1 1 1 0 1
2 1 0 1 1
3 0 1 0 1
4 0 1 1 0
1) R = (G, M, I)
Fig. 1.4  1)Un ontexte formel R, 2)Treillis représentant le système de fermeture FM ,
3) Treillis représentant le système de fermeture FG.
Dénition 11 Un ontexte R =(G,M,I) est dit réduit si tout objet g de G ne peut être
obtenu par intersetion d'autres objets et si tout attribut m de M ne peut être obtenu par
intersetion d'autres attributs.
Remarque : Nous onsidérons, dans la suite de e manusrit, qu'un ontexte réduit ne
ontient pas d'objet omposé de tous les attributs du ontexte.
Proposition 6 [54℄ Soient R un ontexte formel et R' son ontexte réduit assoié. Alors
les treillis assoiés à R et R' sont isomorphes.
Il existe ainsi un unique ontexte réduit assoié à un ontexte formel.
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1.4.2 Systèmes d'impliations
Une des représentations possibles pour un système de fermeture est une base d'im-
pliations. Nous allons voir dans ette setion les diérentes notations et dénitions sur
les bases d'impliations ainsi que les relations existantes entre les notions de systèmes de
fermeture et de bases d'impliations.
Impliations
Dénition 12 Soit G un ensemble d'éléments. Un ouple (X, Y ) ∈ 2G × 2G, noté X →
Y est dit une impliation sur G. X est appelé la prémisse de l'impliation (ou enore
l'antéédent), et Y la onlusion. On notera Σ une famille d'impliations sur G.
Dénition 13 Soient X → Y une impliation et F un sous-ensemble de G. On dit que
l'impliation X → Y est satisfaite pour F (ou enore que F satisfait l'impliation X → Y )
si et seulement si :
X ⊆ F ⇒ Y ⊆ F
Plus généralement, on dira qu'une famille d'impliations est satisfaite pour un ensemble
F ⊆ G si et seulement si F satisfait toutes les impliations de Σ.
Dans le as où un ensemble F satisfait la famille d'impliations Σ, on dira que F est un
ensemble Σ-fermé. Dans le as où F ne satisfait pas la famille d'impliations Σ, le plus
petit ensemble Σ-fermé ontenant F est appelé la fermeture de F par Σ, notée FΣ.
Étant donné un ensemble F , il existe des algorithmes permettant de aluler sa fermeture
en temps linéaire par rapport à la taille de Σ [9, 71℄. La taille d'une base d'impliations
est dénie par |Σ| qui orrespond au nombre d'impliations dans Σ .
Soit Σ un ensemble d'impliations sur G. La famille des ensembles Σ-fermés onstitue un
système de fermeture, noté FΣ = {F
Σ | F ⊆ G}.
Dans le as où plusieurs systèmes de fermetures F , F ′, F ′′ sont manipulés en même temps,
on notera ΣF , ΣF ′ , ΣF ′′ les familles d'impliations vériées orrespondantes.
Propriété 1 Soient Σ une famille d'impliations sur G et X → Y une impliation. On
dira que X → Y dérive de Σ (ou, de façon équivalente, que Σ infère X → Y , ou enore
que Σ implique logiquement X → Y ), si et seulement si Y ⊆ XΣ.
On notera Σ ⊢ X → Y l'impliation logique de X → Y par Σ.
De la même façon qu'une impliation dérive d'une famille d'impliations Σ, on
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dira qu'une famille d'impliations Σ′ dérive de Σ (noté Σ ⊢ Σ′) si et seulement si, pour
tout X → Y ∈ Σ′, Σ ⊢ X → Y .
Dénition 14 Deux familles d'impliations Σ et Σ′ sont équivalentes si et seulement si :
Σ′ ⊢ Σ et Σ ⊢ Σ′
ou
FΣ = FΣ′
A un système d'impliations, on peut assoier de façon unique un système de fermeture. En
revanhe, un système de fermeture peut orrespondre à plusieurs familles d'impliations.
Dans e as, es familles d'impliations sont toutes équivalentes.
Base d'impliations
Dénition 15 Soit F un système de fermeture. On dira que Σ est une base d'implia-
tions pour F ssi F = FΣ. On note par ϕΣ l'opérateur de fermeture assoié à FΣ.
Les bases d'impliations pour un système de fermeture peuvent être de taille expone-
nielle par rapport à la représentation que nous avons du système de fermeture auquel nous
pouvons l'assoier (par exemple les éléments inf-irrédutibles de e système de fermeture).
Il est alors plus intéressant de se foaliser sur les plus petites d'entre elles en terme de
nombre d'impliations ou elles qui ont de bonnes propriétés.
Dénition 16 Soient F un système de fermeture et Σ une base d'impliations de F . On
dira que Σ est
1. Non redondante, si pour tout X → Y ∈ Σ, Σ \ {X → Y } 6⊢ X → Y .
2. Minimum, si pour tout Σ′ une base équivalente à Σ, on a |Σ′| ≥ |Σ|, où |Σ| est le
ardinal de Σ
De la dénition i-dessus, on déduit qu'une base minimum est une base non redon-
dante, mais une base non redondante n'est pas forément minimum.
Propriété 2 Axiomes d'Armstrong
Une base d'impliations omplètes assoiée à un système de fermeture sur G est un système
d'impliations qui vérie les axiomes suivants :
1. ∀ A,B,C ⊆ G, A→ B et B → C impliquent A→ C (transitivité)
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2. ∀ A,B, Z ⊆ G, A→ B implique AZ → BZ (augmentation)
3. ∀ A,B ⊆ G, A ⊆ B implique B → A. (réexivité)
Les axiomes d'Armstrong [5℄ permettent ainsi de dériver toutes les impliations qui
sont satisfaites par un système de fermeture F à partir d'une base d'impliations de e
système de fermeture.
Parmi les diérentes bases d'impliations onnues, nous nous intéressons plus partiu-
lièrement à trois bases d'impliations que sont la base des générateurs minimaux ou base
générique[85℄, la base des prémisses propres [101℄ et la base anonique plus ommunément
appelée la base de Guigues Duquenne [38℄ ou bien enore la "stem base" dans [54℄. Les
deux premières bases d'impliations évoquées sont des bases d'impliations diretes. On
dira qu'une base d'impliations est direte si pour tout ensemble A ⊆ G, il sut d'un seul
passage de Σ pour obtenir ϕΣ(A). La base des générateurs minimaux est ainsi une base
d'impliations direte et la base des prémisses propres a la partiularité d'être une base
direte minimale.
Base des générateurs minimaux (générique)
La base des générateurs minimaux est onstruite à partir d'ensembles partiuliers que
sont les générateurs minimaux. Elle est uniquement dénie mais n'a pas de propriété sur
sa taille. De plus, ette base d'impliations peut être redondante.
Dénition 17 Soit F un système de fermeture sur G. On appelle B un générateur mi-
nimal d'un ensemble fermé F ∈ F si 6 ∃ B' ⊂ F tel que ϕF(B') = F.
Théorème 1 Soit F un système de fermeture sur G. Alors ΣF = {B → F\B | B ⊂ G |
B est un générateur minimal} est une base d'impliations pour F .
Exemple 3 Si nous onsidérons le système de fermeture de l'exemple 2, la base des gé-
nérateurs minimaux assoiée à e système de fermeture est la suivante :
ΣF = { d→a, bd→a, a→be, b→ae, ae→b, be→a, e→ab, d→abe, de→ab}
Nous pouvons voir dans l'exemple 3, que ette base d'impliations est redondante. Si
nous onsidérons les régles d→a et bd→a, nous remarquons que bd→a est redondante
par rapport à d→a. En général, ette base n'est don pas forément minimum.
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Bases des prémisses propres [101℄
Cette base d'impliations est basée sur des éléments partiuliers appelés "prémisses
propres". Nous verrons que ette base est dénie de manière unique et peut être redon-
dante.
Dénition 18 Soit un ensemble A⊆G, on note par :
A
•
= ϕ(A) \ (A ∪
⋃
x∈A
ϕ(A\{x}))
l'ensemble des éléments de ϕ(A) qui n'appartiennent ni à A ni à la fermeture d'auun
sous ensemble propre de A. On appelle A une prémisse propre si A• 6= ∅, 'est à dire :
ϕ(A) 6= A ∪
⋃
x∈A
ϕ(A\{x})
En partiulier, ∅ est une prémisse propre si ϕ(∅) 6= ∅.
Théorème 2 Soit F un système de fermeture sur G. Alors ΣF = {A → A
• | A est une
prémisse propre} est une base d'impliations pour F .
Exemple 4 Si nous onsidérons le système de fermeture de l'exemple 2, la base des pré-
misses propres assoiée à e système de fermeture est la suivante :
ΣF = { d→a, a→be, b→ae, ae→b, be→a, e→ab, d→be, de→b}
Nous pouvons voir dans et exemple que l'ensemble des premisses propres de ette base
d'impliations est un sous-ensemble de l'ensemble des générateurs minimaux assoié au
même système de fermeture.
Base de Guigues Duquenne [38℄
La base de Guigues Duquenne [38℄ est onstruite sur des éléments partiuliers appe-
lés ensembles pseudo-fermés qui sont basés sur la dénition des ensembles quasi-fermés.
Elle est uniquement dénie et a la propriété d'être minimum. En revanhe, il n'est pas
toujours possible de aluler la fermeture d'un ensemble en un seul passage de ette base
d'impliations.
Dénition 19 Un ensemble Q ⊆ G est un ensemble quasi-fermé si et seulement si F∪Q
est un système de fermeture.
Une aratérisation lassique des ensembles quasi-fermés est la suivante :
1.5. Réapitulatif 23
Propriété 3 [38℄ Soit un ensemble Q ⊂ G. Q est quasi-fermé ssi pour tout A ⊂ Q,
AΣ
F
= QΣ
F
ou AΣ
F
⊂ Q.
Enn, à partir de la dénition d'ensemble quasi-fermé, on peut donner la dénition
d'ensemble pseudo-fermé.
Dénition 20 Un ensemble quasi-fermé P est un ensemble pseudo-fermé s'il n'existe pas
d'ensemble quasi-fermé Q ave Q ⊂ P et QΣ
F
= PΣ
F
.
Exemple 5 Si nous onsidérons le système de fermeture de l'exemple 2, la base de
Guigues Duquenne assoiée à e système de fermeture est la suivante :
ΣF = {d →a, ae → b, be → a, e → ab, a → be, b → ae}.
L'ensemble des pseudo-fermés permet ainsi de dénir la base d'impliations de Guigues
Duquenne.
Théorème 3 Base minimum de Guigues-Duquenne[38℄.
Soit F un système de fermeture, l'ensemble ΣF = {P → PΣ
F
| P est un ensemble pseudo-
fermé} est une base d'impliations minimum pour F .
De plus, à partir d'une base d'impliations quelonque, il existe un algorithme permettant
de trouver la base de Guigues Duquenne assoiée. Cet algorithme a été déouvert par
Mayer puis Shok l'a simplié [92℄.
Algorithme 1 : MINIMUM(Σ)
Données : Σ une base d'impliations de F
Résultat : Σmin une base minimum d'impliations de F
début
pour haque X → Y ∈ Σ faire
Remplaer X → Y par X → XΣ ;
pour haque X → XΣ ∈ Σ faire
si XΣ
F\{X→XΣ
F
} ∈ F alors Σ \ {X → Y } → Σ
n
1.5 Réapitulatif
Dans ette setion, nous rappelons de manière brève les diérents liens entre les notions
dénies dans e hapitre.
Soit F un système de fermeture sur G. Alors
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 l'opérateur de fermeture ϕ : 2G → 2G ave ϕ(X) =
⋂
{F ∈ F | X ⊆ F} ou enore
ϕ(X) =
⋂
{F ∈ F | F ∈M(F ), X ⊆ F} orrespond au système de fermeture F .
 F est isomorphe à la fermeture par intersetion de la olletion M(F) ∪ G. Les
éléments de M(F) peuvent don servir à représenter le treillis.
 (F ,⊆) est un treillis. Notons que pour un treillis, on peut assoier plusieurs systèmes
de fermeture.
 Notons qu'on peut assoier à F plusieurs bases d'impliations équivalentes, mais
une seule est sous la forme de Guigues-Duquenne et une seule est sous la forme de
base de générateurs minimaux.
 F est égal à l'ensemble des ensembles Σ-fermés où Σ est une base de F . Notons
qu'une base minimum d'impliations pour F peut être alulée en temps polynomial
à partir de F . Par ontre à partir de M(F), e problème reste ouvert.
Les diérentes représentations que nous avons vu dans e hapitre sont don très liés
au système de fermeture orrespondant. Malheureusement le passage entre es diérentes
représentations reste, en général, assez diile à eetuer. Le alul d'un opérateur de
fermeture pour un système de fermeture est une tahe faile si nous onsidérons son en-
semble d'éléments inf-irrédutibles ou bien une base d'impliations assoiée. En revanhe,
onernant les autres représentations que nous avons étudiées, il n'existe pas à e jour
de méthode eae permettant de passer de l'une à l'autre. Nous exhibons es diérents
liens sur la gure 1.5 et regardons les proportions sur les tailles des représentations d'un
système de fermeture dans le pire des as sur la table 1.1.
M(F) ΣF F
|M(F)| = m m 2m 2m
|ΣF | = m 2
m m 2m
|F| = m m |G| × m m
Tab. 1.1  Taille des diérentes représentations d'un système de fermeture F sur G au
pire des as.
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Fig. 1.5  Passage entre les diérentes représentations des systèmes de fermeture
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Il existe une forte relation entre les systèmes de fermerture et les fontions de Horn
en logique propositionnelle. Dans e hapitre, nous donnons les dénitions et les nota-
tions néessaires pour dénir les fontions de Horn. Ensuite, nous nous intéressons plus
partiulièrement aux relations qui existe entre les fontions de Horn et les systèmes de
fermeture.
2.1 Dénitions
On note par {0, 1}n le produit artésien Πni=1{0, 1}. Un tuple v ∈ {0, 1}
n
sera noté
v = (x1, ..., xn) et vi représente la i-éme omposante, 'est à dire xi. Si nous onsidérons
un ensemble G tel que |G| = n, il y a une bijetion entre {0, 1}n et P(G), l'ensemble des
parties de G.
Dénition 21 Fontion booléenne
On appelle fontion booléenne à n variables (ou fontion logique) toute appliation de la
forme :
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f : {0, 1}n → {0, 1}
(x1, ..., xn) → f(x1, ..., xn)
On peut dérire une fontion booléenne par une table de vérité ou bien utiliser des
formules mathématiques à base d'opérateurs logiques. Ainsi le ∧ représente le ET, ∨
représente le OU et  ¯ représente le NON.
L'étude des fontions booléennes sur n variables est équivalente à l'étude de l'ensemble
des parties de {0, 1}n que l'on notera Bn. On a de e fait que |Bn| = 2
2n
où |Bn|
représente le nombre de fontions possibles sur n variables.
Nous pouvons ainsi représenter une famille F d'ensembles de G par sa fontion
aratéristique fF omme suit :
fF(M) =
{
1 si M ∈ F
0 sinon
De la même manière, on peut assoier à une fontion booléenne f dans {0, 1}, une famille
d'ensembles sur G que l'on nomme les modèles de f.
Ff = {M ⊆ G|f(M) = 1}
La bijetion entre une fontion booléenne et une famille d'ensembles s'exprime de la
manière suivante :
Bn → 2
2G
Ainsi es deux notations sont éhangeables.
Dénition 22 Littéral :
Un littéral est une fontion booléenne de la forme p (littéral positif) ou p¯(littéral négatif),
où p est une variable.
Dénition 23 Modèle et théorie :
Une théorie T est un sous-ensemble de {0, 1}n. Les éléments de T sont appelés modèles.
Les modèles (0, 0, ..., 0) et (1, 1, ..., 1) seront respetivement notés par 0 et 1.
Deux modèles v, w sont dits omparables (noté v ≤ w) si pour tout i ∈ {1, .., n}, vi ≤ wi
ave 0 ≤ 1.
Dénition 24 T (f) :
Soit f une fontion booléenne, T (f) = {v ∈ {0, 1}n | f(v) = 1} représente l'ensemble de
tous les modèles de la fontion f.
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On dira que deux fontions booléennes f1 et f2 sont équivalentes si et seulement si T (f1)
= T (f2).
Exemple 6 La fontion f = (a ∧ b¯) ∨ c est une fontion booléenne à trois variables.
T (f) = {(0, 0, 1), (1, 0, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)}.
La fontion f ′ = (a ∨ c) ∧ (b¯ ∨ c) est équivalente à la fontion f puisque T (f) = T (f ′)
2.2 Formes Normales
En logique, les formes normales sont une normalisation des fontions logiques. Il existe
ainsi plusieurs types de formes normales. Nous nous intéressons ii plus partiulièrement
à la forme normale onjontive et à la forme normale disjontive.
Dénition 25 Clause et FNC :
 Une lause est une fontion de la forme  = l1 ∨ ....∨ ln, n ≥ 0, où haque li est un
litteral.
 Une fontion booléenne est dite en forme normale onjontive (FNC) si et seulement
si elle est de la forme c1 ∧ ... ∧ cm, m ≥ 0, où haque ci est une lause.
Dénition 26 Terme et FND :
 Un terme est une fontion de la forme t= l1 ∧ .... ∧ ln, n ≥ 0, où haque li est un
litteral.
 Une fontion booléenne est dite en forme normale disjontive (FND) si et seulement
si elle est de la forme t1 ∨ ... ∨ tm, m ≥ 0, où haque ti est un terme.
Nous noterons la lause vide (n = 0) par ⊥ et le terme vide par ⊤. L'ensemble des
littéraux positifs d'une lause  sera noté P (c) et l'ensemble des littéraux négatifs par
N(c).
Théorème 4 Soit f une fontion booléenne.
 Il existe une fontion f1 en FND telle que f1 est équivalente à f .
 Il existe une fontion f2 en FNC telle que f2 est équivalente à f .
Le théorème 4 exprime le fait que l'on peut transformer une fontion f quelonque en
une fontion ne ontenant qu'une onjontion de lauses (FNC) ou bien une fontion ne
ontenant qu'une disjontion de termes.
Dénition 27 Un terme t est un impliquant d'une fontion booléenne f si t implique f,
'est à dire ∀ v ∈ {0, 1}n, t(v) ≤ f(v). Il est impliquant premier si tout sous-ensemble de
onjontion de littéraux de t n'est pas un impliquant de f.
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Dénition 28 Une lause  est un impliqué d'une fontion booléenne f si f implique ,
'est à dire ∀ v ∈ {0, 1}n, f(v) ≤ c(v). Il est impliqué premier si tout sous-ensemble de
disjontion de littéraux de  n'est pas un impliqué premier de f.
Exemple 7 Si nous onsidérons la fontion booléenne suivante :
f = (x1 ∧ x3) ∨ (x2 ∧ x4) ∨ (x3)
nous avons :
 (x1 ∧ x3), (x2 ∧ x4) et x3 sont des impliquants
 (x1 ∧ x3) n'est pas un impliquant premier.
De la même manière, si nous onsidérons la fontion booléenne qui suit :
f ' =(x1 ∨ x3) ∧ (x2 ∨ x4) ∧ (x3).
 (x1 ∨ x3), (x2 ∨ x4) et (x3) sont des impliqués.
 (x1 ∨ x3) n'est pas un impliqué premier.
2.3 Fontions de Horn
Il existe des lasses partiulières pour les fontions booléennes. Les fontions boo-
léennes de Horn forment ainsi une lasse ayant des propriétés intéressantes que nous
allons voir dans ette setion. Il existe une forte relation entre les fontions de Horn et les
systèmes de fermeture. Plus exatement, les systèmes de fermeture sur un ensemble G et
les fontions de Horn strites ('est à dire qui peuvent être représentée par une onjontion
de lauses strites) sont en bijetion.
2.3.1 FNC de Horn et bases d'impliations
Dénition 29 Une lause de Horn est une lause omportant au plus un littéral positif.
La dénomination "lause de Horn" vient du nom du logiien Alfred Horn qui mit en
évidene l'intérêt de telles lauses en 1951 [60℄.
Il existe ainsi deux types de lauses de Horn distints qui nous intéressent :
 Les lauses de Horn strites (ou pures) : elles omportent un littéral positif
et au moins un littéral négatif.
 Les lauses de Horn négatives : elles ne ontiennent que des littéraux négatifs.
L'exemple 8 illustre ainsi les diérents types de lauses de Horn.
Exemple 8
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 (a ∨ b¯ ∨ c¯) est une lause de Horn strite.
 (a¯ ∨ b¯ ∨ c¯) est une lause de Horn négative.
 (a ∨ b ∨ c¯) n'est pas une lause de Horn.
Les lauses de Horn forment ainsi un sous-ensemble des formes normales disjontives dans
lesquels un seul terme est positif.
Dénition 30 Une fontion booléenne est dite de Horn si elle est omposée d'une
onjontion de lauses de Horn.
L'ensemble des modèles d'une fontion de Horn est appelé une théorie de Horn. Si nous
onsidérons que v ∧ w orrespond à l'operation et entre les deux veteurs v, w ∈ {0, 1}n
et que Cl∧(S) est la fermeture de S ⊆ {0, 1}
n
par ∧, nous avons la propriété suivante :
Proposition 7 T est une théorie de Horn si et seulement si (T ) = Cl∧(T ).
Nous pouvons ainsi déduire de la proposition 7 que la théorie de Horn T admet un
unique modéle minimal v =
∧
w ∈ T w.
Théorème 5 Une fontion booléenne h de n variables {x1, ....., xn} est une fontion de
Horn si et seulement si la famille omposée de ses modèles et de (1....1) forme un système
de fermeture sur G = {x1, ..., xn}.
Ce dernier théorème a été montré dans [60℄, évoqué par Dehter et Pearl dans [30℄ et
utilisé dans [13℄ .
Il met ainsi en évidene l'équivalene entre les ensembles fermés d'un système de fermeture
et les modèles d'une théorie de Horn. Nous avons vu que les lauses de Horn strites sont
de la forme x¯1 ∨ ...x¯k ∨ y. Ces lauses sont alors équivalentes à {x1, ....., xk} ⊢ y . Elles
représentent don des règles de type si.... alors..... Si nous les représentons sous forme
impliationnelle, elles sont alors équivalentes à x1...xk → y pour une base d'impliations.
Une FNC de Horn étant une onjontion de lauses de Horn, une représentation
équivalente sera un ensemble d'impliations.
2.3.2 Modèles aratéristiques et éléments inf-irrédutibles
Dénition 31 Un modèle v d'une théorie de Horn T est appelé modèle aratéristique
si v 6∈ Cl∧(T \{v}).
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Nous appelerons l'ensemble des modèles aratéristiques de T l'ensemble aratéristique
de T que nous noterons C∗(T ). Nous pouvons noter que haque théorie de Horn admet
un seul et unique ensemble de modèles aratéristiques et que les éléments maximaux
d'une théorie appartiennent à son ensemble de modèles aratéristiques.
Remarque : Il existe diérentes appellations de es modèles dans la littérature.
Nous avons vu la notion de aratèristique qui a été introduite dans [58℄ par Kautz,
Kearn et Selman en 1993, mais il existe aussi le terme extrème introduit dans [31℄ par
Dehter et Pear en 1992. Dans la suite de e manusrit, nous utiliserons seulement la
première notation an d'éviter toute onfusion.
Exemple 9 Considérons les théories suivantes :
T1 = {(000), (010), (001), (110), (101)} et T2 = {(000), (010), (001), (110), (101), (100)}.
Si nous onsidérons v = (110) et w = (101), nous avons v et w qui appartiennent à
T1 tandis que v ∧w = (100) n'appartient pas à T1. Cela signie don que T1 n'est pas de
Horn.
En revanhe, nous avons Cl∧(T2) = T2, e qui signie que T2 est une théorie de Horn.
Les modèles aratéristiques de T2 sont les suivants :
C∗(T2) = {(010), (001), (110), (101)}
Si nous onsidérons ainsi les ensembles fermés du système de fermeture F orrespon-
dants aux modèles aratèristiques de T , ela signie que es ensembles ne peuvent pas
être obtenus par intersetion d'autres fermés de F . Ces ensembles fermés orrespondent
don aux éléments inf-irrédutibles du système de fermeture F plus G.
La table 2.1 présente les diérentes équivalenes entre les notions sur les systèmes de
fermeture et elles sur les théories de Horn.
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Théorie de Horn strite Système de fermeture
FNC de Horn Base d'impliations
Modèles aratéristiques Eléments inf-irrédutibles + G
Modèles Ensembles fermés
Tab. 2.1  Equivalenes entre notions sur les systèmes de fermeture et les théories de
Horn.
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Troisième partie
Diérentes opérations sur les systèmes
de fermeture
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Introdution
Les langages logiques sont souvent utilisés pour représenter la onnaissane dans les
bases de onnaissanes. La onnaissane peut être ainsi onsultée à l'aide de requêtes e
qui se traduira par une ompilation de onnaissane.
La ompilation de onnaissane (tradution littérale de Knowledge ompilation) a
pour but de mettre en évidene les inférenes d'une manière plus eae. La majorité
des travaux qui ont été menés dans e domaine se sont restreints à une representation
propositionnelle an d'exprimer la onnaissane de manière onsise. Plus réemment,
des travaux ont onsidéré une représentation basée sur des modèles an, dans e as là,
d'exprimer la onnaissane de manière plus eae. Si nous onsidérons le problème d'in-
férene propositionnelle, il onsiste à vérier si oui ou non Σ ⊢ α où Σ et α représentent
des fontions propositionnelles et ⊢ représente l'inférene logique. Malheureusement,
dans le adre de fontions propositionnelles quelonques, e problème est o-NP-omplet
et par onséquent non résolvable en temps polynomial hormis si P = NP. Cependant, e
même problème peut être résolu en temps polynomial si nous onsidérons que la fontion
propositionnelle Σ est une fontion de Horn.
Une question en a ainsi déoulé : Est-il possible de aluler une fontion de Horn Σ′ à
partir d'une fontion propositionnelle quelonque Σ tel que la plupart des inférenes que
l'on peut obtenir à partir de Σ puissent être obtenues en temps polynomial à partir de
Σ′ ?
Cette question revient don à savoir s'il est possible de faire une approximation d'une
fontion propositionnelle quelonque Σ par une fontion de Horn Σ′ et ainsi, permettre
une aéleration du proessus de vériation des inférenes. Selman et Kautz ont ainsi
étudié dans [91℄ ette question et proposent une méthode de résolution qu'ils appellent
approximation de Horn (tradution littérale de Horn approximation). Cette méthode
onsiste à aluler deux fontions de Horn enadrant la fontion propositionnelle de
départ. La première fontion représente ainsi une fontion de Horn minimale Σlub tel
que l'ensemble des modèles de Σ soit inlus dans l'ensemble des modèles de Σlub. On
l'appelle, dans la littérature, la plus petite borne supèrieure de Horn ou bien l'enveloppe
37
38 Introdution
de Horn. A l'inverse, la deuxième fontion représente ainsi une fontion maximale Σglb
tel que l'ensemble des modèles de Σglb soit inlus dans l'ensemble des modéles de Σ. On
l'appelle, dans la littérature, la plus grande borne inférieure de Horn ou le noyau de Horn.
Nous pouvons voir sur la gure 1 une représentation shématique de es approximations.
Malheureusement, le alul de es deux fontions d'approximation restent diiles
puisqu'il est NP-diile dans les deux as. Divers travaux ont ainsi été menés sur e
sujet [32, 21℄.
Fig. 1  Représentation du noyau et de l'enveloppe de Horn d'une théorie Σ représentée
par ses modèles
De e fait, d'autres approhes ont ainsi été étudiées en onsidérant des as partiuliers.
Eiter et al.[41℄ ont ainsi étudié la méthode d'approximation utilisant les enveloppes et les
noyaux de Horn sur la disjontion de théories de Horn. La nééssité de l'approximation
vient du fait que la disjontion de théories de Horn n'est pas forément de Horn. Ils ont
ainsi onsidéré le as où les théories de Horn sont représentées sous leur forme proposi-
tionnelle, 'est à dire sous forme de FNC de Horn. Ils ont par la même oasion onsidéré
le as où les théories de Horn sont représentées par leurs modèles aratéristiques.
Cette approhe peut ainsi avoir des appliations dans la ompilation de onnaissane. Si
nous onsidérons que nous avons plusieurs théories de Horn représentants des bases de
onnaissanes, il est ainsi plus eae de tester si une fontion ϕ est inférée à partir de
la disjontion de es théories plutot que de tester ette inférene sur haune d'entre elle.
De la même manière, es mêmes auteurs ont étudié dans [44℄ es mêmes méthodes
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d'approximations sur la diérene de deux théories de Horn.
D'autre part, une étude a été menée dans [42℄ sur l'intersetion de théorie de Horn. Ce
travail a été réalisé en onsidérant la représentation de la théorie de Horn basée sur les
modèles aratéristiques.
Nous avons vu dans la partie préédente la relation très forte qu'il existe entre les
fontions de Horn pures et les systèmes de fermeture. Ainsi, les diérentes operations
évoquées préédemment sur les théories de Horn peuvent être vues omme des opérations
ensemblistes sur les systèmes de fermeture. Le alul d'une enveloppe de Horn de la
disjontion de théories de Horn orrespondra au alul de la borne supérieure de systèmes
de fermeture. De la même manière, le alul de l'intersetion de théories de Horn
orrespondra au alul de la borne inférieure de systèmes de fermeture. Conernant la
diérene de deux théories de Horn, elle n'a pas d'équivalene propre dans la littérature
sur les systèmes de fermeture, nous onsidérerons juste don qu'elle représente la
diérene de deux systèmes de fermeture.
Le but de ette partie est don d'étudier es diérentes opérations sur les systèmes
de fermeture en onsidérant les diérentes représentations de eux-i vus dans la partie
préédente. Nous onsidérerons ii que le nombre de systèmes de fermeture onsidérés
pour les opérations de borne supérieure et de borne inférieure est ni et borné par une
onstante k onnue.
Pour illustrer es diérentes opérations relatives aux représentations onsidérées,
nous exploiterons dans la suite de ette partie l'exemple 10. Dans et exemple nous
onsidérons seulement deux systèmes de fermeture F1 et F2 qui sont ii représentés par
leur diagramme de Hasse. Les éléments entourés de haque système de fermeture orres-
pondent aux éléments inf-irrédutibles de haun d'entre eux. Les bases d'impliations
présentes sous les deux diagrammes orrespondent ainsi aux bases de Guigues Duquenne
ΣF1 and ΣF2 respetives pour F1 et F2.
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Exemple 10
F1 F2
ΣF1 ={ a→ , e → d} ΣF2 ={ b → d, de →  }
La suite de ette partie sera organisée de la manière suivante :
Dans le hapitre 3, nous nous intéressons à la borne inférieure de systèmes de fermeture.
Nous verrons omment se aratérise ette opération selon les trois représentations que
sont la base d'impliations, l'ensemble des inf-irrédutibles et l'opérateur de fermeture.
Nous verrons en partiulier qu'il est possible de dénir un opérateur de fermeture pour
la borne inférieure de systèmes de fermeture uniquement à partir des opérateurs de
fermeture de haun d'entre eux.
Dans le hapitre 4, nous eetuons le même travail pour la borne supérieure de
systèmes de fermeture. Nous nous intéressons plus partiulièrement à la représentation
sous forme de base d'impliations. Dans le as général, il n'existe pas d'algorithme
polynomial permettant de générer une base d'impliations orrespondant au système
de fermeture résultant de la borne supérieure de systèmes de fermeture si eux-i sont
représentés par des bases d'impliations. Nous montrons ii qu'il existe un algorithme
polynomial permettant ette génération lorsque les bases d'impliations des systèmes de
fermeture onsidérés sont diretes.
Enn, dans le hapitre 5, nous exposons les résultats sur le alul de la fermeture
de la diérene de deux systèmes de fermeture selon leur représentation. Cette opération
n'est pas dénie sur les systèmes de fermeture. Nous retransrivons ainsi les résultats
obtenus en logique sur les systèmes de fermeture. Nous faisons par la même oasion une
41
onlusion générale sur l'ensemble des opérations étudiées dans ette partie ainsi qu'un
bilan sur les diérentes omplexités de es opérations.
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Nous allons voir dans ette setion la diulté du alul de la borne inférieure de
systèmes de fermeture selon la représentation que nous onsidérons en donnée de départ.
La gure 3.1 représente ii le système de fermeture obtenu par la borne inférieure des
systèmes de fermeture F1 et F2 de l'exemple 10.
3.1 Eléments inf-irrédutibles
Nous voulons voir ii omment trouver l'ensemble des éléments inf-irrédutibles du
système de fermeture déni par la borne inférieure de systèmes de fermeture représentés
par leurs ensembles d'éléments inf-irrédutibles respetifs.
Il a été montré dans [42℄ que le problème de génération de l'ensemble des modèles ara-
téristiques de l'intersetion de théories de Horn représentées par leurs modèles aratéris-
tiques est NP-diile. Ce problème est équivalent au problème BORNE INF :INF si nous
le onsidérons sur les systèmes de fermeture :
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bcd
abcde
c d e
cde
bcdeacdeabcd
acd
ac bd cd
Fig. 3.1  Système de fermeture assoié à F1 ∧ F2 de l'exemple 10.
Problème 1 :BORNE INF :INF
Données : Ensembles d'éléments inf-irrédutibles M(Fi) des systèmes de fermeture Fi
pour i ∈ {1, .., k}.
Résultats : L'ensemble des éléments inf-irrédutibles de F =
∧k
i=1Fi.
L'exemple qui suit montre qu'il n'existe pas d'algorithme en temps polynomial pour
le problème BORNE INF :INF. Cette exemple est tiré de [42℄ et retransrit sur les
systèmes de fermeture.
Exemple 11 Soit G ={x1, ..., x4n} un ensemble ni d'éléments de taille 4n où n est un
entier.
Nous onsidérons quatre ensembles d'éléments de G :
V0 V1 V2 V3
{x1....xn} {xn+1...x2n} {x2n+1...x3n} {x3n+1...x4n}
Nous onsidérons deux systèmes de fermeture F1 et F2 dont les ensembles d'éléments
inf-irrédutibles M(F1) et M(F2) sont dénis à partir des ensembles préédents :
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 M(F1) = {G\(V2 ∪ {xj , x3n+j}), 1 ≤ j ≤ n} ∪ {G\(V2 ∪ {xn+j , x3n+j}), 1 ≤ j ≤ n}
 M(F2) = {G\(V3 ∪ {xj , x2n+j}), 1 ≤ j ≤ n} ∪ {G\(V3 ∪ {xn+j , x2n+j}), 1 ≤ j ≤ n}
Notons qu'il n'y a pas d'élément inf-irrédutible dans M(F1) qui inlut l'ensemble V2 ni
d'élément inf-irredutible dans M(F2) qui inlut l'ensemble V3.
Nous pouvons en déduire que pour tout ensemble F appartenant à F1 ∧ F2, F est inlus
dans V0 ∪ V1.
L'ensemble des éléments inf-irrédutibles de F1 ∧ F2 est dénit omme suit :
M(F1 ∧ F2) = {M | M ⊆ V0 ∪ V1, tel que xj ∈M ssi xn+j 6∈M, 1 ≤ j ≤ n}
Nous pouvons voir que M(F1 ∧ F2) ⊆ F1 ∧ F2 et qu'il n'existe auun autre élément inf-
irrédutible du fait qu'il n'existe pas d'ensemble fermé ontenant à la fois xj et xn+j que
se soit dans F1 omme dans F2. Cette dédution est obtenue à partir de la dénition de
M(F1) et M(F2).
Ainsi, la taille de M(F1 ∧ F2) est egale à 2
n
alors que les tailles de M(F1) et M(F2)
sont égales à 2n.
Considérons à présent le problème de déision assoié au problème BORNE INF :INF.
Problème 2 :DECISION BORNE INF :INF
Données : Ensembles d'éléments inf-irrédutibles M(Fi) des systèmes de fermeture Fi
pour i ∈ {1, .., k} et une famille d'ensemble S ⊆ M(
∧k
i=1Fi) .
Résultats : M(
∧k
i=1Fi) \ S 6= ∅
Théorème 6 [42℄ Le problème DECISION BORNE INF :INF est NP-omplet.
Preuve. Le problème équivalent sur les théories de Horn a été démontré NP-omplet
[42℄. 
Du théorème , on déduit le résultat suivant :
Théorème 7 A moins que P = NP, il n'existe pas d'algorithme en temps total polynomial
pour le problème BORNE INF même si nous onsidérons seulement deux systèmes de
fermeture.
Preuve. Le problème équivalent sur les théories de Horn a été démontré NP-diile [42℄.

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3.2 Base d'impliations
Nous onsidérons à présent, le as où les systèmes de fermeture sont représentés sous la
forme de bases d'impliations et nous voulons ainsi aluler une base d'impliations pour
le système de fermeture résultant de la borne inférieure de es systèmes de fermeture.
Problème 3 BORNE INF :IMPLICATION
Données : ΣF1 ,ΣF2 , ...,ΣFk des bases d'impliations pour les systèmes de fermeture
F1,F2, ...,Fk sur un ensemble ni G.
Résultat : Σ une base d'impliations de
∧k
i=1Fi.
Nous montrons dans le théorème suivant que le alul d'une base d'impliations mi-
nimum orrespondant à la borne inférieure des systèmes de fermeture dénis par leurs
bases d'impliations respetives se fait en temps polynomial.
Théorème 8 Soient Σ1, Σ2,..., Σk des bases d'impliations minimums pour les systèmes
de fermeture F1, F2,..., Fk . Alors
⋃k
i=1Σi est une base d'impliations pour
∧k
i=1Fi.
Ce résultat provient du fait que les ensembles fermés de la borne inférieure des sys-
tèmes de fermeture onsidérés doivent satisfaire les impliations des bases d'impliations
de haun d'entre eux et par onséquent l'union ensembliste de haune des base d'impli-
ations.
Il est ainsi faile de voir ii que la taille de la base d'impliations pour
∧k
i=1Fi est poly-
nomiale en la taille des Σi pour i dans {1..k} sahant que nous onsidérons un nombre
de systèmes de fermeture borné par une onstante (ii k). Ainsi, du fait que le alul
d'une base d'impliations minimum à partir d'une base d'impliations quelonque se fait
en temps polynomial (algorithme de Shok), le alul d'une base d'impliations minimum
pour
∧k
i=1Fi peut don se faire en temps polynomial.
Théorème 9 Etant données Σi pour i dans {1..k} des bases d'impliations pour les sys-
tèmes de fermeture Fi pour i dans {1..k} sur un ensemble G. Le alul d'une base d'im-
pliations minimum de
∧k
i=1Fi se fait en temps polynomial.
Exemple 12 Considérons l'exemple suivant : Σ1 et Σ2 sont des bases d'impliations
minimum respetivement pour les systèmes de fermeture F1 et F2 :
3.2. Base d'impliations 47
Σ1 = { Σ2 = {
→d d→
ab→d a→d
ad→b ae→b
ae→bd b→d
bd→a de→b
de→ab }
abd→e
}
Ainsi, si nous alulons Σ1 ∪ Σ2, nous obtenons la base d'impliations suivante :
Σ1 ∪ Σ2= {
→d
ab→d
ad→b
ae→bd
bd→a
de→ab
abd→e
d→
a→d
ae→b
b→d
de→b
}
Nous appliquons ensuite l'algorithme de Shok an d'obtenir une base d'impliations mi-
nimum :
Σmin= {
a→bde
b→ade
ae→bd
d→
→d
de→ab
ab→de
}
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3.3 Opérateur de fermeture
Dans ette partie, nous nous intéressons à la dénition d'un opérateur de fermeture
de la borne inférieure de systèmes de fermeture. Nous allons voir qu'il est possible de
dénir un opérateur de fermeture uniquement à partir des opérateurs de fermeture de
haun des systèmes de fermeture. Nous dénissons don l'opérateur ϕ dans la déniton
32 et montrons que et opérateur est un opérateur de fermeture. Nous déduisons ensuite
que et opérateur de fermeture dénit bien la borne inférieure des systèmes de fermeture
onsidérés.
Dénition 32 Soient A ⊆ G, ϕFi les opérateurs de fermeture assoiés aux systèmes de
fermeture Fi pour i ∈ {1..k} et ϕ(A) = A
0 ∪ A1 ∪ A2 ...
où :
 A
0
= A
 A
j
= A
j−1 ∪ ϕF(jmodk)(A
j−1)
Notons que ϕ(A) = Aj quand Aj = Aj+t, pour tout t appartenant à {1..k-1}
Proposition 8 ϕ est un opérateur de fermeture.
Preuve. Soit A ⊆ G.
 A ⊆ ϕ(A) par dénition de ϕ().
 Soit A ⊆ D, nous avons don ϕ(A) = A0 ∪ A1 ∪ A2 ... et ϕ(D) = D0 ∪ D1 ∪ D2
..... Alors A
j
= A
j−1 ∪ ϕF(jmodk)(A
j−1) et Dj = Dj−1 ∪ ϕF(jmodk)(D
j−1). Puisque ϕFi
sont des opérateurs de fermeture, alors ϕFi(A) ⊆ ϕFi(D). Nous avons don ϕ(A) ⊆
ϕ(D).
 ϕ(ϕ(A)) = ϕ( A0 ∪ A1 ∪ A2...) = ϕ(Ai). Du fait que Aj = Aj+t, pour t appartenant
à {1..k}, nous avons ϕ(Aj) = Aj = ϕ(A).

Théorème 10 Soit F1, F2,..., Fk des systèmes de fermeture dénis sur G. Alors
⋂k
i=1Fi
= {A ∈ 2G | A = ϕ(A)}.
Preuve. Soit F ∈ F1 ∩ F2 ∩ ... ∩ Fk. Alors F ∈ Fi pour tout i dans {1..k}. Ainsi, nous
avons don F
j
= F pour tout j dans {1..k}. Nous pouvons ainsi déduire à l'aide de la
dénition préédente que ϕ(F ) = F . Nous en onluons que F1 ∩ F2 ∩ ... ∩ Fk ⊆ {A
∈ 2G | A = ϕ(A)}.
Maintenant, onsidérons F ∈ {A ∈ 2G | A = ϕ(A)}. Si nous nous référons à la dénition
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préédente, nous avons F 0 = F j pour j dans {1..k}. Cela veut don dire que F ∈ Fi
pour i dans {1..k}. Nous pouvons don onlure que F ∈
⋂k
i=1Fi et ainsi que {A ∈ 2
G |
A = ϕ(A)} ⊆ F1 ∩ F2 ∩ ... ∩ Fk. 
L'opérateur de fermeture que nous avons déni onsiste en des itérations suessives
des diérents opérateurs de fermeture assoiés à haun des systèmes de fermeture onsi-
dérés sur un ensemble ni G. Nous pouvons remarquer que le nombre d'itérations de et
opérateur est borné par le nombre de systèmes de fermeture multiplié par le nombre d'élé-
ments de l'ensemble G. Cette borne est la onséquene direte de la ondition d'extension
d'un opérateur de fermeture (A ⊆ ϕ(A)) et de la ondition d'arrêt de notre opérateur
de fermeture. De part la ondition d'arrêt, nous ne pouvons obtenir que k fois le même
ensemble fermé par appliations suessives des diérents opérateurs de fermeture. Si la
fermeture de l'ensemble onsidéré est diérent de l'ensemble de départ, il omporte au
moins un élément de plus par la ondition d'extension et est au plus égale à G.
Cet opérateur de fermeture eetue un nombre polynomial d'itérations de haque opé-
rateur de fermeture assoié aux diérents systèmes de fermeture par rapport à la taille
de G et aux nombres de systèmes de fermeture pour l'obtension de la fermeture d'une
ensemble.
Exemple 13 Si nous onsidérons l'exemple 10, et nous voulons obtenir le fermé orres-
pondant à l'ensemble {ab}. Nous appliquons ainsi l' opérateur de fermeture vu préédem-
ment :
ab
0
= ab.
ab
1
= ab.
ab
2
= abd
ab
3
= abd = ab
2
L'ensemble fermé de {ab} est don {abd} dans le système de fermeture représentant la
borne inférieure de F1 et de F2.
3.4 Conlusion
Dans e hapitre, nous avons étudié l'opération de la borne inférieure de systèmes de
fermeture selon diérentes représentations de eux-i.
Dans un premier temps, nous voyons que si nous onsidérons la représentation des
systèmes de fermeture par leurs ensembles d'éléments inf-irrédutibles, il est diile de
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aluler l'ensemble des éléments inf-irrédutibles résultant de leur borne inférieure. De
manière formelle, il n'existe pas d'algorithme en temps total polynomial permettant de
aluler l'ensemble des éléments inf-irrédutibles hormis si P = NP.
Si nous onsidérons ette opération en prenant omme données des bases d'impliations
assoiées aux systèmes de fermeture, le alul d'une base d'impliations minimum assoiée
au système de fermeture résultant de la borne inférieure se fait en temps polynomial. Si
nous onsidérons le probléme équivalent sur les fontions de Horn, e problème revient à
faire une onjontion de FNC de Horn qui reste une FNC de Horn.
Enn, nous avons déni un opérateur de fermeture assoié à la borne inférieure de
systèmes de fermeture. Cet opérateur de fermeture utilise uniquement les opérateurs
de fermeture de haque système de fermeture onsidéré. De e fait, selon le ontexte
d'appliations, les opérateurs de fermeture peuvent ainsi être dénis par rapport aux
éléments inf-irrédutibles ou bien les bases d'impliations ou toute autre représentation.
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Nous allons voir à présent l'opération de borne supèrieure sur les systèmes de fermeture
selon la représentation que nous nous donnons de eux-i. Cette opération orrespond à
la fermeture de l'union de systèmes de fermeture. De manière équivalente sur les théories
de Horn, ela orrespond au alul de l'enveloppe de Horn de la disjontion de théories de
Horn. Nous pouvons voir dans la gure 4.1, le système de fermeture obtenu par la borne
supérieure de F1 et F2 de l'exemple 10.
4.1 Eléments inf-irrédutibles
Nous allons voir dans ette setion le problème de génération des éléments inf-
irrédutibles de la borne supèrieure de systèmes de fermeture étant donnés leurs éléments
inf-irrédutibles respetifs. Le problème est ainsi posé i-dessous :
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abc acdabd ace bcd bde
abcde
bcde
cde
dececdbebdbcaeadacab
a b c d e
abcd acde
Fig. 4.1  Système de fermeture assoié à F1 ∨ F2 de l'exemple 10
.
Problème 4 :BORNE SUP :INF
Données : M(F1),M(F2), ...,M(Fk) les ensembles d'éléments inf-irrédutibles des sys-
tèmes de fermeture respetifs F1,F2, ...,Fk sur un ensemble ni G.
Résultats : L'ensemble des éléments inf-irrédutibles du système de fermeture F =∨k
i=1Fi.
Théorème 11 Etant donnés M(F1),M(F2), ...,M(Fk) les ensembles d'éléments inf-
irrédutibles des systèmes de fermeture F1,F2, ...,Fk sur un ensemble ni G. Le alul
de M(
∨k
i=1Fi) se fait en temps polynomial.
Preuve. Ce théorème est déduit diretement du fait que l'union des éléments inf-
irrédutibles de haun des systèmes de fermeture représentent un sur-ensemble de l'en-
semble des éléments inf-irrédutibles de la borne supérieure de es systèmes de fermeture.
Il sut ainsi de supprimer les ensembles qui peuvent être obtenus par intersetion d'autres
ensembles pour obtenir l'ensemble voulu. 
Exemple 14 Considérons l'exemple 10. L'union des deux ensembles d'éléments inf-
irrédutibles assoiés aux systèmes de fermeture F1 et F2 est le suivant :
M(F1) ∪M(F1) = {be, ab, bde, abd, ade, bde, ae, ae}
Dans e as préis, il n'existe auun ensemble pouvant être obtenu par intersetion d'autres
ensembles de ette famille. Nous obtenons ainsi :
M(F1 ∨ F2) = {be, ab, bde, abd, ade, bde, ae, ae}
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4.2 Base d'impliations
Nous présentons ii le problème du alul d'une base d'impliations orrespondant à
la borne supérieure de systèmes de fermeture représentés par des bases d'impliations.
Nous dérivons e problème i-dessous de manière formelle :
Problème 5 BORNE SUP :IMPLICATION
Données : ΣF1 ,ΣF2 , ...,ΣFk des bases d'impliations pour les systèmes de fermeture
F1,F2, ...,Fk sur un ensemble ni G.
Résultat : Σ une base d'impliations de
∨k
i=1Fi.
Ce problème orrespond à la génération d'une enveloppe de Horn de la disjontion
de fontions de Horn représentées sous forme propositionnelle. Ce problème a été étudié
dans [41℄. Il en résulte qu'il n'existe pas d'algorithme polynomial pour e problème.
La proposition 9 retransrit e résultat sur le problème assoié sur les systèmes de ferme-
ture. L'exemple 15 est ainsi tiré de [41℄.
Exemple 15 [41℄ Soit Σ1 et Σ2 deux bases d'impliations minimum pour les systèmes de
fermeture FΣ1 et FΣ2.
Σ1={∅ → x0}
Σ2={x1...xn → x0, y1 → x1,....., yn → xn}
La base de Guigues Duquenne obtenue pour FΣ1 ∨ FΣ2 est la suivante :
Σ ={z1....zn → x0, zi ∈ {xi,yi} ∀ i ∈ {1...n}}
Proposition 9 [41℄ Il existe des systèmes de fermeture F1 et F2 tel que ΣF1∨F2 a une
taille exponentielle en la taille de ΣF1 et ΣF2.
Preuve. Si nous onsidérons l'exemple 15, le fait qu'une base de Guigues Duquenne est
minimum et que Σ posséde un nombre exponentiel d'impliations en la taille de Σ1 et Σ2
infère ette proposition. 
Nous allons voir dans e qui suit qu'il existe une lasse partiulière de base d'impli-
ations pour laquelle e problème peut être résolu en temps polynomial. An d'aboutir à
un tel algorithme, nous allons voir qu'il est susant d'avoir un algorithme permettant le
alul de la borne supèrieure de deux systèmes de fermeture.
Dans la setion suivante, nous onsidérerons la représentation des systèmes de fermeture
par des bases d'impliations diretes.
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4.2.1 Cas partiulier : bases d'impliations diretes
Nous allons voir dans ette setion que le problème BORNE SUP :IMPLICATION est
polynomial en la taille de l'entrèe si nous onsidérons que les bases d'impliations prises
en ompte sont diretes.
Proposition 10 Le problème BORNE SUP :IMPLICATION est polynomial en la taille
de l'entrée si les bases d'impliations onsidérées sont des bases diretes.
Preuve. La preuve se déduit diretement de la dénition 33 et du théorème 12. 
Dénition 33 Soit Σ1={A1 → a1,... Al → al} et Σ2={B1 → b1,... Bm → bm} deux
bases d'impliations diretes assoiées à deux systèmes de fermeture. Nous dénissons par :
ΣD =
{
AiBj →((AiBj)
Σ1 ∩ (AiBj)
Σ2
)\ AiBj
}
pour tout i ∈{1..l}, j∈{1..m}
Ave e nouvel ensemble d'impliations, nous déduisons le théorème 12 dérit omme suit :
Théorème 12 FΣD = FΣ1 ∨ FΣ2.
Preuve. Nous devons montrer que FΣ1 ∨ FΣ2 ⊆ FΣD .
Soit F ∈ FΣ1 ∨ FΣ2. Deux as sont alors possibles :
 Soit F ∈ FΣ1 ∪ FΣ2. Nous devons montrer que F est fermé par ΣD. Soit A→x ∈ ΣD
et A ⊆ F. Alors x ∈ (AΣ1 ∩AΣ2)\ A. Cela implique x ∈ AΣ1 et don que x ∈ F.
 Soit F 6∈ FΣ1 ∪ FΣ2. Nous avons F = F1∩F2 tel que F1 ∈ FΣ1, F2 ∈ FΣ2. Soit A→x
∈ ΣD et A ⊆ F, par onstrution de ΣD, nous obtenons x ∈ (A
Σ1 ∩ AΣ2)\ A. Cela
implique x ∈ AΣ1 et x ∈ AΣ2 d'où x ∈ F ar A ⊆ F1 et A ⊆ F2.
Maintenant, il nous faut prouver que FΣD ⊆ FΣ1 ∨ FΣ2. Ainsi, nous devons prouver que
F ∈ FΣD\(FΣ1 ∪ FΣ2) implique F ∈ FΣ1 ∨ FΣ2 'est à dire que F = F
Σ1 ∩ FΣ2.
Supposons que F 6= FΣ1 ∩ FΣ2 . Alors ∃ x6∈ F tel que x ∈ FΣ1 et x ∈ FΣ2. Du fait que
Σ1 et Σ2 sont des bases d'impliations diretes, nous avons F
Σ1
= F ∪
⋃
{ϕ(A)|A→ C ∈
Σ1 et A ⊆ F} et F
Σ2
= F ∪
⋃
{ϕ(B)|B → D ∈ Σ2 et B ⊆ F} . Alors il existe A→C ∈ Σ1
tel que x ∈ C et B→D ∈ Σ2 tel que x ∈ D. Par la déniton 33 , AB → x ∈ ΣD et AB ⊆
F. Il y a don une ontradition puisque F est un ensemble fermé de FΣD . En onlusion,
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FΣD ⊆ FΣ1 ∨ FΣ2.

Ave le résultat du théorème 12, ΣD représente une base d'impliations pour FΣ1 ∨ FΣ2.
Nous pouvons don aluler en temps polynomial une base d'impliations pour FΣ1 ∨ FΣ2
ave Σ1 et Σ2.
Théorème 13 Soient Σ1, Σ2 deux bases d'impliations diretes. Le alul d'une base
d'impliations de FΣ1 ∨ FΣ2 se fait en temps polynomial.
Exemple 16 Considérons ΣF1 et ΣF2 deux bases d'impliations diretes respetives pour
les systèmes de fermeture F1 et F2 de l'exemple 10.
ΣF1 = { ΣF2 = {
a→ b→d
ab→ ab→d
e→d de→
ad→ b→d
be→d ade→
abd→ ab→d
ae→d be→d
abe→d abe→d
} }
Nous alulons ΣF1 ∨ ΣF2 ave l'algorithme 2. Nous avons enlevé ii toutes les impliations
générées à plusieurs reprises lors de l'exeution de l'algorithme.
ΣD = {
ade→
abe→d
be→d
abde→ 
abe→ d
}
Cet algorithme peut ainsi être généralisé pour un nombre onstant de systèmes de fer-
meture. Le nombre de règles générées dans e adre restera polynomial par rapport aux
bases d'impliations prises en données puisque leur nombre est borné par une onstante
k. Nous présentons ainsi l'algorithme généralisé (algorithme 3) pour un nombre onstant
de systèmes de fermeture.
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Algorithme 2 : BORNE SUP : IMPLICATION DIRECTE : 2 SF
Données : Σ1, Σ2, deux bases d'impliations diretes respetives pour F1 et F2
Résultat : ΣD Une base d'impliations pour F1 ∨ F2
début
ΣD = {}
pour tous les impliations A → C dans Σ1 faire
pour tous les impliations B → D dans Σ2 faire
Caluler Ext= ((AB)Σ1 ∩ (AB)Σ2)\ AB
si Ext 6= ∅ alors
ΣD = ϕD ∪ AB → Ext.
retourner ΣD
n
Algorithme 3 : BORNE SUP :IMPLICATION DIRECTE : k SF
Données : Σ1,..., Σk, k bases d'impliations diretes respetives pour F1,..., Fk
Résultat : ΣD Une base d'impliations pour
∨k
i=1Fi
début
ΣD = {}
pour haque Σi i ∈ {1..k} faire
pour haque Ai → Bi ∈ Σi faire
. Caluler Ext=
⋂k
i=1(A1...Ak)
Σi\(A1...Ak)
si Ext 6= ∅ alors
ΣD = ΣD ∪ {A1...Ak → Ext}
retourner ΣD
n
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4.2.2 Cas général
Nous avons vu que dans le as général, il est impossible de aluler en temps polyno-
mial une base d'impliations de la borne supérieure de systèmes de fermeture représentés
sous leur forme impliationnelle même si nous ne onsidérons que deux systèmes de fer-
meture. Kautz and Selman ont donné dans [91℄ un algorithme qui résout le problème
équivalent dans sa formulation logique. Nous dérivons ainsi et algorithme retransrit
sur les systèmes de fermeture.
Remarque : Kautz et Selman ont proposé et algorithme dans le adre de la gé-
nération d'une enveloppe de Horn assoiée à une fontion booléenne en forme normale
onjontive quelonque qui est un as plus général du problème que nous étudions.
Notation 1 Soit Σ1,Σ2, ...,Σk des bases d'impliations respetives pour F1,F2, ...,Fk.
On note :
R = {X1X2...Xk → x1 ∨ x2 ∨ ... ∨ xk|Xi → xi ∈ ΣFi , i ∈ {1..k}}
Nous pouvons voir que toutes les règles de R sont satisfaites par tous les ensembles
appartenant à FΣ1 ∪ FΣ2 ∪ ...∪ FΣk .
Nous déomposons ainsi R en deux ensembles de règles. Le premier ensemble ontient
ainsi les règles d'impliations tandis que le deuxième ontient toutes elles qui ne sont pas
des règles impliatives 'est à dire qui ontiennent un ou logique (∨) dans leur onlusion.
 RH = { X1X2...Xk → x | Xi → xi ∈ Σi i ∈ {1..k}}
 RH¯ = { X1X2...Xk → x1 ∨ ...∨ xk | Xi → xi ∈ Σi i ∈ {1..k} }
Théorème 14 [91℄ L'algorithme 4 alule une base d'impliations pour F1∨F2∨ ...∨Fk.
Exemple 17 Considérons les bases de Guigues Duquenne des systèmes de fermeture de
l'exemple 10 et appliquons l'algorithme 4. Nous obtenons ainsi l'ensemble de règles RH
and RH¯ suivants :
RH = {ade → , be → d}
RH¯ = {ab →  ∨ d, de →  ∨ d}
Après appliation de l'algorithme , nous obtenons :
Σ = {ade → , be → d, abe →, abe → d}
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Algorithme 4 : Borne supérieure :base d'impliations
Données : RH , RH¯ ensemble de règles déduites de R
Résultat : Σ une base d'impliations de F1 ∨ F2 ∨ ... ∨ Fk
début
tant que un tel hoix est possible faire
Essayer de trouver un ouple (r1, r2), r1 ∈ RH et r2 ∈ RH¯ tel que r1 = (xX
→ a) et r2 = (Y →
∨l
i=1 xi ∨ x) qui n'ai pas été onsidéré
si un tel ouple existe alors
r = XY → a ∨
∨l
i=1 xi ∨ x
si r est une règle d'impliation alors
RH = RH∪ XY → a
sinon
RH¯ = RH¯ ∪XY → a ∨
∨l
i=1 xi ∨ x
Σ = RH
retourner Σ
n
4.3 Opérateur de fermeture
Dans ette setion, le but est de dénir un opérateur de fermeture orrespondant à la
borne supérieure de systèmes de fermeture n'ayant pour information sur eux-i que leurs
éléments inf-irrédutibles respetifs.
Nous dénissons ainsi un opérateur φ() que nous démontrons être un opérateur de ferme-
ture. Nous déduisons ensuite que φ() dénit l'ensemble des éléments fermés de la borne
supérieure des systèmes de fermeture onsidérés.
Dénition 34 Soit φ(A) =
⋂
{B ∈
⋃k
i=1M(Fi)) | A ⊆ B}
Proposition 11 φ est un opérateur de fermeture.
Preuve. Soit A ⊆ G.
 A ⊆ φ(A) par dénition de φ().
 Soit A ⊆ D. Nous avons φ(A) =
⋂
{B ∈
⋃k
i=1M(Fi)) | A ⊆ B} et φ(D) =
⋂
{B
∈
⋃k
i=1M(Fi)) | D ⊆ B}. Alors, A ⊆ φ(A) et D ⊆ φ(D). Nous avons don φ(A) ⊆
φ(D).
 φ(φ(A)) = φ(
⋂
{B ∈
⋃k
i=1M(Fi)) | A ⊆ B}) =
⋂
{B ∈
⋃k
i=1M(Fi)) | A ⊆ B} =
φ(A).
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
Théorème 15 Soit F1, F2, ..., Fk des systèmes de fermeture sur G. Alors
∨k
i=1Fi = {F
∈ 2G | F = φ(F)}.
Preuve. Il nous faut montrer que
∨k
i=1Fi ⊆ {F ∈ 2
G | F = φ(F)}. Soit F ∈
∨k
i=1Fi.
Deux as sont alors possibles :
 Soit F ∈
⋃k
i=1Fi . Alors F appartient au moins à l'un des systèmes de fermeture.
Or φ(F) =
⋂
{B ∈
⋃k
i=1M(Fi)) | F ⊆ B}. Nous avons don φ(F) = F.
 Soit F ∈
∨k
i=1Fi \
⋃k
i=1Fi. Alors il existe Fi ∈ Fi pour tout i dans {1..k} tel que F
=
⋂k
i=1 Fi . Or φ(F) =
⋂
{B ∈
⋃k
i=1M(Fi)) | F ⊆ B}. Nous avons don φ(F) = F.
Ainsi, nous obtenons que
∨k
i=1Fi ⊆ {F ∈ 2
G | F = φ(F)}.
Il nous faut alors montrer que {F ∈ 2G | F = φ(F)} ⊆
∨k
i=1Fi.
Soit F ∈ 2G tel que F = φ(F). Alors φ(F) =
⋂
{B ∈
⋃k
i=1M(Fi)) | F ⊆ B}. Nous
onluons don que F ∈
∨k
i=1Fi et don que
∨k
i=1Fi ⊆ {F ∈ 2
G | F = φ(F)}. 
Exemple 18 Si nous onsidérons l'exemple 10, nous voulons obtenir l'ensemble fermé
assoié à l'ensemble {ab} dans F1 ∨ F2 . Nous appliquons alors l'opérateur de fermeture
obtenu sur et ensemble :
φ(ab) =
⋂
{B ∈ M(F1) ∪ M(F2) | ab ⊆ B} = abd ∩ ab ∩ abd= ab.
L'opérateur de fermeture déni pour la borne supèrieure de systèmes de fermeture
onsidère l'union des ensembles d'éléments inf-irrédutibles de haque système de ferme-
ture. Le aul de la fermeture d'un ensemble donné se fait don en temps polynomial
par rapport aux ensembles des éléments inf-irrédutibles de haque système de fermeture
onsidéré.
4.4 Conlusion
Nous avons vu pour l'opération de borne inférieure sur les systèmes de fermeture que
la diulté de alul dière selon la représentation prise en ompte. Si nous onsidérons
la représentation par les ensembles d'éléments inf-irrédutibles, l'opération de borne in-
férieure est une opération diile. A l'inverse, si nous onsidérons l'opération de borne
supérieure sur ette même représentation, il existe un algorithme polynomial en la taille
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de l'entrée qui permet de la réaliser.
De manière duale, si nous onsidérons la représentation des systèmes de fermeture par
les bases d'impliations, l'opération de borne inférieure se fait en temps polynomial alors
que l'opération de borne supérieure peut engendrer, dans le as général, une explosion
ombinatoire. Nous nous sommes ainsi intéressés à une lasse partiulière de bases d'im-
pliations que sont les bases d'impliations diretes. Nous proposons, dans e as préis,
un algorithmeen temps polynomial permettant de résoudre l'opération de borne supé-
rieure de systèmes de fermeture représentés sous forme impliationnelle.
Le problème de génération d'une base d'impliations de la borne supérieure de systèmes
de fermeture représentés sous forme impliationnelle a été réemment lassé [45℄. Il a
ainsi été montrer qu'il n'existe pas d'algorithme polynomial pour résoudre e problème
en temps total polynomial hormis si P = NP.
Il existe des algorithmes permettant de générer une base d'impliations direte à partir
d'une base d'impliations quelonque. Ces algorithmes restent exponentiels en la taille de
l'entrée et de la sortie mais ont de bonnes propriétés en pratique.
Nous pouvons ainsi adapter l'algorithme sur les bases d'impliations diretes au as gé-
néral. Il sut pour ela d'appliquer un algorithme de génération de bases d'impliations
diretes à partir de bases d'impliations quelonques et d'appliquer l'algorithme 2 pour
répondre au problème 5. Il serait ainsi intéressant de tester, de manière pratique, l'algo-
rithme ainsi obtenu est de omparer ses performanes ave les autres algorithmes existants.
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Nous allons voir dans ette setion l'opération de diérene de deux systèmes de fer-
meture selon la représentation que nous onsidérons en donnée de départ. Cette opération
n'est pas dénie formellement sur les systèmes de fermeture. La diérene entre deux sys-
tèmes de fermeture F1 et F2, notée F1\F2, onsiste à onstruire la famille des ensembles
appartenant à F1 qui n'appartiennent pas à F2. Il est lair ii que la diérene de deux
systèmes de fermeture n'est pas toujours un système de fermeture. Nous onsidérerons
don ii le plus petit système de fermeture qui ontient les ensembles de la diérene des
deux systèmes de fermeture. Ce problème orrespond au alul de l'enveloppe de Horn de
la diérene de deux théories de Horn en logique. La gure 5 montre ainsi le système de
fermeture obtenu en faisant la diérene des systèmes de fermeture F1 et F2 de l'exemple
10.
5.1 Eléments inf-irrédutibles
Nous voulons voir ii omment aluler les éléments inf-irrédutibles de la fermeture
de la diérene de deux systèmes de fermeture à partir de leurs ensembles d'éléments
inf-irrédutibles respetifs.
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Fig. 5.1  a) Famille d'ensembles F1\F2, b) Système de fermeture assoié à la fermeture
de F1\F2.
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Problème 6 :DIFFERENCE :INF
Données : Ensembles d'éléments inf-irrédutibles M(F1) et M(F2) des système de fer-
meture F1 et F2.
Résultats : L'ensemble des éléments inf-irrédutibles de la fermeture de F = F1\F2.
Le problème 6 a été étudié dans sa formulation logique dans [44℄. Les auteurs ont ainsi
montré que e problème peut être résolu en temps polynomial. Nous retransrivons ainsi
e résultat sous sa formulation basée sur les systèmes de fermeture.
Dénition 35 Soit M(F1) et M(F2) les ensembles d'éléments inf-irrédutibles respeti-
vement aux systèmes de fermeture F1 et F2. On dénit :
S= M(F1) ∪ {M ∩ M' | M, M' ∈ M(F1)}
et
S1 ={S ∈ S | S 6∈ F2}
S2 = S\S1
Théorème 16 [44℄ Soient M(F1) et M(F2) les ensembles d'éléments inf-irrédutibles
respetivement aux systèmes de fermeture F1 et F2. Alors S1 est un sur-ensemble des
inf-irrédutibles de la fermeture de la diérene de F1 et F2.
Corollaire 2 [44℄ SoientM(F1) etM(F2) les ensembles d'éléments inf-irrédutibles res-
petivement aux systèmes de fermeture F1 et F2. Alors l'ensemble des inf-irrédutibles de
la fermeture de la diérene de F1 et F2 peut être alulé en temps polynomial en la taille
de M(F1) et M(F2).
Preuve. Les preuves de es théorèmes sont donnés dans [44℄. 
L'algorithme 5 présente la méthode pour aluler l'ensemble des éléments inf-irrédutibles
de la fermeture de la diérene de deux systèmes de fermeture étant donnés leurs éléments
inf-irrédutibles respetifs. La fontion Réduire() supprime les ensembles pouvant être
obtenus par intersetion d'autres ensembles.
Exemple 19 Considérons l'exemple 10. En appliquant l'algorithme 5 nous obtenons les
ensembles S et S1 suivants :
S = {abcd, acde, bcde, abc, bde, be, bcd, acd, cde, bc, ac, b, e}
S1 = {abc, bde, be, bc, b}
L'appliation de la proédure Réduire() supprime ii l'élément b de S1 puisque b = {bc}∩
{be}. Nous obtenons ainsi l'ensemble d' éléments inf-irrédutibles suivants pour F1\F2 :
M(F1\F2) = {abc, bde, be, bc}.
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Algorithme 5 : Diérene : représentation par les inf-irrédutibles
Données : M(F1) et M(F2) les ensembles d'éléments inf-irrédutibles de F1 et
F2
Résultat : M(F1\F2) l'ensemble des éléments inf-irrédutibles de F1\F2
.
début
S = M(F1) ∪ {M ∩ M' | M, M' ∈ M(F1)}
S1 ={S ∈ S | S 6∈ F2}
M(F1\F2) = Réduire(S1)
retourner M(F1\F2)
n
5.2 Base d'impliations
Dans ette setion, nous voyons omment se traduit la dierene de deux systèmes de
fermeture si nous onsidérons leurs représentations sous forme de bases d'impliations.
Problème 7 DIFFERENCE :IMPLICATION
Données : Σ1, Σ2 deux bases d'impliations respetives par rapport aux système de fer-
meture F1 et F2.
Résultats : Σ une base d'impliations pour la fermeture de la diérene entre F1 et F2.
Il a été montré dans [44℄, que le problème équivalent en logique 'est à dire le alul
de l'enveloppe de Horn de la diérene de deux théories de Horn, est o-NP diile.
Par e résultat, il parait don évident qu'il y a peu de hane qu'il existe un algorithme
polynomial permettant de résoudre e problème.
Cei est dû au fait que la taille de la nouvelle base peut être exponentielle en la taille
des deux bases d'impliations prises en entrée. De plus, le problème de déision assoié
est lui même o-NP-omplet.
Problème 8 DECISION DIFFERENCE :IMPLICATION
Données : Σ1, Σ2, des bases d'impliations respetives par rapport aux systèmes de fer-
meture F1 et F2. Σ une base d'impliations
Résultats : FΣ = fermeture de FΣ1 \ FΣ2.
Théorème 17 [44℄ Etant données Σ1, Σ2, des bases d'impliations respetives par rapport
aux systèmes de fermeture F1 et F2 et Σ une base d'impliations, déider si Σ représente
une base d'impliations pour la fermeture de la diérene de F1 et F2 est o-NP-omplet.
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Le théorème suivant en est ainsi déduit :
Théorème 18 [44℄ Etant donné Σ1, Σ2 deux bases d'impliations, il n'existe pas d'al-
gorithme en temps total polynomial permettant de aluler une base d'impliations de la
fermeture de la diérene des systèmes de fermeture hormis si P = NP.
Ce théorème a été prouvé dans [44℄ sur le problème équivalent en logique proposition-
nelle pour l'enveloppe de Horn de la diérene de deux théories de Horn.
5.3 Opérateur de fermeture
Nous allons voir à présent l'opérateur de fermeture que l'on peut dénir à partir des
éléments inf-irrédutibles des deux systèmes de fermeture pris en onsidération pour la
fermeture de la diérene.
Nous dénissons ainsi un opérateur ψ et nous démontrons qu'il représente un opérateur
de fermeture. Nous montrons ensuite l'équivalene entre la famille d'ensembles fermés par
ψ et les ensembles fermés de la diérene des deux systèmes de fermeture pris en ompte.
Pour ei nous nous servons des ensembles S et S1 dénis dans la setion 5.1 onernant
la représentation par les éléments inf-irrédutibles. L'opérateur de fermeture ainsi déni
permet un alul en temps polynomial de la fermeture d'un ensemble donné par rapport
aux éléments inf-irrédutibles de haque système de fermeture.
Dénition 36 Soit ψ(A) =
⋂
{B ∈ S1 | A ⊆ B}.
Proposition 12 ψ() est un opérateur de fermeture.
Preuve. Soit A ⊆ G.
 A ⊆ ψ(A) par dénition de ψ().
 Soit A ⊆ D. Nous avons ψ(A) =
⋂
{B ∈ S1 | A ⊆ B} et ψ(D) =
⋂
{B ∈ S1 | D ⊆
B}. Cela implique que A ⊆ ψ(A) et D ⊆ ψ(D). Nous avons don φ(A) ⊆ ψ(D).
 ψ(ψ(A)) = ψ(
⋂
{B ∈ S1 | A ⊆ B}) =
⋂
{B ∈ S1 | A ⊆ B} = ψ(A).

Théorème 19 Soient F1 et F2 deux systèmes de fermeture sur G. Alors F1\ F2 = {F
∈ 2G | F = ψ(F)}.
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Preuve. Nous savons par dénition que F1\ F2 = {F ∈ G|F =
⋂
{M ∈M(F1\F2) |
F ⊆ M}.
D'après le théorème 16, nous avons S1 est un sur-ensemble des éléments inf-irrédutibles
de F1\F2.
Nous avons don F1\ F2 = {F ∈ 2
G | F = ψ(F)}. 
Exemple 20 Considérons l'exemple 10. Nous voulons obtenir l'ensemble fermé de {b}
dans F1\ F2. Nous appliquons alors l'opérateur de fermeture obtenu sur et ensemble :
ψ(b) =
⋂
{B ∈ S1|{b} ⊆ B} = {be} ∩ {bc} ∩ {b} = {b}.
5.4 Conlusion
L'opération de diérene entre deux systèmes de fermeture est la dernière opération
étudiée dans ette partie. Nous voyons ii, de la même manière que les opérations
préédentes, que les diultés de alul ne sont pas les mêmes selon les représentations
que nous onsidérons des systèmes de fermeture.
Tout d'abord, nous voyons que le alul de l'ensemble des éléments inf-irrédutibles de la
fermeture de la diérene de deux systèmes de fermeture s'eetue en temps polynomial
à partir des éléments inf-irrédutibles de haun d'entre eux.
En revanhe, ette même opération s'avère diile si nous onsidérons une représentation
impliationnelle des systèmes de fermeture. Plus formellement, il n'existe pas d'algo-
rithme en temps total polynomial permettant de aluler une base d'impliations de la
fermeture de la diérene des systèmes de fermeture hormis si P = NP.
Si nous regardons à présent, de manière globale, l'ensemble des opérations de ette
partie, nous remarquons que les diultés de alul ne sont pas liées à la représentation
onsidérée des systèmes de fermeture. Si nous onsidérons l'opération de borne inférieure,
nous voyons que pour la représentation par les éléments inf-irrédutibles, l'opération
est diile tandis que si nous onsidérons la représentation impliationnelle, l'opération
se fait en temps polynomial. A l'inverse, pour les opérations de borne supérieure et de
diérene, la diulté porte sur le alul sur la représentation impliationnelle tandis
que pour la représentation par les éléments inf-irrédutibles, ette opération se fait en
temps polynomial.
Ces opérations seront ainsi plus ou moins appliquables selon la représentation des
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Borne inférieure Borne supérieure Diérene
Inf-irrédutibles NP-diile Polynomial Polynomial
Bases d'impliations Polynomial o-NP-diile o-NP-diile
Bases d'impliations diretes Polynomial Polynomial ouvert
Opérateur de fermeture Polynomial Polynomial Polynomial
Tab. 5.1  Réapitulatif des omplexités des diérentes opérations sur les systèmes de
fermeture selon leur représentation.
données que nous onsidérons. Les omplexités de haque opération par rapport à leurs
diérentes représentations sont exposées dans la table 5.1
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Quatrième partie
Problème de génération des bases
d'impliations mixtes
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Introdution
Nous avons vu dans la partie préédente qu'une base d'impliations est une re-
présentation ompate d'un ensemble de données. La génération de telles bases a été
très étudiée et reste toujours un problème d'atualité. Cette étude est ainsi présente
dans de nombreux domaines de l'informatique tel que le data mining, la théorie des
graphes, la logique... Ainsi le problème d'extration de règles d'assoiation à partir d'un
ensemble de données [2℄ est un des domaines où ette reherhe est toujours d'atualité.
Une règle d'assoiation est une impliation de la forme X → Y [sup,onf℄, où X et Y
sont des sous-ensembles d'attributs (appelés itemsets) tel que X∩Y = ∅ et tel que onf
représente la onane et sup représente le support. Le support d'une règle est déni par
la probabilité qu'un ensemble d'objets posséde X et Y tandis que la onane représente
la probabilité que Y appartienne à un objet sahant que X appartient à et objet.
Une approhe intéressante fut l'utilisation de l'analyse de onepts formels an de aluler
un ensemble réduit de règles d'assoiations. De e fait, plusieurs études ont onduit à la
génération de représentations onises de es ensembles de règles telles que la base des
générateurs minimaux (ou base générique) [85℄ et la base de Guigues-Duquenne [38, 54℄.
Les deux dernières bases de règles d'assoiations ont la propriété d'être omposées
uniquement de règles dont la onane est égale à 1 que l'on nomme règles exates. Elles
orrespondent ainsi à des bases d'impliations.
La plupart de es études ont été développées an de trouver des assoiations positives
entre les diérents éléments onsidérés. Si nous prenons l'exemple bien onnu du panier
de la ménagère, une assoiation positive possible serait : Les onsommateurs qui ahètent
de la bière et du whisky, ahètent aussi des aahuètes.
D'autres règles peuvent être intéressantes si nous onsidérons la négation sur les
éléments. Nous appellerons ii es règles règles mixtes. Cette négation peut ainsi
permettre d'obtenir de nouvelles informations pertinentes que ne permettent pas les
règles d'assoiations positives. Si nous reprenons l'exemple du panier de la ménagère,
une assoiation ave négation pourra être du type les onsommateurs qui ahètent de la
bière et du whisky, ahètent aussi des aahuètes mais n'ahètent pas de ouhe ulotte.
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L'ajout dans l'impliation du non ahat des ouhes ulottes rajoute une information qui
permet de faire de nouvelles dédutions et d'étayer les analyses faites sur les données
onsidérées.
Diérents travaux ont ainsi été ménés sur e sujet. La notion d'assoiation négative
entre itemsets fut étudiée en premier par Brin et al. [20℄. Le manque d'expressivité des
règles d'assoiations positives onduit ainsi à la reherhe de nouvelles informations que
peut amener les règles d'assoiation mixtes. L'introdution de la négation dans les règles
d'assoiations peut ainsi être utile pour l'identiation d'exeptions [93℄ et de orrelations
négatives [3, 90℄. Elle a permis d'aboutir à diérentes perspetives dans la littérature et se
révèle être un dé important dans les diérents domaines évoqués. Diérentes tehniques
et mesures de qualité sont explorées dans divers travaux de reherhe réents [19, 102℄.
Malheureusement, il n'existe que très peu d'algorithmes de génération eaes permet-
tant d'obtenir un ensemble valide et omplet de règles d'assoiation mixtes à partir d'un
ensemble de données (La validité d'un ensemble de règles d'assoiation représente le fait
que toutes les règles d'assoiation satisfont l'ensemble de données et la omplétude d'un
ensemble de règles d'assoiation le fait que toutes les règles d'assoiation qui satisfont
un ensemble de données peuvent être déduites de l'ensemble de règles d'assoiation
généré). Dans ette partie, nous nous intéressons don au problème de génération d'une
base d'impliations mixtes ('est à dire prenant en ompte la présene et l'absene des
attributs dans le ontexte) à partir d'un ontexte formel R = (G,M,I). Ce problème est
ainsi équivalent à la génération de règles d'assoiation dont la onane est égale à 1.
Nous verrons ainsi les diérentes problématiques qui peuvent exister sur es bases d'im-
pliations selon le hoix de données de départ que nous onsidérons. Nous regarderons
ainsi la faisabilité et la omplexité de haune.
Nous nous foaliserons plus partiulièrement sur le problème de la génération d'une base
d'impliations mixtes à partir des bases d'impliations purement positives et purement
négatives assoiées à un ontexte R.
Cette partie est struturée omme suit :
Le hapitre 6 présente les notations et les dénitions que nous allons utiliser pour
les bases d'impliations mixtes. Nous introduisons une méthode naïve de génération
des règles d'impliations à partir d'un ontexte formel R = (G,M,I). Nous regardons
ensuite diérentes problématiques liées à la génération des bases d'impliations purement
positives, purement négatives et mixtes. Nous verrons que la plupart des problèmes
évoqués sont à e jour enore ouverts.
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Dans le hapitre 7, nous nous onentrons plus partiulièrement sur le problème
de la génération d'une base d'impliations mixtes à partir des bases d'impliations
génériques purement positives et purement négatives assoiées à un ontexte R. Nous
verrons ainsi, qu'à partir de ette information, nous n'avons auune garantie d'obtenir
une base d'impliations mixtes omplète pour un ontexte R onsidéré. Cependant, nous
exhiberons un ertain nombre de propriétés et de règles d'inférene qui nous permettent
de déduire un ertain nombre d'impliations mixtes de R.
Nous montrerons aussi que dans le as partiulier d'un ontexte réduit, nous obtenons
une nouvelle règle d'inférene qui nous permet de montrer la validité et la omplétude
de la base d'impliations mixtes déduite pour un ontexe à partir des règles d'inférenes
que nous avons trouvées en onsidérant en données les bases d'impliations génériques
positives et négatives de e ontexte. Un ontexte partiulier, que l'on nomme ontexte
omplet sera traité indépendemment pour arriver à e résultat.
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Nous allons voir dans e hapitre les dénitions et les notations qui vont nous servir
pour les impliations mixtes tout au long de ette partie. Nous verrons ensuite les problé-
matiques qui peuvent se poser sur e sujet ainsi que l'analyse de leur omplexité onnue
à e jour.
6.1 Dénitions et notations
6.1.1 Contexte omplémentaire et apposition de ontextes
Dénition 37 Contexte omplémentaire :
Soit R = (G,M,I) une ontexte formel. On dénit par R˜ = (G, M˜ , (M × G) \I) le
ontexte omplémentaire de R.
La ontexte formel omplémentaire R˜ a pour but de représenter l'absene des attributs
dans les objets du ontexte R. Il matérialise l'aspet négatif du ontexte de départ. Ainsi,
si nous onsidérons une représentation matriielle du ontexte omplémentaire R˜ les 1
orrespondront aux 0 dans le ontexte R et vie et versa.
Notation 2 Soit R = (G,M,I) un ontexte formel. On note par :
 M˜ : l'ensemble des attributs négatifs assoiés à M.
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R|R˜ a b  d a˜ b˜ c˜ d˜
1 1 0 0 1 0 1 1 0
2 0 1 0 1 1 0 1 0
3 1 1 0 0 0 0 1 1
4 0 1 1 1 1 0 0 0
Tab. 6.1  L'apposition de deux ontextes omplémentaires R|R˜.
 x˜ : la négation d'un élément de M i.e un élément de M˜ .
 X˜ : un ensemble d'éléments inlus dans M˜ .
Dénition 38 Apposition de ontextes :
Soit R1 = (G, M1, I1) et R2 = (G, M2, I2) deux ontextes formels. On dénit par R =
R1|R2=(G, M1∪˙M2,I1∪˙I2) l'apposition de R1 et R2.
Si nous onsidérons la représentation matriielle des ontextes formels, l'apposition de
deux ontextes R1 et R2 orrespond à la onaténation des matries partageant le même
ensemble d'objets [54℄. Nous pouvons ainsi voir dans la table 6.1 l'apposition de deux
ontextes formels omplémentaires.
6.1.2 Impliations positives, négatives et mixtes
Nous onsidérons ii les impliations sur l'ensemble des attributs d'un ontexte formel.
Nous assoierons don à haque ontexte son système de fermeture sur l'ensemble des
attributs de e ontexte.
Notation 3 Soit R = (G,M,I) un ontexte formel. on notera par FR le système de fer-
meture sur l'ensemble M des attributs de R.
Nous allons ii distinguer trois types d'impliations.
 Impliations positives : X → Y ave X ⊆ M et Y ⊆ M.
 Impliations négatives : X˜ → Y˜ ave X˜ ⊆ M˜ et Y˜ ⊆ M˜ .
 Impliations mixtes : XZ˜ → YT˜ ave Z˜, T˜ ⊆ M˜ et X, Y ⊆ M.
Nous pouvons remarquer que les impliations positives et négatives sont des as partiu-
liers des impliations mixtes. L'ensemble des impliations mixtes assoié à un ontexte
formel représente ainsi un sur-ensemble des impliations positives habituellement onsi-
dérées.
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positives négatives mixtes
c→ bd b˜→ c˜ a→ c˜ abd→ a˜b˜cc˜d˜
ac→ bd d˜→ c˜ bd→ a˜ ac→ a˜bb˜c˜dd˜
abd→ c a˜b˜→ c˜d˜ ad→ b˜c˜ a˜d˜→ abb˜cc˜d
a˜d˜→ b˜c˜ c→ a˜bd b˜d˜→ aa˜bcc˜d
b˜d˜→ a˜c˜ ab→ c˜d˜ a˜b˜→ abcc˜dd˜
a˜→ bd aa˜→ bb˜cc˜dd˜
b˜→ adc˜ bb˜→ aa˜cc˜dd˜
d˜→ abc˜ cc˜→ aa˜bb˜dd˜
a˜c˜→ bd dd˜→ aa˜bb˜cc˜
bc˜d→ a˜ b˜c→ aa˜bc˜dd˜
cd˜→ aa˜bb˜c˜d
Tab. 6.2  Impliations positives, négatives et mixtes assoiées au ontexte R de la table
6.1.
Une solution simple pour le problème de génération des règles mixtes d'un ontexte
formel donné R onsiste à faire l'apposition de R ave R˜. Le alul des impliations
mixtes de la relation R revient ainsi à aluler les impliations positives de la relation
R|R˜. Malheureusement, ette méthode n'est pas très eae. Un des fateurs majeurs
est le fait que, dans des appliations réelles, les olletions de données représentées sont
relativement éparses et ainsi les ontextes formels omplémentaires orrespondants sont
denses. Ainsi la génération d'une base d'impliations mixtes peut être très oûteuse du
fait du doublement du nombre d'attributs du ontexte formel et du nombre de onepts
assoiés à e nouveau ontexte.
Notation 4 Soit R = (G,M,I) un ontexte formel. On notera par :
 ΣR : une base d'impliations pour le ontexte R ('est à dire les impliations positives
de R).
 ΣR˜ : une base d'impliations pour le ontexte R˜ ('est à dire les impliations néga-
tives de R).
 ΣR|R˜ : une base d'impliations pour le ontexte R|R˜ ('est à dire les impliations
mixtes de R).
Nous pouvons voir dans la table 6.2 les bases d'impliations génériques positives, négatives
et mixtes du ontexte formel R de la table 6.1.
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Pour haque ensemble d'impliations, nous distinguons deux types d'impliations :
 Les impliations à support stritement positif du type X → Y : Ce sont les impli-
ations tel qu'au moins un objet vérie ette impliation.
 Les impliations à support nul du type X → M [0℄ : Ce sont les impliations
telles qu'auun objet de la relation omporte tous les attributs de la prémisse. Ils
représentent, pour les systèmes de fermeture, les ensembles non fermés tels que leur
fermeture est égale à M.
Ces notions seront appliquées par la suite sur les diérents types d'impliations 'est à
dire les impliations positives, négatives et mixtes.
6.2 Problématique
Dans ette setion, nous identions un ensemble de problèmes relatifs à la génération
de bases d'impliations positives, négatives et mixtes à partir d'un ontexte formel R
=(G, M, I) donné ou non. Nous donnons pour haun d'entre eux leur ompléxité assoiée
onnue à e jour.
Problème 9 GENERATION IMPLICATIONS POSITIVES (GIP)
Données : Un ontexte formel R = (G, M, I).
Résultat : ΣR une base d'impliations assoiée à R.
Le problème GIP a pour but de aluler une base d'impliations étant donné un ontexte
formel R. Ce problème est un problème lassique en analyse formelle de onepts. L'étude
intensive de e problème dans diérents domaines a onduit à l'appariton de divers algo-
rithmes pour la génération de es bases d'impliations [38, 54, 85℄. La omplexité de e
problème est à e jour toujours ouvert même si nous onsidérons des as partiuliers de
elui-i [47℄.
Problème 10 GENERATION IMPLICATIONS NEGATIVES (GIN)
Données : Un ontexte formel R = (G, M, I).
Résultat : ΣR˜.
Le problème GIN onsiste à générer un ensemble d'impliations négatives étant donné
un ontexte formel R. Ce problème est ainsi équivalent au problème GIP à une étape de
prétraitement près. Pour obtenir l'ensemble des impliations négatives, il sut de aluler
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le ontexte omplémentaire R˜ du ontexte R et d'appliquer les algorithmes de génération
proposés pour le problème GIP sur e nouveau ontexte ainsi obtenu.
Problème 11 GENERATION IMPLICATIONS MIXTES (GIM)
Données : Un ontexte formel R = (G, M, I).
Résultat : ΣR|R˜.
Le problème GIM est lui aussi équivalent au problème GIP. Pour obtenir l'ensemble des
impliations de ΣR|R˜, il sut de faire l'apposition des deux ontextes formels R et R˜, et
de lui appliquer les algorithmes onnus pour le problème GIP.
Problème 12 GENERATION IMPLICATIONS DUALES (GID)
Données : Un ontexte formel R = (G, M, I) et ΣR.
Résultat : ΣR˜.
Le problème GID prend en entrées le ontexte formel R = (G,M,I) ainsi que l'ensemble
des impliations positives assoiées an de aluler l'ensemble des impliations négatives
ΣR˜ assoié à R. La taille du résultat peut être exponentielle en la taille de la donnée si
nous onsidérons que les bases d'impliations sont des bases génériques. Il ne peut don
pas exister d'algorithme polynomial en la taille de l'entrée. Nous montrons dans l'exemple
21 un ontexte illustrant ette observation.
Exemple 21 Considérons le ontexte formel R =(G,M,I) ave G={1,...,n-1},
M={a1, ..., an} et (i, aj) ∈ I si j = n − i + 1. Cela signie en partiulier qu'il n'existe
pas d'objet ayant la propriété a1. Alors les bases génériques respetives de R et R˜ sont
données respetivement par :
 ΣR = {a1 →M\{a1}} ∪ {aiaj → a1 | i, j ∈ {2, ..., n}, i 6= j}.
 ΣR˜ = {A˜→ a˜1 | ∅ ⊂ A˜ ⊆ M˜\{a˜1}}.
Alors |ΣR| = 1 + (n− 1)(n− 2)/2 et |ΣR˜| = 2
n−1 − 1.
Problème 13 GENERATION CONCEPTS NEGATIFS (GCN)
Données : Un ontexte formel R = (G, M, I) et B(R) le treillis assoié à R.
Résultat : B(R˜) le treillis assoié à R˜.
Le but du problème GCN est de générer le treillis des onepts assoié à la relation
omplémentaire R˜ étant donnés la relation R et le treillis des onepts B(R) qui lui est
assoié.
Pour e problème, la taille du treillis B(R˜) peut être exponentielle en la taille de B(R)
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(voir l'exemple 22). Cependant les onepts de B(R˜) peuvent être générés en temps total
polynomial à partir de R ('est à dire en temps polynomial par onept) en utilisant un
algorithme de génération de onepts [82℄.
Exemple 22 Considérons le ontexte formel R =(G,M,I) ave G = {1, ..., n}, M=
{a1, a2, ..., an} et (i, aj) ∈ I si j = i. Le ontexte R admet n + 2 onepts alors que
sa relation omplémentaire R˜ en omporte 2n.
Problème 14 GENERATION COMPLETE DES IMPLICATIONS DEPUIS
CONCEPTS (GCIC)
Données : Un ontexte formel R = (G, M, I) et B(R), B(R˜) les treillis respetivement
assoiés à R et à R˜.
Résultat : ΣR|R˜.
Le problème GCIC peut être résolu en assemblant d'une part B(R) et B(R˜) en une sous-
struture du produit diret de es deux treillis [98℄. La taille du treillis résultant B(R|R˜)
est ainsi inférieure ou égale à la taille du produit artésien des deux treillis de départ.
ΣR|R˜ se déduit ainsi en temps polynomial à partir de B(R|R˜).
Corollaire 3 Le problème GCIC est polynomial.
Problème 15 GENERATION COMPLETE IMPLICATIONS BIS (GCIB)
Données : ΣR et ΣR˜ les bases d'impliations génériques respetives de R et R˜.
Résultat :ΣR|R˜.
Le problème GCIB prend en entrée les bases d'impliations positives et négatives d'un
ontexte R an d'obtenir une base d'impliations mixtes de e ontexte.
Ce problème est à e jour, à notre onnaissane, enore ouvert et sera étudié plus en
détails dans le prohain hapitre.
La table 6.3 résume les divers problèmes évoqués en terme de données, de résultat et de
omplexité.
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Problème Données Résultat Classe de Complexité Taille des données
GIP R ΣR ouvert exponentielle
GIN R ΣR˜ ouvert exponentielle
GIM R ΣR|R˜ ouvert exponentielle
GID R, ΣR ΣR˜ ouvert exponentielle
GCN R, B(R) B(R˜) temps total polynomial exponentielle
GCIC R, B(R), B(R˜) ΣR|R˜ polynomiale polynomiale
GCIB ΣR, ΣR˜ ΣR|R˜ ouvert ouvert
Tab. 6.3  Liste des problèmes et leur omplexité relative
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Dans le hapitre préédent, nous avons dérit diérents sénarios possibles pour générer
des bases d'impliations mixtes ainsi que leur omplexité onnue à e jour.
Dans le présent hapitre, nous allons nous intéresser plus partiulièrement au problème
(GCIB), 'est à dire le problème de génération d'une base d'impliations mixtes d'un
ontexte étant données ses bases d'impliations positives et négatives ΣR et ΣR˜. Dans le
reste de e hapitre, nous supposons que les bases positives et négatives onsidérées sont
des bases génériques. Ce hoix est dû au fait que ette base d'impliations est uniquement
dénie et très utilisée dans diérents domaines appliatifs.
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7.1 Propriétés et règles d'inférene sur les impliations
mixtes
Nous exhibons dans ette setion quelques propriétés sur les impliations mixtes ainsi
que des règles d'inférenes permettant de déduire un ensemble partiel d'impliations
mixtes seulement à partir des impliations positives ou des impliations négatives.
Par soui de larté, nous présentons les diérentes propriétés et les diérentes règles d'in-
férene sous la forme de tableaux où nous leur assoions un identiant :
Identiant Propriété
P1 propriété 4
P2 propriété 5
P3 propriété 6
P4 propriété 7
Tab. 7.1  Liste des propriétés sur les règles mixtes
Identiant Proposition/Corollaire
I1 proposition 13
I2 orollaire 4
I3 proposition 14
I4 orollaire 5
I5 proposition 15
I6 proposition 17
Tab. 7.2  Liste des règles d'inférene sur les impliations mixtes
7.1.1 Propriétés
Nous allons voir ii diérentes propriétés onernant les impliations mixtes à partir
des impliations positives et négatives.
Propriété 4 Soient R = (G,M,I) un ontexte formel, A→B ∈ ΣR et C˜ → D˜ ∈ ΣR˜ si et
seulement si ΣR|R˜ ⊢ A→B et ΣR|R˜ ⊢ C˜ → D˜.
Nous avons vu dans l'introdution de ette partie que les impliations positives et néga-
tives sont des impliations mixtes partiulières.
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Si nous onsidérons un ontexte R, les impliations positives assoiées à R et les implia-
tions négatives assoiées à R˜ sont aussi des impliations pour le ontexte R|R˜ puisque R
et R˜ sont des sous ontextes de R|R˜ partageant le même ensemble d'objet. La propriété
4 en déoule. Elles représentent don des impliations mixtes pour le ontexte R.
Une préision est à apporter sur les impliations de support nul. Puisque les impliations
mixtes sont dénies sur l'ensemble des attributs M ∪ M˜ , les impliations positives et
négatives restent bien valides mais portent sur e nouvel ensemble d'attributs. Ainsi une
impliation de R du type X → M deviendra X → MM˜ pour le ontexte R|R˜.
Propriété 5 Pour tout x ∈ M , on a ΣR|R˜ ⊢ xx˜ → MM˜ [0].
Les impliations mixtes d'un ontexte R orrespondent aux impliations du ontexte
résultant de l'apposition du ontexte R et de son omplémentaire R˜. Ainsi, tout objet du
ontexte R|R˜ ne peut ontenir à la fois un attribut et son attribut omplémentaire. En
d'autres termes, un attribut ne peut pas être présent et absent en même temps dans un
objet. La propriété 5 déoule ainsi de ette onstatation.
Propriété 6 Soit R = (G,M, I) un ontexte formel. Si un objet dans R est omposé de
tous les attributs de M , alors ∀ A ⊆ M et ∀ x˜ ∈ M˜ , ΣR|R˜ 6⊢ A → x˜.
Preuve. Soit A ⊆ M et g un objet de G tel qu'il ontienne tous les attributs de M . Il
est lair que g ne ontient auun attribut de M˜ et par onséquent AΣR|R˜ ⊆ M . 
Exemple 23 Nous modions le ontexte formel de l'exemple 6.1 en ajoutant l'objet 5 qui
ontient tous les attributs de M.
R|R˜ a b  d a˜ b˜ c˜ d˜
1 1 0 0 1 0 1 1 0
2 0 1 0 1 1 0 1 0
3 1 1 0 0 0 0 1 1
4 0 1 1 1 1 0 0 0
5 1 1 1 1 0 0 0 0
Nous pouvons ii voir que tout sous-ensemble A ⊆ M ne peut pas impliquer un attribut
de M˜ . ΣR|R˜ = {c → bd, ac → bd, abd → c, a˜ → bd, b˜ → ac˜d, ac˜d → b˜, a˜c˜ → bd, bc˜d →
a˜, d˜ → abc˜, abc˜ → d˜, a˜c → bd, cd˜ → aa˜bb˜c˜d[0], a˜d˜ → abb˜cc˜d[0], a˜b˜ → abcc˜dd˜[0], b˜c →
aa˜bc˜dd˜[0], b˜d˜ → aa˜bcc˜d[0], abc˜d → a˜b˜cd˜[0], aa˜ → bb˜cc˜dd˜[0], bb˜ → aa˜cc˜dd˜[0], cc˜ →
aa˜bb˜dd˜[0], dd˜→ aa˜bb˜cc˜[0]}
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La propriété 6 montre qu'un objet omposé de tous les attributs du ontexte R peut em-
pêher la présene d'un type d'impliations mixtes, en l'ourrene des impliations dont
la prémisse est onstituée d'attribut de M et dont la onlusion omporte des attributs
de M˜ . La présene d'un tel objet dans R se traduit sur sa base générique assoiée ΣR par
le fait qu'elle ne ontient auune impliation dont le support est nul.
Nous pouvons alors appliquer le même raisonnement sur la relation omplémentaire R˜.
La propriété 7 en déoule.
Propriété 7 Soit R = (G,M,I) un ontexte formel. Si un objet dans R n'est omposé
d'auun attribut de M, alors ∀ A˜ ⊆ M˜ et ∀ x ∈ M , ΣR|R˜ 6⊢ A˜ → x.
Preuve. Si un objet dans R n'est omposé d'auun attribut de M, alors il existe un objet
dans R˜ omposé de tous les attributs de M˜ . Ainsi le raisonnement de la preuve est le
même que pour la propriété 6. 
7.1.2 Règles d'inférene
Nous allons voir dans ette setion que nous pouvons déduire des impliations mixtes
à partir de l'ensemble des impliations positives et négatives. Ainsi, un sous-ensemble des
impliations mixtes peut être généré de manière eae.
Pour illustrer les diérentes propositions et résultats que nous avons obtenus sur e pro-
blème, nous onsidérons l'exemple présenté dans la gure 7.1. Dans et exemple, nous
avons représenté un ontexte formel R sous sa forme matriielle ainsi que son ontexte
omplémentaire R˜ et l'apposition de es deux ontextes. Nous donnons aussi les bases
génériques assoiées à haun de es ontextes. La gure 7.2 représente les systèmes de
fermeture assoiés à es diérents ontextes.
Proposition 13 Soit R = (G,M,I) un ontexte formel et Ax → y ∈ ΣR. Alors ΣR|R˜ ⊢
Ay˜ → x˜.
Preuve. Nous onsidérons ii deux as distints :
 ∃ F ∈ FR|R˜ tel que Ay˜ ⊆ F. Puisque Ax → y (par la propriété 4), x6∈ F sinon y
appartiendrait à F. Ainsi nous avons ΣR|R˜ ⊢ Ay˜ → x˜.
 6 ∃ F ∈ FR|R˜ tel que Ay˜ ⊆ F. Alors ΣR|R˜ ⊢ Ay˜ → MM˜ [0] et par onséquent ΣR|R˜
⊢ Ay˜ → x˜.
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R a b  d
1 1 1 1 0
2 1 1 0 0
3 1 0 0 0
4 0 0 0 1
5 0 0 1 1
R˜ a˜ b˜ c˜ d˜
1 0 0 0 1
2 0 0 1 1
3 0 1 1 1
4 1 1 1 0
5 1 1 0 0
ΣR = {b→ a, ac→ b, bc→ a, ad→ bc[0], bd→ ac[0]}
ΣR˜ = {a˜→ b˜, b˜d˜→ c˜, a˜c˜→ b˜, a˜d˜→ b˜c˜[0]}
Fig. 7.1  Un ontexte formel R et son omplémentaire R˜
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Fig. 7.2  Systèmes de fermeture assoiés à R et R˜ de la gure 7.1
.
88 Chapitre 7. Génération d'impliations mixtes

La proposition 13 permet ainsi de générer des impliations mixtes à partir d'impliations
positives. Nous pouvons appliquer le même raisonnement à partir des impliations néga-
tives puisqu'elles sont obtenues à partir du ontexte omplémentaire R˜. Nous déduisons
par e fait le orollaire suivant :
Corollaire 4 Soit R = (G,M,I) un ontexte formel et A˜x˜ → y˜ ∈ ΣR˜. Alors ΣR|R˜ ⊢ A˜y
→ x.
Preuve. La preuve de e orollaire est similaire à elle de la proposition 13 en onsidérant
le système de fermeture FR˜ assoié au ontexte R˜. 
Exemple 24 Si nous onsidérons les bases d'impliations positives et négatives de la
gure 7.1, nous pouvons ainsi inférer les impliations mixtes suivantes qui sont induites
par ΣR|R˜.
Impliations de ΣR Impliations induites
b → a ⇒ I1 ⇒ a˜ → b˜
ac → b ⇒ I1 ⇒ ab˜ → c˜
cb˜ → a˜
bc → a ⇒ I1 ⇒ ca˜ → b˜
ba˜ → c˜
Impliations de ΣR˜ Impliations induites
a˜ → b˜ ⇒ I2 ⇒ b → a
b˜d˜ → c˜ ⇒ I2 ⇒ d˜c → b
b˜c → d
a˜c˜ → b˜ ⇒ I2 ⇒ c˜b → a
a˜b → c
De la même manière que la proposition 13 et le orollaire 4, nous pouvons déduire d'autres
impliations mixtes à partir des impliations positives et négatives ayant un support nul.
Proposition 14 Soit R = (G,M,I) un ontexte formel et Ax → M [0] ∈ ΣR. Alors ΣR|R˜
⊢ A → x˜. De manière duale, si A → x˜ ∈ ΣR|R˜ alors ΣR ⊢ Ax → M [0].
Preuve. Soit Ax→M [0], alors (Ax)ΣR|R˜ =MM˜ . Alors pour tout F ∈ FR|R˜, F 6=MM˜ ,tel
que A ⊆ F, x 6∈ F, et par onséquent x˜ ∈ F.
Inversement, si ΣR|R˜ ⊢ A → x˜. Il n'existe pas de F ∈ FR tel que Ax ⊆ F hormis M . 
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Corollaire 5 Soit R = (G,M,I) un ontexte formel et A˜x˜ → M˜ [0] ∈ ΣR˜. Alors ΣR|R˜ ⊢
A˜ → x. De manière duale, si A˜ → x ∈ ΣR|R˜ alors ΣR˜ ⊢ A˜x˜ → M˜ [0]
Preuve. Le raisonnement de la preuve est le même que la preuve de la proposition 14. 
Exemple 25 Si nous onsidérons les bases d'impliations positives et négatives de la
gure 7.1. Nous pouvons ainsi inférer les impliations mixtes suivantes qui sont induites
par ΣR|R˜.
Impliations de ΣR Impliations induites
ad → bc [0] ⇒ I3 ⇒ a → d˜
d → a˜
bd → ac [0] ⇒ I3 ⇒ b → d˜
d → b˜
Impliations de ΣR˜ Impliations induites
a˜d˜ → b˜c˜ ⇒ I4 ⇒ a˜ → d
d˜ → a
La proposition 14 et le orollaire 5 peuvent ainsi être généralisés et exprimés sous forme
d'équivalene d'impliations omme suit :
Proposition 15 L'impliation A → x˜ ∈ ΣR|R˜ pour A ⊆ MM˜ est équivalente à Ax →
MM˜ [0].
Preuve. Cette proposition peut ainsi être prouvée en onduisant le même raisonnement
qui elui utilisé pour la Proposition 13. 
7.1.3 Réapitulatif
Nous pouvons voir dans la table 7.3 un réapitulatif des diérentes propositions évo-
quées dans e hapitre.
Cei nous permet ainsi de générer un ensemble d'impliations mixtes d'un ontexte donné
R à partir de ses bases d'impliations génériques positives et négatives ΣR et ΣR˜. Mal-
heureusement, es ensembles d'impliations ne dénissent pas dans tous les as une base
d'impliations pour le ontexte R|R˜.
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Impliations onsidérées Impliations déduites
Ax → y ∈ ΣR ⇒ I1 ⇒ Ay˜ → x˜
A˜x˜ → y˜ ∈ ΣR˜ ⇒ I2 ⇒ A˜y → x
Ax → M [0] ∈ ΣR ⇒ I3 ⇒ A → x˜
A˜x˜ → M˜ [0] ∈ ΣR˜ ⇒ I4 ⇒ A˜ → x
Tab. 7.3  Réapitulatif des diérentes propositions sur les impliations mixtes
7.2 Complétude de la génération des impliations
mixtes
Nous allons voir dans ette setion qu'il est impossible de aluler l'ensemble omplet
des impliations mixtes uniquement à partir des bases d'impliations positives et négatives
d'un ontexte R.
Cei vient du fait que l'on peut assoier à un ouple de bases d'impliations positives et
négatives ΣR et ΣR˜ diérents ontextes formels qui respetent es bases d'impliations.
L'exemple qui suit présente le as où nous onsidérons deux ontextes R1 et R2 tel que
leurs bases d'impliations positives et négatives respetives sont équivalentes et tel que
leurs bases d'impliations mixtes sont diérentes.
Exemple 26 Considérons les ontextes formels R1 et R2 de la gure 7.3. Nous pouvons
voir que R1 est un ontexte réduit de R2 puisque l'objet 6 dans R2 peut être obtenu par
l'intersetion de l'objet 3 et l'objet 4. De plus puisque l'objet 6 est l'union de l'objet 1 et
de l'objet 2, l'objet 6 dans R˜2 devient ainsi l'intersetion de l'objet 1 et de l'objet 2 . R˜1
est ainsi un ontexte réduit de R˜2. Les bases d'impliations positives et négatives de R1 et
R2 sont don équivalentes entre elles.
Or si nous onsidérons les bases d'impliations génériques assoiées à R1|R˜1 et R2|R˜2,
elles sont diérentes (gure 7.4). Ainsi, si nous onsidérons l'ensemble abc˜d˜, nous avons
(abc˜d˜)ΣR1|R˜1 = abc˜d˜e˜ et (abc˜d˜)ΣR2|R˜2 = abc˜d˜.
La proposition 16 déoule ainsi de l'exemple 26.
Proposition 16 Soit ΣR et ΣR˜ des bases d'impliations pour un ontexte formel R et
son omplémentaire R˜. Il n'est pas possible de générer une base d'impliations omplète
pour le ontexte R|R˜.
Nous ne pouvons don pas générer une base d'impliations mixtes omplète pour un
ontexte R si les seules données dont nous disposons sont ses bases d'impliations géné-
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R1 a b  d e
1 1 1 0 0 0
2 1 0 0 0 1
3 1 1 1 0 1
4 1 1 0 1 1
5 0 1 0 0 1
R2 a b  d e
1 1 1 0 0 0
2 1 0 0 0 1
3 1 1 1 0 1
4 1 1 0 1 1
5 0 1 0 0 1
6 1 1 0 0 1
R1 R2
Fig. 7.3  R1 est un ontexte réduit de R2
e˜ → abc˜d˜ bb˜ → aa˜cc˜dd˜ee˜[0]
abc˜d˜ → e˜ cb˜ → aa˜bc˜dd˜ee˜[0]
b˜ → aec˜d˜ db˜ → aa˜bcc˜d˜ee˜[0]
aec˜d˜ → b˜ ee˜ → aa˜bb˜cc˜dd˜[0]
c → abed˜ aa˜ → bb˜cc˜dd˜ee˜[0]
abed˜ → c a˜b˜ → abcc˜dd˜ee˜[0]
d → abec˜ ca˜ → abb˜c˜dd˜ee˜[0]
abec˜ → d da˜ → abb˜cc˜d˜ee˜[0]
a˜ → bec˜d˜ a˜e˜ → abb˜cc˜dd˜e[0]
bec˜d˜ → a˜ ce˜ → aa˜bb˜c˜dd˜e[0]
cc˜ → aa˜bb˜dd˜ee˜[0] b˜e˜ → aa˜bcc˜dd˜e[0]
cd˜ → aa˜bb˜c˜dee˜[0] de˜ → aa˜bb˜cc˜d˜e[0]
dd˜ → aa˜bb˜cc˜ee˜[0] abec˜d˜ → a˜b˜cde˜[0]
e˜ → abc˜d˜ de˜ → aa˜bb˜cc˜d˜e[0]
b˜ → aec˜d˜ ee˜ → aa˜bb˜cc˜dd˜[0]
c → abed˜ ca˜ → abb˜c˜dd˜ee˜[0]
d → abec˜ da˜ → abb˜cc˜d˜ee˜[0]
a˜ → bec˜d˜ a˜e˜ → abb˜cc˜dd˜e[0]
aa˜ → bb˜cc˜dd˜ee˜[0] a˜b˜ → abcc˜dd˜ee˜[0]
dd˜ → aa˜bb˜cc˜ee˜[0] bb˜ → aa˜cc˜dd˜ee˜[0]
cc˜ → aa˜bb˜dd˜ee˜[0] b˜e˜ → aa˜bcc˜dd˜e[0]
cd → aa˜bb˜c˜d˜ee˜[0] cb˜ → aa˜bc˜dd˜ee˜[0]
ce˜ → aa˜bb˜c˜dd˜e[0] db˜ → aa˜bcc˜d˜ee˜[0]
ΣR1|R˜1 ΣR2|R˜2
Fig. 7.4  Bases d'impliations génériques pour R1|R˜1 et R2|R˜2 de la gure 7.3
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riques positives et négatives. Cei est en partie du au fait qu'une base d'impliations peut
représenter plusieurs ontextes.
7.3 Cas partiulier : Contexte réduit
Nous nous onentrons dans ette setion à une restrition des ontextes généraux : les
ontextes réduits. L'intérêt prinipal de es ontextes est leur uniité. Une base d'implia-
tions ne peut ainsi représenter qu'un seul et unique ontexte réduit. Malheureusement, les
propriétés et les règles d'inférene que nous avons énonées dans la setion 7.1.2 ne per-
mettent pas une génération omplète d'une base d'impliations mixtes à partir des bases
d'impliations positives et négatives d'un ontexte R réduit. L'exemple 27 représente ainsi
un ontexte R réduit ainsi que ses bases d'impliations génériques positives et négatives
assoiées. Nous pouvons voir que l'impliation mixte abc˜d˜→ cdea˜b˜e˜[0] est valide pour le
ontexte R|R˜. Or nous ne pouvons pas l'obtenir à partir des bases d'impliations positives
et négatives de R en utilisant les propriétés et règles d'inférene évoquées préédemment.
Exemple 27 Soit R un ontexte formel dérit i-dessous ave ses bases d'impliations
génériques positives et négatives assoiées :
R a b  d e
1 1 1 0 1 0
2 1 1 1 0 0
3 0 1 0 0 1
4 1 0 0 0 0
ΣR = {e→ b, d→ ab, c→ ab, cd→ abe[0], ae→ bcd[0], ce→ abd[0], de→ abc[0]}
ΣR˜ = {a˜→ c˜d˜, b˜→ c˜d˜e˜, c˜d˜e˜→ b˜, a˜b˜→ c˜d˜e˜[0], a˜e˜→ b˜c˜d˜[0]}
Nous introduisons ainsi dans ette setion une nouvelle règle d'inférene spéique aux
ontextes réduits. Cette dernière nous permet de montrer, ave l'aide des préédentes
règles d'inférene, que nous pouvons générer une base d'impliations mixtes valide et
omplète d'un ontexte réduit R à partir de ses bases d'impliations positives et négatives
assoiées. Pour arriver à e résultat, nous traiterons un as partiulier que nous appellerons
ontexte omplet indépendemment des autres as. Un ontexte omplet se traduit par
le fait que l'une de es deux bases d'impliations (positives ou négatives) est vide, 'est
à dire ne ontient auune impliation. Si nous l'exprimons sur le système de fermeture
assoié, ela signie que toutes les parties de G sont des ensembles fermés.
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7.3.1 Contexte omplet
Il existe des ontextes formels tel que leur base d'impliations positives assoiée (ou
bien leur base d'impliations négatives) est vide. Il existe ainsi un unique ontexte réduit
qui représente ette base d'impliations positive vide (le ontexte omplémentaire pour
la base d'impliations négatives vide). Les objets de e ontexte R ontiennent tous
R a b  d
1 0 1 1 1
2 1 0 1 1
3 1 1 0 1
4 1 1 1 0
ΣR = {}
ΣR˜ = {a˜b˜→ c˜d˜[0], a˜c˜→ b˜d˜[0], a˜d˜→ b˜c˜[0], b˜c˜→ a˜d˜[0], b˜d˜→ a˜c˜[0], c˜d˜→ a˜b˜[0]}
Fig. 7.5  R un ontexte omplet à 4 attributs et ses bases d'impliations génériques
positives et négatives assoiées
les attributs de R hormis un. La taille de l'ensemble des objets est égale à la taille de
l'ensemble des attributs puisque tous les objets sont aratérisés par l'absene de haun
des attributs. La gure 7.5 représente ainsi un ontexte omplet à quatre attributs ave
ses bases d'impliations positives et négatives assoiées.
Si nous onsidérons un ontexte omplet R=(G, M, I) de taille k où M = (a1, ..., ak),
les bases d'impliations positives et négatives assoiées sont onstruites de la manière
suivante :
 ΣR = {}
 ΣR˜ = {a˜ia˜j → M˜\{a˜ia˜j}[0], ∀i ∈ {1..k}, ∀j ∈ {1..k}, i 6= j}
Par la onstrution du ontexte omplet R, la base d'impliations mixtes générique est
onstruite de la manière suivante lorsque l'ensemble des attributs est de taille k :
ΣR|R˜ = {a˜ia˜j →MM˜ [0], ∀i ∈ {1..k}, ∀j ∈ {1..k}, i 6= j}
∪ {M\ai → a˜i, ∀i ∈ {1..k}}
∪ {a˜i → aj , ∀i ∈ {1..k}, ∀j ∈ {1..k}, i 6= j}
∪ a1...ak → a˜1...a˜k[0]
∪ {aia˜i → MM˜ [0], ∀i ∈ {1..k}}
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Or il n'est pas possible, à partir des bases d'impliations positives et négatives et des
diérentes propriétés et règles d'inférene que nous avons proposées, d'obtenir une base
d'impliations mixtes omplète pour un ontexte omplet.
Cei vient du fait que la base d'impliations positives d'un ontexte omplet est vide. Nous
ne pouvons don pas générer les règles mixtes du type M\ai → a˜i ave les propriétés et
règles d'inférene que nous avons.
Nous pouvons aratériser la base d'impliations mixtes d'un ontexte omplet étant
donné la taille de l'ensemble des attributs du ontexte onsidéré. Ainsi, si nous avons
une base d'impliations positives vide et le nombre d'attributs d'un ontexte réduit, nous
pouvons déduire sa base d'impliations mixtes de part sa onstrution.
D'autre part, nous avons remarqué qu'un ontexte omplet de taille k possède en réalité
une impliation positive induite :
a1...ak → {}[0]
Cette impliation n'est jamais prise en ompte dans les bases d'impliations positives
lassiques ar, par elle seule, elle est obsolète par rapport au ontexte omplet.
En revanhe, nous nous sommes rendu ompte qu'elle permet de determiner une base
d'impliations mixtes pour les ontextes omplets en utilisant les propriétés et règles
d'inférene de la setion préédente. Si nous ajoutons ette nouvelle impliation à la
base d'impliations positives du ontexte omplet, nous obtenons les bases d'impliations
positives et négatives suivantes :
 ΣR = {a1...ak → {}[0]}
 ΣR˜ = {a˜ia˜j → M˜\{a˜ia˜j}[0], ∀i ∈ {1..k}, ∀j ∈ {1..k}, i 6= j}
En appliquant les diérentes règles d'inférene sur es deux bases d'impliations nous
obtenons les impliations mixtes suivantes :
Impliations de ΣR Impliations induites
a1...ak → {} [0] ⇒ I3 ⇒ M\ai → a˜i, ∀i ∈ {1..k}
Impliations de ΣR˜ Impliations induites
a˜ia˜j → M˜ [0] ⇒ I4 ⇒ a˜i → aj
En utilisant la propriété 4 nous retrouvons toutes les impliations positives et négatives
plus les impliations de la forme aia˜i →MM˜ [0] grâe à la propriété 5.
Nous obtenons ainsi toutes les impliations mixtes d'un ontexte omplet de taille k.
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7.3.2 Nouvelle règle d'inférene
Nous avons trouvé un exemple (exemple 27) tel que nous ne pouvons pas inférer toutes
les impliations pour un ontexte R=(G, M, I) réduit en utilisant les règles d'inférene et
les propriétés étudiés préédemment.
Les règles d'inférene et les propriétés que nous avons atuellement ne nous susent don
pas à la génération d'une base d'impliations mixtes d'un ontexte réduit R étant donné
ses bases d'impliations génériques positives et négatives.
Nous avons aussi obtenu une nouvelle règle d'inférene s'appliquant sur les ontextes
réduits :
Proposition 17 Soit R =(G, M, I) un ontexte réduit. Alors ΣR|R˜ ⊢ A→ x, A ∈ MM˜
ave A = A+ ∪ A− tel que A+ ⊆ M et A− ⊆ M˜ , x ∈ M si et seulement ∀ y ∈ M\A+,
ΣR|R˜ ⊢ Ay → x et A
+
n'est pas un inf-irrédutible de FR.
Preuve. Nous allons don prouver les deux sens.
 ⇒ : Supposons que ΣR|R˜ ⊢ A→ x. Par la règle d'augmentation d'Armstrong nous
avons ∀ y ∈M\A, ΣR|R˜ ⊢ Ay → x.
 ⇐ : Supposons que ∀ y ∈ M\ A+, ΣR|R˜ ⊢ Ay → x et A
+
n'est pas un élément
inf-irrédutible de FR. Deux as sont alors possibles :
 Il n'existe pas d'objet g ∈ G tel que les attributs de A appartiennent à g. Par
dénition, nous avons ΣR|R˜ ⊢ A→ MM˜ [0] et don ΣR|R˜ ⊢ A→ x ∈ G.
 Il existe au moins un objet g tel que les attributs de A appartiennent à g. Or,
pour tout objet g ∈ G tel que les attributs de A appartiennent à g, il existe z ∈
M\A+ tel que z appartient à g puisque A+ n'est pas un inf-irrédutible de FR.
D'après l'hypothése, ∀ y ∈ M\ A+, ΣR|R˜ ⊢ Ay → x, nous avons don ΣR|R˜ ⊢
A→ x.

La ondition sur le fait qu'un ensemble ne soit pas un élément inf-irrédutible d'un
système de fermeture peut être testé à partir d'une base d'impliations lui étant assoiée.
Cette inférene peut don être réalisée en ne onsidérant que les bases d'impliations
génériques positives et négatives d'un ontexte réduit. Cette nouvelle règle d'inférene
nous permet ainsi de trouver de nouvelles impliations mixtes pour un ontexte réduit
donné, que nous n'arrivions pas à obtenir ave les règles d'inférenes préédentes. Ainsi,
pour l'exemple 27, l'appliation de ette règle permet de trouver l'impliation abc˜d˜ →
MM˜ [0]. Nous avons ii A+ = ab et A− = c˜d˜ et A+ n'est pas un inf-irrédutible de FR.
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Nous regardons alors si, pour tout y appartenant à M\ A+, ΣR|R˜ ⊢ abyc˜d˜ → MM˜ [0].
Nous obtenons les as suivants :
 ΣR|R˜ ⊢ abcc˜d˜→MM˜ [0] puisque ΣR|R˜ ⊢ cc˜→MM˜ [0] d'après P2.
 ΣR|R˜ ⊢ abdc˜d˜→MM˜ [0] puisque ΣR|R˜ ⊢ dd˜→MM˜ [0] d'après P2.
 ΣR|R˜ ⊢ abec˜d˜ → MM˜ [0] puisque ΣR|R˜ ⊢ ae → MM˜ [0] du fait que ae → M [0]
appartient à ΣR et de la propriété P1.
En appliquant la proposition 17, nous aboutissons au fait que ΣR|R˜ ⊢ abc˜d˜→ MM˜ [0].
Nous allons voir dans la setion suivante que ette règle permet d'obtenir un ensemble
valide et omplet d'impliations mixtes pour un ontexte réduit R étant données ses bases
d'impliations génériques positives et négatives assoiées.
7.3.3 Complétude de la génération d'impliations mixtes
Dans ette setion, nous allons voir que les diérentes propriétés et les diérentes règles
d'inférene permettent, à partir des bases d'impliations génériques positives et négatives
d'un ontexte réduit R, d'obtenir un ensemble d'impliations mixtes pour R valide et
omplet.
Dans la suite de ette setion, nous supposons que le ontexte pris en onsidération n'est
pas un ontexte omplet et don qu'il existe au moins une impliation ontenue dans ΣR.
Nous ennonçons i-dessous le problème assoié :
Problème 16 INFERENCE :
Données : Soient ΣR et ΣR˜ les bases d'impliations génériques positives et négatives d'un
ontexte réduit R.
Résultats : ΣR|R˜
Nous allons voir, ave le théorème 20, que nous pouvons répondre au problème IN-
FERENCE grâe aux diérentes règles d'inférene que nous avons proposées. An de
démontrer la validité et la omplétude de la base d'impliations inférée nous exhibons
la propriété 8 ainsi que les lemmes 1 et 2. Nous notons ainsi par Σmixte l'ensemble des
impliations obtenu par les règles d'inférene et les propriétés dénies dans e hapitre.
Un rappel des diérentes propriétés et règles d'inférene est visible dans la table 7.4.
Propriété 8 Soit ΣR|R˜ ⊢ F → x tels que F = F
+ ∪ F− ave F+ ⊆ M et F− ⊆ M˜ et ∀
z ∈ F+, z˜ 6∈ F−. Alors ∀ F ′ ⊆ M tel que F+ ⊆ F ′, x 6∈ F ′ et ∀ y ∈ F ′\F+, y 6∈ F−, on
a F ′ 6∈ M(FR).
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Identiants Propriétés et Règles d'inférene
P1 ΣR ⊢ A→ x ⇔ Σmixte ⊢ A→ x
P1 ΣR˜ ⊢ A˜→ x˜ ⇔ Σmixte ⊢ A˜→ x˜
P1 ΣR ⊢ A→ M [0] ⇔ Σmixte ⊢ A→MM˜ [0]
P1 ΣR˜ ⊢ A˜→ M˜ [0] ⇔ Σmixte ⊢ A˜→MM˜ [0]
P2 Σmixte ⊢ aa˜→ MM˜ , ∀a ∈M
I1 ΣR ⊢ Ax→ y ⇒ Σmixte ⊢ Ay˜ → x˜
I2 ΣR˜ ⊢ A˜x˜⇒ y˜ ⇒ A˜y → x
I3 ΣR ⊢ Ax→M [0] ⇒ Σmixte ⊢ A→ x˜
I4 ΣR˜ ⊢ A˜x˜→ M˜ [0] ⇒ Σmixte ⊢ A˜→ x
I5 Σmixte ⊢ A→ x˜, A ⊆MM˜ ⇔ Σmixte ⊢ Ax→MM˜ [0]
I6 Σmixte ⊢ A→ x, A ⊆MM˜ ave A = A
+ ∪ A−, A+ ⊆ M , A− ⊆ M˜ et x ∈M
⇔
∀y ∈M\A+, Σmixte ⊢ Ay → x et A
+
n'est pas un inf-irrédutible de FR
Tab. 7.4  Réapitulatif des diérentes propriétés et règles d'inférene engendrant les
impliations de Σmixtes
98 Chapitre 7. Génération d'impliations mixtes
Preuve. Nous prouvons ette propriété par ontradition.
Supposons que ΣR|R˜ ⊢ F → x tels que F = F
+ ∪ F− ave F+ ⊆ M et F− ⊆ M˜ et qu'il
existe F ′ ∈ M(FR) tel que F
+ ⊆ F ′ et x 6∈ F ′. Alors il existe un objet g ∈ G du ontexte
R|R˜ tel que les attributs de F+ ∪F− sont ontenus dans g ave x n'est pas ontenu dans
g. Cela ontredit le fait que ΣR|R˜ ⊢ F → x. 
Lemme 1 Soient F ⊆ MM˜ et x ∈M . Alors ΣR|R˜ ⊢ F → x implique Σmixte ⊢ F → x.
Preuve. Soit ΣR|R˜ ⊢ F → x. Nous onsidérons ii que F = F
+ ∪ F− ave F+ ⊆ M
et F− ⊆ M˜ . Si ∃ z ∈ F+ tel que z˜ ∈ F−, d'après P2 Σmixte ⊢ zz˜ → MM˜ [0] et don
Σmixte ⊢ F → x. Dans la suite de ette preuve, nous onsidérons don que ∀ z ∈ F
+
, z˜ 6∈
F−. Deux as sont alors possibles :
 Soit F = F+, alors il existe A → x ∈ ΣR|R˜ tel que A ⊆ F
+
et tel que x 6∈ F+.
D'aprés la propriété P1 nous avons ΣR ⊢ A → x et don Σmixte ⊢ A → x d'où
Σmixte ⊢ F → x.
 Soit F = F+ ∪ F−, tels que F+ 6= {}, F− 6= {}. Deux as sont alors possibles :
1. Soit F+ n'est pas un inf-irrédutible de FR. D'après la règle d'inférene I6,
ΣR|R˜ ⊢ F → x, F
+ ∪ F−, x ∈ M si et seulement si ∀ y ∈ M\F+, ΣR|R˜ ⊢
Fy → x et F+ n'est pas un inf-irrédutible de FR. Il faut ainsi montrer que
Σmixte ⊢ F → x. Pour ela nous regardons si ∀ y ∈ M\F
+
, Σmixte ⊢ Fy → x.
Deux as sont alors possibles :
(a) Soit y˜ ∈ F−. Alors Σmixte ⊢ Fy → x puisque d'après P2, Σmixte ⊢ yy˜ →
MM˜ [0] et par augmentation Fy →MM˜ et don Σmixte ⊢ Fy → x.
(b) Soit y˜ 6∈ F−. Deux as sont alors possibles :
i. Soit F+ ∪ y ∈ M(FR). F
+ ∪ y ne peut pas être un inf-irrédutible de
FR si x 6∈ F
+ ∪ y et y˜ 6∈ F− d'aprés la propriété 8. F+ ne peut être
un inf-irrédutible que si x ∈ F+. Dans e as, Σmixte ⊢ F ∪ y → x
puisque x ∈ F ∪ y.
ii. Soit F+ ∪ y 6∈ M(FR). Il faut alors vérier que Σmixte ⊢ F ∪ y → x en
reommençant le même raisonnement. A haque itération, la prémisse
de l'impliation à tester est augmentée d'un élément de M qui n'est
pas déjà présent dans elle-i. La dernière itération de e proessus
orrespond don à tester si Σmixte ⊢ M ∪ F
− → x. Or, ∃ z ∈ M
tel que z˜ ∈ F−. D'après la propriété P2 Σmixte ⊢ zz˜ → MM˜ [0]. Par
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augmentation, nous avons don Σmixte ⊢ M ∪ F
− → x et par la règle
I6, Σmixte ⊢ F → x.
2. Soit F+ est un inf-irrédutible de FΣR. F
+
ne peut pas être un inf-irrédutible
si x 6∈ F+ et ΣR|R˜ ⊢ F → x d'aprés la propriété 8. F
+
ne peut être un inf-
irrédutible que si x ∈ F+. Dans e as, Σmixte ⊢ F → x puisque x ∈ F

Le dual du lemme 1 est faux puisque le ontexte R˜ n'est pas toujours réduit. Nous
exhibons ainsi le Lemme 2.
Lemme 2 Soient F ⊆ MM˜ et x˜ ∈M . Alors ΣR|R˜ ⊢ F → x˜ implique Σmixte ⊢ F → x˜.
Preuve. Soit ΣR|R˜ ⊢ F → x˜. Nous onsidérons ii que F = F
+ ∪ F− ave F+ ⊆ M
et F− ⊆ M˜ . Deux as sont alors possibles :
1. Soit F = F−, alors il existe A˜ → x˜ ∈ ΣR|R˜ tel que A˜ ⊆ F
−
et tel que x˜ 6∈ F−.
D'aprés la propriété P1 nous avons ΣR˜ ⊢ A˜ → x˜ et don Σmixte ⊢ A˜ → x˜. Alors
Σmixte ⊢ F → x˜.
2. Soit F = F+ ∪ F−, tel que F+ 6= {}, F− 6= {}. Deux as sont alors possibles :
(a) Il existe y ∈ F+ tel que y˜ ∈ F−. D'après la propriété P2 Σmixte ⊢ yy˜ → MM˜ [0].
Par augmentation Σmixte ⊢ F →MM˜ [0] et don Σmixte ⊢ F → x˜.
(b) Il n'existe pas x ∈ F+ tel que x˜ ∈ F−. D'après la règle I5, ΣR|R˜ ⊢ F → x˜ si et
seulement si ΣR|R˜ ⊢ F ∪y → MM˜ [0]. Alors, il existe z˜ ∈ F
−
ave z ∈M tel que
ΣR|R˜ ⊢ F ∪ y → z. D'aprés le lemme 1, Σmixte ⊢ F ∪ y → z. Par onséquene,
Σmixte ⊢ F → x˜.

Théorème 20 Soient F ⊆ MM˜ et x ∈ MM˜ . Alors ΣR|R˜ ⊢ F → x si et seulement si
Σmixte ⊢ F → x.
Preuve. Il nous faut montrer les deux sens :
 Σmixte ⊢ F → x ⇒ ΣR|R˜ ⊢ F → x : Ce sens est trivial du fait que les impliations
obtenues par les règles et propriétés sont inférées par ΣR|R˜.
 ΣR|R˜ ⊢ F → x⇒ Σmixte ⊢ F → x : Ce sens se déduit diretement des lemmes 1 et2.
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
Le théorème 20 montre que nous pouvons générer une base d'impliations mixtes
valide et ompléte d'un ontexte réduit R étant données ses bases d'impliations positives
et négatives.
7.3.4 Exemple omplet
Nous reprenons ii l'exemple 27. Nous onsidérons ainsi la base d'impliations géné-
riques mixtes assoiée au ontexte formel R. Pour haune des impliations de ette base,
nous assoions les impliations et les diérentes propriétés et règles d'inférene qui nous
permettent d'inférer es impliations à partir des bases d'impliations génériques positives
et négatives assoiées à R.
ΣR|R˜ ΣR ΣR˜ Propriétés/Axiomes
aa˜→ bcdeb˜c˜d˜e˜[0] P2
bb˜→ acdea˜c˜d˜e˜[0] P2
cc˜→ abdea˜b˜d˜e˜[0] P2
dd˜→ abcea˜b˜c˜e˜[0] P2
ee˜→ abcda˜b˜c˜d˜[0] P2
cd→ abea˜b˜c˜d˜e˜[0] cd→ abe[0] P1
ae→ bcda˜b˜c˜d˜e˜[0] ae→ bcd[0] P1
ce→ abda˜b˜c˜d˜e˜[0] ce→ abd[0] P1
de→ abca˜b˜c˜d˜e˜[0] de→ abc[0] P1
a˜b˜→ abcdec˜d˜e˜[0] a˜b˜→ c˜d˜e˜[0] P1
a˜e˜→ abcdeb˜c˜d˜[0] a˜e˜→ b˜c˜d˜[0] P1
cb˜→ abdea˜c˜d˜e˜[0] b˜→ c˜d˜e˜ P1, P2
db˜→ abcea˜c˜d˜e˜[0] b˜→ c˜d˜e˜ P1, P2
eb˜→ abcda˜c˜d˜e˜[0] b˜→ c˜d˜e˜ P1, P2
ca˜→ abdeb˜c˜d˜e˜[0] a˜→ c˜d˜ P1, P2
da˜→ abceb˜c˜d˜e˜[0] a˜→ c˜d˜ P1, P2
bc˜d˜e˜→ acdea˜b˜[0] c˜d˜e˜→ b˜ I2, P2
abc˜d˜→ cdea˜b˜e˜[0] I6
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ΣR|R˜ ΣR ΣR˜ Propriétés/Règles d'inférene
e˜→ a a˜e˜→ b˜c˜d˜[0] I4
a→ e˜ ae→ bcd[0] I3
be˜→ a a˜e˜→ b˜c˜d˜[0] I4
ab→ e˜ ae→ bcd[0] I3
c˜e˜→ a a˜e˜→ b˜c˜d˜[0] I4
ac˜→ e˜ ae→ bcd[0] I3
d˜e˜→ a a˜e˜→ b˜c˜d˜[0] I4
ad˜→ e˜ ae→ bcd[0] I3
d→ abc˜e˜ d→ ab P1
cd→ abe[0] I3
de→ abc[0] I3
bc˜e˜→ ad c˜d˜e˜→ b˜ I2
d→ ab P1
abc˜→ de˜ I6
c→ abd˜e˜ c→ ab P1
ce→ abd[0] I3
a˜e˜→ b˜c˜d˜[0] I4
bd˜e˜→ ac c˜d˜e˜→ b˜ I2
a˜e˜→ b˜c˜e˜[0] I4
abd˜→ ce˜ I6
a˜→ bec˜d˜ a˜→ c˜d˜ P1
a˜b˜→ c˜d˜e˜[0] I4
a˜e˜→ b˜c˜d˜[0] I4
e→ ba˜c˜d˜ e→ b P1
ae→ bcd[0] I3
ce→ abd[0] I3
de→ abc[0] I3
bc˜d˜→ ea˜ I6
b˜→ ac˜d˜e˜ b˜→ c˜d˜e˜ P1
a˜e˜→ b˜c˜d˜[0] I4
ac˜d˜→ b˜e˜ I6
c˜d˜e˜→ ab˜ c˜d˜e˜→ b˜ P1
a˜e˜→ b˜c˜d˜[0] I4
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7.4 Conlusion
Dans e hapitre, nous avons étudié le problème de génération des impliations mixtes
d'un ontexte formel à partir des bases d'impliations génériques positives et négatives qui
lui sont assoiées. Nous avons ainsi exhibé diérentes propriétés et règles d'inférene qui
nous permettent de générer des impliations mixtes à partir de es données. Malheureu-
sement et ensemble d'impliations mixtes ne sut pas à dénir une base d'impliations
mixtes omplètes pour e ontexte formel. Cette non omplétude s'explique en partie par
le fait qu'il est impossible de aluler une base d'impliations mixtes seulement à partir
des bases d'impliations positives et négatives, es bases pouvant orrespondre à dié-
rents ontextes formels. Une suite logique de e travail est de faire une étude qualitative
et quantitative sur l'ensemble des impliations que nous pouvons générer par rapport à la
base d'impliations omplète reherhée. Cela permettrait ainsi de voir si l'ensemble des
impliations que nous générons sont pertinentes. Une autre question reste ii en suspend :
Existe-t-il d'autres règles ou propriétés permettant de déduire d'autres règles mixtes à
partir des impliations positives et négatives ?
D'autre part, nous avons onsidéré le même problème en ajoutant la ontrainte que le
ontexte onsidéré est réduit. Cette onsidération nous a permis de trouver une nou-
velle règle d'inférene permettant de déduire de nouvelles impliations mixtes. Ce dernier,
ouplé ave les diérentes propriétés et règles d'inférene trouvées ainsi que les axiomes
d'Armstrong, nous a permis de montrer qu'il est possible de générer une base d'implia-
tions mixtes valide et omplète pour un ontexte formel réduit étant données ses bases
d'impliations génériques positives et négatives assoiées. Nous avons dû pour ela traiter
le ontexte omplet omme un as partiulier.
Ayant e résultat, on peut se demander s'il n'existe pas des propriétés ou règles d'inférene
qui nous permettent de dénir une base d'impliations négatives d'un ontexte réduit, à
partir de sa base d'impliations génériques positives assoiée. Si tel était le as, ela si-
gnirait qu'il est possible de générer une base d'impliations mixtes valide et omplète
pour un ontexte formel réduit seulement à partir de sa base d'impliations positives.
Enn, est-e-que toutes les impliations positives et négatives sont néessaires pour pou-
voir dénir une base d'impliations mixtes ? La même question peut ainsi se poser sur les
diérentes règles d'inférene que nous avons proposées.
Cinquième partie
Conlusion
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Dans la troisième partie de ette thèse (Diérentes opérations sur les systèmes de
fermeture), nous avons étudié trois opérations qui sont la borne inférieure de systèmes
de fermeture, la borne supérieure de systèmes de fermeture et la diérene de systèmes
de fermeture. Ces diérentes opérations ont été étudiées sur diérentes représentations
des systèmes de fermeture. Les éléments inf-irrédutibles, les bases d'impliations et
l'opérateur de fermeture assoié à un système de fermeture les onstituent.
Cette étude a été mené en faisant le lien ave des opérations équivalentes en logique
propositionnelle sur les théories de Horn. Nous avons ainsi retransrit sur les systèmes de
fermeture les résultats obtenus sur les théories de Horn et apporté de nouveaux éléments
sur es diérentes opérations.
Dans le as de l'opération de borne inférieure sur les systèmes de fermeture, nous
onluons qu'il est faile de la réaliser si nous onsidérons la représentation par des
bases d'impliations. En revanhe, ette opération s'avère déliate si nous onsidérons la
représentation des systèmes de fermeture par les inf-irrédutibles puisque e problème ne
possède pas d'algorithme en temps total polynomial hormis si P = NP. De plus, nous
proposons un opérateur de fermeture basé sur les opérateurs de fermeture de haque
système de fermeture.
Conernant l'opération de borne supèrieure de systèmes de fermeture, les diultés ne se
trouvent pas sur les mêmes représentations que pour l'opération préédente. Ainsi, ette
opération est réalisable en temps polynomial si nous onsidérons la représentation par
les éléments inf-irrédutibles alors qu'elle ne l'est pas pour les bases d'impliations dans
le as général. La onsidération d'une lasse partiulière de bases d'impliations nous a
permis d'aboutir à un résultat intéressant. Nous proposons un algorithme polynomial en
la taille des données permettant de résoudre l'opération de borne supérieure de systèmes
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de fermeture représentés sous forme de bases d'impliations diretes.
D'un point de vue pratique, il serait intéressant de tester les performanes de et
algorithme en onsidérant les ritères de temps et d'espae, et de les omparer ave elles
des algorithmes existants. D'autre part, l'inonvénient des bases d'impliations diretes
réside dans le fait qu'elles peuvent être beauoup plus grande (taille exponentielle), en
nombre d'impliations, qu'une base minimum (base anonique de Guigues Duquenne).
En revanhe, elles possédent des propriétés algorithmiques que n'a pas une base mini-
mum (exemple : alul de la fermeture d'un ensemble en un seul passage de la base
d'impliations). Trouver une base d'impliations hybride entre les bases d'impliations
diretes et la base d'impliations minimum pourrait ainsi permettre de résoudre des
problèmes plus eaement tout en ayant une taille des ensembles d'impliations prohe
de elle de la base d'impliations minimum.
Pour e qui est de l'opération de la diérene de systèmes de fermeture, nous avons
retransrit les résultats provenant de la logique propositionnelle. Cette opération n'étant
pas propre aux systèmes de fermeture, il nous a paru intéressant de l'aborder puisqu'elle
peut aboutir à beauoup d'appliations dans divers domaines. Nous avons ainsi remarqué
des résultats assez similaires à l'opération de borne supérieure. L'opération est ainsi
réalisable en temps polynomial si nous onsidérons la représentation par les éléments
inf-irrédutibles alors qu'elle ne l'est pas pour les bases d'impliations. Une perspetive
de travail est alors de onsidérer, de la même manière que pour l'opération de borne
supèrieure, l'opération de diérene de systèmes de fermeture représentés par des bases
d'impliations diretes. Permettraient-elles d'aboutir à un algorithme polynomial ?
Dans la quatrième partie de e manusrit, nous nous sommes intéressés au problème
de génération d'une base d'impliations mixtes assoiée à un ontexte formel à partir
de ses bases d'impliations génériques positives et négatives. Le travail que nous avons
réalisé nous a permis d'obtenir des propriétés et des règles d'inférene aratérisant un
ensemble d'impliations mixtes à partir des impliations positives et négatives. De plus,
nous sommes arrivés à la onlusion qu'il n'est pas possible de générer une base d'impli-
ations mixtes d'un ontexte uniquement à partir de ses bases d'impliations positives et
négatives. Nous avons alors onsidéré le as où le ontexte pris en ompte est réduit. Dans
e as partiulier, une règle d'inférene est exhibée et permet, à l'aide des autres règles
et propriétés, de générer une base d'impliations mixtes valide et omplète à partir des
bases d'impliations positives et négatives. Une suite logique de e travail est de faire une
étude qualitative et quantitative sur l'ensemble des impliations mixtes que nous pou-
vons générer par rapport à la base d'impliations omplète reherhée pour le as d'un
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ontexte quelonque. En vue de es résultats, est-e-que toutes impliations positives et
négatives sont néessaires pour pouvoir dénir une base d'impliations mixtes ? Cette
question améne la suivante : Peut-on générer les impliations négatives à partir des impli-
ations positives à partir des règles d'inférene existantes ou d'autres règles d'inférene ?
Enn, une étude pourrait être faite sur les règles d'assoiation en base de données, qui
prendrait en ompte la notion de support. Pour e même domaine, il serait intéressant
de aratériser des ontraintes permettant d'élaguer de la génération ertaines règles qui
ne sont pas pertinentes et ainsi réduire la quantité de règles générées qui peut être très
importante.
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Nous  présentons  dans  cette   thèse   les  définitions  et  notations   liées   aux  systèmes  de 
fermeture et montrons leur relation avec les théories de Horn. Nous nous intéressons 
ensuite à trois opérations sur les systèmes de fermeture: la borne supérieure, la borne 
inférieure   et   la   différence.   Nous   proposons   une   caractérisation   de   ces   différentes 
opérations selon la représentation des systèmes de fermeture que nous considérons.
On s'intéresse ensuite au problème de génération d'une base d'implications mixtes d'un 
contexte formel. Nous étudions ce problème lorsque la donnée prise en considération est 
constituée des  bases  d'implications  génériques  positives  et  négatives  de ce  contexte. 
Trois   résultats  majeurs sont  présentés:   l'apport  de propriétés et  de règles d'inférence 
pour déduire des implications mixtes, l'impossibilité de générer une base d'implications 
mixtes juste et complète à partir de ces données dans le cas général, et la faisabilité dans 
le cas où le contexte est considéré réduit.
This thesis deals with some algorithmic aspects on closure systems and their different 
representations. We present different definitions and notations on closure systems and 
the   link   between   closure   systems   and   Horn   theories,   we   are   interrested   in   three 
operations   on   closure   systems:   join,   meet   and   difference.   This   thesis   propose   a 
characterization on this operation with respect to representation of closure systems we 
consider. We translate results of equivalent problems studied on Horn theory and give 
some new contributions.
Then, we deal with generation of a mixte implicational basis of a formal context. We are 
particularly   interrested   in   this   problem   where   the   input   is   positive   and   negative 
implicational basis of this context. Three results are presented: properties and rules are 
given   to   find  mixte   implications,   the   impossibility   of   generating   a   complete  mixte 
implicational basis having just this data in general case and feasibility in case where 
context is considered reduced.
