This paper presents an overview of research at Rochester addressing problems in developing large-scale plans in complex worlds. The work can be divided into three general areas. We address representational issues by developing new representations of actions and plans that increase the expressiveness of plan representations, especially in dealing with external events and interacting overlapping actions. We address efficiency issues by developing a set of temporal reasoning algorithms for the efficient handling of very large-scale temporal databases. And finally, we address the problem of developing plans in the real world by defining a model of mixed-initiative planning using an interactive dialogue-based model of plan management. By viewing the human as an essential part of the planning process, we dramatically change the problems that are important for the ultimate successful application of planning technology.
Introduction
In command and control situations and logistics planning, a human planner faces several difficult problems. First, there is a surplus of data, only a small amount of which is actually relevant to the current task. In fact, what data is relevant cannot be determined in advance and only becomes clear as the situation and the plan develop. Second, the plans being considered are large and complex, and it is beyond human capabilities to manage all the details effectively. Automated planning systems are better able in principle to handle the scale, but are hard to apply because of the under-specified initial situations, and the fact that many planning decisions are made on an intuitive basis that cannot be effectively quantified. As a result, neither the human or the computer can effectively solve such planning problems in isolation.
This problem motivates the three research areas which have been the focus of the work at Rochester.
1. Mixed-initiative planning systems, where the computer acts as a collaborating assistant to the human. By cooperating, the human-computer "teum" is able to deal with problems that neither could handle easily alone.
2. Plan representation formalisms that go beyond the assumptions underlying most planning formalisms and handle such complexities as external events and interacting overlapping actions.
3. Efficient algorithms for handling large-scale problems, especially in dealing with large-scale temporal databases, and in developing heuristics for speeding up traditional "well-founded" planners.
Mixed Initiative Planning
To explore mixed-initiative planning, we designed and built a prototype system, TRAINS-95, that helps a manager solve routing problems in a simple transportation domain. The manager is presented with a map displaying cities and rail connections between them. The system generates random problems that require planning routes for a set of engines to a set of destinations. Various environmental factors can arise during the interaction, which the manager and system must then plan to accommodate. Our goal was a robust, modular, multi-modal, mixedinitiative planning assistant. By "robustness" we mean that no matter what occurs during the interaction, the system not only doesn't crash, but does something to indicate its understanding of the manager's intentions and its own attempts to further the plan. By "modular" we are taking seriously the idea that there are, or will be shortly, a variety of knowledge sources, reasoning agents, and display engines available as resources that the system can employ. Examples include weather information, news feeds, map servers, and so on, as well as "off-the-shelf" technology such as speech recognizers and generators. By "multi-modal" we mean that there are a multitude of ways of communicating between humans and computers, include speech input and output, written text, and graphical displays such as maps, charts, forms, and the like, for both input and output. By treating all modalities as linguistic, that is, as a form of language, we obtain a powerful unifying model of the interaction as a form of dialogue.
Finally, by "mixed-initiative" we mean that both the system and the human are on roughly equal ground as participants in the dialogue. This is not to say that they are equals, since clearly they are good at different things. But in a truly mixed-initiative system, both participants can do what they do best. The human typically has knowledge of the high-level goals and means of achieving them, while of course, the computer is good at managing the multitude of low-level details that go into such plans. As well, in realistic situations, the human may be guided by' principles that are difficult or impossible to quantify precisely, making it impossible to fully automate the task and replace them. Even if this were possible in principle, the resulting master-slave style of communication would hardly be natural and probably wouldn't be very efficient.
Representing Time, Action and Plans
Most traditional representations of action and plans use a state-based approach that builds in strong assumptions about the nature of action and the world (the so-called STRIPS assumptions). These require that action definitions completely describe how the action changes the world, and allows only a single action to be performed at a time.
Our work focused on using an expressive temporal logic to generalize this model and develop models of actions, events and plans to support reasoning in complex worlds. There were five key points that we felt were essential for such a representation.
1. actions and events take time. While some events may be instantaneous, most occur over an interval of time during which other events and actions may also occur. 2. the relationship between actions and their effects is complex. Some effects become true at the end of the action, but others become true at the beginning and still others may be true during the action and not true after. 3. actions and events may interact in complex ways when they overlap, including the production of additional effects (syncrgy) and partial or full interference. 4. externally caused change may occur no matter what the agent plans. The planner must be able to reason about possible external events so as to construct reliable plans. 5. knowledge of the world and the possible actions is incomplete in most applications. Virtually no plan is thus foolproof and can only be made on the basis of certain assumptions, which should be made explicit. We developed a representation that is significantly more expressive and more natural than previous approaches along these criteria.
We also developed a new approach to the frame problem called explanation closure (Schubert, 1993) that can be used both with more traditional representations and with the interval temporal logic. Explanation closure makes the assumptions underlying the frame problem explicit, leading to a much richer representation than possible using the STRIPS assumption or non-monotonic models that minimize change.
Reasoning about large-scale problems
No matter what plan representation is used, it is clear that efficient temporal reasoning will be an essential part of any system dealing with complex planning problems. Early in the project, we performed an evaluation of six existing temporal reasoning systems on constructed databases reflecting movement in the TRAINS world (Yampratoom Allen, 1993) . These databases ranged from a few hundred temporal elements up to 60,000. We found that the expressive interval-based temporal reasoners could not handle databases of more than a few hundred times effectively, and completely collapsed around 500 temporal elements. The less expressive point-based reasoners fared better, but those that used data structures encoding a completely connected set of constraints eventually became unusable on the databases involving tens of thousand elements. The most promising approaches were the systems that did not construct a complete constraint graph, such as Schubert's TimeGraph system. These results motivated further development both to improve the performance of reasoners over the "time point algebra" (relations using <, <=, =, =1=) and to develop efficient methods for handling more expressive representations allowing disjunctions.
Another problem in dealing with large-scale problems is the search efficiency of traditional planners. We concentrated on "well-founded" planning methods, such as UCPOP, that arc sound and complete and have other desirable properties and developed a set of methods for improving the performance of such systems by an order of magnitude. The techniques range from modifying the search strategy to include necessary actions first, to preprocessing methods that restricts that set of values that a variable can take.
The remainder of this paper describes these results in more detail. We discuss mixed-initiative planning and the TRAINS-95 system in section 2, our work on the representation of actions, events, and plans in section 3, our work on efficient large-scale temporal reasoning in section 4, and our work on improving the efficiency' of well-founded planning algorithms in section 5. While problems remain, our results make a significant contribution to the goal of building mixed-initiative systems for constructing largescale, realistically complicated, plans.
The TRAINS-95 System
The TRAINS-95 system was built to demonstrate the feasibility and usefulness of dialogue-based models of mixedinitiative planning. The system, which runs in near realtime~ and supports speech, keyboard and a map display'. The key insights motivating this work were:
I. that the dialogue should provide the context required for successful interaction independent of input modality; and 2. that the plan reasoning requirements of mixed-initiative systems differ markedly from the specifications of traditional planners. The domain reasoner in TRAINS-95 maintains a knowledge base describing the state of the world and provides planning and plan recognition services to the dialogue modules. For the simple route-planning domain, of course, it would be easy to build a perfect reasoner that solved the problems as soon as the manager had stated their goals. However, it is unlikely that wc will ever be able to build such a reasoner for ' on an Ultrasparc with 190 Meg of memory. a realistic domain. We therefore deliberately weakened the TRAINS-95 domain reasoner so to force the manager to interact in order to overcome its shortcomings. The route planner can therefore only plan route segments less than four hops long, and for those it chooses a random path. The knowledge base maintains an accurate view of the map, and allows various "natural" events such as bad weather or track maintenance to arise during the interaction. These also force interaction in order to revise plans to take account of them.
The domain reasoning in TRAINS-95 is incremental and incorporates aspects of both planning and plan recognition in a tightly-coupled way. For example, the domain reasoner may be asked to incorporate a new constraint on an existing plan, e.g., that it go via a particular city. The domain reasoner must first recognize how that constraint fits into the plan (a task shared with the dialogue modules, for example in determining which route is being modified). It then adds the constraint to the plan, possibly removing other softer constraints (such as to try an avoid cities known to be congested). It must then plan a new route satisfying the current constraints, preferably one that makes the smallest possible change to the plan already under consideration.
Although it's doing planning, a mixed-initiative planning system isn't doing what we might recognize as "traditional" planning, that is, constructing a sequence of operators from a fully-specified initial situation to a stated goal. In fact, in an informal analysis of one hour of human-human problemsolving dialogues (part of a larger eight hour study (Heeman and Allen, 1995) , we found that a relatively small percentage of the utterances, 23%, dealt with explicitly adding or refining actions in the plan. In fact, we found the following different forms of interaction:
Evaluation/comparison of options 25% Suggesting courses of action 23% Establishing world state 13% Clarifying/confirming communication 13% Discussing problem solving strategy 10% Summarizing courses of action 10% Identifying problems/alternatives 7% Note the importance of being able to explicitly evaluate and compare options, even between humans of roughly equal ability. In human-computer interactions, we would expect this number to increase, as the computer can perform more and larger analyses. Similar conclusions about the nature of interactive planning are presented in and Pollack (1992) .
In Ferguson et al (1996) , we discuss why mixed-initiative planning seems to involve so little traditional planning. The main points focus on the fact that the initial situation, the goals, and the evaluation criteria for plans are all impractical to specify in complex domains, and this information is only acquired incrementally during the interaction. The upshot of this is that even if we had implemented a "perfect" route planner for the simple TRAINS-95 domain, we would still need all the other components of the system. If the goal is a natural, interactive planning assistant, the solution will not be found in traditional planning. The question becomes how We have developed a model of the mixed-initiative planning process from analysis of the TRAINS dialogues and implemented a simple version of it in TRAINS-95. This model consists of four steps: A. Focus: Identify the goal/subgoal under consideration. B. Gather Constraints: Collect constraints on the solution, selecting resources, gathering background information, and adding preferences. C. Instantiate Solution: As soon as a solution can be generated efficiently, one is generated. D. Criticize, Correct or Accept: If the instantiation is criticized and modifications are suggested, the process continues at step (B). If the solution appears acceptable then we continue at step (A) by selecting a new focus. At first glance, this model seems quite similar to the expandcriticize cycle found in hierarchical planners since Sacerdoti (1977) . The significant difference is in step (C). Rather pursuing a least commitment strategy and incremental topdown refinement, we "leap" to a solution as soon as possible. In TRAINS-95, solutions are generated by a domain-specific specialist program rather than by traditional search-based planning. We expect this will be typical in all practical applications of planning systems in the future. You might call this a "look then leap" strategy rather than the traditional "wait and see" strategy used in least-commitment planning.
To support this model of mixed-initiative planning, we have developed a four layer architecture that generalizes the TRAINS-95 system architecture.
The discourse level maintains information important for reference identification and for speech act interpretation and generation. While critical to the overall system, the other levels are more centrally concerned with the planning process.
The problem solving level maintains meta-levei information about the problem solving tasks, similar to the problem solving level actions described by Litman and Allen (1987) and Lambert and Carberry (1991) . Actions at level are problem solving actions such as "solve goal directly," "decompose goal into subproblems," "resolve resource conflict," and so on. This level supports processes such as identifying the task desired (e.g., distinguishing between an elaboration of the plan for the current goal and shifting to another goal). It does this by maintaining an abstract tree of goals and information on which part of the problem is currently in focus. It also supports the process of determining the scope of problem solving actions such as cancellations and modifications. Finally, it supports discussion of the problem solving strategy to be used, and can maintain ordering constraints on when certain problem solving tasks should be performed. When more sophisticated domain-level reasoning is required, we rely on the services of a set of domain reasotwrs. The abstract plan representation level manages the interface between the mixed-initiative system and these various domain specialists, matching open issues with reasoners and coordinating the responses. These reasoners might be, for example, a scheduler or an internet agent that can retrieve information. The key to integrating such components is the ability to specify and reason about their capabilities. That is, the abstract plan reasoner needs to be able to reason about which domain reasoners might be suitable for what tasks, and interpret their results. This is complicated by the desire to use existing components "off the shelf" as much as possible. The TRAINS system uses KQML (Finin et al 1994) to anticipate future integration efforts.
We have been concerned from the outset with the evaluation of our work, that is, how to know if we are making progress. This has traditionally been a problem for interactive systems and planners. Our current system has built into it a simple set of task-related metrics that arc recorded for each interaction. As we refine those metrics, we can explore whether particular strategies are better than others at getting the task done, or whether the presence of certain components helps or hinders performance. Our first evaluation of the system is reported in Allen et al (1996) , where we show that most people can use the TRAINS system to solve 3-route problems with virtually no training.
The TRAINS-95 system is a concrete first step towards a mixed-initiative planning assistant. We have demonstrated the feasibility of the diaioguc-based approach to interactive planning, and have developed a substantial infrastructure for future research. More information on the TRAINS-95 system can be found in Ferguson et al (1996) and Alien et (1996) , and from our web site at URL http://www.cs.rochcster.cdu/rcseareh/trains/.
Representing Action and Plans
A significant part of this project has focused on exploring common sense reasoning in the context of reasoning about actions and plans. The goal of the research is theories that account for human abilities to reason and communicate about their plans and actions, and systems based on those theories that can interact with people in a natural manner.
Wc are interested in common sense theories. In particular, this means that techniques we develop must represent the world in a manner that is "natural" for people, which we take to mean that they can be described and discussed in natural language. Taking language descriptions seriously imposes quite strict breadth requirements on the theories. Of course, any theory must idealize certain aspects of the problem, and any computer program necessarily has its limits. But oversimplification is a problem that has led AI research down several unpromising (and worse, misleading) paths.
Reasoning about actions and plans has always been a core issue in artificial intelligence research. Indeed, the underlying questions of causality, intention, and physical intuitions have a rich intellectual history in fields ranging from philosophy to physics, although this history has not always been appreciated by researchers in AI. Our research addressed two main thrusts that span this spectrum.
The first was an exploration of the representation of actions in order to support natural, common sense reasoning. Traditional models of action in AI have been extremely weak, unable to represent such things as simultaneous actions or actions with durations. Of course, such phenomena are ubiquitous in realistic environments, and arise in any natural description of a scenario. Building on work by Allen (1984) , we reexamined the foundations of Interval Temporal Logic and its use in formalizing realistic domains naturally (Fcrguson 1992, Allen and . in this work revisit the logical foundations of temporal logic, reexamining some of the very fundamental properties of the logic and discussing alternatives. Although quite technical, many of the points have clear natural analogs in terms of distinctions that people make in reasoning about action and time. We then move one to consider actions and causality, and introduce events as an important part of the ontology. Events consist of something happening, as opposed to actions that are specific things that agents can do in the world, some of which result in events occurring. The connection between actions and events is context-dependent--an action doesn't always have the same effect. One classical difficulty that besets planning (and reasoning about action in general) in any reasonably complex world is the Frame Problem, i.e., the problem of succinctly characterizing and efficiently inferring what doesn't change when actions arc performed. Schubert (1990) proposed method of dealing simply with the Frame Problem (in nonprobabilistic worlds) called Explatu2tion Closure (EC). This method allows efficient, monotonic inference of non change when considering a set of actions to be taken. During this project we explored this theory's potential and limitations for reasoning about actions and change. Using a fairly standard situation calculus representation, we tested it on the suite of problems collected by Sandewall (1992) for the purpose examining thc properties of various non monotonic approaches. We found that EC in combination with simple "action closure" (AC) axioms (stating that certain actions were the only ones taken within a certain setting) allowed simple and direct solution of all of Sandewall's problems, except for one probabilistic problem (a version of McCarthy's "potato in the tailpipe" problem). A prohabilitylogic solution was proposed for this last problem, and it is expected that EC/AC methods can be generalized to probabilistic worlds. This work was reported as a contribution to a special issue of J. Logic and Computation on Actions and Processes (Schubert, 1994) .
We also then explored the use of explanation closure with our Interval Temporal Logic representation. We found is well suited for solving the Sandewall test suite problems again, and in handling a wide range of problems involving external events and simultaneous actions .
Another aspect of our work in this areas was concerned with formal models of planning, or more generally, reasoning about plans. This obviously builds on the work on representing and reasoning about action, since plans fundamentally involve action. However, when we consider the many cognitive tasks that people perform with plans, especially in mixed-initiative planning, it becomes clear that plans involve more than just sequences of actions, contrary to the more-or-less standard approaches seen in AI planning formalisms.
Our early work on mixed-initiative planning (Ferguson and Allen 1993a, Ferguson and Allen 1993b) , looked at approaches to plan reasoning that unified these tasks. Previous work on the various plan reasoning tasks had generally been disjoint, to the extent that the planning and plan recognition communities had little in common. When we started to take seriously the interactive nature of mixedinitiative planning, we saw that plan communication was the crucial task . Informal statistics gathered from work on the TRAINS system (described in section 2) showed that many of the utterances were concerned with keeping the conversation going: confirming, rejecting, clarifying, etc. A relatively low proportion of the utterances were doing what might be recognizable as "AI planning," namely generating sequences of actions to satisfy a goal. We therefore proposed a formalism for representing plans which treats them as arguments in a formal system of defeasible reasoning. This style of non monotonic reasoning is similar to the theory formation approach described above. In argumentation (now called "computational dialectics"), arguments can be put forth in support some conclusion, drawing on the facts at hand, as well as cases from previous experience, and so on. These arguments can be defeated by other arguments that attack their premises, and these attacks can be defeated, and so on, until a conclusion is established that cannot be defeated. There are a variety of interesting technical details about argumentation as a form of inference (it is clearly non monotonic, and in very interesting ways). But the main attraction of the model is its apparent similarity with the communicative "give-and-rake"we see during mixed-initiative planning.
Ferguson's dissertation goes into more detail regarding argument-based reasoning, and looks at formalizing plans more concretely as arguments. That is, it is clear that we can allow arguments to be built from a knowledge base that contains the definitions of actions and events, causal rules, and so on. But what does it buy us? To begin with, the fact that arguments make explicit the assumptions they depend on allows us to connect them to an underlying logic of action and time. It also describes how the explanation closure approach used effectively in the representation of action plays a role in the formalization of plans as arguments. Finally, it looks at recasting some existing planning formalisms, despite their weak expressivity, within the argument system approach, and show how some of the techniques and heuristics used traditionally appear as properties of the argument system.
Temporal Reasoning Systems
The overall direction of our work in temporal reasoning during this project has been develop theoretical foundations and practical tools for scalable temporal reasoning and planning, keeping in mind the eventual needs in a transportation planning domain like TRAINS.
The results can be divided into theoretical development and practical implementation of extremely efficient methods for the "time point algebra" (relations using <, <=, =, =/=) and theoretical complexity analysis of disjunctive temporal relations, and development of efficient methods for handling such disjunctions
Scalable temporal reasoning
The starting point for this work was the TimeGraph 1 system. In experiments conducted by Yampratoom and Allen (1993) , this system showed promise of being able outperform all other existing temporal reasoning systems on large-scale TRAINS-world problems, involving qualitative time ordering information as well as numerical time constraints. The system uses a DAG representation of time point relations, with a superimposed metagraph structure that partitions the DAG into "time chains". Inference of implicit time-point relations is often near constant-time. Some weaknesses of TimeGraph I were the dependence of efficiency on the order in which temporal information is supplied, and inability to handle inequations of form x =/= y for time points x, y. Also its reasoning is incomplete in the presence of numeric constraints.
Our first work was aimed initially at adding inequations to a qualitative time graph, i.e., one without numerical information. (This means extending the convex point "algebra to the full point algebra.) Our theoretical analysis uncovered a serious flaw in the proof of a lemma by van Beek and Cohen (1990) , which is crucial to designing complete inference methods for time-point-algebra networks. We were able to formulate a completely new (and conceptually simpler) proof of the lemma Schubert, 1993b, 1995a) , thus providing a sound basis for system-building.
We further formulated efficient new algorithms for the "bottleneck" problem of explicitly deriving relations of form x < y that are implicit in sets of relations of forms x .~ y, w Z.
We then proceeded to implement a new system, TimeGraph !I, which improved on TimeGraph 1 in several respects: it builds a near-optimal TimeGraph structure for a given set of temporal relations in linear time and space, also checking for consistency; it handles the full time-point algebra (but not numerical constraints), and it uses improved data structures and algorithms for graph construction and for inference, achieving a speed up of about a factor of 2 (for inference) over TimeGraph I. Furthermore, the implementation of the new algorithm for deriving implicit relations of form x < y was shown experimentally to be orders of magnitude more efficient than the "minimal labels" algorithm that had been employed by van Beck (1992) . our knowledge, TimeGraph II significantly outperforms all other comparable temporal reasoning systems. A theoretical description of TimeGraph II and experimental results are described in Gerevini and Schubert (1993a) (see also Gerevini and Schubert 1995b) . Descriptions of the usc of TimeGraph and II as temporal reasoning tools are given in Gerevini et al. (1993) , and more fully (as conference paper and as expanded journal version) in Gerevini et al. (1994,5) . version of TimeGraph II described there also includes methods for handling disjunctions (described below), and available via anonymous ftp to cs.rochester.edu, files tg-ii-1.tar.gz and tg-ii.readme in the directory pub/packages/knowledge-tools.
Disjunctive temporal relations
The greatest source of computational complexity in qualitative temporal reasoning comes from disjunctive constraints such as (x < y)V(w <= z). since such constraints give rise to a combinatorial explosion in the pairwise orderings of time points that have to be considered in looking for a consistent solution. Yet such constraints are very important in planning and scheduling, since it is often necessary to ensure disjointness of intervals corresponding to events that must be scheduled in series (e.g., because they demand a common resource), or exclusion of a point event from the interval between two other events (e.g.. where one of these events establishes a preconditions for the other, and insertion of the third event would "clobber" the precondition). These cases give rise to 3-point instances of disjunctive constraints, such as (x < ymin)V(x > ymax).
Surprisingly, the complexity of such "point-interval exclusion" relations, as well as interval-interval exclusion, was not well understood, despite some relevant results on disiunctive relations on pairs of intervals by Golumbic and Shamir (1992) , among others. This motivated a systematic theoretical investigation of point-based temporal disjointness, building on Golumbic and Shamir's work. We investigated the complexity of consistency-testing and solution-finding for .56 possible 3-point and g-point relations (allowing for strictness and non strictness of various ordering relations involved), and found that in the majority of cases these problems are NP-complete. The few polynomial cases are not very useful. (For instance, sets of interval-interval exclusion relations are trivially consistent when all ordering relations are non strict, merely because all given points can be consistently collapsed into a single time point). The strongest NP-completeness result concerns sets of very weak point-interval exclusion relations, of form "x is strictly before or strictly after the interval formed by y,z, where y =/= z (but it is unspecified whether y < z or z < y)". Preliminary results are reported in Gerevini and Schubert (1993b) and the complete analysis is in Oerevini and Schubert (1994b) .
These NP-completeness results led naturally to the next research issue: are there practical ways to deal with large sets of temporal relations that include disjunctions, despite the worst-case intractability of consistency testing (etc.) for such problems? Our interest was in complete methods, as opposed to polynomial-time but incomplete methods such as path consistency. The methods we developed were again based on TimeGraph structures, augmented with arbitrary sets of binary disjunctions of form (x < y)v(w < z). consistency-testing and solution-finding methods consist of a set of polynomial-time preprocessing techniques, followed by a form of intelligent backtrack search. As an example of a preprocessing step applied to (x < y)v(w < z), the disjunct < y) can be tested very quickly in the TimeGraph for truth or falsity. If it is true, the disjunction can be dropped; if it is false, the disjunct can be dropped. Of course in general the relations comprising the TimeGraph need not decide the truth or falsity of a disjunct, and search may be needed to determine which disjunet (if an),) can consistently be made true.
Our very efficient preprocessing techniques turned out to have the interesting property that they are sufficient by themselves to determine consistency for Nebel and Buerckert's ORD-Horn algebra (Nebel and Buerckert, 1993) , the maximal tractable sub algebra of Allen's interval algebra IA (among those sub algebras that include all the pointizable interval relations). Furthermore, our intelligent backtracking technique also turned out to be practically efficient, running in approximately quadratic time on average (relative to the number of given temporal relations, including disjunctive ones). These theoretical and experimental results are reported in Schubert (1994a, 1995b) .
In summary, our temporal reasoning work has led to complete, theoretically sound methods for qualitative reasoning about large sets of temporal relations that are extremely efficient in practice, allowing for fast inference of implicit relations, consistency testing, and solution-finding. Future work includes the design of methods that work well incrementally, i.e., when temporal relations may be added at an)' time: integration of qualitative relations relations with quantitative bounds (as in TimeGraph I, but with completeness guarantees): and generalization of disjunctive reasoning to handle a greater variety of disjunctions. With certain additions (including some ternary and quartic disjunctions) our methods would properly subsume IA. whereas at present they neither subsumes IA nor are subsumed by it. However, our techniques as they stand and TimeGraph 1[ seem well-suited to many problems, including the sorts of planning problems that provided our motivation.
$ Improving the effectiveness of "wellfounded" planning
While there are some practically oriented planning systems such as SIPE (Wilkins, 1988) and O-Plan (Dalton et at., 1994) that could be applied to problems of modest size, these systems are quite complex, become ineffectual for large problems, and are logically incomplete and theoretically rather opaque. An ideal planner would be one that is simple and "well-founded" (i.e., theoretically transparent, sound and complete), and scales up well to large problems. At present, however, well-founded planners such as UCPOP (Penberthy and Weld, 1992) are unable to solve any but trivially small problems. Our goal has been to find ways of accelerating such planners so as to bring them closer to practical usefulness.
Besides being applicable to the frame problem, Explanation Closure can also be used to infer actions that must be taken in any solution to a problem. Gerevini and Schubert explored the possibility of using such models to guide planners like UCPOP. It turned out that such planners are easily modified to emphasize addition of necessary actions, a strategy we term "zero commitment". As it happens, implementing zero-commitment in UCPOP does not require any technique as logically general as EC and AC, since UCPOP has a built-in STRIPS assumption, i.e., any properties that are not explicitly declared to change in the definition of an action in fact remain unchanged when that action is instantiated. Thus, it was possible to experiment with the zero commitment strategy with only minor modifications to UCPOP; all that is required is a change to UCPOPs strategy for selecting "open conditions" (goals still to be established) so as to favor goals that can only be achieved.by a unique action instance. Other goals are scheduled on a LIFO basis, and we term the resulting strategy ZLIFO.
ZLIFO turned out to be extremely effective, especially when combined with a modification of UCPOP's default A* strategy for selecting a plan to work on. The "mistake" in the default plan-selection strategy is to include a term reflecting the number of potential "clobbering" interactions between effects of actions and protected conditions (causal links). By eliminating or diminishing this term, we obtained large performance improvements in a wide spectrum of test problems from the UCPOP test suite, among others. Together, the new goal-selection and plan-selection strategies gave order of magnitude speedups, for all problems that were difficult for UCPOP to begin with. The hardest problems showed the greatest speedups (e.g., from several minutes of CPU time to a fraction of a second, with similar improvements in number of plans generated/explored), The analysis and experiments are reported in Schubert and Gerevini (1995) .
Finally, the most recent work on improving well-fi)unded planning is concerned with the potential benefits of preprocessing operator and domain descriptions. The idea is to extract information that can be used to radically reduce the number of actions and states that need to be considered during planning. This holds great promise for making well-founded planning practical.
Our first effort in this direction was based on the observation that UCPOP generates many impossible actions when it performs goal regression, i.e., actions with parameter values that cannot possibly be instantiated, starting in the given initial conditions. We developed a prcprocessing technique to calculate parameter domains (sets of constants) for all operators, based on "forward" propagation of constants. The idea is to match the initial conditions to all operator preconditions and thus associate potential values with some parameters in some operator preconditions. For those operators that had ALL preconditions matched, the potential values of the same parameter occurring in different preconditions can be intersected, and the effects of the operator can again be matched to operator preconditions, passing on the intersected value sets of the parameters; etc. At the end all operator parameters have associated domains. What makes the algorithm nontrivial is the allowance in UCPOP for conditional effects in operator definitions, which may or may not lead to actual effects in particular uses of the operator.
A theoretical analysis of this technique showed that it runs in low-order polynomial time (in terms of the combined size of the operator specifications and the initial/goal state specifications). Our implementation gave negligible running times (relative to planning cost). We then modified UCPOP so that it eliminates actions with impossible parameter values (as determined by the precalculated domains), and also so that it eliminates apparent threats that would require impossible parameter values to be actualized. Our experimental tests concentrated on some of the harder problems from the UCPOP suite and on TRAINS world problems of the type actually used for some of the simplest TRAINS-91/93 dialogues. Typical specdups of a factor of 10 were obtained (beyond those obtained by our goal and plan selection strategies), bringing some simple problems within the realm of feasibility for UCPOP that previously could not be solved at all. A paper on this work has been accepted for conference presentation (Gerevini and Schubert, 1996) .
In summary, our work on improving well-founded planning has led to order-of-magnitude speedups in state-ofthe-art partial order planners, and further work should be able to make such planning practical.
Current work on a preprocessing technique that infers state constraints from operator structure and initial conditions promises to provide another powerful means for cutting down search during planning. Another important future task is to modify our efficient temporal reasoning methods for use in planning. It should be possible to eliminate much of the searching in planning by using a TimcGraph-likc reasoner to quickly find temporally consistent scenarios.
