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Abstract
Large variations in object appearance such as changes in pose or size, do not affect much
recognition of the objects in human and some non-human species, yet the computational
mechanisms underlying such an invariant shape processing are not full understood. Most
studies aimed at understanding higher-level vision and shape/object-processing use mon-
keys to investigate the neural underpinning of these phenomena, in spite of the limited
range of experimental approaches that are available in this species. Rodents, on the other
hand, are the animals model-of-choice in many neuroscience sub-disciplines, because of
the growing number of powerful experimental tools that have become available in the re-
cent years. However, the evidence for invariant object recognition, and, more in general,
higher-level visual processing in rodents, is still limited and under debate.
In this thesis, in order to show how the complexity of visual shape processing in rats
compared with that of human, we uncovered the perceptual strategies underlying invariant
visual object recognition task in these two species. To characterize the visual recognition
strategies, we applied an image masking method, known as the Bubbles method, that re-
vealed the diagnostic features used by the observers to discriminate two objects across a
range of sizes, positions, in-depth and in-plane rotations. An ideal observer analysis was
also carried out in order to compare the diagnostic features obtained for humans and rats
with those obtained for a simulated observer that has full access to the pictorial discrim-
inatory information contained in the different views of the two target objects. We also
investigated to what extent, for both rats and humans, the diagnostic object features were
preserved across views, thus touching on a long-standing debate between view-dependent
and view-invariant models of object recognition.
Based on the diagnostic features obtained using the standard analysis of the Bubbles
method, we found that rat recognition relied on combinations of multiple features that
were mostly preserved across the transformations the objects underwent, and largely over-
lapped with the features that a simulated ideal observer deemed optimal to accomplish the
discrimination task. These results indicate that rats are able to process and efficiently use
shape information, in a way that is largely tolerant to variation in object appearance. The
diagnostic features found for humans partially overlapped with those found for rats for one
object. However, human and rat recognition strategies substantially differed in the case of
the other object. Moreover, human recognition strategy was not correlated with that of the
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ideal observer, but, rather, for many object views, was significantly anti-correlated. This
can be attributed to the fact that human observers relied on the boundaries and cotermina-
tions of the objects as diagnostic features, while rats and the ideal observer mainly relied
the bulk of the objects structural parts. Finally, human strategy remained largely stable
across transformations, with the exception of extreme rotations in-depth—in that case, due
to drastic changes in the appearance of the main objects diagnostic features, the observers
changed their perceptual strategy to recognize the object.
The standard analysis for finding diagnostic shape features using the Bubbles method
is based on the assumption of an underlying linear observer model—i.e., an observer that
performs a weighted sum of the evidences provided, independently, by each pixel in an
image to detect the presence of a given object in that image. One problem with this as-
sumption is that it does not allow understanding how multiple, distinct object features may
interact to drive the recognition behavior of an observer—i.e., whether such features need
to be simultaneously present/visible for the observer to correctly identify the object. As a
computational contribution of this thesis, we present a novel, information-theoretic analysis
to uncover non-linear interactions between diagnostic features extracted with the Bubbles
method. After formulating the problem in a mathematical framework, we carried out two
simulations of Bubbles experiments, in which the simulated observers performed either an
AND-like or an OR-like interaction between two predefined features of an object in order to
recognize it. These simulations showed that our information-theoretic analysis successfully
retrieved the simulated non-linear interaction between pairs of diagnostic object features.
To summarize, our experimental results provide the most compelling evidence, to date,
that rats process visual objects through rather sophisticated, shape-based, transformation-
tolerant mechanisms. As such, given the powerful array of experimental approaches that
are available in rats, this model system will likely become a valuable tool in the study of the
neuronal mechanisms underlying object vision. We also concluded that human observers
generalize their recognition to novel views of visual objects largely by relying on the same
patterns of diagnostic features that they used to discriminate previously learned views of
the same objects. Our results are consistent with both view-based and view-invariant the-
ories of object recognition, because we found the same diagnostic features to be preserved
in most object views, but we also observed the emergence of new features for particu-
larly challenging views. Noticeably, our novel feature-interaction, information-theoretic
analysis has the potential to test these theories even further by measuring whether the rela-
tionship between diagnostic features will be preserved across transformations. Finally, by
uncovering human invariant recognition strategy under a variety of viewing conditions, our
work provides new constraints for visual cortex models and neuromorphic machine vision
systems, in terms of human-like shape processing mechanisms.
Thesis Supervisor: Dr. Davide Zoccolan
Title: Assistant Professor
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Chapter 1
Introduction
Understanding invariant recognition is one of the greatest challenges in the study of how
the brain processes and make sense of sensory inputs. In our daily life, without invariant
recognition, we would not be able to recognize objects using any of our sensory systems,
whether visual, auditory, or tactile. We recognize a familiar face or object from a distance or
in a dark room or from different viewpoints; we recognize the voice of familiar people when
they speak over the phone; or we find the keys in our pocket even when only some specific
part of our hand makes contact with some specific part of the keys or keychain. Visual
object recognition, in particular, needs to cope with an extraordinary array of variation
axes—such as contrast, lighting, size, orientation, position, in-depth rotation, etc. Such a
richness and variety of appearances that each visual object can take is perhaps one of the
reasons why the visual system has been evolved to be the most refined sensory system in
the human brain. This makes the visual system the best sensory system to study invariance
problem.
Not only to modern scientists has the invariant recognition problem been intriguing, but
to ancient thinkers as well. Plato perhaps is among the first philosophers who formalized
the problem, arguing through the main character of his treatise—Socrates—about a theory
of invariant recognition. His theory of Forms, dating back to 23 centuries ago, proposed that
non-material abstract forms of objects remain the same even though the objects’ appearance
may change under different conditions. Though Plato’s theory had metaphysical elements
in it, yet it is clear that it captures the gist of the invariance problem.
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In modern era, the invariant visual object recognition problem has been tackled from
different disciplines such as neurophysiology, psychophysics/psychology, and computer vi-
sion. From electrophysiological studies in different mammals, we have learned neurons in
primary visual cortex (V1) are mainly selective for oriented edges (Hubel and Wiesel, 1959;
Hubel and Wiesel, 1968) and, as we consider higher-order visual cortical areas along
the pathway, V1 → V2 → V4 → inferotemporal (IT) cortex, the complexity of the vi-
sual features that neurons are selective for increases (Felleman and Van Essen, 1991;
Tanaka, 1996). In particular, at the culmination of this pathway (known as the ventral
visual pathway/stream) IT neurons exhibit the highest featural tuning complexity and the
highest degree of tolerance to variation in object appearance, such as size, clutter, and po-
sition (Logothetis and Sheinberg, 1996; Tanaka, 1996; Orban, 2008; DiCarlo et al., 2012),
besides view-selective responses to specific views of objects (Logothetis et al., 1995). At
the population level, identity of objects can be read out from a population of IT neurons in
monkeys regardless of object position or size (Hung et al., 2005). Moreover, some IT neu-
rons have been shown to be selectively tuned to specific, non-accidental features of visual
objects (Op de Beeck et al., 2001).
While electrophysiological recordings provide direct information about visual process-
ing mechanisms in the brain, behavioral/psychophysics studies aim at understanding the
visual processing when the access to neurons is not easy, especially in humans, given the in-
ability of performing invasive experiments (with the exception of therapeutic approaches).
Psychophysical studies have used different paradigms including priming (Biederman and
Cooper, 1991), adaptation-aftereffect (Afraz and Cavanagh, 2008; Afraz and Cavanagh,
2009), and the Bubbles method (Nielsen et al., 2008; Vermaercke and OpdeBeeck, 2012)
to study invariant object recognition in humans. These methods not only reveal the over-
all capabilities and limitations of human invariant recognition but also lay the ground to
compare human visual processing abilities with those of other species.
While some studies reached to the conclusion that human representation of visual ob-
jects is fully invariant with respect to size (Biederman and Cooper, 1992) and position (Bie-
derman and Cooper, 1991) changes, some recent studies concluded that tolerance of human
object recognition to position, size, and rotation changes is more limited than previously
3thought (Afraz and Cavanagh, 2008; Afraz and Cavanagh, 2009). The issue becomes even
more debated when it comes to tolerance/invariance for non-affine transformations, such
as in-depth rotations. There are two main theories that have emerged from psychophys-
ical studies about how we are able to recognize 3D objects from different viewpoints.
One theory argues in favor of a view-invariant representation of objects, based on the ob-
ject features that remain largely recognizable across rotations (often named non-accidental
features) and their relations (such as cotermination of edges) and their relations (Bieder-
man, 1987; Biederman and Cooper, 1991; Biederman and Gerhardstein, 1993; Biederman,
2000). The other theory maintains that the brain achieves view invariance by learning
and storing multiple view-dependent representations of objects at different viewpoints, and
recognizing novel views by interpolating between such stored, previously learned represen-
tations (Poggio and Edelman, 1990; Bu¨lthoff and Edelman, 1992; Logothetis et al., 1994;
Blthoff et al., 1995; Tarr and Blthoff, 1998; Edelman, 1999; Riesenhuber and Poggio, 2000;
Freedman et al., 2005). More recent developments suggest that the mechanisms proposed
by both theories may be at work in the brain, depending on the amplitude of the in-depth
rotation an object is undergoing (Lawson, 1999; Hayward, 2003; Foster and Gilson, 2002).
One issue in all these previous psychophysical studies is that they did not directly retrieve
the visual features underlying recognition of an object across multiple views. As such,
they did not provide direct evidence about specific features being preserved (or not being
preserved) across viewpoints.
All the electrophysiological and psychophysical studies should eventually provide ev-
idence about how the visual system works so as to enable us to build computer vision
systems that have capabilities similar to primates in terms of invariant object recognition.
To date, in spite of many attempts, no artificial vision system has been developed that
fully matches the ability of the human visual system (Pinto et al., 2008). This is another
motivation to study the neural underpinning of visual object recognition in animal mod-
els, so as to reverse engineer the brain machinery underlying object vision. To achieve
this goal, the choice of animal model is really important. The main animal model that
has been used, so far, in the investigation of the visual system, is the non-human primate,
since its visual system closely mirrors the human one (Felleman and Van Essen, 1991;
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Nassi and Callaway, 2009). This model, however, does not provide access to the most
powerful experimental approaches (e.g., genetics, molecular, optical, etc.) that have been
developed in recent years in rodents (Huberman and Niell, 2011). The visual system of ro-
dents, on the other hand, has not been extensively studied, because of a widespread belief
that it is not capable of advanced, higher-level processing. For instance, some behavioral
studies have suggested that rats use low-level strategies to process visual shape (Minini
and Jeffery, 2006; Vermaercke and OpdeBeeck, 2012). In contrast, other studies have
argued in favor of advanced object recognition abilities in rats (Zoccolan et al., 2009;
Tafazoli et al., 2012). No study, however, has investigated what perceptual strategy un-
derlies rat recognition behavior, and whether such a strategy is consistent with some form
of higher-level shape processing.
The goal of this thesis was to verify more directly how complex rat object recognition
strategy is, when the animals are engaged in a demanding, invariant object recognition task.
We made use of a method for randomly sampling of the image space, known as the Bub-
bles method (Gosselin and Schyns, 2001), that enabled us to find the diagnostic features
underlying rat discrimination of two visual objects across a range of transformations. We
also applied this same paradigm to human participants to compare their recognition strat-
egy with that of rats. This also gave us the opportunity to investigate the long-standing
issue of view-invariant versus view-dependent representations (see above) by comparing
the diagnostic features obtained for different views of an object. Finally, we also developed
a computational method to extract non-linear interactions between the diagnostic features
of an object.
The outline of the thesis is as the following. In Chapter 2, I describe the behavioral
study investigating the shape-processing strategy underlying rat invariant object recogni-
tion. In Chapter 3, I describe the psychophysics study investigating the shape processing
strategy underlying human invariant recognition (using the same visual stimuli and experi-
mental/analytical approach used in the rat study). In Chapter 4, I propose a new approach to
reveal the presence of non-linear interactions between the diagnostic features of an object.
Chapter 2
Shape Processing in Rats
2.1 Introduction
Visual object recognition is an extremely challenging computational task, because of the
virtually infinite number of different images that any given object can cast on the retina.
While we know that the visual systems of humans and other primates successfully deal with
such a tremendous variation in object appearance, thus providing a robust and efficient so-
lution to the problem of object recognition (Logothetis and Sheinberg, 1996; Tanaka, 1996;
Rolls, 2000; Orban, 2008; DiCarlo et al., 2012), the underlying neuronal computations are
poorly understood, and transformation-tolerant (a.k.a. “invariant”) recognition remains a
major obstacle in the development of artificial vision systems (Pinto et al., 2008). This
is not surprising, given the formidable complexity of the primate visual system (Felleman
and Van Essen, 1991; Nassi and Callaway, 2009) and the limited understanding of neuronal
mechanisms that primate studies allow at the molecular, synaptic and circuitry level. In re-
cent years, the powerful array of experimental approaches that has become available in ro-
dents has re-ignited the interest for rodent models of visual functions (Huberman and Niell,
2011; Niell, 2011), including visual object recognition. However, it remains controversial
whether rodents possess higher-order visual processing abilities, such as the capability of
processing shape information and extracting object-defining visual features in a way that is
comparable with primates.
The studies that have explicitly addressed this issue have reached opposite conclusions.
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Minini and Jeffery (2006) concluded that rats lack advanced shape-processing abilities and
rely, instead, on low-level image cues to discriminate shapes. By contrast, two recent
studies have shown that rats can recognize objects despite remarkable variation in their
appearance (e.g., changes in size, position, lighting, in-depth and in-plane rotation), thus
arguing in favor of a sophisticated recognition strategy in this species (Zoccolan et al.,
2009; Tafazoli et al., 2012). However, studies based on pure assessment of recognition
performance cannot reveal the complexity of rat recognition strategy, i.e., they cannot tell:
1) whether shape features are truly extracted from the test images; 2) what these features
are and how many; and 3) whether they remain stable across the object views the animals
face. In spite of a recent attempt at addressing these issues by Vermaercke and Op de Beeck
(2012), who used a version of the same image classification technique we have applied in
our study in this chapter, these questions remain largely unanswered. In fact, the authors’
conclusion that rats are capable of using a flexible mid-level recognition strategy is affected
by several limitations of their experimental design, which prevented a true assessment of
shape-based, transformation-tolerant recognition (see Discussion for details).
In the study discussed in this chapter, we trained six rats to discriminate two visual ob-
jects across a range of sizes, positions, in-depth rotations and in-plane rotations. Then, we
applied to a subset of such transformed object views the Bubbles masking method (Gos-
selin and Schyns, 2001; Gibson et al., 2005; Gibson et al., 2007), which allowed extracting
the diagnostic features used by the rats to successfully recognize each view. Our results
show that rats are capable of a sophisticated, shaped-based, invariant recognition strategy,
which relies on extracting the most informative combination of object features across the
variety of object views the animals face.
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2.2 Materials and Methods
2.2.1 Subjects
Six adult male Long Evans rats (Charles River Laboratories) were used for behavioral
testing. Animals were 8 weeks old at their arrival, weighted approximately 250 g at the
onset of training and grew to over 600 g. Rats had free access to food but were water-
deprived throughout the experiments, that is they were dispensed with 1 hour of water pro
die after each experimental session, and received an amount of 4-8 ml of pear juice as
reward during the training. All animal procedures were conducted in accordance with the
National Institutes of Health, International, and Institutional Standards for the Care and
Use of Animals in Research and after consulting with a veterinarian.
2.2.2 Experimental Rig
The training apparatus consisted of six operant boxes. Each box hosted one rat, so that
the whole group could be trained simultaneously, every day, for up to two hours. Each
box was equipped with: 1) a 21.5” LCD monitor (Samsung 2243SN) for presentation of
visual stimuli, with a mean luminance of 43 cd/mm2 and an approximately linear luminance
response curve; 2) an array of three stainless steel feeding needles (Cadence Science) ~10
mm apart from each other, connected to three capacitive touch sensors (Phidgets 1110) for
initiation of behavioral trials and collection of responses; and 3) two computer-controlled
syringe pumps (New Era Pump Systems NE-500), connected to the left-side and right-side
feeding needles, for automatic liquid reward delivery.
A 4-cm diameter viewing hole in the front wall of each box allowed each tested animal
to extend its head out of the box, so to frontally face the monitor (placed at ~30 cm in front
of the rat’s eyes) and interact with the sensors’ array (located at 3 cm from the opening).
The location and size of the hole was such that the animal had to reproducibly place its
head in the same position with respect to the monitor to trigger stimulus presentation. As a
result, head position was remarkably reproducible across behavioral trials and very stable
during stimulus presentation. Video recordings obtained for one example rat showed that
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the standard deviation of head position, measured at the onset of stimulus presentation
across 50 consecutive trials, was ±3.6 mm and ±2.3 mm along the dimensions that were,
respectively, parallel (x axis) and orthogonal (y axis) to the stimulus display (with the
former corresponding to a jitter of stimulus position on the display of ±0.69º of visual
angle). For the same example rat, the average variation of head position over 500 ms of
stimulus exposure was ∆x = 2.5 ± 0.5 mm (mean ± SD) and ∆y = 1.0 ± 0.2 mm (n =
50 trials), with the former corresponding to a jitter of stimulus position on the display of
~0.48º of visual angle. Therefore, the stability of rat head during stimulus presentation was
close to what achieved in head-fixed animals. This guaranteed a very precise control over
stimulus retinal size and prevented head movements from substantially altering stimulus
retinal position (see Results and Discussion for further comments about stability of stimulus
retinal position).
2.2.3 Visual stimuli
Each rat was trained to discriminate the same pair of 3-lobed visual objects used in (Zoc-
colan et al., 2009). These objects were renderings of three-dimensional models that were
built using the ray tracer POV-Ray (http://www.povray.org/). Both objects were illuminated
from the same light source location and, when rendered at the same in-depth rotation, their
views were approximately equal in height, width and area (see Fig. 1A). Objects were
rendered in a white, bright (see below for a quantification), opaque hue against a black
background. Each object’s default size was 35° of visual angle, and their default position
was the center of the monitor (their default view was the one shown in Fig. 1A).
As explained below, during the course of the experiment, transformed views of the
objects were also shown to the animals (i.e., scaled, shifted, in-plane and in-depth ro-
tated object views; see Fig. 1C). The mean luminance of the two objects (measured in
their center) across all the transformed views was 108 ± 3 cd/mm2 (mean ± SD) and 107
± 4 cd/mm2, respectively, for Object 1 and 2 (thus, approximately matching the display
maximal luminance). Therefore, according to both behavioral and electrophysiological ev-
idence (Naarendorp et al., 2001; Jacobs et al., 2001; Fortune et al., 2004; Thomas et al.,
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2007), rats used their photopic vision to discriminate the visual objects.
Figure 2-1: Visual stimuli and behavioral task. A. Default views (0º in-depth and in-
plane rotation) of the two objects that rats were trained to discriminate during Phase I of
the study (each object default size was 35º of visual angle). B. Schematic of the object
discrimination task. Rats were trained in an operant box that was equipped with an LCD
monitor for stimulus presentation and an array of three sensors. The animals learned to
trigger stimulus presentation by licking the central sensor, and to associate each object
identity to a specific reward port/sensor (right port for Object 1 and left port for Object 2).
C. Some of the transformed views of the two objects that rats were required to recognize
during Phase II of the study. Transformations included: 1) size changes; 2) azimuth in-
depth rotations; 3) horizontal position shifts; and 4) in-plane rotations. Azimuth rotated
and horizontally shifted objects were also scaled down to a size of 30º of visual angle;
in-plane rotated objects were scaled down to a size of 32.5º of visual angle and shifted
downward of 3.5º . Note that each variation axis was sampled more densely than shown in
the figure – sizes were sampled in 2.5º steps; azimuth rotations in 5º steps; position shifts
in 4.5º steps; and in-plane rotations in 9º steps. This yielded a total of 78 object views. The
red frames highlight the subsets of object views that were tested in bubbles trials (see Fig.
2).
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2.2.4 Experimental design
Phase I: critical shape features underlying recognition of the default object views
Rats were initially trained to discriminate the two default views of the target objects
(see Fig. 1A). Animals initiated each behavioral trial by inserting their heads through
the viewing hole in the front wall of the training box and licking the central sensor. This
prompted presentation of one of the target objects on the monitor placed in front of the box.
Rats learned to associate each object identity with a specific reward port (see Fig. 1B). In
case of correct response, reward was delivered through the port and a reinforcement tone
was played. An incorrect choice yielded no reward and a 1-3 s time out (during which a
failure tone sounded and the monitor flickered from black to middle gray at a rate of 15
Hz). The default stimulus presentation time (in the event that the animal made no response
after initiating a trial) was 2.5 s. However, if the animal responded correctly before the
2.5 s period expired, the stimulus was kept on the monitor for an additional 4 s from the
time of the response (i.e., during the time the animal collected his reward). In the event of
an incorrect response, the stimulus was removed immediately and the time-out sequence
started. If the animal did not make any response during the default presentation time of 2.5
s, it still had 1 s, after the offset of the stimulus presentation and before the end of the trial,
to make a response.
Once a rat achieved ≥70% correct discrimination of the default object views (this typ-
ically required 3-12 weeks of training), an image masking method, known as the Bub-
bles (Gosselin and Schyns, 2001), was applied to identify the visual features the animal
relied upon to successfully accomplish the task. This method consists in superimposing
on a visual stimulus an opaque mask punctured by a number of circular, semi-transparent
windows (or bubbles; see Fig. 2A). When one of such masks is applied to a visual stimulus,
only those parts of the stimulus that are revealed through the bubbles are visible. Hence,
this method allows isolating the image patches that determine the behavioral outcome, for
whether a subject (e.g., a rat) can identify the stimulus depends on whether the uncovered
portions of the image are critical for the accomplishment of the recognition task.
In our implementation of the Bubbles method, any given bubble was defined by shaping
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the transparency (or alpha) channel profile of the image according to a circularly symmetri-
cal, two-dimensional Gaussian (with the peak of the Gaussian corresponding to full trans-
parency). Multiple such Gaussian bubbles were randomly located over the image plane.
Overlapping of two or more Gaussians lead to summation of the corresponding trans-
parency profiles, thresholded with the maximal level corresponding to full transparency.
The size of the bubbles (i.e., the standard deviation of the Gaussian-shaped transparency
profiles) was fixed at 2º of visual angle, while the number of bubbles was chosen so as
to bring each rat’s performance to be ~10% lower than in unmasked trials (this typically
brought the performance down from ~70-80% correct obtained in unmasked trials to 60-
70% correct obtained in bubbles masked trials; see Figs. 3A and 4). This was achieved
by randomly choosing the number of bubbles in each trial among a set of values that was
specific for each rat. These values ranged between 10 and 50 (in steps of 20) for top per-
forming rats, and between 50 and 90 (again, in steps of 20) for average performing rats
(examples of objects occluded by masks with a different number of bubbles are shown in
Fig. 2B).
Trials in which the default object views were shown unmasked (named regular trials)
were randomly interleaved to trials in which they were masked (named bubbles trials;
see Fig. 2C). The fraction of bubbles trials presented to a rat in any given daily session
varied between 0.4 and 0.75. In order to obtain enough statistical power to extract the
critical features underlying rat recognition, at least 3,000 bubbles trials for each object
were collected over the course of 16.3 ± 4.4 sessions (rat group average ± SD, n = 6).
Phase II: critical shape features underlying recognition of the transformed object views
After having collected sufficient data to infer the critical features used by rats to dis-
criminate the default object views, the animals were trained to tolerate variation in the
appearance of the target objects along a variety of transformation axes. The goal of this
training was to engage those high-level visual processing mechanisms that, at least in pri-
mates, allow preserving the selectivity for visual objects in the face of identity-preserving
object transformations (Zoccolan et al., 2005; Zoccolan et al., 2007; Li et al., 2009; Rust
and DiCarlo, 2010; DiCarlo et al., 2012). Four different transformations were tested (see
Fig. 1C), in the following order: 1) size variations, ranging from 35° to 15° visual angle;
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Figure 2-2: The Bubbles method. A. Illustration of the Bubbles method, which consists in
generating an opaque mask (fully black area) punctured by a number of randomly located
transparent windows (i.e., the bubbles; shown as white, circular clouds) and then overlap-
ping the mask to the image of a visual object, so that only parts of the object remain visible.
B. Examples of the different degrees of occlusion of the default object views that were pro-
duced by varying the number of bubbles in the masks. C. Examples of trial types shown
to the rats at the end of Experimental Phase I. The object default views were presented
both unmasked and masked in randomly interleaved trials (named, respectively, regular
and bubbles trials). D. Examples of trial types shown during Experimental Phase II, after
the rats had learned to tolerate size and azimuth rotations. The animals were presented with
interleaved regular and bubbles trials. The former included all possible unmasked object
views the rats had been exposed to up to that point (i.e., size and azimuth changes), while
the latter included masked views of the -40º azimuth rotated objects.
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2) azimuth rotations (i.e., in-depth rotations about the objects’ vertical axis), ranging from
-60° to 60° ; 3) horizontal position changes, ranging from -18º to +18º visual angle; and 4)
in-plane rotations, ranging from -45° to +45° .
Size transformations were trained first, using an adaptive staircase procedure that, based
on the animal performance, updated the lower bound of the range from which the object size
was sampled (the upper bound was fixed to the default value of 35° visual angle). Once the
sizes’ lower bound reached a stable (asymptotic) value across consecutive training sessions
(i.e., 15º of visual angle), a specific size (i.e., 20º of visual angle; see red frame in the top
row of Fig. 1C) was chosen so that: 1) its value was different (lower) enough from the
default one; and 2) most rats achieved about 70% correct recognition for that value. Rats
were then presented with randomly interleaved regular trials (in which unmasked objects
could be shown across the full 15º–35º size range) and bubbles trials (in which bubbles
masks were superimposed on the 20º-scaled objects).
This same procedure was repeated for each of the other tested object transformations.
For instance, after having trained size variations and having applied the Bubbles method to
the 20º-scaled objects, a staircase procedure was used to train the rats to tolerate the azimuth
rotations. After reaching asymptotic azimuth values (i.e., ±60º), two azimuth rotations were
chosen (using the same criteria outlined above) for application of the Bubbles method: -
40º and +20º (see red frames in the second row of Fig. 1C). Again, regular trials (in which
unmasked objects could be shown across the full 15º–35º size range and the full -60º /+60º
azimuth range) were then presented randomly interleaved with bubbles trials (in which
bubbles masks were superimposed to either the -40º or the +20º azimuth rotated objects;
see Fig. 2D).
After the azimuth rotations, position changes were trained (with bubbles masks applied
to objects that were horizontally translated of ±18º of visual angle; see red frames in the
third row of Fig. 1C) and then in-plane rotations (with bubbles masks applied to objects
that were rotated of ±45º ; see red frames in the forth row of Fig. 1C). Noticeably, as
explained above, while a new transformation was introduced, the full range of variation of
the previously trained transformations was still shown to the animal, with the result that the
task became increasingly demanding in terms of tolerance to variation in object appearance.
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The staircase training along each transformation axis typically progressed very rapidly.
On average, rats reached: i) the asymptotic size value in 1.2 ±0.4 sessions (mean± SD;
n = 6); ii) the asymptotic azimuth rotation values in 5.5 ± 1.0 sessions (n = 6); iii) the
asymptotic position values in 2.8 ± 1.9 sessions (n = 5); and iv) the asymptotic in-plane
rotation values in 2.0 ± 0.0 sessions (n = 2). As for the default object views, at least 3,000
bubbles trials were collected for each of the transformed views that were tested with the
Bubbles method. This required, on average across rats: i) 34.0 ± 13.7 sessions (mean ± SD;
n = 6) for the 20º scaled view; ii) 40.1 ± 19.5 sessions (n = 6) and 15.6 ± 9.3 sessions (n =
5) for, respectively, the -40º and the +20º azimuth rotated views; iii) 27.6 ± 15.3 sessions
(n = 5) and 14.0 ± 5.2 sessions (n = 3) for, respectively, the -18º and the +18º horizontally
shifted views; and iv) 21 sessions (n = 1) and 20.5 ± 14.9 sessions (n = 2) for, respectively,
the -45º and the +45º in-plane rotated views. In general, for each rat, bubbles trials could
be collected only for a fraction of the seven transformed views we planned to test (see
red frames in Fig. 1C). This was because the overall duration of Experimental Phase II
varied substantially among rats, depending on: 1) how many trials each animal performed
per session (this number roughly varied between 250 and 500); 2) what fraction of trials
were bubbles trials (this number, which ranged between 0.4 to 0.75, had to be adjusted in a
rat-dependent way, so to avoid the performance in bubbles trials to drop below ~10% less
of the performance in regular trials); and 3) the longevity of each animal (some rats fell ill
during the course of the experiment and had to be euthanized before being able to complete
the whole experimental phase).
All experimental protocols (from presentation of visual stimuli to collection of be-
havioral responses) were implemented using the freeware, open-source software package
MWorks (http://mworks-project.org). An ad-hoc plugin was developed in C++ to allow
MWorks building bubbles masks and presenting them superimposed on the images of the
visual objects.
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2.3 Data Analysis
2.3.1 Computation of the saliency maps
The critical visual features underlying rat recognition of a given object view were extracted
by properly sorting all the correct and incorrect bubbles trials obtained for that view. More
specifically, saliency maps were obtained by measuring the correlation between the trans-
parency values of each pixel in the bubbles masks and the behavioral responses. That is,
saliency map values ci for each pixel xi were defined as:
ci =
xi.B
‖xi‖L1 , (2.1)
where xi is a vector containing the transparency values of pixel i across all collected bub-
bles trials for a given object view; B is a binary vector coding the behavioral outcomes on
such trials (i.e., a vector with elements equal to either 1 or 0, depending on whether the
object view was correctly identified or not); and ‖xi‖L1 is the L1 norm of xi, i.e.:
‖xi‖L1=
N∑
n=1
‖xi‖, (2.2)
where N is the total number of collected bubbles trials. Throughout the thesis, saliency
maps are shown as grayscale masks superimposed on the images of the corresponding
object views, with bright/dark pixels indicating regions that are salient/anti-salient, i.e.,
likely/unlikely to lead to correct identification of an object view when visible through the
bubbles masks (e.g., see Figs. 3 and 6). For the sake of providing a clearer visualization,
the saliency values in each map are normalized by subtracting their minimum value and
dividing by their maximum value, so that all saliency values are bounded between zero and
one.
To show which pixels, in the image of a given object view, had a statistically significant
correlation with the behavior, the following permutation test was performed. All the bub-
bles trials that had been collected for that object view were divided in subsets, according
to the number of bubbles that were used in a trial (e.g., 10, 30 or 50 for top performing
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rats; see previous section). Within each subset of trials with the same number of bubbles,
the behavioral outcomes (i.e., the elements of vector B) were randomly shuffled. Chance
saliency map values ci were then computed according to eq. 1, but using the shuffled vec-
tor B. Among all the chance saliency values, only those corresponding to pixels within the
image of the object view were considered (i.e., those corresponding to background pixels
were discarded). This yielded an average of 28,605 chance saliency values per object view.
This procedure was repeated 10 times, so to obtain a null distribution of saliency values for
each object view.
Based on this null distribution, a one-tailed statistical test was carried out to find what
values, in each saliency map, were significantly higher than what obtained by chance
(p < 0.05), and, therefore, what pixels, in the image, could be considered as significantly
salient. Similarly, significant anti-salient pixels were found by looking for corresponding
saliency values that were significantly lower than what expected by chance (p < 0.05).
Throughout the thesis, significantly salient regions of an object view are shown in red,
whereas anti-salient regions are shown in cyan (e.g., see Figs. 3 and 6).
Group average saliency maps and significant salient and anti-salient regions were ob-
tained using the same approach described above, but after pooling the bubbles trials ob-
tained for a given object view across all available rats (see Fig. 10).
2.3.2 Ideal observer analysis
Rats’ average saliency maps were compared with the saliency maps obtained by simulating
a linear ideal observer (Gosselin and Schyns, 2001; Gibson et al., 2005; Vermaercke and
OpdeBeeck, 2012). Given a bubble-masked input image, the simulated observer classified
it as being either Object 1 or 2, based on which of the eight views of each object, to which
the mask could have been applied (shown by red frames in Fig. 1C), matched more closely
(i.e., was more similar to) the input image. In other words, the simulated ideal observer
performed a template matching operation between each bubble-masked input image and the
16 templates (i.e., eight views for each object) it had stored in memory. The ideal observer
was linear in the template matching operation consisted in computing a normalized dot
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product between each input image and each template. For better consistency with the
experiment, we used the bubbles masks that were presented to one rat that was tested with
all the eight object views (i.e., rat 3; see Fig. 6B). Also, to better match the actual retinal
input to the rats, each input image was low pass-filtered so that its spatial frequency content
did not exceeded 1 cycle per degree [i.e., the maximal retinal resolution of Long-Evans
rats (Keller et al., 2000; Prusky et al., 2002)]. Finally, to lower the performance of the
ideal observer and bring it close to the performance of the rats, Gaussian noise (std = 0.5
of the image grayscale) was independently added to each pixel of the input images. This
assured that potential differences between rats’ and ideal observer’s saliency maps were
not merely due to performance differences. Crucially, this constraint did not force the
recognition strategy of the ideal observer to be similar to the one used by rats (the ideal
observer had no knowledge of how rats responded to the bubble-masked input images).
This was empirically assessed by running the ideal observer analysis with different levels
of noise added to the input images, and verifying that the resulting saliency maps did not
substantially change as a function of noise level (i.e., as a function of the ideal observer’s
performance). Saliency maps and significant salient and anti-salient regions for the ideal
observer were obtained as described above for the rats (see the previous section).
Each rat group average saliency map was compared with the corresponding map ob-
tained for the ideal observer by computing their Pearson correlation coefficient. The sig-
nificance of the correlation was assessed by running a permutation test. In the permutation
test, the behavioral outcomes of the bubbles trials, within each subset of trials with the
same number of bubbles, were randomly shuffled 100 times for both the average rat and
the ideal observer, yielding 100 pairs of random rat-ideal saliency maps. Computation of
the Pearson correlation coefficient between each pair of random maps yielded a null dis-
tribution of 100 correlation values, against which the statistical test was carried out at p =
0.05 significance level.
All data analyses were performed in MATLAB (2011a, MathWorks Co, http://
www.mathworks.com).
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2.4 Results
The goal of this study was to understand the visual processing strategy underlying rat abil-
ity to recognize visual objects in spite of substantial variation in their appearance [e.g.,
see (Zoccolan et al., 2009; Tafazoli et al., 2012)]. To this aim, rats were trained in a visual
object recognition task that required them to discriminate two visual objects under a variety
of viewing conditions. An image masking method [known as the Bubbles (Gosselin and
Schyns, 2001)] was then applied to a subset of the trained object views to infer what object
features rats relied upon to successfully recognize these views. This approach not only
revealed the complexity of rat recognition strategy, but also allowed tracking if and how
such a strategy varied across the different viewing conditions the animals were exposed to.
2.4.1 Critical features underlying recognition of the default object views
During the initial experimental phase, 6 Long-Evans rats were trained to discriminate the
default views (or appearances) of a pair of visual objects (shown in Fig. 1A). Details about
the training/testing apparatus and the behavioral task are provided in Material and Methods
and Fig. 1B. The animals were trained for 3-12 weeks until they achieved ≥70% cor-
rect discrimination. Once this criterion was reached, regular trials (i.e., trials in which the
default object views were shown unoccluded) started to be randomly interleaved with bub-
bles trials (i.e., trials in which the default object views were partially occluded by opaque
masks punctured by a number of circular, randomly located, semi-transparent windows;
see Material and Methods and Fig. 2C).
The rationale behind the application of the bubbles masks was to make it harder for the
rats to correctly identify an object, by revealing only parts of it (Gosselin and Schyns, 2001;
Gibson et al., 2005; Gibson et al., 2007) (e.g., see Fig. 2A). Obviously, the effectiveness of
a bubbles mask at impairing recognition of an object depended on the position of the semi-
transparent bubbles (thus revealing what object features a rat relied upon to successfully
recognize the object), but also on their size and number. Following previous applications
of the Bubbles method (Gosselin and Schyns, 2001; Gibson et al., 2005), in our experi-
ments the bubbles’ size was kept fixed (i.e., set to 2º of visual angle), while their number
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was adjusted so to bring each rat performance in bubbles trials to be ~10% lower than in
regular trials (this was achieved by randomly sampling the number of bubbles in each trial
either from a 10-50 or from a 50-90 range, according to the fluency of each animal in the
recognition task; see examples of bubbles masked objects in Fig. 2B and Material and
Methods for details). In the case of the default object views tested during this initial exper-
imental phase, rat average recognition performance dropped from ~75% correct in regular
trials to ~65% correct in bubbles trials (see Fig. 3A).
Figure 2-3: Critical features underlying recognition of the default object views. A.
Rat group average performance at discriminating the default object views was signif-
icantly lower in bubbles trials (light gray bar) than in regular trials (dark gray bar;
p < 0.001; one-tailed, paired t-test). Both performances were significantly higher than
chance (****p < 0.0001; one-tailed, unpaired t-test). Error bars are SEM. B. For each
rat, the saliency maps resulting from processing the bubbles trials collected for the default
object views are shown as grayscale masks superimposed on the images of the objects.
The brightness of each pixel indicates the likelihood, for an object view, to be correctly
identified when that pixel was visible through the bubbles masks. Significantly salient
and anti-salient object regions (i.e., regions that were significantly positively or negatively
correlated with correct identification of an object; p < 0.05; permutation test) are shown,
respectively, in red and cyan.
The critical visual features underlying rat recognition of the default object views were
extracted by computing saliency maps that measured the correlation between bubbles masks’
transparency values and rat behavioral responses, as done in (Gosselin and Schyns, 2001;
Gibson et al., 2005) (see Materials and Methods for details). For each rat, the resulting
saliency maps are shown, in Figure 3B, as grayscale masks superimposed on the images
of the corresponding object views (with the brightness of each pixel corresponding to the
correlation between the pixel transparency values and the correctness of responses of an
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observer identifying an object view through the bubbles masks). Whether a saliency map
value was significantly higher or lower than expected by chance was assessed through a
permutation test at p < 0.05 (see Materials and Methods). This led to the identification
of significantly salient and anti-salient regions in the images of the default object views
(shown, respectively, as red and cyan patches in Fig. 3B). These regions correspond to
those objects’ parts that, when visible through the masks, likely led, respectively, to correct
identification and misidentification of the object views.
Visual inspection of the patterns of salient and anti-salient regions obtained for the
different rats revealed several key aspects of rat object recognition strategy. In the case
of Object 1, salient and anti-salient regions were systematically located within the same
structural parts of the object (Fig. 3B, top row). Namely, for all rats, salient regions were
contained within the larger, top lobe, while anti-salient-regions lay within the smaller, bot-
tom lobes. Therefore, in spite of some variability in the size and compactness of the salient
and anti-salient regions (e.g., compare the large, single salient region found for rats 2 and 5
with the smaller, scattered salient patches observed for rats 3 and 4.), the perceptual strategy
underlying recognition of Object 1 was highly preserved across subjects.
In contrast, a substantial inter-subject variability was observed in the saliency patterns
obtained for Object 2 (Fig. 3B, bottom row). Although the central part of the object (at
the intersection of the three lobes) tended to be consistently anti-salient across rats, and
the salient regions were always located within the peripheral part (the tip) of one or more
lobes, the combination and the number of salient lobes varied considerably from rat to rat.
For instance, rats 2 and 3 relied on a single lobe (the upper-left one), while rats 1, 4 and 6
relied on the combination of the upper-left and bottom lobes, and rat 5 relied on all three
lobes. Moreover, some lobe (e.g., the bottom one) was salient for some animal, but fully
(rat 2) or partially (rat 4) anti-salient for some other.
The larger inter-subject diversity in the pattern of salient and anti-salient features that
was found for Object 2, as compared with Object 1, is not surprising, given the different
structural complexity of the two objects. In fact, Object 2 is made of three fully visible,
clearly distinct and roughly equally sized lobes, while the three lobes of Object 1 are highly
varied in size, with the smaller, bottom lobes that are partially overlapping and, therefore,
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harder to distinguish. As a consequence, Object 2 affords a larger number of distinct struc-
tural parts, as compared with Object 1, hence a larger number of “perceptual alternatives”
to be used for its correct identification. As such, the saliency patterns obtained for Object
2 are more revealing of the complexity and diversity of rat recognition strategies.
Specifically, our data suggest that rat recognition may typically rely on a combination
of multiple object features, as long as those features are, structure-wise, distinct enough to
be parsed by the rat visual system. This is demonstrated by the fact that four out of six rats
recognized Object 2 based on a combination of at least two significantly salient lobes. In
addition, for the two remaining rats, saliency map values were high (i.e., bright) not only
in the significantly salient upper-left lobe, but also in one (rat 2) or more (rat 3) additional
lobes (although they did not reach significance in these lobes, except in a very small, point-
like patch of the upper-right lobe, in the case of rat 2, and of the bottom lobe, in the case of
rat 3). Overall, this suggests that rats naturally tend to adopt a shape-based, multi-featural
processing strategy, rather than a lower-level strategy, based on detection of a single image
patch. In particular, the fact that salient features were found in both the upper and lower
half of Object 2 (together with the observation that salient and anti-salient features were
typically found in the upper lobes of both objects; e.g., see rat 5) rules out the possibility
that rat recognition was based on detection of very low-level stimulus properties, such as
the amount of luminance in the lower or upper half of the stimulus display (Minini and
Jeffery, 2006).
2.4.2 Recognition of the transformed object views
After the critical features underlying recognition of the default object views were uncov-
ered (see Fig. 3B), each rat was further trained to recognize the target objects in spite
of substantial variation in their appearance. Namely, objects were transformed along four
different variation axes: size, in-depth azimuth rotation, horizontal position and in-plane
rotation (the trained ranges of variation are shown in Fig. 1C). These transformations were
introduced sequentially (i.e., size variation was trained first, followed by azimuth, then by
position and finally by in-plane variation) and each of them was trained gradually, using
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a staircase procedure (see Materials and Methods). Rats reached asymptotic values along
these variation axes very quickly (i.e., in about 1-5 training sessions, depending on the axis;
see Materials and Methods for details), which is consistent with their recently demonstrated
ability to spontaneously generalize their recognition to novel object views (Zoccolan et al.,
2009; Tafazoli et al., 2012) (see Discussion). Once the animals reached a stable, asymptotic
value along a given transformation axis, one or two pairs of transformed object views along
that axis were chosen for further testing with the bubbles masks (these pairs are marked by
red frames in Fig. 2C). Such views were chosen so to be different enough from the objects’
default views, yet still recognized with a performance close to 70% correct by most ani-
mals. Rats were then presented with randomly interleaved bubbles trials (in which these
transformed views were shown with superimposed bubbles masks) and regular trials (in
which unmasked objects were randomly sampled across all the variation axes tested up to
that point; e.g., see Fig. 2D). A total of seven different pairs of transformed object views
were chosen for testing with bubbles masks (see Fig. 1C), although, due to across-rat vari-
ation in longevity and fluency in the invariant recognition task (see Materials and Methods
for details), all animals but one (rat 3) were tested only with a fraction of them.
Rat average recognition performance was significantly higher than chance for almost all
tested object transformations (see legend of Fig. 4), typically ranging from ~70% to≥80%
correct, and dropping below 70% correct only for some extreme transformations (Fig. 4,
gray lines). This confirmed that rat recognition is remarkably robust against variation in
object appearance, as recently reported by two studies (Zoccolan et al., 2009; Tafazoli et
al., 2012). As previously observed in the case of the default views (see Fig. 3A), rat
performance at recognizing the transformed object views was generally 5-15% lower in
bubbles trials than in regular trials (see black diamonds in Fig. 4).
Rat average reaction time (RT) was ~850 ms for the default object views. RT increased
gradually (almost linearly) as object size became smaller (reaching ~950 ms for the smallest
size; see Fig. 5A). A gradual (albeit not as steep) increase of RT was also observed along
the other variation axes, with RT reaching ~900 ms for the most extreme azimuth rotations
(see Fig. 5B), position shifts (see Fig. 5C) and in-plane rotations (see Fig. 5D). Overall, the
smooth increase of RT as a function of the transformation magnitude and the fact that such
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Figure 2-4: Recognition performance of the transformed object views. Rat group average
recognition performance over the four variation axes along which the objects were trans-
formed. Gray and black symbols show performances in, respectively, regular and bubbles
trials that were collected over the course of the same testing sessions of Experimental Phase
II (see Materials and Methods). Solid and open symbols indicate performances that were,
respectively, significantly and non-significantly higher than chance (p textless 0.0001 in A,
B and C; p < 0.05 in D; one-tailed, unpaired t-test). Error bars are SEM.
an increase was at most ~50 ms (with the exception of the smallest sizes) strongly suggest
that rats did not make stimulus-triggered saccades (or head movements) to compensate
for the retinal transformations the objects underwent. In fact, it is well established that,
in primates, target-oriented saccades have a latency of at least 200 ms [a.k.a. saccadic
latency, i.e., the interval between the time when the decision is made to move the eyes and
the moment when the eye muscles are activated (Melcher and Colby, 2008)]. Therefore,
it is reasonable to assume that in rats [which move their eyes much less frequently than
primates do (Chelazzi et al., 1989; Zoccolan et al., 2010)] the saccadic latency should have
at least the same magnitude (no data are available in the literature, since no evidence of
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Figure 2-5: Reaction times along the variation axes. Rat group average reaction times
(RTs) over the four variation axes along which the objects were transformed. RTs were
measured across all the sessions performed by each rat during Experimental Phase II (see
Materials and Methods) and then averaged across rats. Error bars are SEM.
target-oriented saccades has ever been reported in rodents). As a consequence, if rats made
target-oriented saccades to (e.g.) adjust their gaze to the visual field locations of the target
objects, a much larger and abrupt increase of the RT would have been observed for the
horizontally shifted views (relative to the default views), as compared with what is shown in
Figure 5C. Rather, the gradual increase of RT as a function of the transformation magnitude
is consistent with the recognition task becoming gradually harder and, therefore, requiring
an increasingly longer processing time (as revealed by the overall agreement between the
trends shown in Figs. 4 and 5). Among the tested transformations, size reductions had the
strongest impact on RT, likely because substantially longer processing times were required
to compensate for the loss of shape details in the smallest object views (given rat poor
visual acuity).
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2.4.3 Critical features underlying recognition of the transformed ob-
ject views
The critical features underlying rat recognition of a transformed view were extracted by
properly processing all the correct and incorrect bubbles trials obtained for that view (see
previous section and Materials and Methods). This yielded saliency maps with highlighted
significantly salient and anti-salient regions that revealed if and how each animal recog-
nition strategy varied across the different viewing conditions he was exposed to (see Fig.
6).
As previously reported for the default object views (see Fig. 3B), a larger inter-subject
variability was observed in the patterns of critical features obtained for Object 2, as com-
pared with Object 1. Namely, while for most rats a single and compact salient region was
consistently found in the larger, top lobe of Object 1, regardless of the transformation the
object underwent (see Figs. 6A-C, odd rows), in the case of Object 2 not only different
rats relied on different combinations of salient lobes, but, for some rats, such combinations
varied across the transformed object views (see Figs. 6A-C, even rows). Therefore, the
saliency patterns obtained for Object 2 were more revealing of the diversity and stability of
rat recognition strategies in the face of variation in object appearance.
For some rats, all the lobes used to discriminate the default view of Object 2 remained
salient across the whole set of transformations the object underwent (see yellow arrows
in Fig. 6A). This was particularly striking in the case of rat 5, which consistently relied
on all three lobes of Object 2 as salient features across all tested transformations. Rat 6
showed a similarly consistent recognition strategy, although he relied only on two salient
lobes (the upper-left and bottom ones). Also in the case of rat 3, the single salient lobe that
was used for recognition of the default object view (the upper-left one) remained salient
for all the subsequently tested transformed views (see yellow arrows in Fig. 6B). In this
case, however, the bottom lobe, which only contained a point-like hint of a salient patch
in the default view, emerged as a prominent salient feature when the animal had to face
size variations, and remained consistently salient for all the ensuing transformations (see
white arrows in Fig. 6B). In still other cases, lobes that were originally used by a rat to
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Figure 2-6: Critical features underlying recognition of the transformed object views. For each rat,
the saliency maps (with highlighted significantly salient and anti-salient regions; same color code
as in Fig. 3B) that were obtained for each transformed object view are shown. Maps obtained for
different rats are grouped in different panels according to their stability across the tested views. A.
For rats 5 and 6, the same pattern of salient features (i.e., lobes’ tips) underlay recognition of all the
views of Object 2 (see yellow arrows). B. For rat 3, one salient feature (i.e., the tip of the upper-left
lobe) was preserved across all tested views of Object 2 (see yellow arrows), while a second feature
(i.e., the tip of the bottom lobe) became salient after the animal started facing variation in object
appearance (see white arrows). C. For rats 1, 2 and 4, features that underlay recognition of Object
2’s default view became no longer salient for some of the transformed views (see yellow circles)
and were replaced by other salient features.
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discriminate Object 2’s default view became no longer salient for some of the transformed
views (see yellow circles in Fig. 6C) and were replaced by other salient lobes.
In summary, half of the rats showed a remarkably stable recognition strategy (Figs 6A,
B) in the face of variation in object appearance, with the same combination of the salient
object parts (i.e., lobes) being relied upon across all (Fig. 6A) or most (Fig. 6B) object
views. The other half of the rats showed a more variable recognition strategy, based on
view-specific salient features’ patterns (Fig. 6C). Such a difference in the stability of the
recognition strategies may reflect a different ability of rats to spontaneously generalize
their recognition to novel object appearances (thus consistently relying on the same salient
features), without the need to explicitly learn the associative relations between different
views of an object (Tafazoli et al., 2012) (see Discussion).
Crucially, regardless of its stability across transformations, rat recognition strategy re-
lied on a combination of at least two different salient features for most tested views of
Object 2 (i.e., in 26 out of 34 cases). Since these features are located in structurally distinct
parts of the object (i.e., distinct lobes), and, in all cases, in both its lower and upper half, this
strongly suggests that rats are able to process global shape information and extract multiple
structural features that are diagnostic of object identity. Such a shape-based, multi-featural
processing strategy not only rules out a previously proposed low-level account of rat vi-
sual recognition in terms of luminance detection in the lower half of the stimulus display
(Minini and Jeffery, 2006), but also suggests that rats are able to integrate shape information
over much larger portions of visual objects (virtually, over a whole object) than reported by
a recent study (Vermaercke and OpdeBeeck, 2012).
However, having assessed that rats are able to process global shape information does
not imply, per se, that they are also capable of an advanced transformation-tolerant (or in-
variant) recognition strategy. In fact, having excluded one very low-level account of rat
object vision (Minini and Jeffery, 2006) does not automatically rule out that some other
low-level recognition strategies may be at work when rats have to cope with variation in
object appearance. For instance, rats could rely on detection of some object feature(s) that
is (are) largely preserved (in terms of position, size and orientation) across the tested object
transformations. This would result in higher-than-chance recognition of the transformed
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object views, without the need, for rats, to form and rely upon higher-level, transformation-
tolerant object features’ representations. This is not a remote possibility, since recent com-
putational work has shown that even large databases of pictures of natural objects (com-
monly used by vision and computer vision scientists to probe invariant recognition) often
do not contain enough variation in each object appearance to require engagement of higher-
level, truly invariant recognition mechanisms (Pinto et al., 2008). This is especially true
if objects do not undergo large enough changes in position over the image (e.g., retinal)
plane (Pinto et al., 2008).
Assuring that the transformations we applied to the objects produced enough variation
in the appearance of the objects’ diagnostic features is particularly crucial in this study,
since many transformations (i.e., size changes, azimuth rotations and in-plane rotations)
did not alter the position of the objects over the stimulus display and, therefore, the images
of many object views substantially overlapped (see examples in Fig. 7). As a consequence,
the possibility that a given object feature partially retained its position/size/orientation can-
not be excluded (Pinto et al., 2008). One could argue that, in spite of object position being
unchanged over the stimulus display, some amount of trial-by-trial variation in the retinal
position of the object views was likely present. In fact, stimulus presentation was not condi-
tional upon fixation of a dot (given that rats, differently from primates, cannot be trained to
make target-oriented saccades towards a fixation dot) and, therefore, rat gaze direction was
not necessarily reproducible from trial to trial. However, the few data available in the lit-
erature show that rat gaze tends to be very stable over long periods of time, and, typically,
comes back to a default, “resting” position after the rarely occurring saccades (Chelazzi
et al., 1989; Zoccolan et al., 2010). Therefore, it is not safe to assume that across-trial
variations in the retinal position of the object views would prevent rat recognition to be
based on some transformation-preserved diagnostic features. Rather than relying on such
an assumption, we explicitly tested if diagnostic features existed that remained largely un-
changed across the transformations the object underwent (see next section). We tested this,
assuming the “worst case scenario” that rat gaze was fully stable across trials and, there-
fore, no trial-by-trial variation in the retinal position of the object views diminished their
overlap in the visual field of the animals.
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2.4.4 No transformation-preserved diagnostic features can explain rat
invariant recognition
As a way to inspect if any diagnostic object feature existed that was consistently preserved
across the tested object transformations, the saliency maps obtained for different pairs of
object views were superimposed and the overlap between pairs of significantly salient re-
gions assessed. In fact, the existence of transformation-preserved features that are diagnos-
tic of object identity would result in a large, systematic overlap between the significantly
salient regions obtained for different object views. Examples of superimposed patterns of
salient regions obtained for two or more object views are shown in Figure 7 (for clarity, the
salient regions of different object views are depicted in different colors and the correspond-
ing views are shown in the background).
In the case of Object 1, the lobe in which the salient region was located (the top one)
was so large that, in spite of the transformations the object underwent, a substantial portion
of it always occupied the same area within the image plane (i.e., the stimulus display). As
a consequence, a substantial overlap was typically observed between the salient regions
obtained for different views of the object (see orange patches in the top rows of Figs. 7A-
C). However, not only such an overlap was not complete, but, for same pairs of object
views, was minimal (e.g., see default vs. azimuth left-rotated view, or default vs. in-plane
rotated views for rat 3, in the top row of Fig. 7C) and, in the case of the horizontally shifted
views, it was null (see leftward- vs. rightward-shifted views in the top rows of Figs. 7B,
C).
As previously observed, in the case of Object 2, the larger number of smaller and dis-
tinct structural parts (as compared with Object 1) resulted in a richer variety of patterns
of multiple salient features, each located at the tip of a lobe. Such tips typically occupied
different, non-overlapping portions of the image plane when the object underwent size, ro-
tation and position changes. As a consequence, the overlapping between salient features
obtained for different views was null or minimal (see bottom rows in Figs. 7A-C). No-
ticeably, the lack of overlap was observed not only when a salient lobe was replaced by a
different one, following a given transformation (e.g., see default vs. azimuth left-rotated
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Figure 2-7: Overlap between the salient features obtained for different views of an object.
Several pairs/triplets of views of Object 1 and 2 are shown superimposed, together with
their salient features, to allow appreciating whether, and to what extent, such features over-
lapped. The salient features are the same as those shown in Figure 6, only here are shown
in either yellow or red, to distinguish the features obtained, respectively, for the default and
the transformed views. The orange patches indicate the overlap between the salient features
of two different views in a pair/triplet. Panels A, B and C refer, respectively, to rats 5, 2
and 3.
view, or default vs. in-plane rotated view for rat 2 in Fig. 7B), but also when the same lobe
remained salient across multiple object views (e.g., see the non-overlapping red and yellow
patches in the object’s left lobe for rats 5 and 3 in Figs. 7A and C). These examples exclude
that rat recognition of Object 2 may have relied on some transformation-preserved feature
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that was diagnostic of the object’s identity across all or most the tested views.
To further assess whether rat recognition strategy was more consistent with a high-level,
transformation-tolerant representation of diagnostic features or, rather, with low-level de-
tection of some transformation-preserved image patches, we measured the overlap between
the salient features obtained for all possible pairs of object views produced by affine trans-
formations (i.e., all tested object views with the exclusion of in-depth azimuth rotations).
The overlap was computed for both: 1) raw salient features’ patterns, in which the image
planes containing the salient features of the views to compare were simply superimposed
(see second row of Fig. 8A, left plot); and 2) aligned salient features’ patterns, in which
the transformations that produced the two object views were “undone” (or reversed), so to
perfectly align one view on top of the other (e.g., in the case of the comparison between
the default and the horizontally translated views shown in Fig. 8A, the latter was shifted
back to the center of the screen and scaled back to 35º , so to perfectly overlap with the
default view; see second row of Fig. 8A, right plot). The overlap was quantified as the
ratio between overlapping area and overall area of the significantly salient regions of the
two object views (Nielsen et al., 2006) (e.g., as the ratio between the orange area and the
sum of the red, yellow and orange areas in Fig. 8A, second row).
The resulting pairs of raw and aligned overlap values obtained for all tested combina-
tions of object views are shown in Figure 8B (circles and diamonds refer, respectively, to
pairs of views of Object 1 and 2). Similarly to what done by (Nielsen et al., 2006), the
significance of each individual raw and aligned overlap was assessed through a permuta-
tion test, in which the salient regions of each object view in a pair were randomly shifted
within the minimum bounding box enclosing each view. As illustrated by the example
shown in Figure 8A, in the case of the raw overlap, the bounding boxes enclosing the two
views partially overlapped (compare the white frames in the third row of Fig. 8A, left plot),
while, in the case of the aligned overlap, by construction, the bounding boxes enclosing the
two views were coincident (see the single white frame in the third row of Fig. 8A, right
plot). Null distributions of raw and aligned overlap values were obtained by running 1,000
permutation loops, and the significance of the measured raw and aligned overlaps was as-
sessed at p = 0.05 (significance is coded by the shades of gray filling the symbols in Fig.
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Figure 2-8: Raw vs. aligned features’ overlap for all pairs of object views. A. Illustra-
tion of the procedure to compute the raw and aligned overlap between the salient features’
patterns obtained for two different views of an object. The default and the leftward hori-
zontally shifted views of Object 1 are used as examples (first row). To compute the raw
features’ overlap, these two object views (and the corresponding features’ patterns) were
simply superimposed (second row, left plot), as previously done in Figure 7. To compute
the aligned features’ overlap, the transformation that produced the leftward horizontally
shifted view was reversed. That is, the object was shifted to the right of 18º and scaled
back to 35º , so to perfectly overlap with the default view of the object itself (second row,
right plot). In both cases, the overlap was computed as the ratio between the orange area
and the sum of the red, yellow and orange areas. The significance of the overlap was as-
sessed by randomly shifting the salient regions of each object view within the minimum
bounding box enclosing each view (see Results for details). Such bounding boxes are
shown as white frames in the third row of the figure, for both the raw and aligned views.
B. The raw features’ overlap is plotted against the aligned features’ overlap for each pair of
views of Object 1 (circles) and Object 2 (diamonds) resulting from affine transformations
(i.e., position/size changes and in-plane rotations). The shades of gray indicate whether
the raw or/and the aligned overlap values were significantly larger than expected by chance
(p < 0.05; see caption).
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8B; see caption).
For most pairs of object views (71 out of 76), the overlap between salient features was
higher in the aligned than in the raw case (Fig. 8B). Namely, the average overlap between
aligned views was 0.30 ± 0.01 (mean ± SEM), while the average overlap between raw views
was 0.07 ± 0.01, with the former being significantly higher than the latter (p < 0.0001; sig-
nificance was assessed through a paired permutation test, in which the sign of the difference
between aligned and raw overlap for each pair of views was randomly assigned in 10,000
permutation loops).
The larger overlap found for aligned vs. raw views was particularly striking in the case
of Object 2, with most raw overlap values being zero, and the average overlap being one
order of magnitude larger for aligned than raw views (i.e., 0.30 ± 0.02 vs. 0.01 ± 0.00; such
a difference was statistically significant at p < 0.0001, according to the paired permutation
test). Moreover, in the large majority of cases (30/38), the aligned overlap was significantly
higher than expected by chance (see black and dark gray diamonds in Fig. 8B), while the
raw overlap was significantly higher than chance only for a few pairs of object views (2/38;
see black diamonds in Fig. 8B). This confirmed that the transformations Object 2 under-
went were large enough to displace its diagnostic features in non-overlapping regions of
the stimulus display (hence, the zero or close-to-zero salient features’ overlap observed for
the raw views), thus preventing rats from relying on any transformation-preserved feature
to succeed in the invariant recognition task (see also Fig. 7). At the same time, the large
and significant salient features’ overlap found for the aligned views of Object 2 indicates
that the same structural parts were deemed salient for most of the object’s views the rats
had to face, thus suggesting that rats truly had to rely on some transformation-tolerant
representation of these diagnostic structural features.
In the case of Object 1, in agreement with the examples shown in Figure 7, the overlap
between raw views was considerably larger, as compared with what obtained for Object 2
(compare circles and diamonds in Fig. 8B). However, in most cases, the overlap between
aligned views was higher than the corresponding overlap between raw views (i.e., 33 out
of the 38 circles are in the lower quadrant in Fig. 8B) and, in several cases, the raw overlap
was zero or close-to-zero. As a result, the average overlap was significantly larger for
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aligned than raw views (i.e., 0.30 ± 0.02 vs. 0.13 ± 0.02; p < 0.0001, paired permutation
test). This suggests that, although a salient feature existed that was partially preserved
across many tested views, rat strategy was nevertheless more consistent with “tracking” that
feature (i.e., its position, size, orientation) across the transformations Object 1 underwent,
rather than merely relying on the portion of that feature that remained unchanged across
such transformations. This observation, together with the fact that the same feature was
relied upon also when shifted in non-overlapping locations of the stimulus display (as in
the case of the horizontally translated views), indicates that also recognition of Object 1
was more consistent with a high-level, transformation-tolerant representation of diagnostic
features, rather than with low-level detection of some transformation-preserved luminance
patch. Finally, the fraction of overlap values that were significantly higher than expected
by chance was similarly small for both the raw (8/38) and the aligned (9/38) views of
Object 1 (see gray and black circles in Fig. 8B). This reflects the fact that relatively large
overlaps were produced by chance in the permutation test (given the large area occupied
by Object 1’s salient regions), thus making the threshold to reach significance higher than
in the case of Object 2. This confirms that the saliency regions/maps obtained for Object
2 were, in general, more powerful to understand the complexity of rat recognition strategy,
as compared with the ones obtained for Object 1.
Noticeably, the overlap analysis described above was carried out under the “worst case
scenario” assumption that rat gaze was stable across trials and, therefore, the relative posi-
tion of two raw views on the retina matched their relative position on the stimulus display
(see previous section). Any deviation from this assumption (i.e., any possible across-trial
variability in rat gaze direction) could only reduce the overlap between a pair of raw views
on the retina. Therefore, for any given pair of views, the raw overlap reported in Figure 8B
actually represents an upper bound of the possible raw retinal overlap. Finding that such
an upper bound was, in general, lower than the overlap between aligned views, guarantees
that, regardless of the stability of rat gaze direction, no trivial recognition strategy (based
on detection of some transformation-preserved diagnostic features) underlay rat recogni-
tion behavior.
As a further assessment of the complexity of rat recognition strategy in the face of vari-
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Figure 2-9: Overlap between the salient features obtained for exemplar views of Object
1 and 2. Several examples in which one or more salient features of Object 2 (red patches
located at the tips of the upper and bottom lobes) overlapped with the salient feature located
in the upper lobe of Object 1 (yellow patch). Overlapping regions are shown in orange.
ation in object appearance, we checked whether any salient feature underlying recognition
of Object 1 overlapped with a salient feature underlying recognition of Object 2. The ra-
tionale behind this analysis is that, if the features that are salient for a view of Object 1
and a view of Object 2 do overlap, then the area of the overlap within the stimulus display
(i.e., the animal’s visual field) cannot, per se, be diagnostic of the identity of any object.
This, in turn, implies that rats must definitely adopt a strategy that goes beyond associating
high luminance in a given local region of the display with a given object identity – they
need to take into account the shape (e.g., size, orientation, aspect ratio, etc) of that high
luminance region and, possibly, rely on the presence of additional diagnostic regions (i.e.,
salient features) to successfully identify what object that region belongs to. As shown in
Figure 9, several cases could indeed be found, in which one of the salient features (red
patches) located in the top lobes of Object 2 overlapped with the salient feature (yellow
patch) located in the top lobe of Object 1 (the overlapping area is shown in orange).
Overall, the overlap analyses shown in Figures 7-9 indicate that rat invariant recognition
of visual objects does not trivially rely on detection of some transformation-preserved ob-
ject features that are diagnostic of object identity across multiple object views. Instead, rat
recognition appears to be consistent with the existence of higher level neuronal representa-
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tions of visual objects that are largely tolerant to substantial variation in the appearance of
the objects’ diagnostic features.
2.4.5 Comparison between the critical features’ patterns obtained for
the average rat and a simulated ideal observer
Having found that rats are capable of an advanced, shape-based and transformation-tolerant
recognition strategy raises the question of just how optimal such strategy is, given the
amount of discriminatory information a pair of visual objects (each presented under many
different viewing conditions) affords. To address this issue, we built a linear ideal observer
and we extracted the critical features underlying its recognition of the same bubble-masked
images that had been presented to one of the rats. The simulated observer was ideal, since
it had stored in memory, as templates, the eight views each object could take (i.e., those
marked by red frames in Fig. 1C), and was linear, since it classified each bubble-masked
input image as being either Object 1 or 2, based on which of these templates had the highest
correlation with the image itself (see Materials and Methods for details). Given its full ac-
cess to all possible appearances the objects could take, the ideal observer, by construction,
was able to perform optimally in the invariant recognition task and, as such, its recognition
strategy represents an upper, optimal bound. Note that the ideal observer considers the ob-
ject in a pixel-based representation, and the relations between the pixels are not considered.
The saliency maps obtained for the ideal observer were compared with rat group aver-
age saliency maps, i.e., the maps obtained by pooling the bubbles trials collected for a given
object view across all available rats. Such group average maps summarized rat invariant
recognition strategy in a way that was more robust to noise (given the larger number of
trials they were based on) and more suitable for comparison with the ideal observer, since
idiosyncratic aspects of individual rat strategies were averaged out, while the features that
were more consistently relied upon across subjects emerged more clearly. As a result, the
patterns of critical features extracted from the average saliency maps (see red and cyan
patches in Figs. 10A, B, top rows) were a cleaner version of what observed at the level of
individual rats (see Fig. 6). For Object 1, a large salient region (covering most of the upper
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Figure 2-10: Critical features’ patterns obtained for the average rat and a simulated ideal
observer. Rat group average saliency maps, with highlighted significantly salient (red)
and anti-salient (cyan) features (top rows in A and B), are compared with the saliency
maps obtained for a linear ideal observer (bottom rows in A and B). For each object view,
the Pearson correlation coefficient between the saliency maps obtained for the average rat
and the ideal observer is reported below the corresponding maps (* indicates a significant
correlation at p < 0.05; permutation test).
lobe) and a smaller anti-salient region (covering the bottom part of the lower lobes) were
found (Fig. 10A, top row). For Object 2, different combinations of salient features (located
at the tips of the lobes) and a large anti-salient area (located at the lobes’ intersection) were
found (Fig. 10B, top row).
These patterns of critical features bore many similarities, but also some key differences,
with those obtained for the ideal observer (Figs. 10A and B, bottom rows). The structural
parts in which the salient and anti-salient features were located were largely the same for
the rats and the ideal observer. However, in the case of Object 1, the salient region in
the upper lobe was fragmented and smaller for the ideal observer, as compared with the
average rat, while the anti-salient region was larger, extending from the bottom lobes to the
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upper one, and branching in two arms that resembled an outline of Object 2 (compare top
and bottom rows in Fig. 10A). In the case of Object 2, the location and size of the salient
features found for the ideal observer and the average rat closely matched, although the
salient region in the bottom lobe was larger for the ideal observer and typically extended
over the lobes’ intersection, at the expenses of the central anti-salient region, which was
smaller and restricted to the base of the upper lobes (compare top and bottom rows in Fig.
10B). For any given object view, the similarity between the saliency maps obtained for
the average rat and the ideal observer was quantified by computing the Pearson correlation
coefficient (r values are reported under each pair of saliency maps in Fig. 10). Such a
correlation was significantly higher than expected by chance for four out of eight views of
Object 1 and for all the views of Object 2 (p < 0.05; permutation test; see Materials and
Methods).
Overall, this comparison shows that rat recognition strategy was highly consistent with
that of the ideal observer and, as such, relied on close-to-optimal use of the discriminatory
information afforded by the two objects across their various appearances. At the same
time, it is interesting to note that where the rats’ strategy departed from the ideal one was
mainly because it better parsed the structure of the objects. That is, objects’ structural parts,
such as the upper lobe of Object 1, were considered salient as a whole by rats, while the
ideal observer carved the negative image of Object 2 out of Object 1, even if this operation
resulted in a critical features’ pattern that did not match the natural boundary of Object 1’s
upper lobe (see Discussion for possible implications).
In general, the pattern of critical features found for the view of a given object closely
resembled the negative image of the pattern of visual features found for the matching view
of the other object. This was more apparent for the ideal observer (because of the above-
mentioned carving of the silhouette of Object 2 out of Object 1) but it was true also in the
case of rat recognition strategy. In fact, all the saliency maps obtained for matching views
of the two objects in Figures 6 and 10 shows a clear phase opposition. This was quantified,
in the case of the ideal observer and the average rat, by computing the Pearson correlation
coefficient between saliency maps of matching object views. Most correlation coefficients
ranged between -0.6 and -0.8 (see Table 2-1) and were all significantly lower than expected
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Table 2.1: Phase opposition of the saliency maps obtained for matching views of Object 1
and 2. Pearson correlation coefficients between the saliency maps obtained for matching
views of Object 1 and 2 (i.e., the same maps shown in Figure 10). For both the average rat
(top row) and the ideal observer (bottom row), the correlation coefficients were all nega-
tive and significantly lower than expected by chance (* indicates significance at p < 0.05;
permutation test).
by chance (p < 0.05; permutation test; see Materials and Methods), thus showing that the
saliency maps of matching object views were strongly anti-correlated, for both the average
rat and the ideal observer. Although the average correlation coefficient was larger for the
average rat than for the ideal observer (-0.76 ± 0.03 vs. -0.66 ± 0.04), such a difference
was not significantly larger than expected by chance (p = 0.5, paired permutation test).
Overall, this suggests that the phase opposition of the saliency maps obtained for matching
views of the two objects is a property of rat recognition strategy that is fully consistent with
extraction of the optimal discriminatory information afforded by the tested objects’ views.
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2.5 Discussion
In this study, we investigated the perceptual strategy underlying rat invariant recognition
of visual objects, by exploiting an image classification technique known as the Bubbles
method (Gosselin and Schyns, 2001; Gibson et al., 2005; Gibson et al., 2007; Nielsen et al.,
2006; Nielsen et al., 2008; Vermaercke and OpdeBeeck, 2012). This approach uncovered
four key aspects of rat recognition strategy.
First, when it comes to recognize a given object view, rats appear to rely on most or all
the distinct structural parts that object view affords (see Fig. 6). Second, for many rats, the
recognition strategy was remarkably stable in the face of variation in object appearance.
That is, in many cases, the combination of diagnostic structural parts a rat relied upon was
the same across all or most the object views the animal faced (see Figs. 6A,B). Third, no
trivial low-level strategies (e.g., relying on transformation-preserved diagnostic features;
see Figs. 7-9) could account for rat invariant recognition behavior. Forth, the critical fea-
tures’ patterns underlying rat recognition strategy closely (although not fully; see Results)
matched those obtained for a simulated ideal observer engaged in the same invariant recog-
nition task (see Fig. 10). Overall, these findings imply that rats: 1) do process global shape
information and make close-to-optimal use of the array of diagnostic features an object is
made of; and 2) do so, in a way that is largely tolerant to variation in the appearance of
diagnostic object features across a variety of transformation axes.
2.5.1 Comparison with previous studies
Our findings directly compare with those of two recent studies (Minini and Jeffery, 2006;
Vermaercke and OpdeBeeck, 2012). Minini and Jeffery (2006) found that rats did not
process global shape information and relied, instead, on luminance in the lower half of the
stimulus display to discriminate two geometrical shapes (a square and a triangle). Vermaer-
cke and Op de Beeck (2012) also concluded that rats discriminate squares and triangles by
relying on their bottom part, unless this part is largely occluded (the authors too used the
Bubbles method) – hence, the authors’ conclusion that rats are capable of a mid-level,
context-dependent recognition strategy.
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Our findings not only contradict the low-level account of rat visual processing provided
by Minini and Jeffery, but also argue in favor of an invariant, shape-based, multi-featural
recognition strategy that is way more advanced than postulated by Vermaercke and Op de
Beeck. Such a discrepancy can be explained by several key methodological differences
between these previous studies and ours.
First, in our study we used renderings of three-dimensional object models that were
made of several structural parts, as opposed to the simple, planar geometrical shapes used
in these previous studies. Our findings show that the complexity of rat recognition strategy
closely matches the structural complexity of the object to process (see Results and Fig.
6). Therefore, the squares and triangles used in these previous studies simply lacked the
structural complexity to properly probe advanced visual shape processing.
Second, in our experiments, rats were required to tolerate large variation in object ap-
pearance along a variety of transformation axes, while, in these previous studies, a much
smaller number of simpler transformations was tested [e.g., only position changes were
tested in Vermaercke and Op de Beeck (2012)]. The extended training in a challenging,
invariant recognition task was likely crucial to engage rat more advanced shape processing
abilities in our study.
Finally, these previous studies used a two-alternative forced-choice procedure that re-
quires the animals to compare two simultaneously presented visual objects, which may
consistently differ in some low-level visual feature even across transformed views, espe-
cially if both objects are equally transformed. Noticeably, this is the case of Vermaercke
and Op de Beeck (2012), in which, when position tolerance was tested, not only both target
shapes were simultaneously presented to the rats and shifted of the same amount, but they
were also covered by the same pattern of occluding bubbles. Therefore, the shapes could
have been easily discriminated by adopting such a low-level strategy as looking for the
stimulus that was brighter in its lower part. As a consequence, the conclusions of Vermaer-
cke and Op de Beeck, while useful to explain the findings of Minini and Jeffery, cannot
be taken as a general assessment of rat invariant recognition abilities. By contrast, in our
study, each transformed object view was presented in isolation, and a rat had to implicitly
compare it with all other possible transformed views of the other object to succeed in the
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task. This forced the subjects to perform a truly transformation-tolerant recognition task,
which could hardly be solved by relying on low-level image cues.
2.5.2 Validity and limitations of our findings
One limitation of our study is that we did not probe pure generalization of rat recognition
to novel object views. This requires withholding feedback (e.g., reward) to the rats about
the correctness of their response, which can only be done in a small fraction of trials (Zoc-
colan et al., 2009). However, very likely, rat recognition of the transformed views mainly
resulted from generalizing rather than learning/memorizing each individual view. This
speculation is based on three arguments. First, two previous studies (Zoccolan et al., 2009;
Tafazoli et al., 2012) have rigorously established that rats do spontaneously generalize
their recognition to novel appearances of visual objects across many different transforma-
tions axes/ranges (including those tested in this study). Second, rat progression along each
transformation axis during the staircase training was very quick, in some case requiring a
single training session (see Materials and Methods). Third, bubbles trials were randomly
interleaved with regular trials, in which objects were sampled from any of the variation axes
a rat had been exposed to. For instance, when bubbles were applied to in-plane rotations,
any of 78 possible different views could be presented in a regular trial, which makes highly
unlikely that rats memorized each of them. Moreover, the bubbles masks themselves pro-
duced large changes in object appearance. Crucially, masks varied randomly across trials,
thus making even more unlikely for rats to memorize each object appearance.
Another potential limitation of our study is that rat gaze was not monitored. How-
ever, our study was appositely designed so that the lack of precise eye control did not
affect our conclusions. First, rat recognition strategy was recovered by a method that, by
its very nature, is not only alternative, but superior to eye-tracking in revealing the visual
information correlated with behavioral outcomes [see (Schyns et al., 2002; Murray, 2011;
Jack et al., 2012)] – none of the behavioral studies that have previously applied the Bubbles
method in humans, avian and rodents has made use of eye-tracking or fixation dots [e.g.,
see (Gosselin and Schyns, 2001; Gibson et al., 2005; Vermaercke and OpdeBeeck, 2012)].
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Second, with the exception of position shifts, none of the transformations the objects un-
derwent in our study could be undone by compensatory eye movements (i.e., saccades).
Although size changes and in-plane rotations could, in principle, be compensated by head
movements, rat head position was highly reproducible/stable across trials (see Materials
and Methods). This guaranteed full control over stimulus size and in-plane rotation. Az-
imuth rotation was equally well controlled, given that view-point changes were virtual.
Finally, position shifts too were unlikely to be compensated by saccades. In fact, the in-
crease of reaction time as a function of stimulus position was so gradual and small (see
Fig. 5C) to exclude that rats, following the trial onsets, made target-oriented saccades to
bring the horizontally shifted stimuli always in the same retinal position [this, by itself, is a
very remote possibility, since rats do not have a fovea (Paxinos, 2004), saccade much less
frequently than primates do (Chelazzi et al., 1989; Zoccolan et al., 2010), and no evidence
of target-oriented saccades has even been reported in rodents]. Finally, although we cannot
exclude possible (unmeasured) trial-by-trial variations in the retinal position of the object
views (caused by across-trial variations in rat gaze direction), such variations would make
the recognition task even more (not less) demanding in terms of tolerance to variation in
object appearance. This, in turn, would make even less likely for rats to rely on some low-
level strategy to succeed in the recognition task. Therefore, the lack of gaze monitoring in
our study could only result in an underestimation (not an overestimation) of rat invariant
shape processing abilities (e.g., see the overlap analysis shown in Fig. 8).
2.6 Conclusions
Over the past five years, a new tide of studies, encompassing behavior (Zoccolan et al.,
2009; Meier et al., 2011; Busse et al., 2011; Tafazoli et al., 2012; Vermaercke and Opde-
Beeck, 2012; Histed et al., 2012), imaging (Greenberg et al., 2008; Sawinski et al., 2009;
Bonin et al., 2011; Andermann et al., 2011; Marshel et al., 2011) and electrophysiol-
ogy/anatomy (Van Hooser, 2006; Niell and Stryker, 2008; Niell and Stryker, 2010; Gao
et al., 2010; Wang et al., 2011; Kerr and Nimmerjahn, 2012) has reignited the interest for
the use of rodent models in vision research (Van Hooser, 2006; Huberman and Niell, 2011;
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Niell, 2011). However, it remains unclear to what extent the rodent visual system can
support advanced, shape-based processing of visual objects. To our knowledge, our study
provides the most compelling evidence, to date, that rats process visual objects through
rather sophisticated, shape-based, transformation-tolerant mechanisms. As such, given the
powerful array of experimental approaches that are available in rats (Ohki et al., 2005;
Lee et al., 2006; Sawinski et al., 2009), this model system will likely become a valuable
tool in the study of the neuronal mechanisms underlying object vision.
Chapter 3
Critical Shape Features Underlying
Object Recognition in Human
3.1 Introduction
In the study described in Chapter 2, we applied an image classification technique (i.e., the
Bubbles method) to uncover the perceptual strategy underlying rat invariant recognition
of visual objects. Our primary goal was to understand whether rats are capable of pro-
cessing visual shape information, given that a previous study has concluded that they are
not (Minini and Jeffery, 2006). Our secondary goal was to understand how advanced rat
shape processing is, given that a previous study has concluded that rat recognition relies on
a low-level strategy (Vermaercke and OpdeBeeck, 2012). Our final goal was to understand
how stable rat recognition strategy is across the different views afforded by an object, given
that previous studies have shown that rats are capable of invariant recognition (Zoccolan et
al., 2009; Tafazoli et al., 2012), but they have not investigated what strategy underlies this
ability. Our comparison with the recognition strategy of a simulated ideal observer served
as a benchmark to quantitatively understand how efficient is rat extraction/processing of
visual discriminatory information in the face of variation in object appearance.
A natural extension of this study is to compare rat recognition strategy with the strat-
egy of human observers engaged in the same invariant object recognition task. In fact,
the human visual system is the most powerful invariant recognition system that is known
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to exist in nature. Therefore, the human invariant recognition strategy would provide the
ultimate benchmark against which to compare the complexity of rat recognition strategy.
More importantly, unveiling the pattern of diagnostic features underlying human recogni-
tion of visual objects across different appearances would provide interesting clues about the
mechanisms governing human invariant recognition. In fact, while human invariant recog-
nition abilities have been investigated by several performance-based (Blthoff et al., 1995;
Tarr and Blthoff, 1998), priming-based (Biederman and Cooper, 1992; Kravitz et al., 2010),
or adaptation-based (Afraz and Cavanagh, 2008; Afraz and Cavanagh, 2009) studies, very
little is known about the perceptual strategy underlying such abilities. The Bubbles method,
as well as other image classification approaches (Murray, 2011), is well fit to address this
question. However, only a few studies have applied it to map the patterns of diagnostic
features underlying recognition of an object across different views (Nielsen et al., 2008;
Vermaercke and OpdeBeeck, 2012). Moreover, in these studies, only views along a single
variation axis (e.g., in-plane rotation or position) were tested. As a consequence, many
crucial aspects of human perceptual strategy in the face of variation in object appearance
remain unanswered. Given a set of objects to discriminate, how consistent the recogni-
tion strategy will be among different human observers? Will humans rely on the same
set of diagnostic features across object views or, rather, will they adopt a view-dependent
recognition strategy? How will human perceptual strategy compare with the strategy of a
simulated ideal observer that has stored in memory, as templates, all the views an object
can take?
In the study discussed in this chapter, we addressed these issues by testing four human
participants in the same invariant recognition task, applying the same image classification
approach described in Chapter 2. Our results show that human recognition strategy departs
from rat and ideal observer recognition strategy in interesting ways that underscore the
peculiarly advanced shape processing abilities of our species.
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3.2 Materials and Methods
3.2.1 Participants
Four participants, three females and one male, with normal or corrected to normal vision
volunteered for the experiment. Their ages were between 26 and 29 and all were right-
handed. They were all naive with respect to the experiment and the visual stimuli. Partici-
pants signed a written informed consent and received 10 euro for each hour of testing they
underwent. All the procedure of this study was approved by SISSA ethics committee.
3.2.2 Setup
The participants were placed in a sound-proof chamber. A chin-rest was used to fixate the
head in front of a 22-inch widescreen Samsung LCD monitor (300 cd/m2; 1680 x 1050 res-
olution pixel at 60 Hz refresh rate), keeping the distance of the head from the screen fixed at
61cm. The participants were asked to touch the relevant keys of a three-button touch-pad in
front of them, initiating trials with the central button and reporting the identity of the object
by touching the left-hand side or the right-hand side buttons (each button was associated
to a specific object identity). All of the experimental protocol was implemented using, the
freeware, open-source package MWorks (http://mworks-project.org) with a custom-written
plugin to build trial-specific bubbles masks in real time. The experiment was run on a Mac
mini (2.53GHz intel Core 2 Duo processer; NVIDIA GeForce 9400 graphic card; Mac OS
X 10.6.7).
3.2.3 Visual Stimuli
Each participant was trained to discriminate the default views of the same objects used in
the rat experiment (see Chapter 2 and Figure 3-1A). The objects default size was 17.5º of
visual angle and their default position was the center of the monitor. The viewing distance
(i.e., the distance between the eyes of the participants and the monitor) was 61 cm. There-
fore, as compared with the rat experiment, the viewing distance was larger and the default
size was smaller by a factor 0.5. This scaling factor was applied to all the transformed
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object views that were presented to the human observers in later phases of the experiment,
so as to keep the relative size and distance between object views the same as in the rat
experiment.
3.2.4 Experimental Design
In the preliminary phase, the participants were familiarized with the default views of the
two objects and instantly they learned to associate Object 1 to the left-hand side button of
the touch-pad and Object 2 to the right-hand side button. The structure of each trial was as
following. At the onset of each trial, a fixation dot appeared on the stimulus display. Partic-
ipants were instructed to fixate on the dot and then press the central button on the touch-pad
to trigger stimulus presentation. One of the two target objects (see Figure 3-1A) was shown
on the stimulus display for 100 ms, followed by presentation of a mask consisting of a grid
of small squares with random brightness and spanning the whole display. The participants
were instructed to report the identity of the objects by touching the appropriate left/right
buttons. The objects appeared intact, and the performance was close to 100% since the
beginning of the training because the task was really easy for human observers.
Following this familiarization phase, participants were tested in two consecutive test
phases, in which the objects were partially occluded by bubbles masks of the kind defined
in Chapter 2, and participants received no feedback about the correctness of their response
(see Figure 3-2A and 3-2B ) . Briefly, a bubbles mask is an opaque frame that is punctured
by a number of circular transparent apertures, called bubbles. Bubbles masks were obtained
by manipulating the transparency channel of the image as described in Chapter 2. Using
this method, we were able to randomly sample a subset of shape features in each trial,
testing whether participants were able to recognize the objects given the available shape
information in each trial. The number of bubbles was adaptively adjusted on a trial-by-
trial basis so that the performance of the participants remained ~75% correct responses –
performance was computed in consecutive blocks of 10 trials and the number of bubbles
was increased/decreased if performance was above/below 70/80% correct responses. The
number of bubbles changed between 3 and 25. Examples of trials with different number
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Figure 3-1: Visual stimuli and behavioral task in the human experiment. A. Default views
(0º in-depth and in-plane rotation) of the two objects that humans were trained to discriminate during
the training phase (each object default size was 17.5º of visual angle). B. Schematic of the object
discrimination task. Once a fixation dot appeared on the stimulus display, human participants had
to fixate and then press a button to trigger stimulus presentation. Stimuli (i.e., one of the object
views shown in A.) were immediately followed by a noise mask. The stimuli were presented on an
LCD monitor humans during the training phase (each object default size was 17.5º of visual angle).
C. The unoccluded transformed views of the two objects that humans were required to recognize
during the test phase. Transformation axes included: size changes; azimuth in-depth rotations;
horizontal position shifts; and in-plane rotations. Azimuth rotated and horizontally shifted objects
were also scaled down to a size of 15.5º of visual angle; in-plane rotated objects were scaled down
to a size of 16.25º of visual angle and shifted downward of 1.75º.
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of bubbles are shown in Figure 3-2C. A small fraction of regular trials (<5%) with intact
default views of the objects were randomly interleaved with the trials in which bubbles
masks were superimposed on the objects (named bubbles trials).
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Figure 3-2: The Bubbles method. A. Example of bubbles trial in which the default view
of Object 1 was occluded by a bubbles mask in test phase I of the human experiment. B.
Example of bubbles trial in which Object 2 was occluded. C. Examples of the different
degrees of occlusion of the default object views that were produced by varying the number
of bubbles in the bubbles masks in the human experiment.
In test phase I, only the default views of the objects (shown Figure 3-1A) were tested
(by randomly interleaving regular and bubbles trials, as explained above). In test phase II,
along with the default view, seven additional views of each object were introduced on which
bubbles masks were superimposed (see Figure 3-1C). Object transformations included: 1)
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size reduction (down to 10º of visual angle); 2) left and right rotations about the objects
vertical axes (i.e., -40º and 20º in-depth azimuth rotations); 3) horizontal leftward and
rightward shifts (i.e., ±9º horizontal shifts); and 4) clockwise and anticlockwise in-plane
rotations (±45º). The transformed object views were always shown occluded by bubbles
masks in randomly interleaved trials. For a meaningful comparison with the results shown
in Chapter 2, the eight views used in test phase II matched those that were tested in the
bubbles trials of the rat experiment (see Figure 2-1C, red frames), although sizes/distances
were scaled down by a factor 0.5 (see next section).
The experiment was conducted in blocks of 15~20 minutes in which ~500 trials were
collected on average (in some cases the blocks lasted up to 30 min). Overall, about 39
blocks were carried out across 1~3 weeks. Depending on the participant, 1-6 blocks were
run in a day with at least 5 min break time between blocks. The average number of collected
trials per person was 3,000 in the first phase and 18,000 in the second phase.
3.2.5 Comparison with the rat experiment in Chapter 2
One of the goals of this study was to compare the recognition strategies of humans with
those obtained for the rats in Chapter 2. For this reason, we designed a task that was as
close as possible to the one used in the rat experiment. However, some adjustments to the
design used in the rat study were necessary to make the visual task more suitable to human
superior visual recognition and cognitive abilities.
• In the test phases, we did not provide feedback to the human participants, while with
rats we were forced to provide them feedback, because the task was already excep-
tionally demanding and the bubbles trials were more than half of the total trial count
(therefore, without receiving reward in bubbles trials, the animals would have simply
stopped working). Obviously, this difference has an important implication: in the hu-
man study described in this chapter, we could test pure generalization of recognition
to novel object views, while, in the rat study, we cannot exclude that rat recognition
performance/strategy was at least partially based on learning the association between
each novel view and the appropriate reward port (although we believe that this is
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unlikely; see Discussion in Chapter 2).
• The participants were not exposed to the intact transformed object views. Moreover,
unlike the experiment with rats, we did not gradually expose the participants to in-
creasingly large transformations along a given variation axis. For example, in the
case of the azimuth rotation axis, we trained the rats to tolerate increasingly wider
rotations, starting from 0º up to from ±60º. After this training/exposure phase took
place, we selected two rotated views within this range (namely -40º and 20º) and we
presented these views occluded by masks in bubbles trials. Instead, in the experiment
with humans, we just selected these two views for bubbles trials
• Differently from the rat experiment, we used an adaptive procedure to automatically
update the number of bubbles on a trial-by-trial base, so as to keep the performance
of the participants at ~75% correct responses.
• In the human experiment, all object views (with superimposed bubbles masks) were
shown in randomly interleaved trials during the course of all testing sessions (in
phase II). Instead, in the rat experiment, we tested in bubble trials one object view at
the time, and only after collecting enough bubbles trials for a given view we switched
to the next one.
• In the human experiment, the size of the objects and their distance from the center
of the monitor were scaled down to the half of the size (and distance) used in the rat
experiment.
• To avoid ceiling of human performance and to make the task hard enough so that hu-
man participants make some mistakes (which are essential to uncover the diagnostic
object features through the Bubbles method), we presented the masked objects very
briefly (~100 ms) and we used a backward-masking protocol (Serre et al., 2007).
3.2.6 Data Analysis
Data were analyzed using the same approach described in Chapter 2. All the data analysis
code was developed in MATLAB (2011a, MathWorks Co, http://www.mathworks.
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com) and the data was stored in SQLite (http://www.sqlite.com) databases. All
the data analysis was run on an Apple Mac Pro computer (with 2 CPUs at 2.93GHz Quad-
Core Intel Xeon; Mac OS 10.6.8).
3.3 Results
We tested four human participants in the experimental phases described in Materials and
Methods. The first phase was just meant to familiarize the participants with the default
views of the visual objects they had to discriminate and teach them the correct association
between objects and response buttons. The following test phases were meant to uncover
the patterns of diagnostic features underlying recognition of the default (test phase I) and
transformed views (phase II) of the objects. This was achieved by occluding the visual
objects with bubbles masks, as explained in Materials and Methods and in the previous
chapter. On average, ~3,150 bubbles trials per participant were collected in phase I and
~2,500 in phase II per object view per participant.
3.3.1 Critical Shape Features Underlying Recognition of the Default
Object Views
During test phase I of the study, the bubbles masks were applied to the default views of the
visual objects (see Figure 3-2). The rationale behind the application of the bubbles masks
was that, by applying a multiplicative noise field to the object stimuli, the task became
harder, since the objects became only partially visible through the masks. As explained in
Chapter 2, the level of occlusion produced by a bubbles mask depended on two parameters,
both affecting recognition performance: the number of bubbles and their size (i.e., standard
deviation of the Gaussian aperture of a semi-transparent bubble; see Chapter 2). The ratio
of bubbles size to objects size in the default view was set to the same value as in the
rat experiment, so as to make the saliency maps comparable in the two experiments (i.e.,
the bubbles size of 1º and the object size of 17.5º were used in the default view of the
human experiment). The number of bubbles was adjusted in real-time, through an adaptive
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procedure, to keep the performance of each participant in bubbles trial close to 75% correct.
The number of bubbles ranged between 3 and 25, thus producing a much larger occlusion
than in the rat experiment (compare Figure 3-2C to Figure 2-2B). On average, across trials,
the number of bubbles (±SD) for the four participants in phase I was: 4.5 ± 1.6 (H1), 3.7 ±
1.1 (H2), 6.6 ± 2.3 (H3) and 3.8 ± 1.3 (H4). In the phase II, since the task was harder, these
averages increased to the following: 5.3 ± 1.2 (H1), 5.6 ± 1.9 (H2), 8.4 ± 3.2 (H3) and 6.1
± 2.3 (H4).
Figure 3-3: Critical features underlying recognition of the default object views in test phase
I of the human experiment. For each participant, the saliency maps resulting from process-
ing the bubbles trials collected for the default object views are shown as grayscale masks
superimposed on the images of the objects. The brightness of each pixel in an object view is
proportional to the correlation of the pixel brightness with the behavioral outcome. Signifi-
cantly salient and anti-salient object regions (i.e., regions that were significantly positively
or negatively correlated with correct identification of an object; p≤ 0.05; permutation test)
are shown, respectively, in red and cyan.
As done in the rat experiment (see Chapter 2), for each participant, we computed
saliency maps by measuring the correlation between bubbles masks transparency values
and behavioral responses of the participant, for each object separately. The saliency maps
are shown as gray-scale masks overlaid on the images of the corresponding objects (see Fig-
ure 3-3).The statistical significance of each pixel value in a saliency map was assessed by
comparing that value against the 5th and 95th percentiles of a null distribution of saliency
map values. Such a null distribution was obtained by randomly shuffling 100 times the
labels reporting the trials’ outcomes (i.e., correct or wrong), within the set of trials with
the same number of bubbles (see Chapter 2 for details). The values above the 95th per-
centile were taken as significantly salient regions (or features) and those below the 5th
percentile as significantly anti-salient regions. These regions correspond to those objects’
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parts, whose visibility (through the bubbles masks) was more correlated/anti-correlated
with the responses of the participant, and, therefore, was more likely to lead, respectively,
to correct identification and misidentification of an object view. The pattern of salient and
anti-salient regions obtained for a given object view revealed the strategy underlying recog-
nition of that view, in the context of the task that the participant had to perform.
The patterns of salient features obtained for Object 1 for the four participants (Figure 3-
3) show that the most prominent salient feature of the object (and the most preserved across
participants) was its bottom part (made of two overlapping lobes). In addition, for some
participants (i.e., H1 and H2) the top boundary of the top lobe was almost entirely salient,
whereas for one participant (H4) saliency was limited to the top-right side edge of the
lobe. Yet another participant (H3) did not rely on the top boundary of the top lobe, rather
preferring its bottom right-side edge. Finally, the central part of the top lobe was fully
anti-salient for two participants (H2 and H3) and at least partially anti-salient for another
participant (H4). This is in striking contrast with the results obtained for the rats – in
that case, the central part of the top lobe was the only salient feature of Object 1 (see
Figure 2-3B), while its bottom part was its main anti-salient feature (see below for further
discussion). In particular, it should be noticed that all human participants relied on multiple
salient features to recognize Object 1 and that such features were distributed across the
whole object (i.e., both in the top and bottom lobes).
The saliency patterns obtained for Object 2 in the human experiment showed some
similarities with those obtained in the rat experiment. As observed for the rats (see Figure 2-
3B), any of the three lobes of Object 2 could be used by the human participants as salient
diagnostic features. Two participants used all three lobes (i.e., H1 and H4), although in
different proportions—H1 relied on equally large portions of the lobes, while H4 mainly
relied on the left one. Another participant relied on both top lobes (H2), while the forth
participant (H3) relied on just one lobe (the left one). Therefore, most human participants
relied on a combination of at least two distinct structural parts (i.e., lobes) to recognize
Object 2, similarly to what most rats did. However, in spite of this similarity, rat and
human strategies differed in a subtle but crucial way. Rats only used the tip of the lobes
(see Figure 2-3B), while most human participants (H1, H2 and H4) relied on the edges of
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the top lobes, often not including their tips (see H2 and H4), but including, instead, their v-
shaped conjunction (or cotermination). This is an indication of superiority of human visual
system in shape processing.
Overall, these data show that humans, even more than rats, use multiple shape features
to discriminate visual objects and, differently from rats, tend to rely on the boundary of
the objects and the cotermination of their structural parts, when available (e.g., in the case
of Object 2). This suggests a superior ability of our species to process edges and complex
shape features (such as the v-shaped conjunction of Object 2’s top lobes).
3.3.2 Critical Features Underlying Recognition of the Transformed
Object Views
In test phase II, we introduced seven novel views of the target objects. The full set of
new and default views of the two objects yielded a total of 16 stimulus conditions that
were randomly interleaved during the course of each experimental session. Critically, all
object views were always shown in bubbles trials (i.e., partially occluded by bubbles masks)
and, contrary to the rat experiment (see Chapter 2), no feedback was ever provided to the
participants about whether they correctly recognized them. This allowed assessing how the
recognition strategy of human observers generalizes to previously unseen appearances of
previously learned objects.
The saliency maps obtained for all the participants and all the object views tested with
bubbles masks in test phase II are shown in Figure 3-4. The first interesting aspect to take
into account in examining the figure is that the saliency maps obtained for the default views
(first column) can be compared with those shown, for the same views, in Figure 3-3. The
difference between the two figures is that the participants, in one case, were exposed only
to the default views themselves (Figure 3-3), while, in the other case, were exposed to both
the default and the transformed views in randomly interleaved trials (Figure 3-4). For most
participants, dealing with the transformed object views had an impact on the saliency pat-
terns obtained for the default object views. In the case of Object 1, while the patterns of
salient features obtained for participants H1 and H2 were not substantially altered, partici-
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Figure 3-4: Critical features underlying recognition of the transformed views in test phase
II of the human experiment. For each participant, the saliency maps (with highlighted
significantly salient and anti-salient regions; same color code as in Figure 3-3) that were
obtained for each transformed object view are shown. The top-edge and the bottom part
of Object 1 and the v-shaped cotermination of the top lobes in Object 2 were consistently
used as a diagnostic feature across almost all the views by the human observers.
pants H3 and H4 started relying more robustly on the top boundary of the object’s top lobe.
As a result, the saliency patterns obtained for Object 1 became more symmetric and more
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consistent/similar across participants. An increased symmetry was also observed for the
saliency patterns obtained for Object 2—for all participants, significantly salient features
were almost evenly distributed between the top left and right lobes, although their extent
was reduced, as compared with what observed in Figure 3-3. Most noticeably, a narrow re-
gion marking the v-shaped cotermination of the top lobes became the most prominent and
most consistent salient feature across participants, while the bulk of the top lobes failed
to reach significance in many cases (e.g., see participant H1). Overall, the introduction of
the new object views seems to have brought the participants to rely more consistently, and
more evenly, on the edges and cooterminations of the default object views.
As discussed in Chapter 2, Object 2 affords a larger number of perceptual alternatives
to be used for its correct identification, as compared to Object 1. This is because Object 2
is made of three lobes that are approximately equal in size and, therefore, equally easy to
parse. Therefore, an observer could, in principle, use any combination of lobes to recognize
Object 2, and such a combination could change as a function of the specific object view to
process. Observation of Figure 3-4 shows that, for some participants, the saliency of a lobe
varied considerably across transformations. For instance, in the case of H1, the right lobe
was salient for the default, the scaled, the rightward-shifted and the anticlockwise in-plane
rotated views, but not for the other views. Other participants showed a more stable pattern
of salient features. For example, for H4, portions of the left lobe remained salient across all
tested transformations, with the exception of the azimuth left-rotated and the anticlockwise
in-plane views. More in general, for all participants, the left lobe stopped being salient
for the azimuth left-rotated view, likely reflecting the fact that such a transformation dra-
matically reduced the size and changed the orientation/position of the left lobe. However,
the most remarkable finding emerging from observation of Figure 3-4 is that the v-shaped
cotermination of the top lobes of Object 2 was the salient feature all participants consis-
tently relied upon across virtually all the object views. The only view in which the top
lobes’ cotermination was consistently (across participants) not salient was, again, the az-
imuth left-rotated view, likely because such transformation brought the left lobe to partially
overlap (and occlude) the right one, thus making the angle of their cotermination narrower
and harder to parse. Interestingly, however, for most participants (i.e., H1, H2 and H4), the
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edge of the right lobe ending at the v-shaped cotermination was still significantly salient.
When it comes to Object 1, unlike rats, who mostly relied on a single salient feature
to recognize the object (i.e., the central part of the top lobe; see Figure 2-6), all human
observers relied on two distinct object features: the boundary of the top lobe and the bottom
part of the object (made of two distinct, but overlapping, lobes). Such a pattern of salient
features was mostly preserved across participants and object views. Again, the exception
was the azimuth left-rotated view, which was recognized by most participants (with the
exception of H2) by relying on the central part of the top lobe, rather than on its boundary.
This was probably because the azimuth rotation made the top lobe of Object 1 substantially
thinner and oriented along the same axis of Object 2’s top-right lobe, thus making harder
to use its edge as discriminatory feature of the object. Another interesting observation is
that, since the azimuth left rotation removed the overlap between the two bottom lobes, for
most participants (i.e., H1, H3 and H4), both lobes emerged as distinct diagnostic salient
features.
When compared with rat strategy, human recognition strategy of the transformed ob-
ject views showed some similarities and some crucial differences. Recognition of Object 1
was based on almost orthogonal sets of diagnostic salient features in rats and humans—the
central area of the top lobe in rats versus the boundary of the top lobe and the bottom part
of the object in humans (compare Figure 3-4 to Figure 2-6). Interestingly, the recogni-
tion strategies of the two species, although very different from each other, were similarly
consistent across participants and object views. This implies that the shape of Object 1
was processed in fundamentally different, species-specific ways by rats and humans. The
patterns of salient features obtained for Object 2 in rats and humans were more similar,
since both species tended to rely on some combination of the three object lobes. However,
while the rats exclusively relied on the tips of the lobes (with the lobes’ intersection be-
ing anti-salient), the human observers consistently relied on a thinner, but more extended,
region of the top lobes, which defined their boundary and was centered at their v-shaped
intersection/cotermination. This suggests that the rats and the humans relied on partially
overlapping strategies to recognize Object 2, with the humans preferentially processing the
edges of the object and more complex features’ patterns such as the top lobes’ cotermina-
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tion. Interestingly, rats and humans showed a similar trend with respect to specific object
views. For instance, all human observers, as well as three rats (see Figure 2-6C), stopped
relying upon Object 2’s top-left lobe, when the object was azimuth rotated of 40º to the left
(thus making the lobe a less prominent feature). For other transformations rats and humans
developed opposite trends. For instance, horizontal translations brought rats to rely more
on the part of Object 1’s top lobe that was closer to the center of the stimulus display, while
most humans tended to rely more on the boundary of Object 1’s top lobe that was further
apart from the center of the stimulus display.
3.3.3 Transformation-tolerant diagnostic features underlying human
invariant recognition
In the rat study, one of our goals was to understand to what extent this species is capable
of processing visual shape as compared with relying on lower-level perceptual strategies
(such as comparing the overall brightness produced by the two objects in the lower half of
the stimulus display). To quantitatively assess this, we ran an overlap analysis, in which
the saliency maps obtained for different pairs of views of a given object were superim-
posed and the overlap values between pairs of significantly salient regions were assessed
(see Figure 2-8). This was done for both raw and aligned views (in the latter case, the
transformations that produced the two object views were “undone”, so as to perfectly align
one view on top of the other; see Figure 2-8A). The resulting aligned overlap values were
much larger, on average, than the raw overlap values (and more often significant at the
level of individual pairs of views), thus showing that: 1) rat recognition strategy could not
be trivially accounted by the existence of some transformation-preserved object feature;
and 2) the set of object features that were considered diagnostic across views substantially
overlapped. This, in turn, suggests that rats likely relied on some transformation-tolerant
representation of the objects’ diagnostic features.
In the case of humans, there is no doubt about the capability of our species to process
visual shape, yet it is interesting to check how much the salient features’ patterns obtained
for different views of an object overlapped, in the raw and aligned case. In fact, this would
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quantitatively estimate how preserved the recognition strategy of the participants was in
the face of transformation in object appearance. It would also be an important sanity check
to make sure, as in the rat experiment, that the invariant recognition task we designed
engaged the participants’ higher-level visual processing abilities. To assess this and better
compare rat and human recognition strategies, we carried out the same overlap analysis
we performed in the rat study (see Figure 2-8), by plotting the raw overlap values versus
the aligned overlap values for each pair of views of an object that were produced by affine
transformations (see Figure 3-5).
Figures 3-5, and Figure 2-8B show a similar trend. Similarly to what was found in the
rat experiment (see Chapter 2), for all pairs of object views, the overlap values between
salient features were higher in the aligned than in the raw case, with the average overlap
values between aligned views (0.36 ± 0.20; mean ± SEM) being significantly larger than
the average overlap values between raw views (0.05 ± 0.06; p < 10−6, one-tailed paired
t-test). As in the rat experiment, this was true also when overlap values corresponding to
the two objects (compare circles vs. diamonds in Figure 3-5) were considered separately—
for both Object 1 and 2 the average aligned overlap value was significantly higher than the
average raw overlap value (0.52 ± 0.13 vs. 0.06 ± 0.07, in the case of Object 1 and 0.21 ±
0.10 vs. 0.03 ± 0.04, in the case of Object 2; p < 10−6, one-tailed paired t-test). Differently
from the rat experiment, however, the aligned overlap value was twice as large for Object 1
as for Object 2 (and this difference was significant; p < 10−6, one-tailed paired t-test). This
is not surprising, since, in the case of Object 2, the salient region that was consistently used
across views was the small v-shaped intersection of the top lobes, while the saliency of
the lobes themselves showed a larger view-dependence (see Figure 3-4). For Object 1, on
the other hand, the same saliency patterns were, in general, consistently were used across
views (see Figure 3-4). Finally, as in the case of rats (see Figure 2-8), the large majority
of the aligned overlap values were significantly higher than expected by chance (p < 0.05;
significance was assessed through the permutation test described in Chapter 2; see also
Figure 2-8A), while the raw overlap, differently from what observed in the rat experiment,
was significantly higher than expected by chance only for one pair of views of Object 2
(see the black diamond in Figure 3-5).
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Figure 3-5: Raw vs. aligned features overlap for all pairs of object views in the human
experiment. The raw features’s overlap values are plotted against the aligned features over-
lap values for each pair of views of Object 1 (circles) and Object 2 (diamonds) resulting
from affine transformations (i.e., position/size changes and in-plane rotations). The shades
of gray indicate whether the raw or/and the aligned overlap values were significantly larger
than expected by chance (p ¡ 0.05; permutation test). The raw and aligned overlap values
are computed the same way as in the rat experiment (illustrated in Figure 2A).
Overall, the overlap analysis showed that human recognition strategy did not rely on
any transformation-preserved diagnostic features. Rather, the large overlap values obtained
for the aligned view pairs imply that humans’ strategy tracked the objects’ diagnostic fea-
tures across the transformations the objects underwent, even more that rats did (especially
for Object 1). Since our participants never received feedback about the correctness of
their responses, this strongly suggests that human recognition was based on transformation-
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tolerant representations of the objects’ discriminatory features.
3.3.4 Comparison between critical features’ patterns obtained for the
average human and a simulated ideal observer
We performed the same ideal observer analysis that we carried out in the rat experiment,
with the difference that here we did not low-pass filter the images of the object views (this
was done, in the rat experiment, to match rat retinal spatial resolution). Rather the full-
resolution images used in the human experiment were fed to the simulated ideal observer.
The ideal observer had stored in memory, as templates, the eight views each object could
take (see Figure 3-1C), and classified each bubble-masked input image as being either
Object 1 or 2, based on which of these templates had the highest linear correlation with
the image itself. Therefore, the saliency maps obtained for the ideal observer provide a
benchmark, against which the strategies used by different species can be compared, to
understand to what extent they make optimal use of the discriminatory information afforded
by the various object views at the level of individual pixels.
The saliency maps obtained for the ideal observer (Figure 3-6A, B, middle rows) were
virtually identical to those previously obtained in the rat study (see Figure 2-10), thus show-
ing that image resolution did not affect much the outcome of the template-matching oper-
ation performed by the simulated observer. Briefly, for the ideal observer, the top lobe of
Object 1 was mostly salient, while the central part and the edges of the bottom lobes were,
respectively, anti-salient and salient. The tips of all the lobes of Object 2 were salient for
the ideal observer, whereas their intersection/cotermination was consistently anti-salient.
As previously explained (see Chapter 2), such saliency patterns bore many similarities
with those obtained for the average rat (see Figure 2-10), which, for easier comparison, are
shown again in Figure 3-6A, B (bottom rows).
These ideal observer and average rat saliency maps were compared with the equiva-
lent average saliency maps obtained for the human participants (i.e., the maps obtained by
pooling the bubbles trials collected for any given object view across all human observers;
top rows of Figure 3-6A, B). As previously discussed in the rat study (see Chapter 2), these
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Figure 3-6: Critical features’ patterns obtained for the average human, a simulated ideal
observer and the average rat. Human group average saliency maps, with highlighted sig-
nificantly salient (red) and anti-salient (cyan) features (top rows in A and B), are compared
with the saliency maps obtained for a linear ideal observer (central rows in A and B). The
saliency maps of the average rat from the previous chapter is replotted in the bottom rows
of A and B for easier comparison.
group average saliency maps (with highlighted significantly salient and anti-salient object
features) summarize the invariant recognition strategy of a group of observers in a way that
is more robust to noise and less depending on idiosyncratic aspects of individual partici-
pants’ strategies. In other words, these maps show the diagnostic object features that most
observers relied upon. In the case of Object 1, the average human saliency maps reaffirmed
the finding that, for the human observers, the boundary of the object’s top lobe and its bot-
tom part were consistently salient, while the central part of the top lobe was consistently
anti-salient. Only for the azimuth left-rotated view the human observers did not fully use
the boundary of the top lobe, instead partially relying on the central part of the lobe. In
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Table 3.1: Pearson correlation coefficient between saliency maps obtained for the average
human the ideal observer for the two objects. For each object view, Pearson correlation
coefficients between the saliency maps obtained for average human and the ideal observer
(shown in Figure 3-5) in reported in the table. The * indicates a significant at p < 0.05 by
a permutation test. For Object 1 in almost all the views the correlation coefficients were
significantly negative, whereas for the Object 2 this is true only for three cases out of eight.
This confirms, as it is observed in Figure 3-5, that the human strategy clearly departed from
the ideal observer strategy.
the case of Object 2, the v-shaped cotermination of the top lobes and their boundaries were
consistently used across virtually all the object views, again with the only exception of az-
imuth left-rotated view. As previously observed, this is likely due to the dramatic change
in the size/orientation of the object’s left lobe and in the angle subtended by the top lobes
resulting from the azimuth in-depth rotation.
Observation of Figure 3-6 shows that the saliency maps obtained for the average human
observer were quite different form those obtained for both the ideal observer and the aver-
age rat. In the case of Object 1, the major difference was that the center of the object’s top
lobe was anti-salient for the humans, while it was salient for the rats and the ideal observer.
Similarly, the bottom part of the object was fully salient for the humans, while it was mostly
anti-salient for the rats and the ideal observer. This resulted in negative Pearson correlation
coefficients between the saliency maps obtained for the average human observer and the
ideal observer (see Table 3-1). Such correlations were significantly lower than expected by
chance for seven out of eight views of Object 1 (permutation test; p < 0.05; see Table 3-1).
In the case of Object 2, while the bulk of the object’s three lobes (including their tips but
not their intersection) was salient for both the rats and the ideal observer, only a narrow re-
gion defining the boundary of the object’s top lobes (and including their cotermination) was
salient for the humans. This resulted only in a minimal overlap between the salient regions
obtained for the average human and the ideal observer. Given that the cotermination of the
object’s top lobes was anti-salient for the ideal observer, the saliency maps obtained for
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Table 3.2: Pearson correlation coefficients between the saliency maps obtained for match-
ing views of Object 1 and 2 (i.e., the same maps shown in Figure 3-5). For the ideal ob-
server (bottom row), the correlation coefficients were all negative and significantly lower
than expected by chance, but for the average human with the exception of one case, none of
the correlation values was significant (the * indicates a significant at p ¡ 0.05; permutation
test).
the average human observer and the ideal observer were expected to be anti-correlated for
some of the object views. In fact in three out of eight views, such negative correlations were
significantly lower than expected by chance (permutation test; p < 0.05; see Table 3-1).
In summary, the recognition strategy of the human observers, far from matching the
optimal strategy of the ideal observer (as rat strategy did), was rather orthogonal to it.
Moreover, human recognition strategy also departed from the ideal one in another impor-
tant way. In the case of ideal observer, the pattern of critical features found for a view
of a given object closely resembled the negative image of the pattern of critical features
found for the matching view of the other object. Although a similar trend was found for the
average rat (see Table 2-1), such a phase opposition was not barely present for the average
human observer (see Table 3-2). The Pearson correlation coefficients between the saliency
maps of matching views of the two objects were mostly close to zero for the average hu-
man observer with only one case out of eight reached to significance level, whereas they
were ranged between -0.66 and -0.94 for the ideal observer (all of them were significant
according to a permutation test; p < 0.05). Overall, this indicates that humans’ recogni-
tion strategy was not consistent with a linear, template-matching-based extraction of the
optimal discriminatory visual information across the object views. This raises the ques-
tion of what shape processing mechanisms may be consistent with the observed human
recognition strategy (see Discussion below).
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3.4 Discussion
The aim of this study was to uncover the perceptual strategy underlying human invariant
recognition of visual objects and make a comparison with rat strategy. To fulfill aim, we
ran an invariant object recognition protocol that was almost identical to the one run with
rats (see the previous chapter), and we used the same visual objects and the same image
classification technique (the Bubbles method) used in the rat experiment. This approach
revealed several key aspects of human object recognition strategy, showing how such a
strategy departed from the one used by rats and by a simulated ideal observer.
3.4.1 Implications of our findings and comparison with previous stud-
ies
Our major conclusion is that humans generalize their recognition to novel views of visual
objects largely by relying on the same patterns of diagnostic features they used to discrimi-
nate the previously learned, default views of the objects. Several studies have tested human
capability of generalizing recognition to previously unseen object views, often reaching op-
posite conclusions, especially when non-affine, in-depth rotations are involved (Biederman,
1987; Biederman and Cooper, 1991; Tarr and Blthoff, 1998; Poggio and Edelman, 1990;
Bu¨lthoff and Edelman, 1992; Biederman and Gerhardstein, 1993; Logothetis et al., 1994;
Blthoff et al., 1995; Lawson, 1999; Biederman, 2000). However, no study so far has sys-
tematically investigated what perceptual strategy humans use to succeed in such a gener-
alization. The only two studies addressing this question have tested only a single transfor-
mation axis—i.e., in-plane rotations (Nielsen et al., 2008) or translations (Vermaercke and
OpdeBeeck, 2012)—and no in-depth rotations.
Our experiments revealed that human observers use combinations of diagnostic features
they had previously learned, while discriminating the trained views of two visual objects,
to recognize unseen transformed views of those objects across a variety of axes: size, po-
sition, in-plane rotation and azimuth in-depth rotation. In general, this was true for all
tested transformations, with the exception of those (such as extreme azimuth rotations) that
radically altered the shape of the diagnostic features (e.g., the v-shaped cotermination of
68 CHAPTER 3. CRITICAL SHAPE FEATURES UNDERLYING OBJECT RECOGNITION IN HUMAN
Object 2’s top lobes). In such cases, human observers relied on a subset of the diagnostic
features that were less altered by the transformation (e.g., Object 2’s right lobe) or started
relying on new discriminatory object features (i.e., the central part of Object 1’s top lobe or
its smaller, bottom lobe). Since the participants did not receive feedback about the correct-
ness of their responses, it is unclear how such alternative diagnostic object features may
have emerged. One possibility is that humans implicitly teach themselves to rely on new
features (without the need of explicit feedback), based on their own judgment/perception
of their performance under particularly challenging viewing conditions.
Overall, these findings suggest that humans cope with variation in object appearance,
largely by relying on representation of diagnostic object features that are tolerant to a wide
range of image-level transformations. Interesting, these features, mainly correspond to the
boundaries of the objects’ more prominent structural parts (such as the curved boundary
of Object 1’ top lobe or the straight edges of Object 2’s top lobs) and their cotermination
(such as the v-shaped intersection of Object 2’s op lobes). This conclusion is in general
agreement with theories stating that human invariant recognition relies on extraction of
objects’ nonaccidental features and their relations (Biederman, 1987; Biederman, 2000;
Biederman and Gerhardstein, 1993). These nonaccidental features are features that are pri-
marily unaffected by rotation in depth such as whether a contour is straight or curved or
whether a pair of lines is parallel or, rather, joints in a vertex (Biederman, 1987; Biederman,
2000; Lowe, 1987). Interestingly, a comparative human-pigeon study based on the Bubbles
method reached a similar conclusion (i.e., both species were found to mainly rely on coter-
mination and edges to discriminate four objects) (Gibson et al., 2005). Our study extends
this conclusion to a real-world scenario, in which objects are subject to variation in their
appearance (which were not tested by Gibson et al, 2007), showing that boundaries and
coterminations are diagnostic features that humans consistently rely upon to recognize ob-
jects across the variety of transformations they undergo. At the same time, our study shows
that view-specific diagnostic features can emerge as a result of extreme in-depth rotations
(that dramatically alter the shape of nonaccidental object features), thus supporting view-
based theories of object recognition (Poggio and Edelman, 1990; Bu¨lthoff and Edelman,
1992; Logothetis et al., 1994; Blthoff et al., 1995; Tarr and Blthoff, 1998; Edelman, 1999;
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Riesenhuber and Poggio, 2000; Freedman et al., 2005).
Another major contribution of this study is the possibility of comparing invariant recog-
nition strategies in humans, rats and a simulated ideal observer. As observed in the results,
human and rat strategies had in common the fact of being largely stable across the tested
object views. This was quantitatively assessed for the affine transformations, by measur-
ing the overlap between the saliency patterns obtained for all possible pairs of views of an
object, after each view in a pair was aligned back to its default appearance. In most cases,
for both species, the overlap between aligned views was larger than expected by chance
and virtually always larger than the overlap between raw views (see Figs. 2-8 and 3-5). As
explained in the previous paragraphs, this means that, for both species, many of the dis-
criminatory features afforded by the two objects were consistently relied upon across many
different object views. However, the specific patterns of diagnostic features each species
relied upon were radically different in the case of Object 1 and partially different in the
case of Object 2. The main difference was that rats relied on the bulk of the objects’ lobes,
while humans mainly relied on their boundaries and cotermination (see Figure 3-6).
Interestingly, the rat recognition strategy was positively (and, in most case, signifi-
cantly) correlated with the strategy of a linear ideal observer (see Figure 2-10), while
human strategy tended to be negatively correlated with the ideal observer’s one (see Ta-
ble 2-1). In addition, human saliency maps for matching views of the two objects lacked
the anti-correlation that was observed for both rat and ideal observer saliency maps (com-
pare Tables 2-1 and 3-2). This leads to the somewhat surprising conclusion that rats made
much closer-to-optimal use of the discriminatory information afforded by the two objects
than human did (at least when the benchmark is a linear, template-matching-based extrac-
tion of such information). A similar conclusion was reached by the above-mentioned study
of Gibson et al. (2007), who found that both humans and pigeons discriminated four target
objects based on nonaccidental features, although such features did not convey the most
diagnostic pictorial information according to a simulated ideal observer (also operating ac-
cording to a linear, template-matching recognition algorithm). To properly interpret these
findings, it must be considered that the ideal observer processes the input images as ar-
rays of pixel intensity values, but does not explicitly take into account the relation between
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the pixels—i.e., it does not extract edges, estimate curvatures, orientations, etc. In other
words, the ideal observer does not parse the input images into elemental shape features, but
relies on the full knowledge of all possible appearances each object can take. On the other
hand, the human visual system processes shape information through a cascade of cortical
visual areas that operate as banks of local contrast detectors with increasingly complex fea-
tural tuning (DiCarlo et al., 2012; Brincat and Connor, 2006; Pasupathy and Connor, 1999;
Brincat and Connor, 2004; Kourtzi and Connor, 2011). Therefore, the difference between
the recognition strategies of humans and the ideal observer likely reflects the processing
of edges, boundaries and other non-accidental properties (e.g., coterminations) that is per-
formed by the human visual system. Such a shape processing is obviously more advanced
than the template-matching operation performed by the ideal observer, but, according to
our results, less optimal in the use of the discriminatory pictorial information afforded by
the object views in our experiment. This should not sound surprising, if we consider that
the simulated ideal observer is a recognition system that was built ad-hoc to optimally op-
erate in the context of our stimulus pixel space, with no real capability to generalize its
recognition outside the boundary of such a space and, therefore, unable to cope with the
variety and variability of real-world visual environments. As a matter of fact, it should be
noticed that, in the ideal observer, the view-invariance is trivially built-in by endowing it
with the full knowledge of all possible views the two objects can take, which is obviously
not a computationally viable solution when dealing with hundreds of thousands of differ-
ent objects (each projecting a virtually infinite number of images on retina), as the human
visual system does. In conclusion, the suboptimal recognition strategy used by human par-
ticipants in the context of our experiment, likely reflects the price paid by the human visual
system to implement a general-purpose shape processing strategy that is able to cope with
a tremendous variety of visual objects (and their appearances) in real-world visual scenes.
Our data shows that such a strategy is largely based on extraction of contour, boundary and
corner information. It remains to be tested whether providing feedback to the human par-
ticipants, allowing them to familiarize with and memorize each view that the objects can
take, would shift their strategy towards a more optimal, template-matching-based strategy
(such as the one of the ideal observer).
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Figure 3-7: Spectrum of shape-processing complexity across species and models. This
cartoon qualitatively illustrates where, along a shape-processing complexity axis, the visual
object recognition strategies of different species and computational models would sit. The
relative ranks of human, rat and the ideal observer recognition strategies are inferred from
the data shown in Chapters 2 and 3. Question marks indicate the putative ranks of the
recognition strategies of monkeys and state-of-the-art machine vision systems.
As a corollary to what is discussed above, it is important to notice that human recogni-
tion strategy also offers a more advanced benchmark (as compared with the ideal observer’s
strategy), against which rat recognition strategy can be compared. In Chapter 2, based on
the results of the rat experiment and the comparison with the ideal observer, we concluded
that rats process visual objects through a rather sophisticated shape-based, multi-featural
recognition strategy that makes close-to-optimal use of the discriminatory information af-
forded by the two objects across their various appearances. Although we believe that this
conclusion is still largely valid, the comparison with human recognition strategy forces us
to reconsider how advanced rat recognition strategy actually is.
On the one hand, the similarity of rat recognition strategy with the ideal observer’s
strategy, and the dissimilarity from human strategy, suggests that rats may rely on a task-
specific, template-matching-based processing of visual shapes, as opposed to the more ad-
vanced (and general-purpose) human processing and extraction of edges, boundaries and
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coterminations. This would be consistent with the fact that rats, different from human par-
ticipants, received training with each of the object views and always received feedback
about the correctness of their response in both regular and bubbles trials. Therefore, al-
though in Chapter 2 we have argued that rat recognition was likely at least partially based
on spontaneous generalization, it could be that the training that the rats received brought
them to use a template-matching-based recognition strategy that is very close to the one
simulated with the ideal observer. Whether this is the case can only be verified by running
another set of rats without providing them any feedback, in both regular and bubbles trials,
about the identity of the transformed object views. Although extremely challenging, this
could perhaps be achieved by presenting the transformed object views (both unmasked and
masked) as prime stimuli in a visual priming paradigm, as recently done by Tafazoli et al.
(2012). Similarly, it would be interesting to verify to what extent rat and human recogni-
tion strategies are dissimilar because of the dramatically different spatial resolution found
in these species. One way to test this would be running additional human participants with
low-pass filtered versions of the object views, so to match the resolution of rat retina (as
done for the ideal observer analysis in Chapter 2).
On the other hand, as previously discussed in Chapter 2, rat strategy is similar but not
identical to the strategy of the ideal observer. Crucially, rats seem to process the most
prominent objects’ structural parts (i.e., the lobes) as whole features, contrary to the ideal
observer, which carved out the negative image of Object 2’s top lobes from Object 1’s
top lobe (see Figure 2-10 and Figure 3-6). This suggests that rats have the tendency to
parse the objects into their prominent structural parts, rather than simply rely on the pix-
els carrying the maximal discriminatory stimulus information (no matter whether these
pixels do not match the natural boundaries of the objects’ parts), as the ideal observer,
by construction, does. Differently from humans, however, such a parsing of object parts
appears to involve larger regions on the bulk of the parts, rather than their edges or coter-
minations. Overall, this places the rat visual system somewhere lower than the human
visual system along the spectrum of shape-processing complexity (see cartoon in Fig-
ure 3-7), but higher than the linear, template-matching-based ideal observer. One inter-
esting open question is where species with more evolved visual systems (such as monkeys)
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would sit along this shape-processing complexity axis (whether closer to humans or to
rats). Answering this question would require testing monkeys with the same paradigm
and visual objects used in our rat and human studies. However, an indirect comparison
between these three species can be attempted by relying on the only study that compared
invariant shape recognition in humans and monkeys using the Bubbles method (Nielsen
et al., 2008). Although not explicitly addressed by the authors, from the location and ex-
tent of the reported saliency regions, it can be inferred that humans preferentially relied
on shape boundaries and features’ coterminations more than monkeys did. More inter-
estingly, while humans, in agreement with our conclusions, tended to rely on the same
features independently of shape orientation, monkeys’ tendency was to rely on unique,
view-dependent shape regions that were roughly located in the same spatial region of the
stimulus display. This is similar to what observed, in our rat experiment, for the hor-
izontal translations, which brought rats to rely more on the part of Object 1’s top lobe
that was closer to the center of the stimulus display (while in humans the opposite trend
was found; compare Figure 2-6 and Figure 3-4). However, the general tendency for both
rats and humans, in our study, was to rely, at least partially, on the same features across
different object views, as demonstrated by the fact that the aligned overlap values were
consistently larger than the raw overlap values. Therefore, the fact that for monkeys, in
Nielsen et al, (2008), the raw overlap was larger than (or comparable with) the aligned
overlap raises the question of how much closer to humans than to rats monkeys really
are along the shape-processing complexity spectrum (see bottom question mark in Fig-
ure 3-7). Finally, it would also be interesting to test where state-of-the-art computational
models of the visual system and machine vision algorithms [e.g., see (Serre et al., 2007;
Pinto et al., 2008)] sit along such a shape-processing complexity axis (see top question
mark in Figure 3-7).
3.4.2 Validity and limitations of our findings
The use of the Bubbles methods allowed us to address the question of what critical features
underlie invariant visual object recognition in the two different species. However, some
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caution should be taken when inferring recognition strategies from the partially occluded
visual stimuli produced by the Bubbles method. In fact, the occlusion produced by the
bubbles masks could potentially induce observers to rely on a different shape processing
strategy, as compared with cases in which they have to discriminate intact objects. As a
matter of fact, whether the Bubbles method can induce some substantial strategy changes
has been under debat (Murray and Gold, 2004; Gosselin and Schyns, 2004; Murray, 2004).
In particular, some authors expressed concerns about whether the repeated presentation of
shape fragments (rather than whole shapes) may induce observers to adopt a strategy based
on local object features rather than on more global (or holistic) shape processing (Nielsen et
al., 2008). No study, so far, has fully clarified this issue. Doing so, would require comparing
the saliency maps produced by the Bubbles method with those produced by some other,
alternative approaches, such as other classification image (or reverse correlation) methods
based on additive pixel-level noise.
Another limitation of our current work is that we only tested two objects. It is unclear to
what extent the saliency maps obtained through the Bubbles method are task- and stimulus
set-dependent. In the case of the rats and of the ideal observer, the negative correlation
between the saliency maps obtained for matching views of the two objects suggests that
the pattern of diagnostic features obtained for a given object is strongly influenced by the
specific comparison/discrimination the animal/model is performing. In other words, it is
possible that, if rats had to recognize many more visual objects, in addition to the two ob-
jects used in this study, different saliency maps would have been obtained, perhaps closer
to the ones obtained for humans. A possible experiment to test this would be teaching par-
ticipants to discriminate one of the objects used in this study from many tens (or hundreds)
of other possible distractors. Our expectation is that human recognition strategy may not
substantially change (already reflecting general-purpose shape processing mechanisms; see
Discussion in the previous paragraph), while rat recognition strategy may converge towards
the human one.
Along the same line of thinking, it would be interesting to test a larger number and
variety of in-depth rotations, including more extreme azimuth rotations, but also elevation
rotations. In fact, the Bubbles method looks like an extremely promising approach to settle
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the long-standing debate about whether view-invariant recognition is achieved by means of
structural, viewpoint-invariant object descriptions or, rather, view-based object representa-
tions (Biederman, 1987; Biederman, 2000; Tarr and Blthoff, 1998; Lawson, 1999). Our
study provides some hints about this issue, but a much larger battery of in-depth rotated
views is necessary to systematically address this question.
Finally, one open question is what is the relationship between multiple diagnostic object
features and whether such a relationship may change as a function of the transformations
the objects undergo. With the current analysis of the bubbles trials, it is not possible to know
whether the presence of a specific feature (among the ones that are diagnostic for a given
object view) is enough for an object to be correctly identified, or whether, on the contrary,
all diagnostic features must be all simultaneously visible. At a more quantitative level,
it is unclear, when multiple, distinct diagnostic features are found for an object, whether
the evidences that these features provide about object identity linearly sum up or, rather,
interact in some non-linear way. In the next chapter, we propose a new analysis framework
to tackle this problem.
76 CHAPTER 3. CRITICAL SHAPE FEATURES UNDERLYING OBJECT RECOGNITION IN HUMAN
Chapter 4
Non-Linear Interactions Analysis of
Diagnostic Features
In this chapter, as an original computational contribution in this thesis, we propose an im-
provement for the analysis of the data collected using the Bubbles method. We show that
the proposed analysis is capable of extracting the non-linear relationship between pairs of
shape features extracted through the Bubbles method. To prove the soundness and solidity
of the proposed method, we do not abstain from rigorous mathematical treatments when
needed. It is important to clarify that the goal in this chapter is to demonstrate the funda-
mental principles upon which our proposed analysis rests, rather than applying the method
to re-analyze the data presented in previous chapters.
4.1 Introduction
Understanding what object features the visual system relies upon, when engaged in visual
object recognition, is a longstanding challenge in psychophysical studies of visual percep-
tion. Although successful approaches have been developed to address this issue [e.g., image
classification methods (Murray, 2011)], they have a major limitation: they can estimate the
relationship between input visual images and output behavioral responses only under the
assumption of a linear observer model, i.e. an observer performing a weighted sum of
the information carried by individual pixels within an image. A closely related method to
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image classification is the Bubbles method (Gosselin and Schyns, 2001) that was used in
the previous two chapters. This method recovers the salient features used by an observer
to identify an object, by presenting the target object partially occluded by opaque masks
punctured by transparent windows, and then averaging the trials yielding to correct ob-
ject identification. However, as in the case of the other image classification approaches,
the standard analysis of the Bubbles method is linear, i.e., it cannot tell whether multiple
salient features in an object interact non-linearly (e.g. whether those features need to be
simultaneously visible for the object to be correctly identified).
Estimating the way in which multiple shape features (or object parts) interact is an
important step towards gaining a better understanding of shape coding in visual cortex.
This is true both at the level of understanding how visual objects are perceived by a human
or an animal observer (i.e., analysis of psychophysicalbehavioral data) and at the level of
understanding how visual neurons code shape (i.e., analysis neuronal data). For instance,
recent advances on this front led to the conclusion that a fraction of monkey inferotemporal
(IT) neurons integrate shape features (i.e., boundary/surface elements of synthetic 2D and
3D objects) in a highly non-linear way (i.e., such neurons fire strongly only if multiple
critical features are simultaneously present in a given shape (Kourtzi and Connor, 2011;
Yamane et al., 2008; Brincat and Connor, 2004)].
To our knowledge, no similar recovering of the non-linear interaction between multiple
shape features has been attempted in psychophysical studies. The Bubbles method, with
its sparse sampling of the object feature space, provides, in principle, an excellent oppor-
tunity to find possible non-linear interactions between object diagnostic features. The aim
of this chapter is to introduce a novel analytical approach that evaluates whether pairs of
diagnostic features (extracted through the Bubbles method) interact non-linearly. The pro-
posed analysis is general enough to recover any kind of postulated non-linearity, but, to
demostrate its effectiveness, we focused on an implementation that recover AND-like and
OR-like interactions in binary functions (which are the more relevant in vision sciences).
Our proposed approach is based on information theory. Since the method makes heavily
use of information theory and Bayesian network, we provide a brief mathematical back-
ground on these subjects. The reader who is familiar with these subjects can simply jump
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into the subsequent section.
4.2 Mathematical Preliminaries
This section introduces a set of basic definitions, concepts, and theorems of that are neces-
sary to understand the proposed analysis.
4.2.1 Information Theory
We begin with the most fundamental concept in information theory—Entropy. The entropy
of a discrete random variable X with probability mass function p(x) is denoted by H(X)
and defined as below (Shannon, 1948; Cover and Thomas, 2006):
H(X) = −
∑
x∈X
p(x) log2 p(x). (4.1)
Note that when X is a continuous random variable, in practice, we need to discretize it
using a binning procedure. Unless otherwise needed, from now on, we will not mention
whether the random variables are discrete or continuous. Entropy is a measure of uncer-
tainty (or randomness or disorder), which is obtained by defining a functional taking as
input a probability distribution and returning a nonzero value.
The definition of entropy can be extended to incorporate two random variables X and
Y with a joint probability distribution p(x, y) and defining the joint entropy:
H(X, Y ) = −
∑
x∈X
∑
y∈Y
p(x, y) log2 p(x, y). (4.2)
Likewise the conditional entropy is defined as:
H(Y |X) = −
∑
x∈X
∑
y∈Y
p(x, y) log2 p(y|x). (4.3)
The mutual information between two random variables X and Y , denoted by I(X; Y ),
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is defined as following:
I(X; Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log2
p(x, y)
p(x)p(y)
, (4.4)
where p(x, y) is the joint probability distribution and p(x) and p(y) are marginal probability
distributions. As in the case of entropy, one important property of mutual information is
that it is always non-negative i.e. I(X; Y ) ≥ 0. The mutual information of X and Y is
zero if and only if X and Y are independent (denoted by X ⊥ Y ).
The definition of mutual information can be written in terms of entropies:
I(X; Y ) = H(X)−H(X|Y ) (4.5)
= H(Y )−H(Y |X). (4.6)
We should notice that the relationship between X and Y is symmetric in the definition of
mutual information, meaning I(X, Y ) = I(Y,X). What Eq. (4.5) tells us is that the mutual
information is the amount of reduced uncertainty due to the fact that Y is known.
Likewise the conditional mutual information can be written in terms of conditional
entropies:
I(X; Y |Z) = H(X|Z)−H(X|Y, Z). (4.7)
Another important concept in probability theory, which is closely related to mutual
information, is the concept of Markov chain. If the probability distribution of the random
variable Z is conditionally independent from X given Y—which is denoted by (X ⊥
Z|Y )— then both X → Y → Z and Z → Y → X form first-order Markov chains. This
independency results in factorization of the following joint probability distributions
p(x, y, z) = p(x)p(y|x)p(z|y) (4.8)
p(x, z|y) = p(x|y)p(z|y), (4.9)
which in itself results in
I(X; Z|Y ) = 0. (4.10)
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Now we are ready to point out an important theorem, the data processing inequality,
which will be used in the proof of our main theorem. We skip the proof for brevity; it can
be found in (Cover and Thomas, 2006).
Theorem 4.1 (Data processing inequality) If random variablesX , Y , Z form the Markov
chain X → Y → Z, then I(X; Y ) ≥ I(X; Z) and also I(Y ; Z) ≥ I(X; Z).
We skip the proof. It can be found in (Cover and Thomas, 2006).
4.2.2 Probabilistic Graphical Model: Bayesian Network
In this section, we turn into a graphical representation of random variables in order to il-
lustrate their relationships. We use the Bayesian network representation from Probabilistic
Graphical Models framework (Koller and Friedman, 2009). A Bayesian network is a di-
rected acyclic graph whose nodes are random variables and whose edges correspond to the
influence of random variables on each other. In general, such an influence takes the form of
a conditional probability distribution (in the graph, the special case of a deterministic de-
pendency between a random variable and its parents is indicated by double-line node). One
of the benefits of the Bayesian network representation is that this data structure provides a
skeleton for compactly representing conditional independencies about a distribution over
some random variables. As an example, the Bayesian network in Figure 4-1 captures the
following independencies: (Xi ⊥ Xj), (Xi ⊥ B|Y ), (Xj ⊥ B|Y ). This facilitates
the representation of a joint probability distribution in terms of conditional probability dis-
tributions. As an example, for the Bayesian network in Figure 4-1 the joint probability
distribution over the four random variables can be factorized as the following:
P (Xi, Xj, Y, B) = P (Xi)P (Xj)P (Y |Xi, Xj)P (B|Y ). (4.11)
Beside representing the independencies, Bayesian networks are used for making in-
ference and learning the structure and parameters of models. Since we mainly use the
representational power of Bayesian networks in this chapter, we do not cover inference and
learning in Bayesian network here.
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4.3 The Core of Non-linear Interaction Analysis
To capture the essence of non-linear interaction analysis, we will first illustrate a simplified
case of a Bubbles experiment (later we will simulate a more realistic Bubbles experiment).
Let’s assume in this simplified case, that there are only two pixels, which are affecting
the behavioral outcome of a simulated observer. The transparency of these two pixels
may change in each trial. In this setting, there are only two possible diagnostic features
(i.e., the two pixels) that can be represented as two random variables taking continuous
values between zero and one. Let’s represent these two random variables as Xi and Xj .
Each instantiation of this pair of random variables can be regarded as the transparency
values of the pixels in a given trial. Let’s assume that a deterministic function of these two
variables—but none of these two random variables independently—influences an output
behavioral variable B (see Figure 4-1). This output random variable is the behavioral
response of the observer, which, in the Bubbles experiments described in the previous
chapters, is, by definition, binary (i.e., it and can either be 0 or 1, depending on the identity
of the object reported by the observer). Note, however, that the validity of our approach is
not restricted only to cases in which B is binary (or even discrete).
As a first step in the development of our approach, we demonstrate that whenever there
is a specific relationship between two features Xi, Xj and the behavioral response B, two
inequalities hold. These inequalities are the criteria for finding non-linear interaction be-
tween any two features.
Theorem 4.2 (Main theorem) If the dependencies of four random variables Xi, Xj , B,
and Y—with Y being a deterministic function f of Xi and Xj—are represented by the
Bayesian network in Figure 4-1, then the following inequalities hold:
I(f(Xi, Xj); B) ≥ I(Xi, Xj; B), (4.12)
and
I(f(Xi, Xj); B) ≥ I(Xi; B) + I(Xj; B). (4.13)
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Figure 4-1: Bayesian network of a toy example illustrating a deterministic function of
two variables influences an output random variable. This Bayesian network shows the
dependencies between random variables Xi, Xj , Y , and B. The random variable Y is
a deterministic function of Xi and Xj . This network is used as a toy example in which
a non-linear interaction between two features influences an output random variable. The
main theorem of this chapter proves that if relationship between these random variables
are as shown in the network then the information Y carries about B not only is higher
than sum of information carried by each of the two Xs about B but also is higher than
the information that the pair (Xi, Xj) carries about B. These inequalities are the basis for
extracting non-linear feature interaction method.
Proof: If one applies the data processing inequality to the Bayesian network in Fig-
ure 4-1, the following inequality is obtained:
I(Y ; B) ≥ I(Xi, Xj; B), (4.14)
substituting Y by its equivalent in terms of its parents, i.e. f(Xi, Xj), one obtains the first
desired inequality:
I(f(Xi, Xj); B) ≥ I(Xi, Xj; B). (4.15)
In order to derive Eq. (4.13), let’s start with the following equality, which holds for every
four random variables (Adelman et al., 2003):
I(Xi, Xj; B)− I(Xi; Xj |B) + I(Xi; Xj) = I(Xi; B) + I(Xj; B). (4.16)
Note that the equality can easily be demonstrated using a Venn diagram. In our case
I(Xi; Xj) = 0 which together with the non-negativity property of mutual information
gives:
I(Xi, Xj; B) ≥ I(Xi; B) + I(Xj; B). (4.17)
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Combining Eq. (4.17) and Eq. (4.15) yields the second desired inequality:
I(f(Xi, Xj); B) ≥ I(Xi; B) + I(Xj; B). (4.18)

There are several points that should be noticed. Theorem 4.2 can only be proved under
the premises that no direct dependency exists between Xi and B and Xj and B (i.e., under
the conditions illustrated in Figure 4-1). The inqualities cannot necessarily hold true, for
instance, in a network with some direct link between Xi and B or between Xj and B. In
such cases, whether I(f(Xi, Xj); B) will be larger than I(f(Xi, Xj); B) and I(Xi, B) +
I(Xj, B) will depend on the relative strength of influence of the Xs and f(Xi, Xj) over
B. Finding cases in which I(f(Xi, Xj); B) is larger than larger than I(Xi, Xj; B) and
I(Xi, B) + I(Xj, B) would imply that the particular functional interaction between the Xs
(i.e., the pixels/features) is the main driving force for the output variable B, even though
there might be some influence from each of the features, independently.
Another observation is the relation between the three-way mutual information, i.e.
I(Xi, Xj; B), and the sum of information of the individual Xs about B, i.e. I(Xi; B) +
I(Xj; B). If the latter—which we may called it ILin—is much less than the former, this
means there is a positive synergy between the two variables so that the pair conveys more
information about B than the sum of the information of individual of them about B (Magri
et al., 2009). Whereas if the sum of the individual information is higher than the three-way
mutual information [for this to be true we need I(Xi, Xj) 6= 0], then there is redundant
information or negative synergy between Xi and Xj about B. In general, a large, positive
synergy is an indication that the two features Xi and Xj interact in some not trivial way
to drive the behavioral outcome. However, to understand what functional form such an
interaction takes, it is necessary to explicitly model the interaction itself with some candi-
date functions f , compute I(f(Xi, Xj); B) and then compare it with I(Xi, Xj; B) and
I(Xi; B) + I(Xj; B). The function conveying the largest information about B will be
the best candidate for the type of underlying interaction between the corresponding pair of
features.
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Figure 4-2: Bayesian network of the toy example with surrogate variables. The network
illustrates the relationship between the four variables and the approximations ofXi andXj ,
i.e. the surrogates Xˆi and Xˆj . If one uses the surrogate variables instead of the actual ones,
the inequalities in the main theorem may not hold anymore. The better is the approximation
of surrogate variables the higher gets the information of f(Xˆi, Xˆj) about B. This toy
example illustrates a situation that may be encountered in practice where Eqs. (4.12, 4.13)
may not always hold.
An important point for the application of this method is that, practically, we often
deal with variables that is an approximation of actual features affecting the behavioral
response in a Bubbles experiment. For example, we may analyze the masks instead of
bubbled images, or we may binarize the variables or making the masks coarse-grained so
as to lower the dimensionality of data. In such conditions, we are dealing with surrogate
variables Xˆi,Xˆj , and Yˆ instead of Xi, Xj , and Y (Figure 4-2). Depending on the good-
ness of the approximation, one of the inequalities I(f(Xˆi, Xˆj); B) ≥ I(Xˆi, Xˆj; B) or
I(f(Xˆi, Xˆj); B) ≥ I(Xˆi; B) + I(Xˆj; B) or both of them may not hold. Since this may
often be the case in practice (at least based on the current implementation of the analysis),
it is safer to compute the information of some candidate functions in I(f(Xˆi, Xˆj); B) and
compare it with I(Xˆi, Xˆj; B) and I(Xˆi; B) + I(Xˆj; B). The function, whose informa-
tion accounts for large fraction of three way mutual information or sum of the individual
information in comparison to the information of other functions, will be the best candidate
for the type of interaction between the corresponding pair of random variables.
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We have not yet discussed the type of functional interaction between the feature vari-
ablesXi andXj , since inqualities (4.12, 4.13) hold, in general, for any kind of function. In
the context of visual neuroscience, the main relevant functions, when it comes to modeling
the non-linear interactions between visual features, are AND-like and OR-like functions.
In the next sections, we simulate observers operating according to these kinds of non-linear
interactions, and we show that computation of mutual information allows correctly recov-
ering the simulated non-linearity.
Throughout this chapter for simplicity, we use the symbol ∧ to refer to either an AND-
like operation (such as PRODUCT operation) between continuous random variables or an
AND operation between binary random variables. Similarly, the symbol ∨ is used to mean
either an OR-like operation (such as MAX operation) between continuous random variables
or an OR operation between binary random variables.
4.4 Simulation Design and Analysis
To assess the ability of the proposed analysis to recover non-linear interactions, we imple-
mented a simple toy example and also carried out a more realistic simulation of a Bubbles
experiment. In this section, we provide details of these simulations by relying on the math-
ematical core of the analysis explained in the previous section.
4.4.1 Implementattion and analysis of a Toy model
As explained in Section 4.3, the main theorem mandates when the relationship between
random variables can be represented by the Bayesian network in Figure 4-1, then the
Eqs. (4.12, 4.13) hold true. But if we use an approximation of Xi and Xj in those in-
equalities, then they may not necessarily hold true anymore. To investigate under what
condition we can expect results similar to the ideal situation depicted in Figure 4-1, we im-
plemented the toy model shown in Figure 4-2. Our goal was to show to what extent we can
expect I(f(Xˆi, Xˆj); B) ≥ I(Xˆi, Xˆj; B) and I(f(Xˆi, Xˆj); B) ≥ I(Xˆi; B) + I(Xˆj; B)
to be true, if we use surrogate variables Xˆi and Xˆj instead of Xi and Xj .
One thousand samples from two real-valued random variables Xi and Xj with uniform
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distribution between zero and one were generated. To implement an AND-like function,
the product of them, i.e. Y = Xi.Xj , was computed which was then thresholded to obtain
the binary random variable B as the output (threshold was set to the middle of the range
of values that Y could take, which was close to 0.5). We may think of this toy example
as an extreme simplified version of an observer that uses an AND-like interaction between
the visibilities of two features to compute an output behavior B. To probe Eqs. (4.12,
4.13), we computed four information quantities: I(Xi, Xj; B), I(Xi; B) + I(Xj; B),
I(Xi ∧ Xj; B), I(Xi ∨ Xj; B). All of the above procedure was repeated to implement.
An OR-like interaction function between Xi and Xj was also implemented, by taking the
MAX operation between them (Y = max(Xi, Xj)), and the same four mutual information
quantities were estimated.
Since the random variables Xi, Xj and Y in the toy example were continuous (because
this was more similar to the non-linear observer implemented in the simulated bubbles
experiments; see next section), in order to compute mutual information we needed to dis-
cretize them. We binned the variables into four bins using an equi-probable binning proce-
dure (Magri et al., 2009). All the information quantities were divided by the entropy of B
so as to make the comparison easier. The results of this divisions are unitless, yet, in the
following, we still refer to them as information for the sake of simplicity.
Importantly, in real-case scenarios, one typically does not have access to the actual
variables underlying the measured behavior of an observer. Moreover, it is often practical
to approximate variables that are measurable to make computation of mutual information
easier or even possible (e.g., by reducing the dimensionality or computational complexity
of a given problem; see examples in the next two section). To simulate such situations
and understand to what extent inequalities (4.12, 4.13) hold true under such conditions,
we built surrogate variables Xˆi,Xˆj and Yˆ , starting from the actual variables underlying the
behavioral output of the toy model. Xˆi and Xˆj were obtained by binarizing Xi and Xj , so
that: Xˆi = 0 if Xi < 0.5, and Xˆi = 1 if Xi > 0.5. Y was also computed as the logical
AND (or logical OR) of the surrogates of Xi and Xj , i.e., Yˆ = Xˆi ∧ Xˆj (or Yˆ = Xˆi ∨ Xˆj).
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4.4.2 Simulation of a Bubbles Experiment with a non-linear observer
In the Bubbles experiments described in the previous chapters, data are processed under
the assumption that an observer relies on some diagnostic shape features of an object view
to identify it. By construction, the observer model relies on multiple diagnostic features
(refer to previous chapters to see some examples in humans and rats e.g. Figure 2-6 and
3-4) and the evidence of each feature can contribute to the identification of an object view.
Evidence of a diagnostic feature corresponds to the sum of the luminance of that feature
through a bubbles mask in any given trial. The evidences conveyed by different features
can then be combined through a function that can either be linear (e.g., the sum of the
evidences) or non-linear (e.g., the sum of the pair-wise products of evidences; see the
block diagram in Figure 4-4). In the previous chapters, the diagnostic features underlying
rat and human object recognition were extracted by processing the bubbles mask data under
the assumption of a linear amplifier model (Green and Swets, 1966). That is, the function
underlying the interaction of different features was assumed to be summation. Here, we
assume that an observer can use a non-linear interaction function as a way to integrate the
evidences about the identity of a given object provided by any given pairs of features. For
simplicity, we limit our analysis to treat pairwise interactions, although, in general, the
non-linearity could be of higher order—three-way interactions or more instead of pairwise
interactions. Such a non-linear observer model was used in simulated bubbles experiments,
where the two types of non-linear feature interactions mentioned in the previous sections
(i.e., AND-like and OR-like) were implemented.
Each observer had to discriminate bubbles-masked input images of the two objects. In
total, for each observer we simulated 3000 bubbles trials, 1500 for Object 1 and 1500 for
Object 2. Some examples of simulated trials and responses are shown in Figure 4-5A. Two
features of Object 2 were chosen as the diagnostic features of this object. In Figure 4-3,
a grid is shown superimposed on Object 2 to show the location of these features and their
extent (see the colored circles in the grid squares B2 and B7). In each trial, the evidence
of each feature was computed as the sum of the luminance, in the bubbles-masked image,
within the area defined by the corresponding circle and divided by the number of pixels
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within that circle. Since luminance values ranged between 0 and 1, the evidence of each
feature also ranged between these same extremes. To keep the simulations simple, we just
set the perceptual threshold for detection of each features to 0.1. This yielded binarized
evidence values—a value of 0 meant evidence < 0.1 (i.e., feature not perceived/detected),
while a value of 1 meant evidence > 0.1 (i.e., feature perceived/detected). Finally, a binary
operation (i.e., either an AND or an OR; see Figure 4-3) was carried out between the
binarized evidences to obtain a decision variable “d”. If d was equal to one, then the output
behavioral decision was Object 2, if d was zero the decision was Object 1 (note that, in this
instance of the simulated non-linear observer, d corresponds to both the Y and B variables
used in figures 4-1 and 4-2 and in the equations). Finally, we also simulated a thresholded
linear observer, i.e., an observer performing a SUM operation over the feature evidences
(yielding Y = Xi + Xj), which was then discretized to produce the binary output B, so
that B = 1 if Y > 0.1 ; and B = 0 if Y < 0.1.
The number of bubbles was set to 30 and kept fixed throughout of the simulation ex-
periment. Bubbles were generated with standard deviation of 10 pixels.
4.4.3 Information theoretical analysis of the simulated bubbles-masked
trials
To prepare the dataset for the non-linear feature extraction analysis, we built 1500 trials in
which Object 2 was occluded by bubbles masks (e.g., see examples in Figure 4-5A) and
we simulated the response of the non-linear observer according to the description provided
in the previous paragraph (see also Figure 4-3). The behavioral outcome of these trials
(i.e., whether the simulated observer correctly responded Object 2, or, instead, responded
Object 1) took the form of a binary vector of 1500 elements (i.e., either 1 or 0, depending
on the correctness of the response). This behavioral outcome vector was treated as binary
random variable and was denoted by B.
Each bubbles mask was a 193-by-193 element matrix with continuous transparency
values. To reduce the dimensionality of the problem and to make the complexity of com-
putation of mutual information easier, each bubbles mask was then coarse-grained and
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Figure 4-3: Features and their interaction in two simulated observers. We defined two
features of Object 2, i.e. f1 and f2 that are used in the decision criteria of the simulated ob-
server performing a bubbles task to discriminate the occluded versions of the default views
of Object 1 and Object 2. A. An AND-like interaction is defined between the two features
by first comparing the amount of visibility of that feature against a threshold (implemented
by the function θ), and then taking the AND of the thresholded evidence. The outcome is
the decision variable “d” the value of which determines the identity of the object (shown in
the second column). B. Same as A, except that an OR-like interaction is defined between
the two features. Please note that since the proposed method cannot differentiate between
OR and SUM (because it is working with the binary-valued vectors), we have focused our
simulations and results only on observers having AND and OR interactions.
binarized into an 8-by-8 binary grid. A grid square was set to one if at least (the center of)
one bubble appeared in that square. Each grid was then converted into a binary vector of 64
elements (Figure 4-5B). Concatenating the binary vectors for all the 1500 masks yielded a
64-by-1500 binary matrix (Figure 4-5C). This trial matrix along with the behavioral out-
come random variable B was used to compute the mutual information quantities.
Each row of the trial matrix can be considered as a binary random variable with 1500
samples. We selected every pair of rows denoted by Xˆi and Xˆj of this matrix (i.e., the
binary values taken by every pair of squares of the 8-by-8 grid) and computed the follow-
ing four information quantities: I(Xˆi, Xˆj; B), I(Xˆi; B) + I(Xˆj; B), I(Xˆi ∧ Xˆj; B),
4.4. SIMULATION DESIGN AND ANALYSIS 91
Figure 4-4: Block diagram of the observer model performing a bubbles task. In each trial,
the evidences of the features of an object view are extracted from an input image. The
evidences of the features are then passed through a function that defines the interactions
between features. The output of the function is the overall evidence about the object iden-
tity. The function in the simplest case can be just the sum of feature evidences or could be
a nonlinear function of them.
I(Xˆi ∨ Xˆj; B). It should be noted that here, due to the downsampling and binarization
process of the bubbles masks, we are dealing with the surrogate variables of those vari-
ables that affected the decision of the simulated observer. The candidate functions in the
analysis are chosen to be AND and OR because these are the non-linearity that are built
into the simulated observer and that we want to recover through computation of the mutual
information quantities. Notice that, since a linear SUM is not defined for binary variables
(in single-bit digit, a SUM can be taken as equivalent to an OR), we could not compute the
mutual information between a SUM operation and the behavioral outcome.
A permutation test was carried out in order to check whether I(Xˆi ∧ Xˆj; B) is sig-
nificantly higher than I(Xˆi; B) + I(Xˆj; B). This was achieved by randomly shuffling
the labels of the behavioral outcome variable B one hundred times and then, for each rep-
etition, we computed the four information quantities. In each repetition, the maximum of
each information quantity among the tested pairs was chosen, so as to obtain four null dis-
tributions for the four information quantities and their differences. The actual difference
between two given information quantities (for example the difference between AND infor-
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mation and sum of individual information) was then compared against the null distribution
of this difference at 0.05 significance level (Bonferroni corrected; 2016 comparison).
All the mutual information quantities were computed first by a custom-written code
in MATLAB, then cross-checked by the IBTB information theory toolbox (Magri et al.,
2009). All the simulations and analyses were performed on an Apple Mac Pro computer
(with 2 CPUs at 2.93GHz Quad-Core Intel Xeon; Mac OS 10.6.8).
4.5 Results
We have presented an information-theoretic method that can extract non-linear interactions
of diagnostic features. The method relies on computing a couple of mutual information
quantities in a Bubbles experiment. In order to evaluate the proposed analysis method,
two types of simulation were performed. First, we built a toy example and verified the
theorem of inequalities (4.12, 4.13) when either the variables underlying the behavior of the
simulated toy model are used or, instead, surrogate variables are used (see Section 4.4.1).
Second, we simulated a bubbles experiment in which the simulated observer carried out
AND/OR-like computation between pairs of features (see Sections 4.4.1,4.4.3). In both
cases, we found that the method can recover AND-like and OR-like interactions between
diagnostic features.
4.5.1 Toy Example’s Result
To assess to what extent and under what conditions the proposed analysis can recover the
non-linear interactions, we implemented the toy example illustrated by the Bayesian net-
work of Figure 4-2. The relevance of this toy example in the context of the Bubbles ex-
periment becomes clearer when the two real-valued variables Xi and Xj are considered as
evidences provided by two features about the identity of an object. Y can be interpreted as
the outcome of the non-linear function that processes those evidences/features to determine
behavior B (which is a binary random variable).
If the underlying non-linear function of Y in the toy example is PRODUCT (AND-like)
which most influences the output B, then the information that Y carries about B [denoted
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Figure 4-5: Preparing the trials of simulated observers for extracting non-linear interac-
tions. A. Examples of trials in the simulation in which Object 2 was presented are shown.
The corresponding bubbles mask along with the behavior success is shown for each trial.
B. For reducing computational complexity, we converted the mask into an 8-by-8 grid with
binary values. The rows of the grid are codes by eight letters from A to H and the columns
by numbers from 1 to 8. Each square of the grid is set to one if a center of at least one
bubble appears in that square; otherwise it is set to zero. The two important squares that
contain the two features of the simulator are B2 and B7. The binarized mask was then
transformed into a binary vector containing 64 elements. C. All the binary vectors related
to the mask of trials were piled up in a matrix, the columns of which represent different
trials. Since we had 1500 trials in which Object 2 was represented, the matrix turns into
a 64-by-1500 binary matrix. This matrix along with the behavior vector was used in the
analysis.
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by I(Y ; B) or equivalently shown by I(Xi ∧Xj; B); note that here ∧ means PRODUCT
and not logical AND] is higher than both the three-way information I(Xi, Xj; B) and
the sum of the individual information I(Xi; B) + I(Xj; B) (Figure 4-6A, the left-most
chart; compare the red and dark green bars). Instead, the information that an OR-like
operation such as Y = max(Xi, Xj) would convey about B [i.e. I(Xi ∨ Xj; B); note
that here ∨ means MAX and not logical OR] is less than the other three quantities by at
least two orders of magnitude (compare the yellow bar with other bars in the same chart).
This is indeed consistent with the main theorem. The inequalities, however, do not hold
if mutual information is computed using the surrogate variables Xˆi,Xˆj and Yˆ , as defined
in Section 4.4.1 (i.e., by binarizing Xi and Xj and computing Yˆ as the logical AND of
Xˆi and Xˆj). In fact, I(Xˆi ∧ Xˆj; B) becomes lower than I(Xˆi, Xˆj; B), although it is
still higher than I(Xˆi; B) + I(Xˆj; B) (Figure 4-6A, the centeral chart). The better the
approximation between the surrogate and original variables is, the higher is I(Xˆi∧Xˆj; B),
compared with I(Xˆi, Xˆj; B) and I(Xˆi; B) + I(Xˆj; B). In case the surrogate variables
are contaminated by noise, I(Xˆi∧ Xˆj; B) can become smaller than I(Xˆi; B) + I(Xˆj; B)
(Figure 4-6A, the center chart). In spite of such a decrease I(Xˆi∧Xˆj; B) [or I(Xi∧Xj; B)
] remains consistently higher than the I(Xˆi ∨ Xˆj; B) [or I(Xi ∨ Xj; B) ] across all the
three conditions by a factor of 3.5, 3.8, and 2.1, respectively. Notice that all the information
quantities in Figure 4-6 are normalized by dividing them by the entropy B and are unitless.
Similarly, when the underlying determinist function driving the output is a MAX (OR-
like), then the information that Y = max(Xi, Xj) carries about B becomes the highest
(Figure 4-6B, the left-most chart; compare yellow bars to all other bars). Using surrogate
variables instead of the actual ones (see Section 4.4.1) lowers I(Xˆi ∨ Xˆj; B), so that
it may become equal or lower than the three-way information I(Xˆi, Xˆj; B) (compare
the yellow bar with the light-green bar in Figure 4-6B, the centeral chart), yet I(Xˆi ∨
Xˆj; B) is nevertheless higher than sum of the individual information I(Xˆi; B)+I(Xˆj; B)
(compare the yellow bar with the dark-green bar in the same chart). Adding noise reduces
all the information and I(Xˆi ∨ Xˆj; B) may become lower than I(Xˆi; B) + I(Xˆj; B) or
I(Xˆi, Xˆj; B) (Figure 4-6B, the right-most chart). Again what remains stable is the fact
that I(Xˆi ∨ Xˆj; B) [or I(Xi ∨Xj; B) ] is consistently higher than the I(Xˆi ∧ Xˆj; B) [or
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Figure 4-6: Result of evaluating the main theorem under different conditions in the toy
example. The charts shows four information quantities between variables of the toy example
illustrated by the Bayesian network in Figure 4-2. AND-like information (dark-red), OR-like in-
formation (yellow), the three-way mutual information (light-green), the linear sum of individual
information (dark-green) on the abscissa. The ordinate shows the amount of mutual information
divided by the entropy of variable B. A. The function f of the Bayesian network was set to be an
AND-like interaction i.e. the product of them.
I(Xi∧Xj; B) ] across all the three conditions by a factor of 3.5, 7.1, and 4.5, respectively.
4.5.2 Results of the Simulated Bubbles Experiment
We simulated a Bubbles experiment with the default view of Object 2 used in previous
chapters. As explained in the method, we defined two features of Object 2, located in grid
squares B2 and B7 (Figure 4-3), to be relevant for the decision of the simulated observers.
Two different observers were simulated: one performed an AND-like interaction strategy
between these features, and another one performed an OR-like interaction. The observer
performing the AND-like interaction computed the binary evidence of each feature (i.e.
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decided whether each feature was present or not) in the bubbles-masked image, and then
computed the logical AND of the binary evidences (details are provided in Section 4.4.3).
This was done for all possible pairs of grid squares (i.e., potential features) in the down-
sampled bubbles-masked images (see Figure 4-5). The observer performing the OR-like
interaction did the same, with the only difference that the OR operation was used as the
interaction between the binary evidences. It should be noted that, since our simulated non-
linear observer integrates feature evidences that are binary, it did not make sense to simulate
a linear sum interaction (which is not well defined for binary variables).
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Figure 4-7: Extracting non-linear interaction of diagnostic features in a simulated observer
carrying out an AND-like interaction strategy. The information quantities were computed
between every pair (Xˆi and Xˆj) of rows in the matrix of trials shown in Figure 4-5C and the
behavior correctness variableB of the observer . The four information quantities which are
the same as quantities in Figure 4-6 are computed and shown with the same color code for
different pairs of grid squares coded as shown in Figure 4-5B. The ordinate is the amount
of mutual information normalized by the entropy of the behavior random variable B. The
simulated observer was implemented with an AND-like interaction between two features
located in squares B2 and B7. Here in the result, we see only for the pair B2-B7 the
information AND (dark-red) is significantly higher (* p > 0.5; permutation test) than the
sum of individual information (dark-green) and than the OR information (yellow).
Figure 4-7 shows the result of extracting different kinds of non-linear feature interaction
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(i.e., both AND-like and OR-like; see, respectively, the red and the yellow bars) when the
behavior of the simulated observer was driven by an AND-like strategy. The abscissa shows
different pairs of random variables (more specifically pairs of grid squares in the downsam-
pled stimulus image) and the ordinate shows the amount of mutual information divided by
the entropy of the behavioral outcome variable B. For each pair, we computed the four
information quantities: (1) the sum of the individual information I(Xˆi; B) + I(Xˆj; B)
shown in dark-green, (2) the three-way mutual information I(Xˆi, Xˆj; B) shown in light-
green, (3) the OR information I(Xˆi ∨ Xˆj; B) shown in yellow, and (4) the AND informa-
tion I(Xˆi ∧ Xˆj; B) shown in dark-red color. The pairs are ranked based on the magnitude
of the AND information values (dark-red bars). Only for the pair B2-B7 the AND infor-
mation is close to the three-way information (~86%) and significantly higher than sum of
the individual information (* p > 0.5, Bonferroni corrected; permutation test). The maxi-
mums of all four quantities across 64 possible pairs are shown on the right-hand side axis.
For example max(ILin) corresponds to the maximum value of dark-green bars (the linear
summation of individual information within pairs) across all 64 pairs. Not only does the
pair B2-B7 have the highest AND information across pairs, but it possesses the maximum
of other three information quantities across all pairs. The AND information of the pair
B2-B7 is 2.3 times higher than the corresponding OR information. Another observation is
that only for the pair B2-B7 the three-way information is significantly higher than the sum
of the individual information (p > 0.5, Bonferroni corrected; permutation test). In fact the
three-way mutual information for all other pairs except for B2-B7 are lower than 0.1. As
explained in the Section 4.3, this means that there is a synergy between the pair of features
located in B2 and B3. The large value of the AND information reveals that the interaction
underlying this synergy is consistent with a non-linear AND-like operation. It should be
noted that the fact that I(Xˆi ∧ Xˆj; B) is lower than I(Xˆi, Xˆj; B) has to be attributed
to the fact that mutual information quantities are computed using surrogated variables (as
explained in the case of the toy model, shown in the previous chapter). Overall, Figure 4-7
shows that our information-theoretic analysis is able to find the AND interaction when an
observer is using such a strategy. But this is not enough to show that the analysis is valid.
We need to show that if there is no AND interaction at all, the analysis does not erroneously
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Figure 4-8: Extracting non-linear interaction of diagnostic features in a simulated observer
carrying out an OR-like interaction strategy. The same quantities as in Figure 4-7 were
computed for every pair of rows (Xˆi and Xˆj) in the matrix of trials shown in Figure 4-5C
and the behavior variable B of the observer. The four information quantities which are
the same as quantities in Figure 4-6 are computed and shown with the same color code for
different pairs of grid squares coded as shown in Figure 4-5B. The ordinate is the amount
of mutual information normalized by the entropy of the behavior random variable B. The
simulated observer was implemented with an OR-like interaction between two features
located in squares B2 and B7. Here in the result, we see only for the pair B2-B7 the OR
information (yellow) is higher than the sum of individual information (dark-green), and
than the three-way information (light-green) and the AND information (dark-red).
extract any AND interactions.
To this aim, we carried out a simulation in which an observer performed an OR-like
interaction strategy. The result of applying our feature interaction analysis to such a case is
shown in Figure 4-8. The figure is similar to Figure 4-7 except that here the pairs are ranked
based on the OR information values (yellow bars). No pair has high AND information value
compared with the other information quantities (look at the max of AND information on
the right-side axis). In fact, the AND information values of all the pairs are less than half
of their three-way mutual information values. Therefore, the analysis recovers no AND
interaction. Instead, it shows that the OR information of the pair B2-B7 is almost equal to
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the three-way information and is higher than the sum of individual information values. This
is consistent with the simulated strategy of the observer. Again, the fact that I(Xˆi, Xˆj; B)
is higher than I(Xˆi; B) + I(Xˆj; B) indicates that there is a synergy between features
located in these two grid squares in determining the behavioral outcome. Such a synergy is
accounted by an OR-like interaction model.
4.6 Discussion
In this chapter, we developed a novel information-theoretic approach that systematically
extracts non-linear interactions of diagnostic features in a Bubbles experiments. We pre-
sented a mathematical framework which sets two criteria for finding non-linear interac-
tions, explaining under what conditions the framework may not give the satisfactory results
(Figure 4-6). By implementing a toy example, we found that when we use the actual real-
valued features (upon which the behavior of the toy model is based), then Eqs. (4.12, 4.13)
hold, verifying the Main theorem. When we deviate from the ideal situation and we use
(noisy) surrogate variables instead of real features, all the information quantities decrease
and one or both of the Eqs. (4.12, 4.13) may not hold anymore. Yet we were able to recover
the AND-like/OR-like interaction by comparing the AND/OR information with three-way
mutual information and the sum of individual information and choose the function (i.e.,
either AND or OR), whose information is closest to these quantities.
The simulations of non-linear observers performing either an AND-like or an OR-like
feature integration confirm that our approach can recover such non-linear interactions in
a simulated Bubbles experiment (Figure 4-7, 4-8). We showed that when a simulated ob-
server performed an AND-like interaction between two features, only for the pair of grid
squares that have the features, the information of the AND was close to three-way mutual
information and significantly higher than other quantities—but not for the other pairs. On
the contrary, when the observer performed an OR-like strategy, the OR information was
almost equal to the three-way mutual information and was higher than the others (again
this was true only for the pair of grid squares containing the simulated features).
Overall, these simulations show that the proposed information theoretic approach re-
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liably tells whether the recognition strategy of an observer is more consistent with the
requirement that two diagnostic features be simultaneously visible/present (AND-like strat-
egy) or, rather, with the requirement that either feature be visible/present (OR-like strategy).
One limitation of our current approach is that we did not carry out extensive simulations of
observers performing a linear feature integration (i.e., a SUM between a pair of simulated
features). The reason is that implementing a linear observer is not trivial, given that any
discretization of the sum of two evidences (i.e., Y = Xi + Xj) to produce a binary be-
havioral output B introduce, by definition, a strong non-linearity. Intuitively, we think that
such a discretization will bring the behavior of the simulated observer close to an OR-like
or to and AND-like non-linear feature integration strategy, depending on the threshold of
the discretization (e.g., depending on threshold δ, where B = 0 if Y = Xi + Xj < δ, and
B = 1 if Y = Xi +Xj > δ). For example, when δ was set to 0.1 (with Xi and Xj ranging
from 0 to 1), we observed that the thresholded SUM strategy of the simulated observer was
more consistent with an OR strategy than with an AND strategy (see Figure 4-9). We have
not exhaustively simulated thresholded SUM observers with varying thresholds, but we
think that higher δ values may bring the observers recognition strategy to be more consis-
tent with an AND-like feature interaction. Further simulations are necessary to verify this
and, more in general, to verify how a linear observer can be modeled and a linear recogni-
tion strategy can be analyzed, so as to provide a better ground of comparison for non-linear
feature integration strategies such as the AND and the OR.
Finally, it is important to notice the analysis can be generalized to incorporate three-
way feature interactions (or even more) instead of pair-wise interactions. This may require,
however, more trials to properly estimate the information quantities.
4.6.1 Comparison with previous studies
An information-theoretic analysis similar to ours (but not in a Bubbles experiment study)
has been used to quantify how clusters of neurons in the rat barrel cortex encode the kinetic
features of sinusoidal whisker vibrations (Arabzadeh et al., 2004). Based on this approach,
the authors reported that barrel neurons mainly encode the product of frequency and am-
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Figure 4-9: Extracting non-linear interaction of diagnostic features in a linear simulated
observer carrying out an SUM strategy. The same quantities as in Figure 4-7 were com-
puted for every pair of rows (Xˆi and Xˆj) in the matrix of trials shown in Figure 4-5C and
the behavior variable B of the observer. This figure shows the limitation of the analysis in
the current setting as it shows the OR information to be high, therefore not being able to
differentiate between OR-like strategy of the observer and SUM strategy.
plitude of the stimuli. It should be noticed that the inequalities that the authors relied upon
are different from ours because they relied on different dependencies between random vari-
ables and they had different stimulus set design.
Another study applied information theory for analyzing data of a Bubbles experiment (Schyns
et al., 2011). In this study, participants were asked to categorize eight facial expressions of
emotion. The authors quantified information carried by three parameters of EEG oscilla-
tory signals (i.e. power, phase, frequency) about the behavior. In particular, they computed
two three-way mutual information quantities: the information of the feature pair (power,
phase) about behavior, and the information of that pair about pixels. They found that the
pair (power, phase) codes specific expressive features across different oscillatory bands.
The study is related to our approach but because of the different nature of the features (not
so meaningful to multiply power quantity by a phase quantity) only the three-way mutual
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information was considered (i.e., no attempt was done at estimating the information carried
by function of power and phase). Moreover, in contrast to our study, the authors were not
interested in finding the simultaneous presence of specific stimuli features important for
the categorization task.
The standard analysis of Bubbles experiment leading to saliency maps (see previous
chapters) is, in essence, very similar to the family of reverse correlation and spike-triggered
average (STA) techniques, which are used for characterizing receptive of neurons (Dayan
and Abbott, 2001). In the analysis of the Bubbles experiments data, the saliency maps
essentially show which pixels of the bubbles-masks were more correlated with the correct
response of the observer (in other words, a weighted average of response-trigged masks
is computed; see 2.3.1). In STA, one looks for the simplest deviation of spike-triggered
ensemble stimuli from the raw stimuli, which is the deviation in mean.
This relationship may hint at a relationship between an extension of spike-triggered
techniques known as spike-triggered covariance (STC) and our non-linear interaction anal-
ysis. STC investigated by some studies for neural characterization (Pillow and Simoncelli,
2006; Schwartz et al., 2006), extends STA this by seeking directions in the stimulus space
that most changes the variance of the spike-triggered ensemble in comparison of the raw
stimulus ensemble. In both STA and STC, one can find the nonlinearity function underly-
ing Linear-Nonlinear Poisson (LNP) model of neuron by computing the ratio between the
probability of a stimulus given a spike and the probability of the raw stimuli. However,
these methods rely on the assumption of Gaussian stimulus set that is not valid in Bubbles
experiment, and therefore, the subspace that STC finds may lead to artifacts (Pillow and
Simoncelli, 2006). Moreover, the non-linearity that STC finds is applied to the outcome
of the dot product of each subspace (each subspace is an hyperplane in a high-dimensional
stimulu space) and the stimuli in order to compute the firing rate of an LNP neuron model.
This nonlinearity is different from the non-linearity that we aim at recovering in the Bub-
bles experiments where just a sparse image is shown to the observer and the nonlinearity
between just a limited set of diagnostic features of the stimulus image is sought—as op-
posed to non-linearity between the linear combinations of features and the output in STC.
We ran the STC analysis on our simulation results and did not achieve the desired result.
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Nevertheless, this method could potentially be changed, in future, so as to be applied to
Bubbles experiments.
4.7 Concluding Remarks and Future Work
As a future development, to furthur expand the proposed analysis, the strategy of the sim-
ulated observer can be extended to more complicated, realistic scenarios. For example, we
may ask how the information quantities look like if more than one pair of features interact,
or both objects have multiple feature interactions, or an object feature in conjunction with
the lack of presence of a feature in the other object help an observer to recognize an ob-
ject. Simulations under different noise conditions can also be carried out to see how these
conditions may affect the feature interaction recovery and where it may fail.
In summary, our simulations show that our information-theoretic approach can recover
the type and the strength of the non-linear interactions among the salient features of an
object. We are currently applying the analysis to human and rat data obtained from the
studies described in previous chapters. It would be interesting to obtain non-linear feature
interaction in different views of an object and see how it may change across views. This can
shed more light on the strategies used by different species in invariant object recognition.
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