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Abstract
Let k be a field with algebraic closure k¯, G a semisimple algebraic k-group, and T ⊂ G × k¯ a maximal
torus with character group X(T). Denote Λ the abstract weight lattice of the roots system of G, and by
nBr(k) and nBr(G) the n-torsion subgroup of the Brauer group of k and G, respectively. We prove that if
char k does not divide n and n is prime to the order of Λ/X(T) then the natural homomorphism nBr(k) −→
nBr(G) is an isomorphism.
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0. Introduction
Let n be a positive integer, and k a field with chark  n. Let further G be a semisimple algebraic
k-group (assumed to be connected). We set G¯ := G ×k k¯, where k¯ is an algebraic closure of k,
and denote by T ⊆ G¯ a maximal torus of G¯. Let Π = Π(G¯,T) be the associated root system
with (abstract) weight lattice Λ.
The aim of this short note is to prove the following result on the n-torsion subgroup nBr(G)
of the Brauer group of G.
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then the natural homomorphism
nBr(k) −→ nBr(G)
is an isomorphism.
Since Λ = Hom(T,Gm) (by definition) for G simply connected this result implies
Corollary. Let k be a field of characteristic 0 and G a simply connected semisimple algebraic
group over k. Then the natural homomorphism of Brauer groups
Br(k) −→ Br(G)
is an isomorphism.
This corollary has been shown by Iversen [12] using topological methods for k = C (which
implies the result for all subfields of C by the Hochschild–Serre spectral sequence, see San-
suc [19, Lemma 6.9]).
Our proof of the theorem above is purely algebraic. It is a consequence of our computation of
the cycle cohomology group A0(G,M∗) for any cycle module M∗ with the property n · M∗ = 0.
We present this computation in Section 1. After some preliminaries on the Brauer group we prove
our main result in Section 3.
In the last section we present another proof of our main theorem for G a simply connected
algebraic group. This proof is based on an unpublished result of Bhatt which tells that the Brauer
group of an A1-connected variety (in the sense of A1-homotopy theory [16]) over an algebraically
closed field of characteristic 0 is trivial (by the Kneser–Tits conjecture it is known that a simply
connected group is A1-connected).
1. Some computations of cycle cohomology groups
1.1. Notations and conventions. Throughout this note we fix a positive integer n and a base
field k (if not otherwise said of arbitrary characteristics). We denote by k¯ an algebraic closure
of k and by μn ⊆ k¯× the subgroup of nth roots of unity.
We denote Milnor K-theory by KM∗ , and set KM∗ (E)/n := KM∗ (E) ⊗Z Z/nZ for E a field.
1.2. Cycle modules. These objects have been defined by Rost [18].
A cycle module M∗ over k is a covariant functor
Fieldsk −→ GrAb, E −→ M∗(E) =
⊕
i∈Z
Mi (E),
where Fieldsk is the category of fields over k and GrAb the category of Z-graded abelian groups,
such that:
(i) if E/F is a finite extension in Fieldsk then there exists a transfer morphism
TrE/F : M∗(E) −→ M∗(F );
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(iii) if v is a discrete valuation on E ∈ Fieldsk which is trivial on k then there is a so called
second residue map
∂v : M∗(E) −→ M∗−1
(
k(v)
)
,
where k(v) denotes the residue field of v.
These data are subject to several axioms, like e.g. a projection formula and a reciprocity law,
see [18, Sections 1 and 2].
1.3. The cycle complex. Let X be a scheme of (essentially) finite type over k. The cycle complex
C•(X,M∗,p) is a complex of Gersten type:
⊕
x∈X(0)
Mp
(
k(x)
)
∂0X
⊕
x∈X(1)
Mp−1
(
k(x)
)
∂1X
⊕
x∈X(2)
Mp−2
(
k(x)
)
∂2X · · · , (1)
where k(x) denotes the residue field of x ∈ X and X(i) ⊆ X denotes the set of points of codi-
mension i. The xy-component (for x ∈ X(i) and y ∈ X(i+1)) of the differential ∂iX is defined as
follows: If y /∈ {x} we have (∂iX)xy = 0. Otherwise let Z −→ {x} be a normalization and y1, . . . ,
ym ∈ Z the points above y ∈ {x}. These codimension 1 points of the normal scheme Z define val-
uations of k(Z) = k(x) and therefore second residue maps ∂yj : Mp−i (k(x)) −→ Mp−i−1(k(yj )).
The xy-component of the differential ∂iX is then given by (∂
i
X)
x
y =
∑m
j=1 Trk(yj )/k(y) ·∂yj . It is a
consequence of the axioms that this is a complex, see Rost [18, Section 5].
Remark. For Milnor K-theory this complex has been introduced by Kato [13].
Following Rost [18] we denote the ith cohomology group of the cycle complex C•(X,M∗,p)
by Ai (X,Mp).
If X is a smooth and semilocal k-scheme then we have Ai (X,Mp) = 0 for all i  1 by
Rost [18, Theorem 6.1] and therefore U −→ C•(U,M∗,p) is a flasque resolution of the Zariski
sheaf U −→ A0(U,Mp).
1.4. Example. Examples of cycle modules are Milnor K-theory KM∗ or more generally KM∗ /n.
Note that there is a natural isomorphism
CHp(X) 	−−→ Ap(X,KMp )
for all p ∈ N and all finite type k-schemes X.
Part (i) of the following theorem is well known.
1.5. Theorem. Let G be a k-split semisimple algebraic group with maximal k-split torus T of
rank r . We denote the root system of G by Π = Π(G,T) and the (abstract) weight lattice of Π
by Λ. Then we have:
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(ii) if M∗ is annihilated by n (i.e. n · M∗(E) = 0 for all E/k) and the cardinality d = |Λ/X| is
prime to n (i.e. there are a, b ∈ Z, such that an+ bd = 1) then the natural homomorphism
Mi (k) −→ A0(G,Mi )
is an isomorphism for all i ∈ Z.
1.6. A spectral sequence. For the proof of Theorem 1.5 above we use a spectral sequence
E
p,q
1 = Ep,q1 (G,Mi ) which has been introduced by Brylinski and Deligne [5] for Milnor K-
theory to compute A1(G,KM2 ) for a k-split simply connected group G. This spectral sequence
is a corollary of the Bruhat decomposition and has been (slightly) generalized to arbitrary cycle
modules in [9, Section 4].
To write it down we have to introduce some further notations related to the semisimple
group G. We denote by:
α1, . . . , αr the basis of Π defined by a Borel subgroup B ⊃ T;
W = NG(T)/T the Weyl group;
W(i) ⊆ W the subset {w ∈ W | codimG BwB = i};
α∨ the dual root of α ∈ Π .
With this notation we have
E
p,q
1 (G,Mi ) :=
⊕
w∈W(p+q)
(( −p∧
X
)
⊗Z Mi−q(k)
)
⇒ Ap+q(G,Mi ) (2)
for all i ∈ Z. For q  2 we get the following picture:
E
•,2
1 :
∧2
X
d
−2,2
1
⊕
w∈W(1)
X
d
−1,2
1
⊕
w∈W(2)
Z ⊗Z Mi−2(k)
E
•,1
1 : X
d
−1,1
1
⊕
w∈W(1)
Z ⊗Z Mi−1(k)
E
•,0
1 : Z ⊗Z Mi (k)
To give the differential d−l,l1 we denote by si the reflection associated with the simple root αi .
Then we have W(1) = {w0s1, . . . ,w0sr }, and the w0si component of d−l,l1 for l  1 is given by:
d
−l,l
1 (x1 ∧ · · · ∧ xl)w0si =
l∑
j=1
(−1)j−1α∨i (xj )x1 ∧ · · · ∧ x̂j ∧ · · · ∧ xl,
see [9, 4.6] (here x̂j means that xj is omitted from the exterior product).
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Λ/X, and for (ii) it is enough to prove that d−l,l1 ⊗ idMi−l (k) is injective for all l  1 and all cycle
modules M∗.
We start with the cokernel of d−1,11 . There is an isomorphism
f1 : Λ −→
⊕
w∈W(1)
Z, λ −→ (α∨i (λ))ri=1.
The morphism f−11 · d−1,11 coincides with the inclusion ι : X ↪→ Λ, and so the claim follows.
To proof part (ii) we use the isomorphism
f2 : Λ ⊗Z
l−1∧
X −→
⊕
w∈W(1)
l−1∧
X, λ ⊗ ξ −→ (α∨i (λ) · ξ)ri=1,
which is equal f1 ⊗ id∧l−1 X . The composition f−12 · d−l,l1 factors as follows:
l∧
X
β−→ X ⊗Z
l−1∧
X
ι⊗id∧l−1 X−−−−−−→ Λ ⊗Z
l−1∧
X,
where β(x1 ∧ · · · ∧ xl) =∑lj=1(−1)j−1xj ⊗ (x1 ∧ · · · ∧ x̂j ∧ · · · ∧ xl).
The morphism β ⊗ idZ/mZ is injective for any m ∈ N. In fact, identifying X/mX with the
Z/mZ-dual of (X/mX)∨ = HomZ/mZ(X/mX,Z/mZ) the map β ⊗ idZ/mZ is the (forgetful)
injection of the set of l-alternating forms on (X/mX)∨ into the set of l-multilinear forms on
(X/mX)∨ which are alternating in the last (l − 1) variables, see [9, 2.1, 2.2]. In particular β ⊗
idZ/mZ is injective for all m ∈ N, and so also β ⊗ idMi−l (k) is injective for all cycle modules M∗.
We are left to show that (ι ⊗ id∧l−1
X
) ⊗ idMi−l (k) is injective. By our assumption on n the
homomorphism Λ/X ·n−→ Λ/X is an isomorphism. But this implies that also (ι ⊗ id∧l−1
X
) ⊗
idMi−l (k) is an isomorphism since n · Mi−l(k) = 0. 
2. Preliminaries on algebraic and cohomological Brauer groups
2.1. Definitions and Notations. Let X be a scheme. We denote by Br(X) the Brauer group of X,
i.e. Br(X) is the group of classes of Azumaya algebras over X with multiplication induced by
the tensor product ⊗OX . This is a torsion group. We denote by nBr(X) the subgroup of elements
which are annihilated by n.
There is also a so called cohomological Brauer group which is by definition the group
H2et(X,Gm). As shown by Grothendieck [10, Proposition 1.4] there is a natural monomorphism
Br(X) −→ H2et(X,Gm).
It is proven in Hoobler [11, Corollary 1] that this map is an isomorphism if X is a smooth affine
k-scheme (see also Gabber [7] for a more general result). In the following we will not distinguish
between Br(X) and H2et(X,Gm) for such schemes.
From now on we assume that chark does not divide n.
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1 μμn Gm
·n
Gm 1 (3)
is exact, see e.g. [15, Chapter II, 2.18 (b)], where μμn ⊂ Gm denotes the étale sheaf of nth roots
of unity. We get from this a long exact cohomology sequence
PicX
·n
PicX
∂
H2et(X,μμn) H2et(X,Gm)
·n
H2et(X,Gm) (4)
for all k-schemes X, where we have identified PicX = H1et(X,Gm).
Lemma. Let G be a k-split semisimple algebraic group with maximal k-split torus T, root sys-
tem Π and associated weight lattice Λ. If n is prime to the cardinality of Λ/Hom(T,Gm) then
the natural homomorphism
H2et(G,μμn) −→ H2et(G,Gm) = Br(G)
is injective and so nBr(G) = H2et(G,μμn).
Proof. Since G is a smooth k-scheme we have PicG 	 CH1(G). By Example 1.4 and The-
orem 1.5 we have CH1(G) 	 A1(G,KM1 ) 	 Λ/Hom(T,Gm). This implies the lemma by the
exact sequence (4) above. 
2.3. The norm residue homomorphism. Since H1et(E,Gm) = 1 by Hilbert’s theorem 90 we get
from the exact sequence of étale sheaves (3) an isomorphism
χn,E : E×/
(
E×
)n 	−−→ H1et(E,μμn).
The cup product of this map with itself induces a homomorphism
Rn,E : KM2 (E)/n −→ H2et
(
E,μμ⊗2n
)
, {a, b} −→ χn,E(a) ∪ χn,E(b),
the so called norm residue homomorphism. By the theorem of Merkurjev and Suslin [14] the
norm residue homomorphism Rn,E is an isomorphism for all fields E and all n ∈ N which are
prime to the characteristic of E.
2.4. The sheaf H2et(n). Let X be a k-scheme. The sheaf H2et(n) is the Zariski sheaf associated to
the presheaf
X ⊇ U −→ H2et
(
U,μμ⊗2n
)
.
If X is a (essentially) smooth k-scheme the global sections Γ (X,H2et(n)) of this sheaf can be
computed using the Bloch–Ogus resolution [4]:
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−→
⊕
x∈U(0)
H2et
(
k(x),μμ⊗2n
)
δ0U
⊕
x∈U(1)
H1et
(
k(x),μμn
)
δ1U
⊕
x∈U(2)
Z/nZ. (5)
Bloch [3, Theorem 2.3] has shown that this resolution is compatible with the norm residue
homomorphism. More precisely, for X a smooth integral k-scheme there is a commutative dia-
gram
KM2 (k(X))/n
∂0X
Rn,k(X) 	
⊕
x∈X(1)
KM1 (k(x))/n
∂1X
(χn,k(x))x∈X(1) 	
⊕
x∈X(2)
Z/nZ
=
H2et(k(X),μμ⊗2n )
δ0X
⊕
x∈X(1)
H1et(k(x),μμn)
δ1X
⊕
x∈X(2)
Z/nZ
(6)
where the upper line is the cycle complex for KM2 /n and the lower line is the Bloch–Ogus reso-
lution (both over X). In particular since all the columns are isomorphisms we have the following
well-known result.
2.5. Theorem. The norm residue homomorphism induces an isomorphism
A0
(
X,KM2 /n
) 	−−→ Γ (X,H2et(n))
for any (essentially) smooth k-scheme X.
This implies by Theorem 1.5 the following result.
Corollary. Let G be a k-split semisimple algebraic group with maximal k-split torus T, such
that the cardinality of Λ/Hom(T,Gm) is prime to n ∈ N, where Λ denotes the (abstract) weight
lattice of the root system of G. Then the natural homomorphism
H2et
(
k,μμ⊗2n
)−→ Γ (G,H2et(n))
is an isomorphism.
2.6. We finish this section with the following observation. We assume here that μn ⊆ k×. Then
μμn is isomorphic to the constant sheaf Z/nZ and there is an isomorphism of étale sheaves μμn 	
μμn ⊗μμn (non-canonical). In particular we have an isomorphism H2et(X,μμn) 	 H2et(X,μμ⊗2n ).
Let now X be a smooth and integral affine k-scheme with generic point p : Speck(X) −→ X.
By the very definition of H2et(n) there is a canonical homomorphism
νX : H2et
(
X,μμ⊗2n
)−→ Γ (X,H2et(n)).
We give a condition under which this map is injective.
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αX : H2et(X,μμn) −→ H2et(X,Gm)
is injective, then the homomorphism νX is injective, too.
Proof. It is enough to show that the canonical map H2et(X,μμn) −→ H2et(k(X),μμn) is injective.
By [15, Chapter III, 2.22] the morphism H2et(X,Gm) −→ H2et(k(X),Gm) is a monomorphism.
Therefore our claim follows from the following commutative diagram
H2et(X,μμn)
αX
p∗
H2et(X,Gm)
p∗
H2et(k(X),μμn)
αk(X)
H2et(k(X),Gm)
since by assumption the morphism αX is injective, and the map αk(X) is injective by the long
exact sequence (4) and the fact that Pick(X) = {1}. 
3. Proof of the main theorem
3.1. The split case. Let G be as in the introduction. We assume first that G is k-split, and that
the group μn of nth roots of unity is in the base field k.
Then we have μμn 	 μμn ⊗ μμn, and by the lemma in 2.2 there is a natural isomorphism
nBr(G) 	 H2et(G,μμn).
We have to show that the split monomorphism
π∗ : nBr(k) = H2et(k,μμn) −→ H2et(G,μμn) = nBr(G)
is an isomorphism, where π : G −→ Speck is the structure map.
The natural homomorphism
H2et
(
k,μμ⊗2n
)−→ Γ (G,H2et(n))
is an isomorphism by the corollary in 2.5. This isomorphism factors as follows:
H2et
(
k,μμ⊗2n
) π∗
H2et
(
G,μμ⊗2n
) νG
Γ
(
G,H2et(n)
)
.
By the lemmas in 2.2 and in 2.6 we know that νG is a monomorphism, and so the map π∗ is an
isomorphism. This implies the theorem for G a k-split group and k a field which contains the nth
roots of unity.
3.2. General case. See for the following also Sansuc [19, Section 6].
To deduce the general case of our main theorem from the split case shown in 3.1 above we
use the Hochschild–Serre spectral sequence
E
p,q := Hp(k,Hqet(Gs,μμn)) ⇒ Hp+qet (G,μμn), (7)2
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for some separable closure ks ⊆ k¯ of k.
Here and in the following we denote Hp(k,M) the pth (continuous) Galois cohomology
group of the discrete Gal(ks/k)-module M . We denote further T ⊂ Gs a maximal split torus and
Λ the weight lattice of the root system of Gs .
By a result of Rosenlicht [17] we know that Gm(Gs) = k×s and so the homomorphism
k×s = H0et(Gs,Gm) ·n−→ H0et(Gs,Gm)
is surjective with kernel H0et(Gs,μμn) 	 μn (since chark does not divide n). It follows there-
fore from the long exact cohomology sequence of the exact sequence (3) that there is an exact
sequence
0 H1et(Gs,μμn) PicGs
·n
PicGs.
Since by Theorem 1.5(i) we have PicGs 	 A1(Gs,KM1 ) 	 Λ/Hom(T,Gm), and since the
cardinality of |Λ/Hom(T,Gm)| is prime to n we get from the exact sequence above that
H1et(Gs,μμn) = 0. Therefore by the Hochschild–Serre spectral sequence there is an exact se-
quence (cf. [6, Chapter XV, Theorem 5.12])
0 H2
(
k,H0et(Gs,μμn)
)
H2et(G,μμn) H
0(k,H2et(Gs,μμn)).
By the split case 3.1 we know that H2et(Gs,μμn) 	 nBr(ks), and the latter group is trivial since ks
is separably closed. Therefore H0(k,H2et(Gs,μμn)) = 0.
As seen above we have H0et(Gs,μμn) = μn, and so we get
nBr(k) = H2(k,μn) 	 H2et(G,μμn).
We are left to show nBr(G) 	 H2et(G,μμn). Using the exact sequence (4) we see that this is
equivalent to the following:
Lemma. The homomorphism H1et(G,Gm)
·n−→ H1et(G,Gm) is surjective.
Proof. This follows from the Hochschild–Serre spectral sequence
E
p,q
2 := Hp
(
k,Hqet(Gs,Gm)
) ⇒ Hp+qet (G,Gm).
We have
E1,0∞ = E1,02 = H1
(
k,H0et(Gs,Gm)
)= H1(k, k×s )
(the latter equation by Rosenlicht [17]), and so E1,0∞ = 0 by Hilbert’s theorem 90. Therefore
H1et(G,Gm) 	 E0,1∞ ⊆ E0,1 = H0
(
k,H1et(Gs,Gm)
)
,2
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Theorem 1.5 the map PicGs ·n−→ PicGs is an isomorphism. Hence H1et(G,Gm) ·n−→ H1et(G,Gm)
is an isomorphism, too. 
3.3. Remark. The norm residue map and the Merkurjev–Suslin Theorem can be avoided by
working with the cycle module
H∗[μμn] : Fieldsk −→ GrAb, E −→
⊕
i0
Hiet
(
E,μμ⊗in
)
as defined in Rost [18, Remark 1.11]. The cycle complex C•(X,H∗[μμn],2) coincides with
the Bloch–Ogus complex of 2.4 as claimed in [18, Remark 5.3], and so A0(X,H2[μμn]) 	
Γ (X,H2et(n)) for any smooth k-scheme X. However we do not know of any written proof that
C•(X,H∗[μμn],2) coincides with the corresponding Bloch–Ogus complex.
4. Another proof of the main theorem for G a simply connected semisimple algebraic
group
4.1. Throughout this section n > 1 is an integer and k a field with char  n. The aim of this section
is to give another proof of our main theorem for G a simply connected semisimple algebraic k-
group.
By the arguments in 3.2, see also Sansuc [19, Section 6], it is enough to show this in the case
that k is separably closed. In this case nBr(k) is trivial and so we have to show nBr(G) = {1}.
4.2. Since k is separably closed the simply connected k-group G is split. For such a group G the
Kneser–Tits conjecture is true, see e.g. [8]. Recall what this means.
Let E ∈ Fieldsk . Denote by G+(E) the subgroup generated by all U(E) where U × E ⊂
G × E is an E-subgroup isomorphic to the additive group Ga. Then the Kneser–Tits conjecture
asserts that G+(E) = G(E). This implies that given x, y ∈ G(E) there are algebraic maps
h1, . . . , hm : A1E −→ G,
such that h1(0) = x, hi(1) = hi+1(0) for 1  i < m, and hm(1) = y. Therefore the theorem
above is a consequence of the following result which is a special case of an observation of Bhatt.
4.3. Theorem (Bhatt). Let k be a separably closed field, such that chark does not divide the
integer n > 1, and X a regular and integral k-scheme with function field E = k(X). Denote
ξ ∈ X(E) the generic point.
Assume that there exists a k-rational point x ∈ X(k), and morphisms
h1, . . . , hm : A1E −→ X,
such that h1(0) = x, hi(1) = hi+1(0) for 1 i m − 1, and hm(1) = ξ .
Then we have
nBr(X) = {1}.
S. Gille / Advances in Mathematics 220 (2009) 913–925 923For the proof of Theorem 4.3 we need the following well-known result. Here we denote
π : A1k −→ Speck the structure map and set πE := π × idE for all extension fields E of k.
4.4. Lemma. Let k be a field with chark not dividing the integer n > 1. Then the natural homo-
morphism
π∗ : nBr(k) −→ nBr
(
k[T ])= nBr(A1k)
is an isomorphism.
Proof. If k is a perfect field this is a theorem of Auslander and Goldman [2].
If k is a non-perfect field of characteristic p > 1 let L ⊆ k¯ be the subfield of all x ∈ k¯, such
that xpm ∈ k for some integer m 1. This is a perfect field and so we have by the Auslander and
Goldman theorem nBr(L) 	 nBr(L[T ]).
Let
α : SpecL −→ Speck and α[T ] : A1L −→ A1k
be the morphisms induced by the inclusion k ↪→ L. These are surjective and radicial morphisms.
We have a commutative diagram
nBr(L)
π∗L
	 nBr(A
1
L)
nBr(k)
π∗
α∗
nBr(A1k)
α[T ]∗
Since chark  n the group scheme
μμn = Speck[X]/
(
Xn − 1)
is étale, and therefore α∗(μμn,k) 	 μμn,L and α[T ]∗(μμn,A1k ) 	 μμn,A1L , see e.g. [15, Chapter II,
Remark 3.1 (d)].
Hence by a theorem of Grothendieck [1, Exposeé VIII, Corollary 1.2] the pull-back mor-
phisms α∗ and α[T ]∗ in the above diagram are isomorphisms. It follows that π∗ : nBr(k) −→
nBr(A1k) is an isomorphism, too. 
4.5. Proof of Theorem 4.3. We denote by s0, s1 : k −→ A1k the rational points 0 and 1, respec-
tively, and by si,E := si × idE : E −→ A1k ×k E = A1E (i = 0,1) the induced morphisms for all
fields E/k.
Claim 1. If f : A1E −→ X is a morphism and s∗0,E · f ∗ : nBr(X) −→ nBr(E) is trivial then also
s∗1,E · f ∗ = 0.
Proof. By our assumption on n and chark = charE the pull-back
π∗ : nBr(E) −→ nBr
(
A1
)E E
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map πE : A1E −→ SpecE, and so the pull-backs
s∗0,E, s∗1,E : nBr
(
A1E
)−→ nBr(E)
are both inverses of the isomorphism π∗E : nBr(E) 	 nBr(A1E), i.e. we have the equation s∗0,E =
(π∗E)−1 = s∗1,E . 
Claim 2. Let E ∈ Fieldsk , x ∈ X(k) ⊆ X(E), and f : A1E −→ X be an algebraic map with
f (0) = x. Then s∗1,E · f ∗ = 0 : nBr(X) −→ nBr(E).
Proof. The morphism f · s0,E : E −→ A1E −→ X factors through Speck. This implies s∗0,E ·
f ∗ = 0 since nBr(k) ⊆ Br(k) = {1} (recall the assumption that k is separably closed). Hence we
have s∗1,E · f ∗ = 0 by Claim 1 above. 
We can now finish the proof of Theorem 4.3. By assumption there are morphisms
h1, . . . , hm : A1E −→ X,
such that h1(0) = x ∈ X(k), hi(1) = hi+1(0) for 1 i m− 1, and hm(1) = ξ . Using Claims 1
and 2 we get by induction s∗1,E · h∗m = 0. But the morphism hm · s1,E : E −→ A1E −→ X is the
generic point and so
s∗1,E · h∗m : nBr(X) −→ nBr
(
k(X)
)= nBr(E)
is injective by [15, Chapter IV, Corollary 2.6]. Therefore nBr(X) = {1}. 
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