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In this thesis, we propose the notion of Active Service Network (ASN) — a service 
overlay network with advanced capabilities for supporting specific applications. 
ASN combines the benefits of (i) Active Network - it offers add-on, value-added 
processing (e.g., failure recovery, adaptive multicasting, content caching) 
capabilities that are not possible with the existing Internet, (ii) Overlay Network -
it operates on top of the Internet, hence allowing new services to be introduced 
without modifying the existing infrastructure, and (iii) Virtual Network - it 
dedicates one virtual network for one service, hence can tailor-made its 
capabilities for specific applications. 
We design the ASN architecture and show how it can benefit content providers, 
service clients, and network providers. Content providers no longer need to 
operate their own servers to support their potential clients. Rather, they can 
forward their content to an Active Service Node (service node) for service 
delivery. Clients receive a better service since ASN can offer value-added 
capabilities such as caching, multicasting, and failure recovery. Network 
providers can now offer new revenue-generating services on an incremental basis 
without modifying the existing infrastructure, and each service can be deployed 
and controlled independently. 
There are many design problems in relation to ASN. The first problem is to 
design a system architecture that can support new services and capabilities 
without modifying the existing Internet architecture. The second problem is to 
i 
demonstrate that ASN has real applications and support them. Giving an 
application scenario in Hong Kong, we show that ASN can serve hundreds of 
content providers with a better performance than the traditional client server 
approach. The third problem is node placement and bandwidth dimensioning. 
Given a traffic demand matrix, we propose two algorithms to allocate service 
nodes and determine the bandwidth needed among them. 
We use simulations to evaluate the performance of ASN. We first show that the 
proposed algorithms achieve a very good blocking performance at the targeted 
traffic demand. Secondly, we show how ASN supports three advanced 
capabilities - failure recovery, caching, and multicasting. It can maintain a low 
blocking probability in case of service node or link failure. It can enhance the 
service delivery performance (blocking and delay) through content caching. 
Finally, its multicast ability can support large-scale conferencing applications. 
In summary, we show that ASN opens the door for new services and capabilities 
on top of the Internet. By introducing processing capabilities at the service 
nodes, powerful services and applications can be supported without modifying the 
existing equipment. ASN brings a new generation of services and applications, 
and generates new business opportunities for network providers. 
ii 
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我們設計了 ASN的體系結構，並研究了 ASN如何讓網絡内容提供者(content 



























First of all, I would like to express my deepest appreciation and gratitude to my 
supervisor Prof. P. C. Wong for his guidance as well as inspiring discussions and 
instructive suggestions. As his student, I have been deeply impressed by his 
energy, creative ideas, strong communication skills, and excellent contributions to 
research and education. From him, I have leant how to present ideas, how to 
face up difficulties, and how to find and deal with problems. Actually I wish I 
could leam more from him and will cherish the invaluable experience under his 
supervision, which greatly enhances my research skills and personal capabilities. 
I would also like to thank staffs and classmates in the Departments of Information 
Engineering. They have contributed their time and energy in my two-year life as 
a Master of Philosophy student at the Chinese University of Hong Kong. 
Last but not the least, I owe my loving thanks to my parents and friends, for their 







LIST OF FIGURES VII 
LIST OF TABLES IX 
CHAPTER 1 INTRODUCTION - 1 -
1.1 Background - 1 -
1.2 Related Works - 3 -
1.3 Active Service Network -12 -
1.4 Motivations and Contributions - 13 -
1.5 Outline -14-
CHAPTER 2 ACTIVE SERVICE NETWORKS (ASN) ARCHITECTURE - 16 -
2.1 Internet Architecture - 16 -
2.2 ASN Enterprise Model " 9 -
2.3 ASN network Architecture - 20 -
2.4 ASN System Architecture - 24 -
2.5 Summary -2(5-
CHAPTER 3 ASN VS. CLIENT SERVER APPROACH -27 -
3.1 Application Scenario -21 -
3.2 Application Models - 28 -
3.3 Analytical Models - 29 -
3.4 Performance Results - 34 -
3.5 Chapter Summary - 37 -
CHAPTER 4 DESIGN PROBLEMS - 38 -
4.1 Problem Definitions - 38 -
4.2 Related works - 40 -
4.3 Problem Formulation - 43 -
4.4 Heuristic Algorithms - 49 -
4.5 Simulation Results - 51 -
4.6 Chapter Summary - 57 -
CHAPTER 5 PERFORMANCE EVALUATION - 58 -
V 
5.1 Simulation Model - 58 -
5.2 Blocking Performance - 60 -
5.3 Advanced Capabilities •似 _ 
5.4 Chapter Summary - 69 -
CHAPTER 6 CONCLUSION - 71 -
6.1 Contributions -71 -
6.2 Future works - 72 -
REFERENCES - 74 -
vi 
List of Figures 
Figure 1.1: Virtual Private Network - 5 -
Figure 1.2: End System Multicast - 6 -
Figure 1.3: Overlay Network - 7 -
Figure 1.4: Service Overlay Network - 8 -
Figure 1.5: Resilient Overlay Network - 8 -
Figure 1.6: Peer-to-Peer Network - 10 -
Figure 1.7: Content Distribution Network - 11 -
Table 1.1: Comparison of Different Network Solutions - 12 -
Figure 1.8: Architecture of ASN - 13 -
Figure 2.1: AThree-level Hierarchy of the Internet - 17二 
Figure 2.2: ASN Enterprise Model - 19二 
Figure 2.3: ASN Architecture -21 二 
Figure 2.4: ASN for Content Delivery - 22二 
Figure 2.5: Existing Internet Communication Model - 22二 
Figure 2.6: ASN for Multiple Content Providers - 23二 
Figure 2.8: ASN Layer Model - 24二 
Figure 2.9(a): Architecture of Customer - 25二 
Figure 2.9(b): Architecture of Service Node - 26二 
Figure 3.1: Client-Server Approach for Video Streaming - 28二 
Figure 3.2: Active Service Approach for Video Streaming - 29二 
Figure 3.3: An M/M/m/K Model - 30二 
Figure 3.4: Blocking Probability of the Client-Server Model - 34二 
Figure 3.5: Blocking Probability with Different Queue Lengths - 35二 
Figure 3.6: Blocking Probability with the Number of Schools - 36二 
Figure 4.1: Four Domains Connected to the Internet - 38 -
Figure 4.2: An Example Active Service Network - 39 -
Table 4.1: Facility Cost for the Example Network -47 -
Table 4.2: Traffic Demand Matrix for the Example Network - 47 -
Table 4.3: Link Cost Matrix for the Example Network - 47 -
Figure 4.3: Two Scenarios - 48 -
Figure 4.5: Cost vs. Number of service nodes to be allocated - 54 -
Figure 4.6: Number of service node used vs. Number of domains - 54 -
Figure 4.8: Cost versus Percentage of local traffic - 56 -
Figure 4.9: Cost versus Link cost ratio - 56 -
Figure 4.10: Cost versus Traffic demand -51 -
Figure 5.1: Simulation Topology Generated by MS Algorithm - 59 -
Figure 5.2: Simulation Topology Generated by MD Algorithm - 5 9 -
Figure 5.3: Blocking Performance of Two Algorithms - 60 -
Figure 5.4: Performance with Different Link Bandwidth Allocation - 61 -
Figure 5.5: Blocking Probability with Different Queue Capacity - 62 -
vi i 
Figure 5.6: Average Queuing Delay with Queue Capacity - 62 -
Figure 5.7: Fixed Path vs. Alternate Path Routing - 63 -
Figure 5.8: Failure Recovery with and without Backup Service Nodes - 65 -
Figure 5.9: Blocking Probability in One Domain with Backup Server - 66 -
Figure 5.10: Blocking Probabilities with Different Cache Hit Rates - 67 -
Table 5.1: Average Hop Number when Caching -61 -
Table 5.2: Performance for small scale multicasts - 68 -
Table 5.3: Performance for large scale multicasts - 69 -
vi i i 
List of Tables 
Table 1.1: Comparison of Different Network Solutions - 12 -
Table 4.1: Facility Cost for the Example Network -47 -
Table 4.2: Traffic Demand Matrix for the Example Network - 47 -
Table 4.3: Link Cost Matrix for the Example Network -47 -
Table 5.1: Average Hop Number when Caching - 67 -
Table 5.2: Performance for small scale multicasts - 68 -
Table 5.3: Performance for large scale multicasts - 69 -
ix 
Chapter 1 Introduction 
Chapter 1 Introduction 
In this chapter, we give the background of our research and the motivation of 
Active Service Network (ASN) to offer value-added services on the Internet. We 
compare ASN with related works, and discuss how ASN combines the benefits of 
three previous proposals - Active Network (AN), Overlay Network (ON), and 
Virtual Private Network (VPN). We discussed works that are related to ASN, 
and show that ASN offers a predictable quality of service to subscribers, and is an 
attractive architecture for network operators, content providers, and clients that 
subscribe to specific services. 
1.1 Background 
The Internet is a collection of interconnected networks that are owned and 
operated by different organizations. It has become a ubiquitous information 
infrastructure for our daily life and work. It uses a simple IP routing protocol to 
offer an efficient and robust packet delivery service. Each network node (e.g., 
router) maintains a routing table and forwards each IP packet independently based 
on some routing criteria. In case of congestion, packets are simply discarded. 
Because of its simplicity, the Internet offers a very efficient and yet best-effort 
delivery service. 
As more applications are running on the Internet, there is a driving need to 
enhance the Internet in terms of service quality and capabilities. In terms of 
service quality, applications such as video conferencing and IP telephony require 
more reliable and predictable performance guarantees (e.g., delay and loss rate). 
In terms of capabilities, applications such as TV broadcasting would need the 
support for multicasting, video transcoding, and content protection. On the other 
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hand, the existing Internet does not respond well to link and node failures. It 
takes minutes for routers to confirm a failure and start rerouting to other links. 
This would not be acceptable for critical applications. It is also not desirable for 
content subscribers who pay to watch live programmes on the Internet. 
There have been many approaches proposed to enhance the Internet in terms of 
service quality and capabilities. One approach tries to change the protocol 
altogether: Active Network (AN) [1], IntServ [2] and DiffServ [3], IPv6 [4], and 
MPLS [5]. However, it would require new routing equipment to introduce new 
capabilities. Because of the huge installed equipment base, any change would 
take a long time for adoption. In fact, the success of the Internet itself has 
introduced a serious compatibility hurdle to the introduction of new capabilities. 
The second approach is to install new equipment for specific capabilities (or 
upgrading existing equipment), and use tunnels over the Internet to build a logical 
network. For example, Virtual Private Network (VPN) [7] supports secure 
access by establishing a private network across the Internet. MBone [26] 
supports multicasting through the use of multicast equipment and tunnels. Both 
schemes add new capabilities to the existing routing equipment. 
The third approach is Overlay network (ON) [8] [9]. It establishes a network of 
overlay nodes on top of the existing Internet. These nodes use the existing 
Internet links to forward traffic among them and form a logical network to offer 
enhanced services and new capabilities to subscribers. Since overlay network 
does not work at the network layer, it is a promising approach to introduce new 
capabilities without modifying the existing network equipment. 
The fourth approach is Peer-to-Peer (P2P) [8] networking which attracts a lot of 
attention in recent years. P2P establishes peer connections among end-user 
computers, and these computers communicate and cooperate to share their data 
without a centralized server. Strictly speaking, P2P does not enhance the 
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capabilities of the Internet. Rather, peer computers perform the needed 
capabilities (e.g., caching and data forwarding) on their own for a specific 
application (e.g., file sharing). 
In this thesis, we propose the Active Service Network (ASN) concept that is 
related to Active Network (AN), Virtual Private Network (VPN), and Service 
Overlay Network (SON). Simply speaking, it is an overlay network with active 
service capabilities. ASN is "active" in the sense that it offers add-on processing 
probabilities at its network nodes, such as content caching, intelligent routing, 
video trancoding, depending on the specific application. It is therefore powerful 
to offer a wide range of capabilities to subscribers. For example, it may offer a 
broadcasting service to video content providers. A video content provider may 
stream its video into the service network, and the network will cache and deliver 
the video to end-users, while performing all the necessary multicasting, caching, 
and stream protection capabilities. 
1.2 Related Works 
1.2.1 Active Network 
Research projects on Active Network (AN) were initiated by DARPA in 1994. 
The goal was to "produce a new networking platform, flexible and extensible at 
runtime to accommodate the rapid evolution and deployment of networking 
technologies and also to provide the increasingly sophisticated services demanded 
by defence applications" [10]. 
The existing Internet is a traditional store-and-forward network regarded as 
"passive" as it only provides services of routing with basic congestion control and 
limited QoS. AN allows third party software to modify the function of a 
network node, thereby introduces new services and applications such as 
multicasting, caching, and traffic merging. For example, images from multiple 
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sources can be merged at a network node and delivered as a composite image to 
the destination. Video streams from multiple sources can be cached at a network 
node and multicast to a destination network. 
Two main approaches were proposed to realize the idea of AN [1]: Capsule 
approach (Integrated) and Programmable Switch approach (Discrete). In the 
Capsule approach, instructions are stored in the packets. New services are 
deployed and launched dynamically at a network node according to the 
instructions. Some architectural frameworks were developed: ANTS developed 
in MIT [18], Switch Ware developed in University of Pennsylvania [19，20] and 
Smart Packets architecture formulated by BBN [21]. In the Programmable 
Switch approach, the payloads of the first few packets are interpreted for service 
configurations. As the following packets, only their headers will be interpreted. 
NetScript developed at Columbia University is a script language that controls the 
process of packet streams in intermediate network nodes, such as router and 
switches, by implementing middleware [22]. AN can also be implemented in a 
more conservative way - Open Programmable Interface. Instead of allowing a 
node to run whatever programs carried by packets, the network nodes 
communicate based on a set of well-defined functions, similar to an Application 
Program Interface (API). The functions available are limited but it will be more 
secure and probably more acceptable to network operators. IEEE P1520 is such 
a standard [16] that establishes an open architecture for network control, and 
develops a reference model for value-added services, network-generic services. 
After nearly a decade of endeavour in academic and industrial efforts, little 
progress has been made in the actual deployment of active networks. The 
compatibility with the existing network is the primary concern. Since classical 
IP technologies will prevail in the foreseeable future, it is almost impossible to 
introduce new technologies (e.g., AN) that are not compatible with the existing 
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network. Another concern is that AN requires network nodes to execute 
programs specified by user packets. It could affect routing performance and 
pose security threats to the network. 
In summary, AN gives an interesting insight on how new services and applications 
can be introduced to the existing Internet. Its failure in acceptance prompts us to 
find a new architecture that is readily deployable for new services and 
applications. 
1.2.2 Virtual Networks 
Virtual Private Network (VPN) is a virtual network operating over the public 
Internet based on the idea of tunnelling [7]. It establishes tunnels between two 
or more sites, so that these sites can assume that they are on the same network 
(Figure 1.1). Data packets are encapsulated in a specific VPN packet format, 
transmitted to the destination, and finally de-encapsulated at the receiving end. 
VPN is easy to deploy, but its services are limited to secure data delivery and 
authentication. Currently, VPN is a built-in capability in most advanced network 
equipment. _ 
•'二 入 yy m 
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Figure 1.1: Virtual Private Network 
1.2.3 Multicast Networks 
Multicasting is very important capability for broadcast applications (e.g., video 
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and radio broadcast). In 1993，the IETF created MBone, a logical network 
providing a multicasting facility on the Internet. MBone requires special 
network equipment that supports multicasting, and uses unicast tunnels to bridge 
multiple sites to support multicast across the Internet. The problem with MBone 
is twofold. First, it cannot restrict the multicast to a selected group of 
participants. By enabling a network to support multicast, the network provider 
risks its network to be flooded with multicast traffic. Hence we see that not 
many network providers open their network to accept multicast traffic from other 
domains. The second problem is that MBone requires network equipment that 
has multicast capability. Many network providers have hesitation in upgrading 
their equipment without a clear business opportunity. 
End System Multicast (ESM) is an effort to support multicast without upgrading 
the network equipment. Multicast-related functionalities (e.g., membership 
management, topology configuration, packet replication, data forwarding) are 
implemented in the end-systems. The end-systems establish unicast tunnels over 
the Internet and organize themselves into overlay multicast trees. Figure 1.2 
shows how ESM supports a video multicast. Station B receives a video stream 
from station A, duplicates two copies, and forwards the streams to station C and 
D. 
F'^ ll C 
i H I ： Y D 
，A … ^ " ^ ^： : : : : : : : - ^ ^、 : A 
End system ( • • � • � • � V � r 
Internet '： 
— • 
Figure 1.2: End System Multicast 
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1.2.4 Overlay Networks 
Overlay network (ON) is a logical network with a set of overlay nodes on top of 
the Internet as shown in Figure 1.3. These nodes use the underlying Internet 
infrastructure for packet delivery, and they offer new capabilities such as 
multicasting, quality of service (QoS) control, and alternate path routing. It is a 
promising solution to enhance the capabilities of the Internet without worrying 
about the compatibility issue. 
gid user 
A Overlay n o d # ' �身 
\ z 7 ISP C * Overlay nodes. ^ 
Intern^jk^) 
ti ISP B • El Overlay noci|' ^ [ l l f ^ — • 
Z'z. . ) Overlay node、、為 
End user 
Figure 1.3: Overlay Network 
Service Overlay Network (SON) [12] is an overlay network focused on 
end-to-end service delivery. SON operates at the service level, aiming to offer a 
specified quality-of-service (QoS) to the end-users. SON purchases network 
resources from individual operators and operates a logical end-to-end delivery 
infrastructure. Using link dimensioning and bandwidth reservation schemes, it 
makes sure that enough network resources are always available for a particular 
service contract. Users can therefore get service guarantees via a service level 
agreement (SLA) with the service operator. Analysis for dynamic and static 
bandwidth provisioning is provided in [12]. Note that different applications 
might need different topologies and service constraints, so it is hard for one single 
SON to satisfy all service requirements for all applications. For example, video 
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conferencing and video broadcast both require multicasting, but video broadcast 
can tolerate a longer delay while video conferencing needs a real-time interactive 
response. 
/ Service gateway 
service / 0 - | 1 ~ / 
Overlay / \ J ^ ^ m / \ / 
T s ; /SON g j ^ ^ ^ ^ ^ x / 
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Data n 
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^ , network 
Figure 1.4: Service Overlay Network 
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Figure 1.5: Resilient Overlay Network 
Resiliency Overlay Network (RON) [9] is an overlay network that offers failure 
detection and recovery capabilities. The goal is to enable a group of nodes to 
continue communications in case of link or node failures. RON detects 
problems by probing and monitoring the paths among its nodes. In case of 
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failures, RON selects other paths to forward the traffic immediately. 
X-Bone is a software platform for users to deploy their own overlay networks on 
the Internet. Computers running X-Bone will create IP tunnels across the 
Internet, and discover, configure, and monitor network resources to create and 
manage Internet overlays among them. It has an Overlay Manager for 
maintaining the state of each overlay, and a group of Resource Daemons for 
controlling the resource and service for each overlay network. X-Bone can 
therefore support overlapping networks on a shared infrastructure, each network 
dedicated for one application. 
1.2.5 P2P (Peer-to-Peer Network) 
P2P is a very hot research topic in recent years that changes the landscape of 
distributed computing. In the past, system and network are separate roles or 
components. System makes use of network to support communications, and 
network handles routing and control. P2P establishes logical connection among 
peer computers directly, and cooperate to forward the traffic among them. Each 
peer simultaneously acts as a client requesting a service, a server offering the 
service, as well as a forwarder which helps forwarding the service. P2P can 
therefore be very scalable with all the peers contributing their processing power 
and bandwidth. It is also very flexible and robust since each peer can join and 
leave at will. P2P is not without problems. First, it is difficult to give a 
guaranteed performance, since peers come and go and the bandwidth offered by 
each peer is not guaranteed. Second, network operators find it hard to control 
and charge on the service, hence P2P remains an end-user computing application 
instead of a service offered by a network operator. Third, concerns about 
security and privacy have caused corporations to have hesitation in deploying P2P 
for applications. 
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H End user 
Figure 1.6: Peer-to-Peer Network 
1.2.6 CDN (Content Distribution Network) 
Content Distribution Network (CDN) [33] is a network of servers delivering 
content on behalf of an origin site. Figure 1.7 illustrates a typical CDN. The 
content distribution network consists of many surrogate sites located so that it is 
likely that a client has good connectivity to at least one of the surrogate sites. Each 
client is directed to one of such sites, and obtains good performance even if the 
path between the client and the original server is congested. Each surrogate site 
may contain a single surrogate server or many surrogate servers that cooperate 
with each other. This approach avoids the congestion that can occur in the 
network, and can result in better performance for the client. Another benefit is that 
the processing capacity of the surrogate servers is added to that of the original 
server, which results in the ability to handle many more clients than the original 
server might be capable of handling by itself. Thus the scalability and reliability 
can be improved. Most commercial offerings of CDN are based on the web. Web 
browsing has a large component of static data, e.g., images, static HTML files, 
etc., and is a good candidate for CDN. However, applications that need 
concurrent access from multiple locations are not very suitable for a CDN. Thus, 
access to a shared department database to which updates are frequently made may 
not be possible in a CDN. Applications that have strong security needs are also 
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not good candidates for a CDN. Trusted and secure data may not be the best 
candidate to place on a surrogate. 
Surrogate Server „ . . 
“ » Original Server 
Client m A CDN Distribution Network ) 
^JM^urrogate Server m t 
Figure 1.7: Content Distribution Network 
1.2.7 Comparisons 
Table 1.1 shows how all these architectures are related to one another in terms of 
implementation layer, ownership, service, ease of deployment, and business opportunities. 
We see that each solution has its unique features and merits. For example, AN offers 
programming capabilities, but it is very difficult to be deployed. VPN is very effective for 
supporting private access, but the service is limited to secure delivery. MBone and ESM 
focus on multicast only. SON is a generic overlay architecture that can support multiple 
kinds of applications, but it may be difficult to guarantee QoS to individual applications. 
P2P is scalable to support millions of users, but it is application-oriented instead of a service 
that can generate new business for network operators. Also its performance is highly 
unpredictable. CDN can improve the scalability and reliability of content delivery, but it is 
not suitable for applications that need strong security or concurrent access from multiple 
locations. 
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Table 1.1: Comparison of Different Network Solutions 
TVpe Layer Ownership Service Deployment Business 
AN Router Network Programmable Very Promising but 
operator capabilities Difficult unknown 
MBone Router Network Multicast service Difficult Multicast 
operator channels 
VPN Router Network Private IP access Easy Lease of 
/End operator private network 
system /End-user 
SON Router SON operator Delivery Service with Easy to Premium 
/End QoS agreement Difficult delivery 
system service 
RON Router RON operator Resilient service Medium Resilient 
/End network 
system 
XBone End End-user Customized overlay Easy Specific 
system network application 
ESM End Service Multicast service Easy Multicast 
system operator applications 
P2P End No owner P2P forwarding and Easy P2P 
system delivery applications 
CDN End Content Content delivery Easy Content 




1.3 Active Service Network 
In this thesis, we propose the notion of Active Service Network (ASN), which is a 
service overlay network with "active" capabilities. Figure 1.8 shows the 
architecture of ASN. It consists of a set of service nodes operating on top of the 
Internet, offering value-added services to subscribers. It relates to AN, VPN, 
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and SON in the following manner: 
1. Service Overlay Network — The core of ASN is an overlay network 
implemented on top of the Internet. Unlike SON, ASN offers more than just 
quality of service guarantees and fault tolerant capabilities. 
2. Virtual Private Network - The service network and its subscribers together 
form a virtual network for a specific application. Unlike VPN, the ASN 
offers public service to content providers and clients that can subscribe to 
specific applications. 
3. Active Network - The service nodes are "active" in the sense that it has 
processing power and can implement certain application-specific capabilities 
such as caching, video transcoding, and multicasting. Unlike AN, ASN is 
implemented as an overlay network instead of at the network layer. 
^ E n d user 
End user i f H ^ ^ T Q 
Content provider „ m \ V 
� - ^ f l ^ A - ^ y \ Service^  
\ \ ISPC 
Service ISP A \ 
Service — • t i ^ 
nodeJJ 
7^ \ “ 
End user 
Figure 1.8: Architecture of ASN 
1.4 Motivations and Contributions 
The main motivation of this thesis is to study whether ASN is a feasible 
architecture, propose viable solutions to design problems, and evaluate the 
performance of ASN when supporting value-added capabilities. 
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Network architecture - We present the enterprise model and discuss how ASN 
generates new values for content providers, network operators, and service 
subscribers. Subsequently, we propose a network architecture which is flexible 
for supporting new services over the Internet. 
Application Scenario - We use an application scenario to demonstrate the 
advantages of ASN over the traditional client server approach, and show that ASN 
can offer a better quality of service at a lower cost. 
Design Problems - We formulate the node placement and link dimensioning 
problems for constructing a service network, and propose two heuristic algorithms 
to generate the network topology. We find that allocating service nodes in some 
selected domains instead of all domains can achieve a lower cost. This implies 
that ASN is more economical than the traditional client-server network and the 
end-system network. 
Advanced Capabilities 一 We study how ASN supports advanced capabilities such 
as caching, queuing, multicasting, and failure recovery. Results show that these 
capabilities are useful to enhance the overall network performance. 
1.5 Thesis Outline 
The thesis is organized as follows: 
Chapter 2 discusses about the ASN architecture. We review the Internet 
architecture, and then propose the enterprise model, the network architecture, and 
the system design for ASN. 
Chapter 3 studies the benefit of the ASN approach over the traditional client 
server approach through an application scenario. 
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Chapter 4 discusses the three design problems: node placement, link bandwidth 
dimensioning, and routing. We propose two heuristic algorithms for node 
placement, and find that both algorithms give a very good performance at 
minimizing the overall cost. 
Chapter 5 studies the performance of ASN when supporting some advanced 
capabilities, e.g.，caching, failure recovery, and multicasting. 
Chapter 6 gives the conclusion and some suggestions for future work. 
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Chapter 2 ASN Architecture 
In this chapter, we will discuss the ASN architecture in detail. We will first 
review the current Internet architecture so as to provide an understanding of the 
existing bottlenecks. We then describe the ASN enterprise model to show how 
ASN generates new values for stakeholders. Finally, we will discuss the 
network and system architecture. 
2.1 Internet Architecture 
The Internet is a network of interconnected networks with no centralized authority. 
Internet users subscribe to Internet Service Providers (ISPs), which connect to one 
another through peering networks or transit networks. To facilitate routing 
across this huge interconnection structure, the Internet is organized into domains, 
or autonomous systems (AS's). Routing within a domain are maintained within 
an AS, using an Interior Gateway Protocol (IGP), while routing between domains 
uses a different protocol, usually referred to as Exterior Gateway Protocol (EGP). 
In doing so, Internet routing is greatly simplified. Internet packets are simply 
forwarded to a specific domain, and the domain would take care of the routing 
within the domain. Currently, Border Gateway Protocol (BGP-4) [32] is used as 
the EGP between ASs [13]. Individuals and smaller companies are attached to 
the Internet via an ISP (ISP), and the ISP would use BGP to communicate with 
other ISPs. 
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Figure 2.1: A Three-level Hierarchy of the Internet 
Figure 2.1 shows a three-tier hierarchy of the Internet architecture. At the 
bottom are end users, who typically connect to the Internet via modems (33.6 or 
56kbps), Digital Subscriber Lines (DSL, 128kbps-6Mbps), cable modems 
(128Kbps - 2Mbps), or recently, direct Ethernet connections (10-100Mbps). The 
second layer consists of smaller ISPs (Tier 2 ISPs) that provide network 
connectivity to the end users. Some of these ISPs have their own regional 
networks, while others use leased lines to connect to the bigger ISPs, via higher 
speed T1 (1.5Mbps), ATM (10-155Mbps), or T3 (45Mbps) links. The top layer 
consists of carrier ISPs that are sometimes referred to as Tier 1 ISPs. These ISPs 
own physical networks that span the continent or globe. Their main business is 
to provide network transit for smaller ISPs, or providing network services to large 
business corporations. Currently, their backbone network consists of 
transmission lines in the capacity range of OC-3 (155Mbps) to OC-192 (lOGbps). 
There are two kinds of Internet connections between ISPs: transit and peering. 
Transit refers to a unilateral relation in which smaller ISPs buy bandwidth from 
larger ISPs to connect to the Internet, and use the larger ISP as a transit network. 
Larger ISPs provides routing information to smaller ISPs in the form, "You can 
reach network X through me." Peering refers to a bi-lateral relation between two 
ISPs in which each provides accessibility to its own network for consumers of the 
other. The peering relation is non-transitive, that is, an ISP cannot use the 
peering ISP for routing to the other domains. Furthermore, the peering 
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relationship is kept between two ISPs and not known to the public. 
The three-tier hierarchy helps the Internet to evolve into a enormous and robust 
information infrastructure. However, its strength yields its limitations. Since 
it is designed for scalability, it focuses on stability and robustness instead of fast 
response and meeting individual needs. Hence it has the following 
disadvantages: 
1. Sub-optimal routing — Since the routing is mostly done through transit 
networks, smaller ISPs cannot determine the routing path of a particular 
service. For this reason, ISPs cannot offer a premium service for a 
guaranteed routing performance. 
2. Slow recovery - When a link fails, it takes a long time for BGP to detect and 
broadcast this information. It is reported that it can take minutes to detect a 
failure before rerouting is in progress. 
3. Unicast in nature - The Internet is built mostly with unicast peering links. 
Even though some domains support multicast switching within its domain, 
they seldom open multicast support for inter-domain traffic. Even though 
there is a market for large scale live broadcasting (e.g., conference or TV 
programmes), it is still supported by unicast instead of multicasting. 
4. Inflexible for supporting new services - The Internet is based on the concept 
of peering. Hence an ISP cannot change its equipment without affecting 
other ISPs. For this reason, it is difficult for an ISP to upgrade its routing 
facilities to introduce new capabilities. As a result, even though numerous 
new protocols and technologies have been proposed in recent years, the 
Internet still maintains the same structure and protocols. 
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2.2 ASN Enterprise Model 
The basic idea of ASN is to offer new capabilities on the Internet without 
modifying the existing infrastructure. We first discuss the ASN enterprise model 
and discuss ASN can generate new values for subscribers, and business 
opportunities for network providers. 
Figure 2.2 shows the ASN enterprise model, a framework for parties involved in 
the ASN interactions. There are three domains: Internet Domain, Consumer 
Domain, and Active Service Network Domain. The roles in each domain are 
described below: 
j^ABHHHHHSBBHHHHBBBSHHBP*"* nlimiBUiBLilHI^IlUPM—WMtiMHBIBiffliSltBMSjlMilMBBir 
Customer Domain Active Service Network Domain 
AS 1 _ Active Service Provider ‘ 
Content Provider ： ^^^^^ C Z ^ 
广 Dc Active service nodes 
_ 丨 -…一…I I . : - • � m I - - — — — -
II—. } f- II •一 Ly.. 
AS Client ] ] 丨： ^ • 
I 11 ；— I - Internet Service Provider 
Clients Internet Domain ISPs 
Figure 2.2: ASN Enterprise Model 
• Internet Domain - This domain consists of Internet Service Providers to 
offer Internet facilities to the Clients and Content Providers in the 
Customer Domain, as well as the Active Services providers (ASPs) in the 
Active Services Network Domain. Since ASPs offer new services and 
capabilities, they generate new traffic and values for the Internet. Here, 
we assume that ASPs and ISPs are different entities. In practice, ISPs 
may become ASPs themselves. ISP focuses on providing Internet access 
to clients from one domain, while ASP focuses on operating a 
value-added service network across multiple domains. 
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• Customer Domain - This domain contains two kinds of customers -
Content Providers and Clients. In the Internet, all customers are equal as 
they receive essentially the same service. In our model, content 
providers may request for special capabilities (e.g., multicasting) to 
deliver their content, while clients may pay for a premium requirement 
(e.g., video rate). Hence ASN may offer different but new capabilities to 
content providers and clients. Both content providers and clients use the 
Internet access to connect to an ASN for the new capabilities. 
‘ A S N Domain - This domain consists of Active Service Providers (ASPs) 
who operate ASNs to offer value-added capabilities. ASPs purchase 
bandwidth from ISPs to connect a set of Active Service Nodes (service 
nodes) across the Internet. For simplicity, we assume that each ASN 
supports only one application (e.g., video broadcast) over the set of 
service nodes. In practice, an ASP may operate multiple ASNs using the 
same set of service nodes and the Internet facilities among them. 
Content providers and clients may subscribe to several ASNs for different 
applications. 
ASN benefits content providers, network operators, and service clients. Content 
providers can forward their content to the service provider, and the service 
provider will deliver via a service contract of guaranteed quality of service and 
value-added capabilities. Network operators can operate active service networks 
to introduce new revenue-generating applications. They may purchase 
bandwidth from other network operators. Service clients can enjoy a guaranteed 
quality of services and new applications in the using the Internet. 
2.3 Network Architecture 
Figure 2.3 illustrates the architecture of ASN. It consists of a set of active service 
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nodes operating on top of the Internet, offering value-added services to ASN 
customers (clients and content providers). The service nodes are network elements 
with "active" processing capabilities. They establish unicast tunnels among 
themselves, and form an overlay network to forward the traffic on behalf of the 
customers. We assume that service network is operated by a Service Provider by 
setting the service node equipment at various Internet domains, and purchase 
access bandwidth from Internet Service Providers to connect these service nodes 
into an overlay network. The Service Provider can also purchase some 
bandwidth directly from Internet carriers, but the connectivity to ISPs allow 
service nodes to offer services directly the clients of those particular ISPs. 
Content Service node • • • ‘3 • 
Provider j g f r 5 
(CP) 、 : ' • • • • , ^ 、 、 
I D1 ) • • • Internet 
I f l D2 � 
Figure 2.3: ASN Architecture 
Figure 2.4 shows how a content provider uses the service network to broadcast a 
live programme to multiple domains. A multicast tree is first formed among the 
service nodes. The content provider transmits its stream to service node 1, 
which will forward the stream to service nodes 2, 3，and 4 automatically. At 
each domain, the service nodes will use local multicast facilities to transmit to the 
destinations. Since the inter-domain links do not support multicasting, we see 
several advantages immediately. First, the access bandwidth of the content 
provider is greatly reduced. Second, the content provider does not need to make 
heavy investment on server facilities. Third, the content server no longer serve 
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clients directly, hence its security risks are lowered as well. 
JW 
Service node ’：、*^ : ^ 
A k f ' D I ) \ 广 i ^ : � 
Client - I ^ X . ^ ^ ^ ^ ^ E 
丨丨cr：：：；；^ ^^ ^ ~ M d 
f - Y D 2 、 、 、 A 
V I ^ ^ 
V ^ F 
Figure 2.4: ASN for Content Delivery 
Figure 2.5 shows the traditional model of Internet content delivery. The content 
provider needs to support the traffic for all clients, in which most of them are 
inter-domain traffic. With ASN, the amount of inter-domain traffic is greatly 
reduced as the service nodes will help relaying the traffic. 
Content 
Figure 2.5: Existing Internet Communication Model 
Figure 2.6 shows how an ASN supports multiple content providers simultaneously. 
With the same set of service nodes, content providers can share the costs and get 
better services and capabilities. 
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Service node ^ 丨 3 
篮 D 
Figure 2.6: ASN for Multiple Content Providers 
We would like to make two remarks. First, not all Internet domains will need to 
have service nodes. It depends on whether there are sufficient customers in a 
domain to justify a service node in that domain. This implies that some clients 
would need to communicate to a service node in a remote domain. Second, ASN 
is not limited to client-server applications. Multiparty video conferencing, for 
example, can be supported as shown in Figure 2.7. The conferencing clients will 
send their video to the service network, and the service nodes will perform video 
splitting and merging so as to deliver a combined video to the destination. In 
this way, the client is free from receiving multiple streams and performing its own 
video merging. 
4smr 
7 ^ 1 D2、、、、、、） 一 ° 
Figure 2.7: ASN for Conferencing Applications 
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2.4 System Architecture 
Figure 2.8 shows the system architecture of ASN using a Layer Model. At the 
customer side, the application runs with on top of the Active Service (AS) layer 
and the Overlay layer, and uses the IP layer for communications. The Overlay 
layer handles the actual routing and transmissions functions over the Internet 
among the service nodes. The AS layer communicates with the corresponding 
layer at the service node to request and use the corresponding services and 
capabilities. The Overlay layer will include some end-to-end transport functions 
and can make use of existing transport protocols such as TCP and RTSP. The 
Overlay layer is like an enhanced transport layer with multipoint connectivity and 
value-added routing capabilities. 
value-added services 
to applications 
Application 〔 $ 」 — | A p p l i c a t i o n 
AS AS AS AS 
Overlay Overlay Overlay Overlay 
IP IP IP IP 
Customer Service node Service node Customer 
Figure 2.8: ASN Layer Model 
At the service nodes, the AS layer is supported by external resources (e.g., 
database, caching storage, and processing capabilities). These resources are 
selectively used by the service nodes to provide the value-added services and 
capabilities. Below, we show how ASN supports caching, an example of 
value-added capabilities. 
First, the content provider specifies whether a resource can be cached by the 
service nodes. When that resource is transmitted to a client, it will be stored by 
all the immediate nodes into their caching storage. When the resource is 
accessed again by another client, the request will be intercepted by one of the 
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service nodes, and the service node will forward that resource to the client 
automatically if that resource is still up-to-date. 
Figure 2.9(a) and (b) show the internal structure of the customer and service node 
respectively. Figure 2.9(a) shows that an AS customer can have multiple clients, 
each accessing the same or different active service. The Service Manager of the 
AS layer manages the service ports to support the clients, while the Control 
Manager provides an overall coordination. The Overlay layer is responsible to 
select the appropriate service node for connection, and manages the transmissions 
over the overlay network. 
... ( o ^ Application Layer 
Se^lce I 、厂 一, 
Ports L^ eJ^ ^^ ^^ J^ J ^ 
l ^ i g C ^ ^ ^ m ^ l Active service Layer 
r ？ I r — 
Ccnnectio/^ "^C / ^xCommun ications 
n N- 2 Manrger Overlay Layer 
Manager ^ ^ ^ ^ \ 
； K n 二 
IP Network Layer 
^ —^ Connect to a specific service node 
jerv lce nodej [Service nodej f o r a particular service 
Figure 2.9(a): Architecture of Customer 
Figure 2.9(b) shows that a service node is more sophisticated, as it is responsible 
for supporting communications as well as active services. The Overlay Manager 
maintains connections with the other service nodes and ensures that the overlay 
network is efficient and reliable. It will also handle link failure by detecting 
problems in transmission and automatically selecting other service nodes to 
forward the traffic. In addition to Service Manager and Control Manager, the 
AS layer has the Customer Manager which manages customer sessions, the 
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Capabilities Manager which manages the capabilities available for each customer 
session, and the Resource Manager which manages all the resource (e.g., content, 
network, and external storage) necessary for supporting value-added capabilities. 
Customer Capabilities Resource 
A/anagej:_^ ^Aatiager er c H I 
C S ) C 3 C 3 w Support 
y r ^ DB a Storage 
二 i r C ^ t l s 二 Active Service Layer 
？ T 
C verlay 广 ^ ^ ^Communications 
Manager ^ _ M a r i e i g e r Overlay Layer 
n 31 
IP Network Layer 
grr ^ ~~~ra 
Service node Client 
L � L 一 
Figure 2.9(b): Architecture of Service Node 
2.5 Summary 
In this chapter, we have reviewed the Internet architecture and explained its 
limitations: sub-optimal routing, slow recovery, unicast in nature, and inflexible 
for introducing new services. We proposed an ASN enterprise model and show 
how ASN can offer new values to various stakeholders. Unlike the Internet in 
which all subscribers receive the same quality of service, ASN can offer different 
and newer capabilities to content providers and clients. We discussed the 
network architecture and showed that content providers no longer need to serve 
the clients directly. Hence their upfront investment can be reduced greatly. 
Finally, we used caching as an example to illustrate how ASN can support a 
value-added capability to customers. 
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Chapter 3 ASN vs. Client Server Approach 
In this chapter, we compare the ASN approach with the traditional client server 
approach. We consider an application scenario in Hong Kong, where schools are 
hosting servers to support video streaming. We use an analytical model to show 
that schools can get a better performance at a lower cost by streaming their 
content to a service network for delivery. 
3.1 Application Scenario 
We consider an application scenario in Hong Kong. There are around 1200 
schools, each having its Internet access via an ISP. Most schools have fibre 
access at 10 to 100 Mbps, while the remaining are having ADSL access at 3-6 
Mbps. Currently, schools set up their own servers for public access, and they are 
facing problems with this traditional client-server approach. 
First, school access bandwidth is limited, especially with ADSL in which the 
uplink is only of 512Kbps. During evenings when students access the school 
servers from outside, school links are heavily congested. 
Second, more and more multimedia programmes are hosted on their servers. 
These programmes take up a lot of bandwidth on the Internet link. For example, 
an MPEGl video programme takes up 1.2 Mbps bandwidth. Hence a 10 Mbps 
link can only serve 4 or 5 viewers, and these programmes are introducing great 
delays to other content. 
Third, schools need to upgrade their servers consistently to meet the increasing 
demand from the public. There is a growing concern on security as well. Since 
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school servers are serving clients directly, many cases are reported that school 
servers are hacked by public intruders. 
Schools have thought about relocating their servers to ISPs. However, the school 
would need to access their server at a remote site. Their Internet link will 
become the bottleneck during school hours. 
ASN offers an attractive solution to this application scenario. Schools still host 
their servers, but will use a service network to support content delivery to the 
public. In the following, we use an analytical model to compare the two 
approaches: the client-server approach and the ASN approach. 
3.2 Application Models 
Figure 3.1 shows the two application models. Figure 3.1(a) shows the 
client-server approach in which each school is a content provider (CP). Assume 
that each school has a 10 Mbps link and it would like to use 60% (i.e., 6 Mbps) of 
the bandwidth for video streaming. If each video stream takes 1 Mbps, that 
means each school can support only up to 6 channels at a time. 
CP 0 1 0 d Client j j . i n 
f m , \ M Client 
CP I J I en；) Internet ^ — 
CP • • = ) \ J 凰 Client 
Figure 3.1: Client-Server Approach for Video Streaming 
Figure 3.19(b) shows the ASN approach in which schools will stream the video to 
the service network, and service nodes will deliver to the clients. Note that the 
service network offers a bigger aggregate bandwidth than individual content 
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providers. 
Service nodes 
CP 隱 e ^ e f C ^ ^ e l c i -
� p I 、 C：：)鳳 Client 
國 ‘ / Internet Internet _ 
CP i 0 V^e【I Client 
Figure 3.2: Active Service Approach for Video Streaming 
3.3 Analytical Models 
We use a simple M/M/m/K analytical model to evaluate the two approaches. 
3.3.1 Client Server Approach 
We assume that client requests arrive in a Poisson process, and then each request 
is served with a period that is exponentially distributed. Let m be the number of 
video channels that a school server can support, and n be the number of waiting 
positions in the queue. Then K=m+n is the total number of requests that can be 
accommodated by the school server. In other words, the K+l-th, K+2-th. 
requests will be blocked from the school server. 
Let A be the arrival rate of client requests, and the service rate of each video 
channel be f i . Let j be the number of customers in the system. We have 入广乂， 
nj =j “ for j<m , and jUj = m/u, when j>m. Figure 3.3 shows the M/M/m/K 
Markov model for the client server approach. 
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义 义 / I A / I A 
“ I f j . (m-l)// mju mjLi mju 零 
Figure 3.3: An M/M/m/K Model 
Let 厂=义 Z 爪"<1，and let n�be the probability of the system in status j. At the 
steady state, we have 
；TqA = n^/^ 
K^X + iK^jJ. = ；？! (A + fS) 
冗k-i儿 =兀k哪 
m+n 




几0 二 y m ( m p y I {mpT y n • (3.” 
丄 7=0 y j 爪! 
{mpY ^ 
� { J : (3.2) {mpy . , 
, ； . , „ 兀0， J = /? ’^m + l,m + 2，...’m+n 
and 
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ml (3.3) 
The system will be blocked when all servers and waiting places are occupied. 
So the blocking probability 
Pb � 一 > 。 ） （3.4) 
j=o L 爪!」y=o J-
PbOn,n)=,,、丄、-"， (3-5) 
We give theorems below to study the monotonicity of the blocking probability. 
Theorem 3.1: Suppose p = mju<1,«>0,m>0, P.{m,n)= —, A{n) + B{m)p 
we have: 
(1) Form, > 0 , ( m , , / t ) < ( m , , . 
(2) For n ,>n^> 0, P, ( m , ) < (m, n^). 
It implies that if there are more channels or queuing positions, the blocking 
probability will decrease. 
Proof: 
- ” I -1-1 J 
(1) B{m)=(即） ^i^P) ， ^ > 0 , we first prove B{m) is a monotonically L m ! � 7 = 0 y! 
increasing function of m. 
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风 m + = + + + l j � + (3.6) XI fi XI fu p 
Therefore, when m, > Wj > 0 , « > 0 , 
B{m,) < )，A{n) + B(m�)/?"" <A{n) + B{m,)/?""， (3.7) 
So the denominator of /J, is a monotonically increasing function of m, or P^ is 
a decreasing function of m. Therefore < (w,，n). 
(2) \ V h e n « | >«2 > 0 , w > 0 , p<\, 
,卜1 
= is monotonically increasing for n, where A{n^) > Ain^). 
7 = 0 
(3.8) 
Since < 1, P is also monotonically increasing for n, /?""' > . 
A s PAm,n)= ‘ A{n)-\-B{m)p-" 
Therefore P^ (m,，�) < {m^，n) ’ P^ (m, n) is a decreasing function of n. 
Theorem 3.2: For n=0, P^^im^n) = Pi,(m) . When m is reasonably large, 
logP^(m) is a linear function of m and log /J (m) = log X(m) - log Y(m). 
Proof: 
L e t X { m ) = ^ ^ ^ ^， Y { m ) = ^^^HEL, from Eq. (3.4), we have m\ ^ j\ 
log Pb (m) = log X{m) — log Y{m). (3.9) 
(a) For \ogX{m), 
Since lim(l + 丄)"'=e, when m is large enough, we have (1 + 丄)"'=e. m m 
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log X{m +1) - log X{m) = log [(盼川'=log[( l + - ) " ' p] = log ep . (3.10) 
(m/?)'" m 
Since \ogep is a constant, \ogX{m) is a linear function for m. 
(b) For logr(m), 
Since l i n / y ^ ^ ^ ^ 1 / f | ; ^ ^ ) = l i m ^ = 0，we could get the Talyor (y + 1)! J [m j\ J + i 
Expansion as e'"" = ^ ^ ^ ^ . (3.11) 
7=1 J • 
If mis large enough, log Y{m) = log(玄 «log =m/?. (3.12) 
7 = 0 j ！ 
When P is determined, log ^(爪)is a linear function for m. 
Hence (m) is a linear function of m and log (m) = log X(m) - log Y{m). 
3.3.2 Active Service Network Approach 
We assume that the ASN can serve a total of s schools. Here, we assume that 
there is only one service node to serve all the requests. We will consider the 
performance of ASN with multiple service nodes in later chapters. The total 
number of requests will follow a Poisson process with an aggregate rate Xt=s X. 
Let nis be the total number of channels supported by the ASN, and K s be the 
number of waiting positions in the queue. The service rate of requests will be/Zy 
=j (1 for j<ms, and jlj = msfl when j> rris. 
We see that the same M/M/m/K model can apply to ASN, except that we have iris 
instead of m, Ks instead of A", and the aggregate rate Xt=s X. 
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3.4 Performance Results 
3.4.1 Client Server Approach 
Figure 3.4 illustrates the performance results for the client-server approach, where 
the curve of the blocking probability versus the traffic intensity p 二 入丨 jum for m 
from 2 to 10 is depicted. The queue length n is 0. We see that the blocking 
probability increases as the traffic intensity p increases. On the other hand, 
with the same traffic intensity (X/mju is constant), the blocking 
probability /J decreases as m increases. This means that if a server has more 
channels, it gives a better blocking performance even if the arrival rate increases 
in proportional to m. When m is small, say m=6 in our application scenario,尸办 
is over 0.1 when p is greater than 0.7. This means that a school server can only 
support on average 0.7(6)=4.2 video streams in order to give a blocking 
probability of 0.1. This means that each school can only support 4.2 video 
streams on average even though it has bandwidth for 6 channels. 
… … … 
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Figure 3.5 shows the blocking probability with different queue lengths. We see 
that as queue length n increases, more requests can wait in the queue instead of 
being blocked. The blocking probability will decrease accordingly. 
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Figure 3.5: Blocking Probability with Different Queue Lengths 
3.4.2 ASN Approach 
To compare the two approaches, we assume that m=6 for each school, and the 
total number of channels at the service node is s times of one school, i.e., m尸狐 
Figure 3.6 shows that as the number of schools s increases, the blocking 
probability of ASN decreases. For example at p=0.7，the blocking probability 
decreases from 0.1 to slightly over 10''^  as s increases from 1 to 16. It shows that 
ASN achieves an economy of scale of grouping all the bandwidth from each 
school. Note that here，our results verify Theorem 2, the logarithm of blocking 
probability is a linear function of m^ {iris = sm) as m^ is reasonably large. 
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Figure 3.6: Blocking Probability with the Number of Schools 
Figure 3.7 below shows that for larger number of schools s, we can actually 
operate at a higher traffic intensity. For example when 5=6, we need to p=0.4 to 
give a blocking probability of 10'^. Whereas when s increases to 16, we can 
actually operate p up to 0.6. That means that when s increases, we can support 
more video streams with the same blocking probability. It also means that video 
streams can be supported with the same performance but at a lower cost. 
10�[nnnnnnnnnnnHnHnnnnnHH 言 Hn …HHiHH � ! n i n n 圣丨 
I * » • • ^ ^ _ „, — 
二二:iiii：:二二if二iiiiiJ^ i^ i^ t^f^ iiiiyji^ ilHTftr 畲 
J ； ；--“；；^ ； •J,^:^''：" “ ‘ “ 
I — 二/:::广-:::::^::::::中-^:|〒：：产另妒： I 二 
10 ]iVEnnH”j}fnHninn弹!n_irE幽齒ifinn + s=4 -
11 :^:::::〒：老：：〒：：：:::：；^:::::力：：:尹力产”：：：s=6 > 
赫 y i 郝 } … H n A s=I2 
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Traffic intensity Figure 3.7: Blocking Probability versus Traffic Intensity 
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3.5 Chapter Summary 
In this chapter, we discuss an application scenario to compare the ASN approach 
with the client-server approach, and show that ASN performs significantly better 
by grouping the bandwidth together. We see that the blocking probability 
increases with the traffic intensity, but we can either increase the number of 
channels or the queue length to give a lower blocking probability. Using ASN, 
school video streams can be supported with the same blocking performance but at 
a lower cost, since less aggregate bandwidth will be needed at the service node. 
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Chapter 4 Design Problems 
In this chapter, we study three design problems related to ASN - node placement, 
link dimensioning, and routing. Node placement determines which domains we 
should place the service nodes. Link dimensioning determines the bandwidth 
needed between the service nodes. Routing determines how traffic is routed 
across the service nodes. 
4.1 Problem Definitions 
CP3 
CP1 广 I ^ X 
O N . _ CP4 
\ D1 j Internet 
CP2 
Figure 4.1: Four Domains Connected to the Internet 
Figure 4.1 shows a service network with four domains D1-D4 connected to the 
Internet. There are four content providers CP1-CP4 and 7 Clients A-G. An 
ASN service provider needs to determine where to place the service nodes, and 
determine the bandwidth it needs to purchase from ISPs to support the peering of 
service nodes. The service nodes can then form a service network with 
guarantee resources to support client applications. 
Chapter 4 Design Problems 
Figure 4.2 illustrates an example solution to the design problems: 
1. Node placement - It determines which domains to place the service nodes. 
In this case, service nodes are placed at the domains Dl, D3, and D4. Since 
D2 does not have a service node, its clients uses service node 1 in domain Dl 
for service delivery. 
2. Link dimensioning - It determines the bandwidth needed between peering 
domains. For example in domain Dl, service node 1 will need to have local 
bandwidth serving its content provider CPl and client A. It also needs 
inter-domaiii bandwidth to D2 to serve CP2 and clients F and G, and 
inter-domain bandwidth to domains D3 and D4. The ASN will need to 
purchase all the intra-domain and inter-domain bandwidth from the ISPs. 
Note that the Internet changes its routing paths from time to time, the 
bandwidth available between two domains may change accordingly. Hence, 
it is necessary for the service provider to purchase sufficient bandwidth 
between domains, monitor the changes of bandwidth between domains, and 
request for more bandwidth if necessary to ensure a quality service. 
群 
軸：：：：：！ 
^ � ( 9 r : � � \ Internet 
•nil y � � ��� f A ——�������\ ( D4 M Clients > ^ � � � — ^ E 
CP2 
Figure 4.2: An Example Active Service Network 
3. Routing - it forwards the traffic on behalf of customers. For example in 
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domain Dl, CPl streams its video to service node 1. Service node 1 will 
forward it to domains D3 and D4 via service nodes 3 and 4. On the other 
hand, service node 1 will deliver to clients F and G in domain D2 directly. 
4.2 Related works 
4.2.1 Node placement 
The typical objective of a node placement problem is to determine good locations 
by identifying a set of client clusters. The Euclidean center of each cluster will 
be appointed as the location of server. There are several well-known variants to 
this problem: facility location problem [15] and AT-median problem [16]. 
Facility location problem is an optimization problem for a set of N points, each 
with an associated cost of opening a facility. The problem is defined as 
following: Let N be the number of locations at which facilities may be built, M 
be the set of clients to be served, and building a facility at location i e N incurs a 
cost of j]. We assume that each client j must be assigned to one facility, 
incurring a cost of djC^ where d�denotes the demand of node j , and 
c^j denotes the distance between i and j. The objective is to find a solution (i.e., 
the number of facilities and their locations) that gives the minimum total cost. 
That is, 
Objective: minimize + 乂 少 ( 4 . 1 ) 
i&N JeM 
Subject to: =1 for ; (4.1a) 
ieN 
Xy < X (4.1b) 
A',e{0，l}，少,e{0，l} 
There have been a number of approximation algorithms developed for this 
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NP-hard problem. For example in [15], a p -approximation algorithm is a 
polynomial-time algorithm that always finds a feasible solution with an objective 
function value within a factor of p of optimal. 
In the AT-median problem, K is the number of locations, and the objective is to 
minimize the sum of the distances between each of the N points and the nearest 
facility location. The AT-center problem resembles the A^-median problem, only 
that the optimization criterion is to minimize the maximum distance between the 
"points and the nearest server. 
The A>median problem can be stated as follows. Given N points, we must select 
K of them to be centers (facilities), and then assign each point j &M to the 
selected center that is closest to it. If location j is assigned to a center i^N, 
cost djC.j will be incurred. The goal is to select the K centers so as to minimize 
the sum of the assignment costs. That is, 
Objective: minimize ^ ^ (4.2) 
leW j-eM 
Subject =1 f o r y e M , / e A ^ (4.2a) 
ieN 
(4.2b) 
! > , . 二 A： (4.2c) 
ieN 
The main difference between the K-median and the facility location problem is 
that in A^-median, there are no costs for opening centers. Instead, a number K is 
specified as an input that is an upper bound on the number of centers that can be 
opened. Recently, Charikar and Guha [6] gave a 4-approximation algorithm for 
this problem in the metric space. 
[23] [24] studied the problem of placing cache replicas in the Internet and 
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formulated it as the A^-median problem: Given a specific number of servers, what 
is the best placement that achieves the highest average service level to clients, 
where service level is indicated by access delay from a client to its nearest replica. 
In [23], Qiu et al. proposed several placement strategies: a greedy strategy that 
incrementally places replicas to achieve highest service quality, and a hot-spot 
strategy that places replicas near the clients that generate the greatest load. In 
[24], the authors proposed a max degree strategy by placing replicas in decreasing 
order of nodes' degrees. By simulating over several synthetic and real network 
graphs, they concluded that the greedy strategy performs well. 
Unfortunately, all of these approaches cannot be applied to ASN directly. First, 
Internet users subscribe to domains in which inter-domain bandwidth is much more 
expensive than intra-domain bandwidth. Instead of placing nodes at arbitrary 
positions, we should place service nodes based on the traffic demand in each 
domain. Secondly, ASN is an overlay network over the Internet. The major cost 
is not related to distance, but to the number of service nodes and the bandwidth 
among the service nodes. 
4.2.2 Link Dimensioning 
Link dimensioning determines how much bandwidth is needed to purchase from 
the ISPs to support the service network. ASN purchases access bandwidth with 
certain QoS guarantees from the network providers to build a logical end-to-end 
service delivery infrastructure. In [12], Duan et al. studied the bandwidth 
provisioning problem for an SON which buys bandwidth from the underlying 
network domains to provide end-to-end value-added QoS sensitive services. 
They formulate the problem mathematically, including various factors such as 
SLA, service QoS, traffic demand distributions, and bandwidth costs. The 
problem is very complex and the dimensioning schemes have not been developed 
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yet. In [25], the bandwidth allocation problem is considered by reserving link 
bandwidth for a multi-commodity flow. It offers two approaches, called SPF and 
LCP, trying to find a set of minimum-hop and least-cost paths with sufficient 
bandwidth to support demand between each pair of edge nodes. It allocates the 
link bandwidth to meet the traffic demand in a given Internet topology. 
4.2.3 Routing 
Routing is a rather classical problem, especially when the set of nodes and their 
cost of routing from one domain to another are known. However, the main 
concern of ASN is to introduce new capabilities instead of routing, hence we do 
not need sophisticated routing schemes like OSPF [31] or BGP [13]. Since the 
Internet is doing a good job in routing, the routing in ASN should be as simple as 
possible. This will minimize the service delay as each additional hop at the 
service network will introduce extra transmission delay over the Internet. 
4.3 Problem Formulation 
Instead of studying the problems in a generic way, we focus on the process how a 
service provider operates a service network. A typical scenario is given below: 
1. The service provider considers some applications, and determines the 
value-added services and capabilities to be offered via the service network. 
2. Market research is undertaken to collect the information of potential 
customers. Based on the information, the traffic demand in each domain can 
be determined. 
3. Based on the traffic demand, the service provider can determine the best 
locations for service nodes, and computes the access bandwidth from the ISPs 
for the service nodes. The objective is to minimize the overall cost of nodes 
and links. 
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4. After deployment of service, the service provider will monitor the traffic and 
performance. The service provider can reconfigure the network from time to 
time by adding and removing service nodes, or by increasing or reducing the 
access bandwidth for service nodes. 
We assume that the service provider can obtain the traffic demand, the cost of 
operating the service nodes, and the cost of inter-domain and inter-domain 
bandwidth. Based on this assumption, we develop a cost model for determining 
the minimum cost for setting up an active service network. 
4.3.1 Cost Model 
The cost model has the following parameters: 
• Let D be the set of Internet domains. Domain i g £). 
• Let M be the total number of domains. |D|=M 
• Let S be the set of domains which have a service node. S . For domain i 
that has a service node, we have i s S . 
• Let N be the number of domains that have service nodes. 
• Let R be the matrix of request arrival rates. Rij is the request rate from 
domain i to domain j. Ru is the local request rate in domain i, that is, from 
domain i to domain i. 
• Let B be the bandwidth needed for each request. For example 5=1.2 Mbps 
for MPEG 1 video programmes. 
• Let T be the traffic demand matrix, or T = BR. Ty is the traffic demand 
from domain i to domain j. Tu is the local traffic demand for domain i. 
• Let L be the link cost matrix. Ly is the link cost from domain i to domain j, 
which is the bandwidth cost from domain i to j. La is the local link cost. 
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Since the intra-domain link cost is usually cheaper than the inter-domain link 
cost, we have Ly >Lii.. 
• Let SNi be the service node assigned to serve the clients in domain i. If 
domain i is allocated a service node, then SNi are in domain L The cost for 
the service node to connect to clients will be La. If domain i is not allocated 
a service node, then SNi is at some domain j, and the cost for the service node 
to connect to clients will be Ly, We will discuss on how to assign a service 
node SNi to clients in domain i in Section 4.3.2. 
• Let Fi be the facility cost, the cost involved in establishing and maintaining a 
service node in a domain. 
The total cost is the sum of the facility cost and the link cost. For simplicity, we 
assume that both of them are recurrent. This is because the major costs such as 
bandwidth, facility hosting, and staff etc. are usually charged on a monthly basis, 
and the non-recurrent items such as equipment and software licensing can be 
spread over several years for accounting purpose. We have therefore 
• Total facility cost: the cost to set up and operate all the service nodes. 
• Total link cost: the cost of link bandwidth allocated to meet the traffic 
demand. 
Let Cost(/j) be the total cost to meet the traffic demand J]�from domain i to 
domain j. We can then obtain Cost(/j) as 
Cost(/, j ) = T”�lJlsNi + L�N�sNj + L%^”j� (4.3) 
where L� is the cost for clients in domain i connecting to a service node SNi, 
itSNf 
丄 s N j is the cost for connecting from service node 57V/ to service node SNj, and 
J is the cost for service node SNj to connect clients in domain j. 
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Note that 
D fZ,.. i 本 j 
Lij = . L . _ . ,depending on whether SN, is in domain i, and 抓湖�is the 
sum of links from service nodes S7V/ to SNj, 
The total cost is the sum of facility cost and link cost: 
M M M 
Z ^ k F k E cost(/，j) (4.5) k = \ 1 = 1 7=1 
Our problem is therefore to allocate the service nodes in N out of M domains, and 
then allocate the needed bandwidth while achieving the minimum total cost. That 
is, 
M M M 
Objective: minimize 
k = l /=1 
M 
Subject to: (4.6a) k=\ 
Xk e {0，1}，for each k&M 
where x^  is the binary decision variable: 
if there is a service node in domain /; 
Xk =0, otherwise. 
To allocate N service nodes in M domains, there are cf似 1 二 似！ 
A^  j N\{M-N)\ 
solutions. When 0 « N « M . the exhaustive evaluation on all allocation plans is 
computational intractable. In the next section, we will look into heuristic 
algorithms that give a good cost performance. 
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4.3.2 Network Example 
We use an example to illustrate the computation. We assume a six-domain 
network and Table 4.1 shows the facility cost in each domain. Table 4.2 is the 
example traffic demand matrix. Table 4.3 shows the link cost matrix for one 
domain to another domain. 
~A I B I C I D I E I F 
10000 10000 10000 20000 15000 16000 
Table 4.1: Facility Cost for the Example Network 
To 
~A | B |c ID | E IF 
From A —1900 475 475 — 475 "475 
B 87 348 百 87 ~ 87 —87 
C 401 401 1607 — 401 "401 401 — 
D —438 "4^8 438 — 1755 "438 438 — 
E 118 TTS 118 118 473 118 — 
F I 476 476 476 476 476 190^^~~ 
Table 4.2: Traffic Demand Matrix for the Example Network 
To 一 
"A B C D E F — 
Trom A "l7 53 53 — 100 56 100 
B 38 T " 16 15 "iQO 
"C 34 57 一 33 45 20 5 
D "39 8 5 — 5 "8 LO 
E 69 T " 5 — 26 "25 ~54 
F I 9 I 54 68 85 79 100 — 
Table 4.3: Link Cost Matrix for the Example Network 
For a local domain (e.g., domain A) to meet its local traffic demand, there will be 
two scenarios: 
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Service node If there is a service node in domain A, 
CP the traffic will take one uplink from the 
f ^ W — c o n t e n t provider to the service node, 
i l j J \ and one downlink from service node to 
I Z A ) client. 
Client 
(a) Scenario 1 
Service n o d e _ If there is no service node in domain A, 
CP B g ^ the traffic will take one uplink from 
content provider to a service node in 
^ J k another domain, say B, and one 
� downlink from service node B to 
Client client. 
(b) Scenario 2 
Figure 4.3: Two Scenarios 
The traffic in scenario 1 is intra-domain traffic, while the traffic in scenario 2 is 
inter-domain traffic. Usually the traffic cost in the first one will be much 
cheaper than the second one. 
Traffic link cost in scenario 1 = 1900*(17+17) = 64600 
Traffic link cost in scenario 2 = 1900*(53+38) = 172900. 
Since the facility cost in domain 1 is 10000, the total cost for satisfying the traffic 
demand in domain A will be 
Total cost in scenario 1 = 64600 +10000 =74600. 
Total cost in scenario 2 = 172900. (Since no facility is allocated in domain A) 
Similarly, we can obtain the total link cost for clients in domain i to access the 
content server in domain j. That would include the link for clients in domain i to 
access the service node SN “ the links from service node SNiio node SN-�, and the 
link from service node SN-�to he clients in domain j. 
Note that this cost is dependent on the algorithm for routing from service node i to 
service node j . If there are more links involved, the cost will be higher. 
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4.4 Heuristic Algorithms 
4.4.1 Node placement 
We propose two algorithms for placing the service nodes - the Maximum Demand 
Allocation Algorithm (MD) and the Maximum Saving Allocation Algorithm 
(MS). 
MD tries to allocate service nodes to domains that have a high traffic demand. 
In doing so, the cost will be lower for clients communicating with a local instead 
of a remote service node. The problem with this algorithm is that it does not 
consider the link and facility cost. 
MS computes a parameter called "Saving," which is the gain if the traffic of a 
domain is served by a local instead of a remote service node. Let Ai be the cost 
for local links if the domain has a local service node, be the cost for remote 
links if the traffic is routed to a remote service node, and C, be the facility cost if a 
service node is allocated in this domain, we have 
• Ai = Local domain traffic * Local link cost= D,-,- (La +Lii) 
• Bi = Local domain traffic * Remote link cost = D, (Ly + Lji) 
• C/ = Local facility cost F/ 
We define Saving = B 广 + C/), which is the gain in link coat if the traffic is 
routed locally instead of remotely. We believe that the Maximum Saving 
algorithm will give a better result for node placement and link dimensioning. 
We use both algorithms to compute the costs of having one service node, two 
nodes, and so on, until all domains will have a service node. Then all the costs 
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are compared to determine the set of service nodes that give the minimum cost. 
The two algorithms are given below: 
Maximum demand Allocation algorithm 
0. Initialization: 
Domain set D, domain nuinber M= /D/, 
ASN service node set S = O, N is expectation service node nuinber 
Traffic demand matrix T 
Link cost matrix L 
Facility cost matrix F 
1. Rearrange domains with the traffic demand in descending order, get 
domain set D' 
2 . Select one domain i with the highest traffic demand 
Set a service node to domain i ： i 
Remove i from D' : D'=D'\ {i} 
3. Repeat 2 until |S|= N 
4. Output service node set S 
Maximum Saving Allocation algorithm 
0. Initialization： 
Domain set D, domain number M=|D|, 
ASN service node set S = cJ), N is expectation service node number 
Traffic demand matrix D 
Link cost matrix L 
Facility cost matrix F 
1. For each domain i E D , compute: 
Ai = Local domain traffic * Local link cost= D a (ha +Lii) 
Bi = Local domain traffic * Remote link cost = D a (Lij + Lji) 
Ci = Local facility cost Fi 
Saving = B! - (Ai + Ci) 
2. Arrange domains with Saving in descending order 
3. Select domain i that has the highest Saving 
Set a service node to domain i: i 
4. Repeat 3 until |S|= N 
5. Output service node set S 
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4.4.2 Link dimensioning 
Based on the MD and MS algorithms and the direct routing scheme in 4.4.3, we 
propose the following link dimensioning algorithm. We will show by simulation 
that the resulting network gives a good blocking performance in Chapter 5. 
Link Allocation Algorithm 
0. Input: 
Domain set D, ASN service node set S 
Traffic demand matrix T 
Link cost matrix L 
1. For each domain i E D : 
For each domain j S D that offers domain i traffic demand Ty 
If SNi= SNj： 
Add Tjj to link allocation amount in route SNj j) 
Else: 
Add Ty to link allocation amount in route (i-> SNj -> SNj (j) 
2. Add up the link allocation, output link topology 
4.4.3 Service Routing 
As discussed in 4.2.3，routing in ASN should be as simple as possible. First, the 
ASN focuses on value-added capabilities instead of routing, which is more the 
role of the Internet. In fact, the Internet has done a reasonably good job in 
network routing that ASN should not duplicate its effort. Second, each hop of 
the service network uses Internet for transmission. It means that multiple hop 
routing schemes will introduce excessive transmission delay. We therefore 
propose a simple One-hop Direct Routing scheme in which service node i will 
transmit to service node j directly without passing the other service nodes. 
Figure 4.4 shows an example of the routing scheme. Service node 1 transmits to 
service nodes 2, 3, and 4 directly, and these service nodes will deliver to their 
domain clients accordingly. 
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Service node ^；；；：^ 
C P 
_ 乂 \ ^ t e r n e t Q 一 ^ 
Client E 
^ J j D2 ^ ^ 气 
Figure 4.4: One-Hop Direct Routing 
4.5 Simulation Results 
We use simulations to generate different network configurations, and evaluate the cost 
performance of our node placement, link dimensioning, and routing algorithms. Assume 
that we are given M domains and we have to assign N service nodes to these domains, where 
N is from 1 to M. The input parameters to the simulation experiments are: 
• R- Remote to local link cost ratio 
• L % - Percentage of local link traffic 
• F - Mean facility cost per domain 
• T- Mean traffic demand per domain 
• K-Mean cost for intra-domain link 
Based on these parameters, we generate the traffic demand, facility, and link cost 
for each domain using exponential distributions. We get 
• Fx = Facility cost for domain i 
• Tii = T{\-L%) Intra-domain traffic demand for domain i 
• Tij = Inter-domain traffic demand for domain i to domain j 
• Kii = Intra-domain link cost for domain L 
• Kij = Inter-domain link cost from domain i to domain j 
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4.5.1 Number of Service Nodes to Be Used 
Figure 4.5 shows the cost of the service network versus the number of service 
nodes allocated. The number of domains M is 50，and the number of service 
nodes N varies from 1 to 50. The mean traffic demand of each domain is 200’ 
and the percentage of local traffic L is 50%. The mean intra-domain link cost is 
10，while the mean inter-domain link cost is 500. The link cost ratio R is 
therefore 500/10 =50. The mean facility cost is 100,000. 
Figure 4.5 shows the facility cost, link cost, and overall cost for MS and MD 
algorithms. It shows that if we allocate only a small number of nodes N, the 
facility cost is small but the link cost is very high. This is because if only a few 
domains have service nodes, the other domains will have to forward traffic to 
these few domains. Since inter-domain bandwidth is expensive, the total cost 
will be very high. As we increases N, the total cost decreases rapidly until it 
reaches a minimum. As N further increases, the total cost increases again. This 
is because the facility cost starts to dominate the overall cost. The traffic 
demand in the remaining domains is too small to justify for service nodes. 
Figure 4.5 shows that MS almost always performs better than MD, primarily due 
to the difference in facility cost. This is because MD selects domains with the 
largest traffic demand. These domains may have higher facility costs compared 
with other domains. 
Note that N equals to 1 is equivalent to having one centralized server to serve all 
the domains. This is equivalent to the traditional client server approach, in 
which each content provider serves its own clients over the Internet. The facility 
cost is low, but it will need a huge inter-domain bandwidth. Hence the total cost 
will be very large. 
When N equals to M, it is like an end-system network in which each domain takes 
care of its own routing. We see that the cost is higher for every domain to have 
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its own service node. 
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Figure 4.5: Cost vs. Number of service nodes to be allocated 
Figure 4.6 shows the number of service nodes that will give the minimum cost for 
a given number of domains. We see that the number of service nodes needed is 
less than half of the domains. 
301 3= 1 1 1 1 
0 MS 丨 I : : 
I O MD I ： ! i ： P 
1 i I I j ^ r 
i 2 。 一 . I — 1 — I — , 
I I j i 、\ JM 八:，？ 
^ 丨 丨 丨 丨 丨 、‘ 
5 1 1 1 J I . 
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Domain number 
• mmt-i'. .<immi 、：;tS*、-. 
Figure 4.6: Number of service node used vs. Number of domains 
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4.5.2 Number of Domains 
Figure 4.7 shows the minimum cost of the network versus the number of domains. 
For a given number of domains, we find the number of service nodes allocated 
that will give the minimum network cost. As expected, we see that as the 
number of domains increases, we need more facilities and links and hence the 
overall cost will increase. However, we see that the facility cost increases 
relatively slower as compared with the link cost. 
1 1 1 1 1 
• ！ 1 I I 
0 Facility cost with MD ； ； ； 
O Link cost with MD ； j | 
1 0 - - - - A Total cost with MD - - - j ； j -
+ Facility cost with MS 丨 丨 i 
X Link cost with MS ； ； ： 
_ Total cost with MS i 丨 i 
n • .ill- -- A- -- -- -- -- - - 1 - - - - - - - - - - - 1 - - - - - - - - - - -
i i i i 
： ! ! ： ^ ； ； ^ 
； ; ^ f f — I — -
丨 丨 
� { ^^^ t — 4 — — 
10 20 30 40 50 60 70 
D o m a i n number 
Figure 4.7: Cost versus Number of domains 
4.5.3 Percentage of Local Traffic 
Figure 4.8 shows that the total cost decreases when the percentage of local traffic 
increases. Since the cost for delivering intra-domain traffic is much lower than 
that of inter-domain traffic, the higher the percentage of local traffic, there is a 
linear drop in the link cost and subsequently, the total cost. 
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Figure 4.8: Cost versus Percentage of local traffic 
4.5.4 The Link Cost Ratio 
Link cost ratio R is the inter-domain cost over the intra-domain cost. Figure 4.9 
shows that when R increases, the overall network cost increases accordingly. 
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Figure 4.9: Cost versus Link cost ratio 
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4.5.5 The Traffic Demand 
Figure 4.10 shows that as the traffic demand increases, the overall cost increases. 
In addition, the link cost increases faster than the facility cost. 
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Figure 4.10: Cost versus Traffic demand 
4.6 Chapter Summary 
In this chapter, we have considered three design problems: node placement, link 
dimensioning, and routing. We proposed heuristic algorithms to these problems, 
and show that they give cost good performance in designing the network. We 
showed that if we allocate only one service node, it would be very expensive as it 
will need a lot of inter-domain bandwidth. This implies that the traditional client 
server approach is not an effective solution. On the other hand, we showed that 
we do not need one node for each domain, since not all the domains have 
sufficient traffic demand. In the next chapter, we will evaluate the blocking 
performance of the network designed by these algorithms. 
- 5 7 -
Chapters Performance Evaluation 
Chapter 5 Performance Evaluation 
In this chapter, we evaluate the performance of ASN in terms of blocking 
probability. We use the design algorithms in Chapter 4 to generate various 
service network configurations, and use simulations to evaluate their blocking 
performance. Simulation results show that ASN gives an excellent performance 
in supporting advanced capabilities such as failure recovery, caching, and 
multicasting. 
5.1 Simulation Model 
To validate the effectiveness of our algorithms, we consider a network of 20 
domains. The total traffic demand in each domain satisfies an exponential 
distribution with the mean demand equals to 200. This demand is randomly 
distributed from one domain to all the destination domains. We assume that the 
percentage of the local traffic L is 50%, the mean intra-domain link cost is 10，the 
mean inter-domain link cost is 500, and the mean facility cost is 100,000. Let !)� 
be the traffic demand from domain i to domain j. The requests arrive in a 
Poisson process with the average number of arrivals being Ty in a time unit. The 
service time satisfies an exponential distribution with mean service time equals to 
1 time unit. Each request takes 1 bandwidth unit. 
Figure 5.1 and 5.2 illustrate the topologies generated by the MS and MD 
algorithms. There are 12 service nodes allocated in the network generated by the 
MS algorithm, and 10 by the MD algorithm. While MS achieves a lower cost, it 
allocates more service nodes to the domains. 
Chapter 5 Performance Evaluation 
Figure 5.1: Simulation Topology Generated by MS Algorithm 
(S) ® ® ® 
Figure 5.2: Simulation Topology Generated by MD Algorithm 
We develop simulation programs using SimPy, an object-oriented, process-based 
discrete-event simulation language based on Python [29]. We conduct 
experiments with a normalized traffic demands at 0.2, 0.4, 0.6, 0.8，1.0, 1.2, 1.4， 
1.6, 1.8，2.0, respectively, where 1.0 indicates that the actual traffic demand equal 
to the targeted traffic demand. Based on the traffic demand, we generate arrival 
requests following the Poisson process, and measure the blocking probability 
which is the ratio of the number of rejected requests over the total number of 
requests. 
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5.2 Blocking Performance 
5.2.1 Comparison of Algorithms 
Figure 5.3 shows the blocking probabilities of the two node placement algorithms. 
We observe that at the dimensioned load (normalized traffic demand=1.0), both 
algorithms give a blocking probability close to 0.01. This implies that our node 
placement and link dimensioning algorithms are effective in designing the 
network. 
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Figure 5.3: Blocking Performance of Two Algorithms 
We see that the MD algorithm performs better than the MS algorithm when the 
demand is small, but the difference is significant when the demand approaches 1. 
Consider that MS is of a significantly lower cost (up to 20%) than MD, MS is a 
better algorithm for designing the service network. Subsequently, we will focus 
on the MS algorithm in our results below. 
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5.2.2 Link Bandwidth Allocation 
Figure 5.4 shows that we can increase the link allocation bandwidth to get a better 
blocking performance. If the traffic demand is 1, the blocking probability can be 
reduced from 0.0218 to 0.00138 and 4.5e-5 when the link allocation is increase by 
20% and 50% respectively. It implies that we can always modify the link 
allocations to enhance the blocking performance. 
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Figure 5.4: Performance with Different Link Bandwidth Allocation 
5.2.3 Request Queuing 
Queuing is a common technique to enhance blocking performance. When a 
request arrives at a fully occupied link, it is put into a queue waiting for service 
instead of being blocked. Figure 5.5 shows the blocking probabilities with queue 
capacities of 0，5，10, and 15 in each domain. We observe that queuing can give 
some enhancement of the blocking performance when the demand is small. 
When the traffic demand is high and blocking is significant, the difference made 
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by queuing is insignificant. 
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Figure 5.5: Blocking Probability with Different Queue Capacity 
Introducing queues would introduce extra delay at the service nodes. We show 
the queuing delay with queue capacities of 5, 10, and 15 as in Figure 5.6. When 
the traffic demand is high, the extra delay can go up to 0.1 of the service time. 
Since queuing does not give a significant improvement on blocking performance, 
we do not think that this delay is justified. 
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5.2.4 Alternate Path Routing 
Another technique to enhance blocking performance is by alternate path routing. 
In alternative path routing, if a requested path is not available, the source will 
select another path if possible. Our scheme predefines two service nodes to 
support each domain. The first node is the original one used for fixed path 
routing, and the second node is the one with the maximum link bandwidth to both 
source and destination domains among the remaining nodes. This scheme is 
simple and tries to use an alternate path that has the highest bandwidth. 
Figure 5.7 compares the blocking probabilities of both fixed and alternate path 
routing. Similar to queuing, alternate path routing can give some enhancement 
of the blocking performance when the traffic demand is small, but the difference 
will become insignificant the traffic demand is high. 
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5.3 Advanced Capabilities 
In this section, we study the blocking performance when ASN supports some 
advanced capabilities; namely, failure recovery, traffic caching, and multicasting. 
5.3.1 Failure Recovery 
The Internet is slow in response to failure. ASN can use its network of service 
nodes to offer alternate paths for rerouting when a failure is detected. It will be 
able to offer a non-interrupted premium service to customers if sufficient network 
resource is available. 
To support failure recovery, we assume that each domain keeps a list of service 
nodes that are active, in which one of them is the primary service node. The 
service nodes will send updates to one another, and the primary node will inform 
the clients the list of nodes to be used in case it fails. One simple criterion is the 
amount of residual bandwidth available, but more sophisticated criteria can be 
used. When a domain detects a service node failure, the first backup node on the 
list is promoted to act as the new service node. Consequently, the traffic will be 
sent to the new service node for delivery. 
Figure 5.8 compares the blocking performance with and without failure recovery 
mechanism, with the number of failed nodes equals to 1，2, and 3 respectively. 
During simulation, we assume that the failed service nodes are selected in random 
during the simulation period. 
Interestingly, it seems that without backup nodes, the overall blocking 
performance is slightly decreased when the traffic demand is small. This is 
because with 20 nodes, one node fails implies that the overall blocking is only 
dropped by 5%, which is verified by the results. Still, the backup nodes can 
significantly improve the blocking performance when the traffic demand is small. 
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When the traffic demand is large, the blocking is primarily due to insufficient link 
resource. Whether there is a backup node or not does not affect much the 
performance. 
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Figure 5.8: Failure Recovery with and without Backup Service Nodes 
Figure 5.9 studies the failure recovery problem from a different perspective. 
Instead of averaging the blocking over all domains, we consider the performance 
at the failed domain only. If there is no backup node, the entire domain will fail 
and the blocking in that domain will be 100%. If we have 3 backup nodes, we 
see that the blocking rate for that particular domain can be less than 0.1 if the 
traffic demand is smaller or equal to 0.8. 
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Figure 5.9: Blocking Probability in One Domain with Backup Server 
5.3.2 Caching 
ASN can offer caching capability to enhance content delivery. To evaluate the 
benefit of caching, we assume a simple model with a cache hit rate of r%. That 
is, when a request arrives at a service node, r% of the time the requested data 
would already be in the cache. The data could be delivered to the client 
immediately after confirming that it is a latest copy. The service node can 
provide security and authentication on behalf of the content provider, to make sure 
that the right content is delivered to the right client. 
Figure 5.10 displays the blocking probabilities with cache hit rate at 0，0.2, 0.5 
and 0.8 respectively. We show that even with a small cache hit rate of 0.2，the 
blocking can be significantly reduced. We also see that higher the hit rate, 
smaller the blocking probability. - 6 6 -
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Figure 5.10: Blocking Probabilities with Different Cache Hit Rates 
Cache helps reduce delay as well. The delay is counted by the number of hops 
for a piece of content delivered from the source to the destination. For example, 
a client in domain j would like to retrieve a content in domain i. If the client 
could find the content cached in service node SNj, the hop number is 1. If the 
content is found cached in service node 57V/, the client in domain j could get the 
content via service node SNj, the hop number is 2. Finally, if no content has been 
cached in both SNj and 57V/, the content will need to be retrieved directly from 
domain i via SNi and SNj. The hop number will be 3. Table 5.1 shows that the 
average hop number decreases with the cache hit rate. When the hit rate is 0.8, 
the average hop number is half of that without cache. 
Average Hop number 
Traffic demand Cache Hit Cache Hit Cache Hit Cache Hit 
rate=0 rate =0.2 rate =0.5 rate=0.8 
— 1 . 0 2.460 2.174 1.736 1.295 “ 
Table 5.1: Average Hop Number when Caching 
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5.3.3 Multicasting 
ASN supports multicasting by forming unicast tunnels across the Internet. We 
use a simulation model to study its performance. Assume that each multicast 
session connects a source to K destinations, and these destinations are randomly 
distributed over all domains based on the traffic demand matrix. The source 
domain will form a multicast tree to the destination domains, and the destination 
domains will multicast to its clients. If any one of the inter-domain links does 
not have the sufficient bandwidth, the session is blocked. 
Table 5.2 shows that the blocking performance of multicasting is much better than 
single cast. For small multicast applications, e.g. multiparty conferencing {K < 
5), the blocking is very small even if we double the traffic demand. For larger 
multicast applications, e.g., online classrooms {K from 10 to 50)，the blocking is 
slightly higher but is still significantly lower than single cast. Furthermore, we 
find that the blocking is primarily due to domains that do not have service nodes. 
Single cast is used for these domains, hence the blocking will be higher for larger 
number of participants. 
Blocking probability Traffic ^ demand Multicast 5 Multicast 10 Multicast 50 Single cast 
users per time users per time users per time 
1.0 0 0 0 0.02180 
1.2 0 0 0 0.09756 
1.4 0 0 0 0.17122 
1.6 0 0 0 0.25381 
1.8 0 0 0.0153 0.32529 
2.0 0.03235 0.214 0.3911 
Table 5.2: Performance for small scale multicasts 
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Table 5.3 shows the performance of large scale multicasts, e.g., symposiums and 
conferences {K>50). Here we conduct experiments only for those domains that 
have a service node. We see that the blocking probabilities drop to zero for all 
the multicast experiments. This is because the service node needs only to 
transmit a stream to the service nodes of the other domains, and these service 
nodes will multicast to the participants in those domains. 
Blocking probability Traffic demand Multicast 50 Multicast 200 Multicast 500 Single cast 
users per time users per time users per time 
0.2 0 0 0 0 
0.4 0 0 0 0 
0.6 0 0 0 0.000137 
0.8 0 0 0 0.001489 
1.0 0 0 0 0.02180 
1.2 0 0 0 0.09756 
1.4 0 0 0 0.17122 
1.6 0 0 0 0.25381 
1.8 0 0 0 0.32529 
2.0 0 0 0 0.3911 
10 0 0 0 0.7919 
Table 5.3: Performance for large scale multicasts 
5.4 Chapter Summary 
In this chapter, we use simulations to evaluate the performance of active service 
network. We first showed that the proposed node placement and the 
dimensioning algorithms achieve a very good blocking performance at a given 
traffic demand. Secondly, we showed that both request queues and alternate path 
routing offer some enhancement of blocking performance when the traffic demand 
is low, but the difference will be insignificant when the demand is heavy. Third, 
we show the performance of ASN when supporting three advanced capabilities -
failure recovery, caching, and multicasting. We show that ASN can maintain a 
- 6 9 -
Chapter 5 Performance Evaluation 
low blocking probability in case of node or link failures. Caching can improve 
the blocking performance and reduce the service delay significantly. Finally, 
multicasting is useful for supporting large-scale conferencing applications, 
connecting thousands and millions of end-points simultaneously. 
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Chapter 6 Conclusion 
This thesis studied Active Service Network (ASN), a service overlay architecture, 
to offer advanced capabilities on top of the Internet. We addressed the design 
problems and proposed heuristic algorithms that give good blocking performance. 
We showed that ASN offers new values that benefit content providers, network 
providers, and service clients. 
6.1 Contributions 
While the IP network has emerged as an integrated network that promises the 
convergence of voice, data and video applications, the actual delivery of these 
applications is limited because of the difficulties in introducing new network 
capabilities. ASN is a promising idea to introduce advanced value-added 
services and innovative applications on the Internet. Our contributions to the 
study of ASN include: 
(1) Conceptualization 一 We propose ASN as a service network with active 
processing capabilities, which is unique in the sense that other proposals have 
either focused only on a specific aspect (e.g., SON for quality, RON for fault 
tolerant), or requiring the upgrade of equipment (e.g., VPN, AN). 
(2) Design Algorithms - We propose the node placement, link dimensioning, and 
routing algorithms for service providers to set up and operate an active service 
network. 
(3) Performance Evaluation - We perform simulations to show that ASN can give 
a very good performance at the dimensioned traffic demand, hence implies 
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that our design algorithms are effective. 
(4) Advanced Capabilities - We study the performance of ASN for supporting 
advanced capabilities such as failure recovery, caching, and multicasting. 
We show that ASN performs better than the Internet in supporting these 
capabilities. 
6.2 Future works 
ASN offers new business and research opportunities. We have shown that ASN 
is a feasible architecture to offer new and advanced capabilities. We have 
proposed algorithms for node placement, dimensioning and routing. We have 
also evaluated its performance under various operating conditions. Still, there 
are many problems for future work. 
1. Implementation - It would be interesting if we can implement an actual 
system for some applications, so that we can demonstrate some of the 
advanced capabilities described in this thesis. The implementation would 
also unveil problems when ASN is deployed for service. 
2. Network Design - Currently, we proposed two heuristic algorithms for node 
placement. It would be interesting to see if there are other algorithms that 
could perform better in terms of cost and blocking performance. Note that if 
an algorithm requires less facility and link cost, its blocking performance 
could be less favorable because of less network resources. 
3. Multiple Hop Routing - Currently, we assume a one-hop direct routing 
scheme, in which a source service node routes directly to a destination node 
without passing through an intermediate node. When the number of 
domains is very large or has a large geographical coverage, it makes sense to 
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use multiple-hop routing over the service network. 
4. Network Management - It would be interesting to study how an ASN is 
managed to give a robust and reliable performance. For example, it could be 
a challenging problem to study how resources are allocated to each service 
session, especially when a service node needs to support different 
applications. Scheduling schemes would be needed in each service node to 
prioritize the transmissions. 
5. Peer to Peer (P2P) - P2P is very attractive that it does not require centralized 
planning and management of resources. It would be interested if we can use 
P2P to coordinate the network of service nodes, so that service nodes can be 
added or deleted automatically. 
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