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The structure of semiorders and interval orders is investigated and various 
characterizations are given. These ideas are then applied to prove that the dimen- 
sion of a semiorder is at most 3, to characterize semiorders of dimension 3 and 
height 2, and to prove Hiraguchi’s Theorem. 
1. PRELIMINARIES 
A partially ordered set or poset is an ordered pair (X, P) where P is an 
irreflexive, asymmetric, and transitive relation on X. In this paper X will 
always be a finite set. If Y C X then (Y, P Iy) is called the restriction of (X, P) 
to Y where P Iy = P n (Y x Y). If P and Q are both partial orders on the 
same set X with P C Q then Q is called an extension of P and P is called a 
subrelation of Q. Two elements x and y of X are incomparable if neither 
(x, I?) E P nor ( y, X) E P. This is written x izr y. An antichain of (X, P) is a 
subset of pairwise incomparable elements. A chain is a subset with no two 
elements incomparable. The height of (X, P), written h(P), is one less than the 
number of elements in a chain of maximum size. The width, w(P), is the 
number of elements in an antichain of maximum size. 
P is called a linear order if w(P) = 1. P is a weak order if (x, y) c P implies 
(x, 2) E P or (2, y) 6 P for all z in X. If (x, JJ) E P and (z, W) E P together 
imply (x, w) E P or (z, -v E P then P is called an interval order. If (x, JJ) E P 
and ( y, z) E P implies (w, Z) E P or (x, W) E P for all w in X, then P is a D 
order. (D orders are sometimes called semitransitive orders in the literature 
[lo].) A semiorder is an interval order which is also a D order. These families 
may be characterized in another, more intuitive fashion. 
Figures 1 to 4 contain the Hasse diagrams of various partially ordered 
sets. P is a linear order iff no restriction of it is isomorphic to the Hasse 
diagram in Fig. 1. P is a weak order iff no restriction is isomorphic to Fig. 2. 
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P is an interval order iff no restriction is isomorphic to Fig. 3. P is a D order 
iff no restriction is isomorphic to Fig. 4. Finally, P is a semiorder iff no restric- 
tion of it is isomorphic to either Fig. 3 or Fig. 4. 
FIGURE 1 FIGURE 2 
I I 
FIGURE 3 FIGURE 4 
The idea of a semiorder was introduced by Lute [14] in his study of 
intransitive indifference. The term “interval order” is due to Fishburn and 
is descriptive of the representation theorem for interval orders that he proved 
[7], Semiorders and interval orders have arisen in a variety of diverse contexts. 
For some examples, see [1,4, 8, 10, 12, 13, 15, 17-221. 
Dushnik and Miller [6] defined the dimension of a poset (X, P), written 
d(P), as the minimum number of linear orders whose intersection is precisely 
P. A linear extension of P is an extension which is a linear order on X. The 
dimension of P is also equal to the minimum cardinality of a set of linear 
extensions of P with the property that for every a, b E X such that a m b, 
each of (a, b) and (b, a) is contained in at least one linear extension in the 
set (see [5]). 
(X, P) is said to be dimension reducible if the dimension of some proper 
restriction is the same as d(P). If this is not the case then P is called dimension 
irreducible or just irreducible. The dual (X, P,) of (X, P) is defined as follows: 
(x, y) E P, if and only if ( y, x) E P. If A and B are two disjoint sets which 
are linearly ordered by L and M, respectively, then LM will represent the 
linear order L u M u (A x B) on A u B. 
2. CHARACTERIZATIONS OF INTERVAL ORDERS AND SEMIORDERS 
For any poset (X, P) we define two functions which each assign to every 
element of X some subset of X. H*(x) = { y 1 xPy} and H*(x) = { y / yPx} 
are called the lower and upper holdings of x, respectively. H,(X) = 
{H,(x) I x E X] is called the collection of lower holdings of (X, P). The 
collection of upper holdings, H*(X), is defined analogously. It is important 
to note that x is contained in neither H*(X) nor H*(x) since P is irreflexive. 
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THEOREM 1. The collection of lower holdings of (X, P) is linearly ordered 
by strict set inclusion if and only if the same is true of the upper holdings. 
Proof: Suppose H,(X) is linearly ordered by set inclusion but for some 
a and b in X, H*(a) and H*(b) are incomparable. Then for some c E H*(a) 
and some d E H*(b) we have c 6 H*(b) and d $ H*(a). Since this implies that 
H,(c) and H,(d) are incomparable we have a contradiction. The converse 
is similarly proved. 1 
THEOREM 2. (X, P) is an interaal order if and onIy if H,(X) and H*(X) 
are linearly ordered by strict set inclusion. 
Proof: Let us suppose that P is an interval order with H,(a) and H,(b) 
incomparable for some a and b. Thus there exist c and d such that c is in H,(a) 
but not in H,(b) and d is in H,(b) but not in H,(a). In other words, (a, c) E P 
and (b, d) E P but neither (a, d) E P nor (b, c) E P. This is not possible in an 
interval order. Therefore H,(X) is linearly ordered and so is H,(X) by the 
previous theorem. The converse is proved similarly. fl 
Suppose A and B are any two disjoint subsets of X. We will denote by 
A t B any linear extension L of P such that for all a E A and all b E B, 
(b, a) E L if b a a. We will call this linear extension the injection of A by B. 
It does not in general exist as the following example shows. Let X = {a, b, c, d} 
and P = {(a, b), (c, d)}. Choose A = {a, c} and B = {b, d}. It is clearly 
impossible to form A t B. It is noteworthy that P is not an interval order in 
this case. 
THEOREM 3. (X, P) is an interval order if and only if the injection of A 
bqj B, A t B. exists for every two disjoint subsets A and B of X. 
Proof. See Rabinovitch [16]. 
An arbitrary poset (X, P) will in general have many extensions. We 
will single out two for special attention which are in some sense natural. 
P, and P* are called the extensions induced by the lower and upper holdings, 
respectively, and are defined as follows: 
(1) If ! H,(a)1 > I H,(b)1 then (a, b) E P, ; If / H,(a)1 = I H,(b)/ and 
I H*(a)1 < I H*(b)/ then (a, b) E P, . 
(2) If 1 H*(a)/ < 1 H*(b)1 then (a, b) E P*; If / H*(a)1 = I H*(b)/ and 
1 H,(a)! > j H,(b)/ then (a, b) E P*. 
Note that 1 H,(x)1 is merely the number of elements lying under x. It is clear 
that P, and P* are extensions of P. In the following theorem it is shown that 
they are both weak orders as well. 
THEOREM 4. For any (X, P) both P, and P* are weak orders. 
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The proof is routine and is omitted. 
A poset (X, P) is said to have no duplicated holdings if H,(x) = H,(y) 
and H*(x) = H*(y) implies x = y. Since 1 H,(x)\ = [ H,(y)1 implies 
H,(x) = H,(y) for P an interval order (and similarly for the analogous 
statement about upper holdings) we have the following theorem, whose 
proof is omitted. 
THEOREM 5. If (X, P) is an interval order, then P* and P* are linear 
extensions of P if and only if P has no duplicated holdings. 
THEOREM 6. An interval order (X, P) is a semiorder if and only if either 
(1) H,(a) C H,(b) implies H*(b) C H*(a) for all a, b E X, or 
(2) H*(c) C H*(d) implies H,(d) c H,(c) for all c, d E X. 
Proof. If (X, P) is a semiorder with H,(a) C H,(b), let us suppose that 
H*(a) C H*(b). Then for some x, (x, b) E P but (x, a) $ P but (x, a) $ P. 
Since H,(a) C H,(b) there is an element y such that (b, y) E P but (a, y) 6 P. 
This is a contradiction. The other parts of the theorem are proved similarly. 1 
THEOREM 7. An intercal order (X, P) is a semiorder ifand only ifP, = P*. 
Proof. Suppose P is a semiorder and (a, b) E P, . Then either H,(b) C 
H,(a) or H,(a) = H,(b) and H*(a) C H*(b). In the first case we apply the 
preceding theorem to get H*(a) C H*(b). Therefore (a, b) G P*. In the second 
case we immediately have (a, b) E P *. We have shown that P, C P*. It 
remains to demonstrate that P* C P* . This is done in the same way. The 
proof of the converse presents no difficulties either and is omitted as well. 1 
3. SOME ELEVATION AND DEPTH THEOREMS 
At this point it is useful to define two more functions and to examine some 
of their properties. The elevation of an element x, e(x), is the number of 
elements in a chain of maximum length lying under x. The depth, d(x), is 
the number of elements in a chain of maximum length lying over x. If x is 
a maximal element then d(x) = 0. If y is a minimal element then e(y) = 0. 
The elevation and depth functions are useful devices for classifying the 
elements of a poset. The proof of the following theorem is routine and is 
omitted. 
THEOREM 8. Let (X, P) be a poset of height r. Then 
(1) xPy implies e(x) > e(y) and d(x) < d(y) 
(2) 0 < e(x) + d(x) < r for all x in X. 
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THEOREM 9. Let (A’, P) be a weak order of height r. Then e(x) + d(x) = r 
for all x. 
Pro05 Omitted. 
THEOREM 10. Let (X, P) be a semiorder of height r. Then r - 1 < 
e(x) + d(x) < r for all x. 
Proof. If e(x) 3 r - 1 then the theorem is established immediately. 
Therefore we may assume that e(x) < r - 1. Since h(P) = r, there is a 
chain C of length r + 1 and an element a in C such that e(a) = e(x). Clearly 
d(a) = r - e(x). There are two other elements c and b in C such that 
(c, b) E P, (b, a) E P with d(c) = r - e(x) - 2 and since e(a) = e(x) we know 
that (x, a) 6 P. Hence (c, x) E P and d(x) 3 (r - e(x) - 2) + I = 
r - e(x) - 1. So e(x) + d(x) > r - 1 and the theorem is proved. l 
THEOREM Il. Let (X, P) be an interval order of height r. Then e(x) + 
d(y) > r + 1 implies (x, y) E P. 
ProoJ: Suppose e(x) = m and d(y) = n. Then for some a, ,..., a, and 
b 1 ,..., b, we have xPb,Pb, ... b,-,Pb, and anPan--lPan--g ..a alPy. If x is 
not over y then a, must be over b, , so we have a chain of length m + n > 
r + 1, a contradiction. 1 
THEOREM 12. Let (X, P) be a semiorder. Then 
(1) e(x) > e(y) + 1 imp&s xPy; 
(2) d(x) < d(y) + 1 implies xPy. 
ProoJ Only the proof of the first assertion will be presented. 
Since e(x) > e(y) + 1 2 1, u and w in X can be chosen so that xPuPw, 
e(u) = e(x) - 1 and e(w) = e(x) - 2. If (x, y) $ P then (y, M’) E P. Then 
e(y) > e(Ms) = e(x) - 2. But e(y) + 2 > e(x) > e(y) + 1 is impossible. 1 
We now introduce one final bit of notation. For any poset (X, P) let 
X(i,j) represent the set of elements with elevation i and depth j, that is, 
{x 1 e(x) = i and d(x) = j). 
4. THE DIMENSION OF SEMIORDERS 
In our study of the dimension of semiorders we will require the following 
theorems whose proofs may be found in [3 and 91. 
THEOREM 13. If (X, P) is a poset with w(P) > 1 and there are partial 
orders PI and Pz of subsets of X such that P = P, u Pz and PI n P, = o 
then d(P) = max{d(P,), d(P,), 21. 
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THEOREM 14. If Y C X then d(P I Y) < d(P). 
THEOREM 15. d(P) < W(P). 
THEOREM 16. If a is a maximum or minimum element of (X, P) then 
d(P) = 4p Ix-a). 
THEOREM 17. If distinct a and b have the same upper and lower holdings, 
then d(P) = max{d(P (&, 2). 
THEOREM 18. Let x be a maximal and y a minimal element of (X, P) 
with x @ y. Then d(P) < d(P Ix--I--y) + 1. 
THEOREM 19. If C, and C, are chains of (X, P) such that no member of 
C, is comparable with any member of C, , then d(P) f d(P lx-c,--c,) + 2. 
Theorem 13 shows that, with respect to dimension, there is no loss of gene- 
rality in considering only connected posets. Henceforth, all posets considered 
will be connected with no explicit mention being made of this fact. 
The following theorem, which in essence characterizes the dimension 
of semiorders of height 1 (and therefore interval orders as well) is surprising 
since there exist posets of height 1 having arbitrary dimension. 
THEOREM 20. If (X, P) is a semiorder of height 1 then d(P) < 2. 
Proof. Clearly X = X(1,0) u X(0, 1). Let L, = X(1,0) +- X(0, 1) and 
L, = X(1, O)D X(0, l)“, where X(1, O)D and X(0, 1)” are the linear orders 
on X(1,0) and X(0, l), respectively, that are dual to the induced orders on 
these sets in L, . It is easily seen that P is equal to the intersection of the 
linear orders L, and L, . 1 
The situation for semiorders of arbitrary height is somewhat more com- 
plicated. Let (X, P) be a semiorder of height r. Then by Theorem 10 we 
know that X=X(~,O)UX(~-~,O)UX(~-~,~)UX(~-~~~)U-~~U 
X(O,r-l)uX(O,r) since X(i,j)= i2r for i+j<r-1 and i+j>r. 
By virtue of Theorem 12 it is possible for elements of X(&j) with i + j = r to 
be incomparable with elements of the following sets only: X(i + 1,j - I), 
X(i,j - I), X(i - l,j), and X(i - 1,j + 1). For i + j = r - 1, the four 
sets are X(i + 1, j - I), X(i + 1, j), X(i, j + I), and X(i - 1,j + 1). 
Naturally it is possible for one or more of these sets to be empty or undefined 
but this causes no difficulty. 
LEMMA 1. (X, P) is a semiorder whose height is an even number. Then 
d(P) < 3. 
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ProoJ: Consider the following three linear extensions of P: 
L, = {X(r, 0) +- X(r - I, l)}{X(r - I, 0) +- X(r - 2, I)HX(r - 2, 2) 
c X(r - 3, 3)) *.. (X(r - 3, 2) +- X(r - 4, 3)}(X(1, r - 2) 
c X(0, r - 1)) X(0, r). 
L, = X(r - 1, 0) X(r, O){X(r - 1, 1) +- X(r - 2,2)}{X(r - 2, 1) 
c X(r - 3, 2)) *a* (X(r - 3, 3) +- X(r - 4,4)1(X(1, r - 1) 
t X(0, r)} X(0, r - 1). 
L, = X(r - I, 0)” X(r, O)O X(r - 2, l)D X(r - 1, l>D X(r - 3,2)O X(r - 2, 2) 
... X(0, r - 1)” X(1, r - l)D X(0, r)D. 
X(i,#’ represents the order on X(i,j) dual to Lzlx(i,j) . L, , L, , and L, 
are linear extensions of P and it may be checked that for every a, b E X 
with a ia b we have each of (a, b) and (b, a) in at least one of the linear exten- 
sions. Therefore P = L1 n Lz n L3 and the lemma is established. l 
THEOREM 21. (X, P) is an arbitrary semiorder. Then d(P) < 3. 
Prooj Every semiorder is the restriction of some semiorder of even height. 
The theorem follows upon applying the preceding lemma and Theorem 14. 1 
The question which now immediately arises is whether there are any semi- 




S, and S, are due to W. T. Trotter while S, may be found in Baker et al. 
[I]. All three are dimension irreducible and of height 2 and are, furthermore, 
the only semiorders of dimension 3 with these properties, as asserted in 
Theorem 25. 
A diagonal element .x of a poset (X, P) with h(P) = r is one with 
e(x) + d(x) = r. If (X, P) consists only of diagonal elements then it is called 
a diagonal poset. If x is a nonmaximal diagonal element of any poset (X, P) 
then there is at least one diagonal element y with yPx such that e(y) = 
e(x) + 1. Similarly, if IV is a nonminimal diagonal element there is at least 
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one diagonal element z with WPZ and e(w) = e(z) + 1. Since a necessary 
condition for a poset to be irreducible is that it have no duplicated holdings, 
it will suffice to consider only semiorders with no duplicated holdings in 
what follows. This fact will be used without further mention. Also, all semi- 
orders considered have height 2. 
LEMMA 2. Let (X, P) be a diagonal semiorder. Then either X(1, I) = 
A v B where A n B = @ and each element of A is under every element oj 
X(2,0) and each element of B is over every element of X(0,2) or (X, P) contains 
an isomorphic copy of S3 . 
Proof. Suppose there exists no such partition of X(1, 1). Then there must 
be elements c1 E X(2,0), dI E X(1, l), and e, E X(0, 2) such that c1 m dI 
and dI ~j r, . Since every element of X(1, 1) must be under at least one element 
c, in X(2,0) and over at least one element e2 of X(0, 2), let c,Pd, and dIPez . 
Since every element of X(2,0) must be over at least one element of X(1, I), 
let d2 E X( I, 1) such that c,Pd, . Since P is a semiorder, czPd, . Similarly, 
there exists d3 E X(1, 1) such that dsPe, . Hence d,Pe, . If c,Pd, and d,Pe, 
then we are done. Suppose c,Pd3 but d, m e2. Then there must be some 
e3 E X(0, 2) such that d,Pe, . Using the properties of semiorders we get 
that dIPe, , d,Pe, , and c,Pe, and hence are done. See Fig. 6. The other cases 
are handled similarly. fl 
FIGURE 6 
THEOREM 22. A diagonal semiorder (X, P) either contains an isomorphic 
copq’ of S, or else has dimension at most 2. 
Proof. Suppose (X, P) does not contain S3 . Then X(1, 1) = 
A u B where A and B satisfy the conditions of the lemma. Let 
L, = (X(2, 0) +- B}(A +- X(0, 2)) and L, = X(2, O)D ADBDX(O, 2)D. 
L, and L2 are linear extensions of P with P = L, n L, so d(P) < 2. 1 
THEOREM 23. Let (X, P) be a semiorder such that X(2,0), X( 1, l), X(0, 2) 
and X(1,0) each contains exactly one element. Then d(P) = 2. 
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ProoJ: Let a be the unique element in X(1, 0). Since there are no dupli- 
cated holdings, there are at most two elements in X(0, 1). If there is at most 
one element, then the theorem is proved by applying Hiraguchi’s theorem 
(see Theorem 28). Hence we can assume there are two elements b, , b, such 
that aPb, and a D b, . Let xi=X(i,2-9 for i=O,l,2. Let Z.,= 
ax,b,x,x,b, and L, = x,b,x,ax,b, . It is easily checked that P = L, n L? . 1 
THEOREM 24. Let (X, P) be a semiorder such that X(2,0), X(1, 1) and 
X(0, 2) contain exactly one element each. Either (A’, P) contains an isomorphic 
copy of’s, or S, or else it has dimension at most 2. 
ProoJ: Suppose X(1,0) and X(0, 1) contain at least two elements each. 
Case I. There exist a, b in X(1,0) and c, d in X(0, 1) such that aPc, 




Case ZZ. There exist a, b in X(1,0) and c, d in X(0, 1) such that UPC, 
a o d, b o c, b D d. In this case P contains an isomorphic copy of S, . 






These are the only two cases. If at least one of X(1,0) and X(0, 1) contains 
no more than one element, then d(P) < 2 by the previous theorem. 1 
Now let us suppose that (X, P) does not contain a subsemiorder isomorphic 
to either S, , S, , or S, . A necessary condition is clearly that X(1, 1) can be 
decomposed into A and B satisfying the conditions stated earlier. If X(1, 1) 
consists of just one element, then so do X(2,0) and X(0,2) [since otherwise 
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we will get duplicated holdings] and therefore d(P) < 2. Let us assume that 
X(1, 1) contains at least two elements. If either X(2,0) or X(0,2) contains 
one element then d(P) = 2. We can now assume that each of X(2,0), X(1, l), 
and X(0,2) contains at least 2 elements. Now there remain exactly two cases 
to consider. 
Case I. There exist no c E X(1, 0) and d E X(0, 1) with cPd. Then d(P) = 2 
since if L1 = X(1, 0)(X(2, 0) t B}{A t X(0, 2)) X(0, 1) and L, = 
X(2,O)O X(0, l)D ADBDX(l , 0)N X(O,2)O then P = L, n L, . 
Case II. There exist c E X(1, 0) and d E X(0, 1) with cPd. There exist 
x1 , x2 E X(2,0), y1 , yz E X(1, 1) and z E X(0,2) with x,Py, , xlPyz , xzPyz , 
x2 E y1 , y,Pz, and ~3~ ia z. P restricted to the seven-element subset 
{x1 , .Y~, J'~, y, . c, d, z> is isomorphic to S, . Therefore we have proved the 
following theorem. 
THEOREM 25. A semiorder of height 2 has dimension 3 is and only if it 
has a restriction isomorphic to S1 , S, , or S, . 
5. HIRAGUCHI'S THEOREM 
Hiraguchi’s Theorem, which gives a sharp upper bound on the dimension 
of a poset in terms of its cardinality, is one of the major theorems of dimen- 
sion theory. See Hiragnchi [9], Bogart [3], and Kimble [l l] for proofs of it. 
The proof presented here is distinctly different from the other three although 
it relies on some computations performed by Hiraguchi in his proof which 
are not repeated here. 
LEMMA 3. Let A4 be the set of maximal elements of an interval order 
(X, P). Then d(P) < d(P lx-&,) + 1. 
Proof. Suppose d(P IX-&,) = k and P = L1 n ..’ n Lk. Then P = 
{M-(X- A4)}nMDL,n ... n MDL, establishes the lemma. MD is 
merely shorthand for the linear order on M dual to the order on the elements 
ofMin M+(X- M). a 
THEOREM 26. If (X, P) is an interval order with h(P) = r > 1 then 
d(P) < r + 1. 
Proof. The theorem has already been established for r = 1. Suppose it 
is true for r = k. Then it must be true for r = k + 1 since the preceding 
lemma shows that the removal of the set of maximal elements drops dimension 
byatmost 1. 1 
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See [16] where it is shown that r + 1 may be replaced by 1 + log,(r + 1). 
This result is probably not best possible either. 
LEMMA 4. If (X, P) is an interval order with h(P) = 2 then d(P) < & / X I. 
Proof. The previous theorem assures us that the dimension is at most 3 
so the only cases to check are 1 X 1 < 5. Since the height is 2 there must be 
a chain of 3 elements. This observation is sufficient to establish the theorem 
for ) X / = 3 and 4. The proof will be completed by showing that dimension 3 
is not possible on 5 points. Necessary conditions for dimension 3 are at 
least 2 maximal and at least 2 minimal elements, width of at least 3, and no 
duplicated holdings. These conditions cannot all be satisfied simultaneously 
with 5 elements. 1 
THEOREM 27. If the interval order (X, P) has at least 4 points, then 
40 <81x1. 
Proof. Suppose that the theorem is true for all heights less than k. If 
(A’, P) has height k, remove the set M of maximal elements. d(P) < 
d(P IX& + 1. It may be assumed without loss of generality that ! M ! 3 2. 
By the induction hypothesis, d(P IX-,,,) < $(I A’ I - / M I) < i I X 1 - 1. 
Thusd(P)<&/X). 1 
THEOREM 28 (Hiraguchi). Let (X, P) be a poset with ) X 1 > 4. Then 
d(P) < 4 / X 1. 
ProoJ The proof will proceed by induction. It must first be established 
that the theorem is true for / A’ 1 < 7. See the original paper by Hiraguchi 
for the details of this. Suppose now that the theorem is false. Then there is 
some poset (A’, P) such that d(P) > 4 ) X / where I X ) > 8 and the theorem 
is true for any poset (Y, Q) where 4 < / Y I < j X I. (X, P) cannot be an 
interval order by Theorem 27. Therefore there exist elements x1 , x2 , ))I , y, 
in X such that x,Px, , x1 o yz , y,Py, , and y1 @ xg . Let x’ = 
x - {Xl 3 x2 2 Yl 9 Yzl. By Theorem 19, d(P) < d(P ix,> + 2. But 
d(P ix,) < & / X’ 1 since 4 < 1 A” j < ) X 1, So d(P) < $1 A” / + 2 = in j X /, 
a contradiction. 1 
ACKNOWLEDGMENTS 
This paper is a slight revision of part of the author’s doctoral thesis written at Dartmouth 
College under the supervision of Professor K. P. Bogart. The author is also indebted to 
Professor W. T. Trotter for many helpful conversations. 
THE DIMENSION OF SEMIORDERS 61 
REFERENCES 
1. K. A. BAKER, P. C. FISHBURN, AND F. S. ROBERTS, “Partial Orders of Dimension 2, 
Interval Orders, and Interval Graphs,” The Rand Corporation, P-4376, June 1970. 
2. K. A. BAKER, P. C. FISHBURN, AND F. S. ROBERTS, Partial orders of dimension 2, 
Networks 2 (1972), 1 l-28. 
3. K. P. BOGART, Maximal dimensional partially ordered sets. 1. Hiraguchi’s theorem, 
Discrete Math. 5 (1973), 21-31. 
4. R. A. DEAN AND G. KELLER, Natural partial orders, Can&. J. M&h. 20 (1968), 535-554. 
5. A. DUCAMP, Sur la dimension dun ordre partiel, in “Theory of Graphs,” Gordon & 
Breach, New York, 1967. 
6. B. DUSHNIK AND E. MILLER, Partially ordered sets, Amer. J. Math. 63 (1941), 600-610. 
7. P. C. FISHBURN, Intransitive indifference with unequal indifference intervals, J. Mathe- 
matical Psychology 7 (1970), 144-149. 
8. P. C. FISHBURN, Intransitive indifference in preference theory: A survey, Operations 
Res. 18 (1970), 207-228. 
9. T. HIRAGUCHI, On the dimension of partially ordered sets, Sci. Rep. Kunuzawu Univ. 
(1951), 77-94. 
10. D. T. JAMI~~N AND L. J. LAU, Semiorders and the theory of choice, Econometrica 
41 (1973), 901-912. 
11. R. KIMBLE, Ph.D. Thesis, M.I.T., 1973. 
12. D. H. KRANTZ, Extensive measurement in semiorders, Philos. Sci. 34 (1967), 348-362. 
13. D. H. KRANTZ, A survey of measurement theory, in “Mathematics of the Decision 
Sciences” (G. B. Dantzig and A. F. Veinott, Eds.), Part II, Vol. 12, American Mathe- 
matical Society Lectures in Applied Mathematics, Providence, R.I. 1968. 
14. R. D. LUCE, Semiorders and a theory of utility discrimination, Econometricu 24 (1956), 
178-191. 
15. B. G. MIRKIN, Description of some relations on the set of real-line intervals, J. Mathe- 
matical Psychology 9 (1972), 243-252. 
16. I. RAB~NOVITCH, An upper bound on the dimension of interval orders, J. Combinatorial 
Theory Ser. A 25 (1978), 68-71. 
17. F. S. ROBERTS, “On nontransitive indifference,” J. Mathematical Psychology 7 (1970), 
243-258. 
18. F. S. ROBERTS, Homogeneous families of semiorders and the theory of probabilistic 
consistency, J. Mathematical Psychology 8 (1971), 248-263. 
19. D. Scorr, Measurement structures and linear inequalities, J. Mathematical Psychology 
1 (1964), 233-247. 
20. D. SCOTT AND P. SUPPES, Foundational aspects of theories of measurement, J. Symbolic 
Logic 23 (1958), 113-128. 
21. P. SUPPES AND J. ZINNES, Basic measurement theory, in “Handbook of Mathematical 
Psychology” (R. D. Lute, R. R. Bush, and E. Galanter, Eds.), Vol. I, pp. l-76, Wiley, 
1963. 
22. A. TVERSKY, The intransitivity of preferences, Psycho/. Rev. 76 (1969), 31-48. 
