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We study the existence, multiplicity and concentration behavior of
positive solutions for the nonlinear Kirchhoff type problem
⎧⎪⎪⎨
⎪⎪⎩
−
(
ε2a + εb
∫
R3
|∇u|2
)
u + V (x)u = f (u) in R3,
u ∈ H1(R3), u > 0 in R3,
where ε > 0 is a parameter and a,b > 0 are constants; V is
a positive continuous potential satisfying some conditions and f is
a subcritical nonlinear term. We relate the number of solutions
with the topology of the set where V attains its minimum.
The results are proved by using the variational methods.
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1. Introduction
Consider the existence, multiplicity and concentration behavior of the positive solutions to
the nonlinear problem of Kirchhoff type:⎧⎪⎪⎨
⎪⎪⎩
−
(
ε2a + εb
∫
R3
|∇u|2
)
u + V (x)u = f (u) in R3,
u ∈ H1(R3), u > 0 in R3,
(SK)ε
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potential V : R3 → R is a continuous function satisfying
(V ) V∞ := lim inf|x|→∞ V (x) > V0 := infx∈R3 V (x) > 0,
where V∞ ∞. This kind of hypothesis was ﬁrst introduced by Rabinowitz in [33]. The nonlinearity
f : R → R is a function of C1 class. Since we are looking for positive solutions, we may assume that
f (s) = 0 for s < 0. Furthermore, we need the following conditions:
(h1) f (s) = o(s3) as s → 0,
(h2) there exists 3< q < 2∗ − 1 = 5 such that lim|s|→∞ | f (s)||s|q = 0,
(h3) there exists some μ > 4 such that
0< μF (s) = μ
s∫
0
f (τ )dτ  f (s)s for all s > 0,
(h4) the function
f (s)
s3
is increasing for s > 0,
(h5) there exist constants σ ∈ (4,6) and M > 0 such that f ′(s)s2 − 3 f (s)s Msσ for all s 0.
We note that problem (SK)ε with a = 1, b = 0 and R3 replaced by RN , reduces to the well-known
Schrödinger equation
−ε2u + V (x)u = f (u) in RN . (1.1)
Eq. (1.1) arises in different models, for example, they are involved with the existence of standing
waves of the nonlinear Schrödinger equations
iε∂t z = −ε2z +
(
V (x) + E)z − f (z) for all x ∈ RN , (1.2)
when f (s) = |s|p−2s, 2 < p < 2∗ := 2N/(N − 2). A standing wave of (1.2) is a solution of the form
z(x, t) = exp(−iEt/ε)u(x), where u is a solution of (1.1).
The existence and concentration behavior of the positive solutions of (1.1) have been extensively
studied in recent years, see for example, Ambrosetti, Badiale and Cingolani [3], Ambrosetti and Mal-
chiodi [5], Ambrosetti, Malchiodi and Secchi [4], Bartsch and Wang [8], Byeon and Jeanjean [13],
Cingolani and Lazzo [15,16], Del Pino and Felmer [17,18], Floer and Weinstein [20], Oh [29,30], Rabi-
nowitz [33], Wang [36] and their references therein.
In (SK)ε , if we set ε = 1, V (x) = 0 and replace R3 and f (u) by a bounded domain Ω ⊂ RN and
f (x,u) respectively, it reduces to the following Dirichlet problem of Kirchhoff type:
⎧⎪⎨
⎪⎩
−
(
a + b
∫
Ω
|∇u|2
)
u = f (x,u) in Ω,
u = 0 on ∂Ω.
(1.3)
Problem (1.3) is related to the stationary analogue of the equation
utt −
(
a + b
∫
|∇u|2
)
u = f (x,u) (1.4)Ω
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vibration of elastic strings. Kirchhoff’s model takes into account the changes in length of the string
produced by transverse vibrations. Some early classical studies of Kirchhoff equations can be seen in
Bernstein [11] and Pohozaev [32]. Eq. (1.4) received much attention only after Lions [26] introduced
an abstract framework to the problem. Some interesting results can be found, for example, in [7,14,6].
In [7], Arosio and Panizzi studied the Cauchy–Dirichlet type problem related to (1.4) in the Hadamard
sense as a special case of an abstract second-order Cauchy problem in a Hilbert space. In [14], Cav-
alcanti, Cavalcanti and Soriano considered the question of the existence and uniqueness of regular
global solutions for the Kirchhoff–Carrier equation subject to nonlinear boundary dissipation without
restriction on the initial data and obtained uniform decay rates by assuming a nonlinear feedback
acting on the boundary. In [6], D’Ancona and Spagnolo proved the existence of a global classical peri-
odic solution for the degenerate Kirchhoff equation with real analytic data. In particular, in the paper
[6], Kirchhoff’s equation is an example of a quasi-linear hyperbolic Cauchy problem that describes
the transverse oscillations of a stretched string. We also note that several existence results have been
obtained for (1.3) (on bounded domain) in recent years. For example, Ma and Rivera [27] obtained
positive solutions of such problems by using variational methods. Perera and Zhang [31] obtained a
nontrivial solution of (1.3) via Yang index and critical group. He and Zou [21,22] obtained inﬁnitely
many solutions by using the local minimum methods and the fountain theorems.
To the best of our knowledge, the existence and concentration behavior of the positive solutions to
(SK)ε on RN has not ever been studied by variational methods. As we shall see in the present paper,
Eq. (SK)ε can be viewed as a Schrödinger equation coupled with a non-local term. The competing
effect of the non-local term with the nonlinearity f (u) and the lack of compactness of the embed-
ding of H1(R3) into the space Lp(R3), p ∈ (2,6), prevents us from using the variational methods in
a standard way. Some new estimates for such a Kirchhoff equation involving Palais–Smale sequences,
which are key points to apply this kinds of theory, are needed to be re-established. The Moser iter-
ative method (cf. [28]) has to be applied trickly. No information on the ground state solution for the
Kirchhoff equations can be found in the existing references. To describe our main result, we ﬁrst set
Λ := {x ∈ R3: V (x) = V0}.
In view of (V ), the set Λ is compact. For any δ > 0, we denote by Λδ := {x ∈ R3: dist(x,Λ)  δ}.
We recall that, if Y is a closed subset of a topological space X , the Ljusternik–Schnirelmann category
catX (Y ) is the least number of closed and contractible sets in X which cover Y . The next theorem is
the main result of the present paper.
Theorem 1.1. Suppose that conditions (V ) and (h1)–(h5) are satisﬁed. Then for any δ > 0, there exists εδ > 0
such that, for any ε ∈ (0, εδ), (SK)ε has at least catΛδ (Λ) positive solutions. Moreover, if uε denotes such a
solution and ηε ∈ R3 its global maximum, then
lim
ε→0 V (ηε) = V0.
The paper is organized as follows. In Section 2 we present the abstract framework of the problem
as well as some preliminary results and some compactness properties of the functional associated
to (SK)ε . In Section 3 we show that (SK)ε has a ground state solution. Section 4 is devoted to the
proof of Theorem 1.1.
2. The variational framework and preliminary results
2.1. The variational setting and notations
Throughout this section we suppose that the functions V (x) and f (u) satisfy conditions (V ),
(h1)–(h5), respectively. To ﬁx some notations, we denote the standard norm of H1(R3) by ‖u‖2 =
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R3
(|∇u|2 + u2). Making the change of variable εz = x, we can rewrite (SK)ε as the following equiva-
lent equation
−
(
a + b
∫
R3
|∇u|2
)
u + V (εx)u = f (u) in R3. (P )ε
Hereafter, the letter C will be repeatedly used to denote various positive constants whose exact values
are irrelevant, BR(0) denotes the ball centered at the origin with radius R . For any ε > 0, let Wε :=
{u ∈ H1(R3): ∫
R3
V (εx)u2 < ∞} be the Sobolev space endowed with the norm ‖u‖ε := (
∫
R3
(|∇u|2 +
V (εx)u2))1/2. At this step, we see that (P )ε is variational and its solutions are the critical points of
the functional given by
Iε(u) := 1
2
∫
R3
(
a|∇u|2 + V (εx)u2)+ b
4
( ∫
R3
|∇u|2
)2
−
∫
R3
F (u). (2.1)
Moreover, Iε belongs to C1(Wε,R). Next, we deﬁne
Nε :=
{
u ∈ Wε\{0}:
∫
R3
(
a|∇u|2 + V (εx)u2)+ b( ∫
R3
|∇u|2
)2
=
∫
R3
f (u)u
}
.
Then Nε is a Nehari type manifold (cf. [37]) associated to Iε . Indeed, if we let 〈I ′ε(u),u〉 := G(u),
then for each u ∈Nε , we see that either u+ ≡ 0 or u− ≡ 0, where u± = ±max{±u,0}. By a simple
calculation and condition (h5), we have G ′(u) = 0. By Implicit Function Theorem, Nε is manifold
of C1. Now consider the following minimization problem: cε := infu∈Nε Iε(u). Now we state some
properties of cε and Nε . First we observe that for any u ∈ Wε\{0}, there is a unique tu > 0 such that
tuu ∈Nε. The maximum of the function g(t) := Iε(tu) for t  0 is achieved at t = tu . In fact, it is easy
to verify, using (h1)–(h3) that g(0) = 0, g(t) > 0 for t > 0 small and g(t) < 0 for t large. Suppose that
there exist t′u > tu > 0 such that t′uu, tuu ∈Nε. Then
1
(t′u)2
∫
R3
(
a|∇u|2 + V (εx)u2)+ b( ∫
R3
|∇u|2
)2
=
∫
R3
f (t′uu)u
(t′u)3
and this identity is also true if t′u is replaced by tu . Therefore,
(
1
(t′u)2
− 1
(tu)2
)∫
R3
(
a|∇u|2 + V (εx)u2)= ∫
R3
(
f (t′uu)
(t′uu)3
− f (tuu)
(tuu)3
)
u4,
which is absurd in view of (h4) and t′u > tu > 0. Moreover, the function u → tu is continuous from
Wε\{0} to (0,∞). The functional Iε satisﬁes the mountain pass geometry.
Lemma 2.1. The functional Iε satisﬁes the following conditions.
(i) There exist α,ρ > 0 such that Iε(u) α for ‖u‖ε = ρ .
(ii) There exists an e ∈ Bcρ(0) such that Iε(e) < 0.
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such that
∣∣ f (t)∣∣ τ |t|3 + Cτ |t|q, ∣∣F (t)∣∣ τ
4
t4 + Cτ
q + 1 |t|
q+1, ∀t ∈ R. (2.2)
Now by the Sobolev embedding Wε ↪→ Lp(R3) for 2 p < 6, we have
Iε(u) C‖u‖2ε − τC‖u‖4ε − CCτ ‖u‖q+1ε .
Thus, we can take some α > 0, ρ > 0 such that Iε(u) α for ‖u‖ε = ρ .
(ii) By (h3), we see that F (t) C |t|μ − C for all t ∈ R. Take a bounded domain Ω ⊂ R3 and some
u∗ ∈ Wε\{0} such that suppu∗ ⊂ Ω. Then we have
Iε(tu∗)
t2
2
∫
Ω
(
a|∇u∗|2 + V (εx)u2∗
)+ t4b
4
( ∫
Ω
|∇u∗|2
)2
− Ctμ
∫
Ω
|u∗|μ − C |Ω| < 0
for t > 0 large enough. Hence, we can take an e := t∗u∗ for some t∗ > 0 and (ii) follows. 
By Lemma 2.1 and the mountain pass theorem without (PS) condition (cf. [37]), there exists a
(PS)c sequence {un} ⊂ Wε such that Iε(un) → cε and I ′ε(un) → 0 in W−1ε at the minimax level cε :=
infg∈Γ supt∈[0,1] Iε(g(t)) > 0, where Γ := {g ∈ C1([0,1],Wε): g(0) = 0, Iε(g(1)) < 0}. Moreover, we
have the following conclusion.
Lemma 2.2. {un} is bounded in Wε .
Proof. Together with (h3), we have
o(1) + cε = 1
4
∫
R3
(
a|∇un|2 + V (εx)u2n
)+ 1
4
∫
R3
(
f (un)un − 4F (un)
)
 1
4
∫
R3
(
a|∇un|2 + V (εx)u2n
)
.
Therefore, {un} is bounded in Wε and the conclusion follows. 
From Lemma 2.2, there exists a u ∈ Wε such that un ⇀ u in Wε and un → u a.e. in R3. As in
[33, Proposition 3.11], we shall use the following equivalent characterization of cε, which is more
adequate to our purpose
cε = inf
u∈Wε\{0}
sup
t0
Iε(tu) = inf
u∈Nε
Iε(u) > 0. (2.3)
Let u ∈Nε. Then, by (2.2) we have
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∫
R3
(
a|∇u|2 + V (εx)u2)+ b( ∫
R3
|∇u|2
)2
−
∫
R3
f (u)u

∫
R3
(
a|∇u|2 + V (εx)u2)− τ ∫
R3
u4 − Cτ
∫
R3
|u|q+1
 C‖u‖2ε − τC‖u‖4ε − CCτ ‖u‖q+1ε ,
from which we see that
‖u‖ε  r∗ > 0 (2.4)
for some r∗ > 0 and ∀u ∈Nε.
As we shall see, it is important to compare cε with the minimax level of the autonomous problem
⎧⎪⎨
⎪⎩
−
(
a + b
∫
R3
|∇u|2
)
u + νu = f (u) in R3,
u ∈ H1(R3), u(x) > 0, ∀x ∈ R3,
(P )ν
where ν ∈ R+. The solutions of (P )ν are precisely the critical points of the functional deﬁned by
Eν(u) := 1
2
∫
R3
(
a|∇u|2 + νu2)+ b
4
( ∫
R3
|∇u|2
)2
−
∫
R3
F (u).
Deﬁne
Mν :=
{
u ∈ Wν\{0}:
∫
R3
(
a|∇u|2 + νu2)+ b( ∫
R3
|∇u|2
)2
=
∫
R3
f (u)u
}
,
where Wν := H1(R3) is endowed with the norm ‖u‖2ν =
∫
R3
(|∇u|2 + νu2). Then by the similar argu-
ment as that for Nε ,Mν is a C1-manifold. We deﬁne mν by setting
mν := inf
u∈Mν
Eν(u).
The number mν and the manifold Mν have properties similar to those of cε and Nε . In the rest of
this subsection, we shall show that mν can be attained by a positive function.
Lemma 2.3. Let {un} ⊂ Wν be a (PS)c sequence for Eν . Then one of the following conclusions holds.
(a) un → 0 in Wν ;
(b) there exists a sequence {yn} ⊂ R3 and constants R, β > 0 such that
lim inf
n→∞
∫
BR (yn)
u2n  β > 0.
X. He, W. Zou / J. Differential Equations 252 (2012) 1813–1834 1819Proof. Suppose that (b) does not occur. By Lemma 1.1 of [25], one has un → 0 in Lt(R3) for t ∈ (2,6).
We note that, by (h1)–(h2), for any τ > 0, there exists a D(τ ) > 0 such that | f (s)| τ |s| + D(τ )|s|q ,
∀s ∈ R. Therefore, 0  ∫
R3
f (un)un  τ
∫
R3
u2n + D(τ )
∫
R3
|un|q+1. Conditions (h1)–(h3) imply that Eν
satisﬁes the mountain pass geometry, and following a similar argument as in the proof of Lemma 2.2,
we have that {un} is bounded in Wν . So, {un} is bounded in L2(R3) and un → 0 in Lt(R3). Since τ
can be small arbitrarily, one has
∫
R3
f (un)un → 0. On the other hand,
o(1) = 〈E ′ν(un),un〉=
∫
R3
(
a|∇un|2 + νu2n
)+ b( ∫
R3
|∇un|2
)2
−
∫
R3
f (un)un.
Therefore, un → 0 in Wν and the conclusion follows. 
Proposition 2.4. For any given ν > 0, problem (P )ν has a ground state solution.
Proof. Since Eν satisﬁes the mountain pass geometry, there exists a sequence {un} ⊂ Wν such that
Eν(un) →mν and E ′ν(un) → 0. Moreover, {un} is bounded in Wν . Then, up to a subsequence, un ⇀ u
weakly in Wν and un → u a.e. in R3. The weak convergence of {un} implies that E ′ν(u) = 0. If u = 0,
then u ∈Mν . Put u± := max{±u,0} the positive (negative) part of u. Then we get
〈
E ′ν(u),u−
〉= ∫
R3
(
a
∣∣∇u−∣∣2 + ν(u−)2)+ b( ∫
R3
∣∣∇u−∣∣2)2,
it follows that ‖u−‖ν = 0. Hence, u  0 in R3. Using arguments of [10,34], we deduce that u ∈
L∞(R3) ∩ C1,αloc (R3) for some 0 < α < 1, and it follows from Harnack’s inequality in [35] that u > 0
for all x ∈ R3. To prove Eν(u) =mν, we note that u ∈Mν, and use Fatou’s lemma to get
mν  Eν(u) − 1
4
〈
E ′ν(u),u
〉
 lim inf
n→∞
{
1
4
∫
R3
(
a|∇un|2 + νu2n
)+ ∫
R3
(
1
4
f (un)un − F (un)
)}
=mν .
Now, we consider the case u = 0. Since mν > 0 and Eν is continuous, we see that ‖un‖ν  0. So, by
Lemma 2.3 we obtain a sequence {yn} ⊂ R3 and constants R, β > 0 such that lim infn→∞
∫
BR (0)
u2n 
β > 0. Let vn(x) = un(x + yn), we can use the invariance of R3 by translations to conclude that
Eν(vn) → mν and E ′ν(vn) → 0. Moreover, there is a critical point v of Eν such that, up to a subse-
quence, vn ⇀ v in Wν , and vn → v in L2(BR(0)). Note that
∫
BR (0)
v2 = lim inf
n→∞
∫
BR (0)
v2n = lim infn→∞
∫
BR (yn)
u2n  β > 0,
we have that v = 0 and the conclusion follows as in the ﬁrst case of the proof. 
Remark 2.5. The above considerations show that the function ν → mν is increasing for ν > 0. Also,
we have Iε(u) EV0(u) for all u ∈ Wε, and the characterization of cε implies that cε mV0 for any
ε > 0.
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In this subsection we show some compactness results for the functional Iε . To begin with, we note
that if {un} is a (PS)c sequence of Iε, then it is bounded in Wε by Lemma 2.2. Moreover, we have
〈
I ′ε(un),u−n
〉= ∫
R3
(
a
∣∣∇u−n ∣∣2 + V (εx)(u−n )2)+ b
( ∫
R3
∣∣∇u−n ∣∣2
)2
.
The boundedness of {u−n } and the above expression imply that ‖u−n ‖ε → 0. Furthermore, it is easy to
compute that, Iε(un) = Iε(u+n ) + o(1) and I ′ε(un) = I ′ε(u+n ) + o(1). Thus, we may always assume that
un is nonnegative since we are only concerned with the positive solution. The same will be done for
the functional Eν .
Lemma 2.6. Assume that V∞ < ∞ and {un} is a (PS)c sequence for Iε in Wε with un ⇀ 0 in Wε. If un  0
in Wε, then c mV∞ .
Proof. Let {tn} ⊂ (0,∞) be a sequence such that {tnun} ⊂MV∞ . Then we claim that the sequence{tn} satisﬁes limn→∞ sup tn  1. Assume by contradiction, there exist δ > 0 and a subsequence still
denoted by {tn} such that tn  1 + δ for all n ∈ N. By Lemma 2.2 we see that {un} is bounded and,
from I ′ε(un)un = o(1), we have
∫
R3
(
a|∇un|2 + V (εx)u2n
)+ b( ∫
R3
|∇un|2
)2
=
∫
R3
f (un)un + o(1). (2.5)
Recalling that tnun ∈MV∞ , we have
t2n
∫
R3
(
a|∇un|2 + V∞u2n
)+ t4nb
( ∫
R3
|∇un|2
)2
=
∫
R3
f (tnun)tnun. (2.6)
Combining (2.5)–(2.6), we get
o(1) +
(
1
t2n
− 1
)∫
R3
a|∇un|2 +
∫
R3
(
V∞
t2n
− V (εx)
)
u2n =
∫
R3
(
f (tnun)
t3nu
3
n
− f (un)
u3n
)
u4n.
By condition (V ) and tn > 1, for any  > 0, there exists R = R() > 0 such that
V (εx) V∞ −  > V∞
t2n
−  for any |x| R. (2.7)
Since ‖un‖ε  C and un → 0 in L2(BR(0)), we deduce that
∫
R3
(
f (tnun)
(tnun)3
− f (un)
u3n
)
u4n  C + o(1). (2.8)
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BR∗ (yn)
u2n  β. (2.9)
If we set u˜n(x) = un(x + yn), then there exists a nonnegative function u˜ such that, up to a subse-
quence, u˜n ⇀ u˜ in Wε. Moreover, by (2.9), there exists a subset Ω ⊂ BR∗(0) with positive measure
such that u˜ > 0 a.e. in Ω . It follows from (h4), (2.8) and tn  1+ δ that
0<
∫
Ω
(
f ((1+ δ)u˜n)
((1+ δ)u˜n)3 −
f (u˜n)
u˜n
3
)
u˜n
4  C + o(1),
for any  > 0. Taking limit in the above inequality and applying Fatou’s lemma, we get a contradiction.
We next distinguish the following two cases:
Case 1. limsupn→∞ tn = 1. In this case, there exists a subsequence, still denoted by {tn} such that
tn → 1 as n → ∞. Thus, we have
c + o(1) = Iε(un) Iε(un) +mV∞ − EV∞(tnun). (2.10)
Note that
Iε(un) − EV∞(tnun) =
a
2
∫
R3
(
1− t2n
)|∇un|2 + 1
2
∫
R3
V (εx)u2n −
t2n
2
∫
R3
V∞u2n
+ b(1− t
4
n)
4
( ∫
R3
|∇un|2
)2
+
∫
R3
(
F (tnun) − F (un)
)
.
From the boundedness of {un} in Wε and condition (V ), we obtain
Iε(un) − EV∞(tnun) o(1) − C +
∫
R3
(
F (tnun) − F (un)
)= o(1) − C,
here we use the mean value theorem and Lebesgue’s theorem. Taking the limit of the above inequality,
we have c mV∞ .
Case 2. limsupn→∞ tn = t0 < 1. In this case, we may suppose, without loss of generality, that tn < 1
for all n ∈ N. From (2.7), un → 0 in L2(BR(0)) and ‖u‖ε  C, we have
∫
R3
(V∞ − V (εx))u2n  C +o(1)
for any given  > 0. Since 14 f (s)s − F (s) is increasing for s > 0, we deduce that
mV∞  EV∞(tnun) −
1
4
〈
E ′V∞(tnun), tnun
〉
= t
2
n
4
∫
R3
(
a
∣∣∇(un)∣∣2 + V∞u2n)+
∫
R3
(
1
4
f (tnun)tnun − F (tnun)
)
 1
4
∫
3
(
a|∇un|2 + V∞u2n
)+ ∫
3
(
1
4
f (un)un − F (un)
)
R R
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4
∫
R3
(
a|∇un|2 + V (εx)u2n
)+ ∫
R3
(
1
4
f (un)un − F (un)
)
+ C + o(1)
= Iε(un) − 1
4
〈
I ′ε(un),un
〉+ C + o(1)
 c + C + o(1).
Let  → 0 and n → ∞, we get c mV∞ . 
Proposition 2.7. Iε satisﬁes the (PS)c conditions at any level c <mV∞ if V∞ < ∞, and at any level c ∈ R if
V∞ = ∞.
Proof. Let {un} ⊂ Wε be such that Iε(un) → c and I ′ε(un) → 0. Since {un} is bounded in Wε and there
exists u ∈ Wε such that un ⇀ u in Wε. Moreover, u is a critical point of I ′ε. Setting wn := un − u, by
a result due to Brezis–Lieb (see [12]), we have
∫
R3
|∇wn|2 =
∫
R3
|∇un|2 −
∫
R3
|∇u|2 + o(1)
and hence,
( ∫
R3
|∇wn|2
)2
=
( ∫
R3
|∇un|2
)2
−
( ∫
R3
|∇u|2
)2
+ o(1).
Arguing as in the proof of [2], we obtain
∫
R3
F (wn) =
∫
R3
(F (un)− F (u))+o(1). Therefore, we see that
Iε(wn) = Iε(un) − Iε(u) + o(1) = c − Iε(u) + o(1) := d + o(1) and I ′ε(wn) → 0. By (h3), we get
Iε(u) = 1
4
∫
R3
(
a|∇u|2 + V (εx)u2)+ ∫
R3
(
1
4
f (u)u − F (u)
)
 0.
Therefore, if V∞ < ∞, we have d  c <mV∞ . It follows from Lemma 2.6 that wn → 0 in Wε. Con-
sequently, un → u in Wε. If V∞ = ∞ holds, then V is coercive and the continuous embedding
Wε ↪→ Lp(R3) is compact for 2 p < 6. Hence, up to a subsequence, wn → 0 in Lp(R3). By (h1)–(h2),
we have
∫
R3
(
a|∇wε|2 + V (εx)w2n
)+ b( ∫
R3
|∇wn|2
)2
=
∫
R3
f (wn)wn + o(1) = o(1).
This implies that un → u in Wε. 
Proposition 2.8. Let {un} be a (PS)c sequence restricted in Nε and assume that c < mV∞ if V∞ < ∞, or
c ∈ R if V∞ = ∞. Then {un} has a convergent subsequence in Wε.
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such that I ′ε(un) = λn J ′ε(un) + o(1), where
Jε(u) :=
∫
R3
(
a|∇u|2 + V (εx)u2)+ b( ∫
R3
|∇u|2
)2
−
∫
R3
f (u)u.
Using (h5), we have
〈
J ′ε(un),un
〉= 2∫
R3
(
a|∇un|2 + V (εx)u2n
)+ 4b( ∫
R3
|∇un|2
)2
−
∫
R3
f (un)un −
∫
R3
f ′(un)u2n
 3
∫
R3
f (un)un −
∫
R3
f ′(un)u2n + o(1)
−M
∫
R3
|un|σ + o(1) < o(1).
We may suppose that 〈 J ′ε(un),un〉 → l 0. If l = 0, it follows from
∣∣〈 J ′ε(un),un〉∣∣ M
∫
R3
|un|σ
that un → 0 in Lσ (R3). Consequently, it is easy to verify that un → 0 in Wε by interpolations, which
contradicts to (2.4). Thus l = 0 and λn = o(1). Hence, we have I ′ε(un) = o(1). So, {un} is a (PS)c
sequence for Iε in Wε , and the conclusion follows from Proposition 2.7. 
Corollary 2.9. The critical points of the functional Iε onNε are critical points of Iε in Wε.
Proof. Since the proof is standard, we just say a few words for completeness. Let I˜ε := Iε|Nε . Then
I˜ ′ε(u) = I ′ε(u) − 〈I
′
ε(u),u〉
‖G ′(u)‖2 G
′
(u). Recall that G
′
(u) = 0 on Nε , then I˜ ′ε(u) = 0 iff I ′ε(u) = 0. 
3. Existence of a ground state solution to (P )ε
In this section we prove the existence of a ground state solution to (P )ε , that is, a critical point
uε of Iε satisfying Iε(uε) = cε.
Theorem 3.1. Assume that conditions (V ) and (h1)–(h4) hold. Then there exists ε∗ > 0 such that for any
ε ∈ (0, ε∗), problem (P )ε has a ground state solution.
Proof. By Lemma 2.1, the functional satisﬁes the mountain pass geometry. Then using a version of
the mountain pass theorem without (PS) condition (cf. [37]), there exists a (PS) sequence {un} ⊂ Wε
satisfying Iε(un) → cε and I ′ε(un) → 0. If V∞ = ∞, it follows that Iε(u) = cε and I ′ε(u) = 0, where
u ∈ Wε is the weak limit of {un} in Wε. By the same arguments as in the proof of Proposition 2.7
(see also [10,24,34]), we see that u ∈ L∞(R3) ∩ C1,αloc (R3) with 0 < α < 1 and u > 0 for all x ∈ R3. If
V∞ < ∞, we may assume without loss of generality that V0 := V (0) = infx∈R3 V (x). We ﬁx ν ∈ R
such that V0 < ν < V∞. Denote by w = wν a ground state solution of (P )ν . For any given r > 0, let
ηr ∈ C∞0 (R3, [0,1]) be such that ηr(x) = 1 if |x| < r and ηr(x) = 0 if |x| 2r. We set ur(x) = ηr(x)w(x)
and take tr > 0 such that u˜r = trur ∈Mν . We claim that there exists an r0 > 0 such that u˜ = u˜r0
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and ur → w in H1(R3) as r → ∞, we deduce that tr → 1. Then, by Remark 2.5,
mV∞  lim infr→∞ Eν(trur) = Eν(w) =mν <mV∞ ,
which makes no sense. Since supp u˜ is compact, we can choose ε∗ > 0 such that V (εx)  ν for
any ε ∈ (0, ε∗) and x ∈ supp u˜. Hence, Iε(tu˜)  Eν(tu˜), ∀ε ∈ (0, ε∗) and t  0 and maxt0 Iε(tu˜) 
maxt0 Eν(tu˜) = Eν (˜u) <mV∞ for any ε ∈ (0, ε∗). It follows from (2.3) that cε <mV∞ for ε ∈ (0, ε∗),
and the conclusion follows from Proposition 2.7. This completes the proof. 
4. Multiplicity of solutions to (P )ε
In this section we prove that the multiplicity of solutions and study the behavior of its maximum
points concentrating on the set Λ of global minima of V given in Section 1. The main result of this
section is equivalent to Theorem 1.1 and it can be stated as follows.
Theorem 4.1. Suppose that conditions (V ) and (h1)–(h5) are satisﬁed. Then for any δ > 0 given, there exists
εδ > 0 such that, for any ε ∈ (0, εδ), problem (P )ε has at least catΛδ (Λ) positive solutions. Moreover, if uε
denotes one of these positive solutions and zε ∈ R3 its global maximum, then
lim
ε→0 V (εzε) = V0.
In the following subsections, we give some preliminary lemmas which are useful to prove Theo-
rem 4.1.
4.1. Preliminary lemmas
Let w be a ground state solution of problem (P )V0 and η be a smooth nonincreasing function
deﬁned in [0,∞) such that η(s) = 1 if 0 s 1/2 and η(s) = 0 if s 1. For any y ∈ Λ, we deﬁne
Ψε,y(x) = η
(|εx− y|)w(εx− y
ε
)
and tε > 0 satisfying maxt0 Iε(tΨε,y) = Iε(tεΨε,y) and deﬁne Φε : Λ →Nε by Φε(y) := tεΨε,y . By
the construction, Φε(y) has a compact support for any y ∈ Λ.
Lemma 4.1. The function Φε has the following property: limε→0 Iε(Φε(y)) =mV0 uniformly in y ∈ Λ.
Proof. Suppose by contradiction that there exist some δ0 > 0, {yn} ⊂ Λ and εn → 0 such that
∣∣Iεn(Φεn (yn))−mV0 ∣∣ δ0. (4.1)
Now we claim that limn→∞ tεn = 1. In fact, by the deﬁnition of tεn and (2.4) we have
min{1,a}r∗ 
∫
R3
(
a
∣∣∇(tεnΨεn,yn )∣∣2 + V (εnx)(tεnΨεn,yn)2)+ t4εnb
( ∫
R3
|∇Ψεn,yn |2
)2
=
∫
3
f (tεnΨεn,yn)tεnΨεn,yn . (4.2)R
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say, tεn  t0 > 0 for some t0 > 0. By (h3), we have sf (s) > 4F (s), ∀s > 0. If tεn → ∞, we get by the
boundedness of Ψεn,yn ,
1
t2εn
∫
R3
(
a|∇Ψεn,yn |2 + V (εnx)Ψ 2εn,yn
)+ b( ∫
R3
|∇Ψεn,yn |2
)2
=
∫
R3
f (tεnΨεn,yn)
(tεnΨεn,yn )
3
Ψ 4εn,yn
>
∫
B 1
2
(0)
f (tεnη(|εnz|)w(z))
(tεnη(|εnz|)w(z))3
(
η
(|εnz|)w(z))4
=
∫
B 1
2
(0)
f (tεn w)
(tεn w)
3
w4

∫
B 1
2
(0)
f (tεnμ)
(tεnμ)
3
μ4 → ∞
in view of f (tεnμ)/(tεnμ)
3 → ∞ as n → ∞. Here μ := infx∈B 1
2
(0) w(x). But the left-hand side of the
above inequality tends to b(
∫
R3
|∇w|2)2 since tεn → ∞ as n → ∞. This yields a contradiction. Hence,
0 < t0 < tεn  C . Assume that tεn → T . Now we claim that T = 1. By using Lebesgue’s theorem, we
can verify that
lim
n→∞‖Ψεn,yn‖
2
εn
= ‖w‖2V0 , limn→∞
∫
R3
F (Ψεn,yn) =
∫
R3
F (w),
and limn→∞
∫
R3
f (Ψεn,yn )Ψεn,yn =
∫
R3
f (w)w. Therefore,
1
T 2
∫
R3
(
a|∇w|2 + V0w2
)+ b( ∫
R3
|∇w|2
)2
=
∫
R3
f (T w)
T 3w3
w4. (4.3)
Since w is a ground state solution of (P )V0 , then
∫
R3
(
a|∇w|2 + V0w2
)+ b( ∫
R3
|∇w|2
)2
=
∫
R3
f (w)w. (4.4)
Combining (4.3)–(4.4), we have
(
1
T 2
− 1
)∫
R3
(
a|∇w|2 + V0w2
)= ∫
R3
(
f (T w)
(T w)3
− f (w)
w3
)
w4. (4.5)
By (h4), we see that T = 1 and claim is proved. On the other hand,
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(
Φεn(yn)
)= t2εn
2
∫
R3
(
a
∣∣∇(η(|εnz|)w)∣∣2 + V (εnz + yn)∣∣η(|εnz|)w∣∣2)
+ t
4
εn
b
4
( ∫
R3
∣∣∇(η(|εnz|)w)∣∣2)2 − ∫
R3
F
(
tεnη
(|εnz|)w).
Let n → ∞, we get limn→∞ Iεn (Φεn (yn)) = EV0(w) =mV0 , which contradicts to (4.1). This completes
the proof. 
For any δ > 0, let ρ = ρ(δ) > 0 be such that Λδ ⊂ Bρ(0). Deﬁne χ : R3 → R3 as χ(x) = x for
|x| ρ and χ(x) = ρx/|x| for |x| ρ. Finally, we deﬁne the map βε :Nε → R3 by
βε(u) :=
∫
R3
χ(εx)u4∫
R3
u4
.
Since Λ ⊂ Bρ(0), by the deﬁnition of χ and Lebesgue’s theorem, we conclude that
limε→0 βε(Φε(y)) = y uniformly in y ∈ Λ. To going on, we need the following compact lemma.
Lemma 4.2. Let {un} ⊂Mν be a sequence satisfying Eν(un) → mν . Then either {un} has a subsequence
strongly convergent in H1(R3) or there exists { y˜n} ⊂ R3 such that the sequence vn(x) = un(x+ y˜n) converges
strongly in H1(R3). In particular, there exists a minimizer of mν .
Proof. Note that the sequence {un} is bounded in H1(R3). Hence, for some subsequence, still denoted
by {un}, we may assume that there exists a u ∈ H1(R3) such that un ⇀ u in H1(R3). We claim that
{un} satisﬁes the following limits
Eν(un) →mν and E ′ν(un) → 0. (4.6)
In fact, using the Ekeland’s Variational Principle in [19], there exists a sequence {wn} ⊂Mν satisfy-
ing wn = un + o(1), Eν(wn) → mν and E ′ν(wn) − γn J ′ν(wn) = o(1), where γn is a real number and
Jν(w) = 〈E ′ν(w),w〉, ∀w ∈ H1(R3). We claim that there exists a δ > 0 such that |〈 J ′ν(wn),wn〉| δ,∀n ∈ N. Indeed, by the deﬁnition of Jν , we have from (h5) that
−〈 J ′ν(wn),wn〉= −2
∫
R3
(
a|∇wn|2 + νw2n
)− 4b( ∫
R3
|∇wn|2
)2
+
∫
R3
f (wn)wn +
∫
R3
f ′(wn)w2n

∫
R3
f ′(wn)w2n − 3
∫
R3
f (wn)wn  M
∫
R3
|wn|σ .
Hence, assume by contradiction that 〈 J ′ν(wn),wn〉 → 0, one has
∫
R3
|wn|σ → 0. From (2.2), we have
0 
∫
R3
f (wn)wn  τ
∫
R3
w4n + Cτ
∫
R3
|wn|q+1 → 0 since τ can be arbitrarily small, here we use
the interpolation inequality. Consequently, wn → 0 in H1(R3). But this is impossible, because it is
easy to check as we have done in (2.4) that there is an α∗ > 0 such that ‖w‖ν  α∗ , ∀w ∈Mν .
In view of 〈E ′ν(wn),wn〉 = o(1), we get γn〈 J ′ν(wn),wn〉 = o(1). Therefore, γn = o(1), which yields
that Eν(wn) → mν and E ′ν(wn) → 0. Consequently, without loss of generality, we may assume that
Eν(un) → mν and E ′ν(un) → 0. We next continue our arguments by distinguishing two cases: u = 0
and u = 0.
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still denoted by {un}, ∇un(x) → ∇u(x) a.e. in R3. Using the fact that 〈E ′ν(un),u〉 = o(1), we conclude
that 〈E ′ν(u),u〉 = 0. Hence, by Fatou’s lemma,
mν  Eν(u) = Eν(u) − 1
4
〈
E ′ν(u),u
〉
= 1
4
∫
R3
(
a|∇u|2 + νu2)+ ∫
R3
(
1
4
f (u)u − F (u)
)
 lim inf
n→∞
{
1
4
∫
R3
(
a|∇un|2 + νu2n
)+ ∫
R3
(
1
4
f (un)un − F (un)
)}
= lim inf
n→∞
(
Eν(un) − 1
4
〈
E ′ν(un),un
〉)
mν .
Thus, limn→∞
∫
R3
(a|∇un|2 + νu2n) =
∫
R3
(a|∇u|2 + νu2). Hence, un → u in H1(R3).
Case 2. u = 0. In this case, we claim that there exist R, η > 0 and yn ∈ R3 such that
limsupn→∞
∫
BR (yn)
u2n  η. If this claim is not true, we have limn→∞ supy∈R3
∫
BR (y)
u2n = 0, and
by Lemma 1.1 of [25], limn→∞
∫
R3
|un|p = 0, ∀p ∈ (2,6). Noting the fact that {un} ⊂Mν, it is
easy to check that ‖un‖ν → 0 as n → ∞. Consequently, Eν(un) → 0 as n → ∞, which contra-
dicts to Eν(un) → mν > 0 as n → ∞. From the Sobolev embedding, we have that |yn| → ∞. Let
vn(x) = un(x + yn), then Eν(vn) → mν and E ′ν(vn) → 0. It is clear that {vn} is bounded in H1(R3)
and there exists v ∈ H1(R3) with v = 0 such that vn ⇀ v in H1(R3). Then the proof follows from the
arguments used in Case 1. 
Proposition 4.3. Let εn → 0 and {un} ⊂ Nεn be such that Iεn (un) → mV0 . Then there exists a sequence
{ y˜n} ⊂ R3 such that vn(x) = un(x + y˜n) has a convergent subsequence in H1(R3). Moreover, up to a subse-
quence, yn := εn y˜n → y ∈ Λ.
Proof. By standard arguments as we have done in the proof of Lemma 2.2, we see that {un} is
bounded in H1(R3). Note that mV0 > 0, and since ‖un‖εn → 0 would imply Iεn (un) → 0, we can
use a similar argument as in the proof of Lemma 2.3, to obtain a sequence { y˜n} ⊂ R3 and constants
R, β > 0 such that lim infn→∞
∫
BR ( y˜n)
u2n  β > 0. Deﬁne vn(x) = un(x+ y˜n), then along a subsequence,
we have vn ⇀ v = 0 in H1(R3). Let tn > 0 be such that v˜n := tnvn ∈MV0 and put yn = εn y˜n. Since
un ∈Nεn , we have
EV0(v˜n)
1
2
∫
R3
(
a|∇ v˜n|2 + V
(
εn(x+ y˜n)
)
v˜n
2)+ b
4
( ∫
R3
|∇ v˜n|2
)2
−
∫
R3
F (v˜n)
= Iεn (tnun)
 Iεn (un) =mV0 + o(1).
Note that mV0  EV0 , thus, limn→∞ EV0 (v˜n) =mV0 . We claim, up to a subsequence, that tn → t∗ > 0.
Indeed, since vn(x)  0, there exists a δ > 0 such that 0 < δ  ‖vn‖1. Hence, 0 < δ∗  ‖vn‖V0 with
δ∗ = δmin{1, V0}. Therefore, 0  tnδ∗  ‖tnvn‖V0 = ‖v˜n‖V0  C . Thus {tn} is bounded and we can
suppose that tn → t∗  0. If t∗ = 0, we have v˜n = tnvn → 0 in view of the boundedness of vn , and
hence EV0(v˜n) → 0, which contradicts mV0 > 0. So, t∗ > 0 and the weak limit of {v˜n} is different
1828 X. He, W. Zou / J. Differential Equations 252 (2012) 1813–1834from zero. Let v˜ be the weak limit of {v˜n} in H1(R3). Since tn → t∗ > 0 and vn ⇀ v = 0, we have
from the uniqueness of the weak limit that v˜ = t∗v = 0. From Lemma 4.2, v˜n → v˜ in H1(R3), and so,
vn → v in H1(R3). This proves the ﬁrst part of the proposition.
We next show that {yn} has a bounded subsequence. In fact, suppose by contradiction that
|yn| → ∞. We ﬁrst consider the case V∞ = ∞. Note that the following inequality
∫
R3
V (εnx+ yn)v2n 
∫
R3
(
a|∇vn|2 + V (εnx+ yn)v2n
)+ b
4
( ∫
R3
|∇vn|2
)2
=
∫
R3
f (vn)vn,
together with Fatou’s lemma imply ∞ = lim infn→∞
∫
R3
f (vn)vn, which is absurd since the sequence
{ f (vn)vn} is bounded in L1(R3). For the case V∞ < ∞, we have from v˜n → v˜ in H1(R3) and
V0 < V∞ that,
mV0 = EV0 (˜v) < EV∞ (˜v)
 lim inf
n→∞
{
1
2
∫
R3
(
a|∇ v˜n|2 + V (εnx+ yn)v˜n2
)+ b
4
( ∫
R3
|∇ v˜n|2
)2
−
∫
R3
F (v˜n)
}
= lim inf
n→∞
{
t2n
2
∫
R3
(
a|∇un|2 + V (εnz)u2n
)+ t4nb
4
( ∫
R3
|∇un|2
)2
−
∫
R3
F (tnun)
}
= lim inf
n→∞ Iεn(tnun)
 lim inf
n→∞ Iεn(un) =mV0 ,
which does not make sense. Therefore, {yn} is bounded and up to a subsequence, yn → y in R3. If
y /∈ Λ, then V (y) > V0 and we obtain a contradiction by the same arguments made above. So, y ∈ Λ
and the conclusion follows. 
Let h : R+ → R+ be any positive function satisfying h(ε) → 0+ as ε → 0+. Deﬁne the set
N˜ε :=
{
u ∈Nε: Iε(u)mV0 + h(ε)
}
.
Given y ∈ Λ, we can use Lemma 4.1 to deduce that h(ε) = |Iε(Φε(y)) −mV0 | → 0 as ε → 0+ . Thus,
Φε(y) ∈ N˜ε and N˜ε = ∅ for any ε > 0.
Lemma 4.4. For any δ > 0, there holds that limε→0 supu∈N˜ε dist(βε(u),Λδ) = 0.
Proof. Let {εn} ⊂ R+ be such that εn → 0. By deﬁnition, there exists {un} ⊂ N˜εn such that
dist(βεn (un),Λδ) = supu∈N˜εn dist(βεn (u),Λδ) + o(1). So, it suﬃces to ﬁnd a sequence {yn} ⊂ Λδ sat-
isfying |βεn (un) − yn| = o(1). From EV0 (tun)  Iε(tun) for t  0 and {un} ⊂ N˜εn ⊂ Nεn , we get
mV0  cεn  Iεn (un) mV0 + h(εn). This leads to Iε(un) → mV0 . Thus we can invoke Proposition 4.3
to obtain a sequence { y˜n} ⊂ R3 such that yn = εn y˜n ∈ Λδ for n suﬃciently large. Hence
βεn(un) = yn +
∫
R3
(χ(εnz + yn) − yn)u4n(z + y˜n)∫
3 u4(z + y˜ ) .R n n
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we want. 
The following lemma plays a fundamental role in the study the behavior of the maximum points of
the solutions. We sketch its proof by adopting some arguments explored in [1,24], which are initiated
in the Moser iterative method of [28].
Lemma 4.5. Let vn be a solution of the following problem
⎧⎪⎪⎨
⎪⎪⎩
−
(
a + b
∫
R3
|∇vn|2
)
vn + Vn(x)vn = f (vn) in R3,
vn ∈ H1
(
R
3), vn > 0 in R3,
(4.7)
where Vn(x) = V (εnx+εn y˜n). Assuming that conditions (V ) and (h1)–(h5) hold and that vn → v in H1(R3)
with v = 0, then vn ∈ L∞(R3) and ‖vn‖L∞(R3)  C for all n ∈ N. Furthermore, lim|x|→∞ vn(x) = 0 uniformly
in n.
Proof. For any R > 0, 0 < r  R/2, let η ∈ C∞(R3), 0 η  1 with η(x) = 1 if |x| R and η(x) = 0 if
|x| R − r and |∇η| 2/r. For each n ∈ N and l > 0, put
vl,n(x) :=
{
vn(x), vn(x) l,
l, vn(x) l,
and zl,n := η2v2(β−1)l,n vn and wl,n := ηvnvβ−1l,n with β > 1 to be determined later. Taking zl,n as the test
function, we have
0 =
∫
R3
(a∇vn∇zl,n + Vnvnzl,n) + b
∫
R3
|∇vn|2
∫
R3
∇vn∇zl,n −
∫
R3
f (vn)zl,n,
i.e.,
(
a + b
∫
R3
|∇vn|2
)∫
R3
(|∇vn|2η2v2(β−1)l,n + 2∇vn∇ηηvnv2(β−1)l,n + 2(β − 1)∇vn∇vl,nvnv2β−3l,n η2)
+
∫
R3
Vnv
2
nη
2v2(β−1)l,n
∫
R3
f (vn)η
2vnv
2(β−1)
l,n .
For simplicity, we denote by An := a + b
∫
R3
|∇vn|2. Since vn → v in H1(R3) with v = 0, we see that
a An  a∗ for some constant a∗ > 0. Therefore, we can rewrite the above equality as
An
∫
R3
η2v2(β−1)l,n |∇vn|2 =
∫
R3
f (vn)η
2vnv
2(β−1)
l,n − 2An
∫
R3
ηv2(β−1)l,n vn∇vn∇η
− 2An(β − 1)
∫
3
η2v2β−3l,n vn∇vn∇vl,n −
∫
3
Vn(x)v
2
nη
2v2(β−1)l,n .
R R
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Since τ can be small suﬃciently, we have the following inequality:
An
∫
R3
η2v2(β−1)l,n |∇vn|2  Dτ
∫
R3
v6nη
2v2(β−1)l,n − 2An
∫
R3
ηv2(β−1)l,n vn∇vn∇η.
For each ξ > 0, using Young’s inequality we get
An
∫
R3
η2v2(β−1)l,n |∇vn|2  Dτ
∫
R3
v6nη
2v2(β−1)l,n + 2Anξ
∫
R3
|∇vn|2v2(β−1)l,n η2
+ 2AnCξ
∫
R3
v2n|∇η|2v2(β−1)l,n .
Choosing ξ ∈ (0,1/2), we have
∫
R3
η2v2(β−1)l,n |∇vn|2  C
∫
R3
v6nη
2v2(β−1)l,n + C
∫
R3
|∇η|2v2nv2(β−1)l,n . (4.8)
On the other hand, by Sobolev inequality and Hölder inequality we have
|wl,n|26  C
∫
R3
|∇wl,n|2 = C
∫
R3
∣∣∇(ηvβ−1l,n vn)∣∣2
 Cβ2
( ∫
R3
|∇η|2v2nv2(β−1)l,n +
∫
R3
η2v2(β−1)l,n |∇vn|2
)
. (4.9)
Combining (4.8)–(4.9), we have
|wl,n|26  Cβ2
( ∫
R3
|∇η|2v2nv2(β−1)l,n +
∫
R3
v6nη
2v2(β−1)l,n
)
. (4.10)
Choosing β = 2∗2 = 3, we have from (4.10) that
|wl,n|26  Cβ2
( ∫
R3
v2n|∇η|2v4l,n +
∫
R3
v6nη
2v4l,n
)
 Cβ2
∫
R3
v2n|∇η|2v4l,n + Cβ2
( ∫
R3
(
vnηv
2
l,n
)6) 13( ∫
|x|>R/2
v6n
) 2
3
.
By the deﬁnition of wl,n , we rewrite the last inequality as
( ∫
3
(
ηvnv
2
l,n
)6) 13  Cβ2 ∫
3
v2n|∇η|2v4l,n + Cβ2
( ∫
3
(
vnηv
2
l,n
)6) 13( ∫
|x|>R/2
v6n
) 2
3
.R R R
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∫
|x| R2 v
6
n  τ uniformly in n.
Hence,
( ∫
|x|R
(
vnv
2
l,n
)6) 13  Cβ2 ∫
R3
v2n|∇η|2v4l,n  Cβ2
∫
R3
v6n  C .
Using Fatou’s lemma in the variable l, we have
∫
|x|R v
18
n < ∞. This implies that vn ∈ L18(|x| R) for
R large enough. Next, if we put β = 3(t−1)t with t = 92 , then β > 1, 2tt−1 < 6 and vn ∈ L2βt/(t−1)(|x|
R − r). Returning to (4.10), we have
|wl,n|26  Cβ2
( ∫
R−r|x|R
v2nv
2(β−1)
l,n +
∫
|x|R−r
v6nv
2(β−1)
l,n
)
 Cβ2
( ∫
R−r|x|R
v2βn +
∫
|x|R−r
v4nv
2β
n
)
 Cβ2
{( ∫
R−r|x|R
v
2βt
t−1
n
) t−1
t
( ∫
R−r|x|R
1
) 1
t
+
( ∫
|x|R−r
v4tn
) 1
t
( ∫
|x|R−r
v
2βt
t−1
n
) t−1
t
}
.
Note that vn ∈ L18(|x| R − r), we conclude that
|wl,n|26  Cβ2
( ∫
|x|R−r
v
2βt
t−1
n
) t−1
t
.
On the other hand,
|vl,n|2β6β(|x|R) 
( ∫
|x|R−r
v6βl,n
) 1
3

( ∫
R3
η6v6nv
6(β−1)
l,n
) 1
3
= |wl,n|26  Cβ2
( ∫
|x|R−r
v
2βt
t−1
n
) t−1
t
= Cβ2|vn|2β2βt
t−1 (|x|R−r)
.
Using Fatou’s lemma, we get |vn|2β6β(|x|R)  cβ2|vn|2β2βt
t−1 (|x|R−r)
. Set ψ := 3(t−1)t , γ := 2tt−1 . By iterating
this process we can obtain
|vn|ψm+1γ (|x|R)  C
∑m
i=1 ψ−iψ
∑m
i=1 iψ−i |vn|6(|x|R−r),
which implies that ‖vn‖L∞(|x|R)  C |vn|6(|x|R−r). By the convergence of {vn} to v in H1(R3),
for τ > 0 ﬁxed, there exists an R > 0 such that ‖vn‖L∞(|x|R)  τ for all n ∈ N. Therefore,
lim|x|→∞ vn(x) = 0 uniformly in n and the proof is complete. 
1832 X. He, W. Zou / J. Differential Equations 252 (2012) 1813–18344.2. Proof of Theorem 4.1
We divide the proof into two parts.
Part 1:Multiplicity of positive solutions
For a ﬁxed δ > 0, we can use Lemmas 4.1 and 4.4 to obtain some εδ > 0 such that, for any
ε ∈ (0, εδ), the diagram Λ Φε−→ N˜ε βε−→ Λδ is well deﬁned. By the arguments in the paragraph just
before Lemma 4.2, we see that
lim
ε→0βε
(
Φε(y)
)= y uniformly in y ∈ Λ.
For ε small enough, we denote βε(Φε(y)) := y + θ(y) for y ∈ Λ, where ‖θ(y)‖ < δ/2 uniformly for
y ∈ Λ. Deﬁne H(t, y) = y + (1− t)θ(y). Then H : [0,1] ×Λ → Λδ is continuous. Obviously, H(0, y) =
βε(Φε(y)), H(1, y) = y for all y ∈ Λ. That is, the composite map βε ◦Φε is homotopic to the inclusion
map Id : Λ → Λδ (similar conclusion can be observed in [1] and [16]). Using homotopy and by the
same arguments contained in the proof of Lemmas 4.2 and 4.3 of [9], we obtain that
catN˜ε (N˜ε) catΛδ (Λ).
On the other hand, using the deﬁnition of N˜ε and choosing εδ small if necessary, we see that Iε
satisﬁes the Palais–Smale condition in N˜ε recalling Proposition 4.3. Therefore, standard Ljusternik–
Schnirelmann theory provides at least catN˜ε (N˜ε) critical points of Iε restricted to Nε . Consequently,
using Corollary 2.9, we conclude that Iε has at least catΛδ (Λ) critical points in Wε.
Part 2: Concentration of the maximum points
Let uεn be a solution of (P )εn , then vn(x) = uεn (x+ y˜n) is a solution of the problem⎧⎪⎪⎨
⎪⎪⎩
−
(
a + b
∫
R3
|∇vn|2
)
vn + Vn(x)vn = f (vn) in R3,
vn ∈ H1
(
R
3), vn > 0 in R3,
with Vn(x) = V (εnx+εn y˜n) and { y˜n} ⊂ R3 given in Proposition 4.3. Furthermore, up to a subsequence,
vn → v in H1(R3) and yn → y in Λ with yn = εn y˜n. We claim that there exists a δ > 0 such that
‖vn‖L∞(R3)  δ, ∀n ∈ N. In fact, suppose that ‖vn‖L∞(R3) → 0. Choosing ε0 = V0, it follows from (h1)
that there exists an n0 ∈ N such that
f (‖vn‖L∞(R3))
‖vn‖3L∞(R3)
< V0 and ‖vn‖L∞(R3) <
1
2
for n n0. Hence, by (h4), we see that
∫
R3
(
a|∇vn|2 + V0v2n
)+ b( ∫
R3
|vn|2
)2

∫
R3
f (vn)
v3n
v4n 
∫
R3
f (‖vn‖L∞(R3))
‖vn‖3L∞(R3)
v4n
 V0
∫
R3
v4n  V0‖vn‖2L∞(R3)
∫
R3
v2n <
V0
2
∫
R3
v2n.
This implies that ‖vn‖V0 = 0 for n  n0, which is impossible because vn → v in H1(R3) and v = 0.
Then the claim is true. Considering pn the global maximum of vn , by Lemma 4.5 and the claim above,
X. He, W. Zou / J. Differential Equations 252 (2012) 1813–1834 1833we see that pn ∈ BR(0) for some R > 0. Thus, the global maximum of uεn given by zεn = pn + y˜n satis-
ﬁes εnzεn = εnpn + yn. Since {pn} is bounded, it follows that εnzεn → y, thus limn→∞ V (εnzεn ) = V0.
4.3. Proof of Theorem 1.1
If uε is a positive solution of (P )ε, the function wε(x) = uε(x/ε) is a positive solution of (SK)ε.
Thus, the maximum point ηε and zε of wε and uε, respectively, satisfy the equality ηε = εzε. There-
fore, limε→0 V (ηε) = limn→∞ V (εnzεn ) = V0. Consequently, Theorem 1.1 follows from Theorem 4.1.
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