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a b s t r a c t
In this paper, we suggest an estimating equations based approach to study a general single-
index model with a given out-layer link for longitudinal data and treat the classical one as
its special case. Within a wide range of bandwidths which is for estimating the inner-layer
nonparametric link, the root-n consistency of the estimator of the index can be proved. The
estimation efficiency can be achieved even when there is an infinite-dimensional nuisance
parameter to be estimated. The performance of the new method is assessed through the
comparisonwith other existingmethods and through an application to an epileptic seizure
study.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Longitudinal data sets arise frequently from many subject-matter studies, such as medical and public health studies,
biological and agricultural sciences, health, social, and behavioral sciences. By their very nature, the repeatedmeasurements
taken on each of a number of subjects over time are multivariate and have complex random-error structure that must be
appropriately accounted for in the analysis. However, the full likelihood for longitudinal data is often difficult to specify,
especially for correlated non-Gaussian data. Therefore, marginal methods under parametric framework such as generalized
estimating equation (GEE) techniques are popularly utilized to analyze data (see [12,19,6,20,11], among others).
Our research is motivated by an analysis of a real longitudinal data set from an epileptic seizure study. The data set
contains the seizure counts of 59 epileptics suffering from partial seizures during the follow-up eight-week period. We take
the seizure counts as the response variable. Following [25], four covariates which are related to age, baseline seizure count,
and treatment are used. In the literature, a generalized linear model with logarithm link has been used to fit this dataset.
The scatter plot of log Y against X τ βˆ in Fig. 1 seems to suggest a linear pattern where Y is the response, X is the covariate
vector, and βˆ is an estimator of the parameterβ . However, in Section 4.3, wewill re-analyze this dataset and find a curvature
relationship between the logarithm of the response and a linear combination of the covariates. The details will be reported
there. The out-of-sample testing in Section 4.3 will also suggest the existence of a nonlinear trend. This means that with a
given out-layer logarithm link, an inner-layer single-index structure may also exist.
Therefore, we suggest a marginal single-index model for longitudinal data where, instead of a parametric structure, a
more general single-index structure than the classical single-indexmodel for both conditional mean and variance functions
of the response is made. Of which, a given out-layer link is assumed and then the classical single-index model is its special
case. Specifically, suppose Yij is the response variable for the jth observation in the ith cluster, and Xij is the corresponding
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Fig. 1. Estimated nonlinear curve for the data.
p× 1 covariate vector, i = 1, . . . , n, j = 1, . . . ,mi. Denote Yi = (Yi1, . . . , Yimi)τ , and Xi = (Xi1, . . . , Ximi)τ , i = 1, . . . , n. The
model under study has the following structure:
E(Yij|Xi) = E(Yij|Xij),
see [17] for a discussion of this model structure. Now, we consider the following marginal generalized single-index model
(GSIM)
E(Yij|Xij) = µ{g(βτXij)}, Var(Yij|Xij) = V {g(βτXij)}, (1.1)
whereµ is a knownmonotonic function, V is a known covariance function, g is an unknown univariate smooth link function
and β is an unknown p-dimensional index vector. For the sake of identifiability, it is assumed that ∥β∥ = 1 and the rth
component of β is positive. This is a natural assumption on the index parameter, see [3,31,22].
Model (1.1) is quite general, it includes a variety of models as special cases. When g is known, (1.1) is simply a standard
marginal longitudinal generalized linear model [15]; whenµ is the identity function, V is a bounded constant function, and
mi = 1, (1.1) reduces to the single-index model [7]. The appeal of this model is that the so-called ‘‘curse of dimensionality’’
problem can be largely avoided by combining the multivariate predictor vector into a single index βτ x.
For the classical single-index model, there are a great number of works in the literature on estimating β in the
independent case such as the simultaneousminimizationmethod [7], the average derivative approach [18,8]. Thesemethods
do not fully take the heteroscedasticity structure of the model into consideration and then the estimations may not
be efficient. Cui et al. [4] proposed a method from which the estimation is asymptotically more efficient than existing
estimations in the literature, to the best of our knowledge. To deal with functional data, Li et al. [13] introduced generalized
functional linear models with semiparametric single index interactions. In their model, the response is scalar, while some of
the covariates are functional. Theyproposed a two step estimationprocedure based on local estimating equations to estimate
the parameters. Jiang andWang [10] considered functional single indexmodels, where the link function is bivariate to reflect
the time-dynamic effects of the single index. They extended MAVE [26] to estimate the index for functional data. While for
sparse longitudinal data, Bai et al. [1] combined penalized splines and quadratic inference functions to estimate both the
single-index and link function. They considered a special case of model (1.1) whereµ is the identity function. However, they
considered a working assumption that the link function g for the index is a parametric function with a spline formulation
with a fixed degree and fixed number of knots. In effect, they investigated a parametric link rather than a nonparametric
link. Yi et al. [28,29] considered a partial linear single-index model with an out-layer link. It is noted that, in this sense,
their model is more general than model (1.1). However, they only considered binary response. For which, they introduced a
method centering on both the index and association parameters to explore GSIM for clustered binary data. Their approach
cannot be extended to handle general response and may become computationally unstable since constrained estimating
equations for index vector have to be dealt with. It is also worth pointing out that Yi et al. [28,29] did not take the constraint
∥β∥ = 1 into consideration in estimation, while regarded β as an usual parameter and then a common GEE technique is
applied. Their approach then loses estimation efficiency.
In this paper, we investigate estimation for both the unknown link g and the index β for general correlated data. To
this end, we suggest using a GEE type method with quasi-Fisher scoring type algorithm to deal with this issue with more
general correlated data. The estimator of β can be root-n consistent and asymptotically normal with a very wide range
of bandwidths which is for estimating inner-layer link function, while the nonparametric estimate of the inner-layer link
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can have an optimal convergence rate. As we utilize the within-subject correlation and the optimal property of GEE, the
estimation efficiency can be achieved.
To well identify β in estimation, we use the ‘‘remove-one-component’’ method. By eliminating βr , which is the rth
component of β , it can transform the boundary point β of a unit ball in Rp to the interior point β(r) of a unit ball in Rp−1.
Then, any function with respect to β(r) is differentiable and the estimating equations for β can be constructed with respect
to β(r). For the nuisance parameter g , we suggest an adjusted kernel-weighted estimating equation so that the within-
subject correlation among responses can be properly considered to improve efficiency and the smoothing parameter h is
selected by the K -fold cross validation. Based on the results, we can also handle confidence region construction.
The rest of the paper is organized as follows. The main results are reported in Section 2. The corresponding asymptotic
properties are presented in Section 3. Section 4 consists of simulations and an application to a seizure count data for
illustration. All technical proofs are relegated to the Appendix.
2. Estimation procedures
In this section, we determine the model through specification of an unknown vector β and an unknown function g ,
where g(·) is estimated using a kernel GEE-type estimator accounting for correlations, and β is estimated using a profile-
type estimating equation accounting for unit norm. Note that ∥β∥ = 1 means that β is the boundary point on the unit ball.
Therefore, g(βτXij) does not have derivative at the point β . However, we must use the derivative of g(βτXij) on β when
constructing the profile-type estimating equation. To solve this problem, we choose an identifiable parametrization called
‘‘remove-one-component’’ method, see, i.e., [30,31], to transform the boundary of a unit ball in Rp to the interior in Rp−1.
Specifically, for β = (β1, . . . , βp)τ , let β(r) = (β1, . . . , βr−1, βr+1, . . . , βp)τ by deleting the rth component βr , which is
positive in the identifiable assumption. We may write
β = β(β(r)) = (β1, . . . , βr−1, (1− ∥β(r)∥2)1/2, βr+1, . . . , βp)τ . (2.1)
Thus, β is infinitely differentiable in a neighborhood of the true parameter β(r). Let p× (p− 1)matrix Jβ(r) = (δ1, . . . , δp)τ
be the Jacobian matrix ∂β/∂β(r), where δr = −β(r)/

1− ∥β(r)∥2, and δj (1 ≤ j ≤ p, j ≠ r) is a (p − 1) × 1 unit vector
with jth component 1. Our main interest is to estimate β .
2.1. The kernel GEE-type estimating functions for g
If β is known, then the model reduces to an nonparametric marginal model. Assume g(·) has the second derivative, we
may approximate g(·) locally by a linear function
g(v) ≈ g(u)+ g(1)(u)(v − u) ≡ a+ b(v − u)
for v in a neighborhood of u, where a = g(u), b = g(1)(u) and denote g˜(v) = a+b(v−u). Let h be the bandwidth parameter,
and K be a mean zero symmetric density function satisfying Kh(u) = h−1K(u/h). Define Uij = βτXij, and H(u,Uij) to be an
mi × 2 matrix with the lth column ej × {(u− Uij)/h}l−1 (l = 1, 2), where ej is anmi × 1 unit vector with jth component 1.
Let V (g(Xiβ)) be the assumed working covariance matrix of Yi, where V (g(Xiβ)) = A1/2i R(α)A1/2i , Ai is anmi × mi diagonal
matrix with elements Aij = V {g(X τij β)}, R(α) is the mi × mi working correlation matrix, and α is an s × 1 vector which
fully characterizes R(α). Then, in the spirit of Wang et al. [24], the estimators of g(u) and g(1)(u) are obtained by solving the
following kernel GEE-type estimating equation
n
i=1
mi
j=1
Kh(Uij − u)µ(1){g˜(Uij)}H(u,Uij)τV−1{g(Xiβ)}(Yi − µ∗i(j)) = 0, (2.2)
where µ(1){g˜(Uij)} is the first derivative of the function µ(·) evaluated at a+ b(Uij − u), and the lth element of µ∗i(j) is
µ

I(l = j)(a+ b(Uij − u))+ I(l ≠ j)g∗(Uil)

,
where g∗(·) is the current estimator of g(·).
The basic idea of Eq. (2.2) is that, once a Yij whose value X τij β is within ±h of u, all points in this cluster, namely, Yi, are
used to estimate g(u). But the contributions of the points in this cluster are different according to the structure of µ∗i(j). All
points except Yij is used to estimate g(u) through their residuals Yil − g∗(X τil β).
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2.2. The profile-type estimating functions for β
In this section, we go on with the estimation of β . For the sake of simplicity, we define some notations first. Let
µ(g(Xiβ)) = (µ(g(X τi1β)), . . . , µ(g(X τimiβ)))τ , µ˙(g(Xiβ)) = diag{µ(1)(g(X τi1β)), . . . , µ(1)(g(X τimiβ))}, where µ(1)(g(X τij β))
is the first derivative of µ(·) evaluated at g(X τij β). Let G˙(Xiβ) = diag{g(1)(X τi1β), . . . , g(1)(X τimiβ)}. If g(·) and g(1)(·) are
known, the model is reduced to a special generalized linear model, where parameter vector is a unit vector. Therefore, we
estimate the p-dimensional parameter vector β by solving the following profile-type estimating equations for (p − 1)-
dimensional vector β(r)
S(β(r)) ,
n
i=1
Jτ
β(r)
X τi µ˙(g(Xiβ))G˙(Xiβ)V
−1{g(Xiβ)}(Yi − µ(g(Xiβ))) = 0. (2.3)
Then the estimator of β can be obtained by (2.1).
3. Asymptotic properties
In this section, we investigate the asymptotic properties for the estimators. In our theory, we emphasize that the number
of subjects n → ∞, while the observation times for each subject mi remains bounded. Hereafter, similar to [23,24], we
supposemi = m for ease of notations. Suppose that (Xi, Yi) are i.i.d. copies of (X, Y ), and the 1st component of β is positive.
This allows us to reduce the complexity for presentation.
In order to obtain the asymptotic behaviors of the estimators, we need following regularity conditions:
C1. (i) The density function of Xij has a continuous second derivative on its supportA.
(ii) The density function fj(·) of X τij β is positive and satisfies Lipschitz condition of order 1 on Aβ , where Aβ = {βτ x :
x ∈ A}.
C2. The function µ(·), V (·), g(·) have two bounded and continuous derivatives.
C3. (i) The kernel K is a bounded, continuous and symmetric probability density function with a bounded derivative,
satisfying ∞
−∞
u2K(u)du ≠ 0,
 ∞
−∞
|u|2K(u)du <∞;
(ii) K satisfies Lipschitz condition of order 1 on R1.
Remark 1. The derivatives and Lipschitz condition in C1 and C2 are the used smoothness conditions. Condition C1 means
that the covariate vector Xij may have discrete components and bound the density function of X τij β away from zero. This
ensures that the denominator of gˆ(u;β0, h), with high probability, is bounded away from zero. Condition C3means that the
kernel for smoothing is of second order. Then, we have the following asymptotic result for the solution of (2.3).
To state the result, we give some notations first. Let β0 = (β10, β(1)0T )τ and g0(u) be the true values of β = (β1, β(1)T )τ
and g(u). Denote byΣ and V the true and assumed ‘‘working’’ covariance matrix of Y . Denote by vjk, ηjk the (j, k)th element
of V−1 and V−1ΣV−1, respectively. Let ∆ be a diagonal matrix with the diagonal element ∆jj being the first derivative of
function µ(·) evaluated at g0(X τj β0), where Xj is the jth row of X for j = 1, . . . ,m. Let φˆ(u, β(1)) = −∂ gˆ(u, β(1))/∂β(1),
and φ(u) be its limit as n → ∞. Define Uj = βτXj, Uij = βτXij, J = ∂β0/∂β(1)0, and X˜ij = g(1)0 (Uij)JτXij − φ(Uij). Let X˜ =
(X˜1, . . . , X˜m)τ , A = E

X˜ τ∆V−1∆X˜

, and B = E

X˜ τ∆V−1ΣV−1∆X˜

. Further, defineW2(u) = mj=1 E{∆2jjvjj|Uj = u}fj(u),
and let b∗(u) be a function that satisfies the integral equation
b∗(u) = g(2)(u)−W−12 (u)
m
j=1

l≠j
E

∆jjv
jl∆llb∗(Ul)|Uj = u

fj(u).
Theorem 1. Let βˆ(1) be the solution of (2.3). Under conditions C1–C3, and h → 0, n → ∞ such that nh8 → 0 and
nh/ log(1/h)→∞, we have
√
n(βˆ(1) − β(1)0) L−→N(0,Σβ(1)0),
whereΣβ(1)0 = A−1BA−1|β(1)=β(1)0 . If V = Σ , the asymptotic covarianceΣβ(1)0 can obtain the minimum, which equals to A.
Remark 2. From the technical aspect, Theorem 1 shows that the root-n consistency can be achieved without under-
smoothing approach. Within a wide range of bandwidths, the root-n consistency can hold. That is, βˆ(1) is quite insensitive
to the choice of bandwidth. This result is pretty different from existing results in the literature because even for i.i.d. cases,
under-smoothing is needed.
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Remark 3. Parallel to the GEE estimator in [12], Theorem 1 states that our estimator is still consistent even if the working
covariance matrix V is misspecified and is most efficient when V is correctly specified.
Invoking the multivariate delta-method, the asymptotic normality of βˆ = (βˆ1, βˆ(1)T )τ will follow from Theorem 1
immediately.
Corollary 1. Under the conditions of Theorem 1, we have
√
n(βˆ − β0) L−→N(0,Σβ0),
whereΣβ0 = JΣβ(1)0 Jτ |β=β0 .
Corollary 1 indicates that βˆ is a root-n consistent estimator of β0. Further, the asymptotic property of µ{gˆ(xτ βˆ)} for the
mean is stated in the next theorem.
Theorem 2. Assume that the conditions of Theorem 1 hold. We have
√
nh

µ{gˆ(xτ βˆ)} − µ{g0(xτβ0)} − 12b∗(x
τβ0)h2

L−→N

0, γ0W−22 (x
τβ0)

m
j=1
E{∆2jjηjj|X τj β = xτβ0}fj(xτβ0)

,
where γ0 =

K 2(u)du.
4. Numerical study
4.1. Computation of the estimates
For given β , we can treat xτβ as a new predictor, Eq. (2.2) gives us gˆ and gˆ(1) as in [23]. We now focus on profile-type
estimating Eq. (2.3). In the spirit of the quasi-Fisher scoring algorithm, β(r) can be updated approximately through
β(r)new = β(r)old + S˙−1(β(r)old )S(β(r)old ),
where
S˙(β(r)) =
n
i=1
Jτ
β(r)
X τi µ˙(g(Xiβ))G˙(Xiβ)V
−1{g(Xiβ)}G˙(Xiβ)µ˙(g(Xiβ))XiJβ(r) .
Using ∥βnew∥ = 1 and ∥βold∥ = 1, we can prove
βnew − βold = Jβ(r)old

β(r)new − β(r)old

+ Op(n−1).
Thus, update βold with βold = βnew/∥βnew∥ approximately by using
βnew = βold + Jβ(r)old S˙
−1(β(r)old )S(β
(r)
old ). (4.1)
Consequently, we summarize the algorithm as follows.
Step 1. Obtain an initial estimator βG by solving the following estimating equations
n
i=1
X τi µ˙(Xiβ)A
−1(Xiβ){Yi − µ(Xiβ)} = 0, (4.2)
where µ(Xiβ)= (µ(X τi1β), . . . , µ(X τi1β))τ , µ˙(Xiβ)= diag{µ(1)(X τi1β), . . . , µ(1)(X τimiβ)}, and A(Xiβ)= diag{V (X τi1β),
. . . , V (X τimiβ)}. It implies thatβG is the GEE estimator ofβ obtained from the usual generalized linearmodelwith g(·)
specified as the identity function in (1.1) and R(α) set as independent working correlation. Then, let β(0) = βG/∥βG∥.
Use β(0) as the starting value of β .
Step 2. Given the index estimatorβold, solving the estimating Eq. (2.2)with respect to (a, b) yields gˆ(X τij βold) and gˆ
(1)(X τij βold).
Step 3. Given the gˆ(X τij βold) and gˆ
(1)(X τij βold), use (4.1) to update β .
Step 4. Repeat Steps 2 and 3 until convergence. Denote by (gˆ∗(·), βˆ) the estimators at convergence.
Note that in Step 2, the Epanechnikov kernel function K(t) = 3/4(1 − t2)I(|t| ≤ 1) is suggested to be used. And based on
Remark 2, the bandwidth can be chosen to be optimal by some standard bandwidth selection methods, such as K -fold cross
validation, generalized cross validation (GCV), the asymptotic weightedmean integrated squared error (AMISE). In this step,
we recommend K -fold cross validation to determine the optimal bandwidth.
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Table 1
Simulation results on parameter component estimates for the binary simulation.
ρ Parameter Method Mean Bias(×10−2) SE(×10−2) MSE(×10−3)
0.3 β1 IND 0.570 −0.728 0.510 0.079
CS 0.570 −0.771 0.500 0.084
AR(1) 0.571 −0.604 0.514 0.063
YHL 0.572 −0.515 0.508 0.052
β2 IND 0.576 −0.124 0.481 0.025
CS 0.575 −0.236 0.467 0.027
AR(1) 0.573 −0.420 0.483 0.041
YHL 0.573 −0.478 0.483 0.046
β3 IND 0.573 −0.430 0.495 0.043
CS 0.575 −0.226 0.490 0.029
AR(1) 0.575 −0.255 0.488 0.030
YHL 0.575 −0.280 0.490 0.032
0.5 β1 IND 0.576 −0.111 0.566 0.033
CS 0.577 −0.060 0.558 0.032
AR(1) 0.575 −0.259 0.472 0.029
YHL 0.573 −0.396 0.471 0.038
β2 IND 0.562 −1.583 0.527 0.278
CS 0.563 −1.469 0.530 0.244
AR(1) 0.564 −1.347 0.461 0.203
YHL 0.575 −1.285 0.454 0.186
β3 IND 0.578 0.073 0.570 0.033
CS 0.576 −0.096 0.578 0.034
AR(1) 0.582 0.448 0.473 0.042
YHL 0.583 0.528 0.476 0.051
IND, CS, AR(1) represent that our method is conducted under corresponding working correlation structure.
4.2. Simulation results
In this section, we assess the finite sample performance of the proposed procedures via two Monte Carlo stimulation
studies in terms of estimation accuracy and direction recovering.
Example 1 (Binary Response). In this simulation study, we compare our method with the one proposed by Yi et al. [29] for
the model without the linear part, denoting it as YHL. Consider the following logistic model similar to that used in [3]. The
response variable Yij is binary and its marginal mean is µij with
logit(µij) = sin{π(X τij β − C1)/(C2 − C1)},
where Xij are trivariate with independent uniform (0, 1) components, i = 1, . . . , 200, j = 1, . . . , 10. The parameter is
β = (1, 1, 1)/√3.We took C1 =
√
3/2−1.645/√12 and C2 =
√
3/2+1.645/√12 to ensure that the designwas relatively
thick in the tails. For all t with 1 ≤ t ≤ 10, Yit are of an AR(1) correlation structure with auto-correlation coefficient ρ. Two
values of ρ are considered: ρ = 0.3, 0.5. The simulations with 200 replications for every case are conducted using R codes
since we use the correlated random binary data generator by Oman [16]. Three different working correlation structures are
considered in ourmethods: independence working correlationmatrix (IND), exchangeable working correlationmatrix (CS),
and the first-order auto-correlation working correlation matrix (AR(1)).
Table 1 reports some summary statistics for the parameter component estimates, including the sample mean (Mean),
the differences between the estimates and the true values (Bias), the empirical standard errors (SE), and the mean square
errors (MSE). We also computed the angle (in radians) between βˆ and β0 as well as the sample correlation between βˆτ x and
β0x. The mean, standard deviation (SD), and MSE of the angle are reported. Furthermore, the median of sample correlation
between βˆτ x and β0x is reported in Table 2. Several observations can be made from Tables 1 and 2. First, it is not surprising
that both our method and the YHL method perform slightly better when the correlation is relatively lower, the estimate
of β2 shows this clearly in Table 1. Second, in terms of estimation and direction recovering, our method and the YHL
method perform similarly, which implies that our method is competitive for clustered binary data. Third, the performance
of our method against different working correlation structures is similar, which means that our method is robust against
the misspecification of working correlation matrix. From these observations, we can see that although YHL is particularly
designed for binary response model, and thus the comparison is in favor of YHL, our method is still competitive.
Example 2 (Count Response). In this simulation experiment, we generate data from a correlated multiple Poisson distribu-
tion. Suppose that the marginal mean of count response variable Yij is µij with quadratic form
log(µij) = (X τij β)2, i = 1, . . . , n, j = 1, . . . ,mi
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Table 2
Simulation results on direction of the index for the Binary simulation.
ρ Method Angle Correlation
Mean SD MSE Median
0.3 IND 0.108 0.056 0.003 0.995
CS 0.106 0.055 0.003 0.995
AR(1) 0.107 0.058 0.003 0.995
YHL 0.107 0.057 0.003 0.995
0.5 IND 0.118 0.071 0.005 0.994
CS 0.115 0.075 0.006 0.995
AR(1) 0.099 0.060 0.004 0.996
YHL 0.099 0.059 0.003 0.996
IND, CS, AR(1) represent that our method is conducted under corresponding
working correlation structure.
Table 3
Simulation results on parameter component estimation for the Poisson simulation.
ρ Parameter Method Mean Bias(×10−2) SE(×10−3) MSE(×10−3)
0.3 β1 IND 0.591 1.318 0.478 0.174
CS 0.588 1.086 0.583 0.118
AR(1) 0.588 1.063 0.690 0.113
β2 IND 0.568 −0.932 0.498 0.087
CS 0.570 −0.721 0.558 0.052
AR(1) 0.570 −0.719 0.670 0.052
β3 IND 0.573 −0.422 0.480 0.018
CS 0.573 −0.397 0.488 0.016
AR(1) 0.574 −0.379 0.502 0.015
0.6 β1 IND 0.590 1.262 0.487 0.160
CS 0.588 1.018 0.562 0.104
AR(1) 0.587 0.955 0.719 0.092
β2 IND 0.568 −0.906 0.474 0.082
CS 0.570 −0.721 0.540 0.052
AR(1) 0.570 −0.691 0.614 0.048
β3 IND 0.573 −0.390 0.436 0.015
CS 0.574 −0.325 0.446 0.011
AR(1) 0.574 −0.295 0.402 0.009
0.9 β1 IND 0.590 1.279 0.467 0.164
CS 0.587 0.918 0.676 0.085
AR(1) 0.587 0.932 0.742 0.088
β2 IND 0.567 −1.031 0.482 0.107
CS 0.570 −0.710 0.562 0.051
AR(1) 0.570 −0.712 0.587 0.051
β3 IND 0.575 −0.284 0.461 0.008
CS 0.575 −0.237 0.379 0.006
AR(1) 0.575 −0.250 0.351 0.006
IND, CS, AR(1) represent that our method is conducted under corresponding working correlation structure.
whereβ = (1, 1, 1)/√3, X1ij and X2ij are distributed from a normal distributionN(1, 0.25)with correlation corr(X1ij, X2ij) =
0.5, and X3ij are i.i.d. Bernoulli variables with probability 0.5 to two values 0 and 1. The group valuesmi are randomly drawn
from a Poisson distribution with mean 5 and increased by 4, and the sample size n is 200. Similar to that in Example 1,
assume that the true correlation structure within the ith subject is AR(1) correlation structure with correlation coefficient
ρ. Three values of ρ are considered: ρ = 0.3, 0.6, 0.9. The replication time is 200 for each experiment, which is conducted
using multivariate Poisson data generator proposed by Yahav and Shmueli [27]. As in Example 1, three kinds of working
correlation matrices are considered. The results of the summary statistics are depicted in Tables 3 and 4.
From the results in these two tables, we can see that the performance of the proposed method is satisfactory. The
estimators for the parameters have reasonably small finite sample biases, empirical standard errors and the mean squared
errors, especially under the exchangeable working correlation and the AR(1) working correlation. The angle between βˆ
and true index β0 is close to 0 and the sample correlation between βˆτ x and the true linear combination β0x is close to 1,
which implies that the proposed method essentially recovers the true direction. Further, we note that the patterns of the
results under different correlations are similar, which again indicates the robustness of our method against the effect from
correlation.
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Table 4
Simulation results on direction of the index for the Poisson simulation.
ρ Method Angle Correlation
Mean SD MSE Median
0.3 IND 0.030 0.018 0.0003 0.9998
CS 0.030 0.019 0.0003 0.9998
AR(1) 0.030 0.018 0.0003 0.9998
0.6 IND 0.030 0.015 0.0002 0.9998
CS 0.029 0.016 0.0002 0.9998
AR(1) 0.027 0.015 0.0002 0.9998
0.9 IND 0.029 0.016 0.0003 0.9998
CS 0.025 0.017 0.0003 0.9998
AR(1) 0.024 0.014 0.0002 0.9999
IND, CS, AR(1) represent that our method is conducted under corresponding
working correlation structure.
4.3. A real data example
We apply the proposed method to analyze a real data set from an epileptic seizure study (see, [21,25]). In more details,
59 epileptics are randomized to treatment with the anti-epileptic drug progabide, or to placebo in addition to standard
chemotherapy. Among them, 28 patients were on a placebo treatment and 31 patients were on a progabide treatment.
The number of seizures was then recorded in four consecutive two-week intervals. In this study, the response variable is
the number of seizures in a two-week period, and the medical question is whether the progabide helps to reduce the rate
of epileptic seizures. Following [25], four covariates are considered including logarithm of age in year (logage), baseline
seizure count (bsln, which is divided by 4 and then log-transformed), treatment (trt, 0 for placebo, 1 for progabide) and the
interaction between treatment and baseline seizures (itat).
Since the response is the count of the epileptic seizure, many authors suggested the GEE method to estimate the
regression coefficients for a longitudinal Poisson regression model (see [25]). As we will see that it is hard to say the
model is a generalized linear model, we also consider a longitudinal Poisson single-index regression modeling estimating
the parameter β through Eqs. (2.2) and (2.3). The estimate βˆ is (0.250, 0.294,−0.445, 0.168)τ . As a comparison, the
standardized GEE estimate βˆG for the longitudinal Poisson regression model is (0.256, 0.279,−0.448, 0.182)τ . We can see
that these two estimates are generally in agreement with each other.
However, the scatter plot suggests a curvature relationship between the response and covariates when we plot the
estimated single index g(xτβ) against xτβ . The pattern is displayed in Fig. 2. It is seen that there is a nonlinear trend.
Therefore, using a nonlinear term in the regression for log(µij) is perhaps more appropriate than using a linear term.
To give a more formal check for the model, we perform a testing. Since the true trend of the link and the true value
of index vector are unknown, we then use out-of-sample testing to compare different models’ forecasting accuracy. First,
we randomly split the data into a training dataset with 47 subjects and a testing dataset with 12 subjects. Next, we use the
common Poisson regressionmodel with the GEE estimation and the Poisson single-index regressionmodel with ourmethod
to analyze the training data, respectively. Thereafter, for each observation (Xi, Yi) in the testing sample, we can predict the
response denoted by Yˆi. Consider the following suitable loss function proposed by Cantoni et al. [2]
i∈DT
(Yi − Yˆi)TV−1i (Yi − Yˆi),
to base our prediction error criterion, whereDT is the testing dataset, Vi is the working covariance matrix that is estimated
only once by the entire dataset. For a reliable evaluation, this testing is randomly replicated for a total of 200 times. The
prediction error values for each method are boxplotted in Fig. 3. We can see that the Poisson single-index regression model
is more appropriate than the common Poisson regression model, which confirms that there is a significant nonlinear trend.
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Appendix
In order to establish Theorem 1, we need the following Lemma A.1 first, which follows from the result that was obtained
by Mack and Silverman [14] immediately.
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Fig. 3. Boxplots for the prediction errors based on 200 random replications.
Lemma A.1. Let (X1, Y1), . . . , (Xn, Yn) be i.i.d. random vectors, where the Yi’s are scalar random variables. Further assume that
E∥y∥s < ∞ and supx
 ∥y∥sf (x, y)dy < ∞, where f denotes the joint density of (X, Y ). Let K be a bounded positive function
with a bounded support, satisfying a Lipschitz condition. Given that n2ϵ−1h →∞ for some ϵ < 1− s−1, then
sup
x
1n
n
i=1
[Kh(Xi − x)Yi − E{Kh(Xi − x)Yi}]
 = Op

log(1/h)
nh
1/2
.
Proof of Theorem 1. We divide our proof into two parts. First, we derive the asymptotic structure of g which will be used
to get the asymptotic property of parameters. Let vjli be the (j, l)th element of V
−1
i . Letµ
(1)
ij be the first derivative of function
µ(·) evaluated at g(βτXij), fjl(u, v) be the joint density function of (Uj,Ul) evaluated at (u, v). Define
Q (u, v) =
m
j=1

l≠j
E

∆jjv
jl∆ll{W2(Ul)}−1|Uj = u,Ul = v

fjl(u, v) (A.1)
b[k](u) = b[0](u)−W−12 (u)
m
j=1

l≠j
E

∆jjv
jl∆llb[k−1](Ul)|Uj = u

fj(u). (A.2)
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with b[0](u) = g(2)(u). LetB{B; u, v} be an integration operator:
B(B; u, v) = −
m
j=1

l≠j
E

∆jjv
jl∆ll{W2(Ul)}−1B(Ul, v)|Uj = u

fj(u). (A.3)
Similar to Section A.2 of Appendix in [24], replacing Tij in [24] with Uij, we have, for k ≥ 1,
gˆ[k](u)− g0(u) = 12b[k](u)h
2 +W−12 (u)n−1
n
i=1
m
j=1
µ
(1)
ij Kh(Uij − u)

m
l=1
v
jl
i (yil − µil)

+W−12 (u)n−1
n
i=1
m
j=1
µ
(1)
ij Q1,[k](u,Uij)

m
l=1
v
jl
i (yil − µil)

+W−12 (u)n−1
n
i=1
m
j=1
v
jj
i Q2,[k](u,Uij)(yil − µil)+ op(h2 + {log(n)/nh}1/2 + n−1/2), (A.4)
where Q1,[1](u, v) = 0, Q2,[1](u, v) = −Q (u, v), Q1,[k](u, v) = −Q (u, v)+ B(Q1,[k−1]; u, v), and Q2,[k](u, v) = B(Q2,[k−1];
u, v). As k →∞, we have
gˆ∗(u)− g0(u) = 12b∗(u)h
2 +W−12 (u)n−1
n
i=1
m
j=1
µ
(1)
ij Kh(Uij − u)

m
l=1
v
jl
i (yil − µil)

+W−12 (u)n−1
n
i=1
m
j=1
µ
(1)
ij Q1,∗(u,Uij)

m
l=1
v
jl
i (yil − µil)

+W−12 (u)n−1
n
i=1
m
j=1
v
jj
i Q2,∗(u,Uij)(yil − µil)+ op(h2 + {log(n)/nh}1/2 + n−1/2),
where
Q1,∗(u, v) = −Q (u, v)+B(Q1,∗; u, v); Q2,∗(u, v) = B(Q2,∗; u, v).
Then, we establish the asymptotic normality of βˆ(1). In the spirit of Appendices A.3 and A.4 in [24], we divide this part into
two steps. In Step 1, we obtain the derivative of gˆ(u, β(1)) with respect to β(1), and in Step 2, we establish the asymptotic
normality of βˆ(1). Compared with [24], the main difference and difficulty are that we have to deal with an additional
parameter vector β in the nonparametric function gˆ with the constraint ∥β∥ = 1. We note that it makes the derivation
of φ(u) in Step 1 of the current development rather different than that in Appendix A.3 of [24].
Step 1. The analysis of the derivative of gˆ(u, β(1))with respect to β(1).
Let σ jl and σ jli be the (j, l)th element ofΣ
−1 andΣ−1i , respectively, and∆i be a diagonalmatrixwith the diagonal element
µ
(1)
ij , j = 1, . . . ,m. At convergence, using (2.2), it can be shown that, for a given β = (β1, β(1)), we have
0 = n−1
n
i=1
mi
j=1
σ
jj
i Kh(Uij − u)µ(1)ij (u, β(1))

Yij − µ{gˆ(u, β(1))+ bˆ(u, β(1))(Uij − u)}

+ n−1
n
i=1
mi
j=1

l≠j
σ
jl
i Kh(Uij − u)µ(1)ij (u, β(1))

Yil − µ{gˆ(Uil, β(1))}

,
where µ(1)ij (u, β
(1)) is the first derivative of the function µ(·) evaluated at gˆ(u, β(1)) + bˆ(u, β(1))(Uij − u). Let K (1)h (u) =
h−1K (1)(u/h), where K (1)(·) is the first derivative of function K(·). Then, taking derivatives with respect to β(1) yields
0 = P1 + P2 + P3 − P4,
where
P1 = n−1
n
i=1
m
j=1
σ
jj
i J
τh−1K (1)h (Uij − u)Xijµ(1)ij (u, β(1))

Yij − µ{gˆ(u, β(1))+ bˆ(u, β(1))(Uij − u)}

+ n−1
n
i=1
m
j=1

l≠j
σ
jl
i J
τh−1K (1)h (Uij − u)Xijµ(1)ij (u, β(1))

Yil − µ{gˆ(Uil, β(1))}
 ;
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P2 =

n−1
n
i=1
m
j=1
Kh(Uij − u)µ(2)ij (u, β(1))

−φˆ(u, β(1))+ ∂ bˆ(u, β
(1))
∂β(1)
(Uij − u)

+ n−1
n
i=1
m
j=1
Kh(Uij − u)µ(2)ij (u, β(1))gˆ(1)(u, β(1))JτXij

×

σ
jj
i

Yij − µ{gˆ(u, β(1))+ bˆ(u, β(1))(Uij − u)}

+

l≠j
σ
jl
i

Yil − µ{gˆ(Uil, β(1))}
 ;
P3 = n−1
n
i=1
m
j=1
Kh(Uij − u)σ jji

µ
(1)
ij (u, β
(1))
2 −φˆ(u, β(1))+ ∂ bˆ(u, β(1))
∂β(1)
(Uij − u)+ gˆ(1)(u, β(1))JτXij

;
P4 = n−1
n
i=1
m
j=1

l≠j
Kh(Uij − u)σ jli µ(1)ij (u, β(1))µ(1){gˆ(Uil, β(1))}

gˆ(1)(Uil, β(1))JτXil − φˆ(Uil, β(1))

.
We now proceed to show that P1 = op(1). It sufficient to show that the each term of P1 is of order op(1). For the sake of
simplicity, let P11 be the first term of P1. Let aij = σ jji Jτh−1K (1)h (Uij − u)Xij, ϵij = Yij − µ{g(X τij β0)} and µˆij = µ{gˆ(u, β(1))+
bˆ(u, β(1))(Uij − u)}. We decompose P11 as follows:
P11 = n−1
n
i=1
m
j=1
aijµ(1){g(X τij β0)}ϵij + n−1
n
i=1
m
j=1
aijϵij

µ
(1)
ij (u, β
(1))− µ(1){g(X τij β0)}

+ n−1
n
i=1
m
j=1
aijµ(1){g(X τij β0)}

µ{g(X τij β0)} − µˆij

+ n−1
n
i=1
m
j=1
aij

µ{g(X τij β0)} − µˆij
 
µ
(1)
ij (u, β
(1))− µ(1){g(X τij β0)}

, P111 + P112 + P113 + P114.
Noting that

ukK (1)(u)du = 0when k is an even number and using the arguments similar to the proof of Theorem 5.2 in [9],
we have P11k = op(1) for k = 1, 2, 3, 4. Similarly, we can show the second term of P1 is also of order op(1). Further, under
Conditions C1–C3, we can show that P2 = op(1), and
n−1
n
i=1
m
j=1
Kh(Uij − u)σ jji

µ
(1)
ij (u, β
(1))
2 ∂ bˆ(u, β(1))
∂β(1)
(Uij − u) = op(1).
In addition, it is straightforward to show that
n−1
n
i=1
m
j=1
Kh(Uij − u)σ jji

µ
(1)
ij (u, β
(1))
2 = m
j=1
E[σ jj(∆jj)2|Uj = u] fj(u){1+ op(1)},
n−1
n
i=1
m
j=1
Kh(Uij − u)σ jji

µ
(1)
ij (u, β
(1))
2
JτXij =
m
j=1
E[σ jj(∆jj)2Jτ xj|Uj = u] fj(u)

1+ op(1)

.
And on the other hand, we have that
n−1
n
i=1
m
j=1

l≠j
Kh(Uij − u)σ jli µ(1)ij (u, β(1))µ(1){gˆ(Uil, β(1))}gˆ(1)(Uil, β(1))JτXil
=
m
j=1

l≠j

E(σ jl∆jj∆llJτ xl|Uj = u)gˆ(1)(ul)flj(ul, u)dul

1+ op(1)

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n−1
n
i=1
m
j=1
Kh(Uij − u)

l≠j
σ
jl
i µ
(1)
ij (u, β
(1))µ(1){gˆ(Uil, β(1))}φˆ(Uil, β(1))
=
m
j=1

l≠j

E(σ jl∆jj∆ll|Uj = u)φˆ(ul)flj(ul, u)dul

1+ op(1)

.
Therefore, combining the above results, we conclude that
op(1) =
m
j=1
E[σ jj(∆jj)2|Uj = u]fj(u)φˆ(u, β(1))−
m
j=1
E[σ jj(∆jj)2Jτ xj|Uj = u]fj(u)gˆ(1)(u, β(1))
−
m
j=1

l≠j

E(σ jl∆jj∆llJτ xl|Uj = u)gˆ(1)(ul)flj(ul, u)dul +
m
j=1

l≠j

E(σ jl∆jj∆ll|Uj = u)φˆ(ul)flj(ul, u)dul,
uniformly on u. In other words, we have that φˆ(u, β(1)) uniformly converges to φ(u), where φ(u) is the solution of the
following equation
m
j=1
E[σ jj(∆jj)2|Uj = u]fj(u)φ(u) =
m
j=1
E[σ jj(∆jj)2Jτ xj|Uj = u]fj(u)g(1)(u)
+
m
j=1

l≠j

E(σ jl∆jj∆llJτ xl|Uj = u)g(1)(ul)flj(ul, u)dul
−
m
j=1

l≠j

E(σ jl∆jj∆ll|Uj = u)φ(ul)flj(ul, u)dul.
Step 2. The asymptotic normality of β(1).
Let µˆij(βˆ(1)) = µ(gˆ(Uij, βˆ(1))), andµij(β(1)0) = µ(g(Uij, β(1)0)). Based on the result in Step 1, invoking Taylor expansion
yields that
µˆij(βˆ
(1))− µij(β(1)0) = µ(1)ij (β(1)0)X˜ τij (βˆ(1) − β(1)0)+ µ(1)ij (β(1)0)

gˆ(Uij, β0)− g(Uij, β0)
+ op(1),
where µ(1)ij (β
(1)0) is the first derivative of the function µ(·) evaluated at g(β0TXij). Then, denoting X˜i = (X˜i1, . . . , X˜im)τ ,
µˆi(βˆ
(1)) = (µˆi1(βˆ(1)), . . . , µˆim(βˆ(1)))τ , and similar as µi(β(1)0), µ(1)i (β(1)0), gˆ(Ui, β(1)0) and g(Ui, β(1)0), we have
µˆi(βˆ
(1))− µi(β(1)0) =

µ
(1)
i (β
(1)0) ∗ X˜i

(βˆ(1) − β(1)0)+ µ(1)i (β(1)0) ∗

gˆ(Ui, β(1)0)− g(Ui, β(1)0)
+ op(1m),
where 1m is a m × 1 column vector of ones, and a ∗ b = (a1b1, . . . , ambm)τ denotes the elementwise product of vectors
a = (a1, . . . , am)τ and b = (b1, . . . , bm)τ . Define
Ai =

µ
(1)
i (β
(1)0) ∗ X˜i
τ
V−1i

µ
(1)
i (β
(1)0) ∗ X˜i

,
Bi =

µ
(1)
i (β
(1)0) ∗ X˜i
τ
V−1i

µ
(1)
i (β
(1)0) ∗ [gˆ(Ui, β(1)0)− g(Ui, β(1)0)]

.
Then, together with (2.3), we can conclude that
n−1
n
i=1
Ai
√
n(βˆ(1) − β(1)0) = n−1/2
n
i=1
∂µˆi(β
(1)0)
∂β(1)
V−1i

Yi − µi(β(1)0)
− n−1/2 n
i=1
Bi + op(1p−1).
Further, using the asymptotic structure of g in part 1, we have that
√
n(βˆ(1) − β(1)0) = A−1(Sn − Tn), (A.5)
where
Sn = n−1/2
n
i=1
X˜ τi ∆iV
−1
i (Yi − µi(β(1)0));
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Tn = n−1/2
n
i=1
Bi
= (T1n + T2n)

1+ op(1p−1)

,
where
T1n = n−1/2
n
i=1
m
j=1
m
l=1
µ
(1)
ij (β
(1)0)v
jl
i µ
(1)
il (β
(1)0)X˜ij

1
2
h2

b∗(Uil)+ hb∗1(Uil)+ Op(h2)

,
T2n = n−1/2
n
i=1
m
j=1
m
l=1
µ
(1)
ij (β
(1)0)v
jl
i µ
(1)
il (β
(1)0)X˜ij
W−12 (Uil)n−1 n
i′=1
m
j′=1
µ
(1)
i′j′ (β
(1)0)

Kh(Ui′j′ − Uil)
×
m
l′=1
v
j′ l′
i′ (Yi′ l′ − µi′ l′(β(1)0))+ vj
′j′
i′ Q2,∗(Uil,Ui′j′)(Yi′j′ − µi′j′(β(1)0))
+Q1,∗(Uil,Ui′j′)
m
l′=1
v
j′ l′
i′ (Yi′ l′ − µi′ l′(β(1)0))

with b∗1 being the next order term in a higher order bias expansion of gˆ which follows the equivalent derivations in
Theorem 1 of [5]. Now, we are going to show that Tn is of order op(1d−1). First, consider T1n. In general, for an estimator
of g , we know that
n−1
n
i=1
m
j=1
m
l=1
µ
(1)
ij (β
(1)0)v
jl
i µ
(1)
il (β
(1)0)X˜ij

b∗(Uil)+ hb∗1(Uil)+ Op(h2)
 = Op(1p−1).
Hence, similar to [24], we conclude that T1n = op(1p−1) provided that nh8 → 0. Next, consider T2n. Using Lemma A.1, we
can show that
n−1
n
i=1
m
j=1
m
l=1
Kh(Ui′j′ − Uil)µ(1)ij (β(1)0)vjli µ(1)il (β(1)0)X˜ijW−12 (Uil)
is asymptotically equivalent to
m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)|Ul = u

fl(u)|u=Ui′ j′
as n →∞ and h → 0 such that nh/ log(1/h)→∞. Similarly, we have that
1
n
n
i=1
m
j=1
m
l=1
µ
(1)
ij (β
(1)0)v
jl
i µ
(1)
il (β
(1)0)X˜ijW−12 (Uil)Q2,∗(Uil,Ui′j′)
=
m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)Q2,∗(Ul, u)
 |u=Ui′ j′ 1+ op(1p−1) ;
1
n
n
i=1
m
j=1
m
l=1
µ
(1)
ij (β
(1)0)v
jl
i µ
(1)
il (β
(1)0)X˜ijW−12 (Uil)Q1,∗(Uil,Ui′j′)
=
m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)Q1,∗(Ul, u)
 |u=Ui′ j′ 1+ op(1p−1) .
Therefore, by writing T2n =3k=1 T2kn, we have
T21n = n−1/2
n
i′=1
m
j′=1
µ
(1)
i′j′ (β
(1)0)

m
l′=1
v
j′ l′
i′

yi′ l′ − µi′ l′(β(1)0)

×

m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)
Ul = u fl(u)u=Ui′ j′

1+ op(1p−1)

,
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T22n = n−1/2
n
i′=1
m
j′=1
µ
(1)
i′j′ (β
(1)0)v
j′j′
i′

yi′j′ − µi′j′(β(1)0)

×

m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)Q2,∗(Ul, u)

u=Ui′ j′

1+ op(1p−1)

,
T23n = n−1/2
n
i′=1
m
j′=1
µ
(1)
i′j′ (β
(1)0)
m
l′=1
v
j′ l′
i′

yi′ l′ − µi′ l′(β(1)0)

×

m
j=1
m
l=1
E

∆jjv
jl∆llx˜jW−12 (Ul)Q1,∗(Ul, u)

u=Ui′ j′

1+ op(1p−1)

,
which are all of order op(1p−1) similar to [24]. In other words, T2n = op(1p−1). Hence, with n → ∞ and h → 0 so that
nh8 → 0 and nh/ log(1/h)→∞, we have Tn = op(1p−1).
Consequently, based on (A.5), we know that
√
n(βˆ(1) − β(1)0) = A−1Sn

1+ op(1d−1)
 L−→N(0,Σβ(1)0),
which completes the proof. 
Proof of Corollary 1. Since ∂β0/∂β(1)0 = J , according to Theorem 1, an application of multivariate delta-method yields
that
√
n(βˆ − β0) L−→N(0,Σβ0).
This finishes the proof. 
Proof of Theorem 2. ByCorollary 1,we know that βˆ is a root-n consistent estimator ofβ0. Then, using the arguments similar
to the proof of Proposition 1 (iii) in [4], we have that
√
nh

µ{gˆ(xτ βˆ)} − µ{gˆ(xτβ0)}

= op(1).
On the other hand, according to the asymptotic structure of g in the proof of Theorem 1 and Corollary 2 in [23], we know
that
√
nh

µ{gˆ(u)} − µ{g0(u)} − 12b∗(u)h
2

L−→N

0, γ0W−22 (u)

m
j=1
E{∆2jjηjj|Uj = u}fj(u)

.
Therefore, we have
√
nh

µ{gˆ(xτ βˆ)} − µ{g0(xτβ0)} − 12b∗(x
τβ0)h2

= √nh

µ{gˆ(xτ βˆ)} − µ{gˆ(xτβ0)}

+√nh

µ{gˆ(xτβ0)} − µ{g0(xτβ0)} − 12b∗(x
τβ0)h2

L−→N

0, γ0W−22 (x
τβ0)

m
j=1
E{∆2jjηjj|X τj β = xτβ0}fj(xτβ0)

,
which finishes the proof. 
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