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In this paper we prove theorems which give the structure of those solutions 
of certain difference and operator equations which satisfy some suitable 
regularity condition. 
The simplest version of our theorem gives the structure of rational or 
integer-valued solutions of a linear difference equation whose characteristic 
polynomial P(X) has rational coefficients and is irreducible over the rationals. 
In particular let { f0 ,fr ,...} be a solution of the linear difference equation 
amfn+m + am-lfn+m--l + *** + aofn = 0, 
where the coefficients aj are rational. Let the characteristic polynomial, 
P(X) = a, + a,X + ... + arr,Xm, 
be irreducible and have roots X1 ,..., X, . Then, as is well known, the solution 
has the representation 
for some algebraic numbers A, ,,.., A,. However, if the fn are all rational, 
then we prove that no coefficient A, can be equal to 0 unless all are. This 
result has the status of a “folk theorem” in that it is widely believed, but a 
proof of it does not seem to have been published. It is useful in giving 
asymptotic estimates of { fn} when P(X) h as a unique root of largest absolute 
value. Essentially the same result holds when the rational field is replaced by 
an arbitrary field. 
We can also apply this result to study the structure of certain solutions of 
ordinary differential equations with constant coefficients depending on para- 
* Presently at the University of Wisconsin, Department of Mathematics, Madison, 
Wisconsin 53706. 
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meters. Let U denote a region of the complex plane C in which a solution 
is sought. Let X1 ,..., X, be algebraic functions of x in Q, where Q is a 
connected open subset of C”, and let P(X) = (X - X1) 1-e (X - X,) be 
a member of Z(Q) [XJ where .%(sZ) denotes the integral domain of 
functions holomorphic on J2. Let u(z, 5) be a solution of 
(D( - X,) **a (D, - X,) u(z, 5) = 0. (2) 
Then, if the functions X, ,..., X, are distinct, we may write 
f@, l> = AI exp(X,S) + -a* + A, exp(X,S), (3) 
where each member of {A, ,..., A,) is algebraic over the quotient field of 
-w% 
It is a consequence of the previously mentioned result that if in fact u(z, 5) 
belongs to #(a x U), then no member of (A, ,..., A,) can be equal to zero 
unless they all are. This is easy to see after one operates on both sides of (3) 
with (a/a[)n and deduces the analogue 
of (1). This result is helpful in studying the asymptotic behavior of solutions 
ZJ(Z, [) of (2) which belong to Z(Q x U). 
The more general version of our theorem helps us analyze the structure of 
regular solutions of certain linear operator equations, where the linear opera- 
tors L act on E-submodules V of the space ES of all functions defined on the 
set S and having values in the ring E and the regularity of a member f of V 
means that f (s) lies in a suitable subring F of E for all s in S. We consider a 
composition L = L, *.* L, of linear operators on V. We suppose that Ker (L) 
can be written as 
Ker(L) = Ker(L,) @ ... @ Ker(L,). 
Under a suitable additional hypothesis we can show that if ui belongs to 
Ker(LJ for j = 1,2,..., vz and 
%(4 + ... + G(S) 
belongs to F for every s in S and does not vanish identically in S, then no 
member of {ul ,..., u,} can be equal to 0. It can be shown that the more 
general version of the theorem can be used in many situations where it is 
difficult to use the more elementary version of the theorem. In particular the 
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more general version of the theorem gives us the structure of regular solutions 
u of P(L) u = 0, where P(X) is in F[X] and L is any F-epimorphism of v. 
We now proceed with the proof of the first Theorem. 
THEOREM 1. Let F be a field. Let f = { fn} be a sequence of elements of F 
which satisfy the linear da#erence equation 
f n+m = arn-lfn+m--l + *.. + aofn , 
where aj E F for j = 0, l,..., m - 1. Let 
(4) 
m-1 
P(X) = Xv‘ - 1 a,Xj 
j=O 
be the characteristic polynomial associated with the linear difference equation (4) 
and let P(X) have distinct roots X, ,..., X, . Then we can write 
fn = A,X,” + ... + A,X,n (5) 
where each Aj in (5) belongs to F(X, ,..., X,). Furthermore, zf P(X) is irre- 
ducible no member of {A, ,..., A,) can be equal to 0 unless all are. Moreover, the 
irreducibility of P(X) is necessary. 
Proof. It is clear that any sequence of the form (5) satisfies (4). On the 
other hand a sequence of the form (5) will satisfy the initial condition 
(f. , fi ,..., fin-i) provided that 
But since the roots of P(X) are distinct the Vandermonde matrix in (6) has an 
inverse each entry of which is a member of F(X, ,..., X,). Thus, each Aj in 
the representation (5) is uniquely determined by (6) and belongs to 
F(X, I...> X,). Since the sequence (5) determined by the solution of (6) 
satisfies (4) and the desired initial conditions, we have shown that any solution 
of (4) with values in F has a uniquely determined representation (5) with 
coefficients A? in F(X, ,..., X,). 
Now we show that if P(X) is irreducible and { fn} is a nontrivial solution 
of (4) with values in F, then no member of {A, ,.,., A,) can be the zero 
element 0 of F(X, ,..., X,). 
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We will prove this fact first for the special sequence {en} determined by the 
recursion relation (4) and the initial conditions 
(e, ,..., em+. , e& = (0 ,..., 0, 1). 
Now if some Bj in the representation of (e,> by 
e,, = B,X,” + ... + B,X,” 
were 0, say B, = 0, then we could reduce the relation (6) to 
(7) 
Since the Vandermonde matrix in (7) is nonsingular, we deduce the absurdity 
B, = B, = ..a =B, =O. 
We now show that any sequence {fn} satisfying (4) can be represented as a 
linear combination of translates of the sequence {e,} in a special way. More 
precisely we will find b, , b, ,..., b,-, such that 
m-1 
(8) 
for all nonnegative integers 71. From (8) we deduce that 
1 0 0 
e2,-, e2m--3 *** em 
But the matrix of (9) is nonsingular and in fact its determinant is equal to 1. 
Thus, we can find b, , b, ,..., b,-, in F such that (8) is satisfied for all 1~. 
Thus, we deduce that 
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But this means we can represent each fn in the form 
where each A, has the representation 
m-1 
A, = BI, 2 b,-,-jXkj 
i j= 
0 
But if one of these A, were zero, the corresponding term in parentheses in 
the above expression would have to be zero, since we have shown that no B, 
can be equal to zero. But since each X, is the root of an irreducible poly- 
nomial of degree m, we must have b, = ... = b,-, = 0. Hence, each coef- 
ficient A, must be zero. 
Conversely, suppose P(X) were not irreducible in F[X]. Then some root 
X, of P(X) satisfies 
m-1 
G b,-,-jX,j = 0 
k=l 
where b, , b, ,..., b,-, are in F and are not all zero. Take the starting values of 
the sequence { fn} satisfying (4) to be the right hand side of (9). Then { fn} 
will be a nontrivial sequence satisfying (4) and will have a representation (5) 
with some A, = 0. 
We now prove a generalization of Theorem 1 for certain recurring sequen- 
ces valued in an integral domain I. We suppose that the characteristic poly- 
nomial P(X) associated with the recursion relation satisfied by the sequence is 
a manic polynomial in I[X]. However, we don’t require as we did in Theo- 
rem 1 that P(X) be irreducible in F[X], where F is the quotient field of I. 
THEOREM 2. Let { fn} = f be a nontrivial sequence of members of the integral 
domain I that satisfies some homogeneous linear difference equation with coef- 
jcients in I and whose leading coejhcient is 1. Let m be the smallest positive integer 
such that 
m-1 
f nt-m - ,F;o ajfn+i = O 
for all nonnegative integers n, where 
m-1 
P(X) = Xm - C a,Xj belongs to I[Xj. 
j=O 
Suppose P(X) has m distinct roots, X1 ,..., X, . Let 9(P(X)) be the set of all 
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polynomials Q(X) in IIX] that are of degree m - 1 and have a root in common 
with P(X).Let S(P(X)) b e th e set of all leading coeficients of members of Y(P(X)) 
Let F be the quotient field of I. Let A, ,..., A, be members of F(X, ,..., X,) such 
that 
fn = A,X,” + ... + A,X,mn 
for all n in N. We conclude that iffn, does not belong to S(P(X)) for some n, in N 
andfnO # 0, then no member of {A, ,..., A,} can be equal to 0. 
Proof. We note that if P(X) is irreducible in F[X], where F is the quotient 
field of I, then S(P(X)) is empty and the theorem is, in this case, a trivial 
consequence of Theorem 1. Now suppose fyO does not belong to S(P(X)) 
for some n, in N and that fn, # 0. We may without loss of generality assume 
that n, = 0. We consider the sequence {e,} associated with P(X) that is 
defined in the proof of Theorem 1. In the proof of Theorem 1, we saw that 
the matrix in (9) had determinant equal to 1, Thus, we can find b, , b, ,..., b,-, 
in I such that 
m-1 
fn = C b+-jen+i 
j=O 
for all n in N and such that b, = f .  . Then by (10) of Theorem 1, we deduce 
that if we had some A, equal to 0, then the corresponding X, would satisfy 
n-2 
c b,-,-,X,’ + foX;-l = 0. 
j=o 
This contradicts the supposition thatf, was not a member of S(P(X)). Thus, 
no member of {A, ,..., A,} can be equal to 0. 
We now formalize some corollaries of Theorems 1 and 2 which have 
applications to differential equations. Let 52 be an open connected subset of 
C”, complex n dimensional space. Let U be an open subset of C. We let P(X) 
be a member of Z(Q) [X] which is m onic and can’t be factored in Z(Q) [Xl. 
But the Weierstrass Preparation Theorem (see Abhyankar [l], Chapter II) 
tells us that Z(Q) is integrally closed in its quotient field &?(Q). But by a well- 
known generalization of Gauss’s Irreducibility Lemma (see Zariski- 
Samuel [2], Theorem 5, page 260) one sees that this implies that P(X) is 
irreducible in Z%‘(Q) [Xl. By the connectivity of algebroid hypersurfaces (see 
Abhyankar [l], page 113) one sees that if a manic P(X) in C[.Z, ,..., xn] [X] 
is irreducible in C[Z, ,..., z,] [Xl, then P(X) is also irreducible in Z(C) [X] 
and, consequently, in a(C) [Xl. Th us , f rom these remarks, Theorem 2, and 
the remarks contained in the introduction the following corollaries are 
immediate.l 
1 The results contained in this paragraph were pointed out to one of the authors 
by S. Abhyankar. 
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COROLLARY 1. Let P(X) be a member of 9(Q) [X] which is manic and 
irreducible in Z(Q) [Xl. Let u(z, 5) be a nontrivial member of 3?(sZ x U) 
which satisfies 
Then there exist uniquely determined members A, ,..., A, of W(G) (Xl ,..., X,) 
such that 
u(z, 5) = f 4 exp(-&S). 
j=l 
Furthermore, no member of {A, ,..., A,,} can be equal to 0. 
COROLLARY 2. Let P(D) be a linear partial dzflerential operator with 
constant coejkients and n + 1 independent variables which is of the form 
P(Q ,.-, D, , D,,,) = Dii+l - c a,Da. 
lAl/rn 
We suppose that P(D) cannot, be expressed as the product of two partial dif- 
ferential operators of positive degree. Suppose that u(xl ,..., x, , x,,,) belongs to 
P(R” x V), where V is a nonempty open interval on R. Suppose that there 
is an R > 0 such that u(x) = 0 zf / xk 1 3 R for some k in (1, 2,..., n}. Let 
ti(z, x,,,) denote the Fourier Transform of u(x) with respect to the first n of its 
arguments. Suppose that XI ,..., X, are the roots of P(z, ,..., x, , X). Then 
there exist A, ,..., A,m in W(C) (XI ,..., X,) such that 
ti(~, 5) = ‘f Aj exp(X&. 
j=l 
Furthermore, no member of (A, ,..., A,,} can be 0. 
In these corollaries we have used the obvious fact that an entire function of 
an Z(Q)-integral function X belongs to 2(Q) (X) (e.g., Jacobson [3], page 
181, and Treves [4], Chapter 9). 
We will prove a generalization of Theorem 1 to operator equations. To 
clarify the relation between the theorems we will restate Theorem 1 in the 
terminology of the theorem to follow. Let X, ,..., Xm be algebraic over the 
field F. Let E =F(X, ,..., X& Let EN be the set of mappings from 
N = (0, l,...} into E. That is to say, EN is the set of sequences with values in 
E. Define linear operators X1*,..., XTrc* on EN by the rule, 
X,“fTL = fn+1 - 4 fn , 
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for all E-valued sequences (fn} in EN. Note that (A,X,“) E Ker(X3*) for all 
Ai EF(X~ ,.a., X,) for j = 1,2 ,..., m. 
Then if (X - X,) *.* (X - X,) = P(X) and 
m-1 
P(X) = xm - c cjxj 
i=O 
belongs to F[X], the operator formulation of Theorem 1 states that if P(X) 
is irreducible in F[X], and 
A,X,” + ‘.. + A,X,” = fn 
belongs to F for all 1z EN, then (AjXjn} cannot be the zero sequence in EN 
forj= 1,2 ,..., m. 
The proof of the generalization of Theorem 1 is different from the proofs 
given above; it makes use of the fact that the Galois group G(E; F) of F-auto- 
morphisms of E = F(X, ,..., X,) acts as a transitive permutation group on 
X r ,..., X, and 
u(Xj*gJ = d&+1) - u(xj) uk7J 
= 4-u * 4&z) 
for all u in G(E, F) and all {g,} E EN. 
Notice also that 
Ker((X,*)“l .** (Xm*)nm) = Ker((Xr*)nl) @ a.0 @ Ker((Xm*)n”) 
for all m-tuples (n, ,..., n,) of positive integers, if the roots of P(X) are 
distinct. This motivates the following generalization. 
THEOREIM 3. Let F be a ring and let E be an extension of F. Let G(E, F) 
denote the Galois group of F-automorphisms of E. Let V be an E-submodule of 
Es, where S is a set. Let W = Fs IT V. Let B be a subset of E. For every b in B, 
let L, be a linear transformation of V into itself. Suppose that the operators 
L1, commute with one another. Let H be a subgroup of G(E,F). Suppose that 
every u in H is a one-to-one mapping of B into itself. Suppose also for every g in 
V and every u in H, that 
+%f) = 4wJk)~ (11) 
Suppose that (b, ,..., b,} is a collection of r distinct elements of B on which the 
subgroup H of G(E, F) is a transitive permutation group. Suppose that 
L =L2 * . . L? implies 
Ker(L) = Ker(LQ @ *** @ Ker(LI;) (12) 
for all r tuples of positive integers (nI ,..., n,). 
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Then if vj E Ker(Lz$ for j E (1, 2,..., Y} and 
7% + ... +v,EKer(L)n W (13) 
no member of (vl ,..., v,> can be equal to zero unless all are. 
Proof. We will show that if (13) is satisfied and if Y - p of {vI , U, ,..., vr} 
are equal to zero, where 1 < p < Y, then in fact Y - p + 1 of (vl , vz ,..., v~> 
are equal to zero. Suppose that (vr , vs ,..., v,} are the only nonzero elements 
of (vl )..., v,} and (13) is satisfied. Let bjcl) be a member of the set 
@, , b, ,..., b,J 
which is not contained in the set 
{u(h), +d,-v u(b,-,)I, 
where (T is a member of H such that u(b,) = b, . We know that such a o 




6% -.LZ)f = 0. (14) 
One can prove from (14), by repeated applications of (1 l), that 
UP;; ... L;;f) = L& * . . LZTb,, f  = 0. (15) 
Let us define ~7, to be the maximum of 0 and lzj - nk , where u(bk) = bj for 
R = 1, 2 ,..., p. Let {bjcz) , bj(a) ,..., bjtr+,)} be a subset of {b, , b, ,..., b,} 
chosen so that 
We define an operator S by the rule 
s = Lftbl, ... L2b e ) 
and an operator T by the rule 
T = L;;;“e; . . . L;;;;+; . 
(16) 
(17) 
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For convenience in what follows let us define 
By applying the operator ST to both sides of (15) we deduce from (18) that 
STUf = ST&Q,, = 0. (19) 
Note that we have deliberately chosen S and T (see (16) and (17)) so that if 
h E (1, 2,..., Y} and k #j(l), then 
STL”’ 
oCbl) 
... L;p@ = 0. 
From (12) it follows that 
Ker(L’&,,) n Ker(STU) = (0). (20) 
Thus, from (20) we deduce that vj(r) = 0. We have therefore proven that at 
least m -p + 1 of {vr ,..., v,} are equal to zero. Thus, by induction we have 
shown that if vj E Ker LI; for j = 1, 2,..., Y  and wr + *.. + v, is a member 
of Ker(L) n W, then no member of {vr ,..., v,} can be equal to 0 unless all are. 
We now formalize an algebraic lemma which shows that there is an import- 
ant class of operators satisfying the hypothesis of Theorem 3. This class 
includes products of powers of operators of the form L - Xi , where the Xj 
are roots of an irreducible P(X) in F[X], where F is a field. 
LEMMA 1. Let A be a subset of aJield E. Suppose that L, is a linear trans- 
formation of the subspace V of ES into itself for every a in A. Suppose that 
Ker(L,) n Ker(L,) = (0) andL,L, = L,L, for all distinct elements a and b of A. 
Then if a, , a2 ,..., a, are members of A and n, , n2 ,..., n, are nonnegative 
integers, 
Ker(L2) + ... + Ker(L2) = Ker(L2) @ 1.. @ Ker(L”,:). 
Proof. We first prove (21) f or Y  = 2. Let a and b be distinct members of A. 
We begin by showing that 
Ker(Lan) n Ker(L,) = (0) (22) 
for all positive integers n. We prove (22) by induction on n. For n = 1 the 
validity of (22) follows from the hypothesis, of the theorem. Thus, suppose 
(22) is valid for n. Let ZJ be a member of KerLi+l n Ker(L,). Then 
L,v E Ker L,n n Ker Lb . From the induction hypothesis, L,v = 0. This 
means that v E Ker(L,). Hence, a E Ker(L,) n Ker(L,). From the hypothesis 
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of the theorem it follows that w = 0. The proof of (22) is complete. Essen- 
tially the same argument shows that 
Ker(L,%) n Ker(L,““) = (0). 
for all positive integers n and m. 
(23) 
Now we have demonstrated the validity of (21) for r = 2. It is now an 
easy matter to complete the proof of (21) by induction on r. 
We remark that if Ker(L,) is finite dimensional for every a in A then (12) 
is valid under the hypothesis of Lemma 1. If the kernels are infinite dimen- 
sional, however, the example in [S] shows us that we need some additional 
hypothesis. It is easy to see, however, that condition (12) of Theorem 3 will be 
satisfied if the operators Lb satisfy the hypothesis of Lemma 1 of this paper 
and the hypothesis of Theorem 1 of [5]. 
The motivation for obtaining the results contained in this paper comes 
from at least two sources. One is the desire to know the asymptotic behavior 
of solutions of difference equations. As a simple, example consider the dif- 
ference operator L(X) defined by the rule, 
-49 %I = %I+, - (X + n) a, , 
for all complex-valued sequences {a,} and all complex numbers X. Let 
X 1 ,***, X, be the roots of a polynomial P(X) which is irreducible over the 
rationals, and suppose that X1 is real and positive and Xi > j X, j for 
k = 2,..., m. Let L = L(X,) L(X,) 1.. L(X,). Then any rational-valued 
sequence {a,} satisfying La, = 0 is asymptotic to 
Cn(k+X,-1) 
k=O 
for some algebraic number C. 
Another motivation is the desire to prove uniqueness theorems for partial 
differential equations similar to Theorem 5.7.2. of Hijrmander [6] or to the 
Theorems of [7]. 
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