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Abstract
We consider a fluid-structure interaction problem with Navier-slip boundary conditions
in which the fluid is considered as a Non-Newtonian fluid and the structure is described
by a nonlinear multi-layered model. The fluid domain is driven by a nonlinear elastic shell
and thus is not fixed. Therefore, to analyze the problem, we map the fluid problem into
a fixed domain by applying an arbitrary Lagrange Euler mapping. Unlike the classical
method by which we consider the problem as its entirety, we utilize the time-discretization
and split the problem into a fluid subproblem and a structure subproblem by an operator
splitting scheme. Since the structure subproblem is nonlinear, Lax-Milgram lemma does
not hold. So we prove the existence and uniqueness by means of the traditional semigroup
theory. Noticing that the Non-Newtonian fluid possesses a p−Laplacian structure, we
show the existence and uniqueness of solutions to the fluid subproblem by considering the
Browder-Minty theorem. With the uniform energy estimates, we deduce the weak and
weak* convergence respectively. By a generalized Aubin-Lions-Simon Lemma, we obtain
the strong convergence.
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1 Introduction
This paper deals with a generalized multi-layered fluid-structure interaction problem with
Navier-slip boundary conditions. More precisely, the problem consists of a generalized fluid,
a nonlinear thin structure and a thick structure.
1.1 Model description
We consider a half cylindrical fluid domain ΩηF (t) composed by a moving boundary Γ
η(t)
and three rigid boundaries Γin ∪ Γout ∪ Γb =: Σ, i.e., ∂ΩηF (t) = Γη(t) ∪Σ (see Figure 1). The
displacement of thin structure is depicted by η : [0, T )× Γ→ R2. Assume that the length of
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fluid domain is L and the reference radius is r = 1. Then we have the parameterized fluid
domain as
ΩηF (t) =
{
(z, r) ∈ R2 : z ∈ (0, L), r ∈ (0, 1 + η · ν)} ,
where ν = (0, 1) and the interface boundary as
Γη(t) =
{
(z, r) ∈ R2 : z ∈ (0, L), r = 1 + η · ν} .
𝑟𝑟
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Figure 1: Geometry of fluid-structure interaction problem
Subsequently, we model fluid motion by the two dimensional incompressible Navier-Stokes
equations in ΩηF (t):
∂tu+ u · ∇u = ∇ · σ
∇ · u = 0
}
in (0, T )× ΩηF (t), (1)
where u is the fluid velocity, σ = −piI + 2S(D(u)) denotes the stress tensor, pi is the fluid
pressure. S(D(u)) = µF (D(u))D(u) represents the viscous effects with viscosity µF (D(u)),
which is a nonlinear term. D(u) = 12(∇u + ∇Tu) is the symmetrized gradient. In this
manuscript, we consider the Non-Newtonian fluid whose viscosity is the so called ’power law’
proposed by Carreau in his Ph.D. Thesis (see also e.g., [1, 11]):
µF (D(u)) = (1 + |D(u)|2)
p−2
2 , 2 < p <∞.
The associated initial date of problem (1) is
u(0, ·) = u0.
On the rigid part of the fluid domain boundaries, we have
u · νF = 0
∂νuτ = 0
}
on (0, T )× Γb, (2)
pi +
1
2
|u|2 = Pin/out(t)
u · τF = 0
 on (0, T )× Γin/out, (3)
where νF and τF are outer normal and tangential vectors of fluid domain, respectively, and
Pin/out(t) denotes Pin(t) or Pout(t), provides “inlet” or “outlet” boundary data.
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On the elastic part of fluid domain boundary, interaction between u and η occurs. Let
Γ = Γη(0) = (0, L) be the Lagrangian domain. Then the thin structure elastodynamic
problem is given by
∂ttη + Leη + f(η) = h, on (0, T )× Γ, (4)
η = 0, on (0, T )× ∂Γ, (5)
where f is a nonlinear term that will be assigned later. Le is a continuous, self-adjoint,
coercive, linear operator defined on
[
H20 (Γ)
]2
such that
〈Leη,η〉 ≥ δ0 ‖η‖2[H20 (Γ)]2 , ∀ η ∈
[
H20 (Γ)
]2
with δ0 a positive constant.
Moreover, follows are the coupled conditions
• The kinematic condition:
u · νF = ∂tη · νF (Continuity of normal velocity on Γη(t)), (6)
(∂tη − u) · τF = ασνF · τF (Slip effect on Γη(t)). (7)
• The dynamic coupling condition:
h = −JηFσνF − SνS , on (0, T )× Γ.
where α > 0 is the ratio constant of the slip effect. JηF denotes the Jacobian of transformation
from Eulerian to Lagrangian formulations. S is the stress acted on thin structure from thick
structure and νS is the outer normal vector of thick structure. We note here that on the
interface, νF = −νS .
The other side of thin structure is the thick structure with thickness H. We define the
thick structure domain as
ΩS = (0, L)× (1, 1 +H),
with boundary ∂ΩS = Γ ∪ ΓSin/out ∪ Γtop. Using Lagrangian formulation, the motion of thick
layer defined on ΩS is described by a linear elastic equation:
∂ttd = ∇ · S, in (0, T )× ΩS , (8)
with boundary conditions:
d = η, on (0, T )× Γ, (9)
d = 0, on (0, T )× ΓSin/out, (10)
SνS = 0, on (0, T )× Γtop, (11)
where S is the first Piola-Kirchhoff stress tensor given by S = 2µSD(d) + λ(∇ · d)I and
µS > 0 is the viscosity of thick structure.
In addition, problem (1)–(11) satisfies the initial conditions
u(0, ·) = u0, η(0, ·) = η0, ∂tη(0, ·) = v0, d(0, ·) = d0, ∂td(0, ·) = V0, (12)
and necessary compatibility conditions [32]
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• The initial fluid velocity must satisfy:
u0 ∈ L2(Ω0F )2, ∇ · u0 = 0, in Ω0F ,
u0 · ν = 0, on Γb,
u0 · ν0 = v0 · ν0, on Γ0,
(13)
where Ω0F = Ω
η
F (0), Γ
0 = Γη(0), ν0 = ν
η(0, ·).
• The initial domain must be such that there exists a diffeomorphism ϕ0 ∈ C1(Ω)F such
that
ϕ0(ΩF ) = Ω
0
F , det∇ϕ0 > 0, (ϕ− I)|Γ = η0, (14)
and the initial displacement η0 is such that
‖η0‖H11/6 ≤ c, where c is small. (15)
1.2 Motivation
In recent years, mathematical problems of fluid-structure interaction have been stud-
ied continuously. These problems arise from several applications in different fields, such as
biomechanics, blood flow dynamics, aeroelasticity, hydroelasticity and so on. There are many
research works that are investigating the problems from different aspects. For fluid-elastic
interaction problem with strong solutions results, Beira˜o da Veiga [2] consider 2D fluid and
1D linear elastic model with periodic boundary conditions. They proved the local strong so-
lutions by the linearization of fluid equation and fixed point theorem. Coutand and Shkoller
showed the existence of a unique regular local solution of a 3D fluid-3D structure (linear [9]
or quasi-linear [10] elasticity) immersed in the fluid. Then Cheng and Shkoller [8] extended
the strong solution results to nonliear elastic Koiter shell. Lequeurre [24, 25] expanded the
results of Beira˜o da Veiga. They removed the small condtion on initial data, obtained the
local strong solution results and showed the globally existence of strong solutions with small
initial data. Later, Grandmont and Hillairet [13] considered a 2d fluid equation coupled with
elastic beam equation and obatin the globally strong solution by means of a regularized sys-
tem. Subsequently, Grandmont, Hillairet and Lequeurre [14] generalized the beam equation
in [13] with different parameters combination. They improved the existence result of strong
solutions with the same regularity of initial data by a regularization mathod. More results
concerning strong solution can be found in [18, 19, 20, 21, 36, 37].
For fluid-elastic interaction problem with weak solutions, there are also many interesting
results. Chambolle, Desjardins, Esteban and Grandmont [6] investigated an interaction prob-
lem between an incompressible fluid and a viscoelastic plate in 3D. After that, Grandmont [12]
studied a 2D incompressible fluid interacted with a 1D elastic plate. They construct a per-
turbed viscoelastic term in plate equation and analyzed the limiting problem. In [22] Lengeler
and Ru˚zˇicˇka took a nature method to discuss the compactness issue in a 3D fluid-Koiter shell
interaction problem. All the results above were obtained by constructing a regularized system
and making energy estimate so that to pass variables to the limit with compactness principle.
At the same time, Muha and Cˇanic´ [5, 28, 29, 30, 32] studied the existence of weak solutions
to a series of different fluid-structure interaction problems involving incompressible viscous
fluid. They came up with a numerical-like way to prove this type of results inspired by the
numerical scheme in [15]. Their methods includes taking Arbitrary Lagrangian Euler mapping
(ALE) to fix moving fluid domain, splitting the problem by Lie operator splitting, construct-
ing approximation solutions with the idea of time-discrete iterative solution and proving the
existence of fluid subproblem and structure subproblem respectively, so as to show the ex-
istence of the weak solution according to the compactness principle. More specifically, they
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discussed the interaction between 2D case in [29], while in [28, 31] 3D cylindrical case, and
linear, nonlinear Koiter shell equations were studied respectively. In [30], they consider a more
realistic model associated with human arteries vessel which contains multi-layers. The model
was abstracted into a 2D fluid interacting with a multi-layered structure including a 1D thin
and a 2D thick elastic structure. In [32], Muha and Cˇanic´ considered different boundaries and
took Navier-slip boundary into account in the system, which will allow both longitudinal and
tangential components of displacement. The system was simplified to a two-dimensional case
for subsequent analysis. Later, Trifunovic´ and Wang combined this method with a hybrid
approxiamtion scheme to deal with a 3D incompressible fluid coupled with a nonlinear plate
equation. They used the Galerkin method for the structure subproblem and passed both
spatial variable k and time discrete variable ∆t to the limit and obtained the existence of the
weak solutions. The latest work was [5] done by Cˇanic´, Galic´ and Muha. They addressed a 3D
nonlinear fluid-mesh-shell interaction problem with moving boundary, in which they added
a net of 1D hyperbolic equations to model the elastodynamics of an elastic mesh of curved
rods. The results improved the simple problem [4] defined in a fixed fluid domain.
In this paper, we consider a generalized multi-layered fluid-structure interaction problem
with Navier-slip boundarys condition, in which 2D Non-Newtonian fluid is bounded on one
side by a nonlinear thin structure and a linear elastic thick structure, while the interaction of
fluid and thin structure is driven by Navier-slip effects. In all the studies mentioned above,
the viscosity of fluid was treated as a constant. However, in nature, ideal fluid is almost
nonexistent, which means the viscosity of the fluid decreases with the increase of the shear
strain rate (pseudoplastic, shear thinning), while in other case it behaves just the opposite
(Dilatant, shear thickening). Therefore, we want to study the fluid-structure interaction
problem for Non-Newtonian fluid and multi-layered structure in order to model blood flow in
human artery. For the work of Non-Newtonian fluid-structure interaction problems, we notice
that Lengeler [23] generalized the viscous Newtonian fluid in [22] to a Non-Newtonian fluid
interacting with a linear elastic Koiter shell. They introduced a shear-dependent viscosity,
which obeys “power law”, and resolved the issue of additional stress (Non-Newtonain) limit.
Finally, they used the regularized system to obtain the relative compact for p > 32 . In [17],
Hundertmark-Zausˇkova´, Luka´cˇova´-Medvidˇova´ and Necˇasova´ set p > 2 in power law, which
means the fluid is shear-thickening, and investigated the existence of weak solutions by fixed
point procedure. The techniques dealing with Non-Newtonain limit also can be found in
[11, 26, 40].
1.3 Methodology and features
In present work, we analyze (1)–(15) by the method proposed by Muha and Cˇanic´. More
specifically, there are following steps:
• Applying the ALE mapping to the problem and obtaining the weak formulation in flxed
reference fluid domain ΩF , see Section 2.3;
• Taking Lie splitting method to decompose system (1)–(15) into a fluid subproblem and
a structure subproblem, showing the existence and uniqueness for both subproblems in
each time subinterval and deriving the uniform estimates, see Section 3.1–3.5;
• Concluding the weak and weak* convergences from the uniform boundedness, see Section
3.6–3.7;
• Combining the compactness Lemma to compact embeddings to derive the strong con-
vergences of velocities, displacement and geometry parameters, see Section 3.8;
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• Passing to the limit as N →∞, see Section 4.
Though our framework may be similar to the works done by Muha and Cˇanic´, we have
the following unique features in solving our problem:
(i) Muha and Cˇanic´ used Lax-Milgram Theorem to show the existence and uniqueness of
subproblem in [28, 29, 30, 32]. However, in our paper, Lax-Milgram Theorem does
not hold due to the nonlinear term f(η). Unlike [39], in which Galerkin method was
used, we prove the existence and uniqueness of solutions to system (46) by means of the
traditional semigroup theory [35].
(ii) Since the Non-Newtonian constitutive relation is nonlinear, we can not apply the stan-
dard Lax-Milgram Lemma. Muha and Cˇanic´ made use of the Schaefers fixed point
theorem in [31] to deal with the nonlinear Koiter membrane. We notice the p−structure
of fluid subproblem and show that using the Browder-Minty theorem [7, Theorem 9.14–
1] for p > 2 works well in our problem.
(iii) When we summarize the weak and weak* convergence, we get obatin the Lp weak
convergence for symmetrized gradient DηN (uN ) and L
q weak convergence (1p +
1
q = 1)
for S(DηN (uN )). Their limit cannot be deduced directly due to the variant subscript ηN
(related to fluid domain) and nonlinearity from S. We modified the proof of Proposition
7.6 in [30] by introducing the localized Minty’s Trick to obtain the limit.
2 Preliminaries and main result
Since the problem (1)–(15) is defined in a moving fluid domain which is part pf unknowns,
we can not define its weak solutions directly. To overcome this difficult, we introduce an
Arbitrary Lagrangian Eulerian (ALE) mapping, which is common in numerical simulations
of fluid-structure interaction problems. This maps our problem to a fixed domain so that we
can carry out our analysis. There are many applications of ALE mapping in fluid-structure
problems, see e.g., [5, 28, 29, 30, 31, 32, 33].
Before we perform the ALE mapping in Section 2.3, we proviede some useful facts and
assumptions in Section 2.1 and the energy differential inequality associated with (1)–(15) in
Section 2.2. Section 2.4 and 2.5 are devoted to transformation and space settings, respectively.
Finally, we present our main result (Theorem 2.1) in Section 2.6.
2.1 Some useful facts and assumptions
Lemma 2.1. It can be easily checked that for p > 2, S satisfies [11]
1. Coercivity:
S(D) : D ≥ κ1Dp − κ2; (16)
2. Growth:
|S(D)| ≤ κ3
(
|D|p−1 + 1
)
; (17)
3. Monotonicity:
(S(D1)− S(D2)) : (D1 −D2) > 0, if D1 6= D2. (18)
Here, D1 = D(u1), D2 = D(u2) and the notations κi, i = 1, 2, 3 are constants, depending
at most on p, such that κi > 0, i = 1, 3 and κ2 ∈ R. We remark that these three results will
used in the proof of existence of the system.
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Assumptions:
(f1) f is locally Lipschitz from H2− into H2, i.e.
‖f(η1)− f(η2)‖H2(Γ) ≤ CR ‖η1 − η2‖H2−(Γ) ,
for some  > 0, a constant CR > 0 and for every ‖ηi‖H2−(Γ) ≤ R (i = 1, 2).
(f2) f has a potential in H20 (Γ), i.e. there is a Fre´chet differentiable functional Π(η) in H
2
0 (Γ)
such that Π′(η) = 〈f(η), ∂tη〉.
Remark 2.1. Since the bound of approximate solutions ηN is obtained in H
2
0 (Γ), the as-
sumption (f1) is used to pass to the limit of nonlinear term f(ηN ). We note here that this
assumption is a little bit stronger for the nonlinear term f(η), while in [39], Trifunovic´ and
Wang make two weaker Lipschitz assumptions for f(η) from H2−0 (Γ) into H
−2(Γ) for some
 > 0 and H20 (Γ) into H
−a(Γ) for some 0 ≤ a < 2, i.e.,
‖f(η1)− f(η2)‖H−2 ≤ CR ‖η1 − η2‖H2−(Γ) (19a)
‖f(η1)− f(η2)‖H−a ≤ CR ‖η1 − η2‖H2(Γ) . (19b)
(19a) is used to pass the convergence of f(η) when the bound of approximate solutions ηN
is obtained in H20 (Γ). It is a weaker Lipschitz condition than (f1). (19b) depicts the order
of nonlinearity precisely and is useful in determining the minimal time, which is related to
the approximate solution convergence. This requirement is from the Galerkin approximation
method in [39] to handle the nonlinear structure subproblem. However, instead of using this
“hybrid approximation scheme” as in [39], we choose the classical semigroup method in our
study for the structure subproblem. Thus, we make a stronger assumption and need only one
Lipschitz condition.
2.2 Energy differential inequality
For simplicity, we denote the bilinear form associated with the elastic energy of the thick
structure by
aS(d,ψ) =
∫
ΩS
2µSD(d) : D(ψ) + λ(∇ · d)(∇ ·ψ).
Remark 2.2. For any two vectors d1 and d2, we have
aS(d1,d1 − d2) = 1
2
(aS(d1,d1) + aS(d1 − d2,d1 − d2)− aS(d2,d2))
where we have used A : (A −B) = 12 (A : A+ (A−B) : (A−B)−B : B) and a(a − b) =
1
2(a
2 + (a− b)2 − b2). Here A,B are vectors and a, b are scalar quantities.
Next, we derive the energy for (1)–(15). We first multiplying (1), (4), (8) by u, ∂tη, ∂td
and integrate by parts over ΩηF (t), Γ, ΩS , respectively. Then we add the results and combine
with with boundary conditions to obtain
d
dt
E(t) +D(t) ≤ C, (20)
where energy E(t) and dissipation D(t) are denoted by
E(t) : =
1
2
(
‖u(t)‖2
[L2(ΩηF (t))]
2 + ‖∂tη‖2[L2(Γ)]2 + δ0 ‖η‖2[H20 (Γ)]2
+ ‖∂td‖2[L2(ΩS)]2 + aS(d,d) + 2Π(η)
)
,
D(t) := ‖u‖p
[W 1,p(ΩηF (t))]
2 +
1
α
∥∥∥∂tητηF − uτηF ∥∥∥2[L2(Γη(t))]2 .
C is determined by the boundary data.
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2.3 The ALE mapping
Due to the Navier-slip effects, we consider both radial(vertical) and longitudinal displace-
ments in this study and these create some additional issue when we pass to the limit (see e.g.,
Section 4). Thus, we follow the procedure in [32, Section 3.2] to define our ALE mapping.
First, we denote the corresponding deformation of the elastic boundary by ϕη, i.e.,
ϕη(t, z) = id + η(t, z), (t, z) ∈ [0, T ]× Γ.
Then we introduce a family of ALE mappings Aη parameterized by η:
Aη(t) : ΩF → ΩηF (t),
(z, r) 7→ (x, y) = Aη(t)(z, r),
and it is defined for each η as a harmonic extension of deformation ϕη. This means that
Aη(t) is the solution of the following boundary value problem on the reference domain ΩF :
∆Aη(t, ·) = 0 in ΩF ,
Aη(t)|Γ = ϕη(t, ·),
Aη(t)|Σ = id,
(21)
where Σ = ∂ΩF \Γ denotes the rigid part of the boundary. The Jacobian of ALE mapping
Aη is defined by
Jη = det∇Aη(t),
and the ALE velocity is
wη =
d
dt
Aη.
From [32], we know that if the compatibility conditions (13), (14), (15) hold, then it can
be deduced that there exists a T ′ > 0 such that
Jη ≥ C > 0, on (0, T ′)× ΩF . (22)
In addition, there exists a T ′′ > 0 such that for every t ∈ [0, T ′′], the ALE mapping Aη(t) is
an injection.
We note here that both conditions Jη > 0 and Aη is injective are to make sure that the
fluid domain is not degenerate for some time. Let T = min {T ′, T ′′}, then this new time
determines the maximal existence time interval for the weak solution. In this sense, our weak
solution exists for a maximal time T , at which either Jη = 0 or Aη is no longer injective (see
e.g., [32, Fig. 3]).
2.4 Transformation settings
In order to define our associated weak solutions in the fixed domain ΩF , we map the
functions on the moving domain ΩηF (t) onto the reference domain ΩF by the ALE mapping
given above in Section 2.3. For the function depending on η, we make use of a superscript η
to denote it. Specifically, for a function g defined on ΩηF (t), whether it is a scalar or a vector,
we denote it by
gη(t, z, r) = g(t,Aη(t)(z, r)).
Correspondingly, the gradient and divergence are defined by
∇ηgη := (∇g)η = ∇g
η
∇Aη , ∇
η·η = tr (∇ηgη)
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and the symmetrized gradient is denoted by
Dη(gη) : =
1
2
(∇ηgη + (∇ηgη)τ )
=
1
2
(
(∇g)η + ((∇g)η)τ)
=
1
2
( ∇gη
∇Aη +
(∇gη)τ
∇Aη
)
=
D(gη)
∇Aη .
(23)
Moreover, we define the ALE derivative on the fixed reference domain ΩF :
∂tg|ΩF = ∂tg + (wη · ∇) g. (24)
Consequently, we can rewrite the Navier-Stokes equations in the ALE formulation as:
∂tu|ΩF + ((u−wη) · ∇)u = ∇ · σ, in Ω
η
F (t), (25)
where ∂tu|ΩF and wη are composed with (Aη(t))
−1 and we find that transformed divergence-
free condition is
∇η · uη = 0.
Under the above transformation with ALE mapping, we give the space settings related to
weak solutions of problem (1)–(15) in the next section.
2.5 Space settings
We denote Lebesgue-Sobolev spaces
[
W k,p
]2
, [Hp]2 and [Lp]2 by W k,p, Hp and Lp respec-
tively. Now, we describe the functional spaces associated with the weak solutions of problem
(1)–(15).
Motivated by the energy inequality (20) and the boundary conditions, we denote the
four spaces of fluid velocity, “improved” fluid velocity, thin structure displacement and thick
structure displacement, respectively by
V ηF =
{
uη ∈ [C1(Ω)]2 : ∇η · uη = 0,uη · τη = 0, on Γin/out,
uη · νηF = 0, on Γb
}
. (26)
VηF = V ηF
W 1,p(ΩF )
. (27)
VW = H20 (Γ). (28)
VS =
{
d ∈H1(ΩS) : d · τS = 0, on Γ,d = 0, on ΓSin/out
}
. (29)
Subsequently, the associated evolution spaces for fluid, thin structure and thick structure can
be written as:
WηF = L∞(0, T ;L2(ΩF )) ∩ Lp(0, T ;VηF ), (30)
WW = W 1,∞(0, T ;L2(Γ)) ∩ L2(0, T ;VW ), (31)
WS = W 1,∞(0, T ;L2(ΩS)) ∩ L2(0, T ;VS). (32)
Including the slip boundary condition, we have the following solution space:
Wη = {(u,η,d) ∈ WηF ×WW ×WS : u · νηF = ∂tη · νηF ,d · νS = η} . (33)
The corresponding test space is denoted by
Qη =
{
(q,φ,ψ) ∈ C1c ([0, T ),VηF × VW × VS) :
qη · νηF = φ · νηF ,φ = ψ, on Γ
}
. (34)
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2.6 Weak solutions and main result
Since the remainder analysis are based the problem defined on the reference domain ΩF ,
we need to transform the problem (1)–(15) by ALE mapping. To establish the definition of the
weak solutions, we first consider the transformed Navier-Stokes equation (25). Multiplying
(25) by q and integrating over ΩηF (t), we have∫ T
0
∫
ΩηF (t)
∂tu|ΩF · q +
∫ T
0
∫
ΩηF (t)
((u−wη) · ∇)u · q =
∫ T
0
∫
ΩηF (t)
∇ · σ · q, (35)
where we have dropped the superscript η in uη for easier reading.
Integrating by parts of the second term on the left-hand side of (35) we get∫ T
0
∫
ΩηF (t)
((u−wη) · ∇)u · q
=
1
2
∫ T
0
∫
ΩηF (t)
((u−wη) · ∇)u · q − 1
2
∫ T
0
∫
ΩηF (t)
((u−wη) · ∇) q · u
+
∫ T
0
∫
ΩηF (t)
(∇ ·wη)u · q +
∫ T
0
∫
Γη(t)
(u−wη) · νηF (u · q) ,
For the term on the right-hand side of (35), it follows from the divergence theorem that
−
∫ T
0
∫
ΩηF (t)
∇ · σ · q = 2
∫ T
0
∫
ΩηF (t)
S(D(u)) : D(q)−
∫ T
0
∫
∂ΩηF (t)
σνηF · q.
Due to the slip effect, which leads to the non-zero tangential and normal component of velocity
at interface boundary, we expand the last term above as∫ T
0
∫
∂ΩηF (t)
σνηF · q =
∫
Γη(t)
((
σνηF · νηF
)
q · νηF +
(
σνηF · τηF
)
q · τηF
)
+
∫
Γin/out
piqνF
=
∫
Γη(t)
((
σνηF · νηF
)
φ · νηF +
1
α
(∂tη − u) · τηF
(
q · τηF
))
+
∫
Γin/out
piqνF .
We note here that the first term on the right-hand side cancels with the same term in thin
structure equation. By means of integration by parts, we obtain∫ T
0
∫
ΩηF (t)
∂tu|ΩF · q =
∫ T
0
∫
ΩF
Jη∂tu · qη
= −
∫ T
0
∫
ΩF
∂tJ
ηu · qη −
∫ T
0
∫
ΩF
Jηu · ∂tqη
−
∫
ΩF
J0u0 · qη(0, ·).
(36)
Since we have (see e.g., [16, pp. 77])
∂tJ
η = Jη∇η ·wη,
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(36) becomes∫ T
0
∫
ΩηF (t)
∂tu|ΩF · q = −
∫ T
0
∫
ΩF
(
Jη (∇η ·wη) (u · qη)− Jηu · ∂tqη
)
−
∫
ΩF
J0u0 · qη(0, ·).
Now, we multiply the elastic equation of η and d by φ and ψ and integrate by parts over
(0, T )×Γ and (0, T )×ΩS , respectively. Then, we add the results with (35) together to obtain
the weak formulation.
Definition 2.1 (Weak solution). Assume that assumptions (f1) and (f2) hold. Then (u,η,d) ∈
Wη is a weak solution of (1)–(15) if for every (q,φ,ψ) ∈ Qη, the following equality holds:
1
2
∫ T
0
∫
ΩF
Jη
(
((u−wη) · ∇η)u · q − ((u−wη) · ∇η) q · u− (∇η ·wη) · q · u
)
−
∫ T
0
∫
ΩF
Jηu · ∂tq + 2
∫ T
0
∫
ΩF
JηS(Dη(u)) : Dη(q) +
∫ T
0
〈f(η),φ〉
+
1
α
∫ T
0
∫
Γ
(uτηF
− ∂tητηF )qτηF J
η
Fdzdt−
∫ T
0
∫
Γ
∂tη∂tφ+
∫ T
0
〈Leη,φ〉
+
1
α
∫ T
0
∫
Γ
(∂tητηF
− uτηF )φτηF J
η
Fdzdt−
∫ T
0
∫
ΩS
∂td · ∂tψ +
∫ T
0
aS(d,ψ)
=
∫ T
0
〈R, q〉+
∫
ΩF
J0u0 · q(0) +
∫
Γ
v0φ(0) +
∫
ΩS
V0 ·ψ(0).
(37)
where 〈R, q〉 = ∫Γin/out Pin/outq · νF .
In the following, we state the main result.
Theorem 2.1 (Main result). Let R ∈ L2(0,∞;H1(Ωmax)′). Suppose that the initial datum
u0 ∈ L2(ΩF ), η0 ∈ H10 (Γ), v0 ∈ L2(Γ), d0 ∈ H1(ΩS) and V0 ∈ L2(ΩS) satisfy the compati-
bility conditions (13), (14) and (15), then under the assumptions (f1) and (f2), there exist a
T > 0 and a weak solution (u,η,d) to (1)–(15) on (0, T ) in the sense of Definition 2.1 such
that the following energy estimate holds:
E(t) +
∫ t
0
D(s)ds ≤ E0 + C ‖R‖2L2(0,∞;H1(Ωmax)′) . (38)
where E(t) and D(t) are
E(t) =
1
2
(
‖u‖2L2(ΩηF (t)) + ‖∂tη‖
2
L2(Γ) + δ0 ‖η‖2H20 (Γ) + ‖∂td‖
2
L2(ΩS)
+ aS(d,d) + 2Π(η)
)
,
D(t) = ‖u‖p
W 1,p(ΩηF (t))
+
1
α
∥∥∥∂tητηF − uτηF ∥∥∥2L2(Γη(t)) ,
and E0 = E(0).
3 Approximate solutions
3.1 Operator splitting scheme
In this section, backward Euler scheme is used to define a sequence of approximate solu-
tions of the fluid-structure interaction problem. For every fixed T > 0 and N ≥ 1, we devide
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the interval [0, T ] into N subintervals of length ∆t = TN with 0 = t0 < t1 < · · · < tN−1 <
tN = T . In the subintervals of [0, T ] we separate the problem into two parts by Lie operator
splitting method as follows.
First, we rewrite the problem (1)–(15) as
dX
dt
= AX, t ∈ (0, T ),
X|t=0 = X0.
(39)
where X = (u,η,v,d,V )T and X0 = (u0,η0,v0,d0,V0)
T .
Then, we decompose A = A1 + A2, where A1 and A2 are non-trivial, and for n =
0, 1, . . . , N − 1, i = 1, 2, we obtain
dX
n+ i
2
N
dt
= AiX
n+ i
2
N , t ∈ (tn, tn+1)
X
n+ i
2
N
∣∣∣∣
t=tn
= X
n+ i−1
2
N .
which can be solved for the approximate vector solutions
X
n+ i
2
N = (u
n+ i
2
N ,η
n+ i
2
N ,v
n+ i
2
N ,d
n+ i
2
N ,V
n+ i
2
N )
T ,
with X0 = (u0,η0,v0,d0,V0)
T .
3.2 Energy and dissipation under time discretization
According to the decomposition of problem (1)–(15), we define the semi-discrete kinematic
energy, elastic energy and dissipation by
E
n+ i
2
kin,N =
1
2
(∫
ΩF
Jn
∣∣∣∣un+ i2N ∣∣∣∣2 + ∥∥∥∥vn+ i2N ∥∥∥∥2
L2(Γ)
+
∥∥∥∥V n+ i2N ∥∥∥∥2
L2(ΩS)
)
, (40)
En+1el,N =
1
2
(〈
Leηn+ 12 ,ηn+ 12
〉
+ 2µS
∥∥∥∥D(dn+ 12N )∥∥∥∥2
L2(ΩS)
+
∥∥∥∥∇ · dn+ 12N ∥∥∥∥2
L2(ΩS)
+ 2Π(η
n+ 1
2
N )
)
,
(41)
E
n+ i
2
N = E
n+ i
2
kin,N + E
n+1
el,N , (42)
Dn+1N = κ1∆t
∫
ΩF
Jn
∣∣Dηn(un+1N )∣∣p + ∆tα ∥∥(vn+1N − un+1N )τ∥∥2L2(Γ) . (43)
In the following, we write the subproblems under the time discretization.
3.3 The structure subproblem
In the structure subproblem, we notice that u does not change, then we denote
un+
1
2 = un.
Let
H = VW × VW × VS × VS
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and
H˜ := {(φ,ψ)T ∈ VW × VS : ψ|Γ = φ} .
Fixing ∆t and defining the solution of structure subproblem by (ηn+
1
2 ,vn+
1
2 ,dn+
1
2 ,V n+
1
2 ) ∈
H, we have the weak form of structure subproblem:
For (ηn,dn)T ∈ H˜, find (ηn+ 12 ,vn+ 12 ,dn+ 12 ,V n+ 12 )T ∈ H such that
dn+
1
2
∣∣∣
Γ
= ηn+
1
2 ,
ηn+
1
2 − ηn
∆t
= vn+
1
2 ,
dn+
1
2 − dn
∆t
= V n+
1
2 ,∫
Γ
vn+
1
2 − vn
∆t
· φ+
∫
ΩS
V n+
1
2 − V n
∆t
·ψ +
〈
Leηn+ 12 ,φ
〉
+ aS(d
n+ 1
2 ,ψ) +
∫
Γ
f(ηn+
1
2 ) · φ = 0,
(44)
for all (φ,ψ)T ∈ H˜.
In (44), equations in the first row are kinematic coupling conditions and the second row is
the weak form. We solve (ηn+
1
2 ,vn+
1
2 ,dn+
1
2 ,V n+
1
2 )T ∈ H with (ηn,dn)T under the invariance
of un+
1
2 = un.
Lemma 3.1. For a fixed ∆t > 0, there exists a unique weak solution (ηn+
1
2 ,vn+
1
2 ,dn+
1
2 ,V n+
1
2 )T∈
H to subproblem (44) with (ηn,dn)T ∈ H˜.
As stated in Section 1.3, Lax-Milgram Theorem does not hold any more. So we rewrite the
structure subproblem as the form of continuous ordinary differential system in a subinterval
(tn, tn+1) and apply the Theorem 6.1.2 in [35] to complete the proof as follows.
First, define two linear self-adjoint operator as follows:
〈L1η,v〉 = 〈S(d)νS ,v〉Γ ,
and 〈L2d,d′〉 = aS(d,d′)− 〈S(d)νS , ∂td′〉Γ .
Denoting U(t) by
U(t) = (η,v,d,V )T ,
we note that for U , U˜ = (η˜, v˜, d˜, V˜ )T ∈ H,〈
U , U˜
〉
H
= 〈Leη, η˜〉+ 〈v, v˜〉+ aS(d, d˜) +
〈
V , V˜
〉
. (45)
Then the equivalent continuous structure sub-problem in (tn, tn+1) is:
For U(tn) = (η
n,vn,dn,V n)T ∈ H, find U = U(tn+ 1
2
), such that
d
dt
U +AU = F(U) (46)
with
A =

0 −1 0 0
Le + L1 0 0 0
0 0 0 −1
0 0 L2 0
 , F(U) =

0
−f(η)
0
0
 ,
and
D(A) = {U ∈ H |Leη + L1η ∈ VW ,L2d ∈ VS } .
In the sequel, we will prove Lemma 3.1.
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Proof of Lemma 3.1. Step 1. 〈AU ,U〉H ≥ 0.
From the definition of A, we have
AU = (−v,Leη + L1η,−V ,L2d)T ,
then, we get
〈AU ,U〉H = 〈−Lev,η〉+ 〈Leη,v〉+ 〈L1η,v〉+ aS(−V ,d) + 〈L2d,V 〉
= 〈SνS ,v〉Γ − aS(V ,d) + aS(d,V ) + 〈SνS ,v〉Γ
= 0 ≥ 0,
where we have used the boundary condition ∂td = V = v on Γ.
Step 2. R(I+A) = H.
First, we prove that I+A is surjective, i.e., for every G = (g1, g2, g3, g4)T ∈ H, there exists
V = (v1, v2, v3, v4)
T ∈ D(A) such that
(I+A)V = G, (47)
that is, 
v1 − v2 = g1,
v2 + Lev1 + L1v1 = g2,
v3 − v4 = g3,
v4 + L2v3 = g4.
(48)
Adding the first two equations and last two equations in (48) respectively, we obtain{
v1 + Lev1 + L1v1 = g1 + g2,
v3 + L2v3 = g3 + g4,
(49)
Multiplying (49) by (v˜1, v˜3)
T ∈ H˜ and integrating equations over Γ,ΩS respectively, we find
that 
∫
Γ
v1 · v˜1 +
∫
Γ
Lev1 · v˜1 +
∫
Γ
L1v1 · v˜1 =
∫
Γ
g1 · v˜1 +
∫
Γ
g2 · v˜1,∫
ΩS
v3 · v˜3 +
∫
ΩS
L2v3 · v˜3 =
∫
ΩS
g3 · v˜3 +
∫
ΩS
g4 · v˜3.
(50)
Since 〈L1v1, v˜1〉+ 〈L2v3, v˜3〉 = aS(v3, v˜3) with v1 = v3 and v˜1 = v˜3 on Γ, we have the following
variational formulation:
B
(
(v1, v3)
T , (v˜1, v˜3)
T
)
= B˜
(
(v˜1, v˜3)
T
)
, ∀ (v˜1, v˜3)T ∈ H˜.
where
B
(
(v1, v3)
T , (v˜1, v˜3)
T
)
=
∫
Γ
v1 · v˜1 +
∫
Γ
Lev1 · v˜1 +
∫
ΩS
v3 · v˜3 + aS(v3, v˜3),
and
B˜
(
(v˜1, v˜3)
T
)
=
∫
Γ
g1 · v˜1 +
∫
Γ
g2 · v˜1 +
∫
ΩS
g3 · v˜3 +
∫
ΩS
g4 · v˜3.
Now we introduce the norm of the Hilbert space H˜ as follows:
‖(v1, v3)‖2H˜ = ‖v1‖2L2(Γ) + ‖v1‖2H2(Γ) + ‖v3‖2L2(ΩS) + aS(v3, v3).
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Then it can be deduced that bilinear B(·, ·) and functional B˜(·) are bounded. Furthermore,
it follows that there exists a positive constant δ1 such that
B
(
(v1, v3)
T , (v1, v3)
T
)
=
∫
Γ
v1 · v1 +
∫
Γ
Lev1 · v1 +
∫
ΩS
v3 · v3 + aS(v3, v3)
≥ δ1 ‖(v1, v3)‖2H˜ ,
which means B(·, ·) is coercive.
By applying the Lax-Milgram Lemma [35], system (50) has a unique solution (v1, v3)
T ∈ H˜.
In (48)1 and (48)3, we see that
v2 ∈ VW , v4 ∈ VS .
Then it follows from (48)2 and (48)4 that
Lev1 + L1v1 = g2 − v2 ∈ VW , (51)
L2v3 = g4 − v4 ∈ VS . (52)
As a consequence, there exists a unique solution U ∈ D(A) such that (47) is satisfied, which
means that I+A is surjective.
Step 1 and step 2 tell us that A is a maximal monotone operator. Then by the Lumer-
Phillips theorem [35, Theorem 1.4.3], A generates a semigroup of contractions in H.
Step 3. F is locally Lipschitz in H.
In this step, we show that f is locally Lipschitz from H2 into H2 and this is true due to
the assumption (f1).
By [35, Theorem 6.1.2], we have the existence and uniqueness of the solutions.
For readability, we will replace the superscript ηn of fluid variables with n in the sequel.
3.4 The fluid subproblem
Suppose that we have solved problem (44). Since η and d do not change in the fluid
subproblem, setting ηn+1 = ηn+
1
2 and the fixed displacement by η˜n+1N = η
n+1
N ((n+ 1)∆t) in
fluid subproblem, then we have the discrete ALE velocity
wn+1 =
An+1 −An
∆t
, wn+1
∣∣
Γ
=
ηn+1 − ηn
∆t
,
the “unchanged” thin structure velocity
∂tη
n+1 =
ηn+1 − ηn
∆t
,
and the Jacobian of the ALE mapping
Jn+1 = det∇A˜n+1, A˜n+1 : ΩF → Ωη˜
n+1
N
F .
We set
H =
{
(q,φ)T ∈ VnF × VW : qn · νnF = φ · νnF on Γ
}
,
and given (un+
1
2 ,vn+
1
2 ) ∈H , we find (un+1,vn+1) ∈H , such that
A (un+1,vn+1) = F (un+
1
2 ,vn+
1
2 ), (53)
where 〈
A (un+1,vn+1), (q,φ)T
〉
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=∫
ΩF
Jnun+1 · q + 1
2
∫
ΩF
(Jn+1 − Jn)un+1 · q
+
∆t
2
∫
ΩF
Jn+1
((
(un −wn+1) · ∇η˜
n+1
N
)
un+1 · q
− ((un −wn+1) · ∇η˜n+1N )q · un+1)
+ 2∆t
∫
ΩF
Jn+1S(Dη˜
n+1
N (un+1)) : Dη˜
n+1
N (q)
+
∆t
α
∫
Γ
(un+1
τn+1F
− vn+1
τn+1F
)qτn+1F
Jn+1F +
∫
Γ
vn+1 · φ
+
∆t
α
∫
Γ
(vn+1
τn+1F
− un+1
τn+1F
)φτn+1F
Jn+1F ,
and 〈
F (un+
1
2 ,vn+
1
2 ), (q,φ)T
〉
=
∫
ΩF
Jnun+
1
2 · q +
∫
Γ
vn+
1
2 · φ+ ∆t 〈Rn+1, q〉 ,
for (q,φ)T ∈H and Rn+1 = 1∆t
∫ (n+1)∆t
n∆t R. The corresponding weak form is〈
A (un+1,vn+1), (q,φ)T
〉
=
〈
F (un+
1
2 ,vn+
1
2 ), (q,φ)T
〉
. (54)
Remark 3.1. Notice that the solution un+1 and the test function q are all defined in VnF
in which the functions are all in domain ΩnF . This is because in a fixed time subinterval
(n∆t, (n+ 1)∆t), the fluid domain ΩnF (t) is parameterized by η
n, not by ηn+1.
Lemma 3.2. For a fixed ∆t > 0, there exists a unique weak solution (un+1,vn+1)T ∈H to
subproblem (53) with (un+
1
2 ,vn+
1
2 )T ∈H .
In our manuscript, inspired by the p-structure of µF (D(u)), we solve the fluid subproblem
by the Browder-Minty theorem [7, Theorem 9.14–1].
First, we state the Browder-Minty theorem.
Proposition 3.1 (Browder-Minty theorem [3, 7, 27]). Let V be a real separable reflexive
Banach space and let A : V → V ′ be a coercive and hemicontinuous monotone operator. Then
A is surjective, i.e., given any f ∈ V ′, there exists u such that
u ∈ V and A(u) = f.
If A is strictly monotone, then A is also injective.
Proof of Lemma 3.2. Hemicontinuity. From the difinition of H , we know that A : H →
H ′ is a bounded operator due to the Ho¨lder’ s inequality and (17). Since all parts except
the Non-Newtonian term are linear, the boundedness implies the continuity. It remains to be
shown that the nonlinear part is hemicontinuous. For that we define the operator N : VnF →
(VnF )′ such that〈
N (un+1), q
〉
=
∫
ΩF
Jn+1S(Dη˜
n+1
N (un+1)) : Dη˜
n+1
N (q), ∀ q ∈ VnF .
Then the mapping
s ∈ R→ 〈N (un+1 + su˜), q〉 ∈ R, ∀ u˜ ∈ VnF
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is continuous with repect to s. Therefore, N : VnF → (VnF )′ is hemicontinuous [7, Proof of
Theorem 9.14-2] and A is hemicontinuous.
Coercivity. Taking q = un+1 and ψ = vn+1, we find that there is a δ2, such that〈
A (un+1,vn+1), (un+1,vn+1)T
〉
=
∫
ΩF
Jn
∣∣un+1∣∣2 + 1
2
∫
ΩF
(Jn+1 − Jn) ∣∣un+1∣∣2
+ 2∆t
∫
ΩF
Jn+1S(Dη˜
n+1
N (un+1)) : Dη˜
n+1
N (un+1)
+
∆t
α
∫
Γ
∣∣∣uτn+1F − vτn+1F ∣∣∣2 Jn+1F +
∫
Γ
∣∣vn+1∣∣2
≥ δ2
(∫
ΩF
Jn
∣∣un+1∣∣2 + ∫
ΩF
Jn+1
∣∣∣Dη˜n+1N (un+1)∣∣∣p + ∥∥vn+1∥∥2L2(Γ)) ,
where we have used the property (16) to deal with the p-structure of µF . Then the coercivity
of A is verified.
Strict monotone. For two different variables pairs (un+11 ,v
n+1
1 )
T and (un+12 ,v
n+1
2 )
T , it can
be shown from (18) that〈
A (un+11 ,v
n+1
1 )−A (un+12 ,vn+12 ), (un+11 − un+12 ,vn+11 − vn+12 )T
〉
=
∫
ΩF
Jn
∣∣un+11 − un+12 ∣∣2 + 12
∫
ΩF
(Jn+1 − Jn) ∣∣un+11 − un+12 ∣∣2
+ 2∆t
∫
ΩF
Jn+1 (S(D1)− S(D2)) : (D1 −D2)
+
∫
Γ
∣∣vn+11 − vn+12 ∣∣2 + ∆tα
∫
Γ
∣∣∣∣(un+11τn+1F − un+12τn+1F
)
−
(
vn+1
1τn+1F
− vn+1
2τn+1F
)∣∣∣∣2 Jn+1F
> 0,
where D1 = D
η˜n+1N (un+11 ) and D2 = D
η˜n+1N (un+12 ). Thus A is strictly monotone from the
definition.
Therefore, the proof is complete by means of Proposition 3.1.
3.5 Uniform energy estimates
Lemma 3.3. Solution of subproblem (44) satisfies the following semi-discrete energy inequal-
ity
E
n+ 1
2
N +
1
2
(∥∥∥vn+ 12 − vn∥∥∥2
L2(Γ)
+
∥∥∥V n+ 12 − V n∥∥∥2
L2(ΩS)
)
+
1
2
∥∥∥ηn+ 12 − ηn∥∥∥2
H20 (Γ)
+
1
2
aS(d
n+ 1
2 − dn,dn+ 12 − dn) ≤ EnN .
(55)
Proof. Let φ = vn+
1
2 = η
n+12−ηn
∆t and ψ = V
n+ 1
2 = d
n+12−dn
∆t in (44). More precisely, taking
φ = vn+
1
2 in the first term and ψ = V n+
1
2 in the second term in (44), φ = η
n+12−ηn
∆t and
ψ = d
n+12−dn
∆t in the other terms, by means of Remark 2.2, we have∥∥∥vn+ 12∥∥∥2
L2(Γ)
+
∥∥∥vn+ 12 − vn∥∥∥2
L2(Γ)
+
∥∥∥V n+ 12∥∥∥2
L2(ΩS)
+
∥∥∥V n+ 12 − V n∥∥∥2
L2(ΩS)
+
〈
Leηn+ 12 ,ηn+ 12
〉
+ c
∥∥∥ηn+ 12 − ηn∥∥∥2
H20 (Γ)
+ 2Π(ηn+
1
2 ) + aS(d
n+ 1
2 ,dn+
1
2 )
+ aS(d
n+ 1
2 − dn,dn+ 12 − dn) ≤ ‖vn‖2L2(Γ) + ‖V n‖2L2(ΩS) + 〈Leηn,ηn〉+ 2Π(ηn),
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where ∫
Γ
f(ηn+
1
2 ) · vn+ 12 =
∫
Γ
f(ηn+
1
2 ) · ∂tηn+ 12 = d
dt
Π(ηn+
1
2 ) =
Π(ηn+
1
2 )−Π(ηn)
∆t
.
By adding
∫
ΩF
Jn |un|2 on both sides, it follows from ηn = ηn− 12 and dn = dn− 12 in fluid
subproblem that (55) holds.
Lemma 3.4. Solution of subproblem (53) satisfies the following semi-discrete energy inequal-
ity
En+1kin,N +
1
2
∫
ΩF
Jn
∣∣∣un+1 − un+ 12 ∣∣∣2
+
1
2
∥∥∥vn+1 − vn+ 12∥∥∥2
L2(Γ)
+Dn+1N
≤ En+
1
2
kin,N + C∆t
(∥∥Rn+1∥∥
(H1(ΩF ))
′ + 1
)
,
(56)
where C depends on ΩF , κ1, κ2.
Proof. Taking q = un+1, φ = vn+1 in (54), combining with (16) and using Remark 2.2, we
find that
1
2
∫
ΩF
Jn
(∣∣un+1∣∣2 + ∣∣∣un+1 − un+ 12 ∣∣∣2 − |un|2)+ 1
2
∫
ΩF
(
Jn+1 − Jn) ∣∣un+1∣∣2
+ 2κ1∆t
∫
ΩF
Jn
(∣∣∣Dη˜n+1N (un+1)∣∣∣p − κ2)+ ∆t
α
∫
Γ
∣∣∣uτn+1F − vτn+1F ∣∣∣2 Jn+1F
+
1
2
(∥∥vn+1∥∥2
L2(Γ)
+
∥∥vn+1 − vn∥∥2
L2(Γ)
− ‖vn‖2L2(Γ)
)
≤ ∆t 〈Rn+1,un+1〉 .
By using the trace inequality and Sobolev inequality, we obtain that for p > 2,〈
Rn+1,un+1
〉 ≤ c∥∥Rn+1∥∥
(H1(ΩF ))
′
∥∥un+1∥∥
H1(ΩF (t))
≤ c
4ε
∥∥Rn+1∥∥2
(H1(ΩF ))
′ + cε
∥∥un+1∥∥2
H1(ΩF (t))
≤ c
4ε
∥∥Rn+1∥∥2
(H1(ΩF ))
′ + c∗ε
∥∥un+1∥∥2
W 1,p(ΩF (t))
.
Proceeding as in [30, 32], we choose ε > 0 small enough such that c∗ε ≤ κ1 to complete the
proof.
Lemma 3.5 (Uniform energy estimates). Let ∆t > 0 and N = T/∆t, then we have the
following estimates:
1. E
n+ 1
2
N ≤ C, En+1N ≤ C, for all n = 0, . . . , N − 1.
2.
N∑
j=1
DjN ≤ C.
3.
N−1∑
n=0
(∫
ΩF
JnN
∣∣un+1N − unN ∣∣2 + ∥∥∥∥vn+1N − vn+ 12N ∥∥∥∥2
L2(Γ)
+
∥∥∥∥vn+ 12N − vnN∥∥∥∥2
L2(Γ)
+
∥∥V n+1N − V nN∥∥2L2(ΩS)
)
≤ C,
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4.
N−1∑
n=0
(∥∥ηn+1N − ηnN∥∥2H20 (Γ) + aS(dn+1N − dnN ,dn+1N − dnN )) ≤ C,
where C = E0 + C˜
(
‖R‖2L2(0,T ;(H1(ΩF ))′) + 1
)
and C˜ depends on ΩF and other parameters in
the problem.
Proof. Adding (55) and (56), and taking sum for n from 0 to N − 1, we find that
ENN +
N−1∑
n=0
Dn+1N +
1
2
N−1∑
n=0
(∫
ΩF
JnN
∣∣un+1N − unN ∣∣2 + ∥∥∥∥vn+1N − vn+ 12N ∥∥∥∥2
L2(Γ)
+
∥∥∥∥vn+ 12N − vnN∥∥∥∥2
L2(Γ)
+
∥∥V n+1N − V nN∥∥2L2(ΩS)
+
∥∥ηn+1N − ηnN∥∥2H20 (Γ) + aS(dn+1N − dnN ,dn+1N − dnN )
)
≤ E0 + C
N−1∑
n=0
∆t
∥∥Rn+1N ∥∥2(H1(ΩF ))′ .
(57)
By definition of Rn+1N , the last term in (57) becomes
N−1∑
n=0
∆t
∥∥Rn+1N ∥∥2(H1(ΩF ))′ = ∆tN−1∑
n=0
∥∥∥∥∥ 1∆t
∫ (n+1)∆t
n∆t
R
∥∥∥∥∥
2
(H1(ΩF ))
′
≤ C˜ ‖R‖2L2(0,T ;(H1(ΩF ))′) .
Therefore, we have the estimates 2, 3, and 4. It can be deduced form summing from 0 to n
instead of from 0 to N − 1 that En+1N ≤ C. Next, (55) implies E
n+ 1
2
N ≤ EnN ≤ C.
3.6 Uniform boundedness
Let ηN , v˜N , dN , VN be the solutions of (44) given in Lemma 3.1 and uN , vN be the
solutions of (53) given in Lemma 3.2. As discussed in Section 2.3, we need to determine the
time interval of existence of solutions. With compatibility conditions (13)–(15), we have the
following proposition.
Proposition 3.2 ([32]). There is a T small enough and a positive constant C such that AnN
is an injection, and
JnN = det∇AnN > 0, ∆t > 0, n = 1, . . . , N.
Proof. It has been proved in [32, Proposition 5], so we omit it here.
From Proposition 3.2, we have the maximal existence time T before which the domain
will not degenerate. Then Lemma 3.5 implies the following boundedness properties.
Lemma 3.6. For a fixed ∆t = TN > 0 and p > 2, the following holds:
1. The sequence {ηN}N∈N is uniformly bounded in L∞(0, T ;H20 (Γ)).
2. The sequence {v˜N}N∈N is uniformly bounded in L∞(0, T ;L2(Γ)),
3. The sequence {dN}N∈N is uniformly bounded in L∞(0, T ;H1(ΩS)).
4. The sequence {VN}N∈N is uniformly bounded in L∞(0, T ;L2(ΩS)).
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5. The sequence {uN}N∈N is uniformly bounded in L∞(0, T ;L2(ΩF )).
6. The sequence {vN}N∈N is uniformly bounded in L∞(0, T ;L2(Γ)).
Let us denote η˜N = TNηN (t, ·) := ηN (t−∆t, ·), ∆t = T/N . We can deduce the following
lemma.
Lemma 3.7. For a pair of conjugate indices p and q which satisfies 1p +
1
q = 1, we have
1. The sequence
{
Dη˜N (uN )
}
N∈N is uniformly bounded in L
p((0, T )× ΩF ),
2. The sequence
{
S(Dη˜N (uN ))
}
N∈N is uniformly bounded in L
q((0, T )× ΩF )2.
Proof. The estimate 2 in Lemma 3.5 implies that
N−1∑
n=0
κ1
∫
ΩF
JnN
∣∣DηnN (un+1N )∣∣p ∆t ≤ C.
Since the Jacobian JnN of the ALE mapping A
n
N is uniformly bounded from below by a
positive constant (see Proposition 3.2), we have the boundedness of Dη˜N (uN ). Combining
this boundedness with (17), we obtain∥∥S (Dη˜N (uN ))∥∥Lq((0,T )×ΩF )2 ≤ C ′. (58)
This completes the proof.
3.7 Weak and weak* convergence
Lemma 3.8 (Weak* convergence). For a fixed ∆t = TN > 0, there exist subsequences
{ηN}N∈N, {v˜N}N∈N, {dN}N∈N, {VN}N∈N, {uN}N∈N and {vN}N∈N and functions η ∈ L∞(0, T ;H20 (Γ)),
v, v˜ ∈ L∞(0, T ;L2(Γ)), u ∈ L∞(0, T ;L2(ΩF )), d ∈ L∞(0, T ;H1(ΩS)) and V ∈ L∞(0, T ;L2(ΩS))
such that
ηN ⇀ η weakly* in L
∞(0, T ;H20 (Γ)),
v˜N ⇀ v˜ weakly* in L
∞(0, T ;L2(Γ)),
dN ⇀ d weakly* in L
∞(0, T ;H1(ΩS)),
VN ⇀ V weakly* in L
∞(0, T ;L2(ΩS)),
uN ⇀ u weakly* in L
∞(0, T ;L2(ΩF )),
vN ⇀ v weakly* in L
∞(0, T ;L2(Γ)).
By means of reflexivity and Lemma 3.7, we have the following weak convergence results.
Lemma 3.9 (Weak convergence). For a fixed ∆t = TN > 0, p > 2 and q which satisfies
1
p +
1
q = 1, there exist subsequences
{
Dη˜N (uN )
}
N∈N and
{
S(Dη˜N (uN ))
}
N∈N and functions
M ∈ Lp((0, T )× ΩF ), G ∈ Lq((0, T )× ΩF )2 such that
Dη˜N (uN ) ⇀M weakly in L
p((0, T )× ΩF ),
S(Dη˜N (uN )) ⇀ G weakly in Lq((0, T )× ΩF )2.
Remark 3.2. Here, M and G are unknown since the gradient are not equal in ∇η˜NuN and
∇u. In the limiting process, we can show that M = Dη(u) and G = S(Dη(u)) (see Lemma
4.2).
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3.8 Strong convergence
In this section, we prove the strong convergence of weak solution. This convergence is
useful when we finally pass to the limit.
3.8.1 Strong convergence for velocities
First, we establish the strong convergence of uN and vN . In [33], Muha and Cˇanic´ proved a
generalized Aubin-Lions-Simon Lemma to deal with the specific problems for which the spatial
domain depends on time. More precisely, they made use of the classical Simon’s theorem in [38,
Theorem 1] together with the uniform estimates of the problem and provided the L2(0, T ;H)
compactness for the moving domains. This theorem is effective in processing this type of
problem and Muha and Cˇanic´ gave three examples in [33], whose strong convergences were
proved by a more sophisticated procedure before. After [33], the generalized Aubin-Lions-
Simon Lemma was applied in several works, see [5, 34, 39].
With the help of [33, Theorem 3.1], we have the following compactness theorem:
Theorem 3.1. The sequence {(uN ,vN ,VN )}N∈N, introduced in Lemma 3.8, is relatively
compact in L2(0, T ;H), where H = L2(Ωmax)×H−s(Γ)×H−s(ΩS).
Proof. Since the model of fluid-thin structure interaction in our work can be found in [32]
and [33, Section 4.3], the proof of Theorem 3.1 can be easily established by [33, Theorem 3.1]
with some modifications. We need to take Lp(0, T ;W 1,p) ↪→ L2(0, T ;H1) into account and
make use of the estimates in Lemma 3.5 to verify all the conditions of [33, Theorem 3.1], more
specifically, Properties (A), (B) and (C). Here, we give a sketch of the proof.
Property (A). To show (A1) and (A2) of Properties (A), we define the corresponding
spaces as follows.
V = Hs(Ωmax)×L2(Γ)×L2(ΩS),
and
H = L2(Ωmax)×H−s(Γ)×H−s(ΩS), 0 < s < 1
2
.
Then we have V ⊂⊂ H. In addition, we choose the moving velocity spaces V nN and moving
test spaces QnN such that
V nN =
{
(u,v,V ) ∈ V nF ×H
1
2 (Γ)×L2(ΩS) : (u|Γn−1 − v) · νn−1F,N = 0
}
,
QnN =
{
(q,φ,ψ) ∈ (V nF ∩H4(ΩnF,N ))× VW × VS : q|Γn = φ,φ = ψ|Γ} .
and (V nN , Q
n
N ) ↪→ V × V . It follows from the trace theorem ‖vnN‖2H 12 (Γ) ≤ ‖u
n
N‖2H1(ΩnF ) that
N∑
n=1
‖(unN ,vnN ,V nN )‖2V nN ∆t
=
N∑
n=1
(
‖unN‖2H1(ΩnF ) + ‖v
n
N‖2H 12 (Γ) + ‖V
n
N ‖2L2(ΩS)
)
∆t
≤ C
N∑
n=1
(
‖unN‖2H1(ΩnF ) + ‖V
n
N ‖2L2(ΩS)
)
∆t (59)
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≤ C.
From the embedding L2 ↪→H−s, 0 < s < 12 and the uniform boundedness in Lemma 3.8, we
deduce that
‖(uN ,vN ,VN )‖2L∞(0,T ;H)
= ‖uN‖2L∞(0,T ;L2(Ωmax)) + ‖vN‖2L∞(0,T ;H−s(Γ)) + ‖VN‖2L∞(0,T ;H−s(ΩS)) (60)
≤ ‖uN‖2L∞(0,T ;L2(Ωmax)) + ‖vN‖2L∞(0,T ;L2(Γ)) + ‖VN‖2L∞(0,T ;L2(ΩS))
≤ C.
Then (59) and (60) verify (A1) and (A2) respectively. Since it has been shown in [33, Theorem
3.2] that (A3) can be obtained by Property (B), we omit it here.
Property (B). In the following, we prove the Property (B). Direct calculation yields∥∥∥∥∥Pn+1N (un+1N ,vn+1N ,V n+1N )− (unN ,vnN ,V nN )∆t
∥∥∥∥∥
(Qn+1N )
′
= sup
‖(q,φ,ψ)‖
(Qn+1
N
)
=1
∣∣∣∣∣
∫
Ωn+1F
un+1N − unN
∆t
· q +
∫
Γ
vn+1N − vnN
∆t
· φ+
∫
ΩS
V n+1N − V nN
∆t
·ψ
∣∣∣∣∣
≤ sup
‖(q,φ,ψ)‖
(Qn+1
N
)
=1
∣∣∣∣∣
∫
Ωn+1F
un+1N − uˆnN
∆t
· q +
∫
Γ
vn+1N − vnN
∆t
· φ+
∫
ΩS
V n+1N − V nN
∆t
·ψ
∣∣∣∣∣
+ sup
‖(q,φ,ψ)‖
(Qn+1
N
)
=1
∣∣∣∣∣
∫
Ωn+1F
uˆnN − unN
∆t
· q
∣∣∣∣∣
By means of the weak formulation, we obatin∣∣∣∣∣
∫
Ωn+1F
un+1N − uˆnN
∆t
· q +
∫
Γ
vn+1N − vnN
∆t
· φ+
∫
ΩS
V n+1N − V nN
∆t
·ψ
∣∣∣∣∣
≤ (‖uˆnN‖+ ∥∥wn+1∥∥) ∥∥∇un+1N ∥∥ ‖q‖L∞ + (‖uˆnN‖+ ∥∥wn+1∥∥) ‖∇q‖ ∥∥un+1N ∥∥
+ ‖v∗‖∥∥un+1N ∥∥ ‖q‖+ (∥∥D(un+1N )∥∥pLp + ∥∥D(un+1N )∥∥) ‖D(q)‖
+ ‖∆η‖ ‖∆φ‖+ C ‖η‖H2−ε ‖φ‖H2 + ‖f(0)‖H2 ‖φ‖H2
+
∥∥un+1N · τn+1F − ∂tηn+1 · τn+1F ∥∥∥∥q · τn+1F − φ · τn+1F ∥∥+ ‖d‖H1 ‖ψ‖H1
≤ C
(∥∥(un+1N ,vn+1N ,V n+1N )∥∥V n+1N + 1) ‖(q,φ,ψ)‖(Qn+1N ) ,
where we have used the Assumption (f1) that
‖f(η)‖H−2 = ‖f(η)− f(0) + f(0)‖H2
≤ ‖f(η)− f(0)‖H2 + ‖f(0)‖H2
≤ C ‖η‖H2−ε + ‖f(0)‖H2 .
Following the same procedure in [5] and [33], we get∣∣∣∣∣
∫
Ωn+1F
uˆnN − unN
∆t
· q
∣∣∣∣∣ ≤ C ‖(unN ,vnN ,V nN )‖V nN ‖(q,φ,ψ)‖(QnN ) .
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Consequently, ∥∥∥∥∥Pn+1N (un+1N ,vn+1N ,V n+1N )− (unN ,vnN ,V nN )∆t
∥∥∥∥∥
(Qn+1N )
′
≤ C
(
‖(unN ,vnN ,V nN )‖V nN + 1
)
,
which proves the Property (B).
Property (C). We notice that the rest properties needed to be shown follow from the
same procedure in [5], Therefore, we provide the definition of several operators and spaces.
First, we denote the operator J iN,l,n : Q
n,l
N → Qn+iN by
J iN,l,n(q,φ,ψ) =
(
q|Ωn+iF , q|Γn+i ,ψ
)
,
and space Qn,lN by
Qn,lN =
{
(q,φ,ψ) ∈
(
V n,lF ∩H4(Ωn,lF )
)
× VW × VS : q|Γn · νnF = φ · νnF ,φ = ψ|Γ
}
.
Moreover, to establish Property (C2), we need the operator IiN,l,n : V
n+i
N → V n,lN as
IiN,l,n
(
un+iN ,v
n+i
N ,V
n+i
N
)
=
(
uˆn+iN
∣∣
Ωn,lF
,
(
uˆn+iN
∣∣
Γn
· νnF
) · νnF + (vn+iN · τnF ) · τnF ,V n+iN ) ,
with space
V n,lN =
{
(u,v,V ) ∈H 12 (Ωn,lF )×L2(Γ)×L2(ΩS) : ∇ · u = 0, (u|Γn − v) · νnF = 0
}
.
Finally, we complete the proof following [5] and [33].
Remark 3.3. In our work, the fluid is motioned by a generalized Non-Newtonian constitutive
which results in a Lp regularity. However, in order to pass to the limits in the next section,
we need the L2 strong convergence instead of the Lp strong convergence. This is because the
convergence is used in the first and second convergence of equation (69) and it needs a L2
regularity.
The compactness stated in Theorem 3.1 implies the following strong convergence results.
Corollary 3.1. As N →∞, the following strong convergence results hold:
1. uN → u in L2(0, T ;L2(ΩF ));
2. v˜N → v in L2(0, T ;L2(Γ)),
3. vN → v in L2(0, T ;L2(Γ)).
3.8.2 Strong convergence for displacement and geometry parameters
In the following, we give the strong convergence of the thin structure displacement. To
achieve this goal, we notice that ηN is uniformly bounded inW
1,∞(0, T ;L2(Γ))∩L∞(0, T ;H20 (Γ)),
then from the continuous embedding
W 1,∞(0, T ;L2(Γ)) ∩L∞(0, T ;H20 (Γ)) ↪→ C0,1−β([0, T ];H2β(Γ)), 0 < β < 1,
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we have uniform boundedness of ηN in C
0,1−β([0, T ];H2β(Γ)). Due to the compact embedding
of H2β ↪→ H2β− for every fixed  > 0 and the fact that functions in C0,1−β([0, T ];H2β(Γ))
are uniformly continuous in time on finite interval, we find, by applying the Arzela-Ascoli
Theorem, that as N →∞
ηN → η in C([0, T ];H2s(Γ)), 0 < s < 1,
and
TNηN → η in C([0, T ];H2s(Γ)), 0 < s < 1.
Then by the similar procedure in [29, Lemma 3], we have the following strong convergence
results for structure displacement.
Theorem 3.2. We have the following strong convergence results as N →∞:
1. ηN → η in L∞(0, T ;H2s(Γ)), 0 < s < 1;
2. T∆tηN → η in L∞(0, T ;H2s(Γ)), 0 < s < 1.
Consequently, considering our 2D fluid problem and 1D structure problem, we have
H2(Γ) ↪→ C1(Γ) for s > 32 , Theorem 3.2 implies the following result.
Corollary 3.2 (Convergence for displacement). The following uniform convergence results
hold as N →∞:
1. ηN → η in L∞(0, T ;C1(Γ));
2. T∆tηN → η in L∞(0, T ;C1(Γ)).
To pass to the limit in the weak formulation, we still need the convergence of geometry
parameters due to the effect of Navier-slip. In this sense, both normal and tangential structure
displacements are considered to be non-zero. This may bring additional difficulties when take
N →∞. By means of above statements and the explicit formulas of the normals νF,N , τF,N
and quantities associated withAN , we can deduce the corresponding strong convergence result
as follows :
Corollary 3.3 (Convergence for geometry quantities, see also [32]). For νF,N , τF,N and
quantities associated with AN as defined earlier, we have the following convergence as N →∞:
1. νF,N → νηF in L∞(0, T ;C(Γ));
2. τF,N → τηF in L∞(0, T ;C(Γ));
3. wN → wη in L2(0, T ;H1(ΩF ));
4. JF,N → JηF in L∞(0, T ;C(Γ));
5. JN → Jη in L∞(0, T ;C(ΩF ));
6. TNJN → Jη in L∞(0, T ;C(ΩF ));
7. 1∇AN → 1∇Aη in L∞(0, T ;C(ΩF )).
4 The limiting problem
In the first part of this section, we construct the suitable test functions that converge to
the test funtions in weak formulation. Then, we pass to the limit of approximate problem by
means of the weak and strong convergence results we obtained before.
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4.1 Construction of suitable test functions
Since the test functions in (34) for the limiting problem depend on η, we are in the position
to construct the test functions for limiting problem and for the approximate problem due to
the fact that test functions rely on the parameter N .
To eliminate the dependence of test functions on N , we follow the same ideas proposed
in [6, 30]. Our goal is to restrict the space of all test functions Qη(0, T ) to a dense subset,
which is denoted by X η(0, T ). Then we construct a sequence of qN of test functions such
that for every q ∈ X η(0, T ), qN → q in suitable norms. This idea has been used in different
fluid-structure interaction problems, see e.g., [5, 29, 30, 32, 39].
First, we denote define the uniform domain which contains all the approximate domains
as
Ωmax =
⋃
∆t>0,n∈N
Ω
η˜nN
F .
Next, we introduce
Xmax =
{
r ∈ C1c ([0, T );Cp(Ωmax)) : ∇ · r = 0, r · τ = 0, on Γin/out, r · νF = 0, on Γb
}
and
X η(0, T ) =
{
(q,φ,ψ) :
q(t, ·) = r(t, ·)|ΩηF (t) ◦Aη(t), r ∈ Xmax,
ψ|Γ = φ, (r|Γη − φ) · νηF = 0, φ ∈H20 (Γ), ψ ∈H10 (ΩS)
}
.
It can be easily checked that X η(0, T ) is dense in Qη(0, T ).
Then we define the approximate test functions (qN ,φN ) in ((n− 1)∆t, n∆t] as
qN (t, ·) = qnN := r(n∆t, ·)|ΩηN (t) ◦AnN (t),
φN (t) = φ
n
N := φ(n∆t).
It is clear that (qN (t, ·),φN (t, ·),ψ(t, ·)) ∈ Wη for t ∈ ((n − 1)∆t, n∆t]. Fixing (q,φ,ψ) ∈
X η(0, T ) with q(t, ·) = r(t, ·)|ΩηF (t) ◦Aη(t), r ∈ Xmax, we obtain the following lemma using
the idea from [29, 30, 32].
Lemma 4.1 ([32]). For every (q,φ,ψ) ∈ X η(0, T ), we have
1. (qN ,φN )→ (q,φ) in L∞(0, T ;C1(ΩF ))× L∞(0, T ;C1(Γ)),
2. dqN → ∂tq in L2(0, T ;L2(ΩF )).
Lemma 4.2 (Convergence of gradients). M = Dηu and G = S(Dη(u)), where u and η are
the weak* limits given by Lemma 3.8, M and G are the weak limits given by Lemma 3.9.
Proof. As in [30, 5], it is helpful to map the approximate fluid velocities and the limiting fluid
velocity onto the physical domains. For that purpose, we introduce the following functions
uN (t, ·) = uN (t, ·) ◦A−1η˜N (t), u˜(t, ·) = u(t, ·) ◦A−1η (t),
χNg(t,x) =
{
g, x ∈ Ωη˜NF (t),
0, x /∈ Ωη˜NF (t),
χg(t,x) =
{
g, x ∈ ΩηF (t),
0, x /∈ ΩηF (t),
where Aη is the ALE mapping defined in Section 2.3 and η is the weak* limit in Lemma 3.8.
We follow the ideas in [30, Proposition 7.6] and [5, Section 10.2], and provide a sketch of proof
in the following three steps:
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Step 1. The strong convergence
χNuN → χu˜, strongly in L2((0, T )× Ωmax).
can be easily checked from [30, Proposition 7.6] so we omit it here.
Step 2. We need to prove
χND(uN )→ χD(u˜), weakly in Lp((0, T )× Ωmax),
χNS(D(uN ))→ χS(D(u˜)), weakly in Lq((0, T )× Ωmax),
where D(uN ) = Dη˜N (uN ). From Lemma 3.7, there exist M˜ and G˜, such that χ
ND(uN )→
M˜ weakly in Lp((0, T )× Ωmax) and χNS(D(uN ))→ G˜ weakly in Lq((0, T )× Ωmax), i.e.,∫ T
0
∫
Ωmax
M˜ · y = lim
N→∞
∫ T
0
∫
Ωmax
χND(uN ) · y, y ∈ C∞c ((0, T )× Ωmax),∫ T
0
∫
Ωmax
G˜ · y = lim
N→∞
∫ T
0
∫
Ωmax
χNS(D(uN )) · y, y ∈ C∞c ((0, T )× Ωmax),
In order to obtain M˜ = χD(u˜) and G˜ = χS(D(u˜)), we divide Ωmax into ΩηF (t) and
Ωmax\ΩηF (t). Taking the test function y such that y is supported in (0, T ) × Ωmax\ΩηF (t)
and combining the uniform convergence of η˜N = TNηN , we find that M˜ = G˜ = 0 in
(0, T )× (Ωmax\ΩηF (t)).
Next, taking a test funtion z such that suppz ⊂ ((0, T ) × ΩηF (t)) and combining the
uniform convergence of η˜N = TNηN , we get∫ T
0
∫
Ωmax
M˜ · z = lim
N→∞
∫ T
0
∫
Ωmax
χND(uN ) · z = lim
N→∞
∫ T
0
∫
ΩηF (t)
D(uN ) · z,∫ T
0
∫
Ωmax
G˜ · z = lim
N→∞
∫ T
0
∫
Ωmax
χNS(D(uN )) · z = lim
N→∞
∫ T
0
∫
ΩηF (t)
S(D(uN )) · z.
Since the strong convergence χNuN → χu˜ holds as shown in Step 1, we find that on the set
suppz, both uN → u˜ and suppz, D(uN )→D(u˜) in the sense of distributions. Consequently,
we have ∫ T
0
∫
Ωmax
M˜ · z = lim
N→∞
∫ T
0
∫
ΩF (t)η
D(uN ) · z =
∫ T
0
∫
ΩηF (t)
D(u˜) · z, (61)
for all the test functions z supported in (0, T ) × ΩηF (t). Due to the uniqueness of the limit,
we obtain
M˜ = D(u˜) a.e. in (0, T )× ΩηF (t).
However, since the viscosity is nonlinear, we need a different approach to show S(D(uN ))→
S(D(u˜)) in the sense of distributions. We notice the p−Laplacian structure of S and proceed
to use the “Minty’s trick” to obtain the value of G˜. Before doing that, we need a localized
Minty’s Trick to make sure the domain is unchanged since our domain here is (0, T )×ΩηF (t).
The following localization of the Minty’s Trick is due to [40, Appendix A].
Proposition 4.1 (Localized Minty’s Trick [40, Appendix A]). Let um ∈ Lp(0, T ;W 1,p(Ω))
and ζm ∈ L∞(Q) with Q = (0, T )× Ω. If for a0 = const > 0,
0 ≤ ζm ≤ a0 a.e. in Q, m ∈ N, (62)
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D(um)→D(u) weakly in Lp(Q), (63)
S(D(um))→ S˜ weakly in Lq(Q)2, (64)
ζm → ζ a.e. in Q as m→∞, (65)
lim sup
m→∞
∫
Q
S(D(um)) : D(um)ζm =
∫
Q
S˜ : D(u)ζ, (66)
Then
S˜ζ = S(D(u))ζ a.e. in Q. (67)
Let Ω = Ωmax, um = u
N , u = u˜ and S˜ = G˜ in Proposition 4.1. We define ζN (t,x), ζ(t,x)
as
ζN (t,x) =
{
1, x ∈ ΩηNF (t),
0, x ∈ Ωmax\ΩηNF (t),
ζ(t,x) =
{
1, x ∈ ΩηF (t),
0, x ∈ Ωmax\ΩηF (t).
It is easy to check ζN → ζ a.e. in Q as N →∞, which means that (62) and (65) are satisfied.
Also, we have D(uN ) ⇀D(u˜) in L
p((0, T )×Ωmax) and S(D(uN )) ∗⇀ G˜ in Lq((0, T )×Ωmax)
as obtained earlier. To verify (66) in Proposition 4.1, we carry out a direct calculation to find∣∣∣∣∫
Q
S(D(uN )) : D(uN )ζN −
∫ T
0
∫
Q
G˜ : D(u˜)ζ
∣∣∣∣
≤
∣∣∣∣∫
Q
(
S(D(uN ))− G˜
)
: D(uN )ζN
∣∣∣∣+ ∣∣∣∣∫
Q
G˜ :
(
D(uN )−D(u˜)) ζN ∣∣∣∣
+
∣∣∣∣∫
Q
G˜ : D(u˜) (ζN − ζ)
∣∣∣∣ .
By the convergences of S(D(uN )), D(uN ) and ζN , we have (66). Then from Proposition 4.1,
we achieve G˜ζ = S(D(u˜))ζ a.e. in Q, which means
G˜ = S(D(u˜)) a.e. in (0, T )× ΩηF (t).
Step 3. Finally, we are in the position to show that∫ T
0
∫
ΩF
M : q˜ =
∫ T
0
∫
ΩF
Dη(u) : q˜,∫ T
0
∫
ΩF
G : q˜ =
∫ T
0
∫
ΩF
S(Dη(u)) : q˜,
for every test function (q˜, 0, 0) ∈ X η(0, T ). It follows from the results of Step 2, the uniform
boundedness and convergence of gradients Dη˜N (u˜N ) and S(Dη˜N (u˜N )) provided by Lemma
3.9, the strong convergence of 1∇AN given in Corollary 3.3 and the strong convergence of the
test functions qN → q˜ obtained in Lemma 4.1 as well as (23) that∫ T
0
∫
ΩF
M : q˜ = lim
N→∞
∫ T
0
∫
ΩF
Dη˜N (uN ) : qN
= lim
N→∞
∫ T
0
∫
Ωmax
1
∇AN χ
ND(uN ) : q
=
∫ T
0
∫
ΩηF
1
∇AηD(u˜) : q
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=∫ T
0
∫
ΩF
Dη(u) : q˜,
∫ T
0
∫
ΩF
G : q˜ = lim
N→∞
∫ T
0
∫
ΩF
S(Dη˜N (uN )) : qN
= lim
N→∞
∫ T
0
∫
Ωmax
1
∇AN χ
NS(D(uN )) : q
=
∫ T
0
∫
ΩηF
1
∇Aη S(D(u˜)) : q
=
∫ T
0
∫
ΩF
S(Dη(u)) : q˜.
where we have usedD(uN ) = Dη˜N (uN ) andD(u˜) = D
η(u) from Section 2.3. This completes
the proof.
By the analogous argument above, it is easy to deduce the following corollary.
Corollary 4.1 ([30]). For every (q,φ,ψ) ∈ X η(0, T ), we have
DηN (qN )→D(q) in Lp(0, T ;Lp(ΩF )).
4.2 Pass to the limit
To get the weak formulation of the coupled problem, setting (φN ,ψ) as the test functions
in (44) and integrating it over (n∆t, (n + 1)∆t), taking (qN ,φN ) as the test functions in
(54), multiplying 1∆t , again integrating it over (n∆t, (n+1)∆t), and adding the two equations
together, we have∫ (n+1)∆t
n∆t
∫
ΩF
JnN
un+1N − unN
∆t
· qN + 1
2
∫ (n+1)∆t
n∆t
∫
ΩF
Jn+1N − JnN
∆t
un+1N · qN
+
1
2
∫ (n+1)∆t
n∆t
∫
ΩF
Jn+1N
(((
unN −wn+1N
) · ∇n+1)un+1N · qN
− ((unN −wn+1N ) · ∇n+1) qN · un+1N )
+ 2
∫ (n+1)∆t
n∆t
∫
ΩF
Jn+1N S(D(u
n+1
N )) : D(qN ) (68)
+
1
α
∫ (n+1)∆t
n∆t
∫
Γ
(
un+1
N,τn+1F,N
− vn+1
N,τn+1F,N
)(
qN,τn+1F,N
− φN,τn+1F,N
)
Jn+1F,N
+
∫ (n+1)∆t
n∆t
∫
Γ
vn+1N − vnN
∆t
· φN +
∫ (n+1)∆t
n∆t
∫
ΩS
V n+1N − V nN
∆t
·ψ
+
∫ (n+1)∆t
n∆t
〈Leηn+1N ,φN〉+ ∫ (n+1)∆t
n∆t
aS(d
n+1
N ,ψN ) +
∫ (n+1)∆t
n∆t
〈
f(ηn+1N ),φN
〉
=
∫ (n+1)∆t
n∆t
〈
Rn+1, qN
〉
.
Summing (68) from n = 0, 1, . . . , N , we obtain the weak formulation of approximate problem
over (0, T ) as follows:∫ T
0
∫
ΩF
TNJN∂tu∗N · qN + 1
2
∫ T
0
∫
ΩF
JN − TNJN
∆t
uN · qN
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+
1
2
∫ T
0
∫
ΩF
JN
(
((TNuN −wN ) · ∇ηN )uN · qN
− ((TNuN −wN ) · ∇ηN ) qN · uN
)
+ 2
∫ T
0
∫
ΩF
JNS(DηN (uN )) : DηN (qN ) (69)
+
1
α
∫ T
0
∫
Γ
(
uN,τF,N − vN,τF,N
) (
qN,τF,N − φN,τF,N
)
JF,N
+
∫ T
0
∫
Γ
∂tv
∗
N · φN +
∫ T
0
∫
ΩS
∂tV
∗
N ·ψ
+
∫ T
0
〈LeηN ,φN 〉+
∫ T
0
aS(dN ,ψ) +
∫ T
0
〈f(ηN ),φN 〉
=
∫ T
0
〈RN , qN 〉 ,
where u∗N , v∗N and V
∗
N are the piece-wise linear approximations of uN , vN and VN , that is
for t ∈ [n∆t, (n+ 1)∆t],
u∗N (t) = unN +
un+1N − unN
∆t
(t−∆t),
v∗N (t) = v
n
N +
vn+1N − vnN
∆t
(t−∆t),
V ∗N (t) = V
n
N +
V n+1N − V nN
∆t
(t−∆t).
In the sequel, we will take the limit N →∞, which means ∆t = TN → 0. Here, we denote
(69) as
∑11
i=1 Ii = I12 and pass to the limit for each term.
1. I1 and I2: Using integration by parts and the convergence results earlier, we obtain∫ T
0
∫
ΩF
TNJN∂tv∗N · qN +
∫ T
0
∫
ΩF
JN − TNJN
∆t
uN · qN
→ −
∫ T
0
∫
ΩF
Jηu · ∂tq −
∫ T
0
∫
ΩF
Jη (∇η ·wη)u · q −
∫
ΩF
J0u0q(0).
More details can be found in [32, Proposition 8].
2. I3: We need to show the convergence of each term in I3. First, the convergence of TNJN ,
uN , wN , qN , ∇η˜NuN and ∇η˜NqN can be derived directly from the previous Lemmas.
From the estimate 3 in Lemma 3.5, we have
‖TNuN − uN‖2L2(0,T ;L2(Ω)) ≤ C
N∑
n=1
∥∥un+1N − unN∥∥2L2(Ω) ∆t ≤ C∆t,
which means TNuN → u. Therefore, we obtain the convergence of I3.
3. I4: From the convergence of JN , S(DηN (uN )) and DηN (qN ) in some appropriate func-
tion spaces, we have∫ T
0
∫
ΩF
JNS(DηN (uN )) : DηN (qN )−
∫ T
0
∫
ΩF
JηS(Dη(u)) : Dη(q)
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=∫ T
0
∫
ΩF
JN (S(DηN (uN ))− S(D(u))) : DηN (qN )
+
∫ T
0
∫
ΩF
(JN − Jη) S(D(u)) : DηN (qN )
+
∫ T
0
∫
ΩF
JηS(D(u)) : (DηN (qN )−D(q))
→ 0, as N →∞.
4. I5 and I6: It is easy to get the convergence of I5 and I6 by using the convergence of uN ,
vN and the geometric quantities in Corollary 3.3.
5. I7 and I8: Using the convergence of v
∗
N and V
∗
N , and integrating by parts yield∫ T
0
∫
Γ
∂tv
∗
N · φN → −
∫ T
0
∫
Γ
v · ∂tφ−
∫
Γ
v0 · φ(0),∫ T
0
∫
ΩS
∂tV
∗
N ·ψN → −
∫ T
0
∫
ΩS
V · ∂tψ −
∫
ΩS
V0 ·ψ(0).
6. I9 and I10: From the convergence of ηN , dN and φN in some proper spaces, we can
deduce the convergence of I9 and I10 directly.
7. I11: Since f is locally Lipschitz from H
2− to H−2, it follows from the convergence of
ηN and φN that∫ T
0
〈f(ηN ),φN 〉 −
∫ T
0
〈f(η),φ〉
=
∫ T
0
〈f(ηN )− f(η),φN 〉+
∫ T
0
〈f(η),φN − φ〉
≤
∫ T
0
‖f(ηN )− f(η)‖H2(Γ) ‖φN‖H−2(Γ) +
∫ T
0
‖f(η)‖L2(Γ) ‖φN − φ‖L2(Γ)
≤ C
∫ T
0
‖ηN − η‖H2−(Γ) ‖φN‖L2(Γ) +
∫ T
0
‖f(η)‖L2(Γ) ‖φN − φ‖L2(Γ)
→ 0, as N →∞.
8. I12: By the definition of RN , the convergence of qN and u leads to the convergence of
I12.
Therefore, we have shown that the limiting functions u, η and d as N → ∞ satisfy the
weak form of original problem in the sense of (37) in Definition 2.1, for all test functions q, φ
and ψ, which are dense in the test space Qη(0, T ). This means that the approximate solutions
we constructed converge to a weak solution of problem (1)–(15).
Now, we prove Theorem 2.1.
Proof of Theorem 2.1. From the above analysis, we have the existence of the weak solution.
To derive (38), we take the limit of estimates 1 and 2 in Lemma 3.5. Thanks to the semi-
continuity properties of norms, we recover the energy estimate in (38).
This completes the proof.
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