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Abstract 
Exhaustive and nonredundant constructive enumeration of molecular graphs (vertex colored 
multigraphs) with possible further constraints such as prescribed valence states of atoms 
(degrees of each vertex for each edge multiplicity) is presented. The employed canonical labeling 
of vertices is based on maximum code formed from the rows of the upper-triangle part of the 
adjacency matrix concatenated in a sequence from the top to the bottom. The recurrent 
constructive scheme uses several techniques for rejection of subtrees of a search tree, such as 
checking conditions for sequences of valence states to be graphical and employing of the 
automorphism group. The description is accompanied by illustrative examples. 
1. Introduction 
Generally, molecular graph in the present paper means a colored multigraph, where 
colors of vertices substitute for kinds of atoms and multiplicities of edges correspond 
to multiplicities of chemical bonds. In this paper we shall deal only with integer bond 
orders, so the multiplicity of an edge is a positive integer. A basic approach to 
construction of graphs was described in [9,30]. An efficient generation of trees has 
been already successfully solved [18,29] ; the present paper deals with graphs 
containing cycles. 
The need for a molecular graph generating algorithm in chemistry appears mostly 
in cases when we are given insufficient information about the molecule (chemical 
graph) to determine the molecular structure precisely, so we need to see the possible 
structures to decide which type of further check should be done to determine the 
structure properly. The available insufficient information comes mostly from chemical 
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spectroscopic data, but it could also come from a range of artificial measures of 
structure similarity like topological indices. As the requirements differ from task to 
task, there is no point in designing an algorithm generating special types of graphs, 
and as the number of graphs with the required number of vertices could be astronomi- 
cal, there is no point in generating full list of graphs once and forever. Therefore, an 
algorithm generating all possible graphs, which could then be adapted to take into 
account the prescribed restrictions, should be available. 
There exist many algorithms, more or less efficient, solving the present task [16]. 
However, in most cases they can be divided into two groups. One group is made up of 
algorithms produced by chemists, adjusted to chemical needs, but sometimes lacking 
efficiency due to the method used for the construction of graphs [3,23]. The other 
group is made by mathematicians or computer scientists, who are interested either in 
generating special types of graphs, or in a general problem of conditions for existence 
of generating algorithms for configurations. The latter algorithms are very sophisti- 
cated, but often poorly match specific chemical demands (with the exception of [12]) 
and their description is presented in high mathematical level, hardly readable by 
chemists. This statement can be illustrated by the fact that probably the most efficient 
algorithm for generating raphs, proposed by Faradzhev nearly 20 years ago [l, lo], 
yet has not been generally recognized by chemists. Though many additional sophisti- 
cated improvements can be added to this algorithm, their contribution to efficiency 
may be many times disputed. The present work presents ome basic principles of the 
generation of molecular graphs in a more intuitive and easily readable way, combin- 
ing Faradzhev’s approach [lo] with other methods [12,25-271. Most of these 
methods have already been exactly mathematically described, though sometimes in 
a different context, therefore, no proofs or exact definitions will be given here. 
Generally, we are dealing with constructive enumeration of all graphs with given 
parameters. This should not present any basic problem. However, if the state space 
and search strategy are not chosen very carefully, exorbitant amounts of time may be 
required. The search strategy described further will be based on automorphism groups 
acting on graph and on backtracking. As we are trying to generate graphs efficiently, it 
can be done most advantageously in steps. Backtracking is a variant of the depth-first 
search in which a solution is sought by continually extending partial solutions. At 
each stage of the search, if an extension of the current solution is not possible, the 
algorithm backtracks to a smaller partial solution and tries again [S, 111. In the first 
step, we would have only a set of nonadjacent vertices and then connect he first vertex 
with some other vertices. In the second step, we would connect the second vertex with 
some higher-labeled vertices, and continue in that way. At the end, we would exhaust 
the whole given number of edges and the graph would be finished. When we set out to 
generate the second graph, we need not begin from scratch, but it is sufficient o use as 
a basis one of the unfinished stages of construction from the previous graph. This 
approach can be described as a search tree, when the empty starting graph would be 
the root node and a finished graph would be a node down at the end of the branch. An 
edge in the search tree would amount to adding edges to an unfinished graph (node in 
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search tree) thus creating another graph (node) down on a branch. We are generating 
each graph only once, so it is not necessary to check, whether the new graph has 
already been generated to weed out isomorphic copy of a previously determined 
graph. Instead, we would produce only labeled graphs satisfying some condition of 
such labeling, which would ensure that from a family of isomorphic graphs, only one 
has the right labeling. The rejection process employs the fact that graphs are generated 
by a backtrack algorithm in the decreasing lexicographic order. Unfortunately, 
checking the canonicity of the labeling corresponds in its complexity to the isomor- 
phism checking. However, it is sometimes possible to recognize already in an early 
stage of construction, when only few edges were placed, that the graphs that would be 
constructed from this unfinished graph have been already constructed before. There- 
fore we would not continue in adding edges to this unfinished graph and go to another 
unfinished graph. In the search tree this corresponds to a cutting off of a branch before 
it reaches its end node (finished graph). A similar approach is used in checking of the 
canonicity of the generated graph, where a node of the search tree on kth level must be 
presented by a graph with k labeled vertices obtained by relabeling from checked 
generated graph containing n vertices, excluding edges between the rest n - k un- 
labeled vertices. 
We shall deal mainly with generation of simple graphs with given numbers of 
vertices and edges; its adaptation to some of the most common restrictions will be 
described afterwards. 
To handle graphs with a computer, we need their proper description. The most 
popular one is the adjacency matrix, and probably the best known canonical labeling 
for construction of chemical graphs is based on the code produced by the maximum 
upper-triangle part of the adjacency matrix, where we concatenate the rows and 
handle the whole sequence as one number [l, 151. Where not defined in another way, 
the term canonical will mean the above-mentioned type of canonicity. 
Let us have a graph G( I/, E) with canonical labeling c( : I/ -+ N, where N represents 
natural numbers and vertices are labeled by the first 11/l natural numbers. This 
mapping also determines the mapping of unordered pairs of vertices a’ : (Vi, vj) + N 
by the first \V\*(11/1 - 1)/2 natural numbers, Ui, L’j E V. The mapping is done on the 
basis of lexicographic ordering of pairs according to the labeling a, i.e. for 1 VI = n 
{1,2) < jl,3} <... < {l,n} < 
(2, 3) < 1.. < (2, n) < 
< {n - 1, n} 
Labeling x’ means practically labeling the entries of the upper-triangle part of 
adjacency matrix in the row-by-row fashion by natural numbers. Comparing the two 
labelings a and fi up to kth level means comparing the entries of their upper-triangle 
parts of adjacency matrices A and B, starting from first entries { 1,2} and finishing 
either at {k, PI) entries or at the first different entries. 
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Let us have another labeling fl : I/ + N, which leads to mapping of unordered pairs of 
vertices p’ : {Vi, Vj} -+ N and corresponding to the upper-triangle part of the adjacency 
matrix B. If labeling CI is canonical, any labeling /3 must either be an automorphism and 
the upper-triangle parts of adjacency matrices are equal, or entries of upper-triangle 
parts are equal in lexicographic order up to m, and for m + 1 entry the aij > bij 
When for m + 1 entry aij < bij, the labeling CI would not be canonical. Then, since 
our generating procedure should produce graphs in lexicographic order according to 
their codes, all solutions containing subgraphs described by the first m + 1 entries and 
isomorphic to subgraph described by the first m + 1 entries of the present code have 
been already generated. It is not necessary to expand this solution by filling some of 
the remaining m + p entries (p > 1) of upper-triangle part of adjacency matrix and we 
would continue with the next matrix, containing some change in first m + 1 entries. 
There are several methods for pruning the search tree both during the generating 
process as well as in the canonicity checking process. 
Efficient generation of colored multigraphs for chemistry should not be treated 
separately as a construction over algorithms generating raphs, though for simplicity 
we shall describe the principles of generation in this way. A method for generating 
simple graphs can be easily extended into a method generating raphs with colored 
vertices. Colors would be assigned by integers. The integer corresponding to a color of 
the vertex would be concatenated after each row of the upper-triangle part of 
adjacency matrix; then the maximality of code based on this expanded matrix will be 
compared. Moreover, there is the possibility to start with generation of simple graphs, 
to determine their automorphisms, and then to generate colored multigraphs by 
coloring vertices and “multiplying” edges of simple graph. The automorphisms of 
simple graphs would be used to delete isomorphic solutions, taking into account 
restrictions of mappings based on preservation of colors of vertices and multiplicities 
of edges. Such an approach has already been developed for Dendral, using double 
cosets [6]; the automorphism occurring in coloring or multiplying edges has also been 
studied [4]. However, this approach would probably be in most cases less efficient, as 
in chemistry most colors of vertices (kinds of atoms) cannot be exchanged-different 
kinds of atom differ in restrictions on valence conditions like maximum achievable 
degree (valence) and restrictions on multiplicity of bonds. Exceptionally efficient is 
construction studied by Laue [12]. 
2. Methods of pruning the search tree 
2.1. Removing nongraphical valence sequences and, from the permutations of graphical 
sequences, removing ordered sequences that cannot lead to a maximum code or to 
a connected graph 
First we start with the generating process. Given the numbers of vertices and edges, 
we can produce sets of graphical sequences of vertex valences. Necessary and sufficient 
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condition for a sequence to be graphical (i.e. there exists a graph with degrees of 
vertices producing this sequence) was given by Have1 [ 141 and later by Hakimi [ 131. 
A non-increasing sequence of degrees (when the first number is smaller than the 
number of vertices) is graphical if and only if the sequence created by removing the 
first degree equal to k and by decreasing next k degrees by 1 is also graphical. This 
theorem may be used in a recurrent algorithm, based on repeating three operations: 
ordering, deleting the first degree and decreasing. The algorithm runs until we get 
a sequence of zeros, in which case the sequence was graphical, or until we obtain 
a negative degree for the nongraphical sequence. 
Given a sequence of valences, we always start with the first vertex with maximum 
valence. Then we produce in all possible combinations reordering of the rest of given 
valence sequence. From these ordered sequences can be excluded those ones where 
vertices of valence one joined to the first vertex are labeled lexicographically lower 
than any vertex of higher valence joined to the first vertex. Also, if we are going to 
generate only connected graphs, any ordered sequence of valences of vertices 
rl, . . , rk must satisfy the inequality 
i~,~i>2(k-1) fork=1 ,..., n-l. 
2.2. Generating “valence states” sequences for multigraphs and accepting only the 
graphical ones 
The condition to be satisfied for multigraphs with bounded valence of vertices was 
described in [S]. When the vector of valences R = (rl, rz, , r,) is monotone with 
even sum and p is an upper bound for multiplicity of an edge, there exists a multigraph 
corresponding to this valence vector if and only if 
k ” 
C ri d pk(k - 1) + 1 min {ri, pk} (k = 1, 2 , . . . , n). 
i=l i=k+l 
However, as the valence restrictions in chemistry tend to be strong, this condition 
would not be of much help for constructing molecular graphs. 
Nevertheless, in chemistry additional boundary conditions often occur, mainly 
knowledge of the valence state of an atom, which could be described as a sequence of 
numbers of edges of certain multiplicities the vertex is incident with. In chemistry, the 
maximum multiplicity of an edge is usually three and the maximum degree for most 
atoms occurring in organic chemistry is four. Therefore it is useful to introduce 
another criterion for sequence of vertices to be graphical, when the sequence is given 
not only by simple degrees of vertices, but by separate degrees for each multiplicity of 
edges for each vertex. For the maximum multiplicity of edges equal to three and the 
maximum degree of vertices equal to four, necessary and sufficient conditions for 
sequence of “valence states” of vertices to be graphical have been described in [20]. 
A set of valence states is graphical if and only if the following degree sequences are all 
graphical: degrees for single edges, double edges, triple edges, degrees of single edges 
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Fig. 1. Multigraph has at each vertex attached valence states describing number of single, double, and triple 
edges incident with the vertex. Separate nonincreasing sequences for single edges would be (3,2,1,1,1,0), for 
double edges (l,l,O,O,O,O), for triple edges (l,l,O,O,O,O), for single and double (3,2,2,2,1,0) and for single and 
triple (3,2,2,1,1,1). All these sequences are graphical. For example, for the last sequence it could be proved as 
follows:(~,2-1,2- 1,l - 1,1,1)~(1,1,0,1,1)~(~,1 - 1,1,1,0)+(0,1,1,0)-+(1,1 - 1,0,0)~(0,0,0). 
combined with double edges, when double edges are considered equivalent to single 
edges, and similarly degrees of single edges combined with triple edges (Fig. 1). 
Actually, when we are generating labeled graphs satisfying ordered valence se- 
quence, this condition comes prior to lexicographic ordering. It means that further 
produced graph with “smaller” ordered valence sequence can actually have a bigger 
code than the presently generated graph [19,22]. However, this condition does not 
cause any algorithmic difficulty. To make the concept of producing graphs in lexi- 
cographically decreasing order formally clear, we could place the degrees on the main 
diagonal of adjacency matrix, and include these entries into upper-triangle part of 
adjacency matrix used for creating the code. 
2.3. Semicanonical labeling 
Graphs with y1 vertices can be described by (0,l) n x n matrices with zeros on the 
diagonal [ 171. The maximum code made up from an upper-triangle part of adjacency 
matrix can be achieved only if the corresponding graph is semicanonically labeled. 
Semicanonical labeling was introduced (intuitively and not under this name) by 
Faradzhev [lo]. It is based on ordered partitions of vertices of graphs. This labeling 
enables both the canonicity check as well as the construction of graphs to be done by 
levels, i.e. in the kth level of construction of a graph we place edges between vertex 
labeled k and vertices corresponding to higher labels (i.e., unfinished rows) [21,28]. 
The construction of graphs is done row by row. First, the sequence of valences of 
vertices is generated. Then this sequence is ordered in all possible manners, satisfying 
the conditions given in Section 2.1. After choosing the vertex valence for the current 
row i, we must deduct from it the sum of entries already contained in the ith column. 
The resulting number of edges is distributed throughout the ith row beginning with 
i + 1 entry. First we start with all edges (entries) cumulated at the left-hand side of the 
row. In further branches of the search tree we would shift edges to the right to get 
smaller code. This shift must satisfy conditions of semicanonical labeling, i.e. the 
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Fig. 2. Construction of a new row based on rules of semicanonical labeling. Two rows have been already 
filled and we should place two edges in the third row. Vectors over the third row can be divided into three 
parts:(:), (A),($ and the equivalent entries in the third row are divided accordingly. On the right hand side is 
a list of possible distribution of the two edges in the third row. Possible instances for multigraphs are in the 
lower part of the figure. However, in that case the first entry of the matrix should be ofmaximal multiplicity 
to get maximum code. 
equivalence of edges based on the graph constructed in the previously generated level 
of matrix is taken into account. The row is divided into parts (sets) according to the 
columns upon each entry. When two consecutive entries of the row have equal vectors 
corresponding to the columns in which the row entries lie, one can say from the point 
of view of graph symmetry, that the edges corresponding to those entries are equal. 
Let us have m such sets. So when we fill k entries in the row, we distribute k in all 
possible ways within m sets. As the labeling should be maximal, the set which obtained 
p entries from k will place these entries at the leftmost positions. The entries in the 
lower, unfilled rows, are for the canonicity check supposed to be filled with zeros. 
This approach allows us to check the canonicity of the produced graph after 
generation of each level (Fig. 2). 
The generation of multigraphs proceeds substantially in the same way as generating 
of graphs, except that when we are starting to fill a row, placing k edges in graph, there 
are no first k entries filled by number one, but the first entry equals k (when it complies 
with degree restrictions) and the rest equal zero. Then we proceed similar to the 
construction of simple graphs. The row is divided into parts according to the columns 
above row entries, and the partitions are filled from the left, but now the first entry 
equals the prescribed sum of number of edges, other entries are equal to zero, and then 
edges are “spread” throughout following entries. For each subset (defined by equal 
upper columns) the entries must be in non-increasing order. 
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2.4. Checking of canonicity after$lling each row of the upper-triangle part of adjacency 
matrix-backtrack canonicity check 
Let us have a generated graph given by its generated code. To check whether the 
code is maximal, we should relabel its vertices in all possible ways and compare the 
outcoming codes with the initial one. However, semicanonical labeling helps to cope 
with this combinatorial explosion. 
The first vertex must be one of maximum valence. After choosing the first vertex, the 
rest of the vertices are divided into two sets; first the vertices joined with the first 
vertex, then the rest of the vertices (if there are any left). Then we pick up randomly 
from the first set the second vertex and divide the remaining vertices in the set into two 
sets according to their adjacency to the second vertex. The second set is divided in the 
same way, vertices adjacent to the second vertex first, then the rest of the vertices. We 
can follow this approach recurrently, until the whole graph is labeled. However, each 
time a vertex is labeled, a row corresponding to the adjacency of the just-labeled 
vertex is defined. Therefore, each time we label a vertex, we can compare the code just 
produced with the initial code, comparing only current rows. If the new code is larger, 
then the initial labeling was not canonical and we can generate another graph. When 
the new code is smaller, then the newly proposed labeling is not canonical and we can 
try another labeling, until all possibilities are exhausted. When the new code is equal 
to the initial code, we can continue in further labeling, or, if the labeling is finished, we 
have found an automorphism. 
When we have to label the next vertex and there are several vertices to choose from, 
we can choose that one which is connected with prospective higher-labeled vertices in 
such a way that the row would be the largest one. However, as this condition is just 
going to be checked, its implementation is not efficient. At least, we can divide the first 
set of unlabeled vertices on vertices connected with other unlabeled vertices and on 
the other set composed of vertices not adjacent to unlabeled vertices, Also, as we are 
going on in construction by levels, determined by graph distance from the first vertex, 
if we are at the beginning of the last level, the vertex has probably joined more 
“unfinished” vertices than the “finished” ones. As the structure of “unfinished” vertices 
is not very connected, the current vertex is not probably the hot candidate for the 
lexicographically low label. More probably, it is going to be also in the last level in the 
newly proposed labeling, so even the “probabilistic approach” could be applied in 
choosing low labeled vertices. Of course, this approach would have to be abandoned 
in the check of the finished graph. 
When the canonicity is checked and confirmed, we have the available auto- 
morphisms, which can be used in a preliminary pruning by predictions of zeros 
in further levels of construction of graph (if there are still some edges left to place) 
(Fig. 3). 
It would be unwise to construct graphs by filling the whole upper-triangle part of 
adjacency matrix first and then check the canoncity, when it is possible to check 
canonicity after filling each row from top to the bottom. 
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Fig. 3. Search tree for canonicity check. The graph on the top was generated, and its code must be searched, 
if other relabeling does not produce a bigger code. The first vertex to be labeled must be of the highest 
degree. Next to the graphs are given only parts of upper-triangle of adjacency matrices used for comparison 
with original upper-triangle matrix. Relabeling on the right hand side of the figure is pruned at the 
beginning, with use of automorphism found between first and second labelings. By encircled dots or areas 
are described unlabeled vertices or their sets to be further labeled. These sets are ordered, and their order 
number start from one, as well as labels of vertices. From the first set is chosen a vertex to be labeled in the 
next level. The partition uses not only rules for semicanonical labeling but also division of unlabeled vertices 
connected to the highest labeled vertex. In the first set there are vertices connected with other unlabeled 
vertices, the second set contains the rest of vertices connected to the highest labeled vertex. 
When the first i rows of upper-triangle part of adjacency matrix are filled, canoni- 
city of the corresponding unfinished graph will be checked before generating i + 1 
row. The rows, which are not yet filled, are supposed to have all entries equal to zero. 
Then such canonicity check is not different from the canonicity check of a finished 
graph. The graph in Fig. 3 can be considered as unfinished graph with only 3 rows 
filled. This approach has the advantage that when the “unfinished” matrix is not 
canonical, we do not need to continue with filling the rest of the rows. As the matrix 
could be probably filled up in several ways, we would remove the generation and 
checking of several noncanonical matrices. 
It is also possible to check canonicity after each filling of an entry by 1, starting from 
the leftmost position. This may also cut the branches, as in the case of noncanonical 
labeling we would not need to fill the rest of the subsets in the current row with any 
combination of remaining entries. However, when the valences of vertices are small, 
like in chemistry, this approach is not computationally efficient. Also, when we are 
using proof of noncanonicity to jump over further noncanonical solutions (see Section 
2.7), this approach would become redundant. 
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2.5. Usage of found automorphisms to cut branches in further canonicity checks by 
removing some possibilities of labeling 
Using automorphism group acting on the generated graph helps to avoid unnecess- 
ary further checking of canonicity and to introduce restrictions on further generated 
graphs, for positive as well as negative outcome of canonicity check. Orbits of this 
group play a fundamental role in the development of the algorithm. However for more 
deep search it would be necessary to save also exact automorphism mappings. The 
rejection process in canonicity check as well as in construction is essential, when the 
search level is not far from the root, because larger branches in the search tree can be 
pruned. 
When all vertices are labeled in such a way that the produced code is the same as the 
initial one, we arrive at the automorphism mapping. This mapping can be used in 
a further check of canonicity of the initial labeling for pruning those labelings, where 
the labels up to the current level are mapped onto themselves and the current level 
label is mapped lexicographically onto the higher label (see last branch of Fig. 3). 
Nevertheless, the complete isomorph rejection can often prove more expen- 
sive than the full search as it requires storing and further checking of automorphism 
mapping. 
Orbit can be described as a subset of vertices (or edges) of the graph, where two 
vertices (edges) belong to the same orbit or cell of the partitioning if there exists an 
automorphism mapping one vertex (edge) onto the other. 
When the vertices are colored or differentiated by their degree or otherwise, we can 
start determination of orbits from the already given partition, determined in turn by 
these additional conditions. Then it would be profitable to change the canonical 
labeling such that the first vertices come from the smallest cell of the given partition, 
followed by the vertices from the second smallest cell, and so on. By choosing the 
labeling restricted by the size of cells in increasing order, fewer nodes of the search tree 
may need to be examined. However, this approach would demand to rewrite the core 
of the algorithm. That could be profitable only for extensive generating of special 
types of graphs. 
Let us suppose that during the checking of a labeling a we arrive at another labeling 
/?, which produce the same upper-triangle part of adjacency matrix as c(. From 
labelings CI and fi we can determine an automorphism that can be further used for 
cutting the search tree for canonicity check. The automorphism leads to the partition- 
ing of the set of vertices into subsets of equivalent vertices. When we label vertices 
consequently, on each level we can usually choose from several vertices to be labeled 
next. This choice is restricted by the easily tested requirement of semicanonical 
labeling. Two vertices will be called equivalent if they belong to the same cell of the 
automorphism partitioning. Using the set of automorphisms found, we can further 
reduce the number of vertices available for the current level by deleting choice of 
vertices that have as available their equivalent counterparts with lower label. For this 
matching of available vertices we use also vertices that have been currently labeled at 
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that level. However, this reduction can be done only for those equivalent vertices, 
whose equivalence is based on automorphism that maps all vertices in previous levels 
on themselves. Unfortunately, the efficiency of this approach largely depends on 
implementation. 
Best results have been obtained using only just-found automorphism for deletion of 
the choice of labeling of equivalent vertices in previous levels without saving the 
automorphism. This means that when we return back towards the root node and start 
to search another branch, we cannot use already found automorphisms to delete some 
search branches. Indeed, this is, in general, for reasonably large graphs, faster than 
saving and checking of automorphisms. 
2.6. Prediction of zeros in further levels, which is based on equivalence of vertices 
Automorphisms can be used to cut branches in further construction of a graph by 
predicting some zeros (or generally introducing some boundary conditions) in lower 
rows of the upper-triangle part of adjacency matrix than is the current construction 
level. 
Let us have a graph constructed up to the kth row of upper-triangle part of 
adjacency matrix. If the column corresponding to the current level row is the same as 
the following columns, then the vectors corresponding to the following rows must be 
less than or equal to the vector corresponding to the current level row (Fig. 4). 
Fig. 4. Usage of equivalence of vertices in previous levels for prediction of zeros in unfilled rows. Heavy 
dots mark vertices corresponding to filled rows, vertices marked by empty circles correspond to unfilled 
rows. After filling the first row of upper-triangle part of adjacency matrix, the vertices 2-4 are equivalent. 
Therefore, after the second row is filled, the corresponding parts of the third and fourth rows should be 
smaller or equal to the second row. This means that the first zeros can be filled in forward, and the last sixth 
and seventh positions in the third and fourth rows should be smaller or equal to (1,0) which is in the second 
row. This means, that filling the third row by 0 0 1 1 or filling the fourth row by 0 1 1 is forbidden. 
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Fig. 5. Usage of current equivalence of vertex corresponding to filled row with vertices corresponding to 
unfilled rows. Let us have graph described by matrix filled up to the third row. As vertices 4-8 have 
automorphisms mapping them onto vertex 3, and the third row is already filled, the fourth to eight rows 
must be filled with zeros. 
Let us also have an automorphism determining equivalent vertices. If the vertex 
corresponding to some of the filled row (including the kth one) is mapped by 
automorphism on the vertex corresponding to the lower (unfinished) row than is the 
current (finished) one, then fill the unfilled entries of the lower row by zeros (Fig. 5). 
Generally, we could store automorphisms from the previous levels, and as in the 
previous level some unfinished vertices were mapped on each other, and in the current 
level one of those vertices becomes ‘finished’, it imposes boundary conditions also for 
the other “unfinished” vertex. Unfortunately, storing and retrieval of this information 
does not make this approach effective. 
2.7. Using the proof of noncanonicity to skip other noncanonical solutions 
Let us have noncanonical abeling of vertices p (with corresponding labeling of 
edges p’) and canonical abeling of vertices c1 (for edges a’). A labeling is not canonical 
when there exists such a relabeling that the code corresponding to upper-triangle part 
of adjacency matrix is bigger for the new relabeling. It means that in the code the first 
m entries are equal, and the m + 1 entry is bigger for the new relabeling. This first 
different entry will be called “critical”. This entry was transferred to its current 
position by relabeling from some previous position. When its original position in the 
code was on the right to its current position, it would be necessary to change the 
original entry to zero to get a new graph with lexicographically smaller code, which 
may be canonically labeled (Fig. 6). 
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Fig. 6. The entry {5,6} in noncanonical matrix A is in matrix A’ (corresponding to canonically relabeled 
graph) transferred to entry {2,3}, which is critical for proof of noncanonicity of A. Therefore, in the next 
generated matrix the entry {S, 6) should not be equal 1, as it is in matrix B, but this entry should be zeroed 
as in matrix C. The matrix B would not be generated. 
However, this condition may be overridden by another possibility. Let the relabel- 
ing be done in such a way that some nonzero entry to the right of the “critical” 
position in the original labeling is mapped to the left of the “critical” position by the 
new labeling. Then zeroing this nonzero entry placed in the code to the right of critical 
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x00 x00 
x0 Xl 
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Fig. 7. Similar example as in Fig. 6, the entry causing noncanonicity is {2,7} in noncanonical matrix A. 
This entry is transferred to critical entry {2,3} in matrix A’. However, the entry {6,8} in matrix A is 
transferred to { 1,5} in matrix A’. The corresponding edges in graphs are marked by interrupted lines. As the 
entry { 1,5} is previous to {2,3}, the next matrix should have the entry {6,8} zeroed. 
position will produce smaller code, which may be canonical. The “spoiled critical 
entry” would be in the new mapping “beaten” by changing some previous entry to 
zero. So to get the next (hopefully canonical) code, smaller than the current non- 
canonical one, but biggest of these smaller codes, we put to zero either the entry which 
after relabeling “spoiled” canonicity, or the rightmost nonzero entry, which by 
relabeling was placed before the critical position (Fig. 7). 
A similar approach can be used for multigraphs. When there exists a relabeling 
producing bigger code than the checked labeling, noncanonicity of the original 
labeling is based on mapping of edge with higher multiplicity onto edge with smaller 
or zero multiplicity. The next generated graph must have the multiplicity of this 
mapped edge less than or equal to the value of the original critical entry. However, this 
condition can be overridden when there exists some higher relabeled edge mapped 
onto an edge with lower label than the critical edge for canonicity check. Then such an 
edge with the highest label should have lower multiplicity in the next generated graph. 
2.8. Canceling unnecessary canonicity check on the basis of canonicity ofprevious graph 
This approach can be used for unfinished graphs, when there exists in a previously 
generated branch a graph with equal upper-triangle part of adjacency matrix in 
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Fig. 8. Let us have graphs created in Fig. 2 checked for canonicity. (The rest of the matrix is always 
supposed to be filled with zeros.) If any graph corresponding to filled row on the left hand side of the arrow 
is canonically labeled, so it will be true for graph created by replacing the third row by the row on the right 
hand side of the arrow. 
preceding rows and with higher degree corresponding to the current level row. Let us 
suppose that we have generated first k + 1 rows of the upper-triangle part of adjac- 
ency matrix, and the (k + 1)th row contains p nonempty entries. Let the correspond- 
ing labeling be canonical. Now, if we replace (k + 1)th row by a new row which differs 
from the previous one only in the last nonzero entry, zeroed in the new row, then the 
new graph is also canonically labeled. The same is true also for zeroing any number of 
last nonzero entries (Fig. 8). 
This concept can be used also for multigraphs not only for zeroing but also for 
reducing multiplicity. This approach both for graphs and multigraphs requires storing 
information. Therefore, its effective implementation depends to a large extent on the 
technical manipulation with this information (saving in main memory or on disc) and 
therefore cannot be generally considered as an effective one. This is true also for other 
methods demanding storage and checks of information. 
2.9. Omitting the canonicity check in the level of construction of the graph, where there is 
a simple, nonforked (nondivided) branch of the search tree 
When we have already filled some entries, and we have given sequence of valences 
of vertices to be satisfied, the possibilities of filling the rest of entries are restricted. In 
some cases it is even possible to fill up on the basis of these restrictions some of the 
unfilled rows, or even the whole rest of matrix. This approach is advantageous, 
because when we would go “step by step”, we would check the canonicity after filling 
each row, i.e. at every node of a branch of search tree. When we choose to fill the whole 
matrix at once, we shall check the canonicity only at the end of the nonforked branch. 
Generally, it is efficient to check canonicity only at those nodes of the search tree 
where the search tree is forked or at the end of the branches. 
The actual prediction of how to fill unfilled entries is done by comparing the 
minimum degree vector, which would be achieved by filling all remaining unfilled 
entries by zeros and then counting degrees of vertices, with maximum degree vector, 
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Fig. 9. Filling up the matrix on the basis of the prescribed degree sequence. Let us have the required 
unordered degree sequences (3,3,2,2,1,1). The matrix has already three rows filled, which leads to maximum 
and minimum possible degrees. In the only permutation of given degrees, which matches these boundary 
conditions, degree 1 of the fourth vertex has already been achieved, so the unfilled entries of this row can be 
filled by zeros. Then there is the only possibility to fill the last entry by 1 to fulfill boundary conditions. By 
filling two rows at once one canonicity check has been saved. 
which would be achieved by filling all the remaining entries by ones. We can try to put 
a permutation of the prescribed degree vector between these limiting vectors. If for 
some entry by no permutation of prescribed degrees can be achieved other value than 
equal to entry in maximum (minimum) degree vector, then we can fill up this row by 
ones (zeros). Then the maximum and minimum vectors are also changed, and we can 
continue with the same procedure, until no filling occurs. The situation for multi- 
graphs is in principle the same, only technically complicated by restrictions for each 
multiplicity (Fig. 9). 
3. Conclusions 
The algorithmic approach presented stands on a code based on maximum upper- 
triangle part of adjacency matrix. This code is simple and clearly describable, and by 
allowing a deeper view into the structure of the graph supports utilization of sym- 
metry in cutting branches both in generating of code, as well as in checking the 
correctness of the code. Unfortunately, employing all of the principles for pruning the 
search tree may not bring as high an effect as expected, because these principles often 
compete between themselves for cutting a branch. In some cases, particularly for 
graphs with smaller number of vertices, up to about 15, a reduced set of pruning 
methods can give higher saving of computational time compared with full set of 
pruning methods. This is especially true for saving automorphisms and using them in 
further branches of canonicity check. 
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However, for checking of isomorphism of existing graphs there are more power- 
ful coding approaches. The presented approach is, when picking for example the 
first vertex, able to divide the rest of the vertices in the structure into only two 
sets - connected or nonconnected. Further ordered partitioning depends on the 
choice of the second vertex, and its right choice would need deeper analysis of its 
neighborhood. 
Actually, when we choose the first vertex, we produce ordered partitioning accord- 
ing to the graph distance from the first vertex. This partitioning must be held for the 
canonical code, which means that first come vertices with graph distance equal to one 
from the first vertex, then the vertices with graph distance two from the first vertex, 
etc. However, this rule cannot be applied for further labeled vertices. As the partition- 
ing according to the graph distance comes naturally with semicanonical labeling, it 
would be redundant to introduce these restrictions previously. 
By choosing the first vertex we are given a great amount of easily accessible information 
about possible further partitions of the graph ~ for example partitions of vertices 
according to the distance from the first vertex, equidistant partitions, etc. Choosing the 
first (second, third, etc.) vertex we can easily derive quite an amount of information. 
Unfortunately, using the maximum upper-triangle code, this information can be 
used only in comparing whether the proposed labeling gives the same code as the 
original one. If not, it is not clear whether this labeling would give a better or a worse 
code. In fact, this information does not help in further processing at all. 
We could use this information, if we would use a code based also on other 
principles, such as equidistant partition. Using such a code would help us to cope with 
automorphisms of graphs and checking the “maximality” - or whatever the de- 
manded property (properties) of the canonical code would be, but the principle of the 
code would probably disqualify using symmetry in the process of the construction of 
graphs, e.g. in predicting zeros in the future build up of the graph, or skipping other 
noncanonical graphs when the current labeling was discovered to be noncanonical. 
This trade-off would be unprofitable. 
We see the possible future development of generation of molecular graphs in 
a suitably chosen code allowing not only an easy check of canonicity of graph 
labeling, but also using symmetry of graph in the generating algorithm. The properties 
of the code must hold during the construction of the graph (based for example on 
adding edges) so that we can check the required property of an “unfinished” graph 
(with a lower number of edges than required). When the required property is not 
satisfied, we would be able to cut those construction branches rooting from the 
“unfinished” graph, which lead only to noncanonical “finished” graphs. 
Another perspective would be a better algorithm for checking isomorphism. There 
already exist exponential algorithms for checking isomorphism for graphs with 
degrees bounded by three [2,7,24], or for some special types of graphs, like planar 
graphs. When these methods would be extended to a maximum degree equal to four 
(valence of carbon, basic element in organic chemistry) it could be quite a break- 
through also for generating of molecular graphs. 
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