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In recent years, there has been an ever-increasing level of effort focused on creating novel
technologies based on spintronics. One of the most exciting of these technologies is spin
transfer torque random access memory (STT-MRAM), which is a solid-state non-volatile
memory technology that is orders of magnitude better than flash memory in terms of speed
and write endurance. One critical component of an STT-MRAM memory cell is the so-
called fixed magnetic layer. The direction of magnetization of this layer must remain fixed
so that it can act as a reference for the reading and writing of information to the cell. This
layer is ideally composed of a synthetic antiferromagnet (SAF) with zero net magnetization
because it can offer thermal stability, have its magnetization be less effected by external
magnetic fields, and have reduced stray fields. One challenge with integrating a SAF into an
STT-MRAM memory cell is that they are typically not thermally robust. Creating an STT-
MRAM device generally requires at least one annealing step at temperatures between 200
and 300C. During this annealing process, the antiferromagnetic coupling (AFC) within the
SAF changes dramatically and usually becomes ferromagnetic, thereby eliminating the SAF
and all of its advantages. The work in this thesis centers around understanding exactly how
and why this magnetic coupling changes during the annealing process, and how to prevent
it so that a SAF fixed magnetic layer can be used in STT-MRAM devices. We start by
depositing thin films containing two FeCoB layers coupled across several different non-
magnetic spacer layers of varying thicknesses. We determine the magnitude and direction
of the magnetic coupling between the two FeCoB layers both before and after annealing
my analyzing ferromagnetic resonance (FMR) and magnetostatics measurements. Next, we
study the role that boron has on the magnetic coupling by co-depositing it into the Ru
spacer layer of samples with the structure NiFe/Ru/FeCo. From this, we conclude that the
presence of boron within the FeCoB layer leads to increased diffusion of magnetic atoms
into the non-magnetic spacer layer during the annealing process, which is responsible for
the change in coupling seen in SAF structures. In order to prevent this, we insert diffusion
barriers next to the FeCoB layers within a SAF. We find that with the diffusion barriers,
we are able to create a thermally robust SAF structure that maintains AFC coupling even
after annealing at temperatures of up to 350 ◦C.
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In recent years, there has been an ever increasing amount of effort focused on creating novel
technologies based on spintronics. This research and development has made it apparent
that there are many physical properties of magnetism on the nano scale that have yet to
be fully exploited for technological purposes, making it very conducive for the creation of
such novel technologies. Some examples of such technologies include high density hard disk
drive storage [107, 110, 34], spin transfer torque magnetic random access memory (STT-
MRAM) for solid state storage [50, 96, 115], neuromorphic computing [109], and magnetic
field sensors. [51, 53]
Several of these technologies make use of a phenomenon known as giant magnetore-
sistance (GMR) or tunneling magnetoresistance (TMR). These two phenomena cause the
electrical resistance through a trilayer structure, composed of two magnetic layers separated
by a non magnetic spacer layer, to be dependent on the direction of magnetization of the
two magnetic layers relative to one another, as shown in Fig 1.1. This kind of structure is
known as a pseudospin valve. [58] The main difference between GMR and TMR is that the
non magnetic layer is metallic in GMR, and insulating in TMR. When the magnetic layers
are parallel with one another the electrical resistance is low, and when they are antiparallel
with one another the electrical resistance is high. These pseudospin valve structures are
very common in novel spintronics devices because, while their functionality exploits the
spin property of the electron, they provide an interface that traditional electronic devices
are able to use.
STT-MRAM is a non-volatile information storage technology that stores binary informa-
tion in the direction of magnetization of a magnetic layer. For example, if the magnetization
is pointing up, it corresponds to a 1, if it is pointing down, it corresponds to a 0. These
devices make use of a pseudospin valve for the purpose of measuring this layer’s direction of
magnetization, and also for setting its direction of magnetization using spin transfer torque
(STT). They do this by including a second magnetic layer that has its direction of magneti-
zation fixed, acting as a reference. This second magnetic layer is separated from the first by

























Figure 1.1: Schematic of a pseudospin valve structure with two magnetic layers separated
by a non-magnetic spacer layer that exhibits GMR (with a metallic non-magnetic layer) or
TMR (with an insulating non-magnetic layer). The resistance to electrical current running
vertically through the structure is dependent on the direction of magnetization of the two
magnetic layers, shown here as blue arrows.
layers are known as the free and fixed layers, for the former and latter, respectively. With
this configuration, a standard electrical computer is able to measure the information stored
on the device by simply measuring its electrical resistance.
STT-MRAM is one of the most exciting new technologies because it will have an im-
mediate impact on a very large fraction of humanity. Memory and storage technology is
now seamlessly integrated into our lives inside applications such as cloud storage, personal
computers, smart devices, and everything in between. STT-MRAM improves on existing
non-volatile memory and storage in many ways. Specifically, it is expected to be faster,
2-30 ns write time latency [60] compared to 200 µs for flash [95], have close to infinite
endurance, exceeding 1015 write cycles [93] compared with 105 for flash, [95] and have
high memory density. [19] All of this while being relatively easily integrated into the CMOS
process. [22, 15]
For this kind of device, the magnetization of the fixed layer needs to be more stable
than that of the free layer. This is typically achieved by either making the fixed layer








Figure 1.2: Schematic of a typical STT-MRAM pseudospin valve containing a free and fixed
layer, where the fixed layer is composed an AFC coupled SAF. The layers with blue arrows
are magnetic layers, and the direction of magnetization is identified by the direction of the
arrow. The SAF is composed of two magnetic layers separated by a non-magnetic spacer
layer. The pseudospin valve section is shown in greater detail in Fig. 1.1
synthetic antiferromagnet (SAF). The latter case is superior because a SAF can have zero net
magnetization. This results in the magnetization of the fixed layer being less effected by weak
external magnetic fields, allowing it to be more stable. It also results in dramatically reduced
stray fields, improving free layer reversal characteristics. [56, 112, 39, 40] A schematic of a
trilayer structure that includes the SAF fixed layer is shown in Fig. 1.2.
The FeCoB/MgO/FeCoB tunnel junction structure, which forms a pseudospin valve, is
one of the most commonly studied structures for use as part of an STT-MRAM device.
This is because, after being annealed at a temperature between 200 ◦C and 300 ◦C, it
has a very large difference in resistance between the parallel and anti-parallel state, which
is called TMR in this case. This large TMR is ideal because it allows the device to be
read more quickly using modern electronics devices. After annealing, this tunnel junction
structure also contains large perpendicular magnetic anisotropy (PMA) at the FeCoB/MgO
interface. [49, 104] This large PMA allows the memory density to be increased because
the shape anisotropy and interface anisotropy are in the same direction for very small
nanopillars, which will be explained in detail in a later section.
One serious problem with the usage of FeCoB/MgO/FeCoB tunnel junctions in devices
requiring a fixed layer, is that the annealing step tends to reduce or eliminate the AFC
coupling within the SAF fixed layer, causing the two magnetic layers within the SAF to
instead become ferromagnetically coupled (FC). If this occurs, the fixed layer will no longer
function properly because it can have its magnetization easily rotated by external magnetic
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fields, making it unstable. It will also have increased stray magnetic fields that can effect
the other FeCoB layer on the other side of the MgO layer.
This unwanted change in interlayer exchange coupling, seen at these annealing temper-
atures, is specific to FeCoB magnetic layers, and doesn’t occur for other magnetic layers
such as Co or FeCo, for example. But the FeCoB material is a vital component of the
FeCoB/MgO/FeCoB tunnel junction, and cannot be changed without degrading the per-
formance and density of the device.
Previous work has examined the effect that annealing has on samples with the struc-
ture Ta/FeCoB/MgO/FeCoB/Ta, and Ta/FeCoB/MgO structure. [58, 37] One key result
that both works found is that after the samples were annealed at temperatures of 300 ◦C
and above, boron was rejected from the FeCoB layers and was found to be dissolved in
the adjacent MgO and Ta layers. This indicates that boron diffusion may play a part in
changing the coupling within an FeCoB containing SAF structure. However, to the best of
our knowledge, there have been no studies looking at the effect that annealing has on the
diffusion of elements or interlayer exchange coupling in FeCoB containing SAF structures.
The ability to create a SAF fixed layer structure containing FeCoB that can withstand
annealing is of great technological importance because it will allow for the creation of
novel spintronics devices containing FeCoB/MgO/FeCoB tunnel junctions that are high
performance and reliable.
The goal of the work done throughout this thesis is to understand why FeCoB containing
SAF fixed layers have magnetic coupling that is very sensitive to annealing, when similar
structures containing other magnetic layers are not. After that, we will develop a solution
to the problem that allows the creation of FeCoB containing SAF fixed layers that can
withstand the annealing process and remain strongly AFC coupled.
This thesis is organized as follows: in Chapter 2, the experimental tools and methods
for the characterization of various properties of our samples is described. In Chapter 3, the
sample preparation methods are described. This includes substrate cleaning, the sputtering
process for thin film growth, and the sample annealing process. In Chapter 4, the theoretical
considerations needed to understand the work that follows. This includes the understanding
of ferromagnetic resonance, our micromagnetics model, and interlayer exchange coupling.
Chapter 5 details the ferromagnetic resonance spectrometer that is used to study the mag-
netic properties of the samples in this thesis. This spectrometer, in combination with the
theory from Chapter 4, will allow us to measure the coupling strength between two mag-
netic layers separated by a non magnetic spacer. Chapter 6 details the magneto-optic Kerr
effect magnetometer capable of quickly and easily measuring the static magnetic properties
of some samples in this thesis. In Chapter 7, we will fully characterize the interlayer ex-
change coupling of two FeCoB layers coupled across some of the most relevant non-magnetic
spacer layers, both before and after being annealed. This will allow us to understand exactly
how coupling changes during the annealing process. In Chapter 8, we will study the role
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that boron has on interlayer exchange coupling, and learn why the coupling within SAF
structures changes so dramatically when the boron containing FeCoB is used, but not when
boron free layers like FeCo or Co are used. In Chapter 9, we will use our results to develop
several novel SAF fixed layers containing FeCoB that remain strongly AFC coupled even
after being annealed at up to 350 ◦C. In Chapter 10, we will analyze the interlayer exchange
coupling oscillations of several series of samples containing two magnetic layers separated
by Ru spacer layers. We will do this by using the interface-reflection RKKY-like interlayer
exchange model. This will allow us to gain useful insight into the fundamental physics giving
rise to oscillatory interlayer exchange coupling.
Throughout this thesis, all units will in the SI system. It is common for work in mag-
netism to use the old CGS system of units. When comparing that work using the old CGS
system to the work in this thesis, there will be many small differences involving many 4π’s
and µ0’s. Additionally, we will refer to all elements by their abbreviated form, like Ru and






The exchange stiffness, saturation magnetization, and interlayer exchange coupling con-
stants of our samples can be determined by measuring the magnetization as a function
of applied external magnetic field, M(H). Throughout the work in this thesis, this is done
using one of three experimental techniques: A superconducting quantum interference device
(SQUID), a vibrating sample magnetometry (VSM), or magneto-optic Kerr effect (MOKE)
magnetometry. In the last case, the measurements are not on an absolute scale and can be
used to extract magnetic properties only if the saturation magnetization of the magnetic
layers within the sample is known.
This section will explain the experimental methods, and the details of how results are
determined from the measurements will be explained in Chapter 4.3.
These tools are first calibrated by measuring the magnetization of a sample with known
magnetic properties. For VSM and SQUID, this allows us to set the measurement scale so
that it corresponds to the correct absolute magnetization of the sample.
2.2 SQUID
A SQUID is one of the most sensitive methods for measuring magnetization, able to measure
tiny fractions of a single flux quanta. A DC SQUID, which is the type used here, consists of a
superconducting ring bisected by two Josephson junctions as shown in Fig 2.1. A Josephson
junction is where two superconducting electrodes are separated by a very thin insulating or
non-superconducting section. In 1961, Josephson showed that the current I flowing through
a junction is given by [16]










Figure 2.1: SQUID schematic. The sample moves through the sensing coils and induces a
current. This current travels through the conductors and creates a magnetic field through
the SQUID. Feedback from the SQUID voltage measurement is used to create an equal and
opposite magnetic field in the flux-locked-loop.
where δ = φ1 − φ2 is the difference between the phases φ1 and φ2 of the condensates in the
two superconducting electrodes, and I0 is the critical current. He also showed that when
the critical current is surpassed, and a voltage U forms between the electrodes, δ evolves in








where Φ0 = ~π/e is the magnetic flux quantum.
Unlike in the case of an entirely superconducting ring, the condensate wavefunction
phase in the SQUID ring can be discontinuous at the location of the two junctions, as
shown in Eq. 2.1. This allows the magnetic flux within the ring to no longer be quantized,
and can be increased continuously. As this occurs, it causes a change in the phase difference
across the two junctions δ1 and δ2, which results in the modulation of I through the junctions
as described by Eq. 2.1. This modulation is periodic with respect to magnetic flux, with a
period of one flux quanta Φ0. Thus, one is able to determine magnetic flux through the ring
by measuring the critical current.
In practice, measuring the critical current through the SQUID is cumbersome. Instead,
the SQUID is biased with a current IB, that is slightly greater than the sum of the critical
currents through both junctions. This causes a voltage to form across the junctions that be-
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haves according to Eq. 2.2. In this configuration, it can be shown that the voltage across the
junctions is also periodic with respect to the flux through the ring, just like the current.[16]
This configuration is used in most real devices because it is relatively easy to measure the
voltage across the junctions.
Finally, when measuring magnetic flux through the ring, a flux-locked-loop is used to
create an equal and opposite flux. This is done for 2 reasons, to keep the voltage within a
single period of the V (Φ) curve, and at the most sensitive point where dV/dΦ is maximized.
2.3 VSM
A schematic for a VSM is shown in Fig. 2.2. VSM works by vibrating a magnetized sample
through conducting pickup coils, which are situated within a large magnet that generates
a magnetic field, H. The magnitude of the magnetic field can be varied, and if the sample






Figure 2.2: Schematic of a VSM tool. The sample size has been enlarged to show it more
clearly. The pickup coils have also been separated to show the sample in between. The
windings of the two pickup coils are in opposite directions. H is parallel with the x axis,
as shown.
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The magnetization of the sample is determined by measuring the voltage across the
pickup coils, which obeys Faraday’s law according to
ε = −dΦBdt , (2.3)
where ΦB is the magnetic flux through the coils. For a pickup coil with N turns, an area A
this becomes
ε = −NA cos(θ)dBxdt , (2.4)
where Bx = µ0(H+Mx) is the magnitude of the magnetic flux density, H is the magnitude
of the magnetic field, and Mx is the magnitude of the magnetization, all through a single
turn of the pickup coil. The x subscript denotes that it is only the component of the
vector in the x direction as shown in Fig. 2.2. If the sample is vibrated sinusoidal, then
Bx = µ0(H+Mx sin(ωt)), whereH is stepped through a range of fields for the measurement,
but held constant for the measurement at each step. Taking the time derivative of this and
plugging it into Eq. 2.4 results in
ε = CMx sinωt, (2.5)
where the contribution from H is gone because it is constant in time, C = NAµ0 is a
constant that is determined experimentally by calibrating using a sample of known magne-
tization. The tool uses two oppositely wound pickup coils so that any time varying external
field will be equal and opposite and can be subtracted out, leaving only the contribution
from the magnetization of the sample. Thus, by measuring the induced voltage in the pickup
coils, we are able to determine Mx as a function of H, which is the magnetization measure-
ment that we desire.
In order to measure theMx(H) of our samples, we first calibrate the tool using a pure Fe
sample of known volume and saturation magnetization. Every time we measure a sample we
make sure to center the sample within the two pickup coils both vertically and horizontally.
2.4 MOKE
MOKE magnetometry exploits the interaction between light and magnetic materials in
order to measure the magnetization of thin films. A typical MOKE setup uses a laser beam
to probe the magnetization of the sample, which is only sensitive to the surface as it can
only penetrate to depths on the order of the penetration depth, which is on the order of tens
of nanometers. [91] For films thinner than this, MOKE is the ideal tool to quickly measure
magnetization because of its sensitivity, local probing nature, and experimental simplicity.
MOKE, as a magnetization measurement technique, is based on the fact that when
linearly polarized light is reflected off of the surface of a magnetic material, its polarization
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can be changed (and become elliptically polarized) proportionally to the direction and
magnitude of the magnetization of the material.
Linearly polarized light is composed of the superposition of right and left circularly
polarized light. In the context of the classical picture of the electrons within a material, a
left-circularly polarized electric field will drive the electrons into left circular motion, and
a right-circularly polarized electric field will drive the electrons into right circular motion.
In the presense of a magnetic field, this electron motion will be modified according to the
Lorentz force, of which the magnetic component is given by
F = −ev ×B (2.6)
where e is the elementary charge of an electron, v is the velocity of the electron, and B is the
magnetic field within the material. This force points toward or away from the circle’s center
for left or right circular motion, which will cause the radius to be smaller for the former
and larger for the latter. This difference in radii of the left and right circularly polarized
modes will give rise to different reflection coefficients for each, causing a Kerr rotation in
the reflected light. [91, 31] The MOKE experimental setup and example measurements will
be shown in chapter 6.
2.5 X-Ray Diffraction (XRD)
In this work, we use XRD to study the details of the crystal structure of our samples.
Specifically, we determine the lattice constants, crystal orientation, and texture of our poly-
crystalline films. We are able to determine these properties by analyzing the reflections of
X-rays from planes of atoms within our samples. When many reflections from individual
planes of atoms interfere constructively, they produce a detectable signal. This occurs when
the incoming parallel X-rays reflecting from the individual planes have a path length differ-
ences equal an integer number of wavelengths ∆L = nλ as shown in Fig. 2.4. For a crystal
where all of the atoms are in a regular periodic array with interplanar spacing d, this will
occur when Bragg’s Law is satisfied by [113]
∆L = 2d sin θ = nλ, (2.7)
where θ is the angle of the incident X-ray relative to the plane as shown in Fig. 2.4, λ is
the wavelength of X-rays used, which is 0.15418 nm Cu-Kα in our case, and n is a positive
integer.
In an unknown crystal, the atomic planes could be oriented in any direction with any
spacing. In order to fully characterize its lattice, the X-ray source, detector, and sample
would have to be systematically varied through all possible angles that satisfy the Bragg





Incident X-ray beam Reflected X-ray beam
Imaginary plane formed by incident
and reflected X-ray beams
Figure 2.3: Schematic diagram showing the geometry used in XRD and XRR measurements
where the imaginary plane formed by the incident and reflected X-rays is also normal to the
surface of the sample. The subsequent 2d schematics will be a slice through this imaginary
plane so that the plane normal, incident and reflected x-rays are all in the plane of the page
of this thesis.
for the samples that we grow throughout this thesis, we know the elemental composition,
expected crystal structure and orientation, and that they are polycrystalline. This allows
us to look for reflections from a small subset of atomic planes, and compare with literature
in order to determine the properties of the crystal structure.
The first kind of XRD measurement we perform in this work is where we measure the
lattice spacing of planes with normal vectors perpendicular to the surface of the sample.
We will refer to this as a perpendicular measurement configuration. This is done using a
scan configuration called a θ-2θ scan, where the angle between the X-ray source and the
plane of the sample, which is called ω, is half of the angle between the X-ray source and
the detector, which is called 2θ. The imaginary plane formed by the incident and reflected
X-rays is also normal to the surface of the sample, as shown in Fig. 2.3. After determining
the spacing between the planes parallel to the surface, we compare with the expected crystal
structure from literature. From this, we can determine how the crystal structure is oriented
perpendicular to the plane of the sample. This measurement will not allow us to determine
how the crystal structure is oriented in the plane of the sample, but since our samples are
polycrystalline, in most cases it will be random.
In some instances, we also use XRD to measure the lattice spacing of planes with normal
vectors that lay in the plane of the sample. We will refer to this as an in-plane measurement
configuration. This shares the same confuration as the perpendicular measurement, except
the imaginary plane created by the incident and reflected X-rays would now ideally lay
in the plane of the sample. In practice, the sample is rotated slightly so that the incident
X-rays are at a very small angle to the plane of the sample so that fewer X-rays are blocked
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Figure 2.4: Schematic diagram of diffraction of X-rays by the atomic planes within a crystal.
by the sample, and a larger signal is detected. In our measurements, the sample is rotated
so that the incident beam comes in at a grazing angle of 0.65◦ relative to the plane of the
sample. Since our samples are polycrystalline with approximately random orientation of
the crystalites in the plane of the sample, this kind of measurement will usually result in
more peaks than a perpendicular measurement, allowing more precise characterization of the
lattice spacing of the crystal structure. A typical example of raw in-plane and perpendicular
XRD measurements is shown in Fig. 2.5. These measurements are of a hexagonal close
packed Ru thin film textured in the [0001] direction.
We measure the texture of our films using a scan configuration known as an ω scan, also
known as a rocking curve. A schematic diagram of this kind of scan is shown in Fig. 2.6.
This scan starts in the same configuration as the θ-2θ scan, at an angle where a reflection is
detected. At this angle, ω = θ, and the detector is at an angle of 2θ. The sample is rotated
from the angle ω = θ−ϕ to ω = θ+ϕ, where ϕ is typically 15◦. The full-width-half-maximum
(FWHM) of the peak obtained through this measurement quantifies the degree to which
the polycrystals are aligned with respect to one another. A small FWHM indicates that
the polycrystals are very well aligned, or highly textured, while a large FWHM indicates
that they are not well aligned. The width of the rocking curve has also been shown to be
proportional to the density of defects in thin films. [64, 76, 45, 108, 8] An example of a
rocking curve measurement of the (0001) peak of a Ru thin film is shown in Fig. 2.7
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Figure 2.5: Example of a typical in-plane and perpendicular XRD measurement for a 23 nm
hexagonal close packed Ru thin film textured in the [0001] direction. The orange data are
reflections from planes with normals perpendicular to the plane of the sample, and the
blue data are reflections from planes with normals that lay in the plane of the sample. The
planes that caused each reflection are labeled in the figure. The in-plane data has more
noise because the measurements were done with incoming X-rays hitting the sample at
a small grazing angle. For this particular sample, we were only interested in the (0002)
perpendicular reflection, which is why we only scanned a limited range of angles.
2.6 X-Ray Reflectivity (XRR)
Low angle perpendicular θ-2θ XRD measurements are known as X-ray reflectivity XRR.
XRR is used to determine the thickness of the deposited films in our samples. Instead of
analyzing reflections from individual atomic planes within the film, XRR looks at reflections
from the boundaries of the film layers where the index of refraction is discontinuous. A
low-angle θ-2θ scan, typically from approximately 2θ = 0.2◦ to 8◦, will result in intensity
oscillations with an exponentially decreasing envelope, known as Kiessig fringes, as shown
in Fig. 2.8. The oscillation peaks are where reflections, occurring at the discontinuities of
the index of refraction throughout the thickness of the sample, interfere constructively, and
the valleys are where they interfere destructively.
In order to determine the film thickness from the Kiessig fringes, we start by looking
at the paths X-rays take through the sample. Using the labels in Fig. 2.9, the difference in













Figure 2.6: A schematic diagram showing the geometry of a rocking curve measurement of
a polycrystalline sample composed of many crystallites that can have their crystal lattice
offset at slightly different angles, as shown in the figure. Individual crystallites will create
X-Ray reflections at different substrate angles relative to one another. The sample is rotated
from the angle ω = θ−ϕ to ω = θ+ϕ, while X-Ray reflection intensity is recorded in order
to determine the distribution of orientations of the crystallites.
δL = n1(AB +BC)−AD, (2.8)
where n1 is the refractive index of the film, and AB, BC, AD are path lengths between the
points.
Path lengths AB and BC are identical and equal to
AB = BC = dsin θ1
, (2.9)
and the path length AD can be written as
AD = AC cos θ = 2AB cos θ1 cos θ = 2
d
sin θ1
cos θ1 cos θ. (2.10)







Additionally, it can be shown that n is related to the critical angle θc, which the incident
angle below which total internal reflection occurs, according to [44]
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Figure 2.7: Example of a typical rocking curve measurement with a FWHM of 4.04± 0.05
degrees. This measurement is for the (0001) reflection of a Ru thin film.
n1 =
n cos θc
cos 0 = cos θc. (2.12)
Combining Eq. 2.8, 2.10, 2.11, 2.12, we can write δL as
δL = 2 cos θc
d
sin θ1
− 2 dsin θ1














Finally, we replace θ1 with θm to account for m interference maxima, and simplify





In order to obtain a value for the film thickness d, we estimate θc as the angle at which
the intensity is half of the maximum value, then we plot mλ2 vs
√
sin2(θm)− sin2(θc), and
d is the slope. A typical example of this data for a Co thin film, along with linear fit to
determine d, is shown in Fig. 2.10.
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Figure 2.8: Example of a typical XRR measurement showing Kiessig fringes and the critical
angle. This corresponds to a single layer Ru thin film with a thickness of 9.65 nm.
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Figure 2.9: A diagram showing the paths that two X-rays take through a single layer film
on a substrate. This figure contains the geometry used in the calculations to determine film


























/2 Slope = 18.55   0.07 nm+-
Figure 2.10: Example of fitting typical XRR data mλ2 vs
√
sin2(θm)− sin2(θc) where the
slope is the film thickness. The orange circles are data and the line is the linear fit. In
this case the data is for sputtered Co film with a thickness determined from the fit of
d = 18.55± 0.07 nm.
2.7 Scanning Transmission Electron Microscopy
Energy-dispersive X-ray Spectroscopy (STEM-EDXS)
STEM-EDXS is used to measure the elemental composition throughout some of our samples.
Specifically, we use it to measure relative differences in composition of individual elements
across our samples.
The tool creates a focused electron beam that scans across the sample in a raster mo-
tion. As the electron beam interacts with the sample, the electrons stimulate the atoms
to emit characteristic X-rays with sharply defined energies that are specific to each atomic
species. [36]
The process of generating characteristic X-rays is shown for a carbon atom in Fig. 2.11.
In this example, a K-shell electron from the ground state carbon atom is scattered by an
energetic beam electron. This leaves a K-shell vacancy, which is then filled by an electron
from an outer L-shell. As this occurs, an X-ray photon is emitted with energy equal to the
energy difference between the two shells EK − EL.
Every element has a unique set of energy differences between electron orbitals, which
has been previously tabulated. By measuring the energy of emitted X-rays and comparing
with this data, one is able to determine which element must have emitted the X-ray, and







Figure 2.11: A schematic diagram showing one process of X-ray generation. A K-shell elec-
tron from the ground state carbon atom is scattered by an energetic beam electron. This
leaves a K-shell vacancy, which is then filled by an electron from an outer L-shell. As this
occurs, an X-ray photon is emitted with energy equal to the energy difference between the
two shells EK − EL.
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Furthermore, the integrated intensity of the individual characteristic X-rays is propor-
tional to the concentration of the element within the sample interaction volume. While it is
generally difficult to calculate accurate absolute concentrations of each element, this tech-
nique is very effective at measuring relative concentration differences of each element across
a sample. [36]
All STEM-EDXS measurements were performed at the Institute of Ion Beam Physics
and Materials research, HZDR, Germany, by Dr. Rene Hübner. Analysis of the EDXS results
were performed at SFU, with the assistance of Dr. Rene Hübner. Spectrum imaging was
performed using a Talos F200X (FEI) high-angle annular dark-field scanning transmission
electron microscope equipped with an X-FEG electron source and a Super-X EDXS detector
system at an accelerating voltage of 200 kV.
The sample was prepared for EDXS analysis by first being placed into a Model 1020
Plasma Cleaner (Fischione) for 8 seconds to remove possible contamination.
TEM lamella preparation was done by in situ lift-out using a Zeiss Crossbeam NVision 40
system. To protect the sample surface from damage, a carbon cap layer was first deposited.
Afterwards, the TEM lamella was prepared using a 30 keV focused Ga ion beam. Its transfer
to a 3-post copper lift-out grid (Omniprobe) was done with a Kleindiek micromanipulator.
To minimize sidewall damage, Ga ions with only 5 keV energy were used for final thinning
of the TEM lamella to electron transparency.
2.8 Atomic Force Microscopy (AFM)
AFM, in contact mode, was used to measure the surface roughness of some samples studied
in this work. AFM is an ideal tool for this purpose because it has atomic scale resolution
and works on a large variety of samples including conductive, non-conductive and soft-
matter. [111]
Contact mode AFM is a technique that scans the surface of a sample with a very fine
tip located on the end of a cantilever, as shown in Fig. 2.12. Any changes in elevation of
the surface of the sample will exert a force on the tip. The cantilever acts as a spring, and
Hooke’s law can be used to determine the force:
Fspring = −kzspring, (2.16)
where zspring is the distance the cantilever spring is bent relative to its equilibrium position
without the sample present, and k is the cantilever spring constant. zspring is typically
measured using a laser beam reflected from the back of the cantilever into a photodiode
detector, as shown in Fig. 2.13. The x,y,z positioner, as shown in Fig. 2.13 is moved in the
x,y plane so that the tip can scan an area of the sample, and the z component is varied
in order to achieve a constant force on the tip. Note, this z component of the positioner is
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Figure 2.12: An electron micrograph of a used AFM cantilever. Taken from
https://en.wikipedia.org/wiki/Atomic_force_microscopy. Usage of this image is governed
by the CC BY-SA 3.0 licence.
different than zspring. A computer is used to put all of the scan data together to create an







Figure 2.13: A schematic diagram showing a typical AFM tool. The cantilever is held fixed
while the sample scans in x and y. Any force exerted on the tip is detected as a deflection




3.1 RF Magnetron Sputter Deposition
RF magnetron sputter deposition is the method used to deposit the multilayer thin films
studied in this work.
The sputter deposition process is shown schematically in Fig. 3.1, where material is
being removed from a source that has a desired composition, known as the target, and
deposited onto a sample substrate.
To describe the sputtering process, we will begin chronologically. This process occurs
inside a vacuum chamber with a typical base pressure less than 1×10−7 Torr. A sputter gas
is first injected into the vacuum chamber that brings the pressure up to the 1 to 30 mTorr
range. In our case, we have used Ar gas because it is noble and won’t react with the target
material. An alternating rf voltage is then applied between the sample and the target, while
holding the substrate at ground, as shown in Fig. 3.1. After a short time, a stray electron
will travel into the potential difference and be accelerated and collide with a neutral Ar
atom, leading to the reaction:
Ar + e− −→ Ar+ + 2e− (3.1)
Depending on the phase of the rf voltage, the Ar+ ion will be attracted, or repelled
from the target, and the electrons will travel in the opposite direction. The magnetic field
created by the magnets behind the target, as shown in Fig. 3.2, will confine the electrons
to the region just above the target, with the highest density of electrons being just above
the region known as the sputter track. These confined electrons then have a probability to
collide and ionize more Ar atoms and repeat the process over and over again, which leads
to a constant supply of electrons and Ar+ ions. This confinement of electrons just above the
target increases ionization efficiency, meaning there is a large probability of Ar ionization
if the atoms enter the region just above the target. This allows for higher deposition rates
and sputtering at lower pressures. Unlike the electrons, the trajectory of the Ar+ ions are














Figure 3.1: A schematic diagram illustrating the magnetron sputter deposition process.
The sample is grounded, and the target is connected to an rf power supply. The plasma
is composed of ionized Ar atoms shown in red. For part of the rf cycle, the Ar+ ions are
attracted to the target and bombard it, which ejects particles of the target material, shown
in orange. Some of these particles end up landing on the sample, which forms films of target
material. For a more detailed view of the magnetic field electron confinement, see Fig. 3.2.
During the part of the rf cycle when the target is at a negative potential, the Ar+ ions
will be accelerated towards the target, shown as red circles in Fig. 3.1. If the acceleration has
given the Ar+ ions sufficient energy, they will collide with the target and cause microscopic
particles of the target material to be thrown off in all directions, shown as orange circles in
Fig. 3.1. Some of these particles will travel ballistically in the direction of the sample and
land on it. Given enough time, the particles will pile up on the sample in a way very similar
to snow piling up on the ground, leading to films of the desired material.
If a reactive sputter gas such as oxygen or nitrogen is used instead, some of the target
particles will react with the sputter gas before landing on the sample. This can be useful











Figure 3.2: A close-up schematic cross-section of the sputter target. The magnets behind
the target form a magnetic field above it that confines electrons. This confinement creates
areas of increased ionization density, which lead to increased bombardment and erosion of
the target, shown here as sputter tracks.
The reason for the rf voltage, as opposed to a DC voltage, is to allow for the sputtering of
insulating targets as well as conductive targets. As positive Ar+ ions bombard an insulating
target, they will leave a net positive charge on the surface. As this charge builds up, it will
begin to repel other Ar+ ions, which will stop the sputtering process. In order to continue
sputtering, this charge must be neutralized, which is exactly what occurs during the positive
phase of the rf voltage cycle. During this phase, electrons from the plasma will be attracted
towards the target and neutralize the positive charge buildup.
When a high frequency rf power supply is used, which is typically 13.56 MHz, the field
is alternating too quickly to provide substantial acceleration to the Ar+ ions. Under these
conditions they would normally not gain enough energy to sputter the target. However,
the lighter electrons are accelerated much more easily, causing an abundance of them to
bombard the target during the positive part of the rf cycle. This mass disparity between
the ions and electrons leads to a build up of negative charge on the target, known as a self
bias. This negative self bias is strong enough to provide the additional acceleration needed
to give the Ar+ ions enough energy to sputter the target. Thus, the self bias is required for
rf sputtering. If a conductive target is used, a capacitor must be placed in series with it to
allow for this self bias. [84, 92]
3.1.1 Sample Resputtering
The oscillating potential difference between the target and sample in rf sputtering is symmet-
ric between the two electrodes. With all else equal, this would obviously lead to sputtering
from both the target and the sample, which would be undesired. Sputtering of the sample
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is known as resputtering. This problem is normally mitigated by two main factors. The first
is to ensure that the sample and sample holder is conductive and grounded. This will avoid
the development of a self bias at the sample, and any Ar+ ions near the sample to not gain
enough energy for sputtering. The second factor is that unlike the target, at the sample
there is no strong magnetic field to confine the electrons, so there are fewer electrons to
ionize Ar atoms.
However, under certain conditions, some of these mitigating factors can be lost, which
will lead to sample resputtering. For example, if the substrate is insulating, or if the materials
being deposited onto it are insulating. This allows for a negative self bias to develop at the
sample, which results in acceleration of Ar+ ions to high enough energy to sputter the
sample. [62] Another condition that can help lead to sample resputtering is if the sample
and target are too closely spaced. In this case, the magnetic field electron confinement will
be adjacent to both the target and the sample, leading to relatively large numbers of Ar+
ions available for sputtering at each electrode. If resputtering occurs, it can cause a lower
deposition rate, or it can stop the process entirely and etch the substrate material away. [41]
3.1.2 Experimental Setup
A sputter deposition system was used to deposit all of the samples studied in this work. The
system has 2 high-vacuum process chambers (< 10−7 Torr) connected by a loadlock. The
loadlock can hold up to 6 substrates each up to 6" diameter, and can be moved into either
of the two processing chambers using an automatic computer-controlled linearly extendable
arm. The first of the two process chambers (PC1) is used for thin film deposition, while the
second chamber (PC2) was used for rapid thermal annealing.
A cross-sectional schematic of the sputtering configuration of PC1 is shown in Fig. 3.3,
along with a top-down picture of the chamber shown in Fig. 3.4. This chamber has six
2" sputter guns arranged in a hexagonal shape below the sample, angled inwards to point
directly at the sample. It also has two 4" sputter guns attached to an extendable arm that
can be moved in and out of the chamber. The target in the two 4" guns is only approximately
5 cm away from the sample, while the six 2" guns are much further away at approximately
30 cm.
All six 2" sputter guns have pneumatic shutters used to quickly start and stop sputtering
and minimize target contamination. There is an additional shutter just below the substrate
that is useful when sputtering from multiple targets at once.
The sputter guns are powered by two rf power supplies running at 13.56 MHz. They are
connected to an impedance-matching network to minimize reflected power and ensure it is
transferred efficiently to the plasma discharge.
All components of the sputtering machine are computer controlled. This includes the
shutters, the turbo pumps, gate valves, and power supplies. All multilayer thin films are





Figure 3.3: A cross-sectional schematic diagram of the sputter configuration used to deposit
samples in this work. The sample assembly rotates during deposition for a more uniform
thin film. One of the two 4" sputter guns, attached to an extendable arm, is shown here,
and is retracted when not in use to allow for deposition using the lower guns. Two of the six
2" sputter guns are shown. These six guns are positioned rotationally symmetrically under
the sample in the shape of a hexagon. All 2" guns have their own shutter, and there is an
additional shutter in front of the sample.
position process. Multilayer thin films are achieved by opening and closing shutters to start
and stop deposition of different materials in the desired order.
When co-depositing from multiple targets at once, the relative rf power going to each
gun is adjusted to vary the ratio of elements in the deposited layers.
3.1.3 Substrate Preparation
Si (001) wafers are used as a substrate for all samples in this work. Before deposition, the
wafers are cleaned using a process that is based on the RCA-1 clean developed by Werner
Kern at RCA laboratories in the late 1960’s. [61, 5]
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Figure 3.4: A top-down picture of the sputter chamber used showing the six 2" sputter guns,
and one of two retractable 4" guns.
Before cleaning, the Si wafers are cut into smaller 25× 25 mm pieces using a diamond
scribe, and cleaving by hand along the scribe lines.
The cleaning process is performed in 2 separate clean rooms and transferred between
them in sealed containers. The cleaning process starts by submerging the Si substrates into
an acetone bath which is heated to 50◦C inside an ultrasonic cleaner for 10 minutes. This
first step will clean any oils and organic residues that may be on the silicon surfaces during
handling or cutting. Next, the substrates are moved into an ethanol bath heated to 50◦C
inside an ultrasonic cleaner for 10 minutes. This step will remove any residues left by the
acetone itself. After this, the substrates are removed one at a time and quickly blow dried
using filtered nitrogen, as shown in Fig. 3.5
Next, the substrates are cleaned in a solution composed of 5 parts water (H2O), 1 part
27% ammonium hydroxide (NH4OH), and 1 part 30% hydrogen peroxide (H2O2). This
solution was first heated to 70◦C, and then the substrates are submerged into it for 15
minutes. After this, the substrates are transfered to a container with overflowing DI water.
A tap is used to provide a constant stream of DI water into the container while allowing
it to overflow into a sink. This is continued for a few minutes until the water has been
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Figure 3.5: A picture showing how to blow dry Si wafers with a nitrogen gun. Care should
be taken to point the gun directly at the center of the Si wafer or else it will fly away.
Immediately after drying they are placed under a cover to minimize dust falling on the
surface.
replaced approximately 4 times. Next, the substrates are removed one at a time while being
engulfed in a stream of flowing DI water. This is because still water will contain residue on
the surface which would cover the substrates if they are removed through it. After removing
each wafer, they are blow dried one at a time using nitrogen. Immediately after drying, they
are placed inside a container to stop particles from landing on the surface.
The chemical reaction in the second part of this cleaning process leaves a thin oxide
layer on the surface of the wafer. For epitaxial growth on Si, an additional hydrofluoric acid
cleaning step would normally be required. [4, 5] However, since our films are not epitaxially
grown on top of the Si substrate, the last step is not required. All of our multilayer films








Figure 3.6: Schematic cross-section of the rapid thermal annealing setup in PC2. The entire
apparatus is inside a high-vacuum chamber. There are 4 infrared quartz halogen lamps
approximately 7 cm away from the samples. The samples are rotated for more uniform
heating.
surface independent of the crystal structure below it. Hydrofluoric acid is also extremely
dangerous and should be avoided unless necessary. Thus, we stop the cleaning process here
and deposit our thin films on cleaned Si wafers that contain a thin oxide layer on top.
The surface roughness of a Si (100) wafer, after being cleaned with this procedure, was
measured using AFM. The surface had an RMS roughness of approximately 0.1 nm, as
expected from prime grade silicon wafers. [81]
3.1.4 Sample Annealing Procedure
For most of the samples prepared in this work, sample annealing was carried out using rapid
thermal annealing (RTA). This takes place in vacuum with a pressure of 5×10−8 Torr. The
annealing procedure consists of heating the samples with a rate of 5 ◦C/s (300 ◦C/min), and
immediately after reaching the desired temperature, cooling of the sample with an initial
cooling rate of approximately 1 ◦C/s (60 ◦C/min). A schematic cross-section of the RTA
setup is shown in Fig. 3.6. RTA is used because it reduces the amount of time spent at
elevated temperatures, which in turn reduces elemental diffusion within the samples. [99]
For the last part of the work in this thesis, samples are annealed with a slower heating
rate of 20 ◦C/min, then held at the temperature for 30 minutes, and then cooled at the same
rate as the RTA procedure. The reason why two different annealing procedures are used in
different parts of this thesis is because at some times, one of the systems was broken and
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waiting to be repaired, requiring us to use another one. This second annealing procedure
also took place in vacuum with a pressure of 5× 10−8 Torr.
For both procedures, the annealing system was calibrated using thermocouples, along
with an ice water bath held at 0 ◦C as a reliable reference. The temperature was calibrated
once before any samples were annealed. The calibration thermocouple was placed exactly
where the sample would be to ensure we know the temperature of the sample even if the
system is not in thermal equilibrium.
In some parts of this thesis, we compare results from samples that have been annealed
with the two different procedures. To ensure that the results are comparable, and that the
annealing procedures produce the same results, we annealed the same sample with both
procedures and measured the relevant property to confirm that they are in agreement. We
have also repeated the same annealing process on different pieces of the same sample, and
measured the relevant property, and found it to yield the same results each time. This
demonstrates a high level of reproducibility in our annealing procedure. Additionally, as
an extra precaution, we have chosen to anneal large groups of samples together at once to




4.1 Magnetic Free Energy
The total magnetic free energy is the sum of many free energies originating from different
aspects of the magnetization environment as shown in the following equation
Utot = Uex + Ucoupling + Uzee + Uan + Ud, (4.1)
where Uex is the energy due to the exchange interaction between magnetic atoms, Ucoupling
is the energy from the interlayer exchange coupling between magnetic films separated by
a non-magnetic spacer layer, Uzee is the Zeeman energy arising from the interaction of the
magnetization of the sample with an external magnetic field, Uan is the crystallographic
and interface magnetic anisotropy energy, and Ud is the energy due to the demagnetiz-
ing field caused by dipole-dipole interactions. Unless stated otherwise, all of these energy
contributions will be represented as an energy density, or energy per unit volume.
4.1.1 Exchange Interaction
Exchange interaction is a purely quantum mechanical effect without a classical analogue. It
defines how electron spins prefer to be oriented when near each other, parallel or antiparallel.
It arises from the fact that particles in a quantum mechanical system must be indistinguish-
able. In addition, the Pauli exclusion principle requires that a system of fermions must be
antisymmetric under exchange. For electrons, this means that if the spatial and spin coor-
dinates of the two are exchanged, then the total wave function changes its sign (shown here
for a two electron system):
Ψ(r1, σ1, r2, σ2) = −Ψ(r2, σ2, r1, σ1). (4.2)
The wave function can be written as the product of a spatial component and a spin
component:
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Ψ(r1, σ1, r2, σ2) = ψ(r1, r2)χ(σ1, σ2) (4.3)
If the spatial component is symmetric, then the spin component must be antisymmetric
and vice versa. Which of the two is the case depends on the details of the state of the
electrons. For example, a singlet state has a symmetric spatial component, and an antisym-
metric spin component. [38] This leads to the electons being attracted together spatially
(called a bond in chemistry), but preferring to have spins point in opposite directions. A
triplet state is the opposite, with an antisymmetric spatial component and a symmetric spin
component. [38] This leads to electrons being repelled, but with spins pointing in the same
direction. Thus, depending on the state of the electrons within a magnetic material, the
Pauli exclusion principle can favor unpaired spins being parallel with one another, which
results in ferromagnetism, or antiparallel, which results in antiferromagnetism.
Expressing Uex in the Micromagnetics Model
In our micromagnetics model, which will be described in detail later in this thesis, we
simulate each plane of magnetic dipoles individually. This model assumes our samples have
planar symmetry. Because of this, in this section we will derive the energy per unit area,
rather than the energy per unit volume that we use for the FMR model. To distinguish the
energy per unit area from the energies per unit volume, we will use the symbol E instead
of U .
In 1928, Heisenberg formalized this interaction between spins S1 and S2 with the inter-
action energy [18]
w1,2 = −2JS1 · S2, (4.4)
where J is the exchange integral between the spins. In ferromagnetic materials, J is positive,
in antiferromagnetic materials, J is negative.
We will consider a lattice of spins, where all spins are situated at the location of an
atom, which we will call a spin lattice. This will give the spin lattice the same geometry as
the crystal, such as face-centered-cubic (FCC), body-centered-cubic (BCC) or hexagonal-
close-packed (HCP), for example. The total exchange energy for any single spin Si would
equal the sum of Eq. 4.4 between all other spins Sj in the lattice. However, the exchange
interaction is very short range, so we can approximate it for spin Si by summing over only




JijSi · Sj (4.5)
For a spin lattice, the magnitudes of all of the spins are equal and given by S = Sû,
where û is the unit vector pointing in the direction of the spin. Additionally, for FCC, BCC,
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FCC nearest neighbors BCC nearest neighbors
Figure 4.1: Nearest neighbors of for FCC geometry on the left, and BCC geometry on
the right. The orange sphere is the reference point, and the blue spheres are the nearest
neighbors. FCC and HCP have 12 nearest neighbors, and BCC has 8 nearest neighbors.
and HCP geometries, the distances between a spin and all of its nearest neighbors are equal,
and given by a/
√
2 for FCC, HCP, and a
√
3/2 for BCC. This allows us to assume Jij is
equal for all nearest neighbors, which we will now call J . This, along with the definition of




cos(θi − θj), (4.6)
where θi − θj is the difference in angle between Si and Sj .
The thin films studied in this thesis are symmetric in the plane of the sample, so we
can model the spin lattice as planes of spins where all the spins in each plane are aligned
parallel to one another, while the directions of spins can vary from one plane to another,
as shown in Fig. 4.2. This results in cos 0 = 1 is constant for all the terms in Eq. 4.6
between nearest neighbors within the same plane. For our purposes, we are only looking
at differences in energy between spin configurations, and so we can ignore these constant










where we have explicitly split it up into summing over only the nearest neighbors in the
plane below with zbelow and the plane above with zabove, and ignoring the nearest neighbors
within the same plane.
To calculate the energy per unit area, we first determine the spin density per area per
atomic plane. For FCC, and BCC, this is given by
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Figure 4.2: A schematic of several planes of spins within an FCC (100) oriented spin lattice.
All of the spins within a single plane are oriented in the same direction, while the directions






where n is the number of atoms per unit cell, a is the length of an edge in the cubic unit
cell, and d is the spacing between atomic planes. n = 4 for FCC, and n = 2 for BCC. Next,
we multiply the exchange energy per spin by this spin density per area per atomic plane,

























where i is summing over N planes. Note, θi is the angle of the spin in atomic plane i, while
θj is the angle of the nearest neighbor spin j in the layers above. i is the plane index, while
j is the nearest neighbor index. We have also multiplied everything by 1/2 because each
interaction energy between every pair of spins is counted twice when we include interactions
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FCC 100 orientation FCC 111 orientation BCC 100 orientation BCC 110 orientation
Figure 4.3: Locations of nearest neighbor spins in the atomic plane above the reference spin
for FCC (100), FCC (111), BCC (100), and BCC (110) geometries and orientations. The
orange sphere is the reference point, the red spheres are the nearest neighbors in the layer
above, and the blue spheres are the other nearest neighbors. The unit cells are shown for
convenience.
with the plane above and below. We can remove this factor and simplify the equation further
if we only include the contribution to wi from nearest neighbors in the layer above. All of the












cos(θi − θj). (4.11)
In order to compare our results with known quantities, we want to relate our result to the
well known exchange stiffness constant Aex which is given by [18] Aex = nJS
2
a . Substituting








cos(θi − θj). (4.12)
This is the most general equation for exchange energy in our model, however, for specific
crystal structure geometries and orientations, the second sum over zabove can be further
simplified. As long as all the nearest neighbors that we are counting are in the same atomic
plane directly above, each term will be identical. In these cases, we can remove the sum and
multiply everything by the number of nearest neighbors in the plane above. Additionally,
for all of the geometries and orientations shown in Table 4.1.1 and Fig. 4.3, they share the












cos(θi − θj). (4.14)
Lattice Geometry Plane Normal Direction zabove d
FCC (100) 4 a/
√
4
FCC (111) 3 a/
√
3
BCC (100) 4 a/
√
4
BCC (110) 2 a/
√
2
This simplification made in Eq. 4.14 won’t be correct for all possible spin lattice geome-
tries and orientations, BCC (111), for example, but it is correct for all listed in Table 4.1.1.
For general geometries and orientations, use Eq. 4.12
Expressing Uex for the FMR Model
To simplify matters for our dynamic FMR model, which will be explained in detail later,
we will assume that the exchange stiffness is infinite and that all the spins in each layer are
locked together and point in the same direction at all times. This has been shown to be an






whereMs is the saturation magnetization of the layer. For Fe60Co20B20, withMs = 1270 kA/m,
and Aex = 2×10−11 J/m, this results in an exchange length of δex = 3.2 nm. All of the thin
films studied with FMR in this thesis fall within or are on the same order as this exchange
length. This allows us to consider these thin films as a single macrospin.
4.1.2 Interlayer Exchange Coupling Energy
Interlayer exchange coupling energy, Ucoupling describes the exchange interaction that occurs
between two magnetic thin films separated by a non-magnetic spacer layer. Unlike the
previously discussed exchange energy, this kind of exchange interaction is indirect, and
mediated by conduction electrons through the spacer layer.
We will introduce the subscripts 1 and 2 to keep track of the two coupled magnetic layers.
Variables with a subscript 1 are for the bottom layer, and variables with the subscript 2 are
for the top layer. We will derive everything from the perspective of layer 1, and reversing
the indices will describe layer 2.
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Figure 4.4: a), Ucoupling for three different configurations of J1 and J2 showing the differing
energy minima, and b), the location of the energy minima in terms of the angle between
M1 and M2, for a range of J1 and J2 values.
The coupling energy per unit volume between atomic planes of magnetic material sep-













where J1 and J2 are the bilinear and biquadratic coupling terms, respectively, the 1 and
2 subscripts correspond to each of the two coupled layers, Ms,i = |Mi|, as is the case for
ferromagnetic materials, which is what is studied in this work. The term d1 is the thickness
of layer 1, which is added to obtain the expression for energy density, as desired. The bilinear
term favors parallel (positive J1) or antiparallel (negative J1) alignment of the separated
magnetic layers. The biquadratic term can only be positive, and favors 90◦ alignment of the
separated magnetic layers.
Fig. 4.4 shows how the energy minima for Ucoupling depends on the magnitude of J1
relative to J2, and the relative angle between the magnetization of layer 1 and layer 2, M1
and M2. If J2 is less than half of the absolute value of J1, then the angle is determined by J1.
In this case, if J1 is positive or (negative), then the angle between M1 and M2 is 0◦ (180◦)
resulting in purely ferromagnetic coupling (FC) (antiferromagnetic coupling (AFC)). If J2
is larger than half of J1, then the angle between M1 and M2 asymptotically approaches
90◦, as J2 increases relative to J1, as shown in Fig. 4.4 b).
Bilinear Interlayer Exchange Coupling Constant J1
Interlayer exchange coupling is not fully understood, and are several models including
RKKY [12], quantum-confinement [28], free-electron [23, 43, 29], and interface-reflection
(also called quantum interference) [105, 10]. However, for thick spacer layers, all of the







Figure 4.5: Potential energy of the quantum well created from a M/S/M (magnetic/ spacer/
magnetic) trilayer structure, as seen by electrons.
prediction of the amplitude of the oscillations. Bruno et al. was able to show that the
interface-reflection model can treat metal and insulator spacers in a unified manner, which
required separate theories previous to this. This theory also correctly predicts experimental
findings such as the dependence on the magnetic layer composition and thickness and the
temperature dependence of conductive and insulating spacer layers. [105, 10] Because of
this, we will be using the interface-reflection model to simulate J1 and fit our data.
The interface-reflection model considers the M/S/M (magnetic/ spacer/ magnetic) tri-
layer structure as a quantum well, where the magnetic layers are the walls of the well, and
the spacer layer is the middle of the well, as shown in Fig. 4.5.
For a qualitative understanding of this model, lets start by considering an electron
traveling through the spacer layer in the direction perpendicular to the M/S interfaces.
This electron will encounter the wall of the well and have a probability to be reflected that
depends on the height of the wall. The reflected wave will travel in the opposite direction
and encounter the other wall and, again, have a probability to be reflected. If the phase
shift throughout this round trip is equal to an integer multiple of the wavelength of the
election wavefunction, then it will have fully constructive interference, if it is equal to half
of a wavelength, then it will have fully destructive interference.
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Figure 4.6: Quantum well potential barriers seen by electrons traveling through a structure
consisting of two magnetic layers coupled across a non-magnetic spacer layer. The top left
(right) quantum well shows the potential seen by spin-up (-down) electrons when both mag-
netic layers have magnetization aligned parallel with one another, and in the up direction.
The bottom left (right) quantum well shows the potential seen by spin-up (-down) electrons
when the magnetic layers have magnetization pointing in opposite directions relative to one
another. The dotted line is the Fermi energy level. Figure reproduced from Ref. [105] with
kind permission from APS (https://aps.org/).
The conduction electrons traveling through the spacer layer are only allowed to have
specific wavevectors, as determined by the periodicity of the crystal lattice. For each in-
dividual wavevector, whether it interferes constructively or destructively depends on the
width of the spacer layer, and will have sinusoidal dependence.
Electron states that constructively interfere will increase the density of states in the
system, while the opposite will occur for destructive interference. The energy required to
fill up all of the states to the Fermi level will also depend sinusoidally on the thickness of
the spacer layer.
The height of the quantum well energy walls that spin up and spin down electrons see
depends on the direction of magnetization of the magnetic layers, as shown in Fig. 4.6. This
will cause the reflection probabilities, and consequently the density of states, to depend
on the relative orientation of magnetization of the magnetic layers. Therefore, the energy
required to fill all of the electron states to the Fermi level will also depend on the relative
direction of magnetization of the magnetic layers, and whether electrons are spin up or spin
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Figure 4.7: The total energy of a quantum well filled to the Fermi level (solid line) as a
function of the spacer layer thickness. The dotted line is the approximate form used in the
derivation of Eq. 4.17. The orange highlighted section is the region of thicknesses that we
study for most of the work in this thesis. The bottom axis is in units of 2/qα⊥. Part of this
figure is reproduced from Ref. [105] with kind permission from APS (https://aps.org/).
down. The difference in total energy when the magnetic layers have their magnetization
parallel and antiparallel, ∆E = Eparallel − Eantiparallel is the coupling energy, and is shown
in Fig. 4.7.
All of the interlayer exchange coupling models predict that for large spacer layer thick-










where we are summing over contributions from several different electron states within the
spacer layer labeled by α, d is the thickness of the spacer layer, Jα is the coupling strength
of the electron state, qα⊥ is the critical spanning vector of the electron state, and φα is the
phase of the electron wavefunction after scattering from the magnetic layer adjacent to the
spacer layer.
The only electron states that contribute to this coupling, are the ones corresponding to
critical spanning vectors of the Fermi surface of the spacer layer material. Critical spanning
vectors, which are shown in Fig. 4.8, are k vectors in the direction of the M/S interface
normal, that connect two sheets of the Fermi surface that are parallel to each other at the
endpoints of the vector.
The phase φα of each state α is defined by the topology of the Fermi surface of the
spacer layer at the endpoints of its critical spanning vector qα⊥. For thick spacer layers, φα
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Figure 4.8: Cross section of the Fermi surface for FCC (001) Cu. a) is the free-electron
approximation, and b) is the Cu Fermi surface. The critical spanning vectors for the (001)
direction are shown as bold arrows. Figure reproduced from Ref. [11] with kind permission
from APS (https://aps.org/).
is equal to 0, π/2, and π when the Fermi surface at this location is a minimum, a saddle
point, and a maximum, respectively. [12]
The period of oscillation of interlayer exchange coupling from each critical spanning
vector, which is equal to 2π/qα⊥, is determined entirely by the Fermi surface of the spacer
layer. Therefore, the period of oscillation of interlayer exchange coupling is independent
of the composition of the magnetic layers adjacent to the spacer layer, unless they cause a
change in the Fermi surface of the spacer layer. One should note, however, that the apparent
period of oscillation for thin spacer layer thicknesses, when calculating by the position of
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Sin x + b/x²
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Figure 4.9: A diagram showing that the apparent period of oscillation, when determined
from the maxima and minima positions, can change slightly when non-linear terms are
added together. The two periods of oscillations determined from the minima location are
labelled L1 and L2, and are different from one another even though the underlaying periodic
function has the same period of 2π.
the minima or maxima in oscillations, can appear to change slightly when the amplitude
of oscillation of the individual terms are changed significantly in the sum in Eq. 4.17. This
is because the coupling oscillations is the sum of many non-linear terms, and when a non-
linear function is added to a sin wave, in most cases it will shift the position of the maxima
or minima slightly. This is illustrated in Fig. 4.9.
An example showing the individual contributions from several real critical spanning
vectors, and the resulting J1 which is the sum of them can be seen in Fig. 4.10. a), b),
and c) are individual contributions (terms of the sum) in Eq. 4.17 corresponding to critical
spanning vectors with different periods of oscillations. d) is the sum of all three contributions,
which is the measured J1.












Fα(d, T ), (4.18)
where κα is the radius of curvature of the Fermi surface of the spacer layer material, and vα⊥ is
the electron state velocity, within the spacer layer material, in the direction perpendicular to
the M/S (magnetic/ spacer) interface, both calculated at the location of the endpoints of the
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Figure 4.10: An example showing the individual contributions from real number critical
spanning vectors, and the resulting J1 which is the sum of them. a), b), and c) are individual
terms in Eq. 4.17 corresponding to critical spanning vectors with indices α = 1, 2, 3, all
with different periods of oscillations. d) is the sum of all three contributions, which is the
measured J1.
critical spanning vectors. R↑↑ (R
↑
↓) is the reflection amplitude for a spin-up (-down) electron
reflecting from the energy barrier formed when both magnetic layers have magnetization
parallel with one another in the up direction.
A schematic representation of the potential wells for each part of the second term in










↓|, is shown in Fig. 4.6. It is assumed that the







term is the difference in reflection amplitudes seen by electrons (both spin-up and spin-
down) traveling through the spacer layer where both magnetic layers have parallel, and
anti-parallel magnetizations. It depends on the height of the potential barrier of the two
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magnetic layers as seen by an electron traveling through the structure. Therefore, this term
is dependent on the composition of the magnetic layers.
Fα(d, T ), in Eq. 4.18, is the temperature dependence, which is given by [27, 67, 98, 73]
Fα(d, T ) = x
α









where kB is Boltzmann’s constant and ~ is the reduced Planck’s constant. The first term
in the square brackets is the temperature dependence contribution from the spacer layer,
and Dαφ is the temperature dependence contribution from the interface reflections on either
side of the spacer layer. When Bruno et al. first derived the temperature dependence of J1,
they only considered the dependence of the spacer layer, and not the magnetic layers. As
such, their derived temperature dependence only included the first term in Eq. 4.20. This
first term arises due to the fact that at finite temperatures, the Fermi surface, and critical
spanning vectors, are broadened. This results in a distribution of critical spanning vectors
with slightly different lengths, which smooths out the J1 oscillations, leading to a reduction
in their magnitude.
Later, Castro et al. [27] and Lee et al. [67] independently derived a temperature de-
pendence that includes the contribution from the magnetic interfaces, which is the sec-
ond term in Eq. 4.20. This second term, to first order, is equal to the derivative of the
phase shift caused by the reflection of electrons at the interfaces with respect to energy,
Dαφ =
dφα
dE . [67, 98, 27] Like before, finite temperature broadens the Fermi surface, resulting
coupling electron states with a distribution of energies. If dφ
α
dE is large, this distribution of
coupling electron states will have relatively large distributions in their phase. When added
together, this results in a smearing of the J1 oscillations, leading to a reduction in their
magnitude.
For thicker spacer layers, the first term in Eq. 4.20, which depends on d, becomes larger,
making the second interface term insignificant. Thus, for thicker spacer layers, one can
approximate the temperature dependence with only the first spacer layer term. However, in
our case, the spacer layers are thin enough that the two terms are of comparable magnitude,
and must both be included.
At zero temperature, Fα(d, T ) = 1. So the temperature dependence can also be ex-
pressed as Jα1 (T = 0)Fα(d, T ), which is the temperature dependence weighted by the zero
temperature J1 for each critical spanning vector, which we have called Jα1 (T = 0).
The first term in Eq. 4.20 depends on the spacer layer thickness d, while the second term
doesn’t. So, the temperature dependence of J1 for several samples with different spacer layer
thicknesses can be measured and fit in order to determine both terms independently.
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The first term in Eq. 4.18 depends entirely on the properties of the Fermi surface of
the non magnetic spacer layer. Therefore, as long as the spacer layer remains the same, the
composition of the magnetic layers will have no effect on this term.
In deriving Eq. 4.17, using the interface-reflection model, approximations were made that
are only exact in the limit of infinitely thick spacer layers. However, as is seen in Fig. 4.7, it
is quite accurate for thicknesses greater than one period of J1 oscillations. The typical range
of spacer layer thicknesses studied in this work is shown as an orange box. In this range,
the model is less accurate than it would be for thicker spacer layers, but accurate enough
for us to gain some useful insight into the fundamental physics of the interlayer exchange
coupling.
As mentioned earlier, the interface-reflection model is able to describe coupling across
metallic and insulating spacer layers. The only difference is that the electron states con-
tributing to coupling have oscillatory wavefunctions for the metallic case, and exponentially
decaying tunneling wavefunctions for the insulating case. In the latter case, the critical
spanning vector, qα⊥ in Eq. 4.17, will be imaginary instead of real. This will result in J1 that
decreases exponentially with spacer layer thickness rather than being oscillatory.
In a crystal, the allowed states are Bloch waves,
ψ(r) = u(r)eik·r, (4.21)
where u(r) is a periodic function with the periodicity of the crystal lattice. This holds
true for any complex wave vector. [3] For bulk crystals, states with imaginary wave vectors
cannot exist because they increase exponentially to infinity, and cannot be normalized.
However, for finite systems, like the spacer layer we study, the wave function is limited in
space and doesn’t go to infinity. This allows states with imaginary wave vectors to exist.
Therefore, just like insulating layers, metallic spacer layers can also have evanescent electron
states that contribute to coupling. Since these decay exponentially, their contribution will
be significantly smaller than that of the real wavevectors, and are usually ignored. However,
we will be measuring coupling across spacer layers as thin as 0.4 nm, so there is a possibility
for these to contribute.































With an imaginary wavevector
With a real wavevector
Figure 4.11: The temperature dependence of J1 when the critical spanning vector is real,
using Eq. 4.19 with d = 0.4 nm, vα⊥ = 4 × 105 m/s, Dαφ = 0 J−1 (orange), or imaginary,
with d = 0.4 nm, vα⊥ = i4× 105 m/s, Dαφ = 0 J−1 (blue).
where δα⊥ = 1/Im(qα⊥) is the decay length, and the term eiφ
α determines whether the expo-
nential favors ferromagnetic or antiferromagnetic coupling. φα is no longer constrained to
the range of 0 to π in the case of evanescent states and the complex Fermi surface, so this
term can be positive or negative. [10, 9]
One useful difference between coupling caused by electron states with real and imaginary
wave vectors is that they have opposite temperature dependence. This can be seen easily





along with the fact that if the wavevector is imaginary, its velocity will be as well. The
different dependence of J1 for oscillating and evanescent wavefunctions is shown in Fig. 4.11.
The opposite dependence, allows for the determination of which case is contributing to
coupling by measuring the temperature dependence of J1 in a sample. It should be noted
that each term in the sum in Eq. 4.17 has its own temperature dependence, and depending
on the spacer layer thickness and critical spanning vector, the zero temperature Jα1 (T = 0)
could be positive for some terms and negative for others. Since the measured temperature
dependence is the sum of all terms, this can also lead to opposite temperature dependence
than expected. Therefore, in order to compare the model to experiment one has to consider
the sum of the individual temperature dependence of each critical spanning vector.
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Néel "Orange-peel" Contribution to J1
Surface roughness can result in an additional contribution to J1. If we make an approx-
imation that the interface between the magnetic materials and the spacer layer can be
described by a sinusoidally varying function, ZL = δ cos(2πx/L) for the lower interface and
ZU = d + δ cos(2πx/L) for the upper interface, it can be shown that the strength of this





where δ is the amplitude of the roughness oscillations, L is the in-plane period of roughness
oscillations, Ms,1 and Ms,2 are the saturation magnetizations of the two magnetic layers,
and d is the spacer layer thickness.
Néel "Orange-peel" coupling of this form only occurs as long as the amplitude of the
surface roughness is small compared to the thickness of the spacer layer. Thus, as the
thickness of the spacer layer is reduced to 0, this kind of coupling will no longer be applicable.
Biquadratic Coupling Term
J2 can originate from intrinsic and extrinsic sources. [30] In the samples studied throughout
this thesis, the measured J2 always favors a perpendicular alignment, suggesting an extrin-
sic source [6] Extrinsic sources of biquadratic coupling could be due to uncorrelated film
roughness [6], pin-holes [7], loose spins, [101] and spatial fluctuations. [100]
While we will measure J2 in many of the samples studied in this thesis, our work will
be focusing on analyzing J1.
4.1.3 Zeeman Energy
The Zeeman energy density is written as
Uzee = −µ0M ·Hext, (4.26)
where M is the saturation magnetization vector, and Hext is the external magnetic field
vector. This energy is minimized when the magnetic moments line up with the external
magnetic field. In general, the magnetic moments do not always align with the external
magnetic field due to the fact that the material has high anisotropy energy or interlayer
exchange coupling. For FMR, Hext = Hdc + hrf , where Hdc is a large constant magnetic
field that the moments precess around, and hrf is the oscillating that drives precession. In
order make an FMR measurement, Hdc must be strong enough that all of the magnetic











Figure 4.12: The coordinate systems used in this section. M is the magnetization vector,
and Hdc is the external magnetic field vector. The sample lies in the plane of x and y as
shown.
4.1.4 Magnetic Anisotropy Energy
The potential energy of a magnetic thin film depends on the direction of magnetization
relative to the sample. Thus, it is anisotropic with regards to the direction of magnetiza-
tion. Energies that depend on the direction of magnetization relative to the sample are
known as magnetic anisotropy energies (MAE). The directions which correspond to a MAE
minima, are called the easy axis. The directions which correspond to a MAE maxima,
are called the hard axis. The next three energies that we will describe, namely crystalline
anisotropy energy, surface anisotropy energy, and demagnetization energy, are types of mag-
netic anisotropy energies.
Fig. 4.12 describes the coordinate system used for describing MAE in this section.
4.1.5 Crystalline and Interface Anisotropy Energy
The crystalline anisotropy energy describes the dependence of energy on the direction of
magnetization relative to the crystal lattice. For the samples studied in this thesis, this
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energy is uniaxial because it is tied to the crystal structure, which is polycrystalline with
uniaxial symmetry.
The interface anistropy energy describes the dependence of energy on the direction of
magnetization relative to the top and bottom interfaces of the magnetic thin films. For
polycrystalline materials, this energy is also uniaxial, and therefore we have grouped it
together with crystalline anisotropy energy. The fundamental source of these energies is
spin-orbit interaction.
All of the samples created in this thesis are polycrystalline. Hence, there is no macro-
scopic ordering of the lattice in the plane of the sample, and so the MAE is averaged out
in the plane and can have no x or y (Figure 4.12) dependence. The phenomenological





where Ku = Kc + Kid is the uniaxial anisotropy constant perpendicular to the plane of
the sample, and d is the thickness of the magnetic layer, M⊥ = MZ is the component
of magnetization perpendicular to the plane of the sample. Kc is the uniaxial anisotropy
coefficient that describes the magnitude of the crystalline anisotropy, which is energy per
volume.Ki is the uniaxial anisotropy coefficient that describes the magnitude of the interface
anisotropy, which is energy per area, and depends on the thickness of the magnetic layer.
When these coefficients are positive, the energy is minimized when the magnetization is
perpendicular to the plane of the sample.
For the micromagnetics model we will treat the volume and surface anisotropy sepa-









where Uan,volume is the contribution from the volume, and Uan,surface is the contribution
from the surface.
4.1.6 Demagnetizing Energy
The demagnetizing energy occurs due to the macroscopic shape of the sample. Our samples
can be considered approximately infinite planes. A magnetic material is made up of a large
number of small dipoles which can be oriented in any direction. If the dipoles are oriented
perpendicular with a surface of the film then magnetic charge will be present on that surface




Figure 4.13: The demagnetization field created by magnetic charge on the surface of a
perpendicularly magnetized infinite plane.
known as the demagnetization field, as shown in Fig. 4.13. This field costs energy and, as a
result, the sample will prefer to be magnetized in-plane to avoid this.
The demagnetization energy can be calculated from the demagnetization field, which
is created by the presence of the surface charge. Using Gauss’s law for an infinite plane,
it can be shown that the demagnetization field is equal and opposite to the perpendicular


























where D is very close to 1 for films thicker than a few atomic layers. It will be assumed
that the samples in this thesis are thick enough so that D = 1.
4.2 FMR Theory
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4.2.1 Undamped Magnetization Equation of Motion
Given a rigid body containing angular momentum, like a spinning top, we can use classical
mechanics to come up with an equation of motion
T = dL
dt
= r × F , (4.32)
where L is the angular momentum, T is the torque exerted on the body, r is the position
vector of the center of mass, and F is the force applied to the body. This equation shows
that the torque is perpendicular to the force applied to the rigid body. This causes the center
of mass to spin around an axis and precess. Inside an atom there are three main sources of
angular momentum, electron spin, electron orbital, and nuclear spin. FMR studies materials
with unpaired electrons allowing it to probe the electron spin and electron orbit, while NMR
probes the nuclear spin. The classical picture of an electron is a spinning negative charge,
which also has an associated angular momentum, and any force applied to it will cause it to
precess. Another property of a spinning charge is that it creates a magnetic moment, M ,
which, for a negative charge, is antiparallel with the angular momentum. In this situation,
the magnetic moment and angular momentum are directly coupled and so any force applied
to the magnetic moment will be a force on the angular momentum, causing precession. The
magnetic moment of a spinning negative charge is related to its angular momentum by the
following equation
M = −γL, (4.33)
where γ = g e2m is the gyromagnetic ratio, g is the g-factor, e is the electron charge, m is
the electron mass. The torque exerted on a magnetic moment M by the field B is given by
T = M ×B (4.34)




= −γM ×Beff , (4.35)
where Beff is the total effective field. The term on the right hand side of Eq. 4.35 represents
the precessional torque.
The motion of the magnetization vector that results from Equation 4.35 is illustrated as
the blue line in Figure 4.14. It can be seen that the motion of the magnetization vector will
continue to precess about the effective field Beff in a circular path indefinitely. Considering
the analogous spinning top, it is clear that a spinning top doesn’t stay up forever, and so
this picture is unrealistic for the real world, and that is because it ignores damping. In order
to account for the damping, another term must be added to the equation of motion.
51
-M x Beff 
-M x M x Beff Beff
M
Figure 4.14: Diagram showing the directions of each term in the LL equation of motion. The
first term on the right hand side is the precessional torque, the second term is the damping.
The blue ellipse represents the path M will take in the absence of damping. The orange
spiral represents the path M will take with damping.
4.2.2 Damped Magnetization Equation of Motion
In 1935, L. Landau and E. Lifshitz were the first to describe damped magnetization dynamics
with the Landau-Lifshitz (LL) equation of motion [65, 57, 17]
∂M
∂t
= −γ [M ×Beff ]−
λ
M2S
[M ×M ×Beff ] , (4.36)
where Beff is the effective field, and λ = 1τ is the damping parameter that defines the
degree of damping action, and is equal to the inverse of the relaxation time τ . The first
term on the right hand side of the LL equation is the precessional torque as seen in the
undamped case. The second term on the right hand side of the LL equation represents the
LL damping term. The direction of the damping term can be seen in Figure 4.14. The effect
of the damping term is to move M towards Beff so that they eventually become parallel.
It causes M to trace a spiral pattern as it approaches Beff . Damping involves transfer of
energy from the motion of M to microscopic thermal motion. The mechanisms by which
this occurs include coupling of the magnetization field to spin waves, eddy currents, lattice
vibrations, spin-orbit interactions, and the effects of crystalline structure which can include
strains, crystal defects such as voids, interstitial atoms, and foreign atoms [33]. In the mid
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Figure 4.15: Diagram comparing the damping term in the LL equation and LLG equation.
The diagram is drawn looking down on the precession with the effective field Beff coming
out of the page. The orange path represents the path taken by the magnetization vector
during precession. The damping vector is labeled as D and the precession vector is labeled as
PT . It can be seen that the damping in the LLG equation reduces the precessional torque by
the vector Dθ due to the fact that the precessional torque and damping are not orthogonal.
1900’s, the LL equation of motion was well established and supported by a considerable
amount of experimental data. However, as more experimental data was obtained, it was
clear that the damping term in the LL equation was failing to account for all mechanisms
of damping [33]. It was initially thought that the extra damping came from eddy currents
within the material, but experiments on permalloy materials determined that the extra
damping could not have been caused by eddy currents and must have been from another
mechanism. In 1955 Thomas L. Gilbert re formulated the damped magnetization equation
of motion using the lagrangian and Rayleigh dissipation function [33] to give the the Landau
Lifshitz Gilbert equation (LLG) [17]
∂M
∂t




















The LL and LLG equation differ only in the direction and magnitude of the damping
term. The change in direction of the damping term between the two can be seen graphi-









Figure 4.16: A diagram showing the directions of the magnetization and field vectors rel-
ative to the sample and coordinate system for the in-plane FMR configuration. Using the
〈x, y, z〉 coordinate system shown, Hdc = 〈Hdc, 0, 0〉, hrf = 〈0, hrf , 0〉, Hext = Hdc + hrf =
〈Hdc, hrf , 0〉, M = 〈Ms,my,mz〉 .
parallel with the precession torque and therefore reduces the precessional torque allowing
the magnetization vector to align with the effective field more quickly.
4.2.3 Ferromagnetic Resonance Equations
Ferromagnetic resonance measurements can be made by putting the sample inside a large dc
magnetic field and applying a small perpendicular microwave magnetic field hrf = hei2πft
with a fixed frequency f . Since there is a damping force acting on the precessional motion,
this rf magnetic field is required to continuously input energy and maintain the motion.
Changing the amplitude of the dc magnetic field will change the precessional frequency.
When the frequency of the perpendicular microwave magnetic field is equal to the preces-
sional frequency for the particular dc field strength, then resonance will occur. Ferromag-
netic resonance will be accompanied by an increase in microwave losses in the perpendicular
microwave magnetic field, which is what our spectrometer uses to probe it.
This section will cover the theoretical aspect of FMR measurements. The experimental
technique to achieve FMR measurements will be covered in a later section of this thesis.
The FMR equations are found by solving the LLG equation, Eq. 4.38, using the effective
fields that are related to the total energy from Eq. 4.1 by the relation












The geometry of the in-plane configuration is shown in Fig. 4.16. The in plane configuration
will have Hdc in the plane of the sample pointing along the x axis.
In the absence of a driving field, M will align itself with Hdc and also be in the plane
of the sample. When the rf driving field is turned on, M will precess around Hdc. For the
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work in this thesis, we will be operating in the small perturbation limit, where M will
only make small perturbations away from Hdc as it precesses. This allows us to accurately
approximate M as
M = Ms + m = 〈Ms,mx,my〉 (4.40)
where Ms and m are the orthogonal components of M , Ms is directed along the axis
of precession and is in the plane of the sample, m is perpendicular to Ms.













= Bzee + Ban + Bd + Bcoupling. (4.42)
The individual effective fields for layer 1, in vector form using the < x, y, z > coordinate
system in Fig. 4.16, are given by
Bzee = µ0〈Hdc, hrf , 0〉 (4.43)












where, like before, the 1 and 2 subscripts refer to the indices of the two coupled magnetic
layers. We have assumed that the sample is saturated so that Mi ·Mj = 1.



































The response of the magnetization of the two coupled layers to the driving field is
characterized by the magnetic susceptibility. When the magnetization is being driven at
a frequency far from resonance, the susceptibility will be small. When it is driven at a
frequency close to resonance, the susceptibility will be large. The precessing magnetization
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will absorb power from the rf driving field that is proportional to the sum of the magnetic
susceptibility of both layers. In our FMR setup, this is the quantity that we measure. The
sum of the magnetic susceptibility of both layers in the direction of the driving field hrf , is
defined as




My,1 and My,2 are determined by inputting Beff,1 and Beff,2 into the Eq. 4.38, and
assuming my, mz, and hrf take the form ei2πft. This provides two coupled LLG equations
in three dimensions, for a total of 6 coupled equations describing the x, y, z coordinates of
the magnetization of layers 1 and 2. The complexity of these equations means that it is only
practical to solve for this susceptibility computationally, which is how we have done it.
4.2.4 FMR Measurement and Lineshape
χy has both a real and imaginary part. An example simulation of the real and imaginary
parts of χy, for two uncoupled magnetic layers, can be seen in Fig. 4.17. The two FMR
resonance peaks can be seen with the lower field one being for the layer with the higherMs,
and the higher field one being for the lower Ms layer. If there is a phase shift between the
absorbed power and the driving field, the measured signal can be a mixture of the two. The
proportionality between χy, and the measured power absorption is also highly variable and
depends on the FMR setup. The relative contribution to absorbed power of layer 1 and layer
2 also depends on many variables such as the penetration depth of the rf signal, and the
thickness of the layers. There can also be a linear and constant background in the measured









Re(χy,2) cosφχ,2 + Im(χy,2) sinφχ,2
]
+ Bg, (4.50)
where C1 and C2 scale the signal from each layer, Bg is the linear and constant background
signal, χy,i is the magnetic susceptibility relative to the rf driving field for layer i, and φχ,i
is the phase shift of the magnetic susceptibility relative to the rf driving field for layer i,
which is shown in Fig. 4.18. All 4 of these variables are fitting parameters.
In some FMR measurement configurations, as will be explained in a later section, the
derivative of χy,1 with respect to Hdc is measured instead. In that case, the measured signal
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χy (sum of both)
χy,1 (layer 1)
χy,2 (layer 2)
Figure 4.17: A plot of the imaginary part, a), and real part, b), of χy from Eq. 4.2.3 for
two magnetic layers with J1 = 0 mJ/m2, J2 = 0 mJ/m2, α1 = α2 = 0.01, f = 20 GHz,
d1 = d2 = 2 nm, g1 = g2 = 2, Ms,1 = 900 kA/m, Ms,2 = 1700 kA/m. The yellow and red
dashed lines are the magnetic susceptibility of layer 1 and 2, respectively, the blue line is
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Figure 4.18: Showing the phase shift of the magnetic susceptibility χy relative to the rf





















In order to extract all of the parameters from FMR measurements, we need to make
several measurements at different frequencies. This is because for a single frequency, γ and
ku are not independent of one another.
After measuring FMR at several frequencies, one method to extract the parameters is
to simply simultaneously fit all measurements using Eq. 4.51. However depending on the
computer hardware and programming language, it can be difficult to fit the large amount of
data using a very massive fitting function with many parameters. To make the computer’s
job easier, we first fit all of the FMR peaks with lorentzian functions to determine the
resonance positions, HFMR,1 and HFMR,2, and then fit them with our model. That gives us
all of the parameters except for damping. Then after that, we simultaneously fit all FMR
measurements using the newly fitted parameters held fixed, while the computer only has to
fit for damping.
It is important to note that in order to extract the anisotropy constants, the saturation
magnetization of each of the magnetic layers must be known. One would typically mea-
sure this using a magnetostatic measurement technique such as SQUID or VSM, and then
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plug these values into the FMR fitting functions in order to extract anisotropy constants.
Throughout the rest of this FMR section, we will be showing typical data, along with fits
and extracted parameters that include the anisotropy constants. It should be assumed by
the reader that the saturation magnetization of the magnetic layers is already known, which
is what allows us to extract that information.
4.2.5 Fitting Resonance Positions
With zero damping, the real part of the susceptibility, as shown in Fig. 4.17 a), will go to
infinity. Thus, we can determine FMR resonance positions HFMR from our model, we set
damping to zero and solving for 1Re(χy)α=0 = 0. Like before, we solved this using a computer
and are unable to write it down here. However, we will refer to this solution as
HFMR,1 = F (f, Jtotal,Ku,1,Ku,2,Ms,1,Ms,2, g1, g2) , (4.52)
for resonance position 1, and
HFMR,2 = F (f, Jtotal,Ku,2,Ku,1,Ms,2,Ms,1, g2, g1) , (4.53)
for resonance position 2, where Jtotal = J1 − 2J2. An example plot of these functions, fit to
typical data from one of our samples, can be seen in Fig. 4.19.
In order to extract accurate resonance positions from our measurements, we have fit




∆H2dc,i + (Hdc −HFMR,i)2
sinφi+
∆Hdc,i




where, as usual, the i is the layer index, ∆Hdc is the linewidth, and Ci is a scaling fitting
parameter. In our previous work, we have shown that this function is a very accurate
approximation of χy for a single magnetic layer, and the measured FMR resonance peaks,
and that ∆H is proportional to damping. [78] It can be seen in Fig. 4.20 that this function
is also a very good approximation for two coupled layers. However, unlike for the single
magnetic layer case, for two coupled magnetic layers, the ∆Hdc of each resonance peak is
now proportional to a combination of the damping terms of both layers in a complicated
way. Because of this, we can no longer accurately extract α1 and α2 from ∆Hdc. With that
said, this doesn’t matter for us because we are able to extract α1 and α2 by fitting our data
later with Eq. 4.51. The only parameter we want to extract from our fit using Eq. 4.54 is
HFMR.
In order to confirm that HFMR from Eq. 4.54 matches HFMR determined from the
susceptibility for coupled magnetic layers, we can apply the same method as we had before.
We need a function where, when we set damping to zero and Hdc → HFMR, it will go to
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Figure 4.19: Example of typical HFMR data and fit for two coupled magnetic layers
with the structure MgO(2 nm)/Fe(2.3 nm)/FeCoB(1.2 nm)/Ta(4 nm)/FeCoB(1.2 nm)/
NiFe(4.5 nm)/MgO(2 nm). The blue points are for the top FeCoB/NiFe magnetic layer,
and the orange points are for the bottom Fe/FeCoB magnetic layer. The dashed lines are
simultaneous fits using Eqns. 4.52 and 4.53, which resulted in Jtotal = 0.019±0.003 mJ/m2,
Ku,1 = 370± 20 kJ/m3, Ku,2 = −35± 6 kJ/m3, g1 = 2.10± 0.02, g2 = 2.09± 0.01.
infinity. Since ∆Hdc in coupled layers is proportional to the damping in layer 1 and layer
2, if we set damping in both layers to zero, it will also to to zero. This brings the second
term in Eq. 4.54 to zero. Then as Hdc → HFMR, the denominator of the first term goes to
zero, making the first term go to infinity. Thus, HFMR in our approximate lorentzian fit
represents the same field as HFMR from our model, and we can use the fit from Eq. 4.54 to
accurately determine our resonance positions.
One important consideration when measuring FMR of two coupled magnetic layers, is
that theMs of each of the layers must differ from one another so that the resonance positions
are at different fields. If they have the same Ms, then they would be at the same position
and we would be unable to determine Jtotal from the measurements.
An example set of HFMR position data for two coupled magnetic layers with the struc-
ture MgO(2 nm)/Fe(2.3 nm)/FeCoB(1.2 nm)/Ta(4 nm)/FeCoB(1.2 nm)/
NiFe(4.5 nm)/MgO(2 nm) is shown in Fig. 4.19. The peak positions were determined
by fitting the raw measurement data with Eq. 4.54. The peak position vs HFMR data
is fit using Eqns. 4.52 and 4.53, shown as dashed lines, in order to determine Jtotal =
0.019 ± 0.003 mJ/m2, Ku,1 = 370 ± 20 kJ/m3, Ku,2 = −35 ± 6 kJ/m3, g1 = 2.10 ± 0.02,
g2 = 2.09± 0.01.
60



















Figure 4.20: Illustration of the high accuracy of the approximate Lorentzian function fit
to exact susceptibility data for two coupled magnetic layers. The blue points are Eq. 4.51
with parameters f = 16 GHz, Jtotal = −0.1 mJ/m2, α1 = α2 = 0.02, Ms,1 = 1470 kA/m,
Ms,2 = 817 kA/m, g1 = g2 = 2, d1 = d22 nm, Ku,1 = Ku,2 = 0, C1 = C2 = 1, φχ,1 = φχ,2 =
π/2. The orange line is fit of dFpeak,1dhdc +
dFpeak,2
dhdc which resulted in parameters C1 = 1.86,
C2 = 0.17, HFMR,1 = 144.39 kA/m, HFMR,2 = 263.63 kA/m, ∆Hdc,1 = 9.10 kA/m,
∆Hdc,2 = 9.1 kA/m, φ1 = π, φ2 = π. The errors on these fitted parameters are all less than
10−7 indicating an extremely good fit.
4.2.6 Determination of Gilbert Damping
Gilbert damping is determined by fitting all of our raw FMR measurements, at several
different frequencies, using Eq. 4.51. Since we previously fit the peak position data to obtain
Jtot, Ku,1, Ku,2, g1, and g2, the only physical values left to determine are α1 and α2. We fit
all of the measured FMR data, one at a time, to determine α1 and α2 for each one, then
take the average. An example of all of these fits is shown in Fig. 4.21 for a sample with two
coupled magnetic layers with the structure
MgO(2 nm)/Fe(2.3 nm)/FeCoB(1.2 nm)/Ta(4 nm)/FeCoB(1.2 nm)/
NiFe(4.5 nm)/MgO(2 nm). The determined Gilbert damping constants are α1 = 0.0061 ±
0.0003 and α2 = 0.0081±0.0003 for the Fe/FeCoB layer and FeCoB/NiFe layer, respectively.
4.2.7 The Effect of Interlayer Exchange Coupling on FMR
The position of the two FMR resonance peaks, HFMR,1 and HFMR,2, relative to one another
depends on the magnitude of the two coupling constants, Jtotal = J1−2J2. When the layers































Figure 4.21: Example plot of FMR measurement data (blue points) fit with Eq. 4.51 (orange
lines) in order to determine Gilbert Damping. Data is from two coupled magnetic layers
with the structure MgO(2 nm)/Fe(2.3 nm)/FeCoB(1.2 nm)/Ta(4 nm)/FeCoB(1.2 nm)/
NiFe(4.5 nm)/MgO(2 nm). The determined Gilbert damping constants are α1 = 0.0061 ±
0.0003 and α2 = 0.0081±0.0003 for the Fe/FeCoB layer and FeCoB/NiFe layer, respectively.
of each of the two independent magnetic layers. However, as coupling is turned on, the
precessional modes of layer 1 and and layer 2 become coupled and result in an acoustic
mode in which the magnetization in the two layers precess in-phase and in an optical mode
in which the magnetization precess in antiphase. [46] These two phases can also be seen in a
plot of the imaginary part of the magnetic susceptibility of each of the two layers as shown
in Fig. 4.22. The magnetic susceptibility of the two layers for the lower optical mode peak
have opposite signs. This means that they are rotating in opposite directions relative to the
driving field and relative to one another. They both have the same sign for the higher field
acoustic peak and are rotating in the same direction relative to one another.
For ferromagnetic coupling, the FMR resonance peak corresponding to the acoustic
mode originates from the position of the higher field peak in the uncoupled case. With
increasing coupling, the acoustic peak moves to lower field, and its intensity increases. The
FMR resonance peak corresponding to the optical mode originates from the position of the
lower field peak in the uncoupled case. With increasing coupling, the optical peak moves
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Figure 4.22: A plot of the imaginary part of χy from Eq. 4.2.3 for two magnetic layers with
J1 = 0.1 mJ/m2, J2 = 0 mJ/m2, α1 = α2 = 0.01, f = 20 GHz, d1 = d2 = 2 nm, g1 = g2 = 2,
Ms,1 = 900 kA/m, Ms,2 = 1700 kA/m. The yellow and red dashed lines are the magnetic
susceptibility of layer 1 and 2, respectively, the blue line is the sum of the two, which is the
total χy.
to lower field, and its intensity decreases. The reason for the change in intensity is due to
the magnetic susceptibility of each layer being additive and for one of the peaks, leading to
an increase in intensity, and subtracting from one another in the other peak, leading to a
decrease in intensity. This is shown in Fig. 4.22
This behavior of the optical and acoustic peaks as a function of coupling strength is
shown in Fig. 4.23. This figure serves as an example to demonstrate how the two peaks
move with an increase in ferromagnetic coupling strength between two magnetic layers.
For ferromagnetic coupling, both the acoustic peak and optical peak move to lower fields
because the coupling effective field term scales with J and has a large component in the
direction of Hdc. So the magnitude of Hdc required to reach HFMR needed for resonance
must be lower than for the uncoupled case. The acoustic peak moves towards a fixed point
that lies in between the positions of the two peaks from the uncoupled case. The acoustic
peak does this because it is the in-phase mode where the magnetization of the two coupled
magnetic layers, become more and more parallel as Jtotal is increased.
As they become more parallel, the coupling effective field term in Eqns. 4.2.3 and 4.2.3
contributes less to the effective exchange torque in the LLG Eq. 4.38 due to the cross product
in the first term which results in Mi ×Mj approaching zero. This fixed point corresponds
to the appropriate average of the magnetic properties of FM1 and FM2. [46] On the other
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● J = 0.0 mJ/m²
J  = 0.09 mJ/m2
J  = 0.21 mJ/m2
●
●
Figure 4.23: The raw FMR absorption data measured at
20 GHz and fit with Eq. 4.51 for samples with the structure
MgO(2 nm)/Fe(2.3 nm)/FeCoB(1.2 nm)/Ta(d nm)/FeCoB(1.2 nm)/
/NiFe(4.5 nm)/MgO(2 nm) where d = 4 nm, d = 0.425 nm, and d = 0.4 nm with
J = 0 mJ/m2, J = 0.09 mJ/m2, J = 0.21 mJ/m2, respectively. As coupling strength
increases, the optical peaks move to a lower field, and the acoustic peaks move toward a
fixed point that lies between the two resonance peaks in the uncoupled case.
hand, the optical peak continues to move its resonance field to progressively lower and lower
values with increasing Jtotal. This is because for antiphase precession, the magnetization of
the two coupled layers, Mi, and Mj , respectively, never become parallel. So the effective
exchange torque in the LLG equation never approaches zero due to Mi ×Mj like it did in
the acoustic mode case. This behavior of the acoustic and optical peaks can be seen in Fig.
4.23.
For the antiferromagnetic coupling case, it is the mirrored situation, where the acoustic
mode peak decreases in intensity and moves to higher and higher fields, while the optical
mode peak increases in intensity and moves to the fixed point.
4.3 Micromagnetic Magnetostatic Theory
Throughout the work in this thesis, we characterize the magnetic properties of our samples
through magnetostatic measurements using methods such as SQUID or MOKE. In this sec-
tion we will explain the physical model used to describe the magnetostatic measurements
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Figure 4.24: A schematic of the individual atomic layers, and their associated energies. The
energies on the right side of the stack are for the individual layers. The energies on the left of
the stack are the energies in between the atomic layers or on the surface of an atomic layer.
The number of layers shown is simplified for illustrative purposes. The samples actually
measured can have more or less layers composed of similar or different materials.
netization, and interlayer exchange coupling constants J1 and J2. Unlike FMR, this model
allows us to extract both J1 and J2 individually instead of the mixed Jtotal = J1 − 2J2.
When the sample contains some AF coupled magnetic layers, we are able to extract all
of the physical quantities mentioned. However, when the sample has a single magnetic layer,
or multiple magnetic layers that are FC coupled, we are only able to extract the saturation
magnetization.
The magnetostatic model is micromagnetic. That means that we use a computer to sim-
ulate the magnetic moment at each unpaired spin individually without any approximations,
and allow them to interact with one another and the various energies explained earlier.
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4.3.1 Magnetic energy
Because our samples have in-plane symmetry, we will calculate energy per unit area for
every plane of atoms/magnetic moments in our sample, and then add up the energy of all
of the planes to get the total energy per unit area. Like before, to distinguish these energies
from the previous ones that were per unit volume, we will use E instead of U . Some of
the energies are for the volume of the atomic planes such as Uzee, Uan,volume, and Ud, and
must be multiplied by the thickness d of each atomic plane to get energy per area. These
energies, per atomic plane, per unit area are given by










Other energies are for interactions between planes 1 and 2, or their surfaces, and are


















These energies are shown schematically in Fig. 4.24 for each atomic plane of two magnetic
layers, M1 and M2, separated by a non-magnetic spacer layer.
4.3.2 In-plane Configuration
For the work in this thesis, all micromagnetic measurements were done in-plane. This is
because we are studying interlayer exchange coupling, which can be more easily determined
from in-plane measurements as opposed to perpendicular measurements. In this configura-
tion M⊥ = 0, which allows us to simplify the total energy because Ean,volume = 0, Ed = 0,
and Ean,surface = 0, leaving only Ezee, Ecoupling, and Eex.
The coordinate system for this configuration is shown in Fig. 4.12 with θH = θM = π/2,
with Hdc pointing along the X axis so that ϕH = 0 and the angle between Hdc and M is
equal to ϕM . This simplified coordinate system is shown for convenience in Fig. 4.25.
Depending on the location of the atomic plane of atoms, they can have a different energy.





Figure 4.25: The coordinate system used in this section, where M is now the magnetization
of an atomic plane.
energy, where it has been rewritten in terms of the in-plane angle of magnetization ϕM,i:
Eplane,i = −µ0diMs,iHdc cosϕM +
−2Aex
d
cos(ϕM,i − ϕm,i+1). (4.61)
For the atomic planes directly above and below the spacer layer, which we will denote by
indices k and k + 1, they have an additional contribution given by
Ecoupling = −J1 cos(ϕM,k − ϕM,k+1) + J2 cos(ϕM,k − ϕM,k+1)2. (4.62)
The total energy of the entire structure is found by summing up the energies of all N























− J1 cos(ϕM,k − ϕM,k+1) + J2 cos(ϕM,k − ϕM,k+1)2,
where the sum of the exchange energy term only includes planes that are exchange coupled
to one another. See Fig. 4.24
4.3.3 Numerical Solution
We have used a computer program to numerically solve for ϕM,i of each individual magnetic
atomic plane as a function of the external magnetic field Hdc by minimizing the total energy
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in Eq. 4.63. For ease of reading, we will write down this solution as
ϕM,i = F (Hdc, Aex, di,Ms,i, J1, J2) (4.64)
In order to compare with magnetostatics measurements from SQUID or VSM, which
measure the total magnetic moment of the sample, we need to add up the total magnetic
moment of each plane in the X direction. The X direction of the magnetic moment of a
single plane i is given by
mx,i(ϕM,i) = M cosϕM,i = Ms,idia cos(ϕM,i), (4.65)
where a is the area of the sample. The total magnetic moment of all the planes is given by





where we plug in ϕM,i from Eq. 4.64.
4.3.4 Approximation for MOKE Measurements
MOKE measurements use visible light to probe the magnetization of the surface of the
sample. However, the intensity of this light probe decreases as it moves through the material,
which is characterized by the penetration depth. If the thickness of the magnetic layers are
on the order of the penetration depth of the light, then the measurement will be significantly
more sensitive to the layers closer to the surface than further from it.
This can effect the measured signal in several complicated ways. [13] However, we can
approximately account for this to first order by utilizing the Beer-Lambert law, which
states that the intensity and power of an electromagnetic wave inside a material falls of
exponentially relative to the depth from the surface: [102]
I(z) = I0e−z/δp , (4.67)
where I0 is the intensity at the surface, and δp is the penetration depth. The penetration
depth depends on many variables such as the wavelength of the MOKE laser, the angle
that the laser hits the sample, the sample thin film materials etc... In practice, it is most
practical to determine the penetration depth experimentally by measuring one sample using
MOKE and another tool such as SQUID, and then fitting for the penetration depth. This
penetration depth will only be approximately correct for other samples with the same
thickness. So this must be determined for at least one sample for each series of samples that
have the same structure.
68
Since MOKE utilizes an effect between the laser light and the magnetic material, its
sensitivity to the magnetic planes in the sample should follow the same exponential trend.
We can account for this by modifying Eq. 4.65 as follows
mx,i(ϕM,i) = M cosϕM,i = Ms,idia cos(ϕM,i)e−zi/δp , (4.68)
where zi is the depth of layer i from the surface of the sample. Like before, the total magnetic
moment of the sample is found by plugging this equation into Eq. 4.66.
Note that other effects can occur that change the MOKE measurement for thicker films.
However, we show in a later chapter that accounting for the decrease in light intensity and
power as it penetrates into the sample provides a sufficiently accurate description for quick
and approximate characterization of our samples. That said, any published results in this
work that rely on this micromagnetics model were obtained by fitting to SQUID or VSM
measurements.
4.3.5 Example Simulations
Fig. 4.26 shows several simulations of the magnetic moment vectors of each individual
atomic plane of two coupled magnetic layers M1 and M2 within an external magnetic
field Hdc = 300 kA/m in the direction shown in the figure, along with the corresponding
magnetization plots directly below each stack of vectors. All samples have 10 atomic planes
for each magnetic layer, spacing between the planes is d = 0.2 nm.
The stack a) is a so-called exchange-spring withAex = 0.04×10−11 J/m, J1 = −2 mJ/m2,
J2 = 0 mJ/m2, Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m. In this simulation, the exchange
stiffness was reduced significantly to emphasize the bending of the moments as the distance
from the spacer layer is increased. The magnetization plot of a sample with low exchange
stiffness is very rounded and doesn’t saturate until very high fields.
The stack b) shows the direction of the magnetic moments of each plane when the two
magnetic layers are biquadratically coupled with Aex = 1.5 × 10−11 J/m, J1 = 0 mJ/m2,
J2 = 1 mJ/m2, Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m. With biquadratic coupling, the
magnetic layers are at equilibrium 90◦ to one another. As the magnitude of Hdc is increased
from zero, they immediately snap to ±45◦ away from the direction of Hdc. As the magnitude
of Hdc is increased further, they slowly rotate to become aligned with it. The magnetization
plot for biquadratically coupled magnetic layers starts from 0 field with a non-zero magnetic
moment. Like the magnetization plot for a), it is slightly rounded, but unlike a), it has a
sharp peak where magnetization becomes saturated.
The stack c) shows the direction of the magnetic moments of each plane when the
two magnetic layers are bilinearly coupled with Aex = 1.5 × 10−11 J/m, J1 = −2 mJ/m2,
J2 = 0 mJ/m2, Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m. As the magnitude of Hdc is
increased from zero, since the two magnetic layers have the same Ms, they immediately
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Figure 4.26: Simulations of the magnetic moment vectors of each individual atomic plane
of two coupled magnetic layers within an external magnetic field Hdc = 300 kA/m in the
direction shown (top), along with the corresponding magnetization plots directly below
each stack of vectors. a) has Aex = 0.04 × 10−11 J/m, J1 = −2 mJ/m2, J2 = 0 mJ/m2,
Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m, b) has Aex = 1.5 × 10−11 J/m, J1 = 0 mJ/m2,
J2 = 1 mJ/m2, Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m, c) has Aex = 1.5 × 10−11 J/m,
J1 = −2 mJ/m2, J2 = 0 mJ/m2, Ms,1 = 1200 kA/m, Ms,2 = 1200 kA/m, d) has Aex =
1.5 × 10−11 J/m, J1 = −2 mJ/m2, J2 = 0 mJ/m2, Ms,1 = 1500 kA/m, Ms,2 = 900 kA/m.
All samples have 10 atomic planes for each magnetic layer, spacing between the planes is
d = 0.2 nm. The separation between M1 and M2 due to the spacer layer is not shown.
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snap to ±90◦ away from the direction of Hdc. Then as the magnitude of Hdc is increased
further, they slowly rotate and become parallel with Hdc. The magnetization plot for this
kind of coupling is almost linear. It is only curved slightly due to the finite Aex.
The stack d) shows the direction of the magnetic moments of each plane when the
two magnetic layers are bilinearly coupled with Aex = 1.5 × 10−11 J/m, J1 = −2 mJ/m2,
J2 = 0 mJ/m2, Ms,1 = 1500 kA/m, Ms,2 = 900 kA/m. The only difference between this
configuration and c), is that the Ms of the two layers are different, but the total Ms of the
entire sample remains the same. This change gives it significantly different behavior when
Hdc is ramped up.
As the magnitude of Hdc is increased from zero, the magnetic layer with the higher Ms,
in this case it is the bottom M1 layer, immediately snaps around to be parallel with Hdc.
At the same time, the lower Ms M2 will snap to pointing antiparallel to Hdc. Then as the
magnitude of Hdc is increased further, the directions of M1 and M2 do not change until a
critical field. Because of this, the magnetization curve has a flat spot until a critical field
at which point the magnetic moment starts to increase in a way similar to c). This flat
spot in the magnetization curve is a clear indicator of bilinear coupled magnetic layers with
differing Ms, or the same but with differing thickness.
Simulations Including Penetration Depth for MOKE Measurements
If the thickness and Ms of the two coupled layers are the same, then the penetration depth
will have no effect on the measurement because the component of magnetization parallel
with Hdc is the same for both the top and bottom layers. This can be seen in Fig. 4.26
c) where as soon as the magnitude of hdc is increased from zero, the magnetic moments of
both layers jump to equal angles from Hdc.
The penetration depth effects the measurement when theMs or thickness of the top and
bottom layers differ. There are two cases, when the top layer has a larger magnetic moment
than the bottom layer, or when the bottom layer has a larger magnetic moment than the
top layer.
Fig. 4.27 shows a simulation of the magnetization plot when the layer closer to the
surface has a smaller magnetic moment then the one further down. The larger magnetic
moment of the bottom layer will cause it to follow Hdc for small magnitudes. Since it is AF
coupled to the top layer, it causes it to point in the opposite direction. The measurement
is more sensitive to the surface layer, which causes the measured magnetic moment to have
the opposite sign of Hdc for small fields.
Fig. 4.28 shows a simulation of the magnetization plot when the layer closer to the
surface has a larger magnetic moment then the one further down. We see the opposite effect
from before where the measured magnetic moment for small fields is larger than before.
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Figure 4.27: Micromagnetics simulations showing the effect of the finite penetration depth in
MOKE measurements of two coupled magnetic layers when the bottom layer, further away
from the surface, has a larger magnetic moment than the top layer closer to the surface.
The orange line is the normal magnetization plot without the effect of the penetration
depth, the blue line is the same sample measured with a penetration dept of 1 nm. The two
magnetic layers are both 2 nm thick, the Ms of the bottom and top layers are 1400 kA/m
and 1100 kA/m, respectively. J1 = −2 mJ/mm, J2 = 0 mJ/mm, and Aex = 1.5×10−11 J/m.
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Figure 4.28: Micromagnetics simulations showing the effect of the finite penetration depth in
MOKE measurements of two coupled magnetic layers when the bottom layer further away
from the surface has a smaller magnetic moment than the top layer closer to the surface.
The orange line is the normal magnetization plot without the effect of the penetration
depth, the blue line is the same sample measured with a penetration dept of 1 nm. The two
magnetic layers are both 2 nm thick, the Ms of the bottom and top layers are 1100 kA/m





The first goal of the work in this thesis is to characterize interlayer exchange coupling of
two FeCoB layers coupled across various non-magnetic spacer layers both before and after
being annealed. It is known that AFC coupled FeCoB layers across a non-magnetic spacer
layer become FC coupled after annealing above 200 ◦C for thinner spacer layers. Thus, we
require an experimental technique that is capable of measuring both AFC and FC coupling
in order to fully characterize coupling within our samples. The FMR spectrometer that will
be developed and tested in this chapter will be capable of this, and is an essential part of
this work.
This chapter will explain the details of the FMR spectrometer designed during the work
throughout this thesis. The newly designed spectrometer improves on existing narrowband
design by using a broadband rf signal generator, a coaxial transmission line to bring the
rf signal to the sample, and a coplanar waveguide to transmit the signal to the sample.
This allows one to perform FMR measurements for a wide range of frequencies up to ap-
proximately 40 GHz with a single setup. The rf signal generator also allows us to improve
on the traditional design by having the option to use pulse modulation rather than field
modulation, which will be explained in this chapter. We will show that our new design is
sensitive enough to detect FMR signals from ultrathin films.
FMR spectroscopy is generally carried out by sweeping the external dc magnetic field,
Hdc while applying a perpendicular rf magnetic field hrf at a fixed frequency and power.
The configuration and geometry of these two magnetic fields are described in Section 4.2.3.
In this thesis, all FMR measurements will be done in the parallel configuration as described
in Section 4.2.3. When the resonance condition is satisfied, some power from the rf signal
will be absorbed by the sample. As the external dc field sweeps through the resonance
condition, the transmitted rf power, or its derivative, can be plotted as a function of external
magnetic field in order to obtain an absorption line. This measured data will be proportional
to the magnetic susceptibility, or its derivative, of the magnetic layers within the sample,
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Figure 5.1: Schematic of the initial FMR design using fixed frequency RF generators, EM
waveguides, and sample cavity. The thick grey bars are EM waveguides while the thin black
lines are electrical cables.
which is described by Eqns. 4.50 and 4.51. The data can be fitted with these equations in
order to determine intrinsic properties of the magnetic layers such as the g-factor, magnetic
anisotropy, and Gilbert damping, and the interlayer exchange coupling between magnetic
layers separated by a spacer layer.
5.1 Traditional FMR Spectrometer Design
A typical traditional FMR spectrometer uses rf signal generators that operate at only fixed
frequencies. Usually they will have several different rf generators at different frequencies,
along with waveguides capable of propagating only a small window of frequencies. As such,
the operator will have to switch out the rf generator and waveguides several times to measure
FMR at multiple frequencies for a single sample. This is quite tedious and time consuming
when measuring anything more than a couple samples.
The FMR spectrometer that was set up at our lab before the work in this thesis is shown
in Fig. 5.1. It had 5 microwave sources that would operate at 9, 14, 24, 36 and 72 GHz. The 9,
14, and 72 GHz sources were reflex klystrons, while the 24 and 36 GHz sources were Gunn
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Figure 5.2: Closeup of sample holder and resonator cavity that attaches to the EM waveguide
for the initial FMR design. This is located directly between the large dc magnet in Fig. 5.1.
(EM) waveguides. The sample sat inside the resonating cavity where it interacted with the
rf magnetic field and absorbed some of the power. A schematic of the sample holder cavity
is shown in Fig. 5.2. The mode of the waveguide is chosen such that the oscillating magnetic
field component of the wave is perpendicular with the external magnetic field created by
the large dc magnet.
A portion of the rf wave is reflected from the sample and cavity and travels back up
the waveguide to a directional coupler. The power of this reflected wave will change slightly
depending on how much was absorbed by the sample by the precessing magnetization. This
reflected rf power is then measured using a detector diode.
A lock in amplifier is used to increase the signal-to-noise ratio (SNR). A lock-in requires
a periodic signal, which is created by modulating Hdc using the smaller field modulation
coils shown in Fig. 5.1. The magnitude of field modulation is orders of magnitude less than
the magnitude of Hdc. The frequency of modulation is also limited by the inductance of
the magnet coils, and the maximum output voltage of the power supply. This is because
of the current-voltage relation of an inductor: V = −LdIdt , where V is the voltage, L is the






































FMR Power Absorption Measured Signal
Figure 5.3: This is a plot showing how field modulation results in a measurable signal
that is the derivative of the original signal. a) is the simulated FMR power absorption of a
precessing magnetic moment, and b) is the measured signal after field modulation is applied.
The resulting signal is the derivative of the absorption. The magnitude of modulation has
been exaggerated for clarity. In reality, it is much less.
number near 100 Hz so that it is unlikely to interfere with external oscillations. The lock-in
detector then locks into the signal created by modulating this field. Instead of measuring
absorbed rf power by the sample, modulating Hdc results in measuring its derivitive with
respect to Hdc, as shown in Fig. 5.3, and is also described by Eq. 4.51.
The large dc magnet is mounted on top of a rotating platform to allow for measuring
FMR with Hdc pointing in different in-plane directions. This is not useful for samples used
in this thesis, but has been used extensively in the past for characterizing in-plane magnetic
anisotropy in single-crystal samples.
The magnetic field strength is measured using a Hall probe positioned in the center of
the magnetic field, right next to the sample. Since the magnetic field is being modulated, this
signal is averaged over multiple cycles of modulation. The Hall probe reading is calibrated
using nuclear magnetic resonance (NMR) of protons in H2O.
The measurement is made by sweeping Hdc through a range of fields while the generated
rf frequency is fixed, and measuring the locked in signal from the detector.
The desired magnetic field set during a field sweep measurement is controlled by the
computer. This is also calibrated to ensure that the magnet actually goes to the field strength
set by the computer.
5.2 Broadband FMR Spectrometer Design
A schematic of the new broadband FMR spectrometer, set up during the work in this thesis,
is shown in Fig. 5.4. Much of the setup is the same as the previous design. The differences
are in the rf signal generation, rf signal transmission, rf signal-to-sample coupling, rf signal
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Figure 5.4: Schematic of the the newly designed broadband FMR spectrometer. The thicker
black lines are coaxial cables/transmission lines while the thin black lines are signal/data
cables.
detection, and measurement modulation. For additional examples of FMR data obtained
using this new setup, for single crystal samples, see Ref. [78].
The rf signal is now generated using a broadband signal generator. This signal generator
uses internal feedback in order to keep the output power constant for frequencies from 0 to 50
GHz. It also has the ability to modulate the output with frequency modulation, amplitude
modulation, and pulse modulation. Next, the signal travels through a coaxial cable down to
the sample, as opposed to the EM waveguide used before. Next, the signal passes through
a coplanar transmission line on which the sample is held as shown in Fig. 5.5.
The rf electrical signal travels through the center conductor in the coplanar transmission
line, while the outer conductors are grounded. The sample sits directly on top of the trans-
mission line with the thin film facing down. This is a so called "flip-chip" configuration. The
high conductivity of the transmission line, and thin oxide layer on top stops the electrical
signal from travelling through the sample. This creates an rf magnetic field, hrf , that is
approximately parallel with the surface of the sample. hrf near the edge of the sample will
deviate slightly from being in the plane of the sample, but it is still perpendicular to Hdc,
and so it will drive precession just as effectively.
After the rf signal passes through the coplanar transmission line, it transmits through








Figure 5.5: Schematic of the coplanar transmission line that couples the magnetic part of
the generated rf signal, hrf (blue arrows), with the sample. The sample sits directly on top
of the portion of the line carrying the rf electrical signal such that hrf ⊥Hdc and that they





















Figure 5.6: A simulation of the pulse-modulated rf signal at the output of the signal gener-
ator. The relative signal frequency to pulse frequency ratio is not to scale.
detector is connected to a lock-in amplifier to measure the modulated signal. Instead of
measuring the reflected rf signal, we are now measuring the transmitted rf power. This
transmitted power will still depend on the amount that is absorbed by the sample which
lets us measure absorbed power.
The broadband rf signal generator used, has a pulse modulating feature which allows
the rf output to be amplitude modulated by up to 100 MHz. As mentioned earlier, the
field modulation normally used in our FMR measurement is limited to around 100 Hz.
This presents a potentially huge improvement of signal to noise since the lock-in amplifier
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will be able to integrate over orders of magnitude more periods of the signal than before.
The lock-in amplifier is limited to 100 kHz, which is much less than the rf generator can
output, but is still 3 orders of magnitude faster than with the field modulation method.
As such, we have used this feature and added the option to use pulse modulation in our
spectrometer design. Note, with this spectrometer design, it has both field modulation and
pulse modulation, but only one can be used at a time. An example simulation of a pulse
modulated signal is shown in Fig. 5.6. Since this method modulates the amplitude of the rf
signal, the resulting measurement is no longer the derivative, and is now the true absorbed
power. Thus, for measurements using pulse modulation, they are modeled by Eq. 4.50.
5.3 Spectrometer Performance
The broadband spectrometer offers the ability to measure FMR at many different fre-
quencies without making any changes to the setup. However, the use of a single conduc-
tor/waveguide for the entire range of frequencies means that it will naturally transmit some
frequencies better than others. To investigate how well the system transmits the range of
frequencies, we set the rf generator to a fixed output power, and had it scan from 0 to
50 GHz. We measured the transmitted power during this scan, and the result can be seen
in Fig. 5.7.
The transmitted power drops dramatically as the rf frequency is increased. This prob-
lem is made even worse if the outer conductors of the coplanar transmission line were not
soldered to the coaxial cable ground shield as shown in the figure. The effect of this drop
in transmitted power means that we are only able to effectively measure up to approxi-
mately 40 GHz. However, this range is sufficient to characterize all of the samples created
throughout this thesis.
5.4 Linewidth and Damping Measurements
One problem with modulating the field for the lock-in to measure, is that if it is modulated
with an amplitude that is too large, it will begin to alter the measured linewidth and half
width at half max (HWHM) of the FMR resonance peak as compared to the true value. For
small amplitudes of modulation, it has approximately no effect on the linewidth, and can
be used to accurately measure the HWHM, and subsequently, the damping of the magnetic
layers. However, at high modulating amplitudes, the modulation increases the measured
HWHM. This is shown in Fig. 5.8 for a peak that has a true HWHM of approximately
4.4 kA/m.
Because of this, when using the field modulation configuration we must be sure to
keep modulation below the threshold where it begins to increase the HWHM of the FMR
resonance peak. This limits the amplitude at which we can modulate, which limits the

















Figure 5.7: Transmitted power of the rf signal, from the rf generator and passing through the
system, as a function of frequency both with (blue) and without (red) the side conductors
of the co-planar waveguide connected to ground.
One advantage of the pulse modulation configuration is that the modulation has no
effect on the measured linewidth. This allows us to increase the amplitude of modulation to
the maximum amount the rf signal generator can output, which increases the SNR further.
5.5 Comparison of FMR Measurements
To compare measurements made with the new design versus the original design, we will
measure samples grown by Montoya et.al. [78] using molecular beam epitaxy (MBE) with
the structure GaAs(100)/Fe(4 nm)/Au(4 nm). These samples were created before the new
FMR design was implemented.
The FMR measurement of this sample using the original and new design with both field
modulation and pulse modulation is shown in Fig. 5.9.
Comparing the measurement from a) the original design to b) the field modulated mea-
surement using the new design we notice several differences. First, there is significantly more
noise with the new design, and this is even after collecting data for approximately 3x as long



























Figure 5.8: Dependency of the HWHM of FMR resonance peaks on the amplitude of mod-
ulation when in field modulation configuration. This dependence occurs in both the new
spectrometer design and the old design. This particular peak had a true HWHM of approx-
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Figure 5.9: In-plane FMR measurements of GaAs(100)/Fe(4 nm)/Au(4 nm) samples at
f = 35.6802 GHz using a) the initial FMR design, b) the new broadband design using
field modulation, and c) the new broadband design using pulse modulation. The points
are measurement data, the dashed line is the background, and the black line is fit using
the derivative of Eq. 4.54 with respect to Hdc for a) and b), and Eq. 4.54 for c). The
parameters obtained from the three fits are a) HFMR = 571.3± 0.5 kA/m, ∆Hdc = 4.11±
0.08 kA/m, φ = 2.8◦, with a collection time t = 240 s, b) HFMR = 570.6 ± 0.5 kA/m,
∆Hdc = 4.15 ± 0.08 kA/m, φ = 83.7◦, t = 704 s, and c) HFMR = 570.2 ± 0.5 kA/m,
∆Hdc = 4.21± 0.08 kA/m, φ = 88.7◦, t = 335 s.
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signal through the transmission lines and waveguides at the frequency of 35.6802 GHz, as
was shown in Fig. 5.7. The decreased transmission of the signal reduces the SNR, resulting
in less signal and more noise as we see in b). Another thing to notice is the absorption line
has a significantly different shape. This is due to a phase shift that is occurring between
hrf and the magnetic susceptibility of the magnetic layer, as shown in Fig. 4.18. This phase
shift is expected between the two designs because hrf is being coupled to the sample in very
different ways in each case. In a) the sample is sitting at the bottom of an EM resonating
cavity, and in b) the sample is sitting on top of a coplanar waveguide.
The measurement from a) the original design is compared with c) the pulse modulated
measurement using the new design. Unlike with b), we now see much less noise, and this
measurement only collected data for approximately half of the time that b) did (335 s vs
704 s). This dramatic increase of the SNR is because we are now gaining all the advantages
of using pulse modulation. Namely, a much higher modulation rate of 100 kHz vs 104 Hz
for field modulation, and modulating the full range of output power from the rf generator
as compared to field modulation where we could only modulate using approximately 25% of
the output range of the power supply driving the modulating coils, which is limited because
of line broadening. Another thing to notice is that the width of the FMR absorption line
is much wider in c) with a measurement range from approximately 400 to 700 kA/m as
compared to 540 to 600 kA/m for a). This is because now that we are modulating the
amplitude of the rf signal instead of the field, we are now measuring the susceptibility
directly instead of its derivative with respect to Hdc. Taking a derivative of Eq. 4.54 reduces
the width of the perceived absorption line. However, the ∆Hdc parameter extracted from the
fit should be the same in both cases, which is what we see, with ∆Hdc = 4.11± 0.08 kA/m
for a) and ∆Hdc = 4.21 ± 0.08 kA/m for c), which are within measurement error of one
another.
5.5.1 Comparison of Gilbert Damping
For FMR of a single magnetic layer, it can be shown that the damping α is related to the





where ∆Hdc(0) is the zero frequency offset. Thus, by fitting ∆Hdc(ω) vs ω measurements,
we can extract the Gilbert damping parameter α for the GaAs(100)/Fe(4 nm)/Au(4 nm)
samples.
Fig. 5.10 shows a plot of linewidths versus frequency determined from FMR measure-
ments. Although there are some small deviations between the three techniques in some of
the measurements, they mostly average out over the range of frequencies measured. This

















Figure 5.10: FMR linewidth measurements of GaAs(100)/Fe(4 nm)/Au(4 nm) samples using
the initial FMR design (blue squares), the new broadband design using field modulation
(red inverted triangles), and the new broadband design using pulse modulation (orange
triangles). The lines the fit using Eq. 5.5.1 which resulted in Gilbert damping of 0.0035 ±
0.0003 for the first two cases, and 0.0036±0.0003 for the third case using pulse modulation.
one another. This also confirms that the field modulated measurements were modulated
at a field strength small enough to not cause significant changes in the FMR absorption
linewidth.
5.6 Summary
We have demonstrated a novel broadband FMR spectrometer that is able to operate over
a range of frequencies from 0 to 40 GHz with a single setup. This spectrometer design is
able to achieve the same level of SNR as the original narrow-band design. The physical
quantities extracted from measurements using the new setup and narrow-band setup are
also in agreement with one another.
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Throughout the rest of the work in this thesis, all FMR measurements will be carried





In this section, we will demonstrate how to set up a highly sensitive MOKE magnetometer,
capable of measuring both in-plane and out-of-plane thin film magnetization, using widely
available components, and with relative ease. While this measurement technique is quick
and easy, it generally yields only approximately correct results. Thus, its usefulness is in
providing a way to quickly characterize the approximate magnetic properties of a sample
when rapid turn around is required. For example, when lab equipment is shared between
a large number of people and usage time for each researcher is limited. However, for more
accurate and reliable results, magnetization measurements of the samples should be done
using a tool such as VSM or SQUID.
The MOKE magnetometer, as described in this section, was built during the work in
this thesis.
The experimental setup for the MOKE magnetometer is shown in Fig. 6.1. The system
can measure thin film magnetization in one of two configurations, the polar and longitudinal
configuration. In the polar configuration, the system will measure the out-of-plane magne-
tization of the thin films, while the external magnetic field is directed perpendicular to the
sample surface. In the longitudinal configuration, the system will measure both in-plane
and out-of-plane magnetization, while the external magnetic field is directed in the plane
of the sample.
Both configurations share the same general setup, except with different geometries as
shown in Fig. 6.1. This general setup will be described now before diving into the subtleties
of each configuration.
The laser beam is generated by an inexpensive 650 nm diode laser rated from 0-100 kHz
time to live (TTL) modulation. The laser is connected directly to the TTL output on the
lock-in amplifier. This causes the laser to turn on and off at the frequency that the lock-in
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Figure 6.1: Schematic of the MOKE Magnetometer. The bottom right yellow shaded laser,
detector, and polarizers are for the polar configuration (out-of-plane measurements), the
top left green shaded laser, detector, and polarizers are for the longitudinal configuration
(in-plane measurements). The incoming laser light is polarized so that the electric field
oscillates perpendicular to the plane of this figure, or perpendicular to the page of this
thesis.
The lasers we used generated an approximately polarized beam. We rotated the laser,
around the axes of the beam, so that it was S-polarized relative to the sample and mirrors.
This means that the electric field oscillates in the plane of the mirror. This is so that there
will be minimal mixing of S and P polarizations caused by non-Kerr effects at the reflections
of the sample and mirrors. We also placed a polarizer directly in front of the laser so that
the light was S-polarized.
Next, the laser beam reflects from the surface of the sample and back into a second
polarizer. This second polarizer is rotated so that it is just off of being 90◦ relative to
the first polarizer, or in other words, the two polarizers are almost crossed. In our case, our
polarizers were approximately 90.5◦ relative to each other. It is important that the polarizers
are not exactly 90◦ relative to each other because both clockwise and counterclockwise Kerr
rotation will result in an increase in the signal. However, for useful measurements, we want
one direction of Kerr rotation to result in a decrease in the signal, and the other direction to
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result in an increase in the signal. This is achieved by setting the polarizers approximately
90.5◦ relative to one another.
Finally, the laser beam goes into an Ealing Electro Optics Type S1 detector, and is
detected by an SRS model SR810 DSP lock-in amplifier, which is connected to the computer
via GPIB. The lock-in amplifier is set to a prime number frequency of 997 Hz to avoid
interference from external electromagnetic radiation. Any rotation of the magnetic moment
is detected as an increase or decrease in the signal.
We found that using a lock-in amplifier is superior to a DC measurement because it
isolates the laser beam signal from any ambient light in the room. Any change in the
intensity of ambient light that is not at the same frequency as the lock-in, will not effect
the measured signal. This allows the tool to be set up in an existing labratory area where
other people may be working and moving around without any optical isolation required.
The magnet used is a Spectromagnetic Industries Model 1003 capable of generating
fields of approximately 1.3 Tesla with our cooling solution. The magnet power supply is
connected to the computer via GPIB.
The external magnetic field magnitude is measured using a hall probe connected to a
F.W Bell Inc. Model 8511 gauss meter, which converts the signal to a voltage. This voltage
output is then measured by a Fluke 8842A multimeter, which is connected to the computer
via GPIB.
6.0.1 Polar Configuration
The laser, detector, and polarizers for this configuration are shown in the yellow shaded
region of Fig. 6.1. The sample is positioned at the location shown as a rectangle with a
white interior and orange outline in the schematic, so that the laser beam is close to being
perpendicular with the sample surface, and the external magnetic field is in the direction
perpendicular to the sample surface.
In this configuration, it is important to make sure the laser beam is as close to being
perpendicular to the sample as possible. This is because only the component of magnetiza-
tion parallel with the beam will cause Kerr rotation. [31] So, when the laser is perpendicular
to the sample, only the out-of-plane component of magnetization will be measured, making
analysis of the signal much simpler. In practice, it is easier to direct the reflected beam to the
detector if there is a very small angle between the incoming and reflected beam, as shown
in Fig. 6.1. As long as this angle is very small, the signal from the out-of-plane component
of magnetization will be orders of magnitude larger than the in-plane component, allowing
one to ignore the latter. To achieve this, we have used the cavity through the center of the
electromagnetic coil windings as a path for the laser beam.
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6.0.2 Longitudinal Configuration
The laser, detector, and polarizers for this configuration are shown in the green shaded region
of Fig. 6.1. The sample is positioned at the location shown as a solid orange rectangle in the
schematic, so that the laser beam reflects off of the surface of the sample, and the external
magnetic field is directed in the plane of the sample.
In this configuration, the incoming laser beam is approximately 20◦ from the sample
surface normal. A greater angle would result in more sensitive measurements of the in-
plane component of magnetization, however for our setup, this angle was limited by the size
of the opening between the magnet poles.
With this configuration, the direction of the incoming laser beam causes the measured
signal to be sensitive to the in-plane and out-of-plane component of magnetization. This
is because any component of magnetization in the same direction of the laser beam will
cause Kerr rotation. [31] Thus, in general, there is no way to tell whether the measured
signal is caused by a change in the out-of-plane or in-plane component of magnetization.
Therefore, to perform useful measurements in this configuration, the magnetization of the
sample should always be in-plane, ie. the sample cannot have any anisotropies that cause
the magnetization to be out-of-the plane. Additionally, the transmitted and reflected laser
beam needs to have a significant component in the plane of the sample. In other words, if
the transmitted and reflected laser beam is close to being parallel with the sample normal,
then the measured signal will be very small.
6.0.3 Example Data for Ultrathin Films
In order to gauge the accuracy and quality of MOKE measurements using this tool, we have
measured the magnetization of a sample with the structure
Ta(3 nm)/Ru(3 nm)/Co(2 nm)/Ru38Fe62(0.8 nm)/Co(2 nm)/Ta(3 nm) using both MOKE
and SQUID, and compared the results. The layers are thin enough that any effect due to
the finite penetration depth of laser light can be ignored. Additionally, the equal thickness
and saturation magnetization of the two Co magnetic layers means that even if the samples
had thickness on the order of the penetration depth, it would not effect the measurement.
See Section 4.3 for more details. Fig. 6.2 shows normalized in-plane measurement data using
both MOKE (blue points) and SQUID (orange points). It can be seen that the MOKE data
lines up very closely with the SQUID data.
Fig. 6.3 shows normalized in-plane measurement data using MOKE (blue points), along
with the fit using Eq. 4.66 (orange line). The fit results in J1 = −0.82 ± 0.01 mJ/m2,
J2 = 0.15 ± 0.01 mJ/m2, Aex = 1.7 ± 0.1 × 10−11 J/m. This can be compared to the
results obtained from SQUID data of J1 = −0.80± 0.02 mJ/m2, J2 = 0.15± 0.01 mJ/m2,
Aex = 1.7± 0.1× 10−11 J/m. Fits to both data use the same Ms = 1350 kA/m, which was
determined from the SQUID measurement. Both measurements give results that agree to
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Figure 6.2: In-plane MOKE measurement data (blue) and SQUID (orange) for the
Co(2 nm)/Ru38Fe62(0.8 nm)/Co(2 nm) sample.
within the uncertainty of one another, showing that as long as the saturation magnetization
of the magnetic layers is known, MOKE can be a reasonably accurate and inexpensive
magnetic characterization tool for ultrathin films.
6.0.4 Example Data for Thicker Films
When measuring M(Hdc) for thicker films, MOKE will be more sensitive to the magnetic
material closer to the surface due to the finite penetration depth of the laser light. To
approximately account for this to first order, we assume that the tool’s measurement sen-
sitivity to the magnetic material drops off exponentially with its depth from the surface of
the sample. See Section 4.3 for the full details.
Here, we will show MOKE and VSM measurements of a sample that has thin film
thicknesses on the order of the penetration depth. We have previously determined the Ms
of each layer using VSM. We will use this known Ms for each layer in our fits to the MOKE
data.
We will first show the differences between a magnetization measurement using MOKE
and VSM in order to highlight the effect of the penetration depth of the laser light. After
this, we will show the fits and parameters when fitting to VSM and MOKE data using our
model with and without taking the penetration depth of the laser beam into account.
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Figure 6.3: In-plane MOKE measurement data (blue points), and fit using Eq. 4.66 (orange
line), for the Co(2 nm)/Ru38Fe62(0.8 nm)/Co(2 nm) sample. The fit parameters are J1 =
−0.82±0.01 mJ/m2, J2 = 0.15±0.01 mJ/m2, Aex = 1.7±0.1×10−11 J/m,Ms = 1350 kA/m.
The structure of the sample is Ta(2.5 nm)/Ni80Fe20(6 nm)/Ru85B15(7 nm)
/Fe75Co25(4 nm)/Ta(4 nm). Details of sample preparation of this sample can be found in
Chapter 8. We will refer to this sample as the NiFe/Ru85B15/FeCo sample.
The normalized in-plane M(Hdc) plot of the NiFe/Ru85B15/FeCo sample is shown in
Fig. 6.4 measured both with MOKE (blue points) and VSM (orange points). The difference
between the MOKE and VSM measurement is caused by the finite penetration depth of the
laser light used in the MOKE measurement. As the layers become thicker, this deviation
will become even greater.
Measurements of the in-plane magnetization of the NiFe/Ru85B15/FeCo sample using
a) VSM, b) and c) MOKE, is shown in Fig. 6.5. b) is fit using a finite penetration depth
of 10 nm, while c) is fit with an infinite penetration depth which is equivalent to the
model without the penetration depth. It can be seen that if the MOKE measurement data
is fit without considering the penetration depth of the laser light, the fitted parameters
are quite inaccurate, with J1 = −0.010 ± 0.005 mJ/m2 and J2 = 0.125 ± 0.005 mJ/m2,
which can be compared to the parameters determined from the VSM measurement of J1 =
−0.055 ± 0.005 mJ/m2 and J2 = 0.105 ± 0.005 mJ/m2. On the other hand, when we
fit the MOKE data using our model with a penetration depth of 10 nm, the results are
in agreement, within the uncertainty, with the results from fitting VSM data. They are
J1 = −0.050± 0.005 mJ/m2 and J2 = 0.105± 0.005 mJ/m2. The saturation magnetization
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Figure 6.4: Example of in-plane MOKE measurement data (blue) and VSM (orange) for
the NiFe/Ru85B15/FeCo sample showing the effect caused by the finite penetration depth
of laser light in the MOKE measurements.


















J1 = -0.055 mJ/m²
J2 = 0.105 mJ/m²
δp = 10 nm
J1 = -0.050 mJ/m²
J2 = 0.105 mJ/m²
δp = ∞ 
J1 = -0.010 mJ/m²
J2 = 0.125 mJ/m²
a) b) c)
Hdc (kA/m)Hdc (kA/m)Hdc (kA/m)
Figure 6.5: Measurements of the in-plane magnetization of the NiFe/Ru85B15/FeCo sample
using a) VSM, b) and c) MOKE. b) is fit using a finite penetration depth of 10 nm, while
c) is fit with an infinite penetration depth which is equivalent to the model without the
penetration depth. The fitted parameters are shown in the figure overlay. Aex = 1.7± 0.1×
10−11 J/m for all three fits. The saturation magnetization of each layer is Ms = 804 kA/m
for the NiFe layer, and Ms = 1550 kA/m for the FeCo layer. The uncertainty on J1 and J2
is ±0.005 mJ/m2.
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of each layer is Ms = 804 kA/m for the NiFe layer, and Ms = 1550 kA/m for the FeCo
layer.
These results show that the accuracy of J1 and J2 determined from fitting MOKE
magnetization measurement data for samples with thicker films, that are on the order of
the penetration depth of the tool’s laser, can be improved significantly by using a model
that takes this penetration depth into account. In our case, by doing this, the J1 and J2
parameters determined from MOKE measurements are in agreement with those determined
from VSM measurements.
6.1 Summary
We have demonstrated a MOKE experimental apparatus that, along with a micromagnetic
model that takes into account the finite penetration depth of the tool’s laser probe, can
be used to determine J1 and J2 that are in agreement with those obtained from VSM
magnetization measurement data. This is true for both ultrathin film samples, and samples
with films that are on the order of the measurement penetration depth. However, the Ms
of each magnetic layer and δp for the film structure must be known. Both of these can be
determined by measuring a sample using VSM or SQUID. This technique is useful when
measuring a large number of very similar samples when the Ms of the layers, and δp of the
structure is not expected to change significantly from sample to sample.
Throughout the work in this thesis, this technique was used for quick and approximate
characterization of our samples immediately after they had been sputtered. This rapid
feedback allowed us to validate the plan for which samples to create next. This increased
the efficiency of the usage of shared equipment and tools in the lab. However, for the rest of
this thesis, all results obtained by fitting to M(Hdc) measurements were obtained by fitting
VSM or SQUID data.
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Chapter 7




In this chapter, we will measure the interlayer exchange coupling between two FeCoB layers
coupled across a Ta, Ru, and Mo spacer layer with thicknesses ranging from 0.3 to 1.5 nm
both as-deposited, and after being annealed at 200 and 300◦C. This will allow us to un-
derstand exactly how boron within the FeCoB layer effects coupling both before and after
annealing. This is an essential step towards our goal of creating a SAF fixed-layer containing
FeCoB that can withstand annealing for use in devices containing an FeCoB/MgO/FeCoB
tunnel junction.
STT-MRAM devices often contain an FeCoB/MgO/FeCoB tunnel junction because,
after annealing, it exhibits a large TMR and PMA at the FeCoB/MgO interfaces. [49, 104]
These are both highly desirable properties because they allow for faster operation and
higher memory density. For STT-MRAM, the magnetic layers on either side of the tunnel
junction are known as the free and fixed layers. The free layer typically has its direction
of magnetization be stable in one of two directions, which is used to store a binary 1 or 0.
The fixed layer must have its magnetization remain fixed because it is used as a reference
for reading and writing.
The ideal fixed layer is composed of two AFC coupled magnetic layers, forming a SAF,
where the structure has zero net magnetization. This structure is advantageous as compared
to a single magnetic layer because it is more difficult to reverse the direction of magnetization
using an external magnetic field, and results in reduced stray fields. [56, 112, 39, 40] This is
usually achieved by AFC coupling one FeCoB layer with another ferromagnetic layer, like
FeCoB, across an Ru spacer layer. [71]
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It is also possible to couple more than two layers together to increase thermal stability.
If this is done carefully, one can still achieve 0 net magnetization. In some STT-MRAM de-
signs, this additional coupling is done through a Ta, W, or Mo layer. [1, 96, 26, 116, 68] These
materials are chosen because they can allow the structural transition from face-centered cu-
bic (fcc) or hexagonal close-packed (hcp) to body-centered cubic (bcc) and contribute to the
absorption of boron from the FeCoB layer upon annealing. [37] Thus, it is of wide interest
for device applications to study coupling of two FeCoB layers across Ta, Ru, and Mo spacer
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Figure 7.1: Layer structure of the studied samples and the corresponding FMR resonance
peaks for M1 and M2 at a frequency of 16 GHz in the case of zero coupling (d = 4 nm).
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The samples studied in this chapter are shown in Fig. 7.1 and have the following struc-
ture: MgO(2 nm)/M1/(Ta, Ru, Mo)(d)/M2/MgO(2 nm), and M1 is
Fe(2.3 nm)/Fe60Co20B20(1.2 nm), M2 is Fe60Co20B20(1.2 nm)/Ni80Fe20(4.5 nm), where d
is varied from 0.375 nm to 4 nm, 0.3 nm to 1.5 nm, and 0.275 nm to 1 nm for Ta, Ru, and
Mo layers, respectively. Throughout the rest of this chapter, we will refer to Fe60Co20B20
and Ni80Fe20 as FeCoB and NiFe, respectively. Additionally, in later chapters, we will be
referring to these series of samples as the FeCoB/Ta/FeCoB, or FeCoB/Ru/FeCoB, or Fe-
CoB/Mo/FeCoB series of samples.
The samples are deposited by means of rf magnetron sputtering on oxidized Si substrates.
The deposition conditions, sample preparation and RTA procedure are explained in detail in
Chapter 3. All thin films are deposited using 2" targets except for MgO, which is deposited
using a 4" target. The samples are also capped with 6 nm of Ta to protect the top MgO
layer from further oxidation or water absorption from the atmosphere. After deposition,
the samples are cut into 3 pieces. One piece is not annealed, and the other two are RTA in
vacuum at 200 and 300 ◦C, respectively.
These structures are deposited on an underlayer composed of Ta(4 nm)/FeCoB(0.5 nm),
in which the FeCoB layer is thin enough to be non-magnetic when MgO is grown on top. [75]
This Ta(4 nm)/FeCoB(0.5 nm) underlayer is chosen because MgO grows along the [100]
crystallographic orientation when deposited on top of amorphous FeCoB, which is the ori-
entation chosen for typical memory device applications. [83] It is also the orientation that
results in well textured [100] Fe when grown on top, which has narrow FMR linewidth,
which is a requirement for determining coupling constants from FMR. [70]
7.1.1 MgO Depositon Optimization
In order to optimize the MgO texture, we created several samples. We created two series
of samples to test the effect of sputter chamber pressure and rf sputtering power. These
series have the structure Ta(3 nm)/MgO(50 nm)/Ta(3 nm), where we varied the chamber
pressure and rf power for only the middle MgO layer. We then measured FWHM of the
rocking curve for the MgO (002) XRD peak all of the samples using perpendicular XRD.
We found that there was no correlation with the FWHM and pressure in the range from 1.3
to 1.7 mTorr. We did find a correlation of the FWHM with the rf power, however, which
is shown in Fig. 7.2. It is clear that, in the range of power that tested, we have better
[100] textured MgO when we sputter at lower power. We created another sample with
the structure Ta(3 nm)/FeCoB(1.2 nm)/MgO(50 nm)/Ta(3 nm), where the rf power and
chamber pressure for the MgO layer was 150 W and 1.5 mTorr, respectively. We found that
the XRD rocking curve FWHM for the MgO (002) peak decreased from 7.80 to 4.88 degrees
by adding the 1.2 nm FeCoB layer below the MgO layer. From these results, MgO grows




























Figure 7.2: The dependence of the XRD rocking curve FWHM of the MgO (002) peak on the
rf power used during deposition of the MgO layer in the Ta(3 nm)/MgO(50 nm)/Ta(3 nm)
samples. Lines between the points are added as a guide to the eye.
After sputtering many samples containing MgO, we began to notice that approximately
10% of the time, during the deposition of the MgO layer, the sample would be re-sputtered,
removing material that was already deposited. This can occur because of several reasons as
explained in Chapter 3, but in this case it is mainly because the 4" target is only approxi-
mately 5 cm away from the sample. At this distance, the magnetic field intended to confine
the electrons just above the target, is also strong at the substrate surface. This results in
high electron density even at the sample which has the potential to initiate re-sputtering.
See Chapter 3.1.1 for more details. In order to stop this from happening, we deposited a
large number of samples with a thin Ru layer, then sputtered MgO on top with various
chamber pressures, and then measured the resulting thickness of the Ru layer using XRR.
If there was any re-sputtering, it should show up as a reduction of the thickness of the
Ru underlayer. We found that by increasing the chamber pressure to 8 mTorr completely
eliminated any resputtering. We also noticed, by looking through the sputter chamber win-
dow, that the plasma glow discharge became more well confined to the surface of the target
as the pressure increased. This indicates that there is no longer a large concentration of
Ar ionization taking place near the surface of the substrate. This is likely the reason why
re-sputtering stopped after increasing the chamber pressure. The final MgO sputtering con-
ditions we chose after optimization are a power of 100 W, chamber Ar pressure of 8 mTorr,
and MgO sputtered on top of 0.5 nm FeCoB layer. These conditions resulted in an XRD
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rocking curve FWHM of the MgO (002) peak of 3.66±0.01 degrees for a 13.8 nm thick MgO
layer. These optimized conditions also show that increasing pressure very far to 8 mTorr has
improved the texture as compared to the previous range of pressures that we had tested,
which was 1.3 to 1.7 mTorr.
Fe/FeCoB grown on top of well oriented [100] MgO, grown under these optimized con-
ditions, has s sufficiently narrow FMR linewidth that results in well separated absorption
peaks, as shown in Fig. 7.1. This is one of the requirements for using our FMR technique
to extract coupling constants. See Chapter 4.2.7 for more details.
7.1.2 Additional Samples
We deposit three additional samples with the following structures:
Ta(4 nm)/Fe60Co20B20(0.5 nm)/MgO(2 nm)/M1/Ta(6 nm),
Ta(4 nm)/M2/MgO(2 nm)/Ta(6 nm), and Ta(4 nm)/Fe60Co20B20(0.5 nm)/MgO(2 nm)/M1.
The first two are used to independently measure the Ms of M1 and M2 using SQUID. The
measurements show that the saturation magnetization of M1, Ms,1, is 1470 ± 40 kA/m
and M2, Ms,2 is 817 ± 20 kA/m. The third sample was used to measure the roughness at
the interface between M1 and the spacer layer, using AFM, in order to estimate the Néel
"orange-peel" coupling strength.
The demagnetizing dipolar fields in the two magnetic layers are much larger than
any fields perpendicular to the film that arise from the surface and magnetocrystalline
anisotropies, forcing the magnetization to lie in-plane. The samples are polycrystalline, and
rotated during deposition, resulting in the in-plane magnetocrystalline anisotropy being
averaged out resulting in no in-plane magnetic anisotropy.
The coupling constants were determined using a combination of FMR and M(Hdc)
measurements, along with our models explained in previous chapters. Our FMR model is
incapable of differentiating J1 and J2. Instead we measure Jtotal = J1 − 2J2. However,
for samples where the magnetic layers are not parallel, ie. they are AFC or non-colinearly
coupled, we are able to independently determine J1 and J2 by fitting our micromagnetic
model to M(Hdc) measurements.
7.2 Results and Discussion
7.2.1 Ta Spacer Layer
Fig 7.3 shows the results for the exchange coupling strength between M1 and M2 as a
function of Ta spacer layer thickness of our samples. Note that for the samples measured in
this study, our experimental setup is unable to determine ferromagnetic coupling strengths
greater than approximately 1.5 mJ/m2 due to the optical peak moving to a magnetic field
less than 0. This behavior where the optical peak moves to lower fields can be seen in
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Figure 7.3: The exchange coupling strength between M1 and M2 as a function of Ta spacer
layer thickness for non-annealed samples, and those annealed at 200 ◦C and 300 ◦C. The
samples with a 4 nm Ta spacer layer were not included, and have J1 − 2J2 = 0.019 ±
0.003 mJ/m2. The connecting lines are a guide to the eye.
approximately 10 GHz. The exchange coupling between M1 and M2 in the samples annealed
at 200 ◦C with a Ta spacer layer thickness below 0.4 nm and samples annealed at 300 ◦C
with a Ta spacer layer thickness below 0.45 nm is ferromagnetic and larger than 1.5 mJ/m2
and thus cannot be measured.
The dependence of the coupling strength on Ta thickness is approximately the same
for non-annealed samples and those annealed at 200 ◦C: the coupling drops to 0 above
approximately 0.475 nm and increases rapidly below 0.45 nm. For samples annealed at
300 ◦C, the coupling begins to increase below a Ta thickness of about 0.7 nm. These Ta
spacer layer thicknesses for which coupling increases rapidly are no more than a few atomic
layers thick. This leaves the possibility that the coupling may be caused by pinholes in the
Ta layer, and not by coupling through the Ta layer itself.
As mentioned in the theory section 4.1.2, surface roughness can lead to ferromagnetic
orange-peel coupling. In order to estimate the strength of this contribution, we measured the
surface topography of Ta(4)/FeCoB(0.5)/MgO(2)/M1 sample using AFM. We did this for
both annealed and non-annealed samples. We used the surface topography measurements to
estimate δ as half of the difference between the maximum height and the minimum height,
and period L from the Fourier transform. The non-annealed samples, and samples annealed








































Figure 7.4: The FMR resonance peak positions of the acoustic and optical modes (points)
with simultaneous fits using Eqns. 4.52 and 4.53 (lines). The data corresponds to a non-
annealed sample with Ta spacer layer thickness d = 0.4 nm and coupling strength J2−2J2 =
0.21±0.01 mJ/m2. Note that because the optical mode peaks have moved to a significantly
lower field due to the ferromagnetic coupling, they pass below 0 field at approximately
10 GHz.
samples annealed at 300 ◦C had roughness amplitude and wavelength of δ = 0.4 nm and
L = 42 nm. Using these values in Eq. 4.25, the orange-peel coupling strength is found
to be at least an order of magnitude smaller than the coupling strengths studied in this
experiment. Specifically, for a Ta spacer layer thickness of 0.4 nm, the orange-peel coupling
is approximately 0.001 mJ/m2 and 0.005 mJ/m2 for non-annealed samples and samples
annealed at 300 ◦C, respectively. Thus, it is unlikely that orange-peel coupling has any
significant contribution to our results.
We can also compare our obtained Jtotal = J1 − 2J2 values with that found by Pirro
et al. [90] for perpendicularly magnetized FeCoB layers, which lack any orange-peel cou-
pling. [6] Their value for Jtotal was determined to be Jtotal = −0.01 mJ/m2 for a sample
annealed at 250 ◦C with a Ta spacer layer thickness of d = 0.75 nm. If we linearly interpo-
late Jtotal between d = 0.7 and 0.8 nm for our samples annealed at 200 ◦C and 300 ◦C, we
find that a sample with d = 0.75 nm would have Jtotal = −0.01 ± 0.01 mJ/m2 if annealed
at 200 ◦C and Jtotal = 0.02± 0.01 mJ/m2 if annealed at 300 ◦C. This indicates that within
the uncertainty of our measurements, our result for J agrees with that obtained by Pirro
et al. and that the contribution from orange-peel coupling in our samples is within the
uncertainty of our measurements.
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The coupling between M1 and M2 for the non-annealed samples goes to zero for a Ta
thickness of approximately 0.5 nm, which is two times less than the spin diffusion length
of approximately 1 nm. [79] This indicates that for Ta, interlayer exchange coupling from
conduction electrons decays faster than the time retarded response which is responsible for
spin pumping. [48]
The range of Ta thickness where strong ferromagnetic coupling occurs, is found to be
in agreement with predictions of Sokalski et al. [104], which have been extrapolated by
measuring coupling from M(H) curves of samples annealed for 30 minutes without RTA.
This indicates that the RTA process suggested in this work, with shorter annealing time, is
sufficient to achieve the desired coupling requirements for memory and sensor applications.
The Modern FinFet CMOS process can involve a complicated annealing procedure for
dopant diffusion comprising many annealing steps at temperatures as low as 500 ◦C and
times as short as a few seconds. [24, 55] While the RTA process suggested in this work
has a longer annealing time, the lower temperatures of 200 ◦C to 300 ◦C reduce the risk
of affecting the underlying integrated circuits, allowing it to be integrated into the backend
CMOS process more easily.
7.2.2 Ru Spacer Layer
Measurements of Jtotal and J2 of as-deposited and annealed M1/Ru(d)/M2 as a function
of d are summarized in Fig. 7.5. If J1 > 0 and J1 ≥ 2J2, then the coupling is ferromag-
netic, if |J1| < 2J2, then the coupling is non-collinear, and if J1 < 0 and |J1| ≥ 2J2,
then the coupling is antiferromagnetic. In all measured samples, except for as-deposited
M1/Mo(0.35 nm)/M2, |J1| > 2J2, which signifies that the sign of J1 − 2J2 determines
whether the coupling is FC or AFC.
For as-deposited M1/Ru(d)/M2 samples, Jtotal is large and negative for d between 0.3
and 0.4 nm indicating large AFC coupling between FeCoB layers. As d increases above
0.4 nm, the magnitude of Jtotal sharply decreases and for d larger than 0.6 nm, it starts to
oscillate around zero as could be seen from the insert in Fig. 7.5 a). Fig. 7.5 b) shows that
for as-deposited samples, J2 sharply decreases with increasing d. Our results for Jtotal and
J2 agree with those found by Hashimoto et al. [42] for as-deposited (Fe50Co50)88B12 layers
coupled across an Ru spacer layer.
For samples annealed at 200 ◦C, the coupling is strongly FC below 0.6 nm, with a weaker
AFC region around 0.8 nm, followed by an FC region around 1.3 nm. For samples annealed
at 300 ◦C, coupling is FC over entire studied Ru thickness range. For the samples annealed
at 200 ◦C and 300 ◦C, and Ru spacer layers thinner than 0.4 nm and 0.7 nm, respectively,
the FC is so large that the coupling constants cannot be measured with our experimental
setup.
Fig. 7.6 shows typical M(H) data for the M1/Ru(0.4)/M2 and M1/Mo(0.4)/M2 sam-
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Figure 7.5: a) J1 − 2J2 and b) biquadratic coupling constants (as determined from SQUID
measurements) of as-deposited and annealed M1/Ru(d)/M2 samples versus Ru thickness,
d. The connecting lines are a guide to the eye.
all measured samples agree with the results from FMR measurements. From these fits, we
also determined that Aex, which is an average of the exchange stiffness of both layers, is
1.7±0.1×10−11 J/m. The reported values of Aex for NiFe, FeCoB and Fe are 1.3×10−11 J/m,
2.0 × 10−11 J/m, and 2.1 × 10−11 J/m, respectively. [25, 20, 59] Thus, it is expected that
the Aex of our ferromagnetic layers NiFe/FeCoB and NiFe/Fe is between that of NiFe and
(FeCoB, Fe), as is obtained from our fitting.
7.2.3 Mo Spacer Layer
Fig. 7.7 a) shows the FMR measurements of Jtotal in M1/Mo(d)/M2, where d is varied
from 0.3 to 1.0 nm.
In as-deposited samples, coupling between FeCoB layers across Mo is large and ferro-
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Figure 7.6: Normalized magnetization (blue circles) as a function of field of as-deposited a)
M1/Ru(0.4 nm)/M2, and b) M1/Mo(0.4 nm)/M2 samples (points) fit with Eq. 4.66 (solid
blue line). Also shown is the normalized magnetization (orange points) for samples with
weak FC coupling.
thicknesses between 0.35 and 0.6 nm. The coupling strength is zero for thicknesses greater
than 0.65 nm. For samples annealed at 200 ◦C, the coupling between FeCoB layers is fer-
romagnetic for Mo spacer layer thicknesses less than 0.4 nm, weakly antiferromagntic for
thicknesses between 0.45 and 0.6 nm, and zero for larger thicknesses. For samples annealed
at 300 ◦C, the coupling between FeCoB layers is ferromagnetic for Mo spacer layer thick-
nesses less than 0.7 nm, and zero for greater thicknesses. As with the samples coupled across
Ru, these results show that annealing our samples almost entirely eliminates the negative
Jtotal regions and increases FC coupling strength.
J2 is found to decrease with an increase in the Mo spacer layer thickness, as shown in
Fig. 7.7 b). This is the same trend as observed for samples with Ru spacer layers.
7.2.4 Summary
We find that the dependence of the coupling strength on Ta spacer layer thickness is the
same for non-annealed samples and those annealed at 200 ◦C: the coupling drops to 0
above approximately 0.475 nm, and is ferromagnetic and increases rapidly below 0.45 nm.
For samples annealed at 300 ◦C, coupling strength increases rapidly below about 0.7 nm.
It was found that the Néel "orange-peel" contribution to coupling is much smaller than
measured coupling in any of the studied samples. Thus, it does not play a significant role

























































Figure 7.7: a) J1− 2J2, and b) biquadratic coupling constants (as determined from SQUID
measurements), as a function of Mo spacer layer thickness for as-deposited samples, and
those annealed at 200 and 300 ◦C. The sample structures are M1/Mo(d)/M2. The connect-
ing lines are a guide to the eye.
We find that annealing the samples with Ru and Mo spacer layers increases the FC
coupling strength. In these samples annealed at 300 ◦C, the coupling between FeCoB layers
is ferromagnetic if the spacer layer thickness is below 0.7 nm and is zero above 0.8 nm.
Most importantly, these results indicate that, in the structures studied, it is impossible
to maintain strong AFC coupling for FeCoB/MgO based MRAM devices when annealed at
temperatures of 200 ◦C or greater. This is unexpected considering that other AFC coupled
thin film structures such as Co/Ru/Co and Co/Ru/FeCo show little change in coupling when
annealed up to temperatures of approximately 350 ◦C. We have confirmed this by creating 2
































Figure 7.8: J1 for the Co/Ru(d)/Co series of samples as deposited and annealed at 350 ◦C,































Figure 7.9: J1 for the Co/Ru(d)/FeCo series of samples as deposited and annealed at 350 ◦C,
with blue circles and orange triangles, respectively. The connecting lines are a guide to the
eye.
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Ta(2.5 nm)/Ru(3 nm)/Co(5 nm)/Ru(d)/Fe75Co25(34 nm)/Ta(4 nm), where d is the Ru
spacer layer thickness and is varied from 0.4 to 1 nm. We then annealed the samples at
200, 250, 300, and 350 ◦C and measured J1 and J2. Figs. 7.8 and 7.9 show J1 for these two
series as deposited and annealed at 350 ◦C. These results show that even after annealing at
350 ◦C, coupling is only reduced slightly and still has regions of strong AFC coupling.
Since annealing at temperatures of greater than 200 ◦C is a required step for achieving
the desired PMA and TMR in FeCoB/MgO tunnel junctions, further investigation needs to
take place to determine the cause of the significant change in coupling we have seen. The
obvious difference between the structures that are strongly effected by annealing and those
that are not is the presence of boron within FeCoB. In the next chapter, we will investigate








In the previous chapter, we saw that the AFC coupling within FeCoB/Ru(d)/FeCoB trilayer
structures was dramatically reduced and, in most cases, changed to strong FC coupling after
the samples were annealed above 200 ◦C. We also demonstrated that AFC coupled trilayer
structures of the form Co/Ru(d)/Co and Co/Ru(d)/FeCo did not show the same annealing
dependence, and could be annealed to at least 350 ◦C and still have spacer layer thickness
regions with strong AFC coupling. One obvious difference between these samples is the
presence of boron in the magnetic layers.
In this chapter, we will investigate the role that boron has on interlayer exchange cou-
pling and learn why it has such a strong effect on coupling after the samples are annealed.
The first possibility, is that annealing the sample causes boron to diffuse from the magnetic
layer into the Ru spacer layer, which creates a Ru-B alloy, and that this alloy exhibits FC
coupling. In order to test whether this is the case, we have created samples where boron
is only contained within the spacer layer. This allows us to isolate and study the scenario
where boron has diffused into the spacer layer after annealing.
Another possible cause of the change of coupling from AFC to FC after annealing above
200 ◦C is that the presence of boron enhances diffusion of magnetic materials into the Ru
spacer during the annealing step. It has been shown previously that a high enough concen-




















































Ni80Fe20 FMR Resonance Position
a)
b)
Figure 8.1: The FMR resonance position, a), and HWHM linewidth,
b), of the FexCo1−x peak for the series of samples with the structure
Ta(2.5 nm)/Ni80Fe20(6 nm)/Ru(100 nm)/FexCo1−x(33 nm)/Ta(4 nm) as the ratio of
Fe to Co in the FeCo alloy is varied. The resonance position of Ni80Fe20 is also shown as
the blue line for comparison. The connecting lines are a guide to the eye.
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8.1 Experimental
8.1.1 Optimization of Magnetic Layer Composition
Our FMR experimental technique for determining coupling constants of two coupled mag-
netic layers separated by a non-magnetic spacer layer requires that we can determine the
FMR resonance positions of both magnetic layers. This means that their resonance positions
must be sufficiently well separated and have sufficiently narrow linewidths, as explained in
chapter 4.2.
To determine the composition of the two coupled magnetic layers that meets these needs,
we created a series of samples with the structure Ta(2.5 nm)/Ni80Fe20(6 nm)/Ru(100 nm)
/FexCo1−x(3.3 nm)/Ta(4 nm), where we have co-sputtered Fe and Co at range of ratios
from x = 0 to x = 1. We then measured the samples using FMR in order to determine
the resonance positions and HWHM of the lines. We have chosen to fix the composition of
Ni80Fe20 because it has relatively narrow linewidth, relatively low saturation magnetization,
and also results in well textured Ru (0001) grown on top, all of which are desired.
Fig. 8.1 shows the FMR resonance position and HWHM of the FeCo peak for this series
of samples. The results show that there are two ideal FeCo compositions that give well
separated resonance positions with sufficiently narrow line widths. These compositions are
approximately Fe25Co75 and Fe80Co20. We chose to use the latter composition and varied
it slightly to Fe75Co25 so that the ratio of Fe to Co would match that of Fe60Co20B20 used
in other chapters of this thesis so that we could make better comparisons between samples
containing the two.
8.1.2 Sample Preparation
In order to test whether boron diffusion into the Ru spacer layer is causing the change in
coupling that we discussed in the previous chapter, we created a series of samples with
different concentrations of boron within the Ru spacer layer. The exact structure that was
sputtered is Ta(2.5 nm)/Ni80Fe20(6 nm)/Ru1−xBx(d)/Fe75Co25(4 nm)/Ta(4 nm), where the
spacer layer thickness d is varied from 0.4 to 0.9 nm, and the boron concentration within
the spacer layer x is varied from 0 to 0.15 in increments of 0.05, as is shown in Fig. 8.2. For
brevity, we will sometimes refer to Ni80Fe20 and Fe75Co25 as NiFe and FeCo, respectively,
throughout this chapter. These samples will be refereed to as the NiFe/RuB/FeCo series.
The samples are deposited by means of RF magnetron sputtering on oxidized Si sub-
strates. The deposition conditions, sample preparation and RTA procedure are explained
in detail in Chapter 3. All materials are deposited from 2" targets. After deposition, the
samples are cut into 2 pieces. One piece is left as is, and the other is RTA in vacuum at
250 ◦C.
The coupling constants were determined using a combination of FMR and M(Hdc)







Figure 8.2: The thin film structure of the samples studied in this chapter. The numbers in
parentheses indicate the layer thicknesses in nm, where d is varied from 0.4 nm to 0.9 nm,
and x represents the fraction of boron in the ruthenium alloy, which is varied from 0 to
0.15.
incapable of differentiating J1 and J2. Instead we measure Jtotal = J1 − 2J2. However, for
AFC or non-colinear (the angle between the magnetic moments of M1 and M2 is between
0 and 180) coupled samples, we are able to independently determine J1 and J2 from fitting
M(Hdc) measurements with our micromagnetic model.
In order to investigate whether having boron within the Ru spacer layer causes increased
diffusion of atoms from the adjacent magnetic layers into the Ru layer, we sputtered a sec-
ond series of samples to be measured with EDXS. The structures of these samples are
Ta(2.5 nm)/Ni80Fe20(0.8 nm)/Ru1−xBx(23 nm), where x is varied from 0 to 0.2 in incre-
ments of 0.05. These samples will be refereed to as the NiFe/RuB series. These samples
were then cut into three different pieces. One of them was annealed at 250 ◦C, the second
was annealed at 450 ◦C, and the third one was left as is. These samples are sputtered using
the same deposition conditions as the first series of samples.
Spectrum imaging analysis based on EDXS was performed on the second series of sam-
ples in STEM mode. Prior to EDXS analysis, TEM lamellae were prepared using a Ga-
focused-ion beam (FIB). To minimize sidewall damage, Ga ions with only 5 keV energy







































































Figure 8.3: Example of typical XRD data for two NiFe/RuB series samples annealed at
250 ◦C with 0 and 15% boron. Blue lines are in-plane reflections, orange lines are reflections
perpendicular to the plane. The patterns are consistent with an HCP structure.
This second series of samples were also characterized using XRD in order to determine
the effect that adding B has on the Ru crystal lattice.
We also sputtered two additional samples in order to measure the saturation magneti-
zation of the two magnetic layers. These samples have the structure
Ta(2.5 nm)/Ni80Fe20(6 nm)/Ru(3 nm) and Ta(2.5 nm)/Ru(3 nm)/Fe75Co25(4 nm)/Ta(4 nm).
We then measured the magnetization of each of these samples using VSM up to fields of 7 T,
and determined the two magnetic layers have saturation magnetizations of 804± 20 kA/m
and 1556± 20 kA/m for the Ni80Fe20 and Fe75Co25 layers, respectively.
8.2 Results and Discussion
XRD patterns for two NiFe/RuB series samples, one with 0% B, and one with 15% B, both
annealed at 250 ◦C are shown in Fig. 8.3. The XRD measurements are much more sensitive
to the Ru and RuB layers rather than the Ta and NiFe layers due to the order of magnitude
































































Figure 8.4: a) J1, and b) J2 coupling constants (as determined from VSM measurements),
as a function of spacer layer thickness for as-deposited NiFe/Ru1−xBx/FeCo series samples.
The concentrations of boron within the spacer layer was varied from 0 to 15%, as shown in
the legend. The green data in b) is for all boron concentrations, as J2 did not depend on
the boron concentration. The connecting lines are a guide to the eye.
With 0% B, the Ru layer is very well textured along the [0002] direction. As we add
more B to the Ru layer, it becomes less and less textured. In samples with 15% B, a small
in-plane (1-101) peak is visible in the in-plane XRD pattern, as shown in Fig. 8.3. The
small size of this peak indicates that the RuB layer is still mostly textured along the [0002]
direction, but not as well textured as the Ru layer in the 0% B sample was. Maintaining
a similar texture for the RuB layer for the whole range of compositions is ideal because it
means that the FeCo layer on top will have the same texture throughout all of the samples,
maintaining the FMR resonance position and narrow linewidth.
Measurements of J1, a), and J2, b), of the as-deposited NiFe/Ru1−xBx/FeCo series
samples, with B concentrations within the RuB alloy of 0, 5, 10, and 15%, are shown in
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Fig. 8.4. We were able to determine both J1 and J2 for all samples using a combination
of our FMR technique and fitting M(Hdc) with our micromagnetic model. It can be seen
that as the percentage of boron is increased, there is a slight decrease in coupling strength,
and a shift of the coupling strength oscillations. These coupling strength oscillations are
a characteristic indicator of RKKY-like coupling, which has been shown to be dependent
on the properties of the spacer layer Fermi surface. [11] Thus, these changes in oscillatory
behavior are likely the result of changes to the Fermi surface of the spacer layer caused
by the increased B concentration. Similar effects have been seen when adding different
concentrations of Ni into a Cu spacer layer. [85] These coupling oscillations will be studied
in detail in Chapter 10.4.
Although the addition of boron into the spacer layer has changed the amplitude and
period of RKKY-like coupling oscillations, it did not result in coupling changing from AFC
to FC for spacer layer thicknesses between 0.4 and 0.9 nm. This indicates that for Fe-
CoB/Ru/FeCoB SAF structures annealed above 200 ◦C [74], the change of coupling from
AFC to FC for spacer layer thicknesses less than 0.6 nm is not the result of B diffusing into
the Ru spacer layer alone. Instead, the annealing step must have some effect other than B
diffusion into the Ru spacer layer that causes the FC region for spacer layer thicknesses less
than 0.6 nm.
Fig. 8.4 shows that the dependence of J2 on spacer layer thickness is very similar to what
was seen in the previous chapter with FeCoB/Ru/FeCoB and FeCoB/Mo/FeCoB samples.
J2 increases with decreasing thickness, and goes to zero for thicknesses greater than 0.7 nm.
J2 was found to not depend on the concentration of boron within the spacer layer, as such,
we have shown a single color for all data in Fig. 8.4 b).
Measurements of J1−2J2 and J2 of the NiFe/Ru1−xBx/FeCo series samples annealed at
250 ◦C are shown in Fig. 8.5. Some samples had coupling strengths that were too strong to
be measured using our FMR technique. For such samples, we determined if they were AFC
or FC coupled using VSM. The connecting lines with arrows indicate that the coupling is
FC and that the coupling strength is to large to be measured using our FMR technique.
Our micromagnetic model only allows us to determine J2 for samples that are not FC
coupled where the magnetization of both magnetic layers isn’t parallel. Additionally, when
the two magnetic layers are very close to being parallel, ie. J1 is positive, and J2 is just
slightly greater than J1/2, we are unable to determine J2 to a reasonable degree of accuracy.
Because of this, we were only able to determine J2 for some samples, which is why some
points are missing from the figure. Since we couldn’t determine all J2 values, were were
unable to determine J1 from our FMR measurements. As such, we have shown J1 − 2J2
data as determined from our FMR measurements.
J1 for the samples with boron in the spacer layer showed a much greater increase in
FC coupling for thinner spacer layer thicknesses than the samples without boron in the









































































Figure 8.5: a) J1 − 2J2, and b) J2 coupling constants (as determined from VSM measure-
ments), as a function of spacer layer thickness for NiFe/Ru1−xBx/FeCo series samples after
being annealed at 250 ◦C. The concentrations of boron within the spacer layer was varied
from 0 to 15%, as shown in the legend. We were unable to measure J2 for all samples. All
J2 values that we were able to determine are shown in b). The connecting lines with arrows
indicate that the coupling is FC and that the coupling strength is to great to be measured
using our FMR technique. The connecting lines are a guide to the eye.
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of the two magnetic layers is parallel, for any samples without boron in the spacer layer
with thicknesses from 0.4 to 0.9 nm. The samples with 5 and 10% boron have a strong FC
region for spacer layers thinner than 0.45 nm, while the samples with 15% boron have a
strong FC region for spacer layers thinner than 0.525 nm. These strong FC regions have
replaced what was previously an AFC region before annealing. This is the same behavior
as seen in FeCoB/Ru/FeCoB samples annealed above 200 ◦C with spacer layers less than
0.6 nm in the previous chapter. 7
J2 for samples with 0% boron within the spacer layer increased after annealing for the
entire range of spacer layer thickness tested. For the samples where we were able to measure
J2, it appears that adding boron into the spacer layer had a minimal effect. This can be
seen for the datapoints for a spacer layer thickness of 0.7 and 0.8 nm where all samples
could be measured. That said, it is likely that J2 for these samples after annealing would
differ from one another for thinner spacer layers where we were unable to determine the
values for all samples.
These changes that we see to J1 after annealing, in samples containing boron within the
spacer layer, are the same as we saw previously in samples containing the FeCoB/Ru/FeCoB
trilayer structure. Specifically, samples containing boron within the spacer layer have a
strong AFC region for thin Ru spacer layers around 0.4 nm in thickness. But after annealing,
this AFC thickness region of thickness becomes FC.
These results indicate that having boron in the sample causes the same effect after
annealing regardless of whether the boron is in the magnetic FeCo layer or in the Ru
spacer layer. This is likely due to a phenomenon known as transient enhanced diffusion
(TED), which is well known in the semiconductor industry to cause boron to diffuse faster
than is expected from normal thermal diffusion. [52] This would cause the boron atoms to
diffuse rapidly into virtually all layers upon annealing, making them relatively uniformly
distributed regardless of which layer they started in.
EDXS measurements of the elemental composition of the NiFe/Ru1−xBx series samples
with 15% boron within the Ru layer, as deposited, annealed at 250 ◦C, and annealed at
450 ◦C, are shown in Fig. 8.6. These results show the effect that annealing has on diffusion
of the key elements, except boron, which was not accessible in the present analyses due to
a strong overlap of the boron-K line with the Ru-M line.
Before annealing, there is a slight magenta background signal within the top Ru region.
This may be partially due to a small amount of Fe diffusion resulting from the energy
involved during the sputtering process, and the negative enthalpy of formation of RuFe. [97]
Ni, on the other hand, has a positive enthalpy of formation with Ru, so it has not diffused
into the RuB layer. Additionally, Fe fluorescence radiation caused by high-energy Ru X-rays
is likely partially responsible for the magenta Fe signal within the top Ru region.
After annealing at 250 ◦C, we now see that the magenta Fe signal of the NiFe film is no
longer superimposing with the cyan Ni signal, but has moved upwards towards the surface
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Figure 8.6: EDXS spectroscopy images of NiFe/Ru1−xBx series samples with 15% boron
within the Ru layer, a) as deposited, b) annealed at 250 ◦C, and c) annealed at 450 ◦C.
Blue is Ta, cyan is Ni, and magenta is Fe. The second row of images is the same results
from the adjacent image above, except looking at only the Fe signal on the left side, and
only the Ni signal on the right side. The white horizontal lines in the second row are a guide
to the eye to indicate where the NiFe layer was before annealing.
of the sample. This indicates that the bulk of the Ni and Fe atoms are beginning to separate
within the NiFe layer. The Fe atoms have begun to diffuse into the RuB layer, while the Ni
atom positions have been relatively unaffected. This differs from the as-deposited sample,
in which Ni and Fe atoms are relatively uniformly mixed within the NiFe layer. For this
sample annealed at 250 ◦C, we can see that the center of the Fe signal has moved slightly
into the RuB layer (Fig. 8.6).
After annealing at 450 ◦C, we see that a large fraction of the Fe atoms have diffused
into the RuB layer. Again, this is caused by the negative enthalpy of formation of Fe with
Ru, and is in agreement with the results from Schmalhorst et al. [97], who found that in
FeCo/Ru structures, Fe and Co, which also has a negative enthalpy of formation with Ru,
diffused into the Ru spacer when annealed above 325 ◦C.
Fig. 8.7 shows the elemental composition line profiles, which have been extracted from
EDXS measurements, for two NiFe/Ru1−xBx series samples, one with 15% boron, and
one with 0% boron in the Ru layer. Both samples were annealed at 250 ◦C, just like the
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● 15% boron (Ru85B15)
0% boron (Ru)





































































































































































Figure 8.7: Line profiles showing the distribution of Ta, Ni, Fe, and Ru (from top to bottom)
in NiFe/Ru1−xBx series samples with 15% (orange) and 0% boron (blue) within the Ru layer,
after being annealed at 250 ◦C.
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NiFe/Ru1−xBx/FeCo series samples shown in Fig. 8.5. These results show the effect that
adding boron to the Ru layer has on diffusion of the Ta, Ni, Fe, Ru atoms, after being
annealed at 250 ◦C. It can be seen that the addition of boron has caused the Fe signal to
shift 0.4 nm further into the top Ru layer than it did in the sample without boron. The
Ta, Ni, and Ru signals were relatively unaffected by the addition of boron into the Ru
layer. These results indicate that the presence of boron enhances the diffusion of Fe into
the adjacent spacer layer.
The observed diffusion of Fe into Ru is likely responsible for the change in the sign of
coupling in the 250 ◦C annealed NiFe/Ru1−xBx/FeCo series samples with 15% boron and
for spacer layer thicknesses less than 0.525 nm as shown in Fig. 8.5. This diffusion increases
the concentration of Fe atoms in the region of the Ru spacer layer close to the interface, to
the point where thin Ru spacer layers become ferromagnetic. Nunn et al. have demonstrated
the same effect by showing that in Co/Ru/Co films, a large concentration of Co or Fe in the
Ru spacer layer causes a change in the sign of coupling from AFC to FC. [82] Furthermore,
it is likely that the presence of boron would have a similar effect on the diffusion of Co into
the spacer layer because it also has a negative enthalpy of formation with Ru. Therefore,
NiFe/Ru1−xBx/FeCo series samples containing boron within the spacer layer, likely have
increased Fe and Co diffusion from both the adjacent NiFe and FeCo ferromagnetic layers
after annealing, causing the observed change in the interlayer coupling.
8.3 Summary
In summary, we studied the exchange coupling between NiFe and FeCo in NiFe/Ru1−xBx/FeCo
SAF layer structures before and after annealing, with boron concentrations ranging from 0
to 15 at.%. The emphasis was on the spacer layer thickness between 0.4 nm and 0.9 nm for
which the coupling is predominantly AFC in as-deposited samples.
In as-deposited samples, the presence of boron in the spacer layer was found to cause
a small change in the amplitude and period of RKKY-like coupling oscillations, but did
not cause the sign of coupling to change from AFC to FC. However, after annealing, the
addition of boron in the spacer layer causes increased diffusion of Fe, and most likely Co,
into the Ru spacer layer. This enhanced diffusion results in a change in sign of coupling
from AFC to FC in samples with Ru spacer layers thinner than 0.45 nm, for 5 and 10%
boron, and thinner than 0.525 nm for 15% boron.
The results in this chapter indicate that change in coupling from AFC to FC seen in our
FeCoB/Ru/FeCoB samples from the previous chapter, for thinner spacer layer thicknesses
after being annealed above 200◦, may be caused by a 2 step process: 1) as the samples
are annealed, boron begins to diffuse throughout the sample, including into the spacer
layer, then 2) the presence of boron within the thin films cause an increase in diffusion of
ferromagnetic atoms into the spacer layer. Finally, the diffusion of ferromagnetic atoms into
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the spacer layer results in FC coupling between the two magnetic layers for thinner spacer
layer thicknesses.
One possible solution to eliminate this effect would be to place diffusion barriers between
the FeCoB layers and the spacer layer so that boron and magnetic atoms would be unable
to diffuse into the spacer layer. This is exactly what we will do in the next chapter.
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Chapter 9
Diffusion Barrier to Achieve
Annealing Resistant Strong AFC
Coupling in FeCoB/Ru/FeCoB
Trilayer Structures
In the previous chapter, we learned that the boron contained within the FeCoB layers in
AFC coupled FeCoB/Ru/FeCoB trilayer structures was likely causing increased diffusion of
ferromagnetic atoms into the Ru spacer layer during annealing, as compared to a structure
without boron such as FeCo/Ru/FeCo. This increased diffusion of ferromagnetic atoms into
the Ru layer results in a transition from AFC to FC coupling for thinner Ru layers, and
makes it virtually impossible to achieve strong AFC coupling after annealing of films at
temperatures of 200 ◦C or greater. If this is the case, then the insertion of a new boron-free
layer between the Ru and FeCoB layers should act as a diffusion barrier to reduce diffusion
of both boron and magnetic atoms during annealing, and maintain strong AFC coupling for
thinner Ru layers. This technique is commonly employed effectively in the semiconductor
industry, with diffusion barrier elements such as Ta and Ti, as they require an annealing
step to activate the silicon dopants. [47, 72]
In this chapter, we will begin by determining the difference, in terms of coupling before
and after annealing, between having the FeCoB layer above or below the Ru spacer layer.
Next, we will study the effect of inserting a diffusion barrier next to the FeCoB layer in
an attempt to stop diffusion of boron, and magnetic atoms, and maintain strong AFC
coupling after annealing. Finally, we will demonstrate several different FeCoB-containing
trilayer structures that are able to maintain strong AFC coupling even after being annealed
at 350 ◦C for 30 minutes. These structures will be ideal for use in a fixed magnetic layer



































Figure 9.1: The thin film structures and names of the four series of samples studied in this
chapter. The thickness of the Ru spacer layer, d is varied from 0.4 to 1 nm.
9.1 Experimental
The thin film structures and names of the series of samples studied in this chapter are shown
in Fig. 9.1. The first series has the structure
Ta(2.5 nm)/Ru(3 nm)/Co(5 nm)/Ru(d)/Co(5 nm)/Ta(4 nm), where d is varied from 0.4
to 1 nm. This series will serve as a baseline for what to expect, in terms of coupling before
and after annealing, when the structure doesn’t contain any boron within any of the layers.
The bottom Ru layer has been added to improve the (0001) texture of the Co layer above
it, which also improves the (0001) texture of the Ru layer above that.
The second series has the structure
Ta(2.5 nm)/Ru(3 nm)/Co(5 nm)/Ru(d)/Fe75Co25(4 nm)/Ta(4 nm), where d is varied from
0.4 to 1 nm. This series will demonstrate increased AFC coupling strength for thinner Ru
spacer layers and improved thermal robustness, as compared to the Co/Ru/Co series. This
series will be referred to as the Co/Ru/FeCo series.
The third series has the structure
Ta(2.5 nm)/ Ru(3 nm)/Co(5 nm)/Ru(d)/Fe60Co20B20(4 nm)/Ta(4 nm), where d is varied
from 0.4 to 1 nm. This series will be used to determine whether the FeCoB layer on top of
the spacer layer has the same effect, on coupling after the sample is annealed, as when there
is an FeCoB layer both above and below the spacer layer. If this structure can maintain
AFC coupling for thin Ru spacer layers after annealing, then it would be clear that it is
the bottom FeCoB layer that is playing a larger role in the change in coupling seen after
annealing. This series will be referred to as the Co/Ru/FeCoB series.
The fourth series has the structure
Ta(2.5 nm)/Fe60Co20B20(4 nm)/Co(1 nm)/Ru(d)/Fe75Co25(1 nm)/
Fe60Co20B20(4 nm)/Ta(4 nm) where d is varied from 0.4 to 1 nm. This series will be used to
study the effect that placing a thin Co and FeCo diffusion barrier into the top and bottom
FeCoB/Ru interfaces in the FeCoB/Ru/FeCoB structure has on coupling. The bottom Ru
layer that was present in the other structures is missing, but the Co and Ru spacer layers
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are still well textured in the (0001) direction, as confirmed using XRD. This series will be
referred to as the FeCoB/Co/Ru/FeCo/FeCoB series.
We will also be comparing these four series to the samples studied in Chapter 7 con-
taining a FeCoB/Ru/FeCoB trilayer structure.
We also grew some additional samples to investigate the texture of Ru when grown on
top of different underlayers. These additional samples have the structures
Ta(2.5 nm)/Ru(1 nm)/Co(1.2 nm)/Ru(11 nm) and Ta(2.5 nm)/Fe60Co20B20(4 nm)/
Co(1 nm)/Ru(11 nm). The Ru (0002) peak rocking curve for these samples were measured
using perpendicular XRD measurements. These samples will be referred to as Ru/Co/Ru
and FeCoB/Co/Ru for brevity. In the Ru/Co/Ru series, the bottom Ru layer is an order of
magnitude thinner than the top Ru layer, and is not expected to cause X-Ray reflections of
significant intensity. Therefore, the Ru (0002) rocking curve measurement of this sample is
a good indication of the texture of the top Ru layer.
Although the top Ru layers in the Ru/Co/Ru and FeCoB/Co/Ru samples are much
thicker than the spacer layers of the other series of samples being studied, the texture of
the first few atomic layers will, to an extent, continue as more layers are deposited on top.
Thus, the width of the rocking curve for a 11 nm Ru layer will give us a good indication of
the texture of Ru spacer layers.
We cut all of the samples grown from the four series (not including the additional
samples) into two pieces, and annealed one of them at 350 ◦C for 30 minutes. We chose to
anneal at this temperature because it was the temperature where J1 and J2 began to change
in Co/Ru/Co samples. Thus, this is close to the highest temperature any devices containing
boron-free layers can be annealed before having their functionality destroyed by diffusion.
Any increased diffusion caused by boron will also be amplified at this temperature, allowing
us to be very confident in any conclusions we draw from these results. We then measure
M(Hdc) (magnetization as a function of external magnetic field) of all as-deposited and
annealed samples using VSM up to a field of 7 T. Finally, we determine J1 and J2 for all
samples in the three series using the VSM measurements and our micromagnetic model.
The samples are deposited by means of RF magnetron sputtering on oxidized Si sub-
strates. The deposition conditions and sample preparation are explained in the previous
chapter. In this chapter we are using a different annealing procedure as compared to the
previous chapter. We now use a heating rate of 20 ◦C/min instead of the 60 ◦C/min that
was used previously. We have also left the samples at the set temperature for 30 minutes
now. See Chapter 3.1.4 for details.
According to the results from Chapter 7, we expect that at our new annealing tem-
perature of 350 ◦C, an FeCoB/Ru/FeCoB trilayer structure would be strongly FC coupled
for a wide range of spacer layer thickness of at least 0.7 nm. In order to confirm that the
new annealing procedure results in the same expected behavior, we sputtered several new
samples with the structure
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Ta(2.5 nm)/Fe60Co20B20(5 nm)/Ru(d)/Fe60Co20B20(5 nm)/Ta(4 nm), where d ranges from
0.4 to 0.8 nm. We then measured the coupling strength by fitting VSM measurements,
both before and after annealing at 350 ◦. We found that after annealing all of the samples
were FC coupled, as expected. Thus, we are confident that both annealing procedures are
comparable.
The saturation magnetization of the various magnetic layers studied in this section
were determined from VSM measurements. We first determined the Ms of the Co layers
using measurements of the Co/Ru/Co series of samples. After that, we were able to de-
termine the Ms of the FeCo and FeCoB layers from measurements of the Co/Ru/FeCo
and Co/Ru/FeCoB series of samples. We went through this process for all thicknesses of
magnetic layers used, as shown in Fig. 9.1, to determine any thickness dependence that Ms
might have, and to ensure we have the correct value for each layer tested. The determined
values for FeCo are 1250± 20 kA/m and 1550± 20 kA/m for 1 nm and 4 nm thick layers,
respectively. We found that, for thicknesses of 1 and 5 nm, the Ms for Co is independent of
layer thickness, with a value of 1350±20 kA/m. We also found that, for thicknesses of 4 and
5.7 nm, theMs for FeCoB is independent of layer thickness, with a value of 1270±20 kA/m.
For the FeCoB/Co/Ru/FeCo/FeCoB series of samples, since our micromagnetics model
handles each atomic plane independently, we gave each plane the correct Ms corresponding
to its composition. In other words, we modeled all 4 magnetic layers separately so we didn’t
have to take the average Ms for the bottom and top magnetic layers.
9.2 Results and Discussion
Fig. 9.2 shows J1 and J2 results for the Co/Ru/Co series of samples as deposited and
annealed at 350 ◦C, with blue circles and orange triangles, respectively. It can be seen that
all samples are AFC coupled both before and after annealing for the entire range of spacer
layers tested. There is a first and second AFC peak around 0.4 nm, and 0.8 nm, respectively.
After annealing, J1 for the first peak decreases in magnitude from −3.10± 0.03 mJ/m2 to
−1.55 ± 0.03 mJ/m2 at an Ru spacer layer thickness of 0.4 nm, while the second peak
remained relatively the same, changing from −0.90± 0.03 mJ/m2 to −0.85± 0.03 mJ/m2.
J2 for the Co/Ru/Co samples increases with decreasing Ru spacer layer thickness, and
is approximately zero for spacer layers with thickness greater than 0.7 nm. After annealing,
the magnitude of J2 increases slightly for all Ru spacer layers less than 0.8 nm in thickness,
while increasing dramatically for spacer layer thickness of 0.4 nm. At 0.4 nm spacer layer
thickness, J2 increased from 0.20± 0.03 mJ/m2 to 0.70± 0.03 mJ/m2.
Even though J2 increases after annealing, J1 is still large enough to hold the coupling
angle at 180 ◦. Thus, even after annealing at a temperature of 350 ◦C, the trilayer structures

















































Figure 9.2: J1 and J2 for the Co/Ru(d)/Co series of samples as deposited and annealed
at 350 ◦C, with blue circles and orange triangles, respectively. d is the thickness of the Ru
spacer layer. The connecting lines are a guide to the eye.
studied previously that lost their AFC coupling, for Ru spacer layers in this range of thick-
nesses, after annealing beyond only 200 ◦C.
Fig. 9.3 shows J1 and J2 results for the Co/Ru/FeCo series of samples as deposited and
annealed at 350 ◦C, with blue circles and orange triangles, respectively. Just like for the
Co/Ru/Co series, all samples are AFC coupled both before and after annealing for the entire
range of spacer layers tested. Unlike the Co/Ru/Co series, however, the Co/Ru/FeCo series
maintains a more negative J1, and similar J2 for thin Ru spacer layers of around 0.4 nm,
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Figure 9.3: J1 and J2 for the Co/Ru(d)/FeCo series of samples as deposited and annealed
at 350 ◦C, with blue circles and orange triangles, respectively. d is the thickness of the Ru
spacer layer between the two Co layers. The connecting lines are a guide to the eye.
also less affected by annealing, changing from −3.8 ± 0.03 mJ/m2 to −2.95 ± 0.03 mJ/m2
for as-deposited and annealed samples, respectively.
J2 for the Co/Ru/FeCo series of samples, as shown in Fig. 9.3, is approximately the
same as that of the Co/Ru/Co series.
Just like the Co/Ru/Co series of samples, all of the Co/Ru/FeCo series samples maintain
a 180◦C coupling between the two magnetic layers.
Since both RuFe and RuCo have negative enthalpy of formation, they likely both diffuse
into the Ru spacer layer during annealing. We have confirmed this for the case of Fe atoms
diffusing into the Ru spacer layer in the previous chapter. That would mean that after
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annealing of the Co/Ru/Co samples, the Ru spacer layer will be alloyed with a small amount
of Co. On the other hand, after annealing the Co/Ru/FeCo samples, the Ru spacer layer
will be alloyed with a small amount of Co and Fe. Since the top layer is 75% Fe, mostly Fe
atoms will diffuse from the top while only Co atoms can diffuse in from the bottom, which
should result in an approximate 50/50 ratio of Co and Fe alloyed into the Ru spacer layer.
Nunn et al. deposited related samples with the structure Co(2 nm)/Ru1−xCox(d)/Co(2 nm)
and Co(2 nm)/Ru1−xFex/Co(2 nm), where d is varied from 0.4 to 1.4 nm, and x is varied
from 0 to 1. [82] They alloyed a known concentration of Co and Fe into the Ru spacer layer
by cosputtering Ru with Fe or Co. They found that adding Co to the Ru layer decreased
J1 and increased J2. This is exactly what we see after annealing our Co/Ru/Co series of
samples, indicating that Co has likely diffused into the Ru layer.
Conversely, Nunn et al. found that adding Fe into the Ru layer causes J1 to increase
until more than 50% of Fe has been added, at which point J1 begins to decrease. They also
found that adding Fe into the Ru layer increases J2 similarly to adding Co to Ru. The J1
measurements of our Co/Ru/FeCo series of samples after annealing decreased in magnitude
less than for the Co/Ru/Co series, which is indicative of Fe diffusing into the Ru layer from
the top FeCo layer, which would increase J1 and help offset the decrease caused by Co.
Comparing our results with that of Nunn et al., it is clear that the effects we see in terms
of J1 and J2 after annealing our samples are consistent with Co and Fe atoms diffusing into
the Ru layer from the adjacent magnetic layers.
These results show that stronger AFC coupling that is more resistant to changes caused
by annealing is achieved by using a Co/Ru/FeCo structure rather than Co/Ru/Co, making
the former case more ideal for fixed layers within nanomagnetic devices.
Fig. 9.4 shows J1 and J2 results for the Co/Ru/FeCoB series of samples as-deposited
and annealed at 350 ◦C, with blue circles and orange triangles, respectively. Here we see
quite a different situation after annealing than we had when FeCoB was below the Ru layer
as well, which can be seen in Fig. 7.5. In that case, after annealing at 200 ◦C, there were no
longer any regions of spacer layer thicknesses with strong AFC coupling, and when annealed
at 300 ◦C, all of the samples within this entire range of spacer layer thicknesses exhibited
FC coupling. Conversely, for the new Co/Ru/FeCoB series, where we only have an FeCoB
layer on top of the Ru spacer layer, the two magnetic layers remain AFC coupled even
after being annealed at 350 ◦C. Furthermore, we now see that J1 remains approximately
unchanged after annealing, having two regions of strong AFC coupling at Ru spacer layer
thicknesses of approximately 0.4 and 0.8 nm.
J2 for the Co/Ru/FeCoB series of samples is approximately the same as that of the
Co/Ru/FeCo series before being annealed. However, after annealing, we see that J2 doesn’t
increase quite as much for the Co/Ru/FeCoB series as it did for the Co/Ru/FeCo series.
Like the previous two series of samples, all of the samples measured in the Co/Ru/FeCoB




















































Figure 9.4: J1 and J2 for the Co/Ru(d)/FeCoB series of samples as deposited and annealed
at 350 ◦C, with blue circles and orange triangles, respectively. d is the thickness of the Ru
spacer layer between the two Co layers. The connecting lines are a guide to the eye.
are fully AFC coupled with the two magnetic layers having their magnetization oriented
180◦ relative to one another.
This series of samples is also interesting because after annealing, the top FeCoB layer
crystallizes to become the same composition as the FeCo layer in the Co/Ru/FeCo sample,
both with the same ratio of Fe to Co in the top layer. That would effectively give the two
series the same structure and composition. Thus, we can attribute any differences between
the two series as being caused by the boron that was initially in the top FeCoB layer. For
Ru spacer layers of 0.4 and 0.5 nm, the Co/Ru/FeCoB series exhibits J1 values that are
approximately half as much as the Co/Ru/FeCo series after both series have been annealed.

























Figure 9.5: Proposed approximate structures for in-plane and perpendicularly magnetized
FeCoB/MgO/FeCoB tunnel junctions for use in STT-MRAM devices.
two series both before and after being annealed. This difference in coupling between the
two series for 0.4 and 0.5 nm Ru spacer layer thickness, shows that having FeCoB on top
appears to increase diffusion of magnetic atoms into the Ru spacer layer, which is causing
the AFC coupling to become weaker.
Although we do see a reduction in AFC coupling strength for 0.4 and 0.5 nm Ru spacer
layer thickness in the Co/Ru/FeCoB series as compared to the Co/Ru/FeCo series, it is a
much smaller effect than when we had FeCoB on both sides of the Ru layer. This indicates
that boron within the magnetic layer below the spacer layer has a larger role in causing
increased diffusion of magnetic atoms into the spacer layer during the annealing process.
One possible explanation is that this is due to a phenomenon that sometimes occurs during
the sputter deposition process in which a very small fraction of the atoms in a layer can
effectively float on the surface of the sample as more layers are being deposited on top. [2]
This only occurs for some elements and not others. For our EDXS measurements that were
made in the previous chapter, shown in Figs. 8.6 and 8.7, we were unable to determine if
boron was floating to the surface of the sample because there is a strong overlap of the boron-
K line with the Ru-M line which causes the Ru and boron signal to be indistinguishable
from one another. However, in the work done by Arora et al., they saw, in their EDXS
images, evidence of several different elements floating on the surface during the deposition
process. [2] Thus, it is possible that something similar is occurring here, where a small
amount of the boron within the FeCoB layer is floating upwards towards the Ru layer during
the deposition process. This could increase the concentration of boron at the FeCoB/Ru
interface, or even increase the concentration of boron within the Ru layer. If the latter is
occuring, it would lead to increased diffusion of magnetic atoms into the Ru layer during
the annealing process, just as we found in the previous chapter.
These results for the Co/Ru/FeCoB series of samples have revealed one possible solution
to create a SAF fixed layer for a nanomagnetic device, such as STT-MRAM, that utilizes an
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FeCoB/MgO/FeCoB tunnel junction. Fig. 9.5 shows this solution for both the in-plane and
perpendicularly magnetized configuration. This is made possible by having the SAF fixed
layer on the bottom, so that the FeCoB layer that needs to be AFC coupled to another layer
is above the Ru spacer layer. These proposed structures have only approximate thicknesses
of the layers, which would need to be optimized. The 1.5 nm MgO tunnel junction layer
was chosen because that thickness has been shown to result in the largest TMR of 604%
for the in-plane magnetization configuration. [49] The relative thickness of the Co and
FeCoB layers within the SAF fixed layer were chosen so that they would have zero net
magnetic moment, assuming an Ms of 1350 and 1275 kA/m for the Co and FeCoB layers,
respectively. The FeCoB layer thickness in the perpendicularly magnetized configuration was
chosen because this thickness was shown to result in the largest PMA, which would pull the
FeCoB layer magnetization out of the plane. [103] The fixed layer in the perpendicularly
magnetization configuration includes 5 multilayers of Co/Ru. These are added because they
contain significant PMA that helps ensure the layer is perpendicularly magnetized. Another
option for that layer would be Co/Ni multilayers which also have PMA. [2] The in-plane
magnetized configuration includes an antiferromagnetic (AF) pinning layer below the fixed
layer. This is required because it stops the fixed layer from rotating in the plane, which
would be possible otherwise because of the lack of in-plane magnetic anisotropy.
Fig. 9.6 shows J1 and J2 results for the FeCoB/Co/Ru/FeCo/FeCoB series of samples
as deposited and annealed at 350 ◦C, with blue circles and orange triangles, respectively.
Some datapoints for Ru spacer layer thicknesses of 0.9 and 1.0 nm are missing because the
magnetic layers were FC coupled, which means we were unable to determine the coupling
constants using magnetostatics measurements. We were also unable to determine coupling
strengths using our FMR measurement technique because the FMR absorption lines for the
two magnetic layers were not separated enough. That said, we have a large enough range
of data in order to draw some useful conclusions.
We can see that the addition of the Co and FeCo diffusion barriers into the FeCoB/Ru
interfaces has resulted in coupling that remains AFC for Ru spacer layer thicknesses of
0.8 nm and less, and strongly AFC coupled for Ru thicknesses of 0.5 nm and less, after
annealing at 350 ◦C. We can compare this to results from FeCoB/Ru/FeCoB trilayer struc-
tures, where coupling became strongly FC when annealed above 200 ◦C, for spacer layer
thickness of 0.7 nm and less. By comparing these two results, it appears as though the Co
and FeCo layers are acting as effective diffusion barriers and reducing the diffusion of boron
towards the Ru layer. The results in boron no longer being able to increase the diffusion of
magnetic atoms into the spacer layer during the annealing process.
Another thing to notice is that J1 for as-deposited samples of the
FeCoB/Co/Ru/FeCo/FeCoB series, for spacer layer thickness of 0.4 and 0.5 nm, are about
2/3 of the magnitude of J1 of the Co/Ru/FeCo series even though the spacer layer and two













































Figure 9.6: J1 and J2 for the FeCoB/Co/Ru(d)/FeCo/FeCoB series of samples as-deposited
and annealed at 350 ◦C, with blue circles and orange triangles, respectively. d is the thickness
of the Ru spacer layer between the two Co layers. The connecting lines are a guide to the
eye.
be that the spacer layers are slightly different in each case. In order to find a difference
between the two spacer layers, we measured the Ru (0002) rocking curve of the Ru/Co/Ru
and FeCoB/Co/Ru samples. The resulting rocking curves have a FWHM of 3.95 and 6.58◦
for the Ru/Co/Ru and FeCoB/Co/Ru samples, respectively. One thing that a wider rocking
curve can indicate, is that the layer may have increased dislocations and lattice defects. [64,
76, 45, 108, 8] If this is occurring, the defects will increase the scattering of the electrons
responsible for interlayer exchange coupling, reducing, in turn, the size of the oscillatory
coupling. [106] The wider rocking curve also indicates that the spacer layer crystalites are not


























Figure 9.7: Proposed approximate structures for in-plane and perpendicularly magnetized
FeCoB/MgO/FeCoB tunnel junctions for use in STT-MRAM devices.
the direction of coupling, which is normal to the magnetic layer/spacer layer interface,
is slightly different for each crystallite and the sum is a superposition of coupling in a
distribution of directions centered around the [0001] direction. This results in a distribution
of critical spanning vectors, and a distribution in the periods of oscillation of interlayer
exchange coupling. The end result will be the smearing out of shorter period oscillations,
which can manifest itself as a reduction in the magnitude of J1. These two effects are
likely to be a significant cause of the decrease in magnitude of J1 measurements for the
FeCoB/Co/Ru/FeCo/FeCoB series as compared to the Co/Ru/FeCo series.
J2 for the FeCoB/Co/Ru/FeCo/FeCoB series is approximately the same as for the
Co/Ru/FeCoB series, except being even less affected by the annealing process. In the latter
case we see approximately 60% increase in J2 at a Ru spacer layer thickness of 0.4 nm,
while in the former case we see only a 25% increase for the same thickness, and remaining
approximately the same for the rest of the thicknesses.
These results for the FeCoB/Co/Ru/FeCo/FeCoB series of samples have revealed addi-
tional solutions that can be potentially used to create a SAF fixed layer for a nanomagnetic
device, such as STT-MRAM, that utilizes an FeCoB/MgO/FeCoB tunnel junction. Since
the structure in this series of samples sits on top of an FeCoB layer, it is suitable for devices
that need to have the fixed layer at the top of the layer stack. Fig. 9.7 shows two approx-
imate layer structures for both the in-plane and perpendicularly magnetized configuration
that contain strongly AFC coupled fixed layers sitting on top of an FeCoB/MgO/FeCoB
tunnel junction. The thickness of the layers were chosen for the same reasons as described
above. For the perpendicularly magnetized case, we have proposed a layer structure that
is a combination of the structure of the FeCoB/Co/Ru/FeCo/FeCoB and Co/Ru/FeCoB
series of samples. The AF pinning layer, and the Co/Ru multilayers have been added for
the same reasons discussed earlier. Like our previous examples, the thicknesses of the layers
in these proposed structures are only approximate and would need to be optimized through
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experiment. One may also need to insert a thin Ta layer above the top FeCoB layer so that,
during annealing, the FeCoB layer crystalization nucleates at the MgO interface. If this is
done, our results from Chapter 7 can be used to determine which Ta layer thicknesses result
in strong coupling.
9.3 Summary
We have shown that J1 of a Co/Ru/FeCo trilayer structure is increased in magnitude for
spacer layers thinner than 0.6 nm as compared to J1 of a Co/Ru/Co trilayer structure.
We have also shown that J1 of a Co/Ru/FeCo trilayer structure is approximately twice as
strong as compared to J1 of a Co/Ru/Co trilayer structure, for spacer layers thinner than
0.6 nm, after annealing at 350 ◦C. This is thought to be caused by Fe diffusing into the Ru
spacer layer when there is an adjacent FeCo layer, which has been shown to increase J1 for
Fe concentrations up to 50%. [82]
We have shown that having an FeCoB layer on both sides of the Ru spacer layer,
in a structure such as FeCoB/Ru/FeCoB, leads to a much larger change in coupling after
annealing as compared to a structure where FeCoB is only above the Ru layer, in a structure
such as Co/Ru/FeCoB. J1 in samples containing the Co/Ru/FeCoB trilayer structure was
found to remain AFC even after the sample was annealed at 350 ◦C, up to a spacer layer
thickness of at least 1 nm.
We have shown that inserting thin 1 nm Co and FeCo diffusion barriers into the Fe-
CoB/Ru interfaces of an FeCoB/Ru/FeCoB SAF appears to stop the diffusion of boron into
the Ru spacer layer. This, in turn, allows the magnetic layers to remain AFC coupled even
after being annealed at temperatures of up to 350 ◦C, for spacer layers up to 0.8 nm.
We have demonstrated the ability to create samples that contain FeCoB layers that are
strongly AFC coupled to another magnetic layer to form a SAF fixed layer structure. These
SAF fixed layers remain strongly AFC coupled even after being annealed at 350 ◦C, making
them ideal structures for use in devices with FeCoB/MgO/FeCoB tunnel junctions, where
they require an annealing step at a temperature of between 200 ◦C and 350 ◦C in order
to achieve large PMA and TMR. This is in contrast to the behavior of two AFC coupled
FeCoB layers across an Ru spacer layer which we have shown previously to become FC
coupled after annealing above 200 ◦C, for spacer layers as thick as 0.7 nm.
Using our results in this work, we have proposed 4 possible layer structures that can po-
tentially be used as part of a nanomagnetic device, such as a STT-MRAM device containing
FeCoB/MgO/FeCoB tunnel junction. These proposed layer structures contain a SAF fixed
layer with zero net magnetization and have significantly reduced stray fields. In addition, we
have proposed example structures where the fixed layer is below the FeCoB/MgO/FeCoB
tunnel junction, and above it. Allowing the use of these results in a larger range of devices
that may require the fixed layer to be on one side or the other due to external factors.
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Chapter 10
Analysis of Oscillatory Interlayer
Exchange Coupling Between
Various Magnetic Layers Across
Ruthenium Based Spacer Layers.
Throughout the previous chapters in this thesis, we studied interlayer exchange coupling
and its dependence on annealing for several different trilayer structures. Those chapters
were focused on the particular problem of trying to create a SAF fixed layer structure that
includes FeCoB that can withstand annealing while maintaining AFC coupling of the mag-
netic layers. However, it was seen that the dependence of J1 on the spacer layer thickness,
particularly Ru based spacer layers, in coupled trilayer structures exhibited oscillations that
varied in both magnitude and period from series to series.
In this chapter we will dive deeper into the physics of these J1, or bilinear, interlayer
exchange coupling oscillations. Specifically, we will study the interlayer exchange coupling
oscillations in all of the trilayer series of samples containing Ru-based spacer layers. We
will use the RKKY-like model known as the interface-reflection model, as explained in a
previous chapter 4.1.2, to understand the oscillations, and why they differ from series to
series.
This chapter will be broken up into different sections that focus on specific series of
samples, or comparisons between different series of samples.
10.1 Theory
In order to use the interface-reflection interlayer exchange coupling model, as described by
Eq. 4.17, we first need to determine the critical spanning vectors qα⊥ for the spacer layer,
which is Ru textured in the [0001] direction in our case. In order to have the most accurate
values, we have determined the critical spanning vectors from experimental measurements






























Figure 10.2: A selection of single-sheet critical spanning vectors for a Ru spacer layer in
the [0001] direction. The orange arrows labeled a to h are the critical spanning vectors.
The vectors are superimposed on top of two mirrored Ru Fermi surface diagrams based
on the one from Ref. [54], which have been created using the LMTO method and fit to
experimentally determined sheet radii obtained through Haas-van Alphen measurements in
Ref. [21]. The values for these vectors can be found in Table 10.1.
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Table 10.1: A selection of single-sheet real critical spanning vectors and phase shifts for a
Ru spacer layer in the [0001] direction corresponding to the labeled vectors in Fig. 10.2.
All of the qα⊥ values were obtained from Refs. [21, 54] where they measured the values
experimentally as determined by the de Haas-van Alphen effect. Labels denoted with ∗ are
approximated from the (LMTO) Fermi surface fit to Haas-van Alphen measurements, while
the others are obtained directly from Haas-van Alphen measurements. Note, these critical
spanning vectors are for bulk Ru. All of these critical spanning vectors start and stop on the
same Fermi surface sheet. The phase shifts are determined by the Fermi surface topology.










A selection of the real critical spanning vectors for bulk Ru in the [0001] direction are
shown in Fig. 10.2 superimposed on top of two mirrored slices of the Fermi surface diagram,
labeled from a to h. The Fermi surface diagram is from Ref. [54], and was calculated using the
linear-muffin-tin-orbital method (LMTO) and fit to experimentally determined sheet radii
obtained through Haas-van Alphen measurements in Ref. [21]. The labeled high symmetry
points in the Fermi surface diagram correspond to locations in the Brillouin zone for Ru as
shown in Fig. 10.1. The critical spanning vector lengths, along with their phase shifts φα are
also shown in Table 10.1. Labels denoted with ∗ are approximated from the LMTO Fermi
surface fit to Haas-van Alphen measurements, while the others are obtained directly from
Haas-van Alphen measurements. The phase φα of each state α is defined by the topology
of the Fermi surface of the spacer layer at the endpoints of its critical spanning vector qα⊥.
For thick spacer layers, φα is equal to 0, π/2, and π when the Fermi surface at this location
is a minimum, a saddle point, and a maximum, respectively. [12]
Critical spanning vectors that correspond to evanescent states cannot be measured ex-
perimentally in bulk material. They have been measured in finite systems such as photonic
crystals [94], however, those are for different materials than we are studying here. As such,
the only way to determine the evanescent state critical spanning vectors is to simulate the
complex Fermi surface with methods such as the LMTO method, which is known to be only
approximately correct without fitting to experimental results. The complex Fermi surface
sheets are also very intricate and numerous, leading to a large number of imaginary critical
spanning vectors. [10] Thus, instead of calculating the expected decay lengths of any imag-
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inary critical spanning vectors, we will leave the decay lengths as fitting parameters and
allow the fit to J1 measurements to determine the appropriate decay lengths.
If there are any imaginary critical spanning vectors in Ru(0001), the exponentially de-
creasing contribution to J1 means that one with the largest decay length will dominate.
Thus, we have chosen to approximate the sum of any possible imaginary critical spanning
vectors with a single exponentially decaying term. For other metallic spacer layers with
simpler Fermi surfaces, like Cu, Ag, Au, most of the imaginary critical spanning vectors, if
any, have decay lengths of between 0.2 and 0.5 nm. [10] Therefore, we have chosen to limit
the range of the decay length fitting parameter to between 0.1 and 1 nm, and allow the fit







where we constrain 0.1 nm < δα⊥ < 1 nm and we have also assumed eiφ
α = −1 because
the purpose of this non-oscillatory term is to account for antiferromagnetic coupling in our
case.
The interface-reflection interlayer exchange coupling model [10, 105] only takes into
account critical spanning vectors within the same sheet. So, we will not include any critical
spanning vectors between two different sheets.
Using these critical spanning vectors, we can now fit our experimental J1 data with
Eq. 4.17 in order to determine the coupling constants corresponding to each critical spanning
vector, Jα.
It should be noted that in this section we will use the non SI electron volt (eV) unit for
Jα so that it can be directly compared to the predicted values in Ref. [105].
10.2 Lack of a Non-Oscillatory Contribution to Bilinear In-
terlayer Exchange Coupling in Co/Ru(d)/Co Structures
Interlayer exchange coupling in Co/Ru multilayers has been studied previously by
Parkin et al. [88] by measuring the saturation field and magnetoresistance of the samples.
Their measurements showed the expected RKKY-like J1 oscillations, except with the ad-
dition of an antiferromagnetic bias. In some cases this would cause the oscillations to be
entirely within the antiferromagnetic region and not cross into the ferromagnetic region.
Lacroix et al. explained that this behavior could be attributed to a type of superexchange-
like coupling that can occur across metallic spacer layers containing discrete density of states
at energy levels that are split for spin up and spin down electrons. [66] This superexchange-
like contribution would result in a logarithmically increasing antiferromagnetic component
to J1.
Later, Bruno et al. [10, 9] proposed an interlayer exchange coupling theory, which is
the one we are using here, that unifies coupling across insulators and metals. This theory
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Figure 10.3: Demonstration of apparent non-oscillatory behavior created from the addition
of short and long period oscillating terms in the sum in Eq. 4.17, which is purely RKKY-
like coupling without any superexchange-like contributions. Each plot is of Eq. 4.17 with
parameters qα⊥ = 7.8 nm−1, φα = 0 for the short period oscillations, and qα⊥ = 1.57 nm−1,
φα = 0 for the long period oscillations.
predicts that, just like coupling across insulators, coupling across metals can also have an
exponentially decreasing non oscillating contribution caused by evanescent waves.
It is possible that the antiferromagnetic bias seen in coupling across thin Ru spacer
layers could be explained by either of these two theories. However, a close look at just
the oscillatory terms in Eq. 4.17, which we have shown explicitly in Eq. 4.22, will show
that, for thinner spacer layers, they can account for what appears to be non-oscillatory
coupling. Eq. 4.22 is composed of a sum where each term has a sinusoidal oscillating part
multiplied by a 1/d2 dependence, where d is the thickness of the spacer layer. The period of
oscillations of the sinusoidal part is determined by the critical spanning vectors of the spacer
layer material. For short period oscillations, they oscillate faster than the 1/d2 decay, which
makes them look clearly oscillatory. But for the longer period oscillations, it is possible
that they can oscillate more slowly than the 1/d2 decay, which makes those terms look like
a non-oscillatory contribution. This is demonstrated in Fig. 10.3, where we have shown a
plot of a short period oscillation term, a long period oscillation term, and the sum of the
two. Each plot is obtained from Eq. 4.17 where the first two plots are individual terms of
the sum, with parameters qα⊥ = 7.8 nm−1, φα = 0 for the short period oscillations, and
qα⊥ = 1.57 nm−1, φα = 0 for the long period oscillations, and the final plot is the sum of the
two other plots. It can be seen that the plot of the sum of the two terms appears to have
oscillations with a non-oscillatory background, but the background is really just another
term in the sum with longer period oscillations.
To our knowledge, there is no consensus on whether the apparent antiferromagnetic
bias in exchange coupling across thin Ru layers is caused by the logarithmic non-oscillatory
coupling as described by Lacroix et al., or the exponential non-oscillatory coupling due to
evanescent electron states, or the standard oscillatory RKKY-like coupling.
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Jα(d) that depends on spacer 
layer thickness at 298 K.
Figure 10.4: J1 for a single critical spanning vector as determined by Eq. 4.17 with qα⊥ = 9
nm−1, Jα = 1 mJ/m2, vα⊥ = 8× 105 m/s, Dαφ = 2× 1019 J−1. The orange line is assuming
a constant Jα, and the dashed blue line uses a Jα(d) that depends on the spacer layer
thickness due to Fα(d, T ) at 298 K.
Thus, before we can proceed to analyze the bilinear interlayer exchange coupling of our
Ru based trilayer structures, we need to determine if the physics is accurately described
using only real critical spanning vectors, or if a non-oscillatory contribution is required.
In this section, we will determine this by fitting Eq. 4.17 to J1 measurements for samples
containing Co/Ru(d)/Co trilayer structures over a wide range of spacer layer thicknesses
from 0.4 to 3.4 nm. We have chosen this particular trilayer structure because it contains the
same single layer structure as the multilayers created by Parkin et al., which is what sparked
this non-oscillatory discussion. To gain additional insight, we will also fit the temperature
dependence of J1 for several different spacer layer thicknesses.
It should be noted that when fitting J1 oscillations measured at room temperature,
using Eq. 4.17, we have assumed that Jα doesn’t depend on spacer layer thickness. This
is only approximately correct since the temperature dependence term, Fα(d, T ), within
Jα has a weak thickness dependence. However, it is a much smaller contribution than
the 1/d2 dependence that J1 already has, and can be safely ignored. Fig. 10.4 shows the
accuracy of this approximation for J1 for a single critical spanning vector with qα⊥ = 9 nm−1,
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Jα = 1 mJ/m2, vα⊥ = 8×105 m/s, Dαφ = 2×1019 J−1. These are all typical values for critical
spanning vectors for Ru spacer layers. [32, 67, 27] It can be seen that this approximation is
fairly accurate.
Temperature Dependence Theory
The interface-reflection model predicts that any superexchange-like contribution to J1 caused
by evanescent states will have the opposite temperature dependence to RKKY-like oscil-
lating contributions. This has also been verified by experiment. [10] We will investigate the
J1 temperature dependence in our thinner spacer layer samples to determine which kind of
coupling we have, and whether there is a superexchange-like contribution.
At zero temperature, Fα(d, T = 0) = 1, then as temperature increases, Fα(d, T ) becomes
larger or smaller. The effect of this is to simply scale Jα from its zero temperature value,
and subsequently, it scales the critical spanning vector’s contribution to J1. Because of this,
the temperature dependence of each term in Eq. 4.17 can be re-written as the temperature
dependence multiplied by the zero temperature coupling strength:
J1(d, T ) =
∑
α
Jα1 (d, T = 0)Fα(d, T ), (10.2)
where







which is just an individual term from within the sum in Eq. 4.17, and we have explicitly
showed that Jα(d, T ) is a function of the spacer layer thickness and temperature, and
Fα(d, T ) is given by 4.19. Because of the oscillatory or exponential contribution to Jα1 (d, T ),
the weighting of the temperature dependence of each term will change in magnitude relative
to one another depending on the spacer layer thickness.
The contributions from any evanescent states are exponentially decreasing functions and
they will dominate for thinner spacer layers. Therefore, if they exist, we would expect J1 to
increase with temperature for thinner spacer layers, similarly to the blue line in Fig. 4.11.
In order to determine Jα1 (d, T = 0) for use in Eq. 10.2, we will use the bulk Ru qα⊥
values from Table. 10.1, and the Jα values obtained from the fit of room temperature J1
data. With these, we can calculate the room temperature Jα1 (d, T = 298 K) for each critical
spanning vector.
This is related to the zero temperature Jα1 (d, T = 0) by the relation Jα1 (d, T = 298K) =
Jα1 (d, T = 0)× Fα(d, T = 298 K). Thus, we can determine Jα1 (d, T = 0) by
Jα1 (d, T = 0) =
Jα1 (d, T = 298K)






























Figure 10.5: Coupling strength, J1, as a function of the thickness of the Ru spacer layer
for our Co/Ru/Co series of samples, blue circles, and the Pt/Co/Ru/Co/Pt samples from
Girt et al. [35], orange triangles.
Additionally, instead of fitting the absolute temperature dependence, we will be fitting the
ratio J1(d, T )/J1(d, T = 0). Considering all of this, our temperature dependence fitting
function will be
J1(d, T )







J1(d, T = 0)
. (10.5)
Our fitting procedure is as follows: we will first fit the room temperature J1 data as
explained above, and then use the results to determine Jα1 (d, T = 298K) for each critical
spanning vector. Next, we will plug those into Eq. 10.5, and then use this equation to
simultaneously fit the temperature dependence of J1 for several samples with different Ru
spacer layer thicknesses. In these temperature dependence fits, the only fitting parameters
will be vα⊥ and Dαφ , as shown in Eq. 4.20.
10.2.1 Experimental
We have sputtered a series of samples with the structure
Ta(2.5 nm)/Ru(3 nm)/Co(5 nm)/Ru(d)/Co(5 nm)/Ta(4 nm), where d is the Ru spacer
layer thickness and is varied from 0.4 to 3.4 nm. This is the same series of samples studied
in the previous chapter, except in this case we have added more samples with greater spacer
layer thicknesses. Like before, this series of samples will be referred to as the Co/Ru/Co
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series. The Co and Ru thin films are textured in the [0001] direction, as confirmed by XRD
measurements.
Since both magnetic layers are identical, we could only use our micromagnetic model to
determine J1 in non FC coupled samples, and couldn’t use our FMR technique to determine
J1 − 2J2 for the FC coupled samples. As such, we have decided to also include previously
obtained data from Girt et al. Ref. [35] for J1 measurements for samples with the structure
[Pt(0.9 nm)/Co(0.25 nm)]/Ru(4 nm)/[Co(0.25 nm)/Pt(0.9 nm)]/Co(0.25 nm)/
Ru(d)/[Co(0.25 nm)/Pt(0.9 nm)] where the parts in square brackets are multilayers. This
series of samples will be referred to as the Pt/Co/Ru/Co series. In this case, J1 is the
coupling strength of the two Co layers across the second Ru layer, which has a thickness, d,
which is varied from 1.07 to 2.82 nm. Since the Co layer is only 0.25 nm, and is grown on top
of Pt instead of Ru, it is possible that it has a strained lattice that is slightly different from
our samples. In order to determine if this has a significant effect on coupling oscillations, we
have plotted our data along with data from Girt et al. in Fig. 10.5, where we can compare
measurements. The blue circles are the Co/Ru/Co series data, while the orange triangles are
the Pt/Co/Ru/Co series data. It can be seen that the data from the two different series of
samples seems to differ only slightly in the range from 1.7 to 2.3 nm. We have also confirmed
that Co/Ru/Co series samples with Ru layer thicknesses of 1.6, 2.4, 2.8, and 3.0 nm are
all FC coupled, which is in agreement with data for the Pt/Co/Ru/Co series. Thus, by
increasing the size of the error bars of the Pt/Co/Ru/Co data, both series are in agreement
within the uncertainty. Additionally, we will only be using the Pt/Co/Ru/Co data within
the range of the first FC peak, for spacer layer thicknesses from 1.1 to 1.7 nm.
With this combination of data from the Co/Ru/Co series and Pt/Co/Ru/Co series, we
are able to fit our coupling model over a wider range of spacer layer thicknesses to better
evaluate its accuracy. It is important to have a wide range of spacer layers for fitting our
model because of the number of critical spanning vectors we have. Just like a Fourier series,
the more oscillatory terms there are in Eq. 4.17, the easier it will be to approximate any
shape of coupling oscillations. By fitting a wide range of spacer layer thicknesses, we are
increasing the number of periods of oscillations being fitted which will allow us to extract
more accurate Jα values and be more confident in the accuracy of the model.
The magnetization plots of the Co/Ru/Co series were measured using VSM and fit with
our micromagnetics model to extract J1. The low temperature measurements were done
with the same VSM tool which has a liquid helium cryostat. For the purpose of normalizing
our J1 measurements to zero temperature, we have assumed that J1 from 5 K data is equal


























Fit by allowing for up to 2.5% variation 
in bulk Ru Fermi surface radius 
Fit using bulk Ru Fermi surface
Figure 10.6: Coupling strength, J1, as a function of the thickness of the Ru spacer layer for
the Co/Ru/Co series of samples. The blue points are data. Larger thickness data within
the range of 1.1 to 1.7 nm is taken from Ref. [35]. The orange line is the fit with Eq. 4.17
using critical spanning vectors from Table. 10.1. The dashed green line is the fit using the
same equation and critical spanning vectors, except now the length of the critical spanning
vectors are allowed to vary in length corresponding to up to 2.5% in the Fermi surface sheet
radius.
10.2.2 Results and Discussion
The J1 coupling strength measurements for the Co/Ru/Co series are shown in Fig. 10.6.
The orange line fit was obtained using Eq. 4.17 with the critical spanning vectors listed in
Table. 10.1, along with an additional imaginary critical spanning vector corresponding to
an exponentially decaying non-oscillating contribution to J1.
The coupling strengths of each critical spanning vector, Jα, obtained from the orange
line fit are shown in Fig 10.7.
The fit shown in Fig. 10.6 has resulted in fitting parameters for the exponentially de-
caying contribution, as shown in Eq. 10.1, of a decay length of 0.35 nm, with a weight of
Jα = 1 × 10−5 eV. This is 5 orders of magnitude smaller than the contributions from real
critical spanning vectors as shown in Fig 10.7. This indicates that there is likely no expo-
nentially decaying superexchange-like contribution to J1 from evanescent electron states, in
the samples measured.
The coupling strengths in Fig. 10.7 show that all but two of the critical spanning vectors
have a significant contribution to the overall interlayer exchange coupling. Qualitatively, this
142
























Figure 10.7: Jα values for the critical spanning vectors from Table 10.1 with corresponding
periods of oscillation (2π/qα⊥) as obtained by fitting J1 for the Co/Ru/Co series of samples,
as shown as the orange line in Fig. 10.6, using Eq. 4.17.
is in agreement with the approximate weights predicted by Stiles et al. [105], which also
showed significant contributions from wide distribution of critical spanning vectors. The
exact periods for each critical spanning vector differ from their work slightly because they
approximated them using the local density approximation (LDA) theoretical method, while
we used values from experiment. However, the qualitative distribution of weights appears
to be in agreement. This indicates that the interface-reflection model appears to accurately
predict the approximate magnitude of each Jα in our samples.
It is remarkable how accurate this fit is considering that the model is only exact with
very thick spacer layers as shown in Fig. 4.7. Additionally, we have used the critical spanning
vectors obtained from the Fermi surface of bulk Ru. On the thin end of the series, the Ru
spacer layer is only a few atomic layers thick. The 8% lattice between Co and Ru in the
(0001) plane is very likely to compress the Ru crystallographic unit cell in the plane, and
expand it along the c-axis. This will result in a modification of the Fermi surface, causing it
to deviate significantly from that of bulk Ru. It will also result in a change in height of the
Brillouin zone. Both of these factors could result in critical spanning vectors that deviate
from those obtained from bulk Ru.
To account for these two factors, we have added an additional fit to the data, shown as a
dashed green line in Fig. 10.6. This fit is the same as that of the orange line, except that now

























































Figure 10.8: J1 temperature dependence for the Co/Ru/Co series with spacer layer thick-
ness ranging from 0.4 to 1 nm and temperatures from 5 to 300 K, normalized to the zero
temperature J1. The circles are data, and the lines are fits using Eq. 10.5. The fits were
performed on all measurements simultaneously so that each fit has the same parameters.
The colors corresponding to spacer layer thicknesses are shown in the figure. See Fig. 10.9
for a 3D image of the fit.
the length to be scaled in the form qα′⊥ = Cqα⊥, where qα
′
⊥ is the new critical spanning vector,
C ranges from 0.95 to 1.05, which corresponds to a maximum of a 2.5% change in the
perpendicular component of the radius of the Fermi surface sheet. This additional fitting
parameter can take into account small changes to the Fermi surface that is expected for the
samples studied. It can be seen that by making this change, the fit is improved significantly,
going through almost all datapoints. This indicates that the Fermi surface of thin Ru spacer
layer is likely slightly different from that of bulk Ru, and once this is accounted for, the
model fits the data quite well.
Judging by the quality of the fits in Fig. 10.6, it is clear that the bilinear coupling
in Co/Ru/Co trilayer structures is accurately described by the interface-reflection model
without the need for an additional logarithmic non-oscillatory contribution.
Fig. 10.8 shows the J1 temperature dependence for the Co/Ru/Co series with spacer
layer thickness ranging from 0.4 to 1 nm and temperatures from 5 to 300 K, normalized to
the zero temperature J1. The circles are data, and the lines are a single simultaneous fit
using Eq. 10.5. The same fit is also shown in a 3D plot in Fig. 10.9. This 3D plot gives a
better visualization of how the temperature dependence changes with spacer layer thickness.
The vα⊥ and Dαφ parameters obtained from the fit are shown in Table. 10.2.
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Figure 10.9: A 3D plot of J1 normalized to the zero temperature value, as described in
Eq. 10.5, using parameters determined from fitting J1 temperature dependence data for the
Co/Ru/Co series with spacer layer thickness ranging from 0.4 to 1 nm and temperatures
ranging from 5 to 300 K. This fit is the same fit shown in Fig. 10.8, except in 3D.
Table 10.2: vα⊥ and Dαφ from Eq. 4.20 for each critical spanning vector as determined from
fitting the temperature dependence data in Fig. 10.8 using Jα values from Fig. 10.7 and
bulk Ru critical spanning vectors.











The vα⊥ values shown in Table. 10.2 obtained from fitting the J1 temperature dependence
agree within the approximate ranges calculated by Gall et al. [32] using density functional
calculations and the projector-augmented wave method. Specifically, the critical spanning
vectors a, c, b, and f, which are located on the "inner electron star" in the 3d Fermi surface
(which can be seen in the reference of Gall et al. [32]), all have relatively low vα⊥ values
within the range of 1.5 to 5 × 105 m/s. The critical spanning vectors d, e, and h, which
are located in the outer "hole ring" in the 3d Fermi surface, have relatively large vα⊥ values
within the range of 6 to 16 × 105 m/s. The h critical spanning vector from our fit has
the largest vα⊥, which is also in agreement with the calculations by Gall et al. [32]. The
relative differences of vα⊥ between the critical spanning vectors are also in agreement with
those calculated by Philip et al [89] using the Perdew-Burke-Enzerhof (PBE) generalized
gradient approximation (GGA) method.
TheDαφ values shown in Table. 10.2 obtained from fitting the J1 temperature dependence
have a wide range of values from 0 to 6.6 eV−1 depending on the critical spanning vector.
These values are the same order of magnitude as the 2.4 eV−1 that Lee et al. [67] found for
Co/Cu/Co trilayer structures with (111) oriented Cu, which only has 1 critical spanning
vector, making it value a good indication of what to expect for each individual critical
spanning vector. Additionally, Castro et al. [27] calculated, using fully realistic tight-binding
bands, a theoretical value of Dαφ = 4.53 eV−1 for one of the critical spanning vectors in the
Cu [001] direction for the Co/Cu/Co trilayer structure. This is also the same order of
magnitude as the values obtained from our fit.
One large difference between our samples and that of Lee et al. is that instead of only
having 1 critical spanning vector, we have 9. This means that for our samples, our fitting
model has 9 times more parameters than that of a Cu spacer layer. This would allow our
model to easily overfit any J1 temperature dependence for a single spacer layer thickness, or
even a small number of spacer layer thicknesses. In order to mitigate this problem, we have
measured the J1 temperature dependence of 7 different samples, all with different spacer
layer thicknesses, and then simultaneously fit them all together. This provides more data
so that there is less probability of an overfit, and because the data is for different spacer
layer thicknesses, allows us to determine both temperature dependence parameters. The
fact that our fitted Dαφ values for out individual critical spanning vectors are on the same
order as those obtained from a single critical spanning vector show that our fit are yielding
reasonable results.
An important thing to notice in Fig. 10.8 is that, for the thinnest spacer layer of 0.4 nm,
J1 decreases with temperature. This is made visually obvious in the 3D plot in Fig. 10.9. If
there was an exponential contribution to J1 caused by evanescent electron states, it would
dominate at the smallest spacer layer thickness, and cause J1 to increase with tempera-
ture. [10] The fact that we don’t see this is another strong indication that the non-oscillatory
coupling seen in thinner Ru spacer layers is not an exponential contribution caused by
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evanescent electron states, and is instead caused by a linear combination of contributions
from oscillatory electron states.
The opposite temperature dependence seen in the sample with a 0.6 nm thick spacer
layer may look like an indication of contributions from evanescent states, but as you can
see by the fit, it is well described without any evanescent states. This is because we have a
linear combination of the temperature dependence of each of the critical spanning vectors
weighted by their zero temperature coupling strength, which is oscillating with spacer layer
thickness. Depending on the thickness, some of these weighting factors will be positive
and some will be negative. This can lead to the temperature dependence being in the
opposite direction for some critical spanning vectors relative to the others which can cause
the opposite temperature dependence seen in our data. For illustrative purposes, we have
shown a simulation of this taking place for a system with only 2 critical spanning vectors,
which is shown in Fig. 10.10. In this figure, critical spanning vector 1 has parameters qα⊥ = 9
nm−1, Jα = 1 mJ/m2, vα⊥ = 1× 105 m/s, Dαφ = 0 J−1, φα = 0, and critical spanning vector
2 has parameters qα⊥ = 3 nm−1, Jα = 1 mJ/m2, vα⊥ = 2×105 m/s, Dαφ = 0 J−1, φα = 0. The
temperature dependence was taken at d = 1.6 nm. a) shows J1 for the two critical spanning
vectors, and the sum of them together. b) and c) shows the temperature dependence of
each of the individual critical spanning vectors, described by Eq. 4.19 weighted by the
value of J1 at 1.6 nm for each critical spanning vector. d) shows what would be the actual
measured temperature dependence (normalized to 0 temperature) which is the sum of both
contributions. The main requirement for an inverted temperature dependence is that there
are two or more critical spanning vectors with comparable Jα magnitudes, but with opposite
signs, which will occur periodically with spacer layer thickness for most spacer layers that
have more than 1 dominant critical spanning vector.
The quality of the fit in Fig. 10.8, and the reasonable values of vα⊥ and Dαφ obtained
from it, indicate that the model accurately represents the temperature dependence of J1
that is occurring in our samples.
There may be an additional contribution to the temperature dependence caused by
thermal fluctuations of the magnetic moments of the magnetic layers. The magnitude of
this contribution is not well understood. One prediction is that, within the temperature
range that we have studied, this contribution can be approximately proportional to the
saturation magnetization of the magnetic layers according to [27, 69, 98]
J(T ) ∝ (Ms/Ms,0)n, (10.6)
whereMs,0 is the zero temperature saturation magnetization of the magnetic layers, and the
exponent n is approximately equal to 2. This temperature dependence contribution is not
actually part of J1. It originates from the dot product in Eq 4.16, which is M1·M2Ms,1Ms,2 = cos θ,
where θ is the angle between M1 and M2. The thermal fluctuations of the magnetic moments
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Figure 10.10: a) is J1 for two different critical spanning vectors, and the sum of them to-
gether, described by Eq. 4.17. b) and c) shows the temperature dependence of each of the
individual critical spanning vectors, described by Eq. 4.19 weighted by the value of J1 at
1.6 nm for each critical spanning vector. d) shows what would be the actual measured tem-





























Figure 10.11: The temperature dependence of the saturation magnetization of the Co layers
in the Co/Ru/Co series of samples. This is the average saturation magnetization of all
samples within the spacer layer thicknesses range from 0.4 to 1 nm.
result in fluctuations of θ. The total measured temperature dependence is the product of
the Eq. 10.5 with Eq. 10.6.
In order to estimate the magnitude of this contribution, we measured the temperature
dependence of the saturation magnetization of the Co layers within the Co/Ru/Co series
of samples, with spacer layer thicknesses from 0.4 to 1 nm. We found that the Ms of Co
changed slightly within the range of temperatures studied. This dependence is shown in
Fig. 10.11. The change is small, with an approximate 3.1% change in Ms between 5 and
300 K, which is expected considering its high Curie temperature of 1400K. [86] Thus, any
additional contribution to the temperature dependence from Eq. 10.6 is expected to be
small compared to the large dependence that we measured. However, for completeness, we
have fit the J1 temperature dependence, of the Co/Ru/Co series, with a fitting function
that includes this contribution where we have assumed n = 2 in Eq. 10.6. The results of
this fit can be seen in the appendix. The vα⊥ and Dαφ values obtained with this new fit only
differ from the values in Table 10.2 by a small amount. This confirms that the temperature
dependence contribution, in the form of Eq. 10.6 with n = 2, is small compared to the other
temperature dependence contributions, and doesn’t significantly effect our results.
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10.2.3 Summary
These results show that the bilinear interlayer exchange coupling in our Co/Ru/Co series
of samples, with additional data from the Pt/Co/Ru/Co series of samples, is well described
by the interface-reflection model including only contributions from real critical spanning
vectors obtained from bulk Ru.
By fitting spacer layer thickness and temperature dependent J1 measurements using the
interface-reflection model, we have determined that there is likely no superexchange-like
contribution to coupling. The non-oscillatory AFC bias of J1 seen in thinner Ru spacer
layers appears to be caused by a linear combination of oscillatory RKKY-like coupling from
several different critical spanning vectors.
The Jα values for each of the critical spanning vectors, as determined from fitting thick-
ness dependent J1 measurements, show that there are significant contributions to coupling
from several different critical spanning vectors with different periods of oscillations. This
indicates that bilinear interlayer exchange coupling cannot be characterized by only a single
period of oscillations. This is in agreement with predictions made by Stiles et al. in ref. [105].
The fit to temperature dependent J1 measurements has resulted in vα⊥ for each of the
critical spanning vectors that are in approximate agreement with the Fermi surface calcu-
lated in Ref. [32]. The fit also resulted in Dαφ values that are within the expected range as
reported for similar experimental measurements and theoretical calculations. These results
indicate that the temperature dependence theory we have used appears to be capable of
describing our J1 measurements.
These results also show that, at least for cobalt layers coupled across a Ru spacer layer,
this model is able describe bilinear interlayer exchange coupling with spacer layers as thin
as 0.4 nm to a reasonable level of accuracy. This is in spite of the theory only exact for
infinitely thick spacer layers.
For the remainder of this chapter, we will be using the interface-reflection model includ-
ing only the real critical spanning vectors as shown in Table 10.1, which is described by
Eq. 4.22.
10.3 The Effect of Changing the Magnetic Layer Composi-
tion in M/Ru/M Trilayers
The first three series of samples studied in this section explore the effect of changing only
the top magnetic layer in the trilayer structure so that the growth and crystal structure
of the Ru spacer layer is left unchanged. This allows us to investigate the effect that the
composition of the magnetic layer has on interlayer exchange coupling in the absence of
changes in the Fermi surface of the Ru spacer layer. This is expected to only alter the
second term in Eq. 4.18, which would result in a change in oscillatory coupling amplitude,
and only a relatively small change in its period.
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We also studied bilinear interlayer exchange coupling for several series of samples where
the composition of only the bottom magnetic layer is changed. When the bottom layer is
altered, it is possible to see much larger changes in coupling oscillations because the growth
of the spacer layer can differ.
If the spacer layer is strained, having an expansion or contraction in lattice spacing
caused by a lattice mismatch between the layer below it, then this can lead to changes
in the Fermi surface and Brillouin zone of the spacer layer. This would result in different
critical spanning vectors with different coupling strengths which could lead to a significant
change in the period and amplitude of coupling oscillations.
As explained in the previous chapter, during the sputter deposition process, it is possible
for a small amount of the material from the layer below to float up and become trapped in
the layer above while its being deposited. [2] This can lead to a small amount of impurities
within a layer that will depend on what layer it is grown on top of. These impurities may
have a different valence from the atoms within the spacer layer, causing a shift in the Fermi
level in the same way as doping a semiconductor. Like the previous effect, this can result
in different critical spanning vectors with different coupling strengths which could lead to
a significant change in the period and amplitude of coupling oscillations.
The texture of the spacer layer can be effected by the material that it grows on top of.
If the texture is poor, with a large FWHM in the XRD rocking curve, then there can be an
increased number of lattice dislocations and imperfections that electrons can scatter from.
If this occurs, then the amplitude of the coupling oscillations will decrease.
Finally, similar to the result when altering the top magnetic layer, altering the bottom
magnetic layer can change the reflection amplitudes of the critical connecting vectors (the
second term in Eq. 4.18). This will lead to a change in the amplitude and period of coupling
oscillations.
Considering all of these effects, it is expected that if we change the material of the
bottom magnetic layer, the coupling oscillations have the potential to change much more
significantly than was seen in the samples where only the top magnetic material is changed.
10.3.1 Experimental
The series of samples used to investigate the effect of changing the top magnetic layer are
the Co/Ru/Co series from above, and the Co/Ru/FeCo and Co/Ru/FeCoB series from the
previous chapter. The only difference between these three series is the top magnetic layer,
which is Co, Fe75Co25, and Fe60Co20B20 in the first, second, and third series, respectively.
We only have data for the Co/Ru/FeCo and Co/Ru/FeCoB series for Ru spacer layer
thickness within the range of 0.4 to 1 nm. As discussed earlier, the spacer layer may have
its lattice strained when it is thinner, in addition, our interlayer exchange model is only
approximate for thinner spacer layer. Therefore, fitting to data within a smaller range of
thinner spacer layers will give different results. So, in order to be able to compare relative
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differences between these three series, we are going to limit ourselves to the same range of
thickness for the Co/Ru/Co series.
We study a total of 4 different series of samples to investigate the effect of changing the
composition of the bottom magnetic layer. The first two of these series of samples are the
NiFe/Ru/FeCo series from Chapter 8, where the Ru spacer layer contains no boron, and
the Co/Ru/FeCo series described above. The only difference between these two series of
samples is that in one case the bottom magnetic material is Ni80Fe20, and in the other case
it is Co.
The next two series of samples that we will compare in order to investigate the effect of
changing the composition of the bottom magnetic layer are the FeCoB/Ru/FeCoB series as
described in Chapter 7, and the Co/Ru/FeCoB series from the previous chapter. The only
difference between these two series of samples is the composition of the bottom magnetic
layer, which is Co in one case, and Fe60Co20B20 in the other case. Like before, we will be
limiting ourselves to data within the spacer layer thickness range of 0.4 to 1 nm for all of
these comparisons.
We also grew some additional samples to investigate the texture of Ru when grown on
top of different underlayers. These additional samples have the structures
Ta(2.5 nm)/Ru(1 nm)/Co(1.2 nm)/Ru(11 nm) and Ta(2.5 nm)/Fe60Co20B20(14 nm)/Ru(11 nm).
The Ru (0002) peak rocking curve, Ru lattice constants, and Ru unit cell volume, for these
samples were determined from XRD measurements. These samples were sputtered on the
same substrates and with the same conditions as the samples in the previous chapter. These
samples will be referred to as Ru/Co/Ru and FeCoB/Ru for brevity. In the Ru/Co/Ru se-
ries, the bottom Ru layer is an order of magnitude thinner than the top Ru layer, and is
not expected to cause X-Ray reflections of significant intensity to effect the measured peak.
Therefore, the Ru (0002) rocking curve measurement of that sample is a good indication of
the texture of the top Ru layer. Although these top Ru layers are much thicker than the
spacer layers of the other samples being studied, the texture of the first few atomic layers
will, to an extent, continue as more layers are deposited on top. Thus, the width of the
rocking curve for a 11 nm Ru layer will give us a good indication of the texture of thinner
Ru layers.
10.3.2 Results and Discussion
The J1 coupling strength measurements for the Co/Ru/Co, Co/Ru/FeCo, and Co/Ru/FeCoB
series of samples are shown in Fig. 10.12 as orange circles, and blue triangles, and purple
squares, respectively. The lines are fits using Eq. 4.17 with critical spanning vectors from
the Ru Fermi surface as shown in Table.10.1. Changing the top magnetic layer from Co
to FeCo results in an increase in coupling strength for the first AFC peak around 0.4 nm,
with a slight decrease in coupling strength for the second AFC peak around 8 nm. There is


































Figure 10.12: J1 measurements for the Co/Ru/Co series, orange circles, the Co/Ru/FeCo
series, blue triangles, and the Co/Ru/FeCoB series, purple squares. The lines are fits using
Eq. 4.17 with critical spanning vectors from the bulk Ru Fermi surface as shown in Ta-
ble.10.1. The fitted values of Jα for each critical spanning vector are shown in Fig. 10.13
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Figure 10.13: Jα values for the critical spanning vectors with corresponding periods of
oscillation (2π/qα⊥) as obtained by fitting coupling oscillation data in Fig. 10.12 for the
Co/Ru/Co, Co/Ru/FeCo, and Co/Ru/FeCoB series using Eq. 4.17 with the bulk Ru critical
spanning vectors listed in Table.10.1. From left to right, the three plots are for the Co/Ru/Co
series, the Co/Ru/FeCo series, and the Co/Ru/FeCoB series. The x and y axis of all three
plots have the same ranges.
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0.82 nm. Changing the top magnetic layer from Co to FeCoB results in a relatively larger
decrease in coupling strength over the entire range from 0.4 to 1 nm. It also results in a
slightly larger shift of the position of the second AFC peak from approximately 0.84 to
0.80 nm.
The slight change in the apparent period of oscillations in Fig. 10.12 can be attributed to
the fact that the measured coupling is the sum of many non-linear terms from each critical
spanning vector. When the amplitude of these terms change, it will shift some of the peaks
and valleys of the oscillations which makes it appear as though the period is changing when
it really isn’t. This effect is shown in Fig. 4.9.
The fitted values of Jα for each critical spanning vector for the Co/Ru/Co, Co/Ru/FeCo,
and Co/Ru/FeCoB series of samples are shown Fig. 10.13. The first thing to notice is
that the Jα values obtained for the Co/Ru/Co series by fitting the range of spacer layer
thicknesses from 0.4 to 1 nm are quite different from those obtained from fitting the range
from 0.4 to 3.4 nm. However, the relative magnitude of the three shortest period Jα’s
for the Co/Ru/Co series are almost identical in both cases. There are two main factors
causing this difference. The first one is that the interlayer exchange coupling model that
we are using is only approximately correct for thinner spacer layers, as described in the
theory chapter, and shown in Fig. 4.7. Secondly, determining the contribution from critical
spanning vectors with periods much larger than the range of that we are fitting becomes
increasingly inaccurate because we only see a small fraction of a period. This second factor
is the reason why the relative magnitude of the three shortest period Jα’s for the Co/Ru/Co
series are almost identical. It is because the period of oscillation of these three shortest Jα’s
are on the same order as the range of thicknesses of the data that we are fitting to, and are
accurately determined from the fit in both cases.
All that said, while the Jα values determined from fitting from 0.4 to 1 nm are not
representative of coupling across thicker spacer layers, we can still make useful relative
comparisons between results obtained from these three series because the range of thick-
nesses measured is identical in all three cases.
Fig. 10.14 shows the J1 measurements for the Co/Ru/FeCo series, blue triangles, and
the NiFe/Ru/FeCo series, orange circles. The lines are fits using Eq. 4.17 which allow us
to obtain the Jα values shown in Fig. 10.15. The oscillatory coupling behavior of these
two series varies significantly from one another. The magnitude of the first AFC peak
has dropped by almost a factor of 5 for the NiFe/Ru/FeCo series as compared to the
Co/Ru/FeCo series. Switching the bottom magnetic layer from Co to NiFe has also resulted
in the position of the second AFC peak moving from 0.82 to 0.73 nm. This is more than
twice as much movement than we saw between any of the previous samples where only the
top magnetic layer was changed.
The FWHM of the rocking curve of the top Ru layer (0002) peak for the Ru/Co/Ru
sample was found to be 3.92◦. We can compare this to the FWHM of the rocking curve
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Figure 10.14: J1 measurements for the Co/Ru/FeCo series, blue triangles, and the
NiFe/Ru/FeCo series, orange circles. The lines are fits using Eq. 4.17 with critical spanning
vectors from the bulk Ru Fermi surface as shown in Table.10.1. The Co/Ru/FeCo data is
the same as in Fig. 10.12, and is only shown for comparison purposes.









































Figure 10.15: Jα values for the critical spanning vectors with corresponding periods of
oscillation (2π/qα⊥) as obtained by fitting coupling oscillation data for the NiFe/Ru/FeCo
and Co/Ru/FeCo series as shown in Fig. 10.14 using Eq. 4.17 with the bulk Ru critical
spanning vectors listed in Table.10.1. The Co/Ru/FeCo data is the same as in Fig. 10.13,
and is only shown for comparison purposes.
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of the top Ru layer (0002) peak for the Ta(2.5 nm)/Ni80Fe20(0.8 nm)/ Ru(23 nm) sample
from Chapter 8, which is 4.04◦. In this second case, the top Ru layer is more than twice
as thick as in the Ru/Co/Ru sample. It is known that as the Ru layer grows thicker, its
texture is improved, and the FWHM of the rocking curve will reduce. We have confirmed
this many times ourselves as well. Considering this, the fact that the Ru (0002) peak in the
Ta(2.5 nm)/Ni80Fe20(0.8 nm)/Ru(23 nm) sample has a rocking curve that is larger than that
of the Ru/Co/Ru sample, even though it is more than twice as thick, means that the lower
atomic layers have much worse texture in the former case as compared to the latter. From
this, we can conclude that the Ru spacer layer in the NiFe/Ru/FeCo series has worse texture.
This wider rocking curve may also indicate that the NiFe/Ru/FeCo series spacer layer will
have more dislocations and lattice defects, [64, 76, 45, 108, 8] as compared to the Ru layer in
the Co/Ru/FeCo series. Defects will increase the scattering of the electrons responsible for
interlayer exchange coupling, reducing, in turn, the size of the oscillatory coupling. [106] The
wider rocking curve also indicates that the polycrystalline crystalites are not all oriented so
that coupling across the spacer layer is exactly in the [0001] direction. Instead, the direction
of coupling, which is normal to the magnetic layer/spacer layer interface, is slightly different
for each crystallite and the sum is a superposition of coupling in a distribution of directions
centered around the [0001] direction. This results in a distribution of critical spanning vector
lengths and a distribution in the periods of oscillation of interlayer exchange coupling. The
end result will be the smearing out of shorter period oscillations, which can manifest itself
as a reduction in the magnitude of J1. These two effects are likely to be a large cause of
the decreased in magnitude of J1 measurements for the NiFe/Ru/FeCo series as compared
to the Co/Ru/FeCo series.
The lattice parameters and unit cell volume for the Ru layer, as calculated from the
Ru peaks in the XRD measurements of the Ru/Co/Ru and Ta(2.5 nm)/Ni80Fe20(0.8 nm)/
Ru(23 nm) samples were found to be the same within measurement uncertainty. However,
Monika et al. have shown that large amounts of strain can relax on the order of nanometers.
Therefore, it is likely that the first few atomic layers of the Ru layers in these samples are
strained differently and have different lattice parameters from one another.
Fig. 10.16 shows the J1 measurements for the Co/Ru/FeCoB series, blue triangles, and
the FeCoB/Ru/FeCoB series, orange circles. The lines are fits using Eq. 4.17 which allow
us to obtain the Jα values shown in Fig. 10.17. Like in the previous case where the bottom
magnetic layer was changed, we can see that the oscillatory coupling behavior of these two
series varies significantly from one another. Changing the bottom magnetic layer from Co to
FeCoB has caused the magnitude of the first AFC peak around 0.4 nm to decrease slightly,
and the second peak around 0.8 nm has decreased so dramatically that it is practically gone.
It has also caused the second AFC peak to move from approximately 0.8 to 0.9 nm. Like





























Figure 10.16: J1 measurements for the Co/Ru/FeCoB series, purple circles, and the Fe-
CoB/Ru/FeCoB series, green triangles. The lines are fits using Eq. 4.17 with critical span-
ning vectors from the bulk Ru Fermi surface as shown in Table.10.1. The Co/Ru/FeCoB
data is the same as in Fig. 10.12, and is only shown for comparison purposes.
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Figure 10.17: Jα values for the critical spanning vectors with corresponding periods of
oscillation (2π/qα⊥) as obtained by fitting coupling oscillation data for the FeCoB/Ru/FeCoB
and Co/Ru/FeCoB series as shown in Fig. 10.16 using Eq. 4.17 with the bulk Ru critical
spanning vectors listed in Table.10.1. The Co/Ru/FeCoB data is the same as in Fig. 10.13,
and is only shown for comparison purposes.
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movement of the second AFC peak is more than twice as much as between any two of the
samples where only the top magnetic layer was changed.
The FWHM of the rocking curve of the top Ru layer (0002) peak was found to be 3.92◦
and 6.58◦ for the Ru/Co/Ru and FeCoB/Ru samples, respectively. Like the previous case,
this shows that Ru grown on top of FeCoB likely has worse texture than when it is grown on
top of Ru/Co. For the same reasons discussed earlier, this is likely partly responsible for the
decrease in magnitude of J1 measurements for the FeCoB/Ru/FeCoB series as compared to
the Co/Ru/FeCoB series.
With all of the data presented, we can now compare the effect of changing the bottom
magnetic layer with changing the top magnetic layer. It is clear from the changes in ampli-
tude and period of oscillations in Figs. 10.12, 10.14, and 10.16, that there is a much larger
effect when changing the bottom magnetic layer than the top.
These differences are also made clear when looking at the values of Jα from each of the
series as shown in Figs. 10.13, 10.15, and 10.17. When only the top magnetic layer was
changed, the distribution of Jα’s remains similar, and they are all approximately the same
order of magnitude. The three shortest period Jα’s, which are most accurate with the data
we have fit, have not changed in magnitude by more than 50 % relative to one another for
the three series.
This is quite a different story when we look at the effect of changing the bottom magnetic
layer in Fig. 10.15. Here we see that the distribution of Jα’s is quite different in each case.
The NiFe/Ru/FeCo series has Jα values that are more than an order of magnitude smaller
than those of the Co/Ru/FeCo series. Further, the NiFe/Ru/FeCo series is missing two of
the three shortest period Jα’s entirely. Comparing Jα values between the FeCoB/Ru/FeCoB
and Co/Ru/FeCoB series, where the bottom magnetic layer is changed, is a similar situation.
The distribution of values is quite different in each case, and in many cases they have
vanished entirely for the FeCoB/Ru/FeCoB series.
10.3.3 Summary
These results make it clear that changing the bottom magnetic layer has a much larger effect
on the magnitude and period of oscillations of the bilinear interlayer exchange coupling as
compared to just changing the top magnetic layer. This agrees with predictions from the
interface-reflection model that we are using. Specifically, when only the top magnetic layer
is changed, the growth of the Ru spacer layer, and all layers below it, are identical in each
case. This results in the Ru spacer layer Fermi surface to be the same in each case. The only
effect that changing the composition of the top magnetic layer can have on the coupling
oscillations, is to modify the electron reflection amplitude in the potential barrier shown
in Fig. 4.6, which is the second term in Eq. 4.18. This could potentially result in a change
in the magnitude of Jα for some critical spanning vectors, leading to a change in coupling
oscillation amplitude, and small change in peak position, which is what we see. On the other
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hand, when the composition of the bottom magnetic layer is changed, it will most likely
cause significant changes in the Ru spacer layer grown on top, which results in changes
to the Fermi surface. Since this has the largest part in determining the nature of bilinear
interlayer exchange coupling, it will cause larger changes in coupling.
10.4 Changes in Oscillatory Interlayer Exchange Coupling
After Doping the Ru Spacer Layer with Interstitial Donors
in NiFe/Ru1−xBx(d)/FeCo Structures
In this section we will study bilinear interlayer exchange coupling between a NiFe and FeCo
magnetic layer coupled across a Ru spacer layer that has been doped with up to 15% of
boron. We will be using the same samples that were described in Chapter 8. Like before, we
will refer to these samples as the NiFe/Ru1−xBx/FeCo series, or the NiFe/Ru/FeCo series
for the ones without boron.
When we studied the effect that annealing has on J1 of these NiFe/Ru/FeCo samples
in Chapter 8, we noticed that the addition of boron into the Ru spacer layer caused a
significant change in the magnitude and period of J1 oscillations. In this section we will
investigate why the addition of boron has such an effect on J1, and how it causes it.
The approach we have taken, is to first determine how we expect coupling to change
after the addition of boron into the spacer layer. This includes effects from changing the
Fermi level, crystal lattice expansion, and change in spacer layer texture. We will modify our
interlayer exchange coupling parameters, from that of bulk Ru, in order to accommodate
these effects. After this, we will use our modified parameters and model to fit the J1 data
for samples containing boron within the Ru spacer layer, which will allow us to determine
if our assumptions are correct, or if something unexpected is occurring.
10.4.1 Theory and Experiment
Because of the large size difference between boron and Ru, it is expected that, instead
of substituting the Ru atoms, boron will occupy interstitial locations. If this is occurring,
we would expect the lattice volume to increase with the addition of boron into the Ru
layer. Otherwise, since boron is a much smaller atom than Ru, if boron atoms were being
substituted in for the Ru atoms, we would expect the lattice volume to decrease.
In order to determine which of the two is occurring, we have measured the unit cell
volume of the NiFe/RuB series from Chapter 8 using XRD. These results are shown in
Fig. 10.18, where it can be seen that the volume increases until 10% boron has been added
into the spacer layer, and adding additional boron causes the volume to decrease. This
indicates that the boron is occupying interstitial locations until up to 10% boron has been
























Figure 10.18: The crystallographic unit cell volume of the Ru1−xBx alloy as the concentra-
tion of boron is increased.
Expansion of the lattice causes change in both the Brillouin zone dimensions, and the
shape of the Fermi surface, both of which determine the length of the critical spanning
vectors used in our interlayer exchange coupling model. In order to quantify the effect of
these two changes, we will make use of the rigid-band model. This model assumes that
the band structure remains fixed to that of a pure Ru spacer layer, and the addition or
subtraction of conduction electrons from dopants simply shifts the Fermi level up or down,
which causes a corresponding change in the Fermi surface. This rigid-band model was shown
experimentally to be accurate for predicting the Fermi surface due to a change in Fermi
level, and consequently, bilinear interlayer exchange coupling, for at least 10% Ni in NiCu
alloy spacer layers. [87]
Since our magnetic layers are coupled through [0001] oriented RuB, our critical spanning
vectors are also in this direction. This causes any change in the c-axis lattice spacing to
change the length of our critical spanning vectors, and consequently, the period of oscil-
lations of the interlayer exchange coupling. Specifically, the expansion of the c-axis lattice
spacing with the addition of boron will cause a proportional decrease in the width of the
Brillouin zone in the [0001] direction (Γ → A), which can be seen in Fig. 10.1. Using the
rigid band model, as the Brillouin zone [0001] direction width decreases, the Fermi surface
in that direction will simply be scaled proportionally, leading to a proportional change in
length of our critical spanning vectors that go into Eq. 4.17.
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Figure 10.19: The relativistic band structure diagram of Ru with annotations showing direc-
tions in which some select Fermi surface sheets move as the Fermi level increases according to
the rigid-band model. Some arrows are shown for sheet locations corresponding to the criti-
cal spanning vectors (CSV) labeled by a, b, d, e, g, and h from Fig. 10.6 and Table 10.1. Band
structure reproduced from Ref. [54] with kind permission from APS (https://aps.org/).
Ru has 8 valence electrons, while boron has only 3. Just like in semiconductors, if boron
was substituting for Ru atoms, we would expect fewer valence electrons to lower the Fermi
level. However, in our samples, boron is undergoing interstitial addition for up to 10% boron.
In this case boron is only very weakly bonded to the surrounding atoms, which results
in there being approximately 0 of its 3 valence electrons used in the bonds. This allows
approximately all of the 3 valence electrons on boron atoms to be used as donors in the
conduction band, which instead of lowering the Fermi level, actually raises it. [14, 114, 80]
Therefore, for up to 10 % boron addition into the Ru spacer layer, we would expect the
Fermi level to be increased slightly.
As the Fermi level is increased, it causes the length of the critical spanning vectors, qα⊥
in Eq. 4.17, to change, leading to longer or shorter periods of oscillation in coupling strength
J1. The rate of change of the Fermi surface radius as the Fermi level is changed, dqα⊥/dEf
was estimated from the band structure diagram in Fig. 10.19, where we have circled the
relevant locations of some critical spanning vectors.
One additional consequence of adding interstitial boron atoms into the Ru spacer layer
is that the boron atoms are expected to increase the disorder and create lattice defects. One
source of disorder is the random locations of the boron atoms. Another source of disorder is
that interstitial boron tends to alter the crystal lattice of the host material that can lead to






























Figure 10.20: The FWHM of the Ru (0001) XRD peak rocking curve as boron is added into
the Ru spacer layer. XRD measurements were done using the perpendicular configuration.
and disorder will increase the scattering of the electrons responsible for interlayer exchange
coupling, reducing, in turn, the size of the oscillatory coupling. [106] In order to quantify
the relative amount of dislocations, lattice defects, and disorder, caused by the addition of
boron into the Ru spacer layer, we have used perpendicular XRD to measure the rocking
curve of the Ru (0001) peak for samples with 0, 5, 10, and 15 % boron. The FWHM of
each of these rocking curve measurements is shown in Fig. 10.20. There is an almost linear
relationship between the FWHM and the concentration of boron within the layer. This
indicates that the amount of dislocations and lattice defects within the spacer layer is likely
increasing as boron is added. [64, 76, 45, 108, 8] This is in agreement with the findings when
adding boron into FeCo thin films. [117] Thus, in addition to changing the length of the
critical spanning vectors, we expect that adding boron into the Ru spacer layer will also
attenuate the J1 coupling strength. The widening of the rocking curve also indicates that
crystallites within the polycrystal have a distribution of slight lattice rotations from one
another so that the [0001] lattice direction points slightly off from the direction normal to
the plane. This means that instead of the direction of coupling being exactly in the [0001]
lattice direction, it is in a distribution of directions with slight offsets from the [0001] lattice
direction. This will cause a slight broadening of the critical spanning vectors where instead
of having a single length for the entire film, there is a distribution of lengths. The result of































Figure 10.21: The change in (0001) c-axis lattice spacing of a sputtered RuB alloy as the
percentage of boron within the alloy is increased from 0 % to 15 %. Lines between the data
points are added as a guide to the eye.
Now that we know what changes to expect, in terms of coupling, from the addition
of boron into the Ru spacer layer, we can modify the Jα parameters obtained from pure
Ru spacer layers, and qα⊥ values from bulk Ru, to accommodate these changes. We have
started with the parameters obtained from the fit to the NiFe/Ru/FeCo data, as shown in
Figs. 10.14 and 10.15, and modified them.
We have made 3 modifications: 1) decrease the length of the bulk Ru [0001] direction
critical spanning vectors proportionally to the increase in the c-axis lattice spacing of the
Ru spacer layer, 2) modify these critical spanning vectors to allow for a slight increase in
the Fermi level from the addition of 3 boron valence electrons per atom, and 3) allow for
an attenuation of the magnitude of all of the Jα coupling strengths equally.
All three of these modifications result in the following fitting equation, which has been






sin((qα⊥C2 + f(F ))d+ φα), (10.7)
where JαRu are the Jα values determined from fitting the NiFe/Ru/FeCo data, qα⊥ are critical
spanning vectors of bulk Ru, C1 is a fitting parameter allowing for the attenuation caused
by crystal disorder, C2 is a factor to scale the length of the critical spanning vectors corre-






































Figure 10.22: Coupling strength, J1, as a function of thickness of the spacer layer. The
orange points are data for a NiFe/Ru/FeCo series, the blue triangles are data for a
NiFe/Ru95B5/FeCo series, and the yellow squares are data for the NiFe/Ru90B10/FeCo
series. The orange line is the same fit from Fig. 10.14 using Jα values from Fig. 10.15. The
blue and yellow lines are fit using Eq. 10.7. The fit to NiFe/Ru95B5/FeCo data corresponds
to an increase in the Fermi level by 0.7 %, and an attenuation of C1 = 0.68. The fit to
NiFe/Ru90B10/FeCo data corresponds to an increase in the Fermi level by 0.7 %, and an
attenuation of C1 = 0.66.
and f(F ) is a function that depends on the Fermi level that will increase or decrease the
length of each critical spanning vector as determined by Fig. 10.19.
Finally, we will take Eq. 10.7 and fit it to data from the series with 5 and 10% boron
within the spacer layer in order to determine if our predictions are correct.
10.4.2 Results and Discussion
Fig. 10.22 shows the J1 measurements, along with fits for the NiFe/Ru/FeCo (orange),
NiFe/Ru95B5/FeCo (blue), and NiFe/Ru90B10/FeCo (yellow) series of samples.
The NiFe/Ru/FeCo data has the same fit as used in Fig. 10.14 with Jα values from
Fig. 10.15. The NiFe/Ru95B5/FeCo and NiFe/Ru90B10/FeCo data are fit using Eq. 10.7.
The fit to NiFe/Ru95B5/FeCo data corresponds to an increase in the Fermi level by 0.7 %,
and an attenuation of C1 = 0.68. The fit to NiFe/Ru90B10/FeCo data corresponds to an
increase in the Fermi level by 0.7 %, and an attenuation of C1 = 0.66.
It can be seen that by accounting for the lattice expansion, and increasing the bulk
Ru Fermi level by only 0.7 %, and attenuating the Jα values by 32 %, we have obtained
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a very good fit to the NiFe/Ru95B5/FeCo data. This indicates that going from 0 to 5 %
boron within the Ru spacer layer, the Fermi level moved as predicted by interstitial boron
donor atoms, and the Jα values have been attenuated as predicted by the increased crystal
disorder. The increase in the Fermi level confirms that the interstitial boron atoms are
acting as electron donors and are not using their valence electrons for bonds with the atoms
around them. The shift in J1 oscillations with the increase of the Fermi level is also in
agreement with the results found by Parkin et al. [87] and Okuno et al. [85] where they
saw a shift in oscillations after the Fermi level was altered by the addition of Ni into a Cu
spacer layer.
As we move from 5 to 10 % boron, our fits indicate that the Fermi level didn’t move
any further, and the Jα values were attenuated by an additional 2 %. According to the
rigid band model, and boron atoms acting as electron donors, we would expect the Fermi
level to continue to increase like it did moving from 0 to 5 % boron. If the Fermi level had
increased further, our model predicts that the dominant short period oscillations caused by
the critical spanning vector labeled as b should become even shorter. The obvious reason for
this divergence from predictions is that the large addition of boron has changed the shape
of the Fermi surface, drastically changing lengths of existing critical spanning vectors, and
giving rise to new ones. Thus, the rigid band model has broken down for samples with 10 %
boron or higher.
The divergence from the rigid band model in these results occurs at a much lower
concentration of dopants than the results of Parkin et al. [87]. In our case, we see the model
break down after adding boron to Ru at concentrations greater than 5 %, while in the latter
case, it was accurate adding Ni to Cu at up to 10 %, and was only slightly less accurate
at 15 %. The likely reason for this difference is the fact that in our case, boron atoms are
much smaller than Ru atoms and have a vastly different electronic configuration, and are
taking interstitial locations in the Ru lattice, while Ni and Cu atoms are much more similar
to one another and Ni atoms take the place of Cu atoms in the Cu lattice. The addition
of interstitial boron atoms changes the lattice of Ru much more quickly than that of the
substitutional Ni atoms into Cu. This is made clear by the widening rocking curve as boron
is added to Ru, as shown in Fig. 10.20, that indicates the lattice is likely becoming more
disordered with increased lattice dislocations and defects. [64, 76, 45, 108, 8] This is also
a well known effect of the addition of boron to transition metals, and it is the reason why
boron is added to FeCo which destabilizes the lattice to the point where Fe60Co20B20 is
amorphous. [117] On the other hand, Ni and Cu atoms are both FCC, have similar lattice
parameters, and are completely soluble with one another over the complete composition
range from pure Cu to pure Ni. [87] As such, adding Ni to Cu is expected to have a much
smaller effect on the lattice.
The attenuation of coupling strength by 32 % after adding 5 % boron into the Ru layer
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Figure 10.23: Coupling strength, J1, as a function of thickness of the spacer layer. This plot
contains the same as Fig. 10.22, with the addition of data for the series of samples with
15 % boron within the Ru spacer layer, shown as green circles. The 15 % boron data has
not been fit, instead, connecting lines between the points have been added as a guide to the
eye.
curve. As discussed earlier, this is expected to reduce coupling strength by scattering the
electrons responsible for coupling. This scattering effect is amplified by the fact that in-
terlayer magnetic coupling requires electron wavefunctions to reflect from the walls of the
potential well formed by the M/NM/M trilayer structure. That means that the electrons
take a large number of round trips through the spacer layer and have many more chances to
scatter from any defects. Considering that the FWHM increases by about the same amount
going from 5 to 10 % boron within the Ru spacer layer, we would expect J1 to be signifi-
cantly more attenuated in the samples with 10 % boron as compared to the samples with
5 % boron. From the fit, we see that J1 is attenuated by an additional 2 %, but that is
much smaller than the 32 % attenuation we saw going from 0 to 5 % boron. One possible
explanation for this is that the attenuation of J1 is being counteracted by the addition of
new critical spanning vectors due to large changes in the Fermi surface.
Fig. 10.23 shows additional J1 measurements for the NiFe/Ru85B15/FeCo series of sam-
ples. The 15 % boron series has to high of a boron concentration for the rigid band model, as
such we have not fit it like the others. It can be seen that for the samples with 15 % boron,
the J1 oscillations have shifted to longer periods, which is the opposite to that predicted
by the rigid-band model. We also see that going from 10 to 15 % boron within the spacer
layer has caused a significant amount of attenuation to J1. Like before, this is expected
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since the addition of boron is known to cause increased lattice disorder. [117] This is also
confirmed by the FWHM of the Ru (0001) XRD rocking curve continuing to increase, which
can indicate increased lattice defects and dislocations. This effect is expected to continue
as more boron is added until Ru becomes amorphous just like Fe60Co20B20.
10.4.3 Summary
We have shown that the change in interlayer exchange coupling seen, by adding 5 % boron
to the Ru spacer layer in the NiFe/Ru/FeCo trilayer structure, can be explained by a slight
increase in the Fermi level, expansion of the c-axis, and increased the lattice disorder, all
due to the interstitial boron donor atoms. We have included all three of these changes into
the interface-reflection model and shown that it accounts for changes in J1 seen in our
measurements of samples with 0 and 5 % boron in the spacer layer.
We have used the rigid band model to predict how these changes have effected the
Fermi surface of the Ru spacer layer. We modified the interface-reflection RKKY-like model
to account for the changes in the Fermi surface, which allowed it to fit very well to the J1
measurements for the series with 5 % boron within the spacer layer. This indicates that the
dependence of bilinear interlayer exchange coupling on the topology of the Fermi surface is
correctly predicted by the interface-reflection model that we have used.
We have also shown that the addition of 10 % or more boron into the Ru spacer layer
in the NiFe/Ru/FeCo trilayer structure has caused the Fermi surface to change dramati-
cally, likely giving rise to new critical spanning vectors, to the point where the rigid band




The work of this thesis was brought about due to the inability to create a synthetic an-
tiferromagnetic (SAF) fixed layer containing FeCoB that could withstand being annealed
above 200 ◦C. We had created a layer structure such as FeCoB/Ru(4 nm)/FeCoB, and it
was strongly AFC coupled as deposited, but after annealing above 200 ◦C, the two FeCoB
layers were now FC coupled. It is important to note that if boron-free magnetic layers
are used, such as FeCo or Co, the SAF structure remains AFC after annealing at up to
350 ◦C, which we have also confirmed. We required a SAF layer that contains FeCoB, and
has coupling that is resistant to change during the annealing step, for use as a fixed layer
in FeCoB/MgO/FeCoB tunnel junction based STT-MRAM devices. Thus, throughout this
thesis, the work has focused on understanding why coupling in such SAF structures changes
after annealing, and after that, how to prevent such changes.
Firstly, a novel broadband FMR spectrometer was developed that is capable of deter-
mining the coupling strength of magnetic layers coupled across a non-magnetic spacer layer
when they are both FC or AFC coupled. We have demonstrated that this broadband FMR
spectrometer is able to measure over a range of frequencies from 0 to 40 GHz with a single
setup. This new spectrometer design is able to achieve the same level of SNR as the original
narrow-band design.
We sputtered several series of samples containing trilayer structures of the form Fe-
CoB/Ta,Ru,Mo(d)/FeCoB where d is the thickness of the spacer layer that was varied over
a range of thicknesses of at least 0.4 to 1 nm. These samples were then measured using the
FMR spectrometer, and from these we were able to characterize the interlayer exchange cou-
pling between the two FeCoB layers both as deposited and after being annealed at 200 ◦C
and 300 ◦C.
We found that the dependence of the coupling strength on Ta spacer layer thickness is
the same for non-annealed samples and those annealed at 200 ◦C: the coupling drops to 0
above approximately 0.475 nm and increases rapidly below 0.45 nm. For samples annealed at
300 ◦C coupling increases rapidly below about 0.7 nm. The coupling interface topography of
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the M1 layer was estimated in order to rule out a significant Néel "orange-peel" contribution
to the coupling, which is true for all three spacer layers.
We found that annealing the samples with Ru and Mo spacer layers increases the FC
coupling strength. In these samples annealed at 300 ◦C, the coupling between FeCoB layers
is ferromagnetic if the spacer layer thickness is below 0.7 nm and is zero for spacer layer
thicknesses greater than 0.8 nm.
Most importantly, these results showed that it is almost impossible to maintain AFC
coupling within an FeCoB based SAF fixed layers composed of the structures studied when
annealed above 200 ◦C.
Next, we investigated the role that boron within the FeCoB magnetic layers has on
interlayer exchange coupling after annealing. It was thought that during the annealing
process, boron may be diffusing into the spacer layer which causes the coupling to change.
In order to explore this possibility, we sputtered samples containing the trilayer structure
NiFe/Ru1−xBx(d)/FeCo, where x is varied from 0 to 15% boron, and the spacer layer
thickness, d is varied from 0.4 to 0.9 nm. We then characterized the interlayer exchange
coupling within all of the samples both before and after annealing at 250 ◦C. We also
characterized the elemental diffusion using TEM-EDXS. We found that samples containing
boron within the Ru spacer layer had increased diffusion of magnetic atoms into the spacer
layer after annealing, causing the coupling to become FC.
Next, we sputtered samples containing the trilayer structure Co/Ru/FeCoB, and found
that, unlike the FeCoB/Ru/FeCoB structure, these samples remained AFC coupled over the
range of spacer layer thicknesses from 0.4 to 1 nm after annealing at 350 ◦C. These results,
along with previous results allowed us to hypothesize about what might be occuring in
the FeCoB/Ru/FeCoB samples that leads to FC coupling: During the sputter deposition
process, boron from the lower FeCoB layer floats upwards into the Ru spacer layer. Then
during the annealing process, the presence of boron within the Ru spacer layer causes
increased diffusion of the magnetic atoms into the spacer layer, leading to FC coupling.
Finally, we created a series of samples where we placed 1 nm FeCo and Co diffusion
barriers at the FeCoB/Ru interfaces within the FeCoB/Ru(d)/FeCoB layer structure, where
d is varied from 0.4 to 1 nm. We found that these diffusion barriers were effective at blocking
the boron diffusion and allowed us to achieve AFC coupling that remained AFC even after
annealing at a higher temperature of 350 ◦C.
As an additional study, we showed that the physics of interlayer exchange coupling
within the Co/Ru/Co layer structure is well described by the RKKY-like interface-reflection
model over a wide range of Ru layer thicknesses from 0.4 to 3.4 nm without the need for
an exponentially decaying contribution fron evanescent electron states, or an additional
superexchange-like contribution. We showed this by fitting the dependence of J1 on spacer
layer thickness, and temperature. We also showed that, in trilayer structures with the form
X/Ru/Y, where X and Y are the bottom and top magnetic layers coupled across the Ru
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spacer layer, the composition of the bottom magnetic layer has a much larger effect on
interlayer exchange coupling than the top. This is because the composition of the bottom
magnetic layer effects the growth of the Ru layer above, which changes its Fermi surface,
and consequently, causes a large change in coupling. Lastly, we found that adding 5 % boron
into the Ru spacer layer in samples with the structure NiFe/Ru/FeCo caused the lattice
to expand, the Fermi level to increase, and lattice disorder to increase. We found that by
accounting for these changes, the interface-reflection RKKY-like model accurately predicted
the interlayer exchange coupling after the addition of 5 % boron.
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Appendix A
Additional Material for Chapter 10
A.1 Fit Including Additional Temperature Dependence
This section shows the J1 temperature dependence of the Co/Ru/Co series from Chap-
ter 10 that has been fit with a function that includes the temperature dependence shown
in Eq. 10.6. See the relevant chapter for details. This section will also show the parameters
obtained from this fit.
It can be seen in Fig. A.1 that the model fits the data quite well even when we account for
the temperature dependence from Eq. 10.6. It can also be seen that the parameters obtained
from this fit, as shown in Table A.1, are approximately the same as those obtained when

























































Figure A.1: J1 temperature dependence for the Co/Ru/Co series with spacer layer thickness
ranging from 0.4 to 1 nm and temperatures from 5 to 300 K, normalized to the zero temper-
ature J1. The circles are data, and the lines are fits using Eq. 10.5 multiplied by (Ms/Ms,0)2
(See Eq. 10.6 for details). The fits were performed on all measurements simultaneously so
that each fit has the same parameters. The colors corresponding to spacer layer thicknesses
are shown in the figure.
Table A.1: vα⊥ and Dαφ from Eq. 4.20 for each critical spanning vector as determined from
fitting the temperature dependence data in Fig. A.1 using Jα values from Fig. 10.7 and
bulk Ru critical spanning vectors. The fitting function includes the temperature dependence
contribution shown in Eq. 10.6
CSV Label vα⊥ ± 0.6 (105m/s) Dαφ ± 0.5 (eV−1)
a1 4.8 1.3
a2 1.9 1.3
b 3.1 4.0
c 3.5 3.0
d 8.0 6.2
e 6.3 5.8
f 3.5 3.1
g 9.9 0.0
h 15.9 6.4
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