: Broadband Plasmonic Absorber Design and Fabrication. Schematic representation of the fabrication process for a large-scale, suspended, ultra-thin nanostructured membrane.
On a clean glass substrate, we first spin coated ( Figure S1a ) a sacrificial layer of Poly(methyl methacrylate) (PMMA) (600rpm, 30s, 240µl of a 9%wt solution of PMMA in toluene). The gold back reflector and the SiO 2 dielectric spacer are subsequently deposited by e-beam evaporation ( Figure S1a ) while the gold front pattern is obtained with a combination of nano-sphere lithography (NSL) [1] [2] [3] [4] and reactive ion etching (RIE). Using a humidity-and temperaturecontrolled dip-coating setup we were able to create a cm 2 scale monolayer of polystyrene beads (diameter of the beads D bead = 300 nm, Figure S1b ). After reducing the size of the beads by reactive ion etching (RIE), the monolayer was used as mask for the electron-beam evaporation of the front gold layer (Figure. S1c) resulting in the formation of a hexagonal array of curved triangles (Figure 1a ,left) 5 . The sacrificial PMMA layer was subsequently dissolved in acetone ( Figure S1e ). Slowly replacing the acetone with water allowed us to float the membrane on the water-air interface and subsequently suspend it on a thermally insulating o-ring (12 mm diameter, Figure S1f ). Figure 2a shows the experimental set-up. The sample is mounted on a flat support with the absorber side facing downwards and the back gold layer facing upwards. Illumination comes from below and hits the absorber side while the IR camera is placed vertically above the sample looking at the gold back layer. Even though IR measurements are sometimes challenging to perform on low emissivity materials such as metals, being non-contact, they are well suited for characterization of the thermal response of our ultrathin absorber. In fact, any contact probe (e.g. thermocouples or RTDs micro-fabricated on the same membrane) would have significantly affected the thermal behavior of the system (see Figure 4 in the main text). For the same reason, we could not apply any blackening material at the back of the absorber to improve the accuracy of the measurements (see Figure 3 in the main text).
S2 -IR measurements
In order to compensate for the very low emissivity of the sample we used a high power light source (continuous wave green,  = 532nm, laser) that we focused at the center of the membrane (focus size ≈ 0.28 mm, see Figure S1 ). Using a series of neutral density filters we could change the power incident on the sample, P in , from 4.8mW to 60.3mW at the place of the sample. We generated pulses of light with a home-built shutter consisting of a metallic disk with a narrow opening. During the irradiation time the beam was located at the center of the open sector of the shutter. Approximately every 3s the shutter was then rotated by 180 degrees, alternatively blocking or enabling illumination of the sample.
We placed the shutter at the focal position of the first collimating lens in order to minimize the beam opening and closing times. The laser beam has a nominal diameter of 1.2 mm which we focus with a 5 cm focal length lens to a theoretical spot diameter of approximately 50 μm (d focus = 2*f*λ/D beam ). Assuming a very conservative size for the focal spot of 500 μm (which accounts for the small beam divergence and eventual shutter misalignment with the respect to the beam waist) and knowing the shutter radius (4cm) and its rotation speed (approximately 160rpm, full speed, motor mechanical time constant ≈5ms) we can calculate a beam opening (or closing) time of the order of 1 ms. This value is much smaller than the time scales of interest. Therefore, the limited speed of the shutter does not influence our measurements. All the measured sequences were recorded with an acquisition frequency of 500 Hz. Higher frequencies were achievable with the IR camera, by using ethernet cable for data transfer, however, this causes loss of data during data transfer to the computer hard disk. The exposure time was chosen equal to 410 μs, which gives a calibrated measurable black-body temperature range of 21°C -92°C. As we will see in the following, for the highest powers we had to extrapolate the manufacturer calibration curve up to 83% (calculated single pixel peak temperatures of 168°C). Nevertheless, as stated by the manufacturer 6 , extrapolation is allowed as the used calibration curve is based on radiation physics and is a theoretical procedure only limited by electronics related constraints 6 . The good agreement of the results with the data within the calibration range (approximately P in < 40 mW, P abs < 35 mW) supports the validity of our extrapolation. In the following we explain how we calculated the temperature values from the sequences acquired with the IR camera. The IR camera collects thermally radiated energy in a defined wavelength range which consists of three contributions: the emission from the object of interest, the reflected emission from ambient sources and the atmosphere emission. Mathematically, this balance can be written as:
where ε is the studied object emissivity and τ air is the transmittance of the atmosphere. Given the close distance between the IR camera and our sample we can assume τ air =1 and neglect the last term. Nevertheless, in order to convert the measured signal W tot (x,y,t) to the desired temperature value T obj (x,y,t) we then need to know the object emissivity ε, the local ambient reflection (1-ε)W amb and the accurate camera calibration curve which is given by the manufacturer ( Figure  S2b ):
where DL are the camera units (digital level).
We estimated the sample emissivity ε using a black body cavity (hole with diameter-to-depth ratio higher than 10 7 ) in a metallic cylinder whose front surface has similar radiative characteristics to our absorber. The cylinder was electrically heated to 40°C and then 60°C. As the cavity has unit emissivity and the cylinder has uniform temperature ( = ℎ ⁄ ≪ 0.1 where h conv is the convection coefficient, L is the volume-tosurface ratio of the cylinder and k metal is the thermal conductivity of aluminum), we can derive the emissivity of the surface of interest (Figure 2a , left inset) which is ε = 0.1 ± 0.01. From equation (1) we see that, when ε is low (like in our case), the reflection term (1-ε)W amb can become dominant. We will now show how the reflection contribution can be removed during the data-processing but in order to obtain consistent results it is important to shield the set-up during the measurement to avoid temporal fluctuations of this term.
We begin with the removal of the spatially varying but timely constant contribution of the reflections from the environment (1-ε)W amb (x,y) by subtraction of the first frame from the entire acquired sequence:
where W tot (x,y,t) is the frame acquired at time t while W tot (x,y,0) is the first frame of the sequence with values in digital counts.
We are now able to derive the following expression for the emitted power of the object at time t in digital counts:
The missing information is now the term W obj (x,y,0), the power emitted by the object at the beginning of the measurement.
We always started our measurements with the sample in full thermal equilibrium with the environment (uniform temperature equal to the ambient temperature). Thus, knowing the ambient temperature and the camera calibration curve we are able to compute:
where T amb was determined using both a position with black body emission in the first frame and a thermometer close to the set-up. For all the measurements we had T amb = 23°C = 296.15K. Finally we calculate:
From the point of view of the error calculation we see that the uncertainty on the sample emissivity is responsible for an uncertainty in the final calculated temperature 8 . Nevertheless, all of the measured samples have equal emissivity properties. Therefore, the slight systematic error introduced in this calculation does not affect the comparison of the results among different samples. After subtraction of the initial frame from the sequence, we determine the (x,y) position of the hottest pixel, which represents the position of the center of the laser beam. We then consider a 3x3 pixels at the center ( Figure S2 .a) and calculate the mean temperature in that area. Subtracting the known ambient temperature we obtain ΔT peak (t). The steady state temperature raise can be obtained subtracting the temperature value at the beginning of a rising edges from the T value at the beginning of the following decaying edge ( Figure S2.c,d ). The characteristic rise time is calculated as the time interval between the start of a rising edge and when ΔT peak reaches (1-1/e) of its maximum.
We calculated the standard deviation on both ΔT peak and τ by analyzing several raising and decaying sequences for each case. For ΔT peak the obtained standard deviation was always below 1K and thus we did not report it in the plots. On the other hand, τ has significant standard deviations, reported as error-bars in the main text. We performed finite element simulations (COMSOL) to investigate the power to temperature relation for a 2D (radial symmetry) model of our membrane. We imposed a boundary heat source to represent the Gaussian laser intensity profile and solved for the temperature profile at different incident powers. From Fig. S2 we see that there is a linear relationship between these two quantities. We adjusted the convection coefficient to match the 100nm-Au-BR experimental curve and verified that the numerical results corresponded to the experimental ones also for the other two geometries considered (Fig S2 and Fig. 4 ). We first convert the color image into a 16bit one (black and white), then we set 14 as the black threshold. The generated image contains only the pixels with black level below the chosen threshold. With ImageJ we can integrate all the obtained areas. The application of this procedure to the image of the sample before any spraying gives us the offset area value due to the black areas of the o-ring. We also calculate the total sample area and finally we can then compute:
S3 -

S4 -Calculation of the area coverage of the black spray
For the studied cases we obtain area fractions of 16.4%, 31.9%, 35.6% and 80.1%.
S5 -Sensitivity of Gold Membranes
Figure S 5: Effect of the Front Pattern Nanostructure. Sensitivity curves of several plasmonic absorbers and three gold membranes of different thicknesses.
To confirm the role of the patterned plasmonic surface in the high absorption properties of the membrane, we performed measurements on a series of un-patterned gold membranes with different thicknesses and compared the results to those from three similar absorbing membranes, which are illuminated on the patterned surface. Due to the high reflectivity of gold in the absence of the front nanostructure, the sensitivity of such samples is considerably lower than that of the structured absorbers. In addition, Figure S5 shows that, as in the case of the absorber, by increasing the thickness of the gold membrane, the sensitivity decreases further.
