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Starting with the relation between two kinds of neutrino field operators corresponding to definite
flavor and mass states, we investigate if the usual evolution relations for neutrino oscillation in matter
can be consistently derived, in the case of high energy neutrinos. A negative answer is obtained
contrary to an earlier result [P. D. Mannheim, Phys. Rev. D 37 (1988) 1935]. The reason for such
a difference relies essentially on the Bogolyubov transformation between two kinds of momentum-
helicity creation- and annihilation-operators with definite flavors and masses, which was not taken
into account in previous treatments.
I. INTRODUCTION
In view of the great phenomenological and theoretical relevance of neutrino mixing and oscillations, much effort has
been recently devoted to a full quantum field theoretical analysis of this phenomenon both in vacuum as well as in
matter [1–14]. Among the various approaches which have been developed, the one proposed by Blasone and Vitiello
[4](hereafter, referred to BV) is based on two kinds of Hilbert spaces, i.e. the flavor- and the mass-Hilbert spaces, and
related considerations in the case of vacuum oscillations have been published in Refs. [4–7,9–11]. In these references it
has been pointed out that non-standard oscillation terms due to the non-trivial nature of the mixing transformations
do indeed appear in the full oscillation formula obtained in quantum field theory.
The aim of the present work is to develop field-theoretical considerations concerning neutrino oscillations in matter
along the line of BV [4] and the one developed by Fujii, Habe and Yabuki [5]. We examine this task by assuming
the static medium and the extreme-relativistic case which are to be defined exactly in Sec.II. In this respect, it is
useful to remember that, when we want to define a flavor neutrino state with definite momentum and helicity, there
appear arbitrary mass parameters µλ’s [5,6,10], so that we cannot estimate the magnitude of µλ’s in comparison with
the neutrino momentum. Mannheim has investigated the same problem in the paper [1] published in somewhat early
stage1: his conclusion is that the standard Mikheyev-Smirnov-Wolfenstein (MSW) formalism [15] is derived. However,
after the considerations developed in the following, we obtain a negative conclusion against that of Mannheim [1]. The
essential point is that, in quantities related to the evolution relation of flavor neutrino states, Mannheim dropped the
effect coming from Bogolyubov transformation between the two kinds of creation- and annihilation-operators (with
definite momentum and helicity) corresponding to the flavor- and the mass-eigenstates. We discuss this point in detail
in this paper.
In the following we consider the problem in the 2-flavor case for simplicity, although the above conclusion will be
seen to hold true also in the many flavor case.
II. PRELIMINARIES
A. General framework
We investigate the neutrino oscillation in matter on the basis of the electro-weak unified theory, in which the known
neutrinos participate in the weak interaction of V-A type, mediated by W±- and Z0-bosons. For low momentum-
1When one of the present authors (K.F.) reported the main part of the present work at International Workshop on the Quantum
Field Theory of Particle Mixing and Oscillations, 13-15 June 2002, Vietri sul Mare (Salerno), Dr. C.Y. Cardall called attention
to Mannheim’s work.
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transfers, |q2| ≪ m2W ,m2Z , the effective interaction Lagrangian is
Leffweak(x) = −
GF√
2
{
(ν¯ev
αe)(e¯vανe) + (ν¯µv
αµ)(µ¯vανµ) + · · ·
+
κω
2
(
∑
ρ
ν¯ρv
ανρ)
(−e¯vαe+ 4 sin2 θW e¯γαe)+ · · ·}
= −GF√
2
{
ν¯ev
ανe((1− κω
2
)e¯vαe + 2κω sin
2 θW e¯γαe)
+
∑
ρ6=e
(ν¯ρv
ανρ)κω(−1
2
e¯vαe+ 2 sin
2 θW e¯γαe) + · · ·
}
, (2.1)
where vα = γα(1 + γ5) with ~γ = −ρy ⊗ ~σ, γ4 = ρx ⊗ I, γ5 = −ρz ⊗ I in the Kramers representation [16,5,10];√
κwmz/mw = 1/ cos θw, (κw)exp ≈ 1;GF ≈ 1.027 × 10−5/m2P . Hereafter we take κw = 1. (As to the details of the
notations below, see Refs. [5,10].)
For neutrino propagation in matter, we define
n(e)(x)α = i〈e¯(x)vαe(x)〉matt ≈ i〈e¯(x)γαe(x)〉matt, (2.2)
which plays the role of an external field. Under the adiabatic approximation, (n(e)(x)α) may be regarded as x-
independent over a wide range. With the aim of presenting the logical structure of the problem as simply as possible,
we assume (n(e)(x)α) to be x-independent in the same way as Mannheim [1]. We define the time-like 4-vector
(uα) = (~u, iu0) with u
αuα = −1 such that it reduces to (~0, i) in the rest frame of medium; thus, we can write
(n(e)(x)α) = (n(e)uα) which reduces to (~0, in(e)) in the rest frame of medium.
By noting that
1
i
6 n(e)PL = 6 n(e) 1 + γ5
2i
= n(e)
(
0 ~σ~u+ u0I
0 0
)
, (2.3)
and by defining
b1 ≡
√
2GFn(e) , b0 ≡
√
2GFn(e)(2 sin
2 θw − 1
2
), (2.4)
the effective Lagrangian related with the present consideration for the 2-flavor case in expressed as
Lmatteff (x) = −
(
ν¯e(x) ν¯µ(x)
) [ 6 ∂ +M0 + ( (b0 + b1) 6 uPL/i 0
0 b0 6 uPL/i
)](
νe(x)
νµ(x)
)
+ Lint(x)
= − ( ν¯e(x) ν¯µ(x) )

6 ∂ +


mee N meµ 0
0 mee 0 meµ
mµe 0 mµµ N
′
0 mµe 0 mµµ




(
νe(x)
νµ(x)
)
+ Lint(x)
≡ LmattF (x) + Lint(x), (2.5)
where Lint(x) is assumed to include no bilinear term of neutrino fields, and hereafter its contributions are neglected;
N and N ′ are defined by
N ≡ (b0 + b1)(~σ~u+ u0I) , N ′ = b0(~σ~u+ u0I). (2.6)
The mass matrix M0 in the 2-flavor case can be taken with no loss of generality, as meµ = mµe,mµµ > mee ≥ 0;
then, the eigenvalues, m1 and m2,
m1(2) =
1
2
(
mee +mµµ − (+)
√
(mµµ −mee)2 + 4m2eµ
)
(2.7)
satisfy
m1 ≥ 0 for √meemµµ ≥ |meµ|,
m1 < 0 for
√
meemµµ < |meµ|. (2.8)
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From the mixing relation of the ”mass-eigenfield” νj(x)’s
νρ(x) =
∑
j
z
1/2
ρj νj(x) with Z
1/2 = [z
1/2
ρj ] (2.9)
satisfying Z1/2†Z1/2 = I as well as
Z1/2†M0Z1/2 = mdiag =
(
m1 0
0 m2
)
, (2.10)
we can take (
νe(x)
νµ(x)
)
=
(
cos θ sin θ
− sin θ cos θ
)(
ν1(x)
ν2(x)
)
(2.11)
with
tan θ =
1
2meµ
[−(mµµ −mee) +
√
(mµµ −mee)2 + 4m2eµ]. (2.12)
For later convenience we write the relations among mρσ’s, mj ’s and θ;(
mee
mµµ
)
=
(
cos2 θ sin2 θ
sin2 θ cos2 θ
)(
m1
m2
)
, (2.13)
meµ = (m2 −m1) sin θ cos θ , tan(2θ) = 2meµ
mµµ −mee . (2.14)
Employing the above relations, we can write Lmatt(F ) (x) given by (2.5) in terms of the mass-basis operators;
Lmatt(F ) (x) = −
(
ν¯1(x) ν¯2(x)
)

6 ∂ +


m1 B 0 G
0 m1 0 0
0 G m2 B
′
0 0 0 m2



( ν1(x)ν2(x)
)
≡ Lmatt(M) (x), (2.15)
where 2× 2 matrices B, B′ and G are defined by(
B G
G B′
)
= κ⊗ (σ~u+ u0I) (2.16)
with κ11 = b0 + b1 cos
2 θ , κ12 = κ21 = b1 cos θ sin θ and κ22 = b0 + b1 sin
2 θ.
B. Effective Hamiltonian and eigenvalue equation
The effective Hamiltonian obtained from Lmatt(M) (x), (2.15), is
Hmatt(M) (x) = :
(
ν¯1(x) ν¯2(x)
)

~γ~∇+


m1 B 0 G
0 m1 0 0
0 G m2 B
′
0 0 0 m2



( ν1(x)ν2(x)
)
:
= :
(
ν†1(x) ν
†
2(x)
)


−i~σ~∇ m1 0 0
m1 i~σ~∇+B 0 G
0 0 −i~σ~∇ m2
0 G m2 i~σ~∇+B′


(
ν1(x)
ν2(x)
)
: . (2.17)
We expand the νj(x) fields (j = 1, 2) as
3
νj(x) =
1√
V
∑
~kr
{
αj(kr;x
0)uj(kr)e
i~k~x + β†j (kr;x
0)vj(kr)e
−i~k~x
}
=
1√
V
∑
~kr
{
αj(kr;x
0)uj(kr) + β
†
j (−kr;x0)vj(−kr)ei
~k~x
}
; (2.18)
here, uj(kr) and vj(kr) are the momentum-helicity eigenfunctions satisfying
(i 6 k +mj)uj(kr) = 0 , (−i 6 k +mj)vj(kr) = 0 with k0 =
√
~k2 +m2j ≡ ωj(k), (2.19)
β(−kr;x0) ≡ β(−~k, k0, r;x0) , v(−kr) ≡ v(−~k, k0, r). (2.20)
By employing the concrete forms of uj(kr) and vj(−kr) given in Appendix A, we can express the Hamiltonian
Hmatt(M) (x0) ≡
∫
d3xHmatt(M) (x), (2.21)
in terms of the expansion-coefficient operators in (2.18). (See Table I as well as Eqs.(A9) and (A10) in Appendix A.)
We obtain
Hmatt(M) (x0) =
∑
~kr
∑
j
: wj(k)(α
†
j(kr)αj(kr)− βj(−kr)β†j (−kr)) : +
∫
d3x
∑
j,l
κjl : ν
†
j (x)
(
0 0
0 ~σ~u+ u0
)
νl(x) : (2.22)
This shows that, due to the non-static(~u 6= 0) contribution, Hmatt(M) (x0) is not separable into two parts, corresponding
to helicity r =↑ or ↓, since the last integral part of (2.22) is equal to
∑
j,l
κjl :
∫
d3x(u0ν
†
j (x)PLνl(x) + ν
†
j (x)(~σ~u)PLνl(x)) : . (2.23)
In the static-medium approximation, i.e. (~u, ~u0)→ (~0, 1), Hmatt(M) (x0) is separable into two parts; in the two-flavor case
we are lead to consider the 4× 4 matrices Hmatt(M) (k ↑) and Hmatt(M) (k ↓) as given below.
From Eq.(2.22), we obtain the Hamiltonian in the static-medium case
Hmatt(M) (x0)|static =
∑
~k,r
Hmatt(M) (kr;x0), (2.24)
Hmatt(M) (kr;x0) = :
(
α
†
M (kr;x
0) βM (−kr;x0)
)
Hmatt(M) (kr)
(
αM (kr;x
0)
β
†
M (−kr;x0)
)
: (2.25)
with
Hmatt(M) (k ↑) =


ω1 + κ11s1s1 κ12s1s2 iκ11s1c1 iκ12s1c2
κ12s2s1 ω2 + κ22s2s2 iκ12s2c1 iκ22s2c2
−iκ11c1s1 −iκ12c1s2 −ω1 + κ11c1c1 κ12c1c2
−iκ12c2s1 −iκ22c2s2 κ12c2c1 −ω2 + κ22c2c2

 , (2.26)
Hmatt(M) (k ↓) =


ω1 + κ11c1c1 κ12c1c2 −iκ11c1s1 −iκ12c1s2
κ12c2c1 ω2 + κ22c2c2 −iκ12c2s1 −iκ22c2s2
iκ11s1c1 iκ12s1c2 −ω1 + κ11s1s1 κ12s1s2
iκ12s2c1 iκ22s2c2 κ12s2s1 −ω2 + κ22s2s2

 . (2.27)
Here we use the notation (in the two-flavor case)
αM (kr;x
0) =
(
α1(kr;x
0)
α2(kr;x
0)
)
, βM (−kr;x0) =
(
β1(−kr;x0)
β2(−kr;x0)
)
; (2.28)
cj = cos(χj/2) , sj = sin(χj/2), cotχj = |~k|/mj .
The equations determining the energy eigenvalues are
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det[Hmatt(M) (kr)] = 0 , r =↑, ↓ . (2.29)
The concrete forms of LHS of (2.29) are given by
det[Hmatt(M) (k ↑)− λ] = (λ2 − ω21)(λ2 − ω22)− (λ− k){κ11(λ2 − ω22) + κ22(λ2 − ω21)}+ (λ − k)2 detκ, (2.30)
det[Hmatt(M) (k ↓)− λ] = (λ2 − ω21)(λ2 − ω22)− (λ + k){κ11(λ2 − ω22) + κ22(λ2 − ω21)}+ (λ+ k)2 detκ. (2.31)
Hereafter we write |~k| simply as k when there is no fear of confusion.
The relation of the eigenvalues obtained from Eq.(2.29) with the poles of flavor neutrino propagators will be examined
in Sec.III. Here we discuss the relation of Eq.(2.29) with the eigenvalue equation obtained by Mannheim [1], i.e.
Eq.(2.16) in his paper:
E4 − E3V − E2(2k2 + V k +m21 +m22) + EV (k2 +m21 sin2 θ +m22 cos2 θ)
+ ω21 · ω22 + V k(k2 +m21 sin2 θ +m22 cos2 θ) = 0; (2.32)
V =
√
2GFn(e) = b1 in our notation. In (2.32) the neutral current contribution is subtracted from H
matt
(M) (k ↓) as a
common term, so that in our case we have to take
κ −→ b1
(
cos2 θ cos θ sin θ
cos θ sin θ sin2 θ
)
, detκ −→ 0. (2.33)
Then, we obtain from (2.31)
det[Hmatt(M) (k ↓)− λ] −→ (E2 − ω21)(E2 − ω22)− (E + k)V (E2 − k2 −m21 sin2 θ −m22 cos2 θ), (2.34)
which coincides with LHS of (2.32).
In Ref. [1], Mannheim pointed out that, in the limit of high energies and weak potentials, the standard MSW
formalism for neutrino oscillations in matter [15] is derived on the basis of the field theory. It seems necessary,
however, for us to reexamine this conclusion in detail because of the following reasons.
Hereafter we use the terminology “extreme-relativistic case” to denote the limit of higher neutrino-energies and weak
potentials, i.e.
|~k|2 ≫ {m2j ’s, A = 2kb1, A0 = 2kb0}. (2.35)
Since the mass eigenvalues are obtained by taking ωj ≃ k + m
2
j
2k , we use
cj ≃ 1−
m2j
8k2
, sj ≃ mj
2k
. (2.36)
If we simply take the super-relativistic limit
cj −→ 1, sj −→ 0 ∀j, (2.37)
then Eq.(2.27) reduces to
Hmatt(M) (k ↓) −→


ω1 + κ11 κ12 0 0
κ12 ω2 + κ22 0 0
0 0 −ω1 0
0 0 0 −ω2

 (2.38)
which is separable with respect to α(M)(k ↓;x0) and β†(M)(k ↓;x0), and leads to the usually employed Hamiltonian
appearing in Schro¨dinger equation for one-particle states of two-flavor neutrinos. (See Eq.(2.23) in Ref. [1] and the
next subsection.) The eigenvalue equation for (2.38) is given by
det[Hmatt(M) (k ↓)|cj=1,sj=0 − λ] = (ω1 + λ)(ω2 + λ) {(ω1 − λ)(ω2 − λ) + (ω1 − λ)κ22 + (ω2 − λ)κ11 + det κ} . (2.39)
The curly bracket part in RHS of (2.39) and the remaining part determine the eigenvalues of positive- and negative-
energy modes, respectively. If we take ωj, j = 1, 2 to be k, which is consistent with (2.37), the curly bracket part of
(2.39) is
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{· · ·} of (2.39) = (k − λ)(k − λ) + (k − λ)(κ11 + κ22) + det κ, (2.40)
leading to the eigenvalues
λ− k = 1
2
[
(κ11 + κ22)±
√
(κ11 − κ22)2 + 4(κ12)2
]
=
1
4k
[2A0 +A±A] . (2.41)
If we write as usual
λ = k +
m˜2
2k
, (2.42)
we obtain
m˜2 = A0 +A or A0, (2.43)
which are different from the usual ones [1,18] apart from the common factor A0.
In order to obtain the mass eigenvalues {m˜2’s}, we have to examine the ”exact” expression (2.31), i.e.
det[Hmatt(M) (k ↓)− λ] = (ω1 + λ)(ω2 + λ)
{
(ω1 − λ)(ω2 − λ)
+
k + λ
ω1 + λ
(ω2 − λ)κ11 + k + λ
ω2 + λ
(ω1 − λ)κ22 + (k + λ)
2
(ω1 + λ)(ω2 + λ)
detκ
}
. (2.44)
When we take, in the approximation of the extreme-relativistic case,
ωj ≃ k +
m2j
2k
and λ = k +
m˜2
2k
, (2.45)
we obtain
{· · ·}-part in (2.44) ≃ 1
4k2
(m21 − m˜2)(m22 − m˜2) +
(
1− m
2
1
4k2
)
kκ11
k
· m
2
2 − m˜2
2k
+
(
1− m
2
2
4k2
)
kκ22
k
· m
2
1 − m˜2
2k
+
(
1− m
2
1 +m
2
2
4k2
)
k2 detκ
k2
. (2.46)
In accordance with the approximation in the extreme-relativistic case, we neglect all terms with higher order than
{m2j , m˜2, A,A0}/k2 in comparison with 1, and correction terms to terms such as (relevant mass)2 and kκij are to be
dropped. Then (2.46) is consistently expressed as
{· · ·}-part in (2.44) ≃ 1
4k2
(m21 − m˜2)(m22 − m˜2) +
A0 +A cos
2 θ
2k
· m
2
2 − m˜2
2k
+
A0 +A sin
2 θ
2k
· m
2
1 − m˜2
2k
+
1
4k2
det
(
A0 +A cos
2 θ A sin θ cos θ
A sin θ cos θ A0 +A sin
2 θ
)
. (2.47)
It should be noted that, although (2.47) is also obtained from (2.39) by employing (2.45), such a procedure includes
internal inconsistency. Through detailed considerations we can prove that, when the approximation in the extreme-
relativistic case is consistently performed, we obtain the (approximate) eigenvalues which coincide with the usual
ones [1,18]. The detailed derivation is given in Appendix B. However, a serious problem may arise with the energy
eigenvectors. This will be investigated in Sec.IV.
C. Further remarks on derivation of the usual relations
In this subsection we give additional remarks on the implication of the statement that the usual quantum mechanical
formulas are obtained by performing the replacement (2.37).
First we note the flavor neutrino field νρ(x)(ρ = e, µ, · · ·) is expanded as
6
νρ(x) =
1√
V
∑
~k,r
{
αρ(kr;x
0)uρ(kr) + β
†
ρ(−kr;x0)vρ(−kr)
}
e−i
~k~x, (2.48)
where uρ(kr) and vρ(kr) satisfy
(i 6 k + µρ)uρ(kr) = 0 , (−i 6 k + µρ)vρ(kr) = 0 (2.49)
with an arbitrary µρ [5,7]; βρ(−kr;x0) and vρ(−kr) are defined in the same way as (2.20). Here we are writing
expressions and relations for the case of arbitrary flavor number. The relation of
αF (kr;x
0) =


αe(kr;x
0)
αµ(kr;x
0)
...

 , βF (−kr;x0) =


βe(−kr;x0)
βµ(−kr;x0)
...

 (2.50)
with αM (kr;x
0) and βM (−kr;x0) is given by(
αF (kr;x
0)
β
†
F (−kr;x0)
)
= K(k)
(
αM (kr;x
0)
β
†
M (−kr;x0)
)
, (2.51)
where the matrix [5,10] is expressed as
K(k) =
(
P (k) iΛ(k)
iΛ(k) P (k)
)
≡
( K(k)ρj K(k)ρj¯
K(k)ρ¯j K(k)ρ¯j¯
)
,
P (k) = [P (k)ρj ] = [z
1/2
ρj ρρj(k)] , Λ(k) = [z
1/2
ρj λρj(k)]. (2.52)
(As to the definition of ρρj and λρj , see Appendix A.)
In the extreme-relativistic case (2.35), we employ ωj = k + m
2
j/(2k), cj = 1 − m2j/(8k2), sj = mj/(2k); on the
contrary, it is not appropriate for us to employ
ρρj = 1− (µρ −mj)
2
8k2
, λρj =
µρ −mj
2k
, (2.53)
since µρ is arbitrary. Notwithstanding this, the direct way for deriving the usually employed quantum-mechanical
relations is, as already seen partially from the consideration in the preceding subsection B, to take (2.37), i.e.
cj −→ 1 , sj −→ 0 ∀j (2.54)
in Hmatt(M) (kr) and also
ρρj −→ 1 , λρj −→ 0 ∀ρ, j; thus K(k) −→ I2 ⊗ Z1/2. (2.55)
In this super-relativistic limit, the neutrino- and the antineutrino-operators decouple as seen from (2.26) and (2.27);
αM (k ↑;x0) and βM (−k ↓;x0) behave like free operators (as far as Lint(x) in (2.5) is neglected). We obtain the
Hamiltonian for αM (k ↓;x0) expressed by
Hmatt(M) (k ↓;αM ) = α†M (k ↓;x0)Ematt(M) (k ↓)αM (k ↓;x0), (2.56)
Ematt(M) (k ↓) =
(
k +
m21
2k + κ11 κ12
κ12 k +
m22
2k + κ22
)
. (2.57)
This Hamiltonian is equal to
Hmatt(F (k ↓;αF ) = α†F (k ↓;x0)Ematt(F ) (k ↓)αF (k ↓;x0), (2.58)
Ematt(F ) (k ↓) = Z1/2Ematt(M) (k ↓)Z1/2† (2.59)
= k +
m¯2 +A0
2k
+
1
4k
(
2A−∆m2 cos(2θ) ∆m2 sin(2θ)
∆m2 sin(2θ) ∆m2 cos(2θ)
)
; (2.60)
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here m¯2 =
m21+m
2
2
2 ,∆m
2 = m22 −m21. Since left-handed neutrino are produced through the weak interaction in, e.g.,
center region of the sun, Eq.(2.60) coincide with Hamiltonian employed in the usual quantum mechanical consideration
(e.g. [18]).
The eigenvalues of Ematt(F ) (k ↓) are expressed as
E˜j(k ↓) = k +
m˜2j(↓)
2k
(2.61)
with the effective masses m˜2j(↓) given by
m˜21(2)(↓) = m¯2 +A0 +
1
2
{
A− (+)
√
(A−∆m2 cos(2θ))2 + (∆m2 sin(2θ))2
}
(2.62)
We define [18] the mixing angle θ˜ and the operators α˜j(k ↓;x0), j = 1, 2, as
Z˜1/2†Ematt(F ) (k ↓)Z˜1/2 =
(
E˜1(k ↓) 0
0 E˜2(k ↓)
)
, (2.63)
αF (k ↓;x0) = Z˜1/2
(
α˜1(k ↓;x0)
α˜2(k ↓;x0)
)
≡ Z˜1/2α˜M (k ↓;x0) (2.64)
with
Z˜1/2 =
(
cos θ˜ sin θ˜
− sin θ˜ cos θ˜
)
, (2.65)
α˜j(kj;x
0) = α˜j(k ↓; 0) exp(−iE˜j(k ↓; ;x0). (2.66)
We obtain
tan θ˜ =
∆m2 sin(2θ)
−A+∆m2 cos(2θ) +
√
(A−∆m2 cos(2θ))2 + (∆m2 sin(2θ))2 , (2.67)(
sin(2θ˜)
cos(2θ˜)
)
=
1√
(A−∆m2 cos(2θ))2 + (∆m2 sin(2θ))2
(
∆m2 sin(2θ)
∆m2 cos(2θ)−A
)
(2.68)
Eq.(2.62) is known to lead to a level crossing phenomenon of the two-level problem in quantum mechanics [15,20–22].
From (2.64) or by integrating Heisenberg equation (without Lint(x))
i
d
dx0
αF (k ↓;x0) = [αF (k ↓;x0),Hmatt(F ) (k ↓;αF )]
= Z˜1/2
(
E˜1(k ↓) 0
0 E˜2(k ↓)
)
Z˜1/2†αF (k ↓;x0). (2.69)
we obtain [18]
αρ(k ↓;x0) =
∑
σ,j
z˜
1/2
ρj exp(−iE˜j(k ↓)(x0 − x0I)) · z˜1/2∗σj ασ(k ↓;x0I). (2.70)
When we define the vacuum |0˜〉 as
α˜ρ(k ↓; 0)|0˜〉 = 0 for ∀~k, ρ, (2.71)
and the state
Ψρ(k ↓;x0) = 〈0˜|αρ(k ↓;x0), (2.72)
we obtain Schro¨dinger equation corresponding to (2.69) and its integration
Ψρ(k ↓;x0) =
∑
σ,j
z˜
1/2
ρj exp
[
−iE˜j(k ↓)(x0 − x0I)
]
· z˜1/2∗σj Ψσ(k ↓;x0I). (2.73)
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Then, the transition amplitudes for νσ → νρ in matter are
Amattρσ (k ↓;x0 − x0I) =
∑
j
z˜
1/2
ρj exp
[
−iE˜j(k ↓)(x0 − x0I)
]
· z˜1/2∗σj (2.74)
and their absolute squares lead to the transition probabilities
Pmatt(νe → νµ) = 1
2
sin2(2θ˜)[1− cos(∆EmattL)] = Pmatt(νµ → νe), (2.75)
Pmatt(νe → νe) = Pmatt(νµ → νµ) = 1− Pmatt(νe → νµ); (2.76)
here L = (x0 − x0L)/c, the approximate distance that neutrino passes in matter;∆Ematt = m˜2(↓)2 − m˜1(↓)2.
In the same procedure, we obtain Hamiltonian for βF (−k ↑;x0) given by
Hmatt(F ) (k ↑;βF ) = β†F (−k ↑;x0)Ematt(F ) (k ↑)βF (−k ↑;x0), (2.77)
Ematt(F ) (k ↑) = Z1/2∗Ematt(M) (k ↑)(Z1/2)T , (2.78)
where Ematt(M) (k ↑) is expressed as RHS of (2.57) with −κjl substituted for κjl; thus Ematt(F ) (k ↑) is given by RHS of (2.60)
with −A0 and −A instead of A0 and A.
As pointed out in the preceding subsection B and concerning (2.53), the substitutions (2.54) and (2.55) are prob-
lematic approximations. Section IV will be devoted to examining this problem.
III. POLES OF FLAVOR-NEUTRINO PROPAGATOR
We give a remark on the poles of the flavor-neutrino propagator and their relation with the energy eigenvalues
obtained in Sec.II.B. Those poles correspond to the physical masses of neutrinos [23]. It has been shown in Ref. [5]
concretely in the two- and three-flavor neutrinos in vacuum that the diagonalization of the pole part in the propagator
matrix is equivalent to the diagonalization of the mass matrix in Lagrangian in so far as the propagator matrix
is evaluated by taking into account fully the repetition of the bilinear (mass-type) interaction and dropping other
interactions. This is, as noted in Ref. [5], independent of the ways separating the bilinear interaction part from the
free Lagrangian.
Now we consider the neutrino propagation in matter, where the Lagrangian (2.5) is rewritten as
Lmatteff (x) = −
(
ν¯e ν¯µ
) [ 6 ∂ + ( mˆee 0
0 mˆµµ
)](
νe
νµ
)
+ LI(x) + Lint(x), (3.1)
LI(x) = −
(
ν¯e ν¯µ
)( ∆ee − i(b0 + b1) 6 uPL meµ
meµ ∆µµ − ib0 6 uPL)
)(
νe
νµ
)
(3.2)
with ∆ρρ = mρρ − mˆρρ.
The physical masses of neutrinos are obtained as poles of the propagator S′σρ(k) of the unrenormalized Heisenberg
fields νρ(x)’s;
S′σρ(x− y) = 〈0|T (νσ(x)ν¯ρ(y))|0〉 =
1
(2π)4
∫
d4keik(x−y)S′σρ(k). (3.3)
The Fourier transform S′σρ(k) satisfies
S′σρ(k) = δσρSρ(k) +
∑
λ
S′σλ(k)Πλρ(k)Sρ(k); (3.4)
here, Πλρ(k) and Sρ(k) are the proper self-energy part and the Fourier transform of the free propagator when the first
part in RHS of (3.1) is regarded as the free Lagrangian. Then Sρ(k) is expressed as
Sρ(k) =
− 6 k − imˆρρ
k2 + mˆ2ρρ − iǫ
. (3.5)
We neglect Lint(x) which is taken not to include any bilinear terms of the flavor neutrino fields, and the repetition of
LI(x) is fully taken into account; then we obtain (by assuming the x-independence of b0 and b1)
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[Πσρ(k)] = −i
(
∆ee − i(b0 + b1) 6 uPL meµ
meµ ∆µµ − ib0 6 uPL
)
(3.6)
When we define the matrix [fσρ(k)] to be
S′σρ(k) = [f(k)
−1]σρ, (3.7)
we obtain from (3.4)
fσρ(k) = δσρSσ(k)
−1 −Πσρ(k), (3.8)
the concrete form of which is
[fσρ(k)] =
( − 6 k + i{mee − i(b0 + b1) 6 uPL} imeµ
imeµ − 6 k + i{mµµ − ib0 6 uPL}
)
, (3.9)
or
1
i
[fσρ(k)] =


mee −(~σ~k + k0) +N meµ 0
~σ~k − k0 mee 0 meµ
meµ 0 mµµ −(~σ~k + k0) +N ′
0 meµ ~σ~k − k0 mµµ

 (3.10)
where N and N ′ are defined in (2.6). We see that, as expected, [fσρ(k)] is free from the arbitrariness of separating LI
in Lmatteff .
In the same way, from Lagrangian (2.15) expressed in terms of the mass-basis operators, we can define S′jl(k) which
is the Fourier transform of
S′jl(x− y) = 〈0|T (νj(x)ν¯l(y))|0〉 (3.11)
We obtain
1
i
[f
(m)
jl (k)] ≡
1
i
[(S′(k)−1)jl]
=


m1 −(~σ~k + k0) +B 0 G
~σ~k − k0 m1 0 0
0 G m2 −(~σ~k + k0) +B′
0 0 ~σ~k − k0 m2

 ; (3.12)
here B, B′ and G are defined in (2.16). We can confirm concretely the relation between (3.10) and (3.12)
[f
(m)
jl (k)] = Z
1/2†[fσρ(k)]Z
1/2 , Z1/2 =
(
cos θ sin θ
− sin θ cos θ
)
, (3.13)
expected from νρ(x) =
∑
j z
1/2
ρj νj(x).
Next we examine the poles of the propagator S′(k), which are given by det[fσρ(k)] = det[f
(m)
jl (k)] = 0. It is useful
for us to note that, for a matrix
(
a c
d b
)
with square sub-matrices a, b, c and d, we have
det
(
a c
d b
)
=
∣∣∣∣
(
a 0
d I
)(
I a−1c
0 b− da−1c
)∣∣∣∣ , (3.14)
which is equal to |ab− dc| if [a−1, d] = 0. 2 We obtain
2Note that
det
[
1
i
f
m
jl (k)
]
= det


m1 0 −(~σ~k + k0) +B G
0 m2 G −(~σ~k + k0) +B
′
~σ~k − k0 0 m1 0
0 ~σ~k − k0 0 m2

 . (3.15)
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det[
1
i
f
(m)
jl (k)] = K
2
1K
2
2 + 2K1K2{(K1κ22 +K2κ11)(~k~u− k0u0) + (detκ)[2(~k~u− k0u0)2 − k20 + ~k2]}
+(k20 − ~k2){(K1κ22 +K2κ11)2 + 2(K1κ22 +K2κ11)(det κ)(~k~u− k0u0) + (det κ)2(k20 − ~k2)}, (3.16)
where Kj = k
2
0 − (~k2 +m2j ) = k20 − ω2j . RHS of (3.16) is divided into two parts, one of which vanishes in the static
medium:
(3.16) =
[
K21K
2
2 + 2K1K2{−k0(K1κ22 +K2κ11) + (detκ)(k20 + ~k2)}
+(k20 − ~k2)
{
(K1κ22 +K2κ11)
2 − 2k0(det κ)(K1κ22 +K2κ11) + (det κ)2(k20 − ~k2)
}]
+
[
2K1K2
{
(K1κ22 +K2κ11)(~k~u− k0u0 + k0) + 2(detκ)[(~k~u− k0u0)2 − k20 ]
}
+2(k20 − ~k2)(K1κ22 +K2κ11)(detκ)(~k~u− k0u0 + k0)
]
. (3.17)
Thus we have
Det(k)static ≡ det[1
i
f
(m)
jl (k)]static = det[
1
i
fσρ(k)]static
=
[
(k20 − ω21)(k20 − ω22)− (k0 − |~k|)
{
(k20 − ω21)κ22 + (k20 − ω22)κ11 − (k0 − |~k|)(detκ)
}]
×
[
(k20 − ω21)(k20 − ω22)− (k0 + |~k|)
{
(k20 − ω21)κ22 + (k20 − ω22)κ11 − (k0 + |~k|)(det κ)
}]
. (3.18)
We see that the two parts composing Det(|~k|, k0 = λ)static are equal to (2.30) and (2.31), respectively, i.e.
Det(|~k|, k0 = λ)static = det[(Hmatt(M) (k ↑)− λ)(Hmatt(M) (k ↓)− λ)] (3.19)
This is a natural equality in the present approximation of neglecting Lint(x) contribution, since Hmatt(M) (x0) in the static
medium is separated into helicity-up and -down parts like (2.24).
IV. ENERGY-EIGENVECTORS IN MATTER
We investigate the eigenvectors of Hmatt(M) (k ↓) and Hmatt(F ) (k ↓) corresponding to the eigenvalues in the extreme-
relativistic case obtained in Appendix B. For convenience, we write these eigenvalues as
Ea(k ↓) ≡ k +
m˜(+)a(↓)2
2k
, (4.1)
Ea+2(k ↓) ≡ −(k +
m˜(−)a(↓)2
2k
), a = 1, 2., (4.2)
Here we give a concrete form of Hmatt(F ) (k ↓)in the flavor basis; this is obtained by utilizing (2.25) and
Hmatt(F ) (k ↓) = K(k)Hmatt(M) (k)K(k ↓)†, (4.3)
derived from (2.25) and (2.51);
Hmatt(F ) (k ↓) = (4.4)

ωe +
µe(mee−µe)
ωe
+Ncece meµ sin
χe+χµ
2 i
k(mee−µe)
ωe
− iceseN imeµ cos χe+χµ2
meµ sin
χe+χµ
2 ωµ +
µµ(mµµ−µµ)
ωµ
+N ′cµcµ imeµ cos
χe+χµ
2 i
k(mµµ−µµ)
ωµ
− icµsµN ′
−ik(mee−µe)ωe + iNsece −imeµ cos
χe+χµ
2 −ωe − µe(mee−µe)ωe +Nsese −meµ sin
χe+χµ
2
−imeµ cos χe+χµ2 −i
k(mµµ−µµ)
ωµ
+ iN ′sµcµ −meµ sin χe+χµ2 −ωµ −
µµ(mµµ−µµ)
ωµ
+N ′sµsµ

 ,
where ωρ =
√
k2 + µ2ρ, sρ = sin(χρ/2), cρ = cos(χρ/2), cotχρ = k/µρ, N = b0 + b1, N
′ = b0. Thus we see that the
eigenvectors of Hmatt(F ) (k ↓) do depend generally on a set of arbitrary mass parameters {µe, µµ}. We will examine this
situation.
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A. general relations
Let us define a set of the eigenvectors as
Hmatt(M) (k ↓)y(a)M = Ea(k ↓)y(a)M , (4.5)
Hmatt(F ) (k ↓)y(a)F = Ea(k ↓)y(a)F , a = 1, 2, 3, 4; (4.6)
here, we take these eigenvectors so as to satisfy the ortho-normality condition
y
(a)†
M y
(b)
M = δab , y
(a)†
F y
(b)
F = δab, (4.7)
and to have the relation
y
(a)
F = K(k)y(a)M . (4.8)
By defining the unitary matrices
T(M)(k) ≡
(
y
(1)
M y
(2)
M y
(3)
M y
(4)
M
)
, (4.9)
T(F )(k) ≡
(
y
(1)
F y
(2)
F y
(3)
F y
(4)
F
)
= K(k)T(M)(k), (4.10)
we have
T †(M)(k)H
matt
(M) (k ↓)T(M)(k) =


E1(k ↓) 0 0 0
0 E2(k ↓) 0 0
0 0 E3(k ↓) 0
0 0 0 E4(k ↓)

 ≡ Emattdiag (k ↓); (4.11)
thus, from (2.25),
Hmatt(M) (k ↓;x0) =
(
α
†
M (k ↓;x0) βM (−k ↓;x0)
)
T(M)(k)E
matt
diag (k ↓)T †(M)(k)
(
αM (k ↓;x0)
β
†
M (−k ↓;x0)
)
(4.12)
Here, for convenience, we redefine Hmatt(M) (k ↓;x0) by adding an appropriate c-number so that the normal ordering
symbol : : is dropped. The above expression is rewritten as
RHS of (4.12) =
(
α
†
F (k ↓;x0) βF (−k ↓;x0)
)
T(F )(k)E
matt
diag (k ↓)T †(F )(k)
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
≡ Hmatt(F ) (k ↓;x0), (4.13)
which is the Hamiltonian in the flavor basis.
Corresponding to (2.64), we define renewdly the operators (with a = 1, 2):
α˜a(k ↓;x0) ≡ y(a)F (k)†
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
, (4.14)
β˜
†
a(−k ↓;x0) ≡ y(a+2)F (k)†
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
; (4.15)
then we write them as(
α˜M (k ↓;x0)
β˜
†
M (−k ↓;x0)
)
= T †(F )
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
= T †(M)
(
αM (k ↓;x0)
β
†
M (−k ↓;x0)
)
, (4.16)
and Hamiltonian (4.12) (or (4.13)) is expressed in terms of α˜M (k ↓;x0) and β˜M (−k ↓;x0) as
Hmatt(M) (k ↓;x0) = Hmatt(F ) (k ↓;x0) =
(
α˜
†
M (k ↓;x0) β˜M (−k ↓;x0)
)
Emattdiag (k ↓)
(
α˜M (k ↓;x0)
β˜
†
M (−k ↓;x0)
)
. (4.17)
By noting that
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α˜a(k ↓;x0) = e−iEa(k↓)x
0
α˜a(k ↓; 0),
β˜a(−k ↓;x0) = eiEa+2(k↓)x
0
β˜a(−k ↓; 0) (4.18)
we see that (4.17) is time-independent; then we write it as
Hmatt(k ↓) = ( α˜†M (k ↓) β˜M (−k ↓) )Emattdiag (k ↓)
(
α˜M (k ↓)
β˜
†
M (−k ↓)
)
, (4.19)
where (
α˜M (k ↓)
β˜
†
M (−k ↓)
)
≡
(
α˜M (k ↓; 0)
β˜
†
M (−k ↓; 0)
)
. (4.20)
Now we consider Heisenberg equation
i
d
dx0
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
= [
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
,Eq.(4.13)] = Hmatt(F ) (k ↓)
(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
, (4.21)
where
Hmatt(F ) (k ↓) = T(F )(k)Emattdiag (k ↓)T †(F )(k). (4.22)
By defining the vacuum |0˜〉 as {
α˜a(k ↓;x0)
β˜a(−k ↓;x0)
}
|0˜〉 = 0 for ∀~k, a, x0 (4.23)
and
Ψρ(k ↓;x0) ≡ 〈0˜|αρ(k ↓;x0), (4.24)
it may be possible for us, similarly to the explanation in Sec.II.C, to investigate the evolution relations. There will
appears, however, a certain new aspect different from the simple relation (2.70): Even in the approximation framework
of the extreme-relativistic case employed for obtaining the energy eigenvalues of Hmatt(M) (k ↓), the matrix T(F )(k) giving
a sort of evolution relation(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
= T(F )(k)
(
α˜M (k ↓;x0)
β˜
†
M (−k ↓;x0)
)
=W (F )(k ↓;x0 − x0I)†
(
αF (k ↓;x0I)
β
†
F (−k ↓;x0I)
)
, (4.25)
W (F )(k ↓;x0 − x0I) ≡ T(F )(k)Φ(k;x0 − x0I)T †(F )(k), (4.26)
Φ(k;x0) ≡ exp(iEmattdiag (k ↓)x0), (4.27)
not only depends on the arbitrary mass parameters µλ but also has off-diagonal elements connecting α˜M (k ↓;x0) to
β˜
†
M (−k ↓;x0). In the following subsection we examine such a situation concretely.
B. Approximate forms of eigenvectors
By employing (2.27) , Eq.(4.5) for a = 1 case is explicitly written as
1
2k


m21 − m˜(+)1(↓)2 + (A0 + Ac2θ)c1c1 Acθsθc1c2
Acθsθc2c1 m
2
2 − m˜(+)1(↓)2 + (A0 +As2θ)c2c2
i(A0 +Ac
2
θ)s1c1 iAcθsθs1c2
iAcθsθs2c1 i(A0 +As
2
θ)s2c2
−i(A0 +Ac2θ)c1s1 −iAcθsθc1s2
−iAcθsθc2s1 −i(A0 +As2θ)c2s2
−4k2 −m21 − m˜(+)1(↓)2 + (A0 +Ac2θ)s1s1 Acθsθs1s2
Acθsθs2s1 −4k2 −m22 − m˜(+)1(↓)2 + (A0 +As2θ)s2s2

y(1)M = 0. (4.28)
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In the extreme-relativistic case, we see from the third and the forth equations that
y
(1)
M,3, y
(1)
M,4 = O(1/kn) , n ≥ 3 (4.29)
in comparison with 1. Then, from the first and the second equations of (4.28) we obtain, by dropping O(1/k2)-
corrections to the masses(
m21 − m˜(+)1(↓)2 +A0 +Ac2θ Acθsθ
Acθsθ m
2
2 − m˜(+)1(↓)2 +A0 +As2θ
)(
y
(1)
M,1
y
(1)
M,2
)
= 0. (4.30)
The condition for the matrix on LHS to be consistent with |y(1)M,1|2 + |y(1)M,2|2 = 1 is its determinant to be equal to 0.
This condition is seen to be satisfied, because, due to (B12) , the determinant is written as
1
4
{
−∆m2 +A cos(2θ) +
√
(A cos(2θ)−∆m2)2 + (A sin(2θ))2
}
×
{
∆m2 −A cos(2θ) +
√
(A cos(2θ)−∆m2)2 + (A sin(2θ))2
}
− (1
2
A sin(2θ))2 = 0. (4.31)
As for the vector y
(2)
M , we see that, due to the condition with (−) sign substituted for the sign (+) in front of the
square root in (4.31), the solution
y
(2)
M,3, y
(2)
M,4 = O(1/kn) , n ≥ 3, |y(2)M,1|2 + |y(2)M,2|2 = 1 (4.32)
is obtained.
As for y
(3)
M and y
(4)
M , possible solutions are seen to exist: for n ≥ 2
y
(3)
M,3 = O(k0) ; y(3)M,1, y(3)M,2 = O(1/kn+1) ; y(3)M,4 = O(1/kn), (4.33)
y
(4)
M,3 = O(k0) ; y(4)M,1, y(4)M,2 = O(1/kn+1) ; y(4)M,3 = O(1/kn). (4.34)
As a result, under the approximation conditions of the extreme-relativistic case, we are allowed to take the matrix
form of T(M), defined by (4.9), to be
T(M)(k) =

 t(M)(k) 0
0
(
1 0
0 1
)  , t(M)(k) =
(
y
(1)
1 (k) y
(2)
1 (k)
y
(1)
2 (k) y
(2)
2 (k)
)
, (4.35)
y
(1)
1 (k)
y
(1)
2 (k)
=
−A sin(2θ)
−∆m2 +A cos(2θ) +
√
(A cos(2θ)−∆m2)2 + (A sin(2θ))2 , (4.36)
y
(2)
1 (k)
y
(2)
2 (k)
=
−A sin(2θ)
−∆m2 +A cos(2θ)−
√
(A cos(2θ)−∆m2)2 + (A sin(2θ))2 (4.37)
with the unitarity condition t†(M)t(M) = I.
Thus the relation of {αM (k ↓;x0),β†M (−k ↓;x0)} with {α˜M (k ↓;x0), β˜
†
M (−k ↓;x0)}, given by (4.16), becomes
rather simple:
αM (k ↓;x0) = tM (k)α˜M (k ↓;x0), (4.38)
β
†
M (−k ↓;x0) = β˜
†
M (−k ↓;x0). (4.39)
On the other hand, the corresponding relation for {αF ,βF } includes the Bogolyubov transformation:(
αF (k ↓;x0)
β
†
F (−k ↓;x0)
)
= K(k)
(
tM (k)α˜M (k ↓;x0)
β˜
†
M (−k ↓;x0)
)
. (4.40)
Under the approximation of the extreme-relativistic case, the off-diagonal submatrix of K(k), i.e. iΛ = i[z1/2ρj λρj(k)]
can not be set equal to zero, because λρj(k) = sin((χρ − χj)/2) depends on {µλ}; in other words, since (2.53) has
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no logical basis, we are not allowed to take (2.55). Therefore, contrary to Ref. [1], we can not derive the standard
relations including the oscillation formulas explained in Sec.II.C.
Finally, we add a remark on Ref. [1]. When we write t(M)(k) as
tM (k) =
(
cos θM sin θM
− sin θM cos θM
)
(4.41)
we have from (4.30) (or from (4.36) and (4.37))
tan θM =
m21 − m˜(+)1(↓)2 +A0 +A cos2 θθ
A cos θ sin θ
. (4.42)
This is equal to Eq.(2.25) in Ref. [1] for m2A = m˜(+)1(↓)2 and A0 = 0. As noted in Sec.II.C, the usually employed
relations are derived if we take the super-relativistic limit (2.54) and (2.55). In this limit, K(k) reduces to
K(k) −→
(
Z1/2 0
0 Z1/2
)
; (4.43)
(4.40) leads to
αF (k ↓;x0) = Z1/2tM (k)α˜M (k ↓;x0) (4.44)
with
Z1/2tM (k) =
(
cos(θ + θM ) sin(θ + θM )
− sin(θ + θM ) cos(θ + θM );
)
(4.45)
(4.45) should be equal to (2.65), i.e.
Z1/2tM (k) =
(
cos θ˜ sin θ˜
− sin θ˜ cos θ˜
)
. (4.46)
By employing (4.36)= −1/ tan θM (or (4.37) = tan θM ) as well as tan θ˜ given by (2.67), we can confirm the equality
(4.46) to hold. As to the oscillation formulas, we obtain (2.75) and(2.76); by using (2.68), (2.75) is rewritten as
Pmatt(νe → νµ) = (∆m
2 sin(2θ))2 sin2(∆EmattL/2)
(A−∆m2 cos(2θ))2 + (∆m2 sin(2θ))2 , (4.47)
which is equal to Eq.(2.35) in Ref. [1].
It is asserted in Ref. [1] that the standard formalism of neutrino oscillation in matter is derived from the field
theoretical approach. This assertion, however, is based on the approximation (4.43) which is not allowed when the
relativistic approximation is consistently performed.
V. CONCLUSION AND FINAL REMARKS
We have investigated in detail the connection of the operatorial field mixing relations νρ(x) =
∑
j z
1/2
ρj νj(x) with
the usually employed formulas of neutrino oscillations in matter. To this aim, we first derived the energy-eigenvalue
equations for the 2-flavor neutrinos in the static medium with the (xρ)-independent electron density.
We examined the high-energy neutrino case, called the extreme-relativistic case, defined by (2.35), where all terms
with higher order than {m2j , A,A0}/k2 in comparison with 1 are neglected and corrections to terms such as m2j
and kκjl are dropped. After performing consistently this approximation, we obtained the energy eigenvalues which
coincide with the usual ones obtained in the quantum mechanical approach [18] as well as in the field theoretical one
by Mannheim [1].
As for the evolution relations, however, we obtained a negative result against Mannheim’s assertion that the standard
formalism of the neutrino oscillation is derived in the field theoretical approach. The reason for such a difference has
been pointed out in Sec.V: while the relation (4.40) in our case, i.e.
αρ(k ↓;x0) =
∑
j
{
K(k)ρj(t(M)α˜M (k ↓;x0))j +K(k)ρj¯ β˜†j (−k ↓;x0)
}
, (5.1)
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is (consistently) obtained, in Mannheim’s case [1] the relation (4.44), i.e.
αρ(k ↓;x0) =
∑
j
z
1/2
ρj (t(M)α˜M (k ↓;x0))j , (5.2)
is utilized. Eq.(5.2) is obtained from (5.1) by performing (2.55)
ρρj −→ 1 , λρj −→ 0 , ∀ρ, j; (5.3)
then the Bogolyubov transformation (2.51) reduces to(
αF (kr;x
0)
β
†
F (−kr;x0)
)
=
(
z1/2 0
0 z1/2
)(
αM (kr;x
0)
β
†
M (−kr;x0)
)
(5.4)
where the most characteristic feature of the field theory of mixed fields [4–6] has been lost. As already stressed in Sec.V,
ρρj and λρj depend on the arbitrary parameters {µλ}, and the limit (5.3) has no connection with the approximation
in the extreme-relativistic case (2.35) with (2.36).
When the electron density in medium n(e) is taken to be 0, i.e. A0 → 0, A→ 0, various relations in medium reduce
to those in vacuum. It is worth to remember that, although our considerations have been done for the 2-flavor case,
the results obtained have qualitatively general features which hold true for the many flavors case both in matter and
in vacuum.
Regarding the calculation of neutrino oscillations in quantum field theory, there are several possible approaches
[2,3,8,13], in which transition amplitudes for a finite time interval or finite distance are calculated on the basis of the
field theory by treating the neutrinos as particles in intermediate states and without constructing any one-particle
state with definite flavor. In the line of the considerations developed in the present paper, it seems meaningful for us
to investigate further the implications of the relation (4.25) . This is a kind of evolution relation corresponding to the
usual one given by (2.70), and the matrix W (F )(k ↓;x0), corresponding to the usual transition amplitudes (2.74), is
an extension of W (k;x0) introduced in Ref. [10] in the vacuum case. It has been pointed out [10] that
W (k;x0) =
(
(Wρσ(k;x
0)) (Wρσ¯(k;x
0))
(Wρ¯σ(k;x
0)) (Wρ¯σ¯(k;x
0))
)
(5.5)
has an intimate connection with the momentum components of the retarded propagators or the anticommutators of
the flavor neutrino fields as well as with the expectation value of the flavor charges [7]. The combinations
1
2
{|(Wρσ(k;x0))|2 + |(Wρσ¯(k;x0))|2 + |(Wρ¯σ(k;x0))|2 + |(Wρ¯σ¯(k;x0))|2} (5.6)
are independent of {µλ} for ∀ρ, σ, and have properties allowing a probability interpretation. W (F )(k ↓;x0) is also seen
to satisfy the above properties. In a subsequent paper [24] we will investigate a possible field theoretical approach
to the neutrino oscillation, where possible implications of the matrices W (k;x0) and W (F )(k ↓;x0) to the oscillation
formula are considered.
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APPENDIX A: MOMENTUM-HELICITY EIGENFUNCTIONS
Explicit forms of the momentum-helicity eigenfunctions satisfying
(i 6 k +m)u(kr) = 0 , (−i 6 k +m)v(kr) = 0 (A1)
are given in the Kramers representation (~γ = −ρy ⊗ ~σ, γ4 = ρx ⊗ I, γ5 = γ1γ2γ3γ4 = −ρz ⊗ I) [16] by
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u(k ↑) =


cα
cβ
sα
sβ

 , u(k ↓) =


−sβ∗
sα∗
−cβ∗
cα∗

 , v(k ↑) =


sβ∗
−sα∗
−cβ∗
cα∗

 , v(k ↓) =


cα
cβ
−sα
−sβ

 , (A2)
where
c = cos(χ/2) , s = sin(χ/2) , cotχ = |~k|/m, kz = |~k| cosϑ , kx + iky = |~k| sinϑeiφ,
α = cos(ϑ/2)e−iφ/2 , β = sin(ϑ/2)eiφ/2; (A3)
for ~s = (I ⊗ ~σ)/2 and ~ˆk = ~k/|~k|, we have
(~s~ˆk)u(kr) = ±1
2
u(kr) , (~s~ˆk)v(−kr) = ±1
2
v(−kr) for r =
{ ↑
↓
}
. (A4)
Here, v(−kr) is defined by
v(−kr) ≡ v(−~k, k0, r). (A5)
Noting α(−~k) = −iβ∗, β(−~k) = iα∗, we have
v(−k ↓) = i


−sα
−sβ
cα
cβ

 , v(−k ↑) = i


−cβ∗
cα∗
sβ∗
−sα∗

 . (A6)
We write the solution of Eq.(A1) with mass m as uj(kr) and vj(kr). Then we have
u∗j (kr)ul(ks) = v
∗
j (−kr)vl(−ks) = ρjl(k)δrs,
u∗j(kr)vl(−ks) = v∗j (−kr)ul(ks) = iλjl(k)δrs,
(A7)
where ρjl(k) = cos[(χj − χl)/2], λjl(k) = sin[(χj − χl)/2] with cotχj = |~k|/mj. Further we have∑
r
{u(kr)u∗(kr) + v(−kr)v∗(−kr)} = I(4). (A8)
(I(4) is the 4× 4 unit matrix.)
Utilizing the concrete forms of u(kr) and v(kr), we obtain Table I, where PL = (1 + γ5)/2, sj ≡ sin(χj/2), cj ≡
cos(χj/2), cotχj = |~k|/mj. Further, we obtain (by writing 2~s = ~σ)
u†j(kr)(~σ~u)PLul(kr) = u
†
j(kr)
1
2
{(~σ~u), (~σ~ˆk)}PLul(kr)
{
+1
−1
}
= (~u~ˆk)u†j(kr)PLul(kr)
{
+1
−1
}
= (~u~ˆk)
{
+sjsl
−cjcl
}
for r =
{
+1
−1
}
, (A9)
u†j(k ↑)(~σ~u)PLul(k ↓) =
1
2
u†j(k ↑)[(~σ~ˆk), (~σ~u)]PLul(k ↓)
= i(~ˆk × ~u)u†j(k ↑)~σPLul(k ↓) 6≡ 0, (A10)
and similar relations for other combinations among the momentum-helicity eigenfunctions.
(r, s) (↑, ↑) (↓, ↓) (↑, ↓) (↓, ↑)
u†j(kr)PLul(ks) sjsl cjcl 0 0
v†j (−kr)PLvl(−ks) cjcl sjsl 0 0
u†j(kr)PLvl(−ks) isjcl −icjsl 0 0
v†j (−kr)PLul(ks) −icjsl isjcl 0 0
Table I.
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APPENDIX B: EIGENVALUES OF HMATT(M) IN THE EXTREME-RELATIVISTIC CASE
We examine the eigenvalues of Hmatt(M) (kr), i.e. the solutions of
det[Hmatt(M) (kr) − λ] = 0 , r =↑, ↓ . (B1)
First we consider Hmatt(M) (k ↓), because it has a relation with αF (k ↓;x0)-operators of the neutrinos produced through
the weak V-A interaction; then, from (2.31)(or (3.18)) we examine the equation
det[Hmatt(M) (k ↓)− λ] = (λ2 − k2 −m21)(λ2 − k2 −m22)
− (λ+ k){κ11(λ2 − k2 −m22) + κ22(λ2 − k2 −m21)}+ (λ+ k)2 detκ = 0. (B2)
We search its approximate solutions in the extreme-relativistic case (2.35) by taking into consideration all terms of
1/k2-order in comparison with 1. Thus, the lowest order solutions of (B2) are λ = ±k, so that we examine solutions
in the neighborhoods of k and −k separately, which we call hereafter (+)- and (−)-solutions, respectively.
1. (+)-solutions
Eq.(B2) is rewritten as
det[Hmatt(M) (k ↓)− λ] = (λ+ k)2F ↓(+)(λ) = 0, (B3)
where
F ↓(+)(λ) ≡ (λ− k)2 − (λ− k)
{
m21 +m
2
2
λ+ k
+ (κ11 + κ22)
}
+
{
m21m
2
2
(λ+ k)2
+
κ11m
2
2 + κ22m
2
1
λ+ k
+ detκ
}
. (B4)
The discriminant D(+) of F
↓
(+)(λ), regarded as a quadratic equation with respect to (λ− k), is
D(+) =
{
∆m2
λ+ k
− b1 cos(2θ)
}2
+ b21 sin
2(2θ); (B5)
thus, the (+)-solutions satisfy
λ(+) − k =
1
2
(
m21 +m
2
2
λ(+) + k
+ 2b0 + b1
)
± 1
2
√
D(+)(λ(+)). (B6)
With the aim of comparing (B6) with (2.61), we define
λ(+)+ − k =
m˜(+)2(↓)2
2k
, λ(+)− − k =
m˜(+)1(↓)2
2k
; (B7)
here, λ(+)+ and λ(+)− correspond to the solutions with the signs + and −, respectively, in front of
√
D(+) in (B6).
Then we have
m˜(+)2(↓)2 =
m¯2
1 + m˜(+)2(↓)2/(4k2)
+A0 +
1
2
[A+
√
D(+)(λ(+)+)(2k)2], (B8)
m˜(+)1(↓)2 =
m¯2
1 + m˜(+)1(↓)2/(4k2)
+A0 +
1
2
[A−
√
D(+)(λ(+)−)(2k)2]. (B9)
In accordance with the explanation concerning the approximation given in Sec.II.B, we have the approximate forms
of D(+)(λ(+)±) expressed as
D(+)(λ(+)+)(2k)
2 = { ∆m
2
1 + m˜(+)2(↓)2/(4k2)
−A cos(2θ)}2 + {A sin(2θ)}2;
≃ {∆m2 −A cos(2θ)}2 + {A sin(2θ)}2, (B10)
D(+)(λ(+)−)(2k)
2 ≃ {∆m2 −A cos(2θ)}2 + {A sin(2θ)}2; (B11)
thus we have(
m˜(+)1(↓)2
m˜(+)2(↓)2
)
≃ m¯2 +A0 + 1
2
{A+
√
(A−∆m2 cos(2θ))2 + (∆m2 sin(2θ))2
( −1
+1
)
}, (B12)
which coincide with the usually utilized expressions m˜j(↓)2’s given by (2.62).
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2. (−)-solutions
Eq.(B2) is rewritten as
det[Hmatt(M) (k ↓)− λ] = (λ− k)2F ↓(−)(λ) = 0, (B13)
F ↓(−)(λ) ≡ (λ+ k)2{1−
κ11 + κ22
λ− k +
det κ
(λ− k)2 }+ (λ+ k)
{
−m
2
1 +m
2
2
λ− k +
κ11m
2
2 + κ22m
2
1
(λ− k)2
}
+
m21m
2
2
(λ − k)2 , (B14)
Discriminant D(−) =
{
−m
2
1 +m
2
2
λ− k +
κ11m
2
2 + κ22m
2
1
(λ− k)2
}2
− 4m
2
1m
2
2
(λ− k)2
{
1− κ11 + κ22
λ− k +
detκ
(λ− k)2
}
=
1
(λ− k)2
[{
∆m2 − κ11m
2
2 − κ22m21
λ− k
}2
+
4m21m
2
2
(λ− k)2κ
2
12
]
; (B15)
thus, the (−)-solutions satisfy
λ(−) + k =
1
2(1− b0λ(−)−k )(1 −
b0+b1
λ(−)−k
)
[
2m¯2
λ(−) − k
− (2b0 + b1)m¯
2 + b1 cos(2θ)∆m
2/2
(λ(−) − k)2
∓
√
D(−)(λ(−))
]
. (B16)
We define m˜j(↓)2, j = 1, 2, as
λ(−)− + k = −
m˜(−)2(↓)2
2k
, λ(−)+ + k = −
m˜(−)1(↓)2
2k
. (B17)
In the same approximation as before, we have√
D(−)(λ(−)∓)(2k)2 ≃
√
D(−)(−k)(2k)2 ≃ ∆m2; (B18)
thus,
m˜(−)j(↓)2 ≃ m2j , j = 1, 2. (B19)
3. remarks
Similarly to the Hmatt(M) (k ↓) case, we obtain the approximate eigenvalues of Hmatt(M) (k ↑). We use the notations λ(+)j
and λ(−)j(j = 1, 2) for expressing the solutions of det[H
matt
(M) (k ↑)−0] = 0. By comparing (2.26) and (2.30) with (2.27)
and (2.31), respectively, we see the approximate eigenvalues are given by
λ(+)j = k +
m˜(+)j(↑)2
2k
, λ(−)j = −k −
m˜(−)j(↑)2
2k
, (B20)
where
m˜(+)j(↑)2 ≃ m2j ,(
m˜(−)1(↑)2
m˜(−)2(↑)2
)
≃ m¯2 −A0 − 1
2
{A+
√
(A+∆m2 cos(2θ))2 + (∆m2 sin(2θ))2
(
+1
−1
)
}. (B21)
As seen from the considerations described above in the present section, we obtain in the extreme-relativistic case the
eigenvalues (B12) which coincide with the usually employed ones such as Eq.(2.62). This does not necessarily mean,
as stressed in Sec.II.C, the validity of the usual relations among eigenvectors given below Eq.(2.62). In Sec.IV, this
point is examined in detail.
Notice that an analogous situation is described in Ref. [7], where the neutrino propagators on the flavor vacuum were
studied: although they share the same poles of the usual propagators defined on the mass vacuum, they correspond
to different boundary conditions and lead to different oscillation amplitudes.
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