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ReSuMen
Con el pasar de los años, en el ámbito de la seguridad informática el problema de la intrusión 
se desarrolla cada día más, incrementando la existencia de programas que buscan afectar 
a computadoras tanto a nivel local como a toda una red informática. Esta dinámica lleva a 
entender los ataques y la mejor manera de contrarrestarlos, ya sea previniéndolos o detec-
tándolos a tiempo, procurando que su impacto sea menor al esperado por el atacante. En este 
artículo se presenta una revisión de los ataques a sistemas informáticos, ahondando en los 
Sistemas de Detección de Intrusos (IDS) y en la implementación de técnicas de agrupamiento 
de datos —como las redes neuronales—, con el fin de encontrar métodos con altas precisiones 
en la detección de anomalías. Esta propuesta presenta la aplicación de GHSOM en IDS, utili-
zando el conjunto de datos NSL-KDD, y mostrando las mejoras encontradas en la detección 
de ataques en el proceso de búsqueda.
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ques.
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Application of GHSOM (Growing Hierarchical Self-Organizing 
Maps) to Intrusion Detection Systems (IDS)
AbStRAct
As time passes by, in the field of computer security, intrusion problems grow every day 
increasing the existence of programs that seek to affect computers both locally and across a 
network. This dynamic has led to an imminent need of understanding the attacks and find-
ing the best way to counteract them either by preventing them or by detecting them on time, 
diminishing the impact expected by the attacker. This article presents a review of attacks on 
computer systems, delving into the Intrusion Detection System (IDS) and the implementation 
of data clustering techniques like neural networks in order to find high accuracy methods for 
anomaly detection. This proposal presents GHSOM for IDS using NSL-KDD dataset, and 
illustrates attack detection improvement in the search process.
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IntRODuccIÓn
La seguridad es definida por la RAE [1] 
como: “cualidad de seguro”, siendo “segu-
ro” [2] el adjetivo que se define, según esta 
misma entidad, como: “Libre y exento de 
todo peligro, daño o riesgo”; de igual for-
ma el término informática [3] es definido 
como: “Conjunto de conocimientos cien-
tíficos y técnicas que hacen posible el tra-
tamiento automático de la información por 
medio de ordenadores”.
Asumiendo las precisiones anteriores, se 
logra inferir que la seguridad informática 
lo que pretende es escudar la información, 
siendo esta última la “agregación de datos 
que tiene un significado más allá de cada 
uno de éstos” [4], y tendrá un sentido parti-
cular según quién y cómo la procese.
El valor que puede tener la información 
es relativo y en muchos casos se le da una 
valoración subjetiva u objetiva debido a su 
alto grado de intangibilidad, algo que no 
suele ocurrir con las aplicaciones, los edifi-
cios, los equipos de cómputo o la documen-
tación física.
La información puede ser pública o priva-
da, además de cumplir con cualidades como 
son la integridad, el aislamiento, la confi-
dencialidad, la disponibilidad, la autentici-
dad, la protección a la réplica, el no repu-
dio, la consistencia, la privacidad, el control 
y la auditoría, la cual podemos definir como 
la capacidad que se tiene sobre el sistema 
en relación con procesos o acciones y deter-
minar así cómo y quién las realiza.
Al hablar de seguridad informática e in-
formación también se deben mencionar las 
amenazas, siendo estas consideradas como 
cualquier elemento que comprometa al en-
torno del sistema. Las amenazas pueden ser 
catalogadas en tres espacios de tiempo: an-
tes del ataque, durante y después del mismo. 
Lo anterior nos conduce a los mecanismos 
que garantizan la seguridad de un sistema 
informático en esas fases:
a) La prevención (antes): Son aquellos 
mecanismos que aumentan la fiabilidad 
o seguridad del sistema durante su fun-
cionamiento normal.
b) La detección (durante): Aquí podemos 
nombrar aquellos mecanismos orienta-
dos a revelar violaciones de seguridad 
como lo son los sistemas de detección o 
prevención de intrusos, de los cuales se 
hablará más adelante.
c) La recuperación (después): Son aque-
llos mecanismos que se aplican cuando 
ya el sistema ha sido penetrado para 
poder llevarlo a su funcionamiento nor-
mal.
Es sabido por la comunidad informática que 
los encargados de comprometer la seguri-
dad y tratar de burlar los mecanismos que 
garanticen un eficaz y eficiente desempeño 
de los sistemas son los intrusos, los cuales 
son clasificados con base en la magnitud del 
daño que causan al sistema atacado [5]: los 
primeros son los IC (Intrusos Curiosos), se 
les dice a las personas curiosas que no tie-
nen un grado de conocimiento en informáti-
ca pero que aun así intentan acceder a siste-
mas a los que oficialmente no tienen acceso 
y no causan mayor daño al sistema, solo lo 
espían. En segundo lugar están los crackers, 
que son aquellos usuarios que con cierto 
nivel de conocimiento usan un sistema de 
manera ilegítima para ejecutar programas 
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maliciosos o robar información para su be-
neficio. Por último están los IR (Intrusos 
Remunerados), los que son catalogados 
como los de más peligro ya que aunque no 
son comunes en pequeñas organizaciones 
cuentan con una gran experiencia en temas 
de seguridad y un amplio conocimiento del 
sistema, el cual utilizan para iniciar accio-
nes maliciosas con fines delictivos.
En la actualidad las redes son más suscep-
tibles a ataques que en años pasados, ya 
que los usuarios acceden a la red a través 
de conexiones de banda ancha y móvil, así 
como a través de Internet. Este aumento en 
el nivel de acceso introduce ataques mali-
ciosos a los que se conoce como ataques re-
motos. En esta investigación se propone la 
utilización de técnicas de agrupamiento de 
datos así como la implementación de nue-
vas y novedosas prácticas computacionales 
para la detección de ataques y anomalías en 
las redes de datos causadas por cualquiera 
de los tres tipos de usuarios mencionados 
anteriormente. Así, se expondrá la temáti-
ca referente a las técnicas de agrupamiento 
de datos, se presentará el tema de las redes 
neuronales y también se puntualizará sobre 
los métodos utilizados para la investigación 
desarrollada, describiendo en detalle la im-
plementación de GHSOM, donde se mos-
trarán los resultados obtenidos en el estudio 
adelantado, en los cuales los autores ponen 
a disposición de la comunidad científica en 
general nuevos métodos con altos porcenta-
jes de acierto en la detección de anomalías 
en las redes de datos actuales.
AtAqueS A SISteMAS InfORMátIcOS
Los ataques informáticos son intrusiones 
ilegales a la seguridad de un sistema, sien-
do una intrusión la materialización de una 
amenaza. Autores como Heady [6] definen 
intrusión como cualquier conjunto de ac-
ciones que tratan de comprometer la inte-
gridad, confidencialidad o disponibilidad 
de un recurso.
Gran parte de las intrusiones son realizadas 
por los puertos de las computadoras destino, 
utilizando programas de escaneo de puertos. 
Esta técnica de exploración pretende hallar 
qué servicios están siendo ofrecidos por 
una red o servidor, para realizar conexiones 
o intentos de conexión a diferentes puertos 
(TCp o UDp) en la víctima, esperando obte-
ner —dependiendo de su estado de abierto, 
cerrado o bloqueado— respuestas de alguno 
o algunos de ellos e inferir qué aplicación o 
servicio está activo en dicho puerto. El es-
tado más vulnerable a un ataque es cuando 
el puerto se encuentra abierto, esto significa 
que una aplicación servidor está escuchando 
por ese puerto las peticiones de los clientes 
que se conecten. por ejemplo, si recibe una 
respuesta del puerto 22 supondrá que se trata 
del servicio de SSH, aunque probablemente 
sea un servidor web el que esté escuchando 
peticiones en aquel puerto si el administra-
dor del host así lo ha configurado. Un puerto 
abierto puede brindar información sobre las 
vulnerabilidades de seguridad del sistema. 
por esta razón, una de las primeras activi-
dades que un atacante intentará realizar en 
contra de un sistema es sin duda una explo-
ración de puertos, por lo que se recomienda 
tener todos los puertos cerrados a menos que 
sea estrictamente necesario utilizarlos ya que 
si se hace efectivo el escaneo de puertos el 
atacante obtendrá información básica acerca 
de los servicios ofrecidos y, adicionalmente, 
otros detalles del entorno.
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Existe una gran cantidad de tipos de es-
caneo [7] que pueden basarse en los pro-
tocolos TCp o UDp, diferenciándose bá-
sicamente por las banderas de protocolo 
utilizadas tales como SYN, ACK o RST 
aplicables solo a TCp, pero los dos tipos de 
escaneo más comunes son el TCp Connect 
y el TCp SYN, como se muestra en la Fig. 
1 [8] suministrada por el Institute for Inter-
net Security (IIS). Se observa la utilización 
del proceso de conexión convencional del 
protocolo TCp conocido como triple hand-
shaking o saludo triple, llamado así por los 
tres mensajes que se intercambian al inicio 
de una nueva conexión (SYN, SYN_ACK y 
ACK). El escaneo TCp SYN o semi-abierto 
no establece una conexión por cada puerto, 
es más rápido y difícil de detectar.
Ataques a sistemas informáticos
En la actualidad existen múltiples y diver-
sos ataques informáticos para vulnerar sis-
temas informáticos; entre los más usados 
podemos mencionar al Spoofing; este tipo 
de ataque se caracteriza por la elaboración 
de tramas TCp/Ip utilizando una dirección 
IP falseada. El objeto [9] de dicho ataque es 
que el atacante simule la identidad de otra 
máquina en una red de datos con el propósi-
to de adquirir acceso a recursos de un tercer 
sistema con el que se ha podido llegar a te-
ner confianza basándose en el nombre o la 
dirección Ip de la máquina suplantada. Este 
ataque es en la actualidad uno de los más 
usados por las personas que cuentan con 
un gran conocimiento del protocolo TCp/
Ip ya que muchos sistemas basan su fun-
cionamiento en anillos de confianza, esque-
ma que hace que los usuarios de un sistema 
aporten su clave pública al sistema y firmen 
las claves del resto de los usuarios, método 
que no garantiza que una clave es de quien 
dice ser, más que por la confianza que se 
pueda tener en el firmante de dicha clave.
Otro importante ataque que hoy día es im-
plementado para estos propósitos es el lla-
mado “Negación de servicio”, también co-
nocido por sus siglas en inglés como DoS 
(Denial of Service) que en su gran mayoría 
están dirigidos contra un recurso informáti-
co, ya sea una máquina o una red. En este 
ataque el o los atacantes tratan de limitar de 
Fig. 1 Resumen de los tipos de escaneo más comunes: TCp Connect y TCp SYN
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una manera parcial o total a usuarios legí-
timos el acceso a servicios prestados por 
un recurso informático. Esta característica 
hace que este ataque se convierta en uno 
de los ataques más sencillos y contunden-
tes contra todo tipo de servicios, convir-
tiéndose en un serio problema, ya que un 
delincuente informático puede interrumpir 
constantemente un servicio sin necesidad 
de grandes conocimientos o recursos, utili-
zando programas sencillos o con la ayuda 
de una gran masa de usuarios ingenuos al 
ataque. 
Existen dos tipos principales de ataques de 
negación de servicio [10], los primeros se 
encargan de explorar grietas o desperfec-
tos del software para causar una falla en 
los procesos del sistema, agotando así sus 
recursos. A los segundos se les denomina 
“por inundación”, que son los encargados 
de inundar a un sistema o a un componente 
del sistema con más información de la que 
estos pueden manejar. Con este tipo de ata-
ques no existe ninguna grieta o desperfecto 
en el sistema que se deba reparar.
Aunque los ataques mencionados anterior-
mente logran dañar al sistema destino, se 
puede alcanzar un ataque aún más agresivo 
si se combinan dos o más técnicas de ata-
que, como es el caso reportado por Compu-
terWire [11] donde se utilizó la técnica de 
spoofing de direcciones IP y un ataque de 
negación de servicio.
Mecanismos de prevención
Debido al auge de los ataques se han desa-
rrollado mecanismos para prevenir o tratar 
en lo posible que dichos ataques no produz-
can el daño deseado por los atacantes o, en 
su defecto, no produzcan daño alguno. En-
tre estos podemos nombrar [12] la autenti-
cación e identificación, los mecanismos de 
control de acceso, los cortafuegos que sir-
ven para separar de la manera más segura 
posible una máquina o subred del resto y, 
por último, la criptografía [13], que garan-
tiza la confiabilidad de las comunicaciones 
de datos por las redes privadas o públicas, 
valiéndose de cifrados de clave pública, pri-
vada o firmas digitales.
Mecanismos de detección
Utilizados para detectar violaciones de la 
seguridad o cualquier tipo de intento que 
pueda comprometer el óptimo desempeño 
del sistema. Los más representativos de 
estos mecanismos son los IDS, conocidos 
comúnmente como Sistemas de Detección 
de Intrusos, que se encargan de supervisar y 
registrar toda actividad de un sistema para 
su análisis en busca de alguna actividad ma-
liciosa y dar así la respuesta más apropiada 
a dicha actividad. Entre los IDS disponibles 
se pueden nombrar: OSSEC [14], Tripwire 
[15], Snort [16], RealSecure [17], Prelude 
[18], entre otros.
Mecanismos de recuperación
Si ocurriese el caso en donde la prevención 
y la detección han fallado, surgen mecanis-
mos que ayudan a recuperar aquellas ano-
malías presentadas después de un ataque o 
violación al sistema. La idea que se tiene 
con estos mecanismos es poder regresar al 
sistema informático a su funcionamiento 
normal, ya sea mediante elementos como 
los antivirus, hardware adicional o meca-
nismos de detección que incluyan software 
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para la recuperación de sistemas a su estado 
inicial.
SISteMAS De DeteccIÓn  
De IntRuSOS (IDS)
Los IDS supervisan y registran los even-
tos que ocurren en una computadora o en 
una red de computadoras, para analizarlos 
y correlacionarlos en la búsqueda de seña-
les de intrusión y dar así una respuesta que 
permita corregir esta situación [19], además 
avisan de la ocurrencia de malas prácticas, 
como en el caso de los usuarios autoriza-
dos que intentan sobrepasar sus límites de 
restricción de acceso a la información [20], 
con el ánimo de poder dar con los respon-
sables del ataque y tomar acciones condu-
centes a superar la vulnerabilidad y casti-
gar, si se puede, a el o a los responsables de 
dicho ataque. Además, un IDS dispone de 
los medios para manejar alertas cuando se 
detectan signos de intrusión, lo que permite 
tomar las medidas correspondientes en el 
menor tiempo posible.
Los IDS, independientemente del sistema 
que vigilen o de su forma de trabajo, gene-
ralmente propenden a minimizar el consu-
mo de recursos, permiten o no utilizar una 
configuración según las políticas de seguri-
dad que dicte la organización, se adaptan a 
los cambios acelerados que sufren los siste-
mas y usuarios, incluyendo un proceso rápi-
do y sencillo de actualización; ejecutan sus 
funciones de forma continua, transparente y 
con un mínimo de supervisión; así mismo, 
toleran fallos y se recuperan de ellos aun si 
la red colapsa en algún momento. por últi-
mo, los IDS deben dar la posibilidad de re-
cuperar componentes comprometidos y, en 
caso contrario, administrar un tipo de alerta.
eficiencia de los IDS
Para medir la eficiencia de un IDS a la hora 
de detectar intrusiones en un sistema deter-
minado se usan las siguientes característi-
cas: precisión, rendimiento, completitud, 
tolerancia a fallos y tiempo de respuesta.
La precisión es la capacidad que tiene el 
sistema IDS para detectar ataques y distin-
guirlos del tráfico normal de una red. Para 
medir la precisión de un IDS se utilizan dos 
ratios: el porcentaje de falsos positivos; 
es decir, el número de veces que se detec-
ta un ataque que no existe, y el porcenta-
je de falsos negativos; es decir, el número 
de ataques no detectados. Cuanto menores 
sean estos ratios mejor será el detector; sin 
embargo, por lo general, cuando disminuye 
uno aumenta el otro por lo que el ideal es 
encontrar un buen equilibrio entre los dos. 
Lo anterior se resume en:
Precisión =
Ataques_reales_detectados 
Ataques_reales_detectados + Falsos_positivos
El rendimiento hace referencia al número 
de eventos que es capaz de analizar un sis-
tema. Lo ideal en este caso es que se ana-
lice el tráfico de la red en tiempo real aun-
que esto es altamente difícil de hacer si se 
quiere analizar a fondo el contenido de los 
paquetes. El rendimiento de un sistema de-
pende de la capacidad de procesamiento de 
hardware de la que se disponga. Cada tipo 
de IDS debe alcanzar un equilibrio entre la 
cantidad de paquetes que debe analizar y la 
profundidad de este análisis.
La completitud de un IDS se cumple cuando 
es capaz de detectar todos los tipos de ata-
ques. por lo general, los sistemas detectan 
solo algunos tipos y es necesario combinar 
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varias técnicas para conseguir la comple-
titud. Esta característica debe equilibrarse 
con la precisión; es decir, poder detectar la 
mayor parte de los ataques sin que el núme-
ro de falsas alarmas crezca demasiado. Su 
fórmula es la siguiente:
Completitud =
Ataques_reales_detectados 
Ataques_reales_detectados + Falsos_negativos
La tolerancia a fallos da al IDS la propiedad 
de resistir a los ataques. Un IDS debe ser 
seguro y robusto para evitar que un ataque 
lo inutilice dejando todo el sistema vulne-
rable. Además de resistir a los ataques, esta 
propiedad determina la capacidad del IDS 
a resistir un fallo del sistema, por ejemplo 
un corte de luz o la destrucción del terminal 
donde se ejecuta. Es importante que un IDS 
guarde los patrones que utiliza para la de-
tección y los “logs” que ha ido recogiendo 
con su ejecución.
El tiempo de respuesta es el tiempo que tar-
da en reaccionar ante un ataque, ya sea lan-
zando una alarma o poniendo medidas para 
detener o retardar la intrusión. Obviamente, 
cuanto menor sea el tiempo de respuesta 
más efectivo será el sistema, aunque debe 
asegurarse de que existe realmente un ata-
que antes de actuar.
clasificación de los IDS
La categorización de los Sistemas de De-
tección de Intrusos ha sido tratada por va-
rios autores, entre ellos podemos mencionar 
a Hervé Debar [21], Stefan Axelsson [22] 
de Chalmers University of Technology, así 
como a Wu y Banzhaf [20], quienes los cla-
sificaron según la fuente de datos o informa-
ción, el análisis y la estrategia de respuesta. 
Los IDS por fuentes de información hacen 
referencia a la fuente u origen de los datos 
que se utilizan en el análisis para determi-
nar si una intrusión se ha llevado a cabo. 
Aquellos que utilizan el análisis hacen men-
ción al método de detección utilizado como 
estrategia. Y, por último, los que utilizan 
mecanismos de respuesta son los que una 
vez se ha determinado si ha sucedido algu-
na intrusión, pueden o bien responder de 
forma activa ante la misma, o bien registrar 
la detección y no realizar acción alguna.
tendencias a futuro
Hoy día se trabaja en la implementación 
de IDS utilizando métodos avanzados, con 
lo que se ha logrado cierta eficiencia y efi-
cacia en la detección de intrusiones; entre 
ellos podemos encontrar [23] la detección 
de patrones en ciertas actividades del sis-
tema operativo o en cadenas de tráfico de 
red relacionadas con potenciales ataques. El 
problema del que adolecen estos sistemas 
de patrones es que las firmas que contienen 
los ataques conocidos, al estar almacenados 
en algún lugar del sistema, los imposibilita 
para detectar futuras intrusiones que sean 
desconocidas; es decir, que no correspon-
dan con alguno de los patrones almacenados 
por el sistema. El ejemplo más claro que se 
puede mencionar de este tipo de sistemas es 
STAT [24], el cual basa su funcionamiento 
en la detección de patrones.
Otra de las nuevas tendencias muy utiliza-
das en la actualidad es la inteligencia artifi-
cial, la cual es capaz de identificar patrones 
de ataques o actividad anómala por medio 
de ciertos indicadores para un perfil, como 
es el caso de las redes neuronales, encarga-
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das de elaborar modelos dinámicos para los 
perfiles de uso normal de un sistema, los 
cuales se van retroalimentando con los di-
ferentes tipos de actividad, ya sea anómala 
o no, y así obtener perfiles que se adecúen 
al comportamiento habitual del sistema.
por último, también son prometedores los 
métodos estadísticos que identifican des-
viaciones numéricas en ciertos indicado-
res, basándose en perfiles previamente 
definidos de lo que se constituye como un 
ataque o actividad legítima. Basándose en 
el análisis estadístico, los métodos de este 
tipo analizan el comportamiento previo de 
un evento para poder determinar de manera 
aproximada el valor que tendrían en futuras 
repeticiones.
técnIcAS De AGRupAMIentO De DAtOS
Al hablar de agrupamiento de datos en ne-
cesario hablar de patrones, definidos como 
lo opuesto al caos, una entidad vagamente 
definida que puede ser nombrada [25].
Teniendo en cuenta lo anterior, para poder 
reconocer un patrón se deben tener en cuen-
ta dos aspectos [26]: el primero de ellos es la 
clasificación supervisada donde se identifi-
ca el patrón dentro de una clase predefinida 
y el segundo es la no supervisada donde se 
asigna el patrón a una clase aún no conocida.
La clasificación no supervisada o agrupa-
miento mencionado fue el centro neurálgi-
co del trabajo de investigación realizado y 
representa un problema complejo ya que los 
datos pueden originar grupos con diferen-
tes formas y tamaños. Las propiedades que 
deben ser tenidas en cuenta al momento de 
agrupar las detalla Jain [27] y en ellas se 
expresa que para poder llevar a cabo agru-
pamientos óptimamente se debe tener en 
cuenta que los patrones dentro de un gru-
po son más similares entre sí que patrones 
que pertenecen a grupos diferentes, y que 
un grupo consiste en una relativa y alta den-
sidad de puntos separados de otros grupos 
por una relativa y baja densidad de puntos.
para poder hacer un buen uso del agrupa-
miento de datos y la implementación de téc-
nicas que usen patrones, es necesario hacer 
una reducción significativa de la dimensio-
nalidad, ya que esto se traduce en un bajo 
coste de medición y una mejor precisión en 
la clasificación. Para esto se debe hacer una 
reducción en las características que se van a 
evaluar, obteniendo un clasificador más rá-
pido y con un consumo de memoria menor 
pero sacrificando la precisión del sistema 
al reducir el poder de discriminación. En 
relación con la reducción de la dimensio-
nalidad se aplican algoritmos de selección 
y extracción de características como pCA, 
LDA o ICAFAST, formándose así nuevas 
características con base en transformacio-
nes o combinaciones del conjunto original 
utilizado. Además de lo anterior, se debe 
validar el grupo determinando, su cohesión 
frente a otros elementos y el nivel de ais-
lamiento que tenga con otros patrones que 
no pertenezcan a él. Validado el grupo se 
debe estimar el error del sistema de recono-
cimiento con base en todas aquellas mues-
tras que se tengan, divididas en conjuntos 
de entrenado y prueba.
etapas del proceso de agrupamiento 
En la Fig. 2 se muestran los pasos que invo-
lucran el agrupamiento de datos.
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La representación de patrones es el primer 
paso en los procesos de agrupamiento. Los 
patrones muestran las características que 
utilizarán el o los algoritmos para hacer 
agrupamientos.
En la mayoría de los casos las caracterís-
ticas hacen referencia a la dimensión de 
vectores multidimensionales que tienen co-
rrelación directa con dichas características, 
las cuales pueden ser cualitativas o cuanti-
tativas. Estas características en los patrones 
pueden ser determinadas mediante la selec-
ción y extracción. En la selección se identi-
fica el conjunto de características originales 
más efectivo para la tarea de agrupamiento, 
mientras que en la extracción se aplican di-
versas transformaciones en las característi-
cas existentes para producir nuevas carac-
terísticas. Estos dos métodos son utilizados 
en la práctica del agrupamiento y selección 
de datos para mejorar el rendimiento de 
cómputo al implementar algoritmos de un 
alto grado de complejidad.
Otro de los puntos a tener en cuenta al mo-
mento de hacer agrupamiento de datos es 
saber definir la medida de proximidad entre 
los patrones, ya que la métrica con que se 
midan estos datos, bien sea por similitud o 
disimilitud entre ellos, dará resultados más 
óptimos, dependiendo del método escogido. 
El agrupamiento, como se aprecia en la Fig. 
2, es el punto del proceso donde se forman 
los grupos propiamente dichos; para este 
proceso pueden darse métodos probabilís-
ticos, teoría de grafos, lógica difusa, entre 
otras técnicas. En esta figura se aprecia la 
abstracción de datos, donde se representan 
los datos de la manera más sencilla posible 
para su procesamiento en grupos compac-
tos, por lo general en términos de patrones 
representativos o prototipos. Al brindar una 
descripción simple e intuitiva de los grupos, 
la abstracción de datos es una herramienta 
útil para el análisis exploratorio.
por último, se evalúan los resultados obte-
nidos del proceso completo, en su mayoría 
de manera subjetiva, teniendo en cuenta el 
criterio específico de optimización utiliza-
do para realizar el agrupamiento y los pasos 
anteriormente descritos. Con este análisis se 
busca determinar si el agrupamiento obteni-
do es significativo y así probar su validez [28].
técnicas frecuentes  
para agrupamientos de datos
Las técnicas de agrupamiento de datos son 
variadas y entre las más comunes se pue-
den encontrar aquellas que utilizan las re-
des neuronales que, con su arquitectura de 
procesamiento paralela y distribuida, se han 
Fig. 2 Etapas del agrupamiento de datos
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ganado un puesto importante en las inves-
tigaciones de hoy día, brindándoles a los 
investigadores la oportunidad de “entrenar” 
sus propuestas. Otra técnica muy usada 
actualmente son los algoritmos evolutivos 
que con el uso de teoría evolutiva como son 
los cromosomas, el cruzamiento, la selec-
ción, mutación y fitness proveen la capaci-
dad de mejorar la población de una manera 
considerable, aportando optimización en 
este tipo de procesos. Se encuentra también 
el agrupamiento difuso, en el cual se logra 
asociar cada patrón con todos los grupos 
usando una función de pertenencia, siendo 
esta función la clave del éxito en este tipo 
de métodos. por último, se puede mencio-
nar la técnica de vecinos cercanos que es 
una de las más usadas, ya que la proximidad 
juega un papel importante y sirve de base 
para procedimientos de agrupamiento. Un 
patrón usualmente pertenece al mismo gru-
po que su vecino más cercano, y dos patro-
nes son considerados similares si compar-
ten vecinos [29].
técnicas de agrupamiento  
utilizadas en este trabajo
En este trabajo se mostrarán técnicas de 
clasificación no supervisadas como los 
Self-Organizing Maps (SOM) y los 
Growing Hierarchical Self-Organizing 
Maps (GHSOM). Teniendo en cuenta este 
tipo de clasificación, se dividirán los méto-
dos en aquellos que producen una serie de 
particiones anidadas, basadas en un criterio 
para unir o dividir grupos basados en su si-
militud, a los cuales les llamaremos jerár-
quicos y los que identifican la partición que 
optimiza un criterio de agrupamiento, que 
denominaremos particionales [30].
La construcción de los métodos jerárquicos 
se hace de forma aglomerativa o divisiva. 
Los primeros implementan la jerarquía de 
abajo hacia arriba, con el fin de crear un 
grupo por objeto y posteriormente unirlos 
gradualmente hasta que todos los objetos 
pertenezcan al mismo grupo. La construc-
ción que implementa el método divisivo 
trabaja a la inversa, de arriba a bajo, crean-
do inicialmente un único grupo al que per-
tenecen todos los objetos, para luego ser 
dividido gradualmente.
ReDeS neuROnAleS ARtIfIcIAleS
El valor de las redes neuronales empieza a 
tomar fuerza en los años ochenta, cuando se 
dan las primeras publicaciones que ratifican 
su uso y dan veracidad de sus resultados. 
Una de las publicaciones más influyentes 
fue Neural Networks and Physical Systems 
With Emergent Properties [31] donde se die-
ron las primeras razones formales para jus-
tificar el funcionamiento de las redes neu-
ronales y, por lo tanto, dio legitimidad a su 
uso. Otro de los resultados que dieron vali-
dez a las redes neuronales es que problemas 
combinatorios de optimización, como el 
problema del agente viajero, fueron formu-
lados y resueltos en términos de una función 
de energía de una red, la cual se minimiza 
cuando la red alcanza un estado estable.
De las características más importantes en la 
dinámica de una red neuronal son las llama-
das propiedades emergentes. En palabras de 
Hopfield [31], “ellas (las propiedades emer-
gentes) nacen de la interacción de un gran 
número de elementos, entonces son la con-
secuencia de relaciones microscópicas que 
parecen tener vida propia”. Sin embargo, 
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ensamblar una colección de neuronas no es 
suficiente para producir pensamiento.
Actualmente las redes neuronales artificia-
les se pueden simular en software o imple-
mentarlas en hardware. La implementación 
en hardware en su totalidad y de manera 
eficaz y eficiente es hoy día el gran reto, 
ya que es la única manera de aprovechar al 
máximo todas las capacidades de las RNA 
(Redes Neuronales Artificiales). Al mismo 
tiempo, miles de investigadores de diversos 
campos, tales como neurociencias, psicolo-
gía, medicina, matemáticas, física e inge-
niería, han resuelto un número importante 
de problemas del mundo real utilizando re-
des neuronales.
Arquitectura de las redes neuronales
Las RNA pueden ser divididas en dos gran-
des categorías: las redes “hacia-delante” 
(feedforward), en las cuales no existen ci-
clos; y las redes de retroalimentación (fee-
dback), en las cuales sí existen ciclos y por 
lo tanto la red se retroalimenta.
Las redes hacia-adelante son redes con va-
rias capas donde solo existe conexión entre 
capas consecutivas y no tienen memoria ya 
que la respuesta de una de estas redes a un 
dato de entrada dado, es independiente de 
los estados previos de la red; mientras que 
las redes de retroalimentación son sistemas 
dinámicos donde por cada dato de entrada, 
las respuestas de las neuronas son computa-
das por medio de las conexiones de retroa-
limentación, ocasionando una modificación 
en los vectores de pesos de las neuronas. De 
esta manera, la red se encuentra en un nuevo 
estado, repitiendo el proceso hasta alcanzar 
algún tipo de equilibrio o convergencia.
el aprendizaje de las neuronas artificiales
Toda red neuronal debe tener la capaci-
dad de aprender, independientemente de 
la arquitectura que la rija. El concepto de 
aprendizaje se relaciona con actualización 
de los pesos sinápticos de las neuronas con 
el fin específico de mejorar la forma en que 
realiza cierta tarea concreta. para poder ha-
cer efectivo este aprendizaje, se tiene en 
cuenta el llamado vector de pesos, vector 
que representa la actualización iterativa de 
los pesos sinápticos. Con este proceso de 
aprendizaje la red neuronal alcanza su de-
sempeño óptimo mediante la modificación 
de los vectores de pesos y es precisamente 
por esta razón que se considera a las redes 
neuronales sistemas adaptables.
La actualización de los pesos en las redes 
neuronales se puede hacer de varias for-
mas, algunas de ellas utilizan información 
previamente dada mientras que otras deben 
aprender a establecer los pesos correctos a 
partir del conjunto de datos. 
Aplicando lo anterior, se puede decir que 
existen tres formas en las que una red neu-
ronal puede aprender. La primera de ellas 
es mediante el aprendizaje supervisado; en 
este tipo de aprendizaje se provee a la red 
de las respuestas correctas para cada ele-
mento del conjunto de entrenamiento. En 
la segunda se implementa aprendizaje no 
supervisado, donde no se requiere de nin-
guna respuesta correcta ya que es la red la 
encargada de explorar los datos y buscar 
correlación entre los posibles patrones que 
puedan existir. por último, se encuentra un 
aprendizaje híbrido en el que se programa 
la neurona para que aprenda con una por-
ción de los datos utilizando aprendizaje su-
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pervisado, mientras que los pesos restantes 
son obtenidos de manera no supervisada.
Redes neuronales auto-organizables
Las redes más utilizadas en tareas de agru-
pamiento de datos son aquellas que hacen 
uso del aprendizaje competitivo, siendo 
los Mapas Auto-organizables de Kohonen 
(SOM) [32] y las redes Adaptative Reso-
nance Theory (ART) [33] (y las derivacio-
nes de ambos) los modelos más difundidos.
Como ya se mencionó, en el trabajo rea-
lizado para esta investigación se imple-
mentaron las redes Self-Organizing Maps 
(SOM) [34] y la mejora a estas denomina-
da Growing Hierarchical Self-Organizing 
Maps (HGSOM) [35] explicada en detalle 
más adelante.
Aparte de estas redes, existen otras técni-
cas que implementan modelos constructi-
vos como son Growing Neural Gas [36], 
Incremental Grid-Growing [37], Growing 
Self-Organizing Maps [38], Density Based 
Growing Neural Gas [39].
SOM (Self-ORGAnIzInG MApS)
Estudios científicos han evidenciado que 
hay neuronas en el cerebro que se organi-
zan en muchas zonas de forma tal que las 
informaciones captadas del entorno a través 
de los órganos sensoriales se representan 
internamente en forma de mapas bidimen-
sionales, y aunque esta organización neu-
ronal está predeterminada genéticamente, 
algunos autores coinciden en que parte de 
ella se origina mediante el aprendizaje, 
sugiriendo que el cerebro lograría tener la 
posibilidad de formar mapas topológicos 
de las informaciones recibidas del exterior. 
Es precisamente en estas ideas en las que se 
basa T. Kohonen para proponer un modelo 
de red neuronal con capacidad de formar 
mapas de características de manera similar 
como ocurre en el cerebro, donde su objeti-
vo primordial fue demostrar que un estímu-
lo externo o datos de entrada por sí solos, 
con estructura propia y descripción funcio-
nal del comportamiento de la red, eran su-
ficientes para formar mapas topológicos de 
semejanza con los creados por el cerebro.
funcionamiento de SOM
Una red SOM, como mapa auto-organizati-
vo, trata de establecer una correlación entre 
los datos de entrada y un espacio bidimen-
sional de salida, creando mapas topológi-
cos de dos dimensiones, con miras a que si 
existen datos de entrada con características 
comunes, se activen neuronas situadas en 
zonas próximas de la capa de salida. Una 
representación visual de este procedimiento 
se muestra en la Fig. 3, arquitectura típica 
de un mapa auto-organizado, donde X can-
tidad de neuronas de salida se disponen en 
forma bidimensional para representar los 
mapas de características.
Se puede afirmar, por lo tanto, que el algo-
ritmo SOM para la generación de mapas 
define una función del espacio de entrada 
a una red de neuronas en el plano, donde 
dicha función define una proyección del 
conjunto de datos multidimensionales (in-
visible) a un espacio visible (normalmente 
bidimensional). Este “espacio visible” del 
conjunto de datos permite que las relacio-
nes de semejanza que se presentan entre los 
datos dentro del espacio multidimensional 
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puedan ser observadas en un despliegue bi-
dimensional denominado “mapa”. De ahí 
el término mapa para describir este tipo de 
redes.
Esta visualización del conjunto de datos es 
generada de forma automática y sin inter-
vención humana, lo que categoriza al al-
goritmo SOM como un algoritmo de redes 
neuronales de aprendizaje no supervisado, 
de los que se habló en apartados anteriores 
y que promueve su evolución durante su en-
trenamiento, de manera que cada unidad de 
salida será sensible a reconocer y organizar 
porciones específicas en el espacio de en-
trada, acción que se realiza sin ningún tipo 
de retroalimentación con el medio externo 
y sin la utilización de información a priori. 
Este modelo es uno de los más populares 
que se utilizan en redes neuronales artificia-
les y pertenece a la categoría de redes con 
aprendizaje competitivo donde las células 
reciben de manera idéntica la información 
de entrada sobre la cual compiten, siendo 
esta competencia una lucha por determinar 
cuál de las neuronas es la que mejor repre-
senta a un estímulo de entrada dado. Como 
resultado de esta competencia solo una neu-
rona es activada en cada momento, como se 
muestra en la Fig. 4.
Fig. 4 Neurona ganadora = Mc y Neurona vecina = Mi 
[41]
el algoritmo de SOM
El algoritmo de SOM tiene un funciona-
miento específico, dado por un algoritmo 
bien definido. A continuación se explica su 
funcionamiento:
• El SOM es un vector bidimensional de 
neuronas como sigue:
M = {m1,…,mp x p}
• Una neurona es un vector que se le lla-
ma patrón y que se puede representar 
así:
Mi = {mi1,….,min}
Lo anterior muestra que la neurona tiene 
las mismas dimensiones que los vectores 
de entrada por lo que se dice que es n-di-
mensional. La relación que existe entre una 
neurona y sus respectivas vecinas se da por 
una relación de vecinos la cual propone la 
topología o estructura del mapa. En la Fig. 
5 se puede apreciar claramente las dos topo-
Fig. 3 Arquitectura típica de un mapa auto-organizativo 
[40]
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logías posibles usadas en SOM: la hexago-
nal y la rectangular.
Fig. 5 Posibles topologías de SOM [42]
En el algoritmo SOM básico, las relaciones 
topológicas entre los nodos (hexagonal o 
rectangular) y el número K de neuronas se 
fijan desde el inicio, definiendo la escala o 
la granularidad del modelo resultante y las 
distancias entre las unidades del mapa, de 
acuerdo con la distancia euclidiana entre 
los vectores de localización; sin embargo, 
en ocasiones es más práctico usar otras fun-
ciones de distancia.
En la “ejecución” del algoritmo de SOM 
existen varias etapas como son: el pre-
procesamiento de datos, la inicialización, 
el entrenamiento, la visualización y la vali-
dación. El pre-procesamiento de datos con-
siste en la etapa de alimentación de datos 
al sistema SOM. Estos datos son extraídos 
de la red y se busca, en lo posible, que los 
datos sean de calidad ya que si se cuenta 
con datos erróneos de entrada se corre el 
riesgo de que los resultados cumplan esa 
misma tendencia. Esto implica una etapa de 
eliminación de información no óptima para 
el procesamiento, por lo que se hace un aná-
lisis en primera instancia de un subconjunto 
de datos relevantes del modelo en cuestión. 
En la gran mayoría de los casos los datos de 
entrada para hacer este pre-procesamiento 
deben normalizarse para tener una escala de 
0 a 1 y poder tomar a la distancia como una 
medida posible de similitud.
El segundo punto que se debe tener en cuen-
ta en el algoritmo es la inicialización, que 
consiste en el uso de valores al azar o de las 
primeras muestras para poder darles vida a 
las neuronas (patrones). Si se usa una ini-
cialización al azar se asignan valores alea-
torios y es utilizada comúnmente cuando 
no se tiene la información suficiente sobre 
los datos de entrada en el inicio del entrena-
miento. La segunda forma de inicializar es 
la de las primeras muestras, donde se utili-
zan los primeros datos de entrada asignán-
dolos a los patrones, con la ventaja de que 
automáticamente son ubicados en la parte 
correspondiente del espacio de entrada.
Acto seguido se debe hacer un entrena-
miento, siendo este un proceso iterativo en 
el tiempo donde se van ingresando a la red 
muestras del conjunto de datos de entrada 
para que ella misma las “aprenda”. Este pro-
ceso suele ser lento y con un coste compu-
tacional alto ya que la razón del verdadero 
aprendizaje consiste en elegir una neurona 
ganadora utilizando el concepto de “medida 
de similitud” con el que se actualizan los va-
lores de los patrones de los vecinos. Como 
el proceso es iterativo, se repite hasta acotar 
el error y acercar a las neuronas a una repre-
sentación óptima de los datos de entrada.
La representación matemática del proce-
so planteado de entrenamiento se detalla a 
continuación:
En cada momento t del proceso de entre-
namiento, un vector de entrada x(t) ϵ ℝn es 
conectado a todas las neuronas en paralelo 
vía los vectores de referencia ωi de cada 
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neurona. Se produce una competencia de 
las neuronas para saber cuál de ellas es ca-
paz de representar de mejor manera al dato 
de entrada x(t).
La competencia consiste en que dado cual-
quier xϵX encontrar una neurona tal que su 
vector de referencia ωc cumpla con:
 (1)
a la neurona ganadora ηc se le define como 
el nodo que mejor representa al dato x o 
Best Matching Unit (BMU). Nótese que 
el subíndice c es función de x; para cada x 
existe un ηc(x).
Si se presentara el punto en que este índice 
no esté bien definido; es decir, cuando para 
un dato x existan dos ηe, ηd ϵ N tal que:
la selección de un único c(x) debe hacerse 
de manera aleatoria. Se tiene, entonces, la 
siguiente notación:
para cada tiempo t se realiza la ecuación (1) 
de manera que se puede definir c = c(t) tal 
que , las neuronas que se en-
cuentran dentro de una vecindad de ηc(t) en 
el arreglo bidimensional aprenderán de la 
misma entrada x(t) (Fig. 6).
La vecindad de ηc(t) sobre la red se define 
a partir del vector de localización rc(t) de la 
siguiente manera:
  (2)
donde ρ(t) es el radio de la vecindad en el 
tiempo t. 
Fig. 6 Variación en el tiempo del radio de la vecindad, 
t1<t2<t3 [41]
Como se observa en (2), el radio de la ve-
cindad varía en función de t. para efectos de 
la convergencia del algoritmo, la variación 
del radio a través del tiempo debe cumplir 
las condiciones (1) y (2) siguientes (Fig. 6).
En este proceso hay que ser muy cautelosos 
cuando se le da el tamaño inicial a ρ(0); si 
desde un comienzo la vecindad es muy pe-
queña, el mapa no se ordenará globalmente, 
lo cual implicará que el mapa generado se 
verá como un mosaico de partes entre las 
cuales el ordenamiento cambia discontinua-
mente. para evitar esto se recomienda que 
ρ(0) empiece siendo más grande que la mi-
tad del diámetro de la red.
para el proceso de aprendizaje inicial se 
utilizan valores aleatorios para los vectores 
de referencia wi (0). En las versiones más 
simples del SOM los valores sucesivos para 
los vectores de referencia se determinan 
recursivamente por el siguiente mapeo de 
iteraciones:
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La función hci(t) desempeña un papel fun-
damental en este proceso. A esta función se 
le conoce como función de vecindad, y tie-
ne la siguiente forma:
  (3)
lo cual implica que el valor de la función 
depende de la distancia entre la neurona ηi 
y la neurona ganadora ηc(t) en el tiempo t.
El ancho promedio ρ(t) y la forma de hci(t) 
definen la rigidez del mapa que será asocia-
da a los datos. Independientemente de cuál 
sea la forma explícita de la función (3), 
debe ser tal que hci(t) → 0 mientras 
se incrementa. 
Una de las definiciones más simples que se 
encuentran de la función vecindad es la si-
guiente:
el valor de α(t) se define como factor de 
aprendizaje, el cual cumple con la condi-
ción 0 < α(t) < 1 y usualmente α(t) es una 
función monótona decreciente.
Retomando las etapas en la ejecución del 
algoritmo SOM, viene ahora la cuarta, que 
se constituye en la visualización. El SOM 
puede representarse de una manera visual 
como una aproximación de la función de 
densidad de probabilidad de los datos de 
entrada [43]. La representación U-Matrix 
(Unified Distance Matrix) del SOM visua-
liza la distancia entre neuronas adyacentes, 
distancia que es calculada y representada 
con diferentes colores entre los nodos ad-
yacentes. Un color oscuro representa una 
distancia grande mientras que uno de baja 
intensidad significa que los patrones están 
cerca unos de otros. Lo anterior infiere que 
en los resultados obtenidos en la visualiza-
ción se pueda hablar de “clases” o áreas cla-
ras y “separadores” o áreas oscuras, siendo 
esta manera de representación de gran ayu-
da para “visualizar” los datos de entrada sin 
tener información a priori sobre las clases. 
La Fig. 7 ilustra el resultado de la etapa de 
visualización.
Fig. 7 U-Matrix [44]
por último encontramos la etapa de valida-
ción, donde se prueba el modelo que se va a 
utilizar para tener la certeza de que los da-
tos de salida serán razonables y ciertos. En 
la mayoría de los casos esta etapa se hace 
usando un conjunto independiente de datos; 
muy parecido al entrenamiento pero no par-
te de él, siendo esta porción como un caso 
representativo del caso general.
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GHSOM (GROwInG HIeRARcHIcAl Self-
ORGAnIzInG MApS)
Los Mapas Auto-organizativos Jerárqui-
cos, de las siglas en inglés GHSOM [34] 
(Growing Hierarchical Self Organizing 
Maps) se proponen como una extensión 
de los mapas auto-organizativos SOM y 
HSOM [45] con los dos siguientes propó-
sitos:
1. SOM tiene una arquitectura de red fija, 
es decir el número de unidades de uso, 
así como la distribución de las unidades 
tiene que ser determinada antes del en-
trenamiento.
2. Los datos de entrada que son de natura-
leza jerárquica deberían estar represen-
tados en una estructura jerárquica para 
mayor claridad de la representación. 
GHSOM utiliza una estructura jerárqui-
ca de varias capas, donde cada capa está 
formada por un número de SOM inde-
pendiente. Solo un SOM se utiliza en la 
primera capa de la jerarquía.
por cada unidad del mapa una SOM podría 
añadirse a la siguiente capa de la jerarquía. 
Este principio se repite con el tercer nivel 
del mapa y las demás capas de la GHSOM. 
Este proceso se describe en la Fig. 8.
El proceso de inserción de columnas o filas 
se rige por los siguientes pasos:
a. Los pesos de cada unidad se inicializan 
con valores aleatorios.
b. Se aplica el algoritmo estándar de SOM.
c. La unidad con la mayor desviación en-
tre el vector de pesos y los vectores de 
entrada es elegida para representar la 
unidad de error.
d. Una fila o una columna se inserta en-
tre la unidad de error y la unidad vecina 
más distinta en términos de espacio de 
entrada.
e. Los pasos b al d se repiten hasta que el 
Error de Cuantificación Medio (MQE) 
alcanza un determinado umbral, una 
fracción del error de cuantificación pro-
medio de la Unidad i, en la capa de pro-
cedimiento de la jerarquía.
La representación gráfica de lo anterior se 
muestra en la Fig. 9. Allí se aprecia el Es-
tado A, este es el diseño de SOM antes de 
la inserción de nuevas unidades. Donde “e” 
es la unidad de error y “d” es el vecino más 
distinto. En Estado B se muestra el diseño 
de SOM después de insertar una fila entre 
“e” y “d”.
En cuanto a la profundización de la jerar-
quía de GHSOM, la idea general es mante-
ner el control si el nivel más bajo de SOM 
ha logrado una cobertura suficiente para la 
entrada de datos subyacente.
Los pasos con más detalles son: comprobar 
el error medio de cuantificación de cada 
Fig. 8 Arquitectura de GHSOM [46]
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unidad para asegurarse de que está por en-
cima de cierto umbral dado: indicando el 
nivel de granularidad deseado de una repre-
sentación de datos como una fracción del 
error de cuantificación inicial en la capa 0.
En segundo lugar se asigna una capa SOM 
para cada unidad con un error medio de 
cuantificación superior a los umbrales indi-
cados, y entrenar el SOM con los vectores 
de entrada asignados a esta unidad. 
GHSOM ofrece una manera conveniente de 
organizar por sí mismo los datos jerárqui-
camente en capas y ofrece a los usuarios la 
posibilidad de elegir el nivel de detalle de 
la representación en los diferentes niveles 
de la jerarquía. por otra parte, el algoritmo 
GHSOM determinará automáticamente la 
arquitectura de la SOM en diferentes niveles.
Los inconvenientes de este modelo incluyen 
la fuerte dependencia de los resultados en 
un número de parámetros que no son ajus-
tados automáticamente. Umbrales altos por 
lo general dan como resultado una GHSOM 
plana con grandes SOM individuales, mien-
tras que los bajos se traducen en jerarquías 
profundas con mapas más pequeños.
el algoritmo GHSOM
La etapa de entrenamiento del algoritmo de 
GHSOM empieza con la configuración ini-
cial; en este paso se crea el “mapa” en el 
nivel 0 con una sola unidad. El vector m
0 
de pesos de esta unidad es inicializado, la 
media de todos los vectores de entrada y 
también se calcula el error medio de cuan-
tificación mqe
0
.
Básicamente, el error medio de cuantifica-
ción mqei de una unidad i es la desviación 
entre el vector de pesos y los vectores de 
entrada asignados a esta unidad. Se calcula 
como el promedio de la distancia euclidiana 
entre el vector de pesos mi y los vectores 
de entrada xj que son elementos del conjun-
to de vectores de entrada Ci que se asignan 
a esta unidad i, como se ve en la ecuación 
(4), con | · | denotando la cardinalidad de un 
conjunto.
 
(4)
Específicamente, el error medio de cuanti-
ficación mqe
0 
de la unidad en la capa 0 se 
calcula como se detalla en la expresión (5), 
donde nI es el número de todos los vectores 
entrada x del conjunto de datos de entrada I.
Fig. 9 Inserción de unidades en arquitectura GHSOM [34]
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(5)
El valor de mqe
0 
puede ser considerado 
como una medida de la diferencia de los da-
tos de entrada. Esta medida tendrá un papel 
fundamental durante el proceso de creci-
miento de la red neuronal.
Seguidamente a este procedimiento de ini-
cialización, viene el proceso de formación y 
crecimiento del mapa. Este nuevo proceso 
se inicia creando un nuevo SOM debajo de 
la capa 0 del mapa con un tamaño inicial de 
2x2 unidades. Esta primera capa del mapa 
se entrena con el procedimiento estándar 
de SOM. Después de un número fijo λ de 
iteraciones de entrenamiento el mqe de to-
das las unidades es analizado. Un alto mqe 
muestra que para esta unidad en particular 
del espacio de entrada no se representa con 
suficiente precisión. Por lo tanto, se nece-
sitarán nuevas unidades para incrementar 
la calidad de la representación del espacio 
de entrada. La unidad con el mqe más alto 
se seleccionará entonces como la unidad de 
error e. Una nueva fila o columna de unida-
des se inserta en medio de esta unidad de 
error y su vecino más opuesto. Los vectores 
de peso de las nuevas unidades se iniciali-
zan con el promedio de sus vecinos corres-
pondientes.
El crecimiento de un mapa puede ser des-
crito matemáticamente de la siguiente ma-
nera: si Ci es el subconjunto de vectores xj 
de los datos de entrada que se asigna a la 
unidad i, es decir, Ci ⊆ I, y mi el vector de 
peso de la unidad i, entonces la unidad de 
error e se calcula como la unidad con error 
medio de cuantificación máximo:
        (6)
La selección de sus d vecinos más disímiles 
se determina por la distancia máxima entre 
el vector de pesos de la unidad e, y los vec-
tores de peso de las unidades vecinas. Una 
fila completa o columna de unidades se in-
serta entre d y e, como se mostró en la Fig. 
11, donde las flechas indican la respectiva 
unidad vecina para inicializar el vector de 
pesos.
El proceso de crecimiento continúa hasta 
que el error medio de cuantificación, cono-
cido como MQE, en mayúsculas, alcanza 
una cierta fracción τ1 del mqeu de la uni-
dad correspondiente en la capa superior; 
es decir, la unidad que constituye la capa 0 
del mapa para la primera capa de mapa. El 
MQE de un mapa se calcula como la media 
de todos los errores medios de cuantifica-
ción mqei (ver la expresión (4)) del sub-
conjunto U del mapa de las unidades de los 
datos asignados:
 (7)
El criterio de parada para un mapa m en su 
etapa de entrenamiento está definido por:
    (8)
donde mqeu es el error medio de cuantifi-
cación de la unidad u, correspondiente a la 
capa superior. En efecto, cuanto menor sea 
el parámetro τ1 que se elija, mayor será el 
tiempo de entrenamiento, y mayor el mapa 
resultante. para el caso de la primera capa 
del mapa el criterio de parada es MQE1 < 
τ1 ∙ mqe0. El parámetro τ1, por lo tanto, 
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sirve como medida de control para el tama-
ño final de cada mapa para definir el grado 
en que cada uno de ellos tiene que repre-
sentar la información asignada a la unidad 
basada en un mayor detalle.
Cuando el entrenamiento del mapa termina, 
cada unidad tiene que ser revisada para su 
expansión, es decir, debe ser más “refina-
da” en un mapa en la siguiente capa. Esto 
significa que para las unidades que repre-
sentan un conjunto de diversos vectores de 
entrada debe crearse un nuevo mapa en la 
siguiente capa. El límite para la expansión 
está determinado por un segundo parámetro 
τ2, que define la granularidad de representa-
ción de datos, requisito que debe cumplirse 
por cada unidad. por lo tanto, se constituye 
el criterio global de parada con un mínimo 
de calidad de representación de datos para 
todas las unidades como una fracción de 
la disparidad de todos los datos de entrada 
descritos por mqe0.
mqei < τ2 ∙ mqe0 (9)
Si se presentara el caso de que (8) es falsa 
para la unidad i, es decir, mqei sea mayor 
o igual a τ2 ∙ mqe0, se debe entonces crear 
un mapa pequeño en la siguiente capa, pero 
si el criterio de parada se cumple, no se re-
quieren más expansiones. En este punto hay 
que tener en cuenta que, a diferencia del cri-
terio de parada para el crecimiento horizon-
tal del mapa determinada por τ1 y el mqe de 
la unidad de la capa superior, este segundo 
criterio se basa únicamente en el mqe0, es 
decir, el mqe de la capa de 0, por cada uni-
dad en todos los mapas.
En consecuencia, con la etapa de entrena-
miento que tiene GHSOM, los vectores de 
entrada para realizar este proceso en el nue-
vo mapa son los asignados a la unidad que 
acaba de ser ampliada. Este nuevo mapa 
seguirá creciendo de forma indefinida has-
ta que cumpla con algunos de los criterios 
de parada descritos anteriormente. Todo el 
proceso se repite para las capas subsiguien-
tes hasta que el criterio fijado en la expre-
sión (8) se cumpla en todas las unidades en 
las capas más bajas.
El parámetro τ2 define la calidad mínima 
de representación de todas las unidades en 
la capa más baja de cada ramificación, lo 
que garantiza que la calidad de la repre-
sentación de datos cumple con un criterio 
mínimo para todas las partes del espacio de 
entrada. Con GHSOM se proporciona auto-
máticamente el número necesario de unida-
des en las áreas respectivas.
Es necesario dejar claro que los paráme-
tros τ1 y τ2 en el proceso de crecimiento de 
GHSOM merecen una importante conside-
ración ya que son la base para la creación de 
los nuevos mapas.
El parámetro τ1 controla el proceso de cre-
cimiento real de la GHSOM. Básicamente, 
la jerarquía de datos puede ser representada 
de diferentes maneras, siendo el primer caso 
aquel que tiene jerarquías inferiores con de-
talladas mejoras que la capa subsiguiente, o 
el de las jerarquías más profundas, que pro-
porcionan una separación estricta de los di-
ferentes sub-grupos mediante la asignación 
de mapas por separado.
En el primer caso se prefiere a mapas más 
grandes en cada capa, lo que explica una re-
presentación plana de la mayor parte de los 
datos, permitiendo una estructura menos je-
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rárquica. En el segundo caso, sin embargo, 
donde por lo general se prefieren los mapas 
más pequeños, cada uno de los cuales des-
cribe solo una pequeña parte de las caracte-
rísticas de los datos, con más énfasis en la 
detección y representación de la estructura 
jerárquica.
por lo tanto, cuanto menor sea el parámetro 
τ1, mayor será el grado de explicación de 
los datos en un solo mapa. Esto se traduce 
en mapas más grandes como el mapa del 
error medio de cuantificación (MQE) que 
será inferior a las unidades que están dispo-
nibles para la representación de los datos. 
Si τ1 se establece en un valor bastante alto, 
no es necesario que el MQE quede muy por 
debajo de la mqe de la unidad que se basa 
en la capa superior. Así, un mapa más pe-
queño va a satisfacer el criterio de parada 
para el proceso de crecimiento horizontal, 
que requiere la representación más detalla-
da de los datos que se realiza en las capas 
posteriores. 
A diferencia del parámetro τ1, el τ2 se en-
carga de controlar el nivel de detalle mí-
nimo de representación de datos, es decir, 
ninguna unidad puede representar datos con 
una granularidad más gruesa de la posible. 
Si los datos asignados a una sola unidad 
aún tiene una mayor variación, entonces ya 
sea una nueva fila o columna se añadirán 
al mismo mapa durante el proceso de creci-
miento horizontal para hacer más unidades 
disponibles para la representación de los 
datos, o en su defecto, un nuevo mapa será 
añadido procedente de esta unidad, repre-
sentando con más detalle los datos de esta 
unidad en una capa posterior.
Esta granularidad absoluta de representa-
ción de datos por lo general se especifica 
como una fracción de la diferencia inheren-
te a la recolección de datos como tal, que se 
expresa en el error medio de cuantificación 
de la unidad en la capa 0. 
En conclusión, se puede decir que cuanto 
menor es el valor del parámetro τ1, más pla-
na la jerarquía, y cuanto menor sea el valor 
del parámetro τ2, mayor será el número de 
unidades resultante de la red GHSOM.
IMpleMentAcIÓn De GHSOM
Las características para la implementación 
de IDS o IPS del tráfico capturado en este 
trabajo, son las utilizadas por el conjunto 
de datos NSL-KDD [47]. Estas caracterís-
ticas se dividen en tres clases debido a que 
la detección e identificación de algunos de 
los ataques requiere el uso de más que una 
clase; estas características son: las básicas, 
las basadas en contenido y las característi-
cas del tráfico. 
El primer paso realizado en esta investiga-
ción fue analizar el conjunto de datos men-
cionado con el fin de extraer las caracterís-
ticas de los archivos de texto y la construc-
ción de los vectores que forman el espacio 
de características.
Este espacio de características se compone 
de vectores pertenecientes a ℝ41 y con-
tienen las características de tráfico de co-
nexión. Entre las características tomadas en 
cuenta se mencionan la duración de la co-
nexión, el tipo de protocolo, o el número de 
intentos de user-to-root. Se deja claro que 
la selección de características basadas en 
red en los IDS no es tarea sencilla y que se 
pueden utilizar técnicas multivariantes [48] 
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para tal acción, como es el caso de PCA [49] 
o LDA [50]. Aunque el uso de estas técnicas 
es relativamente bueno, en otros trabajos se 
ha demostrado que el conjunto completo de 
características supera a la función de selec-
ción con métodos como ACC/LDA [49]. En 
este trabajo se usó una estructura dinámica, 
como GHSOM y el conjunto completo de 
características.
para poder aplicar GHSOM en IDS, es nece-
sario codificar algunas de las características 
cualitativas como el protocolo, el servicio, 
la bandera y otras incluidas en el conjunto 
de datos NSL-KDD debido a la naturale-
za numérica de los vectores de entrada de 
GHSOM. La codificación de estas caracte-
rísticas se realiza mediante la asignación de 
valores numéricos con el fin de mantener 
una distancia lo suficientemente alta entre 
ellos para la eficacia del clasificador SOM. 
Se han elegido el número 1 y otros núme-
ros primos con distancias superiores a seis. 
Este código ha sido elegido con el fin de 
aumentar la distancia entre las diferentes 
características. por ejemplo, en el protoco-
lo de los componentes de los vectores de 
entrada, el TCP se codifica como 1, UDP 
como 7, e ICMp como 17. Los vectores de 
entrada se han normalizado con el único fin 
de evitar que algunas características tengan 
más influencia que otras, restando la media 
y dividiendo por la desviación, con lo que 
queda cada dimensión con valores entre 0 y 
1, y el espacio de características pertenece 
a ℝ41.
cálculo de la bMu en GHSOM
Teniendo claras las características que se 
deben usar, se realizó el cálculo de la BMU 
o unidad ganadora utilizado un algoritmo 
iterativo, como lo muestra la Fig. 10, el cual 
recorre toda la jerarquía para determinar la 
unidad ganadora y el mapa a que pertenece. 
Después de calcular las distancias entre un 
patrón de entrada y los vectores de peso del 
mapa en la capa 0, se determina el mínimo 
de estas distancias. Una vez la neurona ga-
nadora se encuentra en el mapa 1, se podría 
crecer desde dicha neurona, por lo que tene-
mos que comprobar si la neurona ganadora 
es una unidad padre. Esto se puede lograr 
con los vectores de los padres resultantes 
del proceso de entrenamiento del GHSOM. 
Si un nuevo mapa surge de la neurona ga-
nadora, se calcula la BMU en este nuevo 
mapa. Este proceso se repite hasta llegar a 
un mapa donde la BMU no pueda crecer. 
por lo tanto, la BMU en el GHSOM se 
identifica dentro de un mapa en una capa de 
la jerarquía como es el caso del mapa 5 y la 
unidad 4 (Fig. 10).
Fig. 10 Iteraciones para encontrar la BMU en GHSOM 
[51]
entrenamiento  
y reetiquetado del GHSOM
El conjunto de datos NSLKDD cuen-
ta con varios archivos para realizar 
pruebas, en nuestro caso se utilizó el 
“KDDTrain+_20percent.TXT”, para el en-
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trenamiento de la estructura GHSOM. Este 
conjunto de datos contiene el 20% del total 
de todos los datos, siendo muestras únicas 
e irrepetibles de los demás conjuntos. Des-
pués del entrenamiento se usó validación 
cruzada para la obtención de los resultados 
probado el sistema con el 100% de los pa-
trones de entrenamiento, utilizando el con-
junto de datos “KDDTrain+.TXT”. Como 
se comentó anteriormente, se utilizó el con-
junto completo de características. Después 
de varias pruebas con diferentes valores de 
τ1 para controlar la amplitud del mapa, y τ2 
para el control de la profundidad, se han se-
leccionado τ1 = 0.6 y τ2 = 10
-5. Esto podría 
hacer que el GHSOM crezca más de lo ne-
cesario, dejando algunas de las unidades sin 
etiquetar, lo que conlleva a que el número 
de neuronas en el mapa de salida alrededor 
de la neurona ganadora de datos de entrena-
miento se incremente. 
Cuando un patrón de entrada similar a uno 
de los patrones de entrenamiento se presen-
ta a la GHSOM, la neurona ganadora puede 
etiquetarse o no. Si la neurona ganadora no 
es etiquetada, se utiliza un esquema basado 
en probabilidad para determinar la etique-
ta de esa neurona. Más específicamente, la 
neurona ganadora es etiquetada o reetique-
tada con la etiqueta más repetida en sus ve-
cinos mediante el uso de una probabilidad 
calculada de acuerdo con:
     (10)
En esta expresión, Pu es la probabilidad de 
que la unidad ganadora u sea reetiquetada 
con éxito, donde M
σ (u,ε)
(u) es la etiqueta 
que aparece con más frecuencia en la vecin-
dad gausiana σ(u,ε), de la neurona ganadora 
u, y n es el número de neuronas que per-
tenecen a la vecindad de u, σ(u,ε). En esta 
ecuación, el parámetro ε indica la anchura 
de la vecindad de la neurona ganadora.
En la Fig. 11 se muestra un ejemplo del 
proceso de reetiquetado. En esta figura, la 
BMU que no ha sido inicialmente etique-
tada, se etiqueta ε=1 para establecer su ve-
cindad. para este ejemplo en particular se 
nota una vecindad con cuatro unidades eti-
quetadas con L1, una unidad con L2 y una 
unidad con L3. Entonces la probabilidad Pu 
de un reetiquetado exitoso para esta BMU 
será de 4/6 = 0,66 (66%) (M
σ (u,ε)
 (u)) = 4, 
n = 6).
L1 L1
L1
L1L2
L3
BMU
GHSOM SUBMAP
Fig. 11 Ejemplo del proceso de reetiquetado (unidades 
blancas sin etiqueta) [51]
Resultados del experimento
Para el experimento se utilizó el software 
matemático MATLAB, el clasificador 
GHSOM y el conjunto de datos NSL-KDD 
[47]. Los resultados obtenidos se muestran 
en la Fig. 12 donde se logra apreciar el éxi-
to de detección para cada tipo de ataque in-
cluido en el conjunto de datos NSL-KDD. 
La figura ilustra que el proceso de etique-
tado realizado, basado en la probabilidad, 
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aumenta el éxito de detección para la mayo-
ría de los ataques aunque algunos de ellos 
como el de multisaltos (multihop), no son 
detectados antes del proceso de reetiqueta-
do de la unidad.
En la Fig. 13 se presenta la tasa de éxito de 
detección por tipo de ataque; como puede 
observarse en todos los casos, el método de 
reetiquetado aumenta el rendimiento de cla-
sificación, así como la tasa de detección de 
éxito. En cuanto a los ataques User to Root 
(U2R), el rendimiento es peor que el obte-
nido para otros ataques, aunque se debe de-
jar claro que los patrones de entrenamiento 
de este tipo de ataque en el NSL-KDD son 
significativamente menores para este ata-
que que para los demás [47].
Los porcentajes estadísticos de la ejecución 
se aprecian en la Tabla I.
Tabla I 
PorcenTajes de normales/anómalos deTecTados
porcentaje normales detectados 
correctamente 99,68%
porcentaje anómalos detectados 
correctamente 99,42%
En la Tabla II se muestran los resultados de 
pruebas de otras propuestas de IDS basadas 
en SOM y GHSOM extraídas de [47]. En 
ella se observa cómo el método nuestro de 
GHSOM con probabilidades de reetiqueta-
do (RL-GHSOM) alcanza un alto índice de 
ataques detectados y supera claramente la 
tasa de falsos positivos proporcionada por 
las otras propuestas similares.
Fig. 12 Detección para cada tipo de ataque incluido en el conjunto de datos NSL-KDD
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Tabla II 
comParaTIva del méTodo uTIlIzado con oTros sImIlares
Implementación 
de IDS
Ataques 
detectados (%)
Falsos 
positivos 
(%)
RL-GHSOM 99.68 0.02
GHSOM 99.99 3.72
K-Map 99.63 0.34
SOM 97.31 0.34
cOncluSIOneS
Las tipologías de organización de datos 
propia de los métodos de acceso y las pro-
piedades de generalización y aprendizaje de 
las redes neuronales, convierten a las técni-
cas de SOM y sus derivados en procesos al-
tamente eficientes en tareas de clasificación 
y recuperación de información. por lo tan-
to, es posible aprovechar las características 
propias de dos estructuras al mismo tiempo, 
haciendo de la familia SOM y sus predece-
sores una herramienta versátil por su apli-
cación en casi cualquier dominio de datos.
En este trabajo se presenta una vista dife-
rente de aplicación de los IDS o sistemas 
de detección de intrusos en redes de datos 
aprovechando las capacidades de la técnica 
usada por GHSOM. Se ha utilizado el con-
junto completo de características del data-
set NSLKDD para la consecución de resul-
tados, por lo que se ha diseñado un sistema 
de etiquetado (o reetiquetado) de las BMU 
que usa la probabilidad para reetiquetar con 
éxito.
Los resultados obtenidos empleando la téc-
nica mencionada son prometedores, ya que 
permite detectar el 99.68% de los patrones 
Fig. 13 Tasa de éxito de detección (Vertical) por tipo de ataque (Horizontal)
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de tráfico normal y el 99.42% de los anorma-
les. Consecuentemente, si comportamientos 
normales y anormales son detectados con 
precisión, es posible realizar algunas otras 
acciones en tiempo real, como el bloqueo 
de Ip, y las tareas de IDS/IpS podrían ser 
implementadas de manera eficiente en ar-
quitecturas tales como los procesadores de 
red, haciendo de los ambientes informáticos 
compartidos un lugar más seguro.
ApORteS
En este trabajo se ha hecho un programa 
en MATLAB que implementa el algoritmo 
GHSOM basándose en la Toolbox existente 
de SOM y aplicando funciones de entrena-
miento y reetiquetado sobre los datos ini-
ciales del dataset NSLKDD.
Los resultados obtenidos usando la técnica 
mencionada prometen trabajos futuros car-
gados de buenas noticias, ya que los por-
centajes de acierto son lo suficientemente 
apreciables en comparación con otras técni-
cas de detección gracias a su capacidad de 
detección del 99.6824% de los patrones de 
tráfico normal y el 99.4235% de los anor-
males, ofreciendo así una luz verde para 
unir fuerzas en la investigación de este tema 
que tiene innumerables campos de acción 
en la vida diaria.
Otro de los aportes importantes que cabe 
mencionar es la capacidad que tiene el al-
goritmo realizado en detectar “Falsos po-
sitivos” o tráfico normal detectado como 
anómalo (2.509541e-01) así como los “Fal-
sos Negativos” o trafico anómalo detectado 
como normal (5.764967e-01). Por último, 
y no menos importante, hay que mencionar 
que la precisión del algoritmo implementa-
do en este trabajo tiene un porcentaje del 
“99.597533%”.
tRAbAjOS futuROS
Como trabajo futuro, se considera la im-
plementación real del IDS (Sistema de De-
tección de Intrusos), permitiendo hacer una 
aplicación eficaz y eficiente en la detección 
de conductas normales y anormales con la 
precisión del tiempo real así como mejoras 
a la implementación del mismo, como son 
el bloqueo de Ip en tiempo real con miras a 
mejorar la calidad de la prevención en las 
intrusiones de la red.
De igual forma se piensa trabajar en el uso 
de la optimización multiobjetivo para per-
mitir seleccionar las características más 
discriminatorias que generan pequeñas 
GHSOM y acelerar el paso de extracción de 
las características y el cálculo de la BMU en 
GHSOM, procedimiento que no solo acele-
rará la creación de los mapas sino que op-
timizará el proceso de detección. pensando 
en esto, se plantea implementar alternativas 
para una ejecución del IDS mediante el uso 
de la optimización de los módulos del ker-
nel en equipos de cómputo con varios pro-
cesadores y/o tarjetas de red programables.
Se considera que el aprovechamiento del 
actual paralelismo en los nodos de proce-
samiento actual mejorará el rendimiento de 
IpS (Intrusion prevention System), lo que 
posibilitará la implementación de sistemas 
eficaces en la prevención activa de intrusos.
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