ABSTRACT The interpretation of animal survival experiments in which disease incidence is determined at death or following sacrifice is shown to involve certain ambiguities. In particular, quantities of interest such as the expected duration of life for an animal contracting a specific disease at a specific age are found to be nonidentifiable. An example is constructed in which two populations of animals will appear similar to the experimenter but in which animals contracting a particular disease in one population may have double the life expectancy of similarly afflicted animals in the other population. In a simple survival experiment N newborn animals are observed for the duration of their lives. For each animal, the age Xi at death and cause C, of death are recorded, i = 1,2,. . . N. Denoting the set of distinct causes of death by D we have Xi > 0 and Ci e D, i = 1,2,... N. The animals will be assumed to die independently and to be members of a homogeneous population.
die independently and to be members of a homogeneous population.
An attempt is often made to use such experiments for prediction. Thus, we may ask what would be the effect of "removing" (by improved health care, say) one of the causes of death. In order to make predictions a model has to be introduced. The potential survival time model has repeatedly been proposed in this context. The method is reviewed by David (1) .
In this model it is supposed that for each animal and for each cause of death d e D there is an associated nonnegative random variable Yd called the potential survival time. The distribution of age at death X is assumed to be the same as the distribution of mindeD Yd and the associated cause of death is the subscript of the minimizing Y variable. If the distribution of the Y's can be determined from the data then it is argued that the distribution of lifespan when only a reduced set of causes of death D* are present would be given by mindeD* Yd. Tsiatis (2) has shown that the Y's cannot be uniquely determined from records which consist solely of age at death and cause of death. In particular it is impossible to determine whether or not the Y's are independent. Prediction may thus be so ambiguous as to be purely of academic interest. Serial sacrifice Such difficulties seem to be known, at least in principle, to the biological community. For example, the survival and serial sacrifice experiments of Upton et al. (3) on radiation-induced cancers in mice were designed to "elucidate . . . mechanisms" of disease development. They differ from simple survival experiments in that recorded data include post mortem examinations for the presence of seven principal diseases and that a number of living animals were sacrificed and examined over a 30 month period to "provide data on time of onset and rate of development" of diseases. There are therefore 27 possible disease combinations or states which could be recorded after post mortem examination. We will show that these data do permit us to test whether diseases progress independently; however, certain ambiguities remain that cannot be resolved with this type of experiment, These comments are made in relation to a certain structural model for the progress of disease, the Markov Illness Death model.
Markov Illness Death model
This model was discussed by Neyman (4) and applied by Fix and Neyman (5) to follow-up studies of cancer treatment. Chiang (6) treats the subject in great generality. A large number of parameters are involved in the model, making estimation difficult. This number may be reduced when it is assumed that all diseases are progressive, i.e., that recovery from a disease is impossible. To facilitate estimation we will make this assumption.
The model is essentially a compartment model, where disease states correspond to compartments. As an example the network with three diseases a, b, c, and their combinations is depicted in Fig. 1 . H denotes the healthy state. Animals are assumed to start in the healthy state. The arrows on the paths between states correspond to the direction of transitions, and the symbols to the intensity of transition. These parameters will in general be functions of time or age. This complication is introduced not only because it is biologically realistic but also because this is the class of alternatives against which the null hypothesis of constant intensities must be critically reviewed. The intensities have the usual interpretation, e.g., the probability that an animal with disease a at age t contracts disease b in time (t, t + r) is V4(t)r + o(r). From each state a there is also a death intensity A(T(t) so that the probability that an animal in state a at age t dies in (t, t + r) iS Ua(t)T + O(T). The Before proving the theorem we will consider an example involving only two diseases and therefore eight age-dependent parameters. The network is illustrated in Fig. 2 . Four different functional forms are chosen for vl(t):
vI(t) = 2 -e-t vI(t) = 2 -et, t < log 2; zero otherwise.
v,(t) an arbitrary function between (ii) and (iii).
The units are events per animal per 250 days.
For each of these functions V2, v3, and V4 are taken to be v2(t) = 2 -v1(t) v3(t) = 1 + (v,(t) -)/(et -1)
and for death rates we have A.H = Aa = 1, sub = 3, and ji,jb = 0.5 in the same units. The v's are drawn in Fig. 3 . It is claimed that the four sets of parameters i, ii, iii, and iv cannot be distinguished by a survival and serial sacrifice experiment. Let us first of all consider the consequences of this ambiguity. Suppose we wish to estimate the expected duration of life lb for an animal, 3- given that it has disease b; for cases in which V4 is constant we have Proof of Theorem 1. The random variables in a survival and serial sacrifice experiment consist of lifespans for animals that die and indicators of the diseases present for these animals and the animals that are sacrificed. Let Pa(t) be the probability that an animal is alive and in state a at time t. Witlrarbitrarily large sample sizes we may determine P (t), the probability of being alive at time t; Pa(t)/P. (t), the probability of having disease combination a given animal is alive at t (by sacrificing); and fS&ti(x)Pa(x)dx, the crude death function for disease combination a. From these ga(x) and Pa(x) can be determined and are therefore identifiable. Now the joint distribution of the random variables in a sacrifice experiment has a density proportional to n.
ma-(tj 1f
Pa(Saj) ft .a(taj) Pa(taj) a E Aj=l j=l [1] where sa); j = 1, . . . na are the sacrifice times for which animals were found to be in state a and taj; j = 1 ... ma are the death times at which animals were found to be in state a. The joint distribution is consequently a function of Ai and P alone. To show that the v's are nonidentifiable it is sufficient to show that For the case of two diseases the "gap" between what is observable and what is estimable is small. To fill this gap more than the single observation provided by the post mortem examination will be required per animal. For example, let us suppose that the interaction of leukemia and other diseases is to be investigated, then all parameters can be identified if additional data on leukemia incidence are obtained by taking serial blood samples from randomly selected animals. In general intensities are identifiable when they are assumed constant and sacrifices are made on a number of different days as in the experiments of-Upton et al. (3) . However, when all sacrifices occur on the same day this is not so and the situation is analogous to the nonidentifiability problem noted by Fix and Neyman (5) . Their solution to the problem is similar to the above.
It should be noted that even with the demonstrated ambiguity of the survival and serial sacrifice experiment, there are cases in which the hypothesis of disease independence can be rejected when it is false, because independence implies relationships between the ,A's (g/ab = Aua + Ab, etc.) and the P's, that is between identifiable parameters. However, failure to reject the hypothesis when it is false may be due not to statistical error of type II but rather to the ambiguity introduced by nonidentifiability.
Concluding remarks
The connection between the Markov Illness Death model and compartment models in general has been noted. The matrix A which appears in the proof of Theorem 1 is the incidence matrix of a directed graph depicted for example in Fig. 1 . Evidently results of application to the general class of compartment models are possible.
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