Abstract. We prove in this paper an effective recursion formula for all intersection numbers of mixed ψ and κ classes on moduli spaces of curves. Several related general recursive formulas are also proved. Some of these formulas contain certain tautological constants, which are given by the secant Euler numbers and series expansion of Bessel functions of the first kind.
Introduction
We denote by M g,n the moduli space of stable n-pointed genus g complex algebraic curves. We have the morphism of forgetting last marked point, π : M g,n+1 −→ M g,n .
We denote by σ 1 , . . . , σ n the canonical sections of π, and by D 1 , . . . , D n the corresponding divisors in M g,n+1 . Let ω π be the relative dualizing sheaf, we have the following tautological classes on moduli spaces of curves.
The definition of the classes κ i here was given by Arbarello-Cornalba [1] . We will mainly study the following intersection numbers
where b j + d j = 3g − 3 + n. In a series of innovative papers [15, 16] 
where
In a previous paper [13] , we have given a very simple proof of the above differential version of Mirzakhani's recursion formula using the Witten-Kontsevich theorem, see also [3, 4] . One of the main results of this paper is to prove a more general recursion formula of higher Weil-Petersson volumes.
First we fix notations as in [9] that will be used frequently in this paper. Let m, t, a 1 , . . . , a n ∈ N ∞ , m = n i=1 a i , and s := (s 1 , s 2 , . . . ) be a family of independent formal variables. m(i) a 1 (i), . . . , a n (i) .
Let b ∈ N ∞ , we denote a formal monomial of κ classes by
We have a natural partial order relation defined on N ∞ ,
We will frequently use the following notation to denote that the sum is taken over all a ∈ N ∞ with a ≺ b,
We will first prove the following recursion formula, Theorem 1.1. There exist (uniquely determined) rational numbers α L depending only on L ∈ N ∞ , such that for any b ∈ N ∞ and d j ≥ 0, the following recursion relation of mixed ψ and κ intersection numbers holds.
These tautological constants α L can be determined recursively from the following formula
with the initial value α 0 = 1.
Denote α(l, 0, 0, . . . ) by α l , we recover Mirzakhani's recursion formula with
We also have α(0, . . . , 0, 1
Setting b = 0, we get the Witten-Kontsevich theorem [19, 10] . Not that Theorem 1.1 holds only for n ≥ 1. If n = 0, i.e. for higher Weil-Petersson volumes of M g , we may apply the following formula first (see Theorem 3.8).
So we can use Theorem 1.1 to compute any higher Weil-Petersson volume recursively with the three initial values
We have computed a table of α L for all |L| ≤ 15 and have written a maple program implementing Theorem 1.1, which can be downloaded [21] . Note that in Mirzakhani, Mulase and Safnuk's arguments, they used heavily the Wolpert's formula [20] κ 1 = 1 2π 2 ω W P , where ω W P is the Weil-Petersson Kähler form. However, Wolpert's formula has no counterpart for higher degree κ classes. So there is no a priori reason for why Theorem 1.1 should be true.
We are led to Theorem 1.1 also by the discovery that recursions of pure ψ classes can always be neatly generalized to recursions of higher Weil-Petersson volumes, where κ 1 plays no special role.
In Section 2, we prove Theorem 1.1. In Section 3 we generalize several identities of pure ψ classes to identities involving general κ classes. In Section 4, we prove the Virasoro constraints and KdV τ -function property for the generating functions of intersection numbers involving general κ and ψ classes. In Section 5, we consider recursions of Hodge integrals with λ classes, where the tautological constants turn out to be Euler numbers and the power series expansions of Bessel functions.
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Proof of Theorem 1.1
We first prove an elementary lemma, which is crucial in the proof.
and G(L, n) be two functions defined on N ∞ × N, where N = {0, 1, 2, . . . } is the set of nonnegative integers. Let α L and β L be real numbers depending only on L ∈ N ∞ that satisfy α 0 β 0 = 1 and
Then the following two identities are equivalent.
Proof. Assume the first identity holds, we have
So we have proved the second identity. The proof of the other direction is the same.
We also need the following combinatorial formula from [9] .
where in the last term, these distinct {m 1 , . . . , m k } are unordered in the summation and a i are positive integers.
Proof. We only give a sketch. Let π n+p,n : M g,n+p −→ M g,n be the morphism which forgets the last p marked points and denote π n+p,n * (ψ
where we write any permutation σ in the symmetric group S p as a product of disjoint cycles. By a formal combinatorial argument, we get the following inversion result
from which follows Lemma 2.2.
Let LHS and RHS denote the left and right hand side of Theorem 1.1. By applying Lemma 2.2 to both sides of Theorem 1.1, we get
where we have used the Witten-Kontsevich theorem.
It is easy to see that
and
So by Lemma 2.1, in order to prove Theorem 1.1, we need only prove the following identity for b ∈ N ∞ and
It is not difficult to see that
where in the last equation, we substitute k + 1 by k. Summing up the above two identities, we get
So we have finished the proof of Theorem 1.1.
More Recursive Identities
In this section, we apply Lemma 2.2 to obtain more identities for intersection numbers involving general κ and ψ classes.
Recall that we have the following recursion relation which is equivalent to Faber's intersection number conjecture [5] .
Proposition 3.1. [11, 12] Let M ≥ 2g be an even number, d j ≥ 0 and n = {1, 2, . . . , n}.
We remark that when M = 2g, the above identity follows the calculation from the Virasoro constraints in [7] , see [6] , and our study of the explicit formula for the n-point functions [12] , which is somewhat circuitous. So a direct proof in this case is very desirable. Another approach to Faber's intersection number conjecture can be found at [8] .
We have the following generalization of Proposition 3.1. 
is a formal monomial of κ classes.
Proof. We have
We apply Proposition 3.1 in the second equation. Subtracting the last term from both sides, we get the recursion relation in the theorem.
The following identities follow from our study of n-point functions for intersection numbers.
Proposition 3.4.
[12] Let r, s ≥ 0, M > 2g + r + s and
We have the following generalizations to Propositions 3.3 and 3.4, whose proofs are similar to that of Theorem 3.2.
The following recursion is a generalization of Witten's KdV equation [19, 12] .
We can also generalize the string and dilation equations
Subtracting the last term from both sides, we have proved the first recursion formula in the theorem.
Similarly we have
Subtracting the last term from each side, we proved the second recursion of the theorem.
For the particular case b = (m, 0, 0, . . . ), Theorem 3.8 has been proved by Norman Do and Norbury [2] in relation to the intermediary moduli spaces consist of hyperbolic surfaces with a cone point of a specified angle.
Virasoro constraints and KdV hierarchy
In this section, we follow the arguments of Mulase and Safnuk [17] to prove more general results using Theorem 1.1. First we have 
Let s := (s 1 , s 2 , . . . ) and t := (t 0 , t 1 , t 2 , . . . ), we introduce the following generating function
where s m = i≥1 s m i i . We define the following constants which are more convenient for our use,
where α L are the tautological constants in the above theorem.
From Theorem 4.1, we have for all k > 0
We introduce the following family of differential operators for k ≥ −1,
Theorem 4.2. We haveV k exp(G) = 0 for k ≥ −1 and
Proof. We need only notice the fact that the termination cases of the recursion formula in Theorem 4.1 are
SoV k exp(G) = 0 for k ≥ −1 is just a restatement of Theorem 4.1.
We can check directly that
Introduce new variables
which transform the operatorsV k intô
.
Define operators J p for p ∈ Z by
By Theorem 4.1, we see that the following constants are inverse to β L ,
Define a new family of differential operators V k for k ≥ −1 by
We have the following theorem. 
Proof. It is not difficult to see that
So we have
Now we take up the point of view of KdV hierarchy, which is the following hierarchy of differential equations for n ≥ 1,
where R n are polynomials in U, ∂U/∂t 0 , ∂ 2 U/∂t 2 0 , . . . , which is defined recursively by
In particular, it is easy to see that
, so the first equation in the KdV hierarchy is the classical KdV equation
The Witten-Kontsevich theorem [19, 10] states that the generating function for ψ class intersections
is a τ -function for the KdV hierarchy, i.e. ∂ 2 F/∂t 2 0 obeys all equations in the KdV hierarchy. We now prove the following theorem. 
where p k are polynomials in s given by
In particular, for any fixed values of s, G(s, t) is a τ -function for the KdV hierarchy.
Proof. Rewrite the operators V k defined in equation (1) in terms of the variables t i
which are just the operators obtained by setting s = 0 inV k . Since Virasoro constraints uniquely determine the generating functions G(s, t 0 , t 1 , . . . ) and F (t 0 , t 1 , . . . ), we have proved the theorem.
Theorem 4.4 also generalized results in [14] .
Tautological constants of moduli spaces of curves
From degree 0 Virasoro constraints for a surface, Getzler and Pandharipande [6] obtained the following recursion.
which is equivalent to the Faber's intersection number conjecture
Proposition 5.1 has the following generalization.
where γ L ∈ Q can be determined recursively from the following formula
with the initial value γ 0 = 1.
Proof. By applying Lemma 2.2 to both sides of the theorem and multiply each side by
By Lemma 2.1, we need only to prove the following
We apply formula (2) to both sides of the above equation and simplify (2) to
We have explicit formulae of these tautological constants γ L in particular cases.
Corollary 5.3. In Theorem 5.2, we have
where E l are the Euler numbers that satisfy
So we get the formula of γ l .
From degree 0 Virasoro constraints for a curve, the authors of [6] obtained the following recursion.
which is equivalent to the λ g theorem
Proposition 5.4 has the following generalization. 
Proof. The proof is similar to that of Theorem 5.2. By applying Lemma 2.2 to both sides of the theorem and by multiplying both sides by
We apply formula (3) to both sides of the above equation and simplify it to .
