A recent study reports striking similarities in the origin and spread of parthenogenesis in two distantly related animals of the Australian arid zone, suggesting that the loss of sex was driven by a very general selective force.
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We are to a large extent a product of our memories, so there is much to gain by deciphering how experiences are stored in the brain. One approach is to train animals and then search their nervous systems for the underlying memory traces -the persistent nervous system alterations encoding the behavioral change in question [1] . A study reported recently in Current Biology by Kemenes et al. [2] uses this approach to challenge two conventional views of memory traces. The memory trace in question encodes appetitive classical conditioning of feeding in the freshwater pond snail Lymnaea stagnalis. In a single-trial training protocol, animals received either a paired or unpaired presentation of an initially neutral amyl acetate flavor, the conditioned stimulus (CS), and feeding-eliciting sucrose, the unconditioned stimulus (US). Those receiving the paired CS-US presentation later generated a feeding response to the amyl acetate alone, demonstrating that they had learned the association. The memory for this single-trial learning lasted two weeks after training, an impressive accomplishment for a pond snail. Comparing brains from paired and unpaired animals showed that associative training produced a 10 mV depolarization in the cerebral giant cell, a bilaterally paired single serotonergic neuron located outside the feeding network that modulates its responsiveness to food stimuli. This depolarization developed one day after training and persisted for the duration of the behavioral learning.
While memories have long been known to be encoded by stable alterations in synaptic strength [3] [4] [5] , there is a growing realization that changes in neuronal excitability are also important [6] [7] [8] . Persistent depolarization, such as that exhibited by the cerebral giant cell neurons, would conventionally be expected to be associated with alterations in spontaneous firing rate, firing threshold or firing responses to synaptic inputs. However, Kemenes et al. [2] observed none of these effects on cerebral giant cell firing. The two neurons merely sat, quietly depolarized, outside the feeding network, giving little evidence that they might be playing a key role in storing the memory for this learning paradigm. Many of us would have moved on at this point, to search within the feeding circuit proper for a more promising memory trace.
Fortunately, Kemenes et al.
[2] pressed on to evaluate the possible impact of this persistent shift in cerebral giant cell resting potential. By injecting constant intracellular current into cerebral giant cells in naïve preparations, the authors depolarized the cells by the same amount as occurred during learning. At the same time, they also used controlled, brief current pulses to force the spontaneous firing rate of the cerebral giant cells to remain unchanged. Surprisingly, with no change in cerebral giant cell spontaneous rate or firing response to CS administration, these naïve preparations nonetheless appeared as though they had been trained, generating feeding motor programs when amyl acetate was presented to the animal's lips! Further experiments suggested that this occurred via an increased CS recruitment of cerebral-buccal interneurons that drive the feeding central pattern generator.
How could a simple depolarization in the cerebral giant cell neurons, occurring with no change in their firing properties, nonetheless enhance the responsiveness of the feeding circuit to a specific chemical lip stimulus? Invertebrate neurobiologists have known for some 30 years that steady-state shifts in the soma resting potential of presynaptic neurons can act to modulate their spike-mediated transmitter release [9] [10] [11] [12] , apparently via passive (electrotonic) spread of the potential change to the synaptic terminals, where it affects resting calcium levels. Kemenes et al. [2] used an impressive range of approaches to confirm this mechanism in the cerebral giant cells, including simultaneous electrode impalements of soma and axon, voltage-and calcium-sensitive dye recording, and reconstituting cerebral giant cell synaptic connections in cell culture. They conclude that, even though the cerebral giant cells do not fire more to the CS after paired training, their depolarization-enhanced synapses nonetheless enhance the ability of CS-activated afferent neurons to excite the cerebralbuccal interneurons, increasing feeding responsiveness to the CS. An intriguing aspect of this extrinsic storage scheme is that it allows the feeding network, in principle, to remain in a naïve state throughout the duration of the learning, allowing the animal's frequent spontaneous bouts of feeding to occur unaltered.
The report by Kemenes et al. [2] has relevance well beyond invertebrate neurobiology. Although the ability of soma membrane potential to modulate spike-mediated transmitter release has long been known from invertebrate studies, this mechanism of synaptic plasticity has just recently been described in three different regions of the vertebrate brain [13] [14] [15] [16] . One such locus is the hippocampus, a major site of learning-related synaptic plasticity, so it is presumably just a matter of time before this novel memory mechanism, demonstrated so convincingly here in Lymnaea, is evaluated in the vertebrate brain.
Two lessons emerge from this important study. First, we must now face the fact that neurons can store memory somewhat cryptically, by a simple change in resting membrane potential, with no effect on their firing threshold, tonic firing, or firing responses to inputs. Second, critical memory traces may lurk, again somewhat hidden, outside of the circuits mediating the altered behaviors. The good news for memory researchers is that we are now aware of additional guises that memory traces can take. But this comes with the realization that when searching for the essential plasticity underlying learning we must now look more widely -both within [1] and outside the circuits that mediate the modified behavior -as well as for an ever-broadening array of cellular mechanisms of plasticity.
