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Abstract 
Suppose we have a q dimensional predictor x and a univariate response y, and 
we wish to study the conditional distribution F(ylx). We call this the regression 
problem. One common aspect of this problem is trying to find a subset x1 of 
x with p :::;; q elements such that F(ylx1) :::::: F(ylx), where the meaning of the 
approximation usually depends on a criterion function used, such as an information 
criterion. It is usual in subset selection to assume that F(ylx) is completely known, 
apart from a set of unknown parameters, and to assume further that F(ylx1) is of 
the same functional form as F(ylx), so it too is completely known apart from a few 
parameters. That F(ylx) and F{ylx1) are of the same functional form can hold 
only in a few important special cases, but cannot hold in general. In this article, 
we reconsider the subset selection problem, taking the marginal distribution of the 
predictor x into account. This leads to new methodology, and new insights into the 
selection problem. We consider in this paper mostly the case where the predictors 
follow a normal distribution, but do give some general results. 
1 Introduction 
One of the most common problems in regression analysis is the selection of a subset of 
possible predictors that are to be included in a statistical model. In most of the literature 
on subset selection, the q predictors in x are taken as fixed, known quantities. Apart 
from a few parameters, the distribution of y is assumed completely known. In generalized 
linear models, for example, it is assumed that y depends on the predictors only through 
a linear predictor /30 + {3T x. The goal is to divide x into two parts, x1 and x2, so that the 
linear predictor "Yo + ,yf x1 provides the same or nearly the same information about y as 
does {30 + t3T x. When selecting the subset, all that changes is the linear predictor; the 
distribution of y is assumed to be unchanged. We assume all models include an intercept. 
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The subset selection problem is two-fold. First, a large number of potential models, 
possibly as many as 2q, can be considered. Several clever algorithms, most notably 
the leaps and bounds algorithm (Fumival and Wilson, 1977; Lawless and Singhal 1978} 
can in some problems reduce the calculations if only sufficient statistics are required 
for each model, but in general no such simplification is available. The second problem 
is to determine criteria for comparing models, often a goodness-of-fit statistic or some 
other figure of merit. Criteria for model comparison can be based on Akaike's (1973) 
information criterion, Kullback-Leibler (1951} divergence, or more ad hoc procedures 
such as Mallows' {1973) Gp· statistic. Computationally .intensive approaches based on 
resampling or bootstrapping (e.g., Allen, 1974; Efron, 1979, Breiman and Spector, 1992; 
Hjorth, 1994) have been discussed extensively in the literature. A Bayesian approach 
( e.g., for linear models, George and McCulloch, 1993) computes the posterior probability 
of each of the competing models to be the "true" model. Book-length treatments of 
variable selection and model selection more generally are given by Miller {1990) and 
Linhart and Zucchini (1986). 
In this paper, we explicitly include the dependence of the response on the predictors 
in the model. We define the regression problem to be the study of the conditional distri-
bution F(ylx) of the response given the predictors. In subset selection, we seek to choose 
a subset of predictors x1, such that 
where F(ylx1) is obtained by averaging over the predictors removed from the model, and 
the meaning of the approximation depends on the criterion chosen. Informally, we want 
to choose a subset so that the information available from F(ylx1) is nearly the same as 
the information available from F(ylx). The conditional distribution F(ylx1) will not in 
general be of the same functional form as F(ylx), so unlike the usual approach to subset 
selection, both the linear predictor and the model change when the subset changes. 
In this article, we consider one-dimensional models, F(ylx) = F(yl,BT x), for some un-
known vector ,B (Cook and Weisberg, 1994). The conditional distribution may depend on 
additional nuisance parameters, such as a scale factor u2 , but for notational convenience 
we will not include nuisance parameters explicitly. We assume that apart from param-
eters, F(ylx) for the full model is fully known. This discussion includes many standard 
models including the linear model and generalized linear models. We want to replace x 
by x1, p :5 q elements of x, without essential loss of information. 
2 Conditional moments 
2.1 General results 
Suppose we have a univariate response variable y, and a q-vector of potential predictors 
x so the regression problem is the study of the conditional distribution F(ylx), assumed 
to be one-dimensional, so F(ylx) = F(yl,BT x) for some unknown ,B. The goal in subset 
selection is to choose a subset, x1 of x such that F(ylx) ~ F(ylx1) to some degree of 
approximation. We assume that distributions F( ·) exist, and use / ( ·) to denote the 
corresponding density or probability mass function. 
2 
A key assumption in the standard literature on subset selection is that if F(yjx) is of 
a specific form, for example a linear model, then so is F(ylx1). Whether or not this is 
justified depends on the marginal distribution of x. We can write 
f(ylx1) f(y, X1) 
- /(xi) 
fx2 f(y, Xi, X2) dx2 
- fx2 f (x1, X2) dx2 
fx2 f(yjxi, x2)f(x1, X2) dx2 (1) 
- fx2 J(x1, X2) dx2 
Note the explicit dependence on the joint pdf of the predictors, /(x1, x2). 
The conditional distributions (1) are generally intractable, but useful expressions for 
the first two moments can be found. Estimation based on quasi-likelihood (Wedderburn, 
1974) can then be used since this requires only the first two moments. Suppose that the 
first two moments of the predictor x exist with IVar(x)I i- 0. Consider first the linear 
model case, with E(ylx) = Po+ Pf x1 + Pf x2, and Var(ylx) = o-2, a constant independent 
of x. For a subset model, we have 
E(ylx1) - E{E(ylxi, x2)lx1} 
- E(,Bo + ,Bf X1 + Pf x2 lxi) 
- Po + Pf X1 + ,Bf E( x2 lx1). 
This regression function is linear in x1 only if either P2 = 0 or E( x2 jx1) is linear in x 1• If 
E(x2lxi) is not linear then the mean function is nonlinear. For example, if x2 is a scalar, 
A is a nonzero symmetric matrix and E(x2lx1) = o:o + xf Ax1, then E(ylx1) becomes 
(2) 
Thus in this example E(ylx1) is quadratic in x1 unless P2 = 0. Comparison of F(ylx) to 
F(ylx1) should be based on fitting (2) as the regression function rather than the linear 
regression of y on x1, since the linear model is not appropriate for the subset model. 
When E(x2lx1) is neither linear nor quadratic, CERES plots (Cook, 1993) may be useful 
for examining the curvature as a function of x1. 
The conditional variance can be computed as 
Var(ylxt) - E(Var(ylxi, x2) lx1) + Var(E(ylx1, x2) lx1) 
- a
2 + pfvar(x2lx1)P2 (3) 
so the variance is inflated unless ,82 = 0, and is nonconstant unless Var(x2 lxi) is indepen-
dent of x1. · 
If the predictors x have a normal distribution, then for all choices of x1 and x2 condi-
tional expectations E(x2 jx1) are linear and conditional variances Var(x2 jx1) are constant. 
Hence, from (2) and (3), the usual fitting procedure of fitting linear models with con-
stant variance to subset models is appropriate. Note, however, that the interpretation of 
these fits is different. Equations (2) and (3) suggest that the regression fit to the subset 
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model will give unbiased estimates of the mean function E(ylx1), but that for each subset 
model the variance will be inflated by ,BfVar(x2lxi)P2. In the usual approaches (see, e.g., 
Mallows, 1973), fitting the subset model gives rise to bias, but not to inflated variance. 
The general case that will allow fitting a linear model in the subset model is E(xj lx3) 
linear for all j, j'. A somewhat stronger condition than this is elliptical symmetry for 
x (Eaton, 1986), of which normality is the most important special case. However, for 
other elliptically symmetric distributions the conditional variance Var{x2lx1) need not be 
constant; see Johnson (1987, Sec. 6.1). 
2.2 Conditional moments for the log-link, normal predictors 
Consider now the special case where 
E(ylx) = µ(x) = exp(,Bo + ,BT x) = exp(,Bo + ,Bf X1 + ,Bf x2) 
usually called the log-link case, since in generalized linear models the link function is 
the inverse of the regression or mean function. The log-link is used commonly when 
the response is nonnegative; it is the canonical link for ylx r..J Poisson, and is often 
used when ylx is assumed to have a Gamma distribution. When the predictors are 
normally distributed, we can find exact conditional moments. For the conditional mean, 
we compute 
E(ylx1) - E(E(ylx1, x2)lxi) 
- 1 exp(.Bo + ,Bf Xt + .ar X2) I (x2lx1) dx2 
z2 
- exp[(l/2),BfVar(x2lx1).82 +.Bo+ ,BfE(x2lx1) + .Bf x1] 
- exp[,B~ + .B*t x1] 
- µ*(x1) (4) 
where Var(x2lxt) and E(x2lx1) are computed from the marginal distribution of x. For the 
log-link and normal x the regression function for every subset model is of the same form 
as the regression function for the full model. The general conditional variance function 
for the subset model is 
E(y2lx1, x2) depends on the conditional distribution F(ylxi, x2). For the Poisson model, 
so the conditional variance becomes 
Var(ylx1) - E(y2 lx1) - E2(ylx1) 
- E(µ(x) + µ(x)2lx1) - E2(µ(x)lx1) 
- E(µ(x)2lx1) + µ*(x1){l - µ*(x1)) 
4 
- 1 exp{2(,80 + ,Bf X1 + ,Bf x2)} /(x2lx1) dx1 + µ*(xi)(l - µ*(xi)) 
z2 
- µ*(xi)+ (D - l)(µ*(xi)) 2 
- µ*(xi)+ (l/k)(µ*(x1)) 2 (5) 
with D = exp{,BfVar(x2lx1),B2) and k = 1/(D - 1). When ,82 = 0, then D = 1, so 
the conditional variance Var(ylx1) is the usual Poisson variance µ*(x1) based on x1 only. 
Since for D i= 1 the conditional variance function is different from the conditional mean 
function, F(ylx1) is not a Poisson distribution. The first two conditional moments of 
F{ylx1) match a negative binomial distribution. The additional parameter k depends on 
/32 and on Var(x), but it is not a multiplicative scale factor. 
Generally, consider the log-link with variance function Var(ylxi, x2) = [µ(x)]'1" /v for 
r = 1, 2, 3, ... and v > 0. When T = 1, v = 1, this is a Poisson distribution and when 
r = 2, v > 0 it is a Gamma distribution. The general form of the conditional variance 
with normal predictors is 
2.3 Other links: Laplace approximation 
Only in special cases can the first two conditional moments be computed exactly; more 
generally, numerical methods will be required. One approximation scheme that is partic-
ularly relevant for normal predictors is Laplace approximation. De Bruijn {1961) intro-
duced the Laplace method to approximate integrals of the form L: g(x) exp[th(x)J dx 
as t ~ oo where g(x) is a well-behaved function. For large t, the integral is determined 
by behavior near the maximum of h(x). Let x2 be the mode of /(x2 lx1) and let H be 
minus the inverse Hessian. Then the Laplace approximation is 
E{ylx1) - 1 µ(xi, x2) J(x2lxi) dx2 
z2 
~ µ(x1, x2) (21r)q12 IHl112 exp{log /(x2lx1)} {6) 
Tierney and Kadane {1986) suggested approximating integrals of this form about the 
mode of µ(x1, x2)f (x2lx1) rather than about the model off (x2lx1). When the mean func-
tion is varying strongly with respect to x2, then the Tierney and Kadane approximation 
may be better, but it is not possible to say which one is better generally {Barndorff-Nielson 
and Cox, 1989). For our application, the methods appear to give virtually identical an-
swers. 
As an application of this result, we consider logistic regression with normal predictors. 
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Figure 1: Comparison of true link (solid line), Laplace approximate link (long dashed 
line) and link assuming P2 = 0. 
Suppose ylx is binomially distributed with m trials and probability of success 
( ) exp(Po + Pf X1 + Pf x2) 1r X = T T • 
1 + exp(Po + P1 X1 + P2 x2) 
Using approximation (6), 
1 E( I ) exp(Pf E{x2lx1)) exp(Po + Pf xi) *( ) 
m y Xi ~ 1 + exp(pf E{x2lx1)) exp(Po + Pf x1) = 1r Xi 
with Var(ylxt) ~ m1r*(xt)(l - 1r*(xt)). At least to the degree of accuracy of (6), the first 
two moments match binomial moments, so fitting binomial models in the subset is at 
least approximately appropriate. 
We can examine the approximation errors when the link function is logit and there 
are two predictors that are distributed as bivariate normal. In this case, the exact link 
function can be computed by numerical integration. A typical result is shown in Figure 1, 
where we take each component of x to be standard normal, the correlation p between the 
components of x to be 0.5, and the P = (1, l)T. The agreement between the true and 
Laplace approximation is very close; the approximation improves as p increases. Even 
when p2, which is not included in the subset model, is relatively large compared to Pi, 
the Laplace approximation using (6) seems to work very well. · 
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3 Computations 
For the models we consider here, we have expressions for the regression and variance 
functions, even though the full conditional distribution is not known exactly. In this 
situation, we can use a quasi-likelihood approach to estimating the unknown parameters 
of the conditional distribution for the subset model (Wedderburn, 197 4; McCullagh and 
Nelder, 1989, Chapter 9). We outline carefully the computations for the Poisson case 
with log-link, as other cases are likely to be similar. 
If the first two moments are available, we can fit the subset model using quasi-
likelihood with Newton-Raphson or scoring algorithms, so the maximum quasi-likelihood 
coefficients /3 of (3 is determined by iterated weighted least squares using weights w = 
v-1(dµ/dri) 2, where T/ = (30 +(3Tx. We will get consistent estimates of the regression coef-
ficients, and these estimates will have properties similar to first-order asymptotic theory 
for maximum likelihood estimates. 
From (4) and (5), given k we recognize the first two moments of a negative binomial 
distribution. Since k is unknown, we must estimate it simultaneously with other param-
eters. There are at least two possible methods to estimate k in the variance function: 
1. At each iteration of the estimation process, estimate 
by substituting the estimate of Var(x2 lx1) from the marginal distribution of x, and 
the current estimate of (32• This method takes advantage of the known information 
about negative binomial variance function. 
2. Following McCullagh and Nelder (1989, p. 374), estimate k to make the Pearson 
X 2 equal to its expectation by equating 
(y - jJ,*)2 
:E jJ,* + (jJ,*)2/k - (n - p) = o 
and using a numerical methods to solve fork. A bisection method (Thisted, 1988) 
can be used here to find k for each iteration. This method does not take advantage 
of all the information available about k. 
To evaluate these two estimation procedures, a small simulation was carried out. The 
conditional distribution of a response given set of four predictors x = (x1, x2, x3 , x4)T is 
distributed according to the Poisson with mean µ(x) = exp(f30+,81x1 +,82x2+f3axa+f34x4). 
The predictors x r-.J N4(0, / 4 + p(J4 - /4)) with p = 0, 0.5, 0.95 and two (3's used are 
(1, 1, 0.5, 0.2, 0) and (1, 0.5, 0.5, 0, 0). Each combination of coefficient and correlation was 
repeated 20 times and the sample size was set to be 100. The "glim prototype" in Xlisp-
Stat (Tierney, 1990) has been modified to accommodate the correct conditional variance 
function for the subset model and for estimating k. Two plots in Figure 2 show boxplots 
of the log of estimated k for the best and the worst cases when only the predictor x2 is 
included in the model. The values of true k is indicated by a horizontal line. The first 
panel of Figure 2 is when (3 = (1, 1, 0.5, 0.2, 0) and p = 0, and second one is for the same 
,8 with p = 0.95. The two boxes in each plot correspond to two methods in the order 
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discussed. The two methods give similar results overall. Asp increases, estimates fork 
are more variable. All estimates seem to be consistent regardless of /3's and x's. 
4 A subset selection criterion 
4.1 Derivation 
In this section, a criterion for selecting subsets is presented that is similar in spirit to 
Mallows' statistic, but tailored to the ideas that lead to (2) and (3) for the regression 
and variance function in the subset model. The general ideas, however, can be applied to 
any of the standard methods for comparing models when the assumption the F(ylx) is 
known, apart from unknown parameters, for the full model, is plausible. The innovation 
here is that, if the full model is correct (e.g., ylx is Poisson with log-link), then the subset 
model may be from some other family of distributions. 
Equations (2) and (3) suggest that fitting a subset models can give unbiased esti-
mates of the regression function, but with variance inflated relative to the variance of the 
full model. Consequently, model comparison should be based on comparing variances, 
appropriately averaged. We define the standardized squared prediction eTTor to be 
8• = :E E{[y(xi) - E(ylx1)]2lx1} = L E{(µ,*(x1) - µ*(xi)]2lx1} Var(ylx1, x2) Var(ylx1, x2) (7) 
with y(x1) the fitted value from the subset model. The numerator of this quantity uses the 
conditional distribution F(ylx1 ) as its target. The denominator, Var(ylx1, x2 ), is used to 
standardize the quantity by dividing by the minimum variance of all subset models. The 
sum is included in s• to average over the marginal distribution of x1; since the marginal 
distribution of x1 is normal, the sum could be replaced by an integral, which would give 
a statistic similar to the Sp statistic in the normal linear model cases of Browne (1969), 
but see Linhart and Zucchini (1986, Section 7.1). We can calculate 
with v = Var(ylx1, x2). To get a useful criterion, estimates from fitting the quasi-
likelihood or maximum likelihood must be substituted for unknowns. 
Asymptotically, (Williams, 1987} 
where 
s· ~ I: v• h* 
V 
v* = Var(ylx1) 
h* = typical diagonal element of {(W*)1l 2X1(XfW*X1)-1Xf(W*)1l 2 } 
with X and X1 are appropriate design matrices of order n x (k + 1) and n x (p + 1), 
respectively, and W* is the diagonal weights matrix for X 1• 
s• can be estimated by substituting estimates for v*, v, and h*. Estimates of v*, 
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and h*' all of which are functions of /Jo and /Ji' have to be determined at the maximum 
A A* . ,-. A 
likelihood estimates /Jo and /31, similarly, V must be evaluated in practice at /3o, /31, and 
/32• The estimate of S* is then 
s = E ~·ii· 
V 
This Sis always bigger than or equal top+ 1, and approximately equals p+ 1 when the /3 
not included in the model is zero since v* ~ v and Eh* = p + 1 (Williams, 1987). Hence, 
the subset models with S ~ p + 1 could be· candidates for the best subset model, and we 
can use same referent standard as Mallows use, that is, consider models satisfying S ~ q. 
4.2 Simulation 
The same simulations described previously can be used to compare the selection statistic 
S to the Gp statistics tailored for the Poisson regression (Hosmer, et al., 1989). We 
included boxplots of log(Gp) and log(S) for 14 possible subsets out of 4 predictors and 
also boxplots of [Gp - (p + 1)] and [S - (p + 1)] of best three subset models {See figures 
for details). 
As can be seen from the plots, overall behavior is similar for both Gp and S. We 
have found that both methods favor the same subset models, even though they are quite 
different in their approach to comparing models. However, the S values are less variable 
than Gp. For highly correlated cases, values of Gp and S for models with inappropriate x's 
are not quite far from those of appropriate model, so it has more probability of misleading 
conclusions in this cases. It can be easily shown that true S is very close to p + 1 without 
including x's with relatively small coefficient values when x's are highly correlated. 
5 Summary 
The classical problem of variable subset selection has been reconsidered, this time paying 
careful attention to the distribution of the predictors, and assuming the F(ylx) is known, 
apart from unknown parameters. In the Poisson model with log-link and normal predic-
tors, we have shown that the appropriate subsets model for the Poisson case have the 
same first two moments as a negative binomial distribution when the predictor variables 
are distributed as normal. We have proposed a new Gp-like criterion that accounts for 
the inflated variance that is present due to using a subset model. 
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Figure 2: Boxplots for the subset model of x2 with /3 = (1, 1, 0.5, 0.2, 0) and p = 0 for the 
1st panel, same f3 and p = 0.95 for the 2nd panel; two boxes for two estimating methods 
for k in the order discussed and solid line for the true value of log( k). 
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Figure 3: Boxplots of log classical Gp and log S when Cov(X) = 14 , and /3 = (1, 1, 0.5, 
0.2, O); 14 boxes for each plot is 14 possible subsets, i.e. {x1}, {x2}, {x3}, {x4}, {x1, x2}, 
{xi, xa}, {x1, X4}, {x2, xa}, {x2, x4}, {xa, X4}, {x1, X2, xa}, {x1, x2, X4}, {x1, xa, x4}, and 
{x2, X4, x4}, respectively. 
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Figure 4: Boxplots of Gp - (p + 1) and S - (p + 1) when Cov(X) = 14 , and /3 = {1, 1, 
0.5, 0.2, 0); Three boxes for each plot for subsets of {x1, x2}, {x1, x2, xa}, and {xi, x2, x4} 
which have smallest such values in average, respectively. 
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Figure 5: Boxplots of log classical Gp and log S when Cov(X) = 14 + 0.95{J4 - 14 ), and 
/3 = (1, 1, 0.5, 0.2, 0); 14 boxes for each plot is 14 possible subsets in the order discussed 
in Figure 3. 
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Figure 6: Boxplots of Gp - (p + 1) and S - (p + 1) when Gov(X) = 14 + 0.95(J4 - [4), 
and f3 = (1, 1, 0.5, 0.2, 0); Three boxes for each plot for subsets of {x1, x2}, {xi, x2, x3}, 
and {xi, x2 , x4 } which have smallest such values in average, respectively. 
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