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A S tudy on Im plem ent ation of a Re al - T im e
F au lt D iag n o s i s S y s t em for M arin e D ie s e l En g in e s
Dal Hyun Kim
Departm ent of Com puter En gineerin g , Korea M aritim e Univ er sity , Pu san , Korea
A b s trac t
T his paper presents an implementation of real- time fault diagnosis system
for marine diesel engines using a multi- thread technique on Window s 98.
Knowledge- base for the system is implemented using EE (Element
Environment ) shell. T o reduce w aiting time of resources, multi- buffers and
an interprocess communication method are used.
Whenever an alarm occurs in monitoring sy stem , alarm data are sent
from the monitoring system to the real- t ime fault diagnosis sy stem . And
then , the data acquisition thread in the fault diagnosis system decodes and
stores the received alarm data. T he preprocessing thread calculates the
diagnosis data using the alarm data. T he inference thread drive OLE
automation server of EE shell for inferring the causes of fault s from
diagnosis data .
- ii -
제 1 장 서 론
선박의 운전 중 동작상태의 감시와 경보에 대한 빠르고 적당한 조치는 선박
운항의 안전성과 경제성을 위하여 매우 중요하다. 그러나 최근에는 승선기피
현상이 나타나 고도의 기술을 가진 기관사가 부족해지고 있는 실정이다. 이로
인해 기관사의 고장원인에 대한 오판으로 적절한 조치의 시기를 놓쳐 작은 고
장이 대형사고로 이어지는 경우도 발생할 수 있다. 이에 대한 대처방안으로 선
박기관실의 동작상태에 대한 실시간(real- time) 정보를 감시하고 제어하는 선박
엔진 모니터링 시스템(monitoring system )과 이러한 동작상태 정보를 이용하여
기관사의 고장에 대한 객관적인 판단을 도와주는 고장진단시스템(fault
diagnosis system )의 구축이 필수적이라고 할 수 있다. 모니터링 시스템과 고장
진단시스템이 통합된 시스템을 선박엔진 통합시스템이라 한다.
지금까지 많은 전문가시스템 개발도구들이 개발되어 왔지만, 이러한 도구들
을 이용하여 시스템을 구축할 경우 개발기간을 단축시킬 수 있는 반면, 실시간
데이터 수집 기능을 제공하지 않아 별도의 인터페이스 장치를 이용하여 데이터
를 전송하여야 한다. 이에 따라 정보수집, 추론, 사용자인터페이스 기능들이 별
도의 시스템으로 순차적으로 실행되어야 하므로 실시간 고장진단을 하기에 부
적합하게 된다. 본 논문에서는 이러한 단점을 보완하기 위해 EE (element
environment ) 전문가시스템 개발도구를 이용하여 구축된 기존의 전문가시스템
의 추론부를 인터페이스 프로그램에 포함시켜 실시간 데이터 수집, 추론, 사용
자 인터페이스를 하나의 시스템으로 구성함으로써 실시간 성능을 향상시키는
방법에 대하여 연구하고자 한다. 이를 위해서는 EE에서 제공하는 OLE (object
linking and embedding ) 자동화 서버(automation server )기능을 이용하여야 한
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다.
제안한 실시간 고장진단시스템은 데이터 흐름에 따라 크게 데이터 획득(data
acquisit ion ) 모듈, 전처리(preprocessing ) 모듈, 추론(inference) 모듈로 구성되
며, 각각의 모듈들을 멀티스레드(multithread) 기법과 프로세스간 통신
(interprocess communication )기법을 이용하여 동시에 실행함으로써 보다 더 빠
른 추론을 수행하도록 하고 있다. 이 중 데이터 획득 모듈은 모니터링 시스템
에서 전송되는 실시간 정보를 수집하는 기능을 수행하며, 다중버퍼 기법을 사
용하여 다른 스레드에 주는 향을 최소화하고 있다. 이렇게 수집된 실시간 데
이터들은 추론을 위한 입력으로서 이용되므로 규칙형태로 구현된 지식의 전제
조건에서 이용될 수 있도록 변환되어야 한다. 전처리 모듈에서는 이러한 변환
을 위해 실시간 데이터로부터 진단 데이터(diagnosis data)를 계산하는 기능을
수행하고 있다. 추론 모듈은 EE OLE 자동화 서버에 진단 정보를 전송하고 추
론을 제어하며, 고장의 원인이 분석되면 결과를 저장하여 출력한다.
본 논문의 구성은 다음과 같다. 제 2 장에서는 고장진단시스템에 대하여 논
하고, 제 3 장에서는 고장진단시스템의 문제점과 그 해결방안을 위한 실시간
고장진단시스템의 구조를 설명한다. 제 4 장에서는 실시간 고장진단시스템의
세부 구현방법을 설명하고, 제 5 장에서는 결론과 향후과제를 제시한다.
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제 2 장 고장 진단시 스템
선박엔진 고장진단시스템은 선박기관실 기기의 정보를 이용하여 고장에 대한
원인을 전문가의 지식 수준으로 분석하고 설명하여 전문가의 판단을 지원하는
시스템을 말한다. 전문가시스템, 전문가시스템 개발도구의 구조, 고장진단시스
템에 대하여 간략하게 설명한다.
2 .1 전문 가시 스템
전문가시스템 기술의 선구자인 스탠포드 대학의 Edw ard Feigenbaum교수는
전문가시스템을 전문가의 지식이 필요할 만큼 어려운 문제를 해결하기 위하여
지식과 추론 절차를 사용하는 지능적 컴퓨터 소프트웨어이다. 라고 정의하 으
며, 여기에서 사용된 전문가는 특정 역에 대한 전문적인 지식을 가진 사람으
로 대부분의 사람들이 모르거나 불가능한 것에 대한 지식 또는 특별한 기술을
가진 사람이다. 라고 정의하 다[1]. 또한 전문가시스템은 이와 같이 지식관리
능력이 있는 소프트웨어를 모델로 삼게 될 것이다. 그러므로 방법론의 관점에
서 본다면 지식기반 시스템(knowledge- based system )이 되는 것이다.
전문가시스템 기능의 기본개념은 그림 2.1과 같이 나타낼 수 있으며, 사용자
는 추론의 근거가 되는 사실(fact )들을 전문가시스템에 제공하고 지식과 사실을
근거로 추론한 결과로서 전문가의 조언 을 받는다. 전문가시스템은 내부적으로
세 가지 모듈로 구성되어 있다. 지식베이스는 문제해결을 위한 특정 역의 지
식을 추론 엔진이 사용 가능한 형태로 저장하고 있으며, 추론 엔진은 사실과
지식을 사용하여 결론을 유도한다. 추론엔진은 사실로부터 결론을 유도하는 방
- 3 -
법과 사용자의 질의로부터 결론을 유도하는 방법을 사용한다. 작업 메모리는
사용자가 입력한 사실들과 추론의 진행정보를 저장한다.
전문가의 지식은 일반적인 문제해결 기술의 지식과는 반대로 하나의 문제
역에 대한 것이며, 전문가시스템은 하나의 문제 역에 대한 전문가처럼 설계
되어진다.
전문가시스템 개발도구는 그림 2.2와 같이 전문가시스템의 기능에 사용자 인
터페이스와 통신 기능이 추가된 형태가 가장 일반적이다. 통신은 다른 기기의
데이터를 사실로 받기 위하여 사용되며, 사용자 인터페이스는 사용자로부터 사
실 또는 질의를 입력받거나 추론 결과를 출력하는 기능을 가진다. 이러한 경우
통신 기능은 전문가시스템 개발도구에서 정의된 프로토콜을 사용하여야 하며
사용자 인터페이스는 쉘 스크립트로 작성되어야 한다.
그림 2.1 전문가시스템 기능의 기본 개념
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2 .2 고장 진단 시스 템
고장진단시스템은 전문가시스템의 지식베이스가 고장진단에 대한 지식을 포
함하는 시스템이다. 일반적으로 지식베이스에서 사용되는 지식 표현방법이 원
인과 결과의 형태를 가지기 때문에 고장진단을 위해서는 결과에 대한 원인을
분석하는 역방향 추론(backw ard reasoning )이 가능하여야 한다.
기존 고장진단시스템의 구조는 그림 2.3에 나타나 있으며, EE라는 전문가시
스템 개발도구를 사용하 으며, 통신기능은 개발되어 있지 않다[2,3]. 사용자 인
터페이스는 전문가시스템 개발도구에서 제공하는 스크립트 프로그래밍 언어를
사용하여 작성되었다[2,4].
그림 2.2 전문가시스템 개발도구의 구조
- 5 -
2 .2 .1 EE 전 문가 시스 템 개 발도 구
EE 전문가시스템 개발도구는 OLE 자동화 서버를 제공하여 외부 어플리케이
션에서 전문가시스템 개발이 가능하다[5]. 광범위한 지식을 표현하기 위하여 생
성규칙과 객체의 하이브리드 방식을 지원한다. 생성규칙과 객체를 네트웍으로
표시하여 전체 구조를 분석하기 쉽다. GUI(graphic user interface)를 사용하여
지식베이스의 수정이 용이하다[6]. 제공되는 OLE 자동화 서버는 지식의 관리
기능을 포함하고 있어 외부 프로그램에서 지식베이스를 수정함으로서 동적인
지식관리가 가능하다[5].
그림 2.3 기존 고장진단시스템의 구조
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2 .2 .2 선 박엔 진의 지식 표현
어떤 센서의 측정값이 정상값을 벗어나면 전문가는 시스템에 대한 지식과 운
경험에 의해서 원인을 추론한다. 특히 한 개의 측정값 보다 여러 개의 측
정값이 동시에 정상치를 벗어나 이 측정항목들이 특정 원인과 관계가 있다면
그 원인에 대한 확신은 증가할 것이다. 전문가는 어떤 측정항목의 경보가 이상
상태와 인과관계가 큰가를 경험과 학습을 통해서 알고 있다. 이상과 같은 관점
으로부터 본 논문에서는 측정항목으로부터 구한 진단 데이터와 이상상태의 인
과관계의 강약을 표시하는 의사 결정테이블(decision table)을 작성하여, 이 테
이블을 바탕으로 규칙베이스를 구현하 다[2,3,6].
측정항목에서 고장진단에 필요한 진단 데이터를 추출하여 일차 진단 데이터
테이블을 만들고, 각 계통의 AND/ OR관계를 고려하여 이차 진단 데이터를 구
하 다. 그림 2.4는 경보 데이터로부터 이차 진단 데이터를 계산하는 순서를 나
타내고 있다. 먼저 경보 데이터와 측정 데이터로부터 사상 데이터베이스
(mapping database)를 참조하여 일차 진단 데이터를 산출한다. 고장은 여러 가
지 원인에 의하여 발생할 수 있기 때문에 진단 데이터는 경보 데이터 외에 추
가적인 정보를 필요로 한다. 이러한 것을 진단 전용 데이터라고 하며, 진단 전
용 데이터의 계산에 필요한 측정 데이터도 일차 진단 데이터에 포함하 다. 일
차 진단 데이터는 변환 데이터베이스(conversion database)를 참조하여 이차 진
단 데이터 산출에 사용된다. 마지막으로 이차 진단 데이터와 이상상태간의 인
과관계 강도를 전문가의 지식을 바탕으로 강·중·약의 정성적인 값으로 설정
하 다. 표 2.1은 이것을 의사 결정테이블로 작성한 것이다. 본 논문에서는 이
의사 결정테이블을 이용하여 규칙을 구현하 으며 정성값의 표현을 위해서 확
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신도 기법을 적용하 다.
표 2.1 측정 항목과 비정상 상태의 인과관계에 의해 작성된 의사 결정테이블
이상상태
진단 데이터
연
료
성
상
불
량
연
료
유
량
부
족
연
료
분
사
량
부
족
연
료
분
사
량
과
대
윤
활
유
냉
각
이
상
윤
활
유
순
환
계
통
이
상
오
일
팬
내
유
량
부
족
제
어
기
이
상
고
정
부
이
상
발
전
기
베
어
링
이
상
배기계통고 강
… …
약
배기계통저 중 강
윤활유압력저 강 강 강
발전기주파수증 약 강
발전기주파수감 중 강 강 강
연료유량대
강연료유량소
기관회전수증 강 강
기관회전수감 중 강 강 강
그림 2.4 진단과 데이터의 관계
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그림 2.5는 규칙의 예를 나타내며 의사 결정테이블에 따라 확신도를 계산한
다. 배기계통 , 발전기주파수감소 , 기관회전수감소 는 OR 관계를 가지고 있으
며 조건을 만족하면 T HEN을 실행하며, 이는 연료분사량부족 에 대한 확신도
값을 계산하게 된다. 그림의 연료분사량부족 은 가설이며, 이는 조건에 사용된
발전기주파수감소, 기관회전수감소와 같이 다른 규칙의 조건으로 사용가능 하
다.
2 .2 .3 정 방향 추론
일반적으로 고장진단을 위해서는 역방향 추론을 사용하나 지식베이스가 원인
에 대한 결과의 형태로 구성될 경우에 대한 것이며 본 논문에서는 지식베이스
가 결과에 대한 원인의 형태로 구성되어 있어 정방향 추론(forw ard reasoning )
을 사용한다[1,7]. 정방향 추론은 추론의 근거가 되는 사실이 결정되면 이 사실
을 조건으로 하는 모든 지식을 검색하고 조건이 만족할 경우 결과를 계산하며,
계산된 결과도 사실의 결정으로 인식되어 추론을 진행하는 것을 말한다. 지식
베이스는 의사 결정테이블을 근거로 하여 프레임의 형태로 구성하 다.
그림 2.6은 고장진단을 위한 규칙의 일부분으로 윤활유 압력 이상과 발전기
주파수 이상에 대한 규칙이며, 생성규칙의 형태로 변형되어 관리되므로 그림
그림 2.5 규칙의 구조
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2.5와는 다르다. 먼저 윤활유 압력 이상 경보가 발생하면
Lubricating_Oil_Pressure.state의 값이 바뀌며, 첫 번째 조건인
Lubricating_Oil_Pressure.state = HIGH가 검색된다. 조건을 만족하지 않기 때
문에 추론이 중단되며 다음 조건인 Lubricating_Oil_Pressure.state = LOW가
검색되며, 조건을 만족되어 Lubricating_Oil_Pressure_Low 가설을 증명하기 위
한 추론을 수행한다. 예로 든 규칙은 Lubricating_Oil_Pressure_Low에 대한 모
든 조건을 만족하기 때문에 가설이 증명되며 결론부인 sendmessage 명령들을
수행한다. 이 예에서 발생 가능한 원인은 Lublication_Oil_Cooling_Abnormal,
Lubricationg_Oil_Circulation , Insufficient_Quantity_in_Lubricating_Oilpan이며
sendmessage 함수는 각 원인에 대하여 결론 확신도를 구하는 함수를 실행한
다.
그림 2.6 진단 지식에 대한 규칙 네트웍
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2 .2 .4 확 신도 기법 의 적 용
확신도는 불확실성을 처리하기 위한 확률적 접근방법의 대체안으로서
MYCIN시스템을 개발하는 과정에서 Shortliffe와 Buchanan이 고안한 방법이다
[8]. 이들은 많은 양의 확률값 추정과 확률적 공리와 가정을 만족해야만 하는
확률이론을 적용하기 어려운 문제에 비확률적이며 비정형적인 방법을 채택하
다. 비록 이것이 이론적으로는 떨어진다 해도 해당 역의 전문가들이 오랫동
안 사용해온 그들의 판단과정을 잘 모형화할 수 있다면 보다 유용하지 않겠느
냐는 것이다.
확신도는 확신의 정도(Degree of Confirmation )를 나타내며, 식(3.1)과 같이
확신과 불확신의 차로서 표현된다. 여기에서 CF (certainty factor)는 증거 E 가
주어졌을 때 가설 H 에 대한 확신도, M B (Measure of Belief)는 E 로 인해 증가
된 확신의 정도, M D (Measure of Disbelief)는 E로 인해 증가된 불확신의 정도
를 의미한다.
CF (H , E ) = M B (H , E ) - M D (H , E ) (3.1)
본 논문에서는 확신의 정도만 정의하고, 불확신의 정도는 정의하지 않았기
때문에 식 (3.1)에서 M D는 항상 0이다.
식 (3.2)와 같이 하나의 가설 H 에 대하여 OR 관계를 가진 여러 증거가 주어
질 경우 가설의 논리합(Disjunction )으로 전체의 확신도를 구할 수 있다. 식
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(3.3)은 논리합의 계산식을 표현하고 있다. E '는 증거 집단, 즉 E 1 , E 2 , ..., E n의
집합이며, CF (E i | E ')는 E '집합에 E i가 존재할 경우에 대한 CF (H , E i)이다.
CF (연료분사량과대, E ') = max ( CF (연료분사량과대, 배기계통고) , CF (연료분
사량과대, 발전기주파수증가), CF (연료분사량과대, 기관회전수증가))는 식 (3.3)
의 예이다.
IF E 1 OR E 2 OR ... TH EN H (3.2)
CF ( H , E ') = max ( CF (E i | E ') ) if (E 1 OR E 2 OR ...OR E n ) (3.3)
식 (3.4)와 같이 하나의 가설 H 에 대하여 A N D 관계를 가진 여러 증거가 주
어질 경우 가설의 논리적(Conjunction)으로 전체의 확신도를 구할 수 있다. 식
(3.5)는 논리적의 계산식을 표현하고 있다. 식 (3.3)의 예와 같은 방법으로 계산
하며 A N D의 경우 의사 결정테이블의 데이터는 적용되지 않고 일차 진단 데이
터에서 이차 진단 데이터를 계산할 때 사용된다.
IF E 1 A N D E 2 A N D ... TH EN H (3.4)
CF (H , E ') =m in( CF (E i | E ')) if (E 1 A N D E 2 A N D ...A N D E n ) (3.5)
IF E TH E N H 라는 규칙에서 E 라는 증거에 불확실성이 존재하고, E라는
증거가 확실히 있음에도 H 라는 결과를 추론하는 것에 불확실성이 존재할 경우
결론에 대한 확신도 CF (H ,e)는 식 (3.6)과 같이 구할 수 있다. 여기서 e를 실
재의 증거라고 하면 규칙의 증거 E로부터 실제 증거 e가 존재할 증거의 확신
도는 CF (E , e)로 나타낼 수 있다. 예를 들어 e가 실제 기기의 상태라고 할 때
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E 는 선박엔진 감시시스템에서 전송되어 고장진단시스템에서 진단 데이터로 계
산된 정보라고 할 수 있다. 결론의 확신도는 증거의 확신도와 규칙의 확신도의
곱으로 나타낼 수 있다.
CF (H , e) = CF (E , e) × CF (H , E ) (3.6)
그림 2.7 규칙의 결론에 대한 확신도 값의 계산 방법
본 논문에서의 증거의 확신도는 감시시스템으로부터 전송 받은 경보 데이터
의 확신도이며, 규칙의 확신도는 전문가의 조언으로 만들어진 결정테이블에서
진단 데이터와 이상상태의 인과관계를 정성적으로 표시한 값의 확신도이다. 경
보 데이터의 확신도를 결정하기 위하여 그림 2.7과 같이 현재 경보의 종류와
트랜드에 따라 증거의 확신도를 세부적으로 분류하 다. 또한 측정항목과 이상
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상태의 관계를 강·중·약의 단계로 정하고 이에 따라 규칙의 확신도를 정하
다. 결론에 대한 확신도는 이들의 확신도의 곱으로 구한다.
2 .3 고장 진단 시스 템의 문제 점
기존의 고장진단시스템[2,3]은 통신 기능을 가지고 있지 않아 고장의 원인을
분석하기 위한 데이터를 사용자가 입력하여야 한다. 또한 기존의 고장진단시스
템은 전문가시스템 개발도구만을 사용하여 개발되었으며, 이러한 시스템은 통
신기능의 경우 전문가시스템 개발도구에서 제공하는 프로토콜을 사용하여야 한
다. 전문가시스템 개발도구의 통신 프로토콜을 사용하면 데이터, 즉 고장진단시
스템에서 추론의 근거로 사용하는 사실들을 전송하는 시스템이 이미 다른 프로
토콜을 사용중인 경우 새로운 프로토콜을 추가하여야 하며, 이러한 것은 프로
그램의 확장성을 저하하는 요소로 작용할 수 있으며 데이터 전송량이 많을 경
우 같은 데이터를 중복 전송하여 통신 부하를 증가시킨다. 또한 사용자 인터페
이스는 스크립트로 작성하게 되어 있어 처리시간이 길어 실시간 처리에 부적합
하다.
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제 3 장 실시간 고장 진단시 스템의 설계
기존 고장진단시스템의 문제점을 해결하기 위한 방안인 실시간 고장진단시스
템에 대해 설명하고 이를 구현하기 위한 방법들을 소개한다.
3 .1 실시 간 고 장진 단시 스템
본 논문에서는 기존 고장진단시스템의 문제점을 해결하기 위하여 그림 3.1과
같이 인터페이스 프로그램을 작성하고 전문가시스템의 비효율적인 부분을 인터
페이스 프로그램에서 처리함으로써 실시간 성능을 가지는 고장진단시스템을 구
현하고자 한다. 인터페이스 프로그램은 실시간 감시시스템에서 전송되는 데이
터를 수집하고 이를 추론에 사용 가능하게 하기 위하여 진단에 맞게 변환하여
OLE 자동화 서버에 전송하고 추론을 제어한다.
실시간 고장진단시스템의 경우 사용자의 입력을 대신하는 통신모듈이 개발되
그림 3.1 인터페이스 프로그램의 구조
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었으며 지식베이스 중 경보데이터를 진단데이터로 변환하는 부분을 전처리 모
듈에서 처리하여 추론시간을 줄 다. 또한 멀티스레드 기법[9]을 사용하여 통
신, 전처리, 결과 출력기능이 추론에 미치는 향을 최소화하도록 하 다.
3 .2 인터 페이 스 프 로그 램
추론을 수행하기 위하여 EE에서 제공하는 OLE 자동화 서버를 사용하 으며
실시간 처리의 효율을 높이기 위하여 멀티스레드 기법과 프로세스간 통신기법
을 사용하 다.
3 .2 .1 OLE 자 동화 서버
인- 프로세스 서버는 자동화를 이용하여 생성되는 컴포넌트 객체가 자동화 클
라이언트와 같은 메모리 역 상에 있는 것을 말한다[10]. 로컬 서버와 리모트
서버는 클라이언트와 다른 메모리에 생성된다. 그림 3.2와 그림 3.3은 각각의
클라이언트에서 로컬 서버와 리모트 서버에 접근하는 방법을 나타낸다. 클라이
언트와 서버는 다른 프로세스 역에 생성되며, 윈도우즈에서는 이러한 문제를
해결하기 위하여 프록시(Proxy ), 스텁(Stub), LPC(local procedure call),
RPC(remote procedure call)를 사용한다. 프록시는 다른 프로세스 역의 컴포
넌트가 가진 인터페이스를 노출하고, 클라이언트로부터 서버실행 요청을 받으
면 매개변수를 표준화하여 두 프로세스가 모두 이해할 수 있는 표준형식으로
변환한 뒤 LPC 또는 RPC를 이용하여 스텁으로 전송한다. 스텁은 프록시와 반
대되는 기능으로 표준화된 형식을 로컬 컴포넌트가 인식할 수 있는 형태로 변
환한다. LPC는 같은 시스템 상에서 실행되는 서로 다른 프로세스 사이의 통신
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방법이며, RPC는 광범위한 네트워크 전송 메커니즘을 사용하여 서로 다른 시
스템 상에서 실행되는 프로세스가 통신하는 방법을 제공한다. 반면 인- 프로세
스 서버는 프록시, 스텁, LPC, RPC를 사용하지 않고 일반함수 호출과 같이 메
모리 복사 또는 참조에 의해 서버에 접근한다.
EE에서는 OLE 서버의 종류를 모두 지원하고 있으며 필요에 따라 선택적으
로 설치하도록 되어 있다. 본 논문에서는 매개변수전송을 위한 부하를 줄이기
위하여 인- 프로세스 서버를 사용하 다.
그림 3.2 지역 서버 OLE 컴포넌트의 접근
그림 3.3 원격 서버 OLE 컴포넌트의 접근
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3 .2 .2 실 시간 처리 를 위 한 멀 티스 레드 설계
각각의 처리 모듈이 다른 모듈의 처리에 최대한 향을 주지 않게 하며 동시
에 수행되게 하기 위하여 멀티스레드기법을 사용하 으며, 이러한 방법은 결과
적으로 전체 처리시간을 줄인다[9].
그림 3.4와 같이 실시간 데이터의 흐름을 기준으로 하여 스레드를 구분하
다. 첫 번째 데이터 획득 스레드는 데이터를 수집하는 기능을 수행한다. 통신은
언제 발생할지 알 수 없으므로 실시간 데이터의 수집만을 별도의 스레드로 구
성하여 다른 처리과정에 향을 주지 않도록 하여야 한다. 또한 수집이 완료되
면 프로세스간 통신을 사용하여 실행이 가능하도록 해야 한다.
두 번째 전처리 스레드는 경보데이터를 고장진단에 사용 가능한 진단 데이터
로 변환하는 기능을 수행한다. 또한 측정데이터로부터 선박엔진 감시시스템의
데이터베이스를 사용하여 경보데이터를 계산하고, 이를 수신된 경보 데이터와
비교하여 데이터의 신뢰도를 측정한다. 경보 데이터가 수신되거나 감시시스템
에서 사용되지 않는 진단 전용의 데이터에서 경보가 발생한 경우에 이벤트를
사용하여 추론을 활성화시킨다.
세 번째 추론 스레드는 OLE 자동화 서버에 진단 데이터를 전송하고 OLE
서버의 추론 기능을 제어한다. 일반적인 전문가시스템에서 추론, 전문가시스템
의 질의에 대한 응답, 결과 출력 등을 자동으로 처리한다.
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그림 3.4 실시간 고장진단시스템의 데이터 흐름과 스레드의 관계
이들 스레드의 자원공유에 대한 제어는 상호배제를 사용하여 이루어진다. 각
각의 측정 데이터, 경보 데이터, 데이터베이스 데이터는 다른 메모리 블록을 가
지며, 각각의 블록에 대하여 별도의 상호배제를 설정하여 이 중 어느 스레드도
사용하지 않는 메모리 블록이 있으면 사용가능 하도록 한다.
3 .2 .3 상 호배 제
멀티스레드기법에서 가장 중요한 문제는 메모리에 저장된 데이터와 자원의
공유이다. 동일한 메모리 상에 있는 값을 하나의 스레드에서 계산을 위해 사용
하고, 다른 스레드에서 값을 저장하려고 한다면 실행순서에 따라 전혀 다른 결
과를 가져오게 된다. 이러한 문제를 해결하기 위해서는 운 체제에서 동시에
처리 불가능한 공통 변수를 지원하여 각각의 스레드 동작여부를 결정함으로써
예상하지 못한 결과를 막을 수 있다. 윈도우에서는 이러한 변수로서 이벤트, 상
호배제, 세마포어를 지원한다[9].
이벤트는 두 가지 경우의 수, 즉 참과 거짓 값을 가지며, 이를 위해 Set 과
Reset 명령이 제공된다. 여기에서 Set명령은 이벤트의 값이 참이 되게 하며
Reset명령은 거짓이 되게 한다. 그림 3.5는 2개의 스레드가 Set 명령과 Reset
명령을 이용하여 동일 이벤트를 이용하는 과정을 보여주고 있다. 그림에서는
스레드 1이 스레드 2를 기동시키기 위한 예이며, 먼저 스레드 2는 이벤트 1이
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참이 될 때까지 기다리고 있다가 스레드 1이 이벤트 1을 Set하게 되면 실행된
다. 참을 확인한 시점에서 이벤트 1을 Reset 하게 된다. 이벤트는 윈도우에서
제어하는 명령어이므로 어떤 스레드에 의해 생성되더라도 이벤트의 이름이 같
을 경우 동일 이벤트로 인식된다. 이벤트는 하나의 스레드가 다른 스레드의 작
업 종료시 실행될 경우에 사용된다. 예를 들어 데이터 획득 스레드에서 데이터
가 수신되었음을 전처리 스레드로 전송하기 위해서는 같은 이름의 이벤트를 각
각의 스레드에서 생성하여야 하며 데이터 획득 스레드는 데이터 수신시 이벤트
를 Set하고 전처리 스레드는 데이터 획득 스레드가 이벤트를 Set하기를 기다린
다. 전처리 스레드는 데이터 처리후 이벤트를 Reset한다.
상호배제는 두 개 이상의 상호배제가 있을 경우에만 유효하며 Lock과
Unlock의 두 가지 상태를 가진다. 그림 3.6에서 나타나는 것과 같이 상호배제
1이 Unlock인 상태에서 스레드 1이 Lock 함수를 실행하면, 상호배제 1은 Lock
상태가 되고 스레드 1은 Lock함수 다음의 명령어를 실행한다. 그 후 다른 스레
드에서 Lock함수를 실행하면 상호배제 1이 Unlock 상태가 될 때까지 대기한다.
스레드 1이 Unlock함수를 수행하면 상호배제는 이미 Lock함수를 실행하여 대
기중인 스레드가 있는지 검색하고, 있을 경우 상호배제는 Lock상태를 유지하며
가장 먼저 Lock함수를 실행한 스레드의 Lock함수가 정상 종료되어 다음 명령
그림 3.5 스레드와 이벤트의 관계
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어를 수행하며, 대기중인 스레드가 없을 경우 상호배제 1은 Unlock상태가 된
다. 각 스레드는 각 메모리 블록에 대해 동일 이름으로 상호배제를 생성하고
메모리의 사용시 Lock 함수를 실행하고, 메모리를 사용하지 않는 경우 Unlock
함수를 실행한다.
그림 3.6 스레드와 상호배제의 관계
- 2 1 -
제 4 장 실 시간 고 장진단 시스템 의 구 현
그림 4.1은 시스템의 구성과 사용된 라이브러리를 나타는 것으로 데이터 획
득 스레드는 통신을 위한 소켓 SDK (Softw are Development Kit ), 전처리 스레
드는 데이터베이스 처리를 위한 ODBC(Open Database Connectivity ) SDK, 추
론 스레드는 EE OLE 자동화서버 라이브러리가 사용되었다. 또한 처리 속도
향상을 위해 Visual C++를 이용하고, 각 모듈들을 멀티스레드로 동작시켜 추론
시간을 최대한 단축하도록 하 다.
그림 4.1 실시간 고장진단시스템의 구조와 라이브러리의 관계
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실시간 고장진단시스템의 구조와 데이터 흐름은 그림 4.2와 같으며 감시시스
템에서 경보데이터와 측정데이터를 수집한다. 수집된 데이터는 경보 데이터 버
퍼와 측정 데이터 버퍼에 저장되며, 그 후 데이터수신 이벤트로 전처리 스레드
를 기동한다. 전처리 스레드는 메모리 대기시간을 줄이기 위하여 데이터 버퍼
를 데이터 블록으로 복사하며, 진단데이터를 계산하고 데이터의 신뢰도를 측정
한다. 추론 스레드는 이차 진단 데이터를 버퍼에 복사하여 사용하며, OLE 자동
화 서버를 구동한다.
그림 4.2 실시간 고장진단시스템의 구조와 데이터 흐름
그림 4.3은 데이터 신뢰성 검증과정을 나타낸다. 전처리 스레드는 측정 데이
터와 감시시스템의 데이터베이스를 사용하여 경보 데이터를 계산하며, 이 경보
데이터와 감시시스템에서 전송된 경보 데이터를 비교하여 다를 경우 감시시스
템으로 데이터베이스 데이터를 요청한다. 데이터베이스 데이터를 수정한 후 다
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시 경보 데이터를 계산하고 감시시스템의 경보 데이터와 비교한다. 두 경보 데
이터가 다를 경우 감시시스템을 비정상으로 판단하여 경보를 표시한다.
4 .1 데이 터 획 득 스 레드
데이터 획득 스레드는 선박엔진 감시시스템의 실시간 데이터를 전송 받아 저
장하는 스레드이다. 선박엔진 감시시스템[11]과 실시간 고장진단시스템의 통신
은 그림 4.4와 같이 이루어진다. 감시시스템은 데이터의 저장 및 관리를 위한
데이터 베이스, 데이터의 디스플레이를 위한 디스플레이 모듈, 경보 데이터 계
산 모듈로 구성되어 있으며 통신전용기는 선박기관실 기기의 측정 데이터를 관
리하며 UDP (user datagram protocol) 프로토콜을 사용하여 실시간으로 전송한
다[11,12]. 측정 데이터를 UDP 프로토콜로 전송하지 않고 연결형태인
T CP (transmission control protocol)로 전송하게 되면 감시시스템의 개수가 많
아지는 경우 여러 차례에 걸쳐 동일 데이터를 전송해야 하므로 네트워크 상에
부하가 많이 걸리게 된다. 단 경보 데이터의 경우 동일 데이터의 중복전송 문
제가 없으므로 연결방식인 T CP 프로토콜을 사용한다.
그림 4.3 신뢰성의 검증
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통신전용기에서 전송되는 측정 데이터는 (4.1)과 같이 전송된다. 즉 데이터베
이스 ID, 그룹 ID, 측정 데이터의 순으로 전송되며 모든 데이터가 한번에 전
송된다.
30 LO019 2
158 GA045 50 (4.1)
선박엔진 감시시스템에서 발생한 경보 데이터의 예는 (4.2)와 같으며 데이터
관리를 위한 데이터베이스 ID, 선박엔진 계통별로 관리하기 위한 그룹 ID, 측
정된 기기에 대한 설명, 경보의 종류순으로 표시된다.
30 LO019 M/ E CAMSHAFT L.O INLET PRESS LOW (4.2)
실제 전송되는 실시간 데이터는 (4.3)과 같다. 여기에서 2는 Low 알람에 대
그림 4.4 실시간 고장진단시스템과 감시시스템의 데이터 흐룸
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한 상수값이다.
30 LO019 2 (4.3)
데이터 획득 스레드는 그림 4.5에서 나타나는 것과 같이 윈도우의 네트웍 메
시지 수신 이벤트에 의해 동작이 시작된다. 스레드는 측정 데이터, 경보 데이
터, 데이터베이스 데이터의 세가지 데이터를 수신한다. 데이터베이스 데이터는
선박엔진 감시시스템의 데이터가 변경되었을 경우 실시간 고장진단시스템의 데
이터베이스 갱신과 데이터 신뢰성을 측정하기 위해 사용된다. 수신된 데이터는
디코딩 되어 해당하는 메모리 임시 버퍼에 저장하고 버퍼 사용 여부를 상호배
제로 확인하여 다른 스레드에서 사용하지 않을 경우 임시 버퍼에서 버퍼로 복
사하고 상호배제를 Unlock 한다. 각 수신데이터의 종류에 해당하는 이벤트를
전송하여 전처리 스레드의 수행을 활성화시킨다. 전처리 스레드에서 데이터를
처리하기 전에 다음 데이터의 디코딩이 완료된 경우 이전의 데이터는 무시한
다. 데이터베이스 정보 요청은 전처리 스레드에서 처리한다.
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4 .2 전처 리 스 레드
전처리 스레드는 이벤트 대기 루프를 반복적으로 실행하며 각 이벤트 발생시
해당하는 작업을 한다. 발생 가능한 이벤트는 "Measured Data Received",
"Alarm Data Received", "Database Data Received"이다.
그림 4.5 데이터 획득 스레드
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"Alarm Data Received" 이벤트가 발생하 을 경우 그림 4.6과 같이 진단 데
이터를 계산한다. 고장진단에 사용되는 데이터는 경보 데이터, 트랜드 데이터,
확신도 값이며 선박엔진 감시시스템에서 전송된 경보 데이터를 사용하여 계산
한다.
감시시스템에서 전송되는 경보 데이터 중 진단에 사용되는 경보 데이터를 일
차 진단 데이터 메모리 블록에 저장하고, 이전 일차 진단 데이터와 비교하여
트랜드와 확신도 값을 계산한다. 경보 데이터의 메모리 위치와 일차 진단 데이
터의 메모리 위치를 저장하고 있는 데이터베이스를 사용하여 경보데이터를 일
차 진단 데이터 메모리 블록에 저장하며, 이 데이터베이스를 사상 데이터베이
스라고 한다. 이차 진단 데이터에서 계산되는 진단 전용 데이터도 이 데이터베
이스에 포함되며 경보는 정상상태로 한다. 사상 데이터베이스는 (4.4)와 같이
구성되어져 있으며 사상 데이터베이스의 ID, 진단 데이터 Description , Alarm
데이터베이스 ID로 구성되어 있다. (4.5)는 일차 진단 데이터 메모리 블록을 나
타내며 사상 데이터베이스 ID, 측정 데이터, 경보의 종류, 트랜드의 종류, 확신
도 값의 순으로 저장된다. 경보 정보에 없는 항목에 대해서도 일차 진단 데이
터를 계산한다.
010 Lubricating_Oil_Pressure 30
011 Generator_Frequency 158 (4.4)
010 2 LOW DOWN 0.45
011 2000 NORMAL 0.1 (4.5)
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이차 진단 데이터는 일차 진단 데이터중 선박엔진의 계통관계에 따라 지식에
서 사용되는 항목으로 변환되는 것과 감시시스템에서 전송되지 않는 진단 전용
데이터를 저장한다. 예를 들어 배기가스온도의 경우 엔진의 구조, 즉 실린더의
개수에 따라 여러 개의 경보가 나타날 수 있으나 계통별로 진단을 행하므로 각
배기가스 온도는 OR 관계로 계산된 하나의 배기가스 계통으로 처리한다. 따라
서 배기계통의 확신도 값은 각각의 배기가스 온도의 확신도중 가장 큰 값을 가
진다. 진단에 사용되는 데이터는 기기의 관계에 의한 것이 많다. 그러나 감시시
스템은 각각의 기기에 대해서만 경보 데이터를 생성하므로 기기의 관계에 대한
데이터는 없다. 진단에 사용되는 관계 정보는 온도차, 회전수 증가등이 있으며
이를 진단 전용 데이터라 한다. (4.6)은 이차 진단 데이터 계산을 위한 데이터
베이스로 데이터베이스 ID, 진단 데이터 설명, High- High 경보에 대한 경계값,
High 경보에 대한 경계값, Low 경보에 대한 경계값, Low - Low 경보에 대한
경계값, 계산의 피연산자로 사용되는 일차 진단 데이터의 데이터베이스 ID, 계
산방법의 순으로 나타낸다. 계산방법은 표 4.1에 열거하 으며 (4.7)은 실제 생
성된 이차 진단 데이터의 예이다.
018 Generator_Frequency 65535 100 - 100 65535 011 T REND (4.6)
018 Generator_Frequency 500 HIGH UP 0.45 (4.7)
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표 4.1. 이차진단 데이터 변환 데이터베이스의 연산자 코드
코 드 연 산 자 설 명
0x00 Copy
일차 진단 데이터의 정보를 이차 진단 데이터로
복사한다. 일차진단 데이터의 한 항목이 하나의 계
통일 경우에 해당한다.
0x01 And
피 연산자의 데이터베이스 ID항목에 해당하는 측
정값의 확신도 값들을 AND 관계로 계산한다.
0x02 Or
피 연산자의 데이터베이스 ID항목에 해당하는 측
정값의 확신도 값들을 OR 관계로 계산한다.
0x03 T rend
한 항목에 대하여 이전 값과 현재 값의 차이를 계
산하고 이를 경보 경계 값과 비교하여 경보의 종
류와 확신도 값을 계산한다.
0x04 Difference
두 항목에 대하여 값의 차이를 계산하고 이를 경
보 경계 값과 비교하여 경보의 종류와 확신도 값
을 계산한다.
진단 데이터의 계산이 완료되면, 일차 진단 데이터 메모리 블록을 이전 일차
진단 데이터 메모리 블록으로 복사한 후 추론 스레드를 동작시키기 위하여
ready to inference" 이벤트를 설정한다. 이전 일차 진단 데이터 블록의 경우
전처리 스레드에서만 사용되므로 상호배제를 사용하지 않는다. 마지막으로 데
이터베이스를 감시시스템과 동기화하고 데이터의 신뢰성을 검사한다.
측정 데이터와 데이터베이스 데이터의 경우 상호배제를 사용하여 버퍼에서
실제 메모리 블록으로 데이터를 복사한다.
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4 .3 추론 스레 드
전처리 스레드에서 계산된 이차 진단 데이터의 확신도 값을 OLE 자동화 서
버에 전송하며, 이 데이터와 관련된 조건을 검색함으로써 추론을 진행한다.
OLE 자동화 서버는 추론 중에 발생한 결과와 질의를 외부에서 처리 가능하게
하는 원격 질의 핸들러를 제공한다. 첫 번째 원격 질의 핸들러는 추론에 필요
그림 4.6 전처리 스레드
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한 데이터가 충분하지 않을 경우에 프로그램에게 데이터를 요청하기 위하여 사
용된다. OLE 자동화 서버는 추론을 중지하고 필요한 데이터의 정보를 문자열
로 전송해 준다. 프로그램은 이를 확인하고 전송한 후 추론을 재개한다. 두 번
째 원격 질의 핸들러는 사용자 프로그램에서 처리해야 할 명령어에 대한 처리
권한을 넘겨준다. 이 핸들러는 지식베이스에서 결과를 출력하는 프로그램루틴
과 지식베이스에서 외부 함수 실행에 해당하는 것으로 출력 결과와 외부 함수
의 이름 및 매개변수는 문자열로 전송된다.
그림 4.7은 추론 스레드의 동작 알고리즘이며 ready to inference" 이벤트가
발생하면 처리를 시작한다. 먼저 진단 데이터 사용여부를 상호배제로 확인하고
메모리 블록에서 처리 버퍼로 복사한다. 처리 버퍼의 진단 데이터를 데이터베
이스를 참조하여 지식베이스의 해당 객체로 전송한다. OLE 자동화 서버에 추
론 시작 명령을 전송하고 원격 질의 핸들러를 감시한다. 추론 데이터 부족에
대한 원격 질의 핸들러의 경우 선박엔진 감시시스템에서 측정되지 않는 데이터
로 가정하고 추론에 향을 주지 않게 하기 위하여 정상상태 데이터를 전송한
다. 결과 출력을 위한 원격 질의 핸들러의 경우 문자열로 전송된 데이터를 디
코딩하여 메모리에 저장한 후 추론이 모두 끝나면 화면에 출력한다. 본 논문에
서 구현된 지식에는 외부 함수호출을 사용하지 않았기 때문에 외부함수 호출에
대한 원격 질의 핸들러는 발생하지 않는다.
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그림 4.8은 지식베이스와 확신도 값의 계산과정을 보여준다. Libricating_
Oil_Pressure 항목에 알람이 발생하면 Lubricating_Oil_Pressure.state에 관련된
조건을 검색한다. Lubricating_Oil_Pressure가 (4.1)의 상태 일때 Lubricating_
Oil_Pressure_Low 가설이 증명되며 가설에 대한 결론부를 실행한다. 결론부는
그림 4.7 추론 스레드
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증명된 가설에 대한 원인의 결론 확신도 값을 구하는 함수를 SendMessage명
령을 통하여 실행한다. 고장진단은 의사 결정테이블에 나타난 이상상태의 원인
들 중 가장 확률이 높은 원인을 검색하는 것이므로 하나의 이상상태에 대하여
가장 확신도 값이 높은 것을 저장한다. (4.1)과 (4.7)의 정보를 사용하여 추론된
결과는 그림 4.8과 같으며 각 이상상태에 대한 확신도 값을 표시한다.
그림 4.8 규칙과 확신도 값
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4 .4 실행 및 분석
실시간 고장진단시스템의 결과 출력은 그림 4.9와 같이 나타난다. 선박엔진
감시시스템에서 전송된 경보 데이터를 화면에 출력하여 사용자가 확인 가능하
게 하고 있으며 이차 진단 데이터를 화면에 출력한다. 추론에 의한 결과로서
가능한 원인에 대한 확신도 값을 나타낸다.
테스트는 선박엔진 감시시스템의 하드웨어 시뮬레이션 장비를 사용하여 진행
되었으며 각각의 측정 데이터를 조정하는 것이 가능하다. 실시간 고장진단시스
그림 4.9 실시간 고장진단의 결과
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템은 현재의 지식의 경우 선박엔진 감시시스템의 실시간 데이터 손실이 발생하
지 않았다. 윈도우즈 98의 경우 멀티스레드기법을 사용하여 작성된 프로그램의
정확한 성능평가 방법을 제공하지 않으며 테스트 환경도 열악하여 감시시스템
의 데이터 전송 시간과 실시간 고장진단시스템의 처리 완료 시간을 저장하는
기능을 추가하여 대략적으로 계산하 으며, 이 경우 고장진단시스템의 처리시
간과 실시간 고장진단시스템의 처리시간이 약 11:3의 비율로 나타났다.
그림 4.10은 스레드 동작 타이밍을 나타내는 것이며 A는 선박엔진 감시시스
템의 데이터 전송, B는 데이터 획득 스레드, C는 전처리 스레드, D는 추론 스
레드의 동작을 나타낸다. 추론 스레드의 경우 처리시간이 매우 많은 차이를 보
이고 있으며 시스템의 상태에 따라 고장진단시스템은 처리시간의 많은 변화를
보 다.
그림 4.10 실시간 고장진단시스템의 스레드 동작 타이밍
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제 5 장 결 론
본 논문에서는 선박엔진 통합시스템에서의 실시간 고장진단을 위하여 전문가
시스템 개발도구와 모니터링 시스템의 실시간 데이터를 인터페이스하는 프로그
램 작성방법에 대하여 논하 다. 모니터링 시스템과 고장진단시스템이 하나의
프로그램으로 구현될 경우 처리해야 할 데이터가 많아 실시간 고장진단에는 적
합하지 않으며 독립된 시스템으로 온라인상에 구현하여 이러한 문제를 해결하
다. 전문가시스템개발도구로는 ND사의 EE를 사용하여 여기에서 제공하는
지식표현 기법과 OLE 자동화 서버 기능을 이용하 다. 원도우 운 체제에서
제공하는 상호배제와 이벤트 기법을 멀티스레드 기법과 같이 사용하여 전문가
시스템의 추론기능에 통신, 진단 데이터 생성 등 다른 기능이 최대한 향을
주지 않도록 하 으며, 실시간 데이터의 수집 및 진단 데이터의 계산등 EE에서
는 제공하지 않는 기능들을 별도의 스레드에서 처리하게 함으로써 실시간 처리
에 충분한 응답속도를 가지도록 구현하 다.
실시간 처리에서는 대화식의 처리의 구현이 어렵다. 본 논문에서 구현된 시
스템은 아직 대화식 처리가 되지 않는다. 또한 현재의 시스템에는 고장진단을
이전 진단결과와 관계없이 현재의 알람 정보에 의해 고장진단이 수행되기 때문
에 동일 알람에 대해서 계속하여 진단을 수행하곤 한다. 이전의 진단결과와 현
재의 진단결과를 이용하여 고장을 예측하는 기능에 대한 연구가 필요하다. 그
리고 부족한 지식베이스를 보완하기 위해 학습기능에 대한 연구도 필요할 것으
로 사료된다.
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