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NEW REPRESENTATION OF LEVY STOCHASTIC AREA, BASED ON
LEGENDRE POLYNOMIALS
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to obtainment a new representation of Levy stochastic
area, based on Legengre polynomials. We use expansion of multiple Ito stochastic integrals,
based on multiple Fourier-Legendre series converging in the mean. The mentioned new
representation of Levy stochastic area has more simple form in comparison with the classical
representation of Levy stochastic area.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito stochastic differential equation in the integral form:
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying Eq. (1). The nonrandom functions a :
ℜn × [0, T ]→ ℜn, B : ℜn × [0, T ]→ ℜn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of Eq. (1) [1]. The second integral on the right-hand side of (1) is interpreted
as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-measurable
and M{|x0|2} < ∞; M denotes a mathematical expectation. We assume that x0 and ft − f0 are
independent when t > 0.
One of the effective approaches to numerical integration of Ito stochastic differential equation is
an approach based on Taylor-Ito expansion [2]. The most important feature of such expansion is a
presence in them of so called multiple Ito stochastic integrals, which play the key role for solving the
problem of numerical integration of Ito stochastic differential equation and has the following form:
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
where every ψl(τ) (l = 1, . . . , k) is a continuous function on [t, T ]; w
(i)
τ = f
(i)
τ for i = 1, . . . ,m and
w
(0)
τ = τ ; i1, . . . , ik = 0, 1, . . . ,m.
In this article we consider the case k = 1, 2; i1, i2 = 1, . . . ,m; ψ1(τ), ψ2(τ) ≡ 1. This case
corresponds to so called Milstein method [3], [4], which has the order of strong convergence 1.0 under
specific conditions [3], [4].
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The Milstein method has the following form [3], [4]:
yp+1 = yp +
m∑
i1=1
Bi1J
(i1)
τp+1,τp +∆a+
m∑
i1,i2=1
Gi2Bi1 Iˆ
(i2i1)
τp+1,τp
where ∆ = T/N (N > 1) — is a constant step of integration; τp = p∆ (p = 0, 1, . . . , N);
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
(x, t); i = 1, . . . ,m;
Bi — is an i-th column of the matrix function B and Bij — is an ij-th element of the matrix function
B; ai — is an i-th element of the vector function a, and xi — is an i-th element of the column x;
columns Bi1 , a, Gi2Bi1 are calculated in the point (yp, p);
J (i1)τp+1,τp =
τp+1∫
τp
df (i1)τ ;
Iˆ
(i2i1)
τp+1,τp — is an approximation of the following double Ito stochastic integral:
I(i2i1)τp+1,τp =
τp+1∫
τp
s∫
τp
df (i2)τ df
(i1)
s .
Levy stochastic area A
(i2i1)
T,t is
1
2
(
I
(i2i1)
T,t − I(i1i2)T,t
)
def
= A
(i2i1)
T,t .
It is clear, that
(3) I
(i2i1)
T,t =
1
2
J
(i1)
T,t J
(i2)
T,t +A
(i2i1)
T,t with probability 1,
where i1 6= i2.
From (3) it follows, that the problem on numerical simulation of double Ito stochastic integral
I
(i2i1)
T,t is equivalent to the problem of numerical simulation of Levy stochastic area.
There are some methods for the representation of Levy stochastic area [2]–[6]. In this article we
consider another representation of Levy stochastic area, which is simpler than existing analogues.
2. Approach to expansion of multiple Ito stochastic integrals, based on multiple
Fourier-Legendre series
Consider the partition {τj}Nj=0 of [t, T ] such that
(4) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 (see [7]–[15]). Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous on [t, T ] function
and {φj(x)}∞j=0 is a complete orthonormal system of continous functions in L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(5) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
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where
Gk = Hk\Lk; Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1};
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k};
l.i.m. is a limit in the mean-square sense; i1, . . . , ik = 0, 1, . . . ,m;
K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
; t1, . . . , tk ∈ [t, T ]; k ≥ 2,
and K(t1) = ψ1(t1); t1 ∈ [t, T ];
(6) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk;
every
(7) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
is a standard Gaussian random variable for various i or j (if i 6= 0); ∆w(i)τj = w(i)τj+1 − w(i)τj (i =
0, 1, . . . ,m); {τj}N−1jl=0 is a partition of [t, T ], which satisfies the condition (4).
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 5 [7]–[15]:
(8) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(9) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(10) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
( 4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(11) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
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J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(12) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
where 1A is the indicator of the set A.
Note, that rightness of formulas (8) – (12) can be verified by the fact, that if i1 = . . . = i5 = i =
1, . . . ,m and ψ1(s), . . . , ψ5(s) ≡ ψ(s) in (8) – (12), then we can deduce from (8) – (12) the following
equalities which are right with probability 1:
J [ψ(1)]T,t =
1
1!
δT,t,
J [ψ(2)]T,t =
1
2!
(
δ2T,t −∆T,t
)
,
J [ψ(3)]T,t =
1
3!
(
δ3T,t − 3δT,t∆T,t
)
,
J [ψ(4)]T,t =
1
4!
(
δ4T,t − 6δ2T,t∆T,t + 3∆2T,t
)
,
J [ψ(5)]T,t =
1
5!
(
δ5T,t − 10δ3T,t∆T,t + 15δT,t∆2T,t
)
,
where
δT,t =
T∫
t
ψ(s)df (i)s , ∆T,t =
T∫
t
ψ2(s)ds,
which can be independently obtained using the Ito formula and Hermite polynomials.
The cases k = 2, 3 and p1 = p2 = p3 = p are considered in [7]–[15].
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3. The classical representation of Levy stochastic area
Let’s consider (9) if i1 6= i2; ψ1(s), ψ2(s) ≡ 1 and {φj(x)}∞j=0 is a complete orthonormal system of
trigonometric functions in L2([t, T ]). Then
I
(i2i1)
T,t =
(13) =
1
2
(T − t)
(
ζ
(i1)
0 ζ
(i2)
0 +
1
pi
∞∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
)))
,
where
T∫
t
s∫
t
df (i2)τ df
(i1)
s
def
= I
(i2i1)
T,t (i1, i2 = 1, . . . ,m);
ζ
(i)
j
def
=
T∫
t
φj(s)df
(i)
s
is a standard Gaussian random variable for various i or j;
φj(s) =
1√
T − t


1, if j = 0
√
2sin(2pir(s− t)/(T − t)), if j = 2r − 1
√
2cos(2pir(s− t)/(T − t)), if j = 2r
; r = 1, 2, . . . ;
f
(i)
t (i = 1, . . . ,m) — are independent standard Wiener processes.
Using the Ito formula for i1 6= i2 we get:
(14) (T − t)ζ(i1)0 ζ(i2)0 =
T∫
t
df (i1)s
T∫
t
df (i2)τ = I
(i2i1)
T,t + I
(i1i2)
T,t with probability 1.
From (13) and (14) we obtain:
T − t
2pi
∞∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
=
=
1
2
(
I
(i2i1)
T,t − I(i1i2)T,t
)
.
Then
A
(i2i1)
T,t =
=
T − t
2pi
∞∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
,
where A
(i2i1)
T,t is Levy stochastic area:
1
2
(
I
(i2i1)
T,t − I(i1i2)T,t
)
def
= A
(i2i1)
T,t .
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Note, that Milstein G.N. proposed in [3] the method of expansion of multiple stochastic integrals
of second multiplicity based on trigonometric Fourier expansion of Brownian bridge process (version
of so called Karunen-Loeve expansion):
ft − t
∆
f∆, t ∈ [0,∆], ∆ > 0,
where ft — is a standard vector Wiener process with independent components f
(i)
t ; i = 1, . . . ,m.
The trigonometric Fourier expansion of Brownian bridge process has the form:
(15) f
(i)
t −
t
∆
f
(i)
∆ =
1
2
ai,0 +
∞∑
r=1
(
ai,rcos
2pirt
∆
+ bi,rsin
2pirt
∆
)
,
where
ai,r =
2
∆
∆∫
0
(
f (i)s −
s
∆
f
(i)
∆
)
cos
2pirs
∆
ds,
bi,r =
2
∆
∆∫
0
(
f (i)s −
s
∆
f
(i)
∆
)
sin
2pirs
∆
ds;
r = 0, 1, . . . ; i = 1, . . . ,m.
It is easy to demonstrate [3], that random variables ai,r, bi,r are Gaussian ones and they satisfy
the following relations:
M {ai,rbi,r} = M {ai,rbi,k} = 0,
M {ai,rai,k} = M {bi,rbi,k} = 0,
M {ai1,rai2,r} = M {bi1,rbi2,r} = 0,
M
{
a2i,r
}
= M
{
b2i,r
}
=
∆
2pi2r2
,
where i, i1, i2 = 1, . . . ,m; r 6= k; i1 6= i2.
According to (15) we have
(16) f
(i)
t = f
(i)
∆
t
∆
+
1
2
ai,0 +
∞∑
r=1
(
ai,rcos
2pirt
∆
+ bi,rsin
2pirt
∆
)
,
where the series converges in the mean-square sense.
Expansion (13) has been obtained in [3] using (16).
4. New representation of Levy Stochastic Area, based on Legendre polynomials
Let’s consider (9) if i1 6= i2; ψ1(s), ψ2(s) ≡ 1 and {φj(x)}∞j=0 is a complete orthonormal system of
Legendre polynomials in L2([t, T ]). Then
(17) I
(i2i1)
T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i2)
i−1ζ
(i1)
i − ζ(i2)i ζ(i1)i−1
))
,
where
φi(s) =
√
2i+ 1
∆
Pi
((
s− t− T − t
2
)
2
T − t
)
; i = 0, 1, 2, . . . ,
and Pi(x) (i = 0, 1, 2, . . .) — is Legendre polynomial; another denotations see in (13).
Thus the new representation of Levy stochastic area has the form
NEW REPRESENTATION OF LEVY STOCHASTIC AREA 7
Aˆ
(i2i1)
T,t =
T − t
2
∞∑
i=1
1√
4i2 − 1
(
ζ
(i2)
i−1 ζ
(i1)
i − ζ(i2)i ζ(i1)i−1
)
.
5. Convergence in the mean of degree 2n of and with probability 1
Let’s denote
A
(i2i1)q
T,t =
(18) =
T − t
2pi
q∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
,
(19) Aˆ
(i2i1)q
T,t =
T − t
2
q∑
i=1
1√
4i2 − 1
(
ζ
(i2)
i−1ζ
(i1)
i − ζ(i2)i ζ(i1)i−1
)
.
Not difficult to demonstrate [3], that from (13) we can get another representation for A
(i2i1)q
T,t :
A
(i2i1)q
T,t =
T − t
2pi
(
q∑
r=1
1
r
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r +
+
√
2
(
ζ
(i1)
2r−1ζ
(i2)
0 − ζ(i1)0 ζ(i2)2r−1
))
+
√
2
(
pi2
6
−
q∑
r=1
1
r2
)1/2 (
ξ(i1)q ζ
(i2)
0 − ζ(i1)0 ξ(i2)q
))
,
where
ξ(i)q =
(
pi2
6
−
q∑
r=1
1
r2
)−1/2 ∞∑
r=q+1
1
r
ζ
(i)
2r−1,
and ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q ; r = 1, . . . , q; i = 1, . . . ,m — are independent standard Gaussian random
variables.
From (18) and (19) we obtain:
M
{(
Aˆ
(i2i1)
T,t − Aˆ(i2i1)qT,t
)2}
=
=
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
=
(T − t)2
2
∞∑
i=q+1
1
4i2 − 1 ≤
≤ (T − t)
2
2
∞∫
q
1
4x2 − 1dx = −
(T − t)2
8
ln
∣∣∣∣1− 22q + 1
∣∣∣∣ ≤
(20) ≤ C1 (T − t)
2
q
,
M
{(
A
(i2i1)
T,t −A(i2i1)qT,t
)2}
=
=
3(T − t)2
2pi2
(
pi2
6
−
q∑
r=1
1
r2
)
=
3(T − t)2
2pi2
∞∑
r=q+1
1
r2
≤
≤ 3(T − t)
2
2pi2
∞∫
q
dx
x2
=
3(T − t)2
2pi2q
≤
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(21) ≤ C2 (T − t)
2
q
.
where constants C1, C2 doesn’t depent on q.
In [8]–[15] it was shown, that
M{(J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t )2n} ≤
≤ (k!)2n(n(2n− 1))n(k−1)(2n− 1)!!×
(22) ×
[ ∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1
]n
,
where
J [ψ(k)]p1,...,pkT,t =
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
−l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1 )∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
is the prelimit expression in (5).
For the case k = 2, i1 6= i2 and ψ1(s), ψ2(s) ≡ 1 from (22) we obtain:
(23) M
{(
I
(i2i1)
T,t − I(i2i1)qT,t
)2n}
≤ Cn,2
(
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
))n
→ 0, if q →∞,
(24) M
{(
I
(i2i1)
T,t − I(i2i1)qT,t
)2n}
≤ Cn,2
(
3(T − t)2
2pi2
(
pi2
6
−
q∑
r=1
1
r2
))n
→ 0, if q →∞,
where
Cn,k = (k!)
2n(n(2n− 1))n(k−1)(2n− 1)!!.
At that I
(i2i1)
T,t in (23) has the form (17). At the same time I
(i2i1)
T,t in (24) has the form (13).
From (13), (17), (23), (24) we obtain
M
{(
Aˆ
(i2i1)
T,t − Aˆ(i2i1)qT,t
)2n}
→ 0, if q →∞,
M
{(
A
(i2i1)
T,t −A(i2i1)qT,t
)2n}
→ 0, if q →∞.
Let’s address now to the convergence with probability 1 for Aˆ
(i2i1)q
T,t . First, note the well-known
fact.
Lemma 1. If for the sequence of random values ξq and for some α > 0 the number series
∞∑
q=1
M {|ξq|α}
converges, then the sequence ξq converges to zero with probability 1.
From (20) and (23) (n = 2) we obtain
M
{(
I
(i2i1)
T,t − I(i2i1)qT,t
)4}
= M
{(
Aˆ
(i2i1)
T,t − Aˆ(i2i1)qT,t
)4}
≤ K
q2
,
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where constant K doesn’t depend on q.
Since the series
∞∑
q=1
K
q2
converges, then according to lemma 1 we obtain, that Aˆ
(i2i1)
T,t − Aˆ(i2i1)qT,t → 0 if q →∞ with probability
1. Then Aˆ
(i2i1)q
T,t → Aˆ(i2i1)T,t if q →∞ with probability 1.
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