This paper introduced a new data-driven control (DDC) method for the speed control of ultrasonic motor (USM). The model-free adaptive control (MFAC) strategy was presented in terms of its principles, algorithms, and parameter selection. To verify the efficiency of the proposed method, a speed-frequency-time model, which contained all the measurable nonlinearity and uncertainties based on experimental data was established for simulation to mimic the USM operation system. Furthermore, the model was identified using particle swarm optimization (PSO) method. Then, the control of the simulated system using MFAC was evaluated under different expectations in terms of overshoot, rise time and steady-state error. Finally, the MFAC results were compared with that of proportion iteration differentiation (PID) to demonstrate its advantages in controlling general random system. K e y w o r d s: data driven control, model free control, speed control, ultrasonic motor
Introduction
Speed and/or position control of ultrasonic motors is a crucial issue in engineering sector due to its theoretical challenges and special applications. Travelling ultrasonic motor, which typically adopts a bonded structure and works on temperature-sensitive piezoelectric materials, is prone to be disturbed by various interferences especially the internal and external temperature. Thus, the nonlinearity caused by the piezoelectric component and its interaction with the nearby layers, namely, the friction layer, stator and rotor, poses a challenge to the modeling and controlling of the system. Two popular ideas of USM control are the PID type control technique based on the classical PID rules and the applications of artificial neural network (NN) technique in adaptive control developed in recent years.
In the early stage, researchers have made much effort on speed and/or position control via PID and NNs, which was usually combined with fuzzy logic strategy. Take the University of Ryukyus as an example, [1] applied the conventional PID control method on the USM system to obtain the desirable speed and/or position by controlling three features of the driving signal, namely, the voltage, phase, and frequency. As comparison showed the advantages of adaptive controller over PID in [2] , they began combining PI/PID controller with other state-of-art theories at that time, such as the repetitive compensator for the speed ripple caused by temperature rising [3] and the adaptive controller for online parameter identification [4] .
Besides, to enhance the tracking and control performance of his former model-following error-driven fuzzy adaptive mechanism, [5] implemented a three-layer online trained NN controller with variable learning rates to enhance the transient response and to increase the robustness of the USM drive system [6] . The NN was designed to tune the output scaling factor of the fuzzy controller. To discover more sensitivity information of the drive system, [7] separated the fuzzy neural network(FNN) scheme into two parts, the FNN identifier and FNN controller. However, more information claimed larger calculation. Then, [8] introduced a delta adaptation law into the backpropagation algorithm used to train the NN to avoid heavy computation and to increase the online learning rate of the weights. Later on, thanks to the deeper study of the internal principles of USM and various models (mechanical-electrical model, electrical-equivalent model, fiction model, etc) of its working process, researchers preferred to control the speed of travelling rotating ultrasonic motor (TRUM) and/or position based on these models for higher accuracy. For example, Shenglin Mu processed a PID type internal model control (PID-IMC) using NN. The NN controller combined with particle swarm optimization (PSO) based on probability is employed for tuning the PID gains in the PID-IMC for compensating the characteristic changes and non-linearity in USM. Meanwhile, the NN was learned by updating its weights online using PSO algorithm [9] [10] [11] , [12] and [13] turned to the pole-assignment strategy for proper PID parameters selecting of a system identified from step response and the expected closed-loop characteristic. Hammerstein model was also identified using PSO for its advantages over simple difference equations in depicting the characteristics of nonlinear systems [14] . Then, the self-tuning nonlinear generalized predictive speed control strategy of an ultrasonic motor was realized based on this Hammerstein model [15] . [16] proposed a simpler intelligent PID speed control strategy of TWUM involving only two expert rules to adjust the PID control parameters based on the current status which allowed less calculation and cheaper MCUs. Present, considering the greater capacity of digital technique for processing large amount of data and growing demand for fast response in applications, the concept of DDC is called up especially for nonlinear coupling system, such as USM. When the system contains more unpredictable nonlinearity that is hard to reach an analytical solution, it is reasonable to expect an adaptive control system independent of the system model which is only based on information from the I/O data of the controlled plant. DDC, including the popular strategy of PID, reaches the goals depending only on the control inputs and feedback outputs except the reluctant model functions.
In this paper, the model-free adaptive control(MFAC) proposed by Zhongsheng Hou in [17] was implemented in the speed control system of USM. This paper extent the state of the art, where model-based controlling method fails to timely track the instant response of the state changing due to the complex calculation of the nonlinear model parameters from large matrix or equations. The comparison with traditional PID controller illustrated its great potential in the online control with regard to its fast response and robust self-adaption.
Problem
Although the proposed method is independent on the system model, an experiment-based model mimicking the USM working system has to be introduced for simulation to verify the feasibility of MFAC. The model discussed in this section, which contains the measurable nonlinearity and uncertainty, is established for simulation only other than the future application of MFAC on controlling.
The interaction between the speed of USM and its excited signal, surrounding environment, and other elements is time-varying and high-nonlinear. Empirically, the frequency of the excited voltage signal is often the priority in choosing the controlling object thanks to a wider control range than that of the voltage-based strategy. Also, it is more feasible to control the frequency than the phase while the phase-based method would leads to a zero-zone problem. Besides, the speed decreases as time goes by when the resonant frequency is changed by the increasing temperature. Thus, a control-friendly and experiment-based model in terms of the operating time and frequency of the excited voltage was considered to describe the ultrasonic motor control system.
Experiment setup
To obtain the parameters of the system, a whole setup ( Fig. 1 ) was established to measure the velocity of USM varying with frequency and time. When the direct digital synthesizer (DDS) was programmed to generate the highfrequency periodic pulse for sine wave signal, the amplifier contributed to a pair of sinusoidal voltage signal with a phase difference of 90
• which was transformed from the digital pulse using the D/A processor packed into the DDS module. To obtain the relation between the speed and frequency, and speed and time respectively, the amplitude and initial phase were kept at 360 Vpp (peakto-peak voltage value) and 0
• respectively. The TRUM-60 USM (Fengke Co., Jiangsu, China) was selected for all the experiments. To obtain the speed value of the motor, the intervals between neighbor pulses emitted from the incremental rotary encoder (NAIRC, China) was counted in the programmable-MCU PSoC 5 (Cypress, USA) and sent out through a serial port for the following process. The Instrument Control Toolbox of Matlab was used to receive the serial data for the final calculation of speed considering the resolution of the encoder.
To obtain the relation between the speed and frequency, the speed at different frequencies from 40.5 kHz to 43.0 kHz were measured with the benchmark.
However, for the speed-time relationship, the range was cut into a smaller range. Practically, USM usually operates at a frequency a little higher than the resonant frequency avoiding the damage on the piezoelectric ceramic brought by the sympathetic vibration. In the case of TRUM-60, the allowed working frequency should be no less than 41.9 kHz. On the other hand, the speed value at a frequency above 43.0 kHz is usually less than 5 r/min indicating a small slope of speed in respect to time. Thus, the change of slope in respect to frequency contributed little to the identification of the speed-time model when the USM worked at a voltage higher than 43.0 kHz. In this case, speed data varying with time at frequencies from 41.9 kHz to 43.0 kHz were measured with the benchmark. Finally, 12 groups of data, each of which was tested under the frequency 0.1 kHz larger than that of the former one, were collected for the following analysis.
Model presented
All the 12 groups of data were drawn with Matlab to demonstrate the speed varying with frequency and time. Since all the curves enjoyed a similar shape except for different amplitudes, any figure of these alone is enough Particle name Search range Boundary wall
for a fully explanation of the speed-time model. In this paper, the figure of 41.9 kHz was taken as an example.
As shown in Fig. 1 , the curve of the open-loop velocity shared the shape with a sinusoidal wave. Considering the speed's final convergence to zero, the following basic function was referred to
where e (t/t0) indicates a decreasing amplitude of a sine function. Theoretically, (1) has been proved to be converging to. Furthermore, Fig. 1 showed a gradual damping peak value and the curve is symmetrical about an exponent-like line. In this case, (1) is modified for the identification of system shown in Fig. 1 and (2) was introduced to express the experiment-based practical speedtime model of USM
where v t is the transient speed varying with the time, V f is the starting steady speed in respect to frequency.
Identification of proposed model
According to the mechanism of USM, V f varies with the frequency of the excited voltage whose rules can be figured out using a simple polynomial function. The other unknown factors presented in (2) have to be identified and PSO was introduced for the estimation.
V f identification
A three-order polynomial was adopted to describe the speed in respect to frequency based on the measurements obtained in Section 2.1
where f is the frequency of the excited voltage signal, and a, b, c and d are the coefficients of the polynomial to be identified. The frequency and speed data were scaling for well conditioning. 
PSO identification
The particle swarm optimization realized by the iterations of updating each particle's personal best (pbest) and the global best (gbest) to "pull" the swarm of particles to the supposed best position. Each particle in the solution space moves towards the gbest position at the velocity calculated from
where v k n and x k n are one particle velocity and coordinate in the nth dimension after k th iteration respectively, pbest n and gbest n are the best location of the particle and swarm in the nth dimension respectively, and l , c 1 , and c 2 are self-defined numbers for the algorithm.
Then the new position is updated as
Solution space establishment
Referring to (2), a five-dimensional solution space is introduced for the identification of five unknown factors, t 0 , τ , k , ω , and ϕ. According to the practical range of each parameter, reasonable specification of the minimum and maximum value is given in Table 1 .
Since an exponential function is convex when τ is larger than zero, which agrees with the damping tendency of the measurements, τ is limited within the positive half of the axis. The oscillation frequency ω must be above zero, considering its physical significance in practice. A range within −π to π is enough for the identification of initial phase of the oscillation ϕ due to the sinusoid's periodic characteristic. 
Boundary limitation
The "absorbing-partial-reflecting walls" were imposed to confine the particles within the solution space. When a particle hits the boundary of the solution space in one of the dimensions, the coordinate of the particle in this dimension is reset to be a predefined value within the solution space. To avoid zero denominators, the walls of τ and ω were built at a position slightly larger than zero, namely, "partial-reflecting". The adjustment process is drawn in Fig. 3 [18] .
Selection of parameters
First of all, to reach a compromise between the efficiency and reliability, a population size of 30 was adopted in this paper. Then, an inertial weight ω linearly decreasing from 0.9 to 0.4 during the iterations was employed to achieve the balance exploration and exploitation [19] . Also, the developers of PSO suggested a constant of 2 for both c 1 and c 2 in order to give the stochastic factor rand a mean of 1, so that particles would "overfly" the target about half the time [20] . 
Application on USM
According to the above analysis, the calculation was carried out using Matlab 2015b. Since all the 12 groups of data share the same shape, the situation when the USM works under the voltage of 41.9 kHz was taken as an example (Fig. 4) to avoid repetition of illustrations.
All the 12 groups of data were imported to identify speed-time relationship under different frequency and the PSO identification results are represented in Table 2 . It came up with a random value of t 0 ∈ (−2, 2) for all the groups, same τ and ϕ for a certain group but quite different among all the 12 groups which indicated that they were irrelevant with the frequency. So the value of t 0 ∈ (−2, 2), ϕ ∈ (−π, π) and τ were randomly selected for a rough simulation of the speed-time model of USM control system. Furthermore, similar ω and k were observed among all the groups, so the mean of ω = 10.952 and k = 0.088 were determined as the final solutions. In this way, the experiment-based speed-frequency-time model was finally determined when combine the identification results of (2) with (4). It described the timevarying nonlinearity and uncertainties which often occur in real USM system.
The development of MFAC

Overview of MFAC
The MFAC is developed based on the following discrete SISO nonlinear systems
where u(k), y(k) ∈ R are the input and output value at k time respectively, n y and n u are the orders of the input and output respectively, f (. . . ) is a general nonlinear function. The efficiency of (7) in representing a broad range of nonlinear behavior has been proved in subsequent publications since it was first introduced as a NARMAX model, which stands for nonlinear autoregressive moving average exogenous inputs, in 1981 by Stephen A. Billings [21] .
When a linearized NARMAX model encapsulates all of the unknown parametric dynamics into a single timevarying nonlinear parameter of the system states and virtual control signals, the computational complexity of the proposed algorithm is modest, enabling its implementation in a real-time system even when considering long prediction horizons. Then, popular linear estimation and optimization approaches could be applied on the pseudolinear system for the online controlling with only closedloop operating data required rather than the details of the model information.
MFAC Control object
Pseudo-linear The MFAC method can be classified into three branches in terms of how the I/O data are processed for the linearization of NARMAX model, that is: the pseudo partial derivative (PPD), pseudo gradient (PG) and pseudo Jacobian matrix (PJM). In this paper, PPD is first attempted for the controlling of USM. According to the close-loop control strategy of MFAC presented in Fig. 5 the proposed method contributes to a proper input u(k) based on the PPD estimated for the pseudo-linear model from the I/O data and helps the system with an ideal output y(k + 1) based on the control algorithms concerning the expectation y * (k + 1).
Linearization algorithm 4.2.1 Linearization function
First of all, following assumptions are set about the controller plant [17] : Assumption 1. System (7) is observable, and controllable, that is, to the expected bounded system output signal y * (k + 1), there exist a bounded feasible control input signal which drives the system output equal to the expected output.
Assumption 2. The partial derivative of f (. . . ) in respect to control input u(k) is continuous.
Assumption 3. The system applies for the generalized Lipschitz stabilization condition, that is (8) where b is a positive constant which can be regarded as a limitation on the change of output in respect to the change of input. Assumption 3 applies to many common systems, such as temperature, pressure, or speed control in terms of energy: a bounded energy change of input leads to a bounded energy change of output.
To enclose all the nonlinear and time-varying information in a nonlinear system, the general NARMAX model (7) is adapted for a control-oriented strategy in a form like that described in Theorem 1. Theorem 1. System (7) satisfying assumption 1, 2, and 3 can be rewritten as
where ∆y(k + 1) = y(k + 1) − y(k) and ∆u(k) = u(k) − u(k − 1) are introduced to simplified the equation, and φ c (k) ∈ R , named as the PPD is a time-varying factor and bounded in respect to k .
Since φ c records all the changes of output in respect to input and sampling instant, Theorem 1 indicates its ability to track the system's dynamics with the approximation of PPD.
Estimation of PPD
Obviously, it is hard to have a specific expression for a solution to the time-varying parameter φ c (k), so a certain approximation algorithm is essential for the description of the system. Generally, the non-linear least square (LS) scheme is adopted as a simple and effective way to get a quick online solution. Unfortunately, such cost function is somewhat over sensitive to the temporary unreasonable results, which are probably caused by the unpredictable internal or external disturbances, failure of the encoder, etc. By including the disturbances into the calculation of the difference between the expected and actual output, the method may lead to an error in control output. Therefore, a weighting factor µ is introduced to punish the sudden change of φ c (k). When substitute (9) into the advanced LS function, we have
whereφ c (k) is the approximation of φc(k) based on (10) . When the derivative of (10) in respect to φ c (k) equals zero, an iterative approximation function is obtained (11) where η ∈ (0, 1] is introduced as a weighting factor for a more flexible approximation rule to determine to what extend φ c (k) is adjusted according to the I/O data. Also, the µ > 0 added to the denominator helps avoid a zero dividend in case that inputs remain the same during the sampling interval.
Additionally, a resetting rule described in (12) is supplemented for a greater ability to track nonlinear parameter (12) where ε is a sufficiently small positive number, and φ c (1) is the self-defined initial value of φ c (k).
Controlling rules
In discrete-time system, simply minimizing the onestep-ahead error between the control and actual output may lead to a large control input that is liable to run over the defined space which is probably harmful to the system. Take the USM as an example, frequency as low as 40 kHz would destruct the inner material, such as the piezoelectric ceramic, and cause permanent damage to the motor. On the other hand, the weighted one-stepahead criterion often fails to eliminate the final steady state error. Therefore, a new cost function combining the two algorithms is considered to predict the control input
where λ is introduced as a weighting factor to restrict the variance of u(k), and y * (k + 1) is the expecting output value. Similarly to (10), an iterative expression of u(k) is obtained when the derivative of J(u(k)) in respect to u(k) equals zero. Then we have
where ρ ∈ (0, 1] is introduced as a penalty factor for a more flexible controlling rule. Finally, the estimation algorithm (11), the resetting rules (12) , and the controlling equation (14) constitute the whole MFAC scheme, and it can be summed aŝ
Parameters impact on MFAC
Referring to the three functions of the complete MFAC method in (15) , η , µ,ρ, λ are four self-defined parameters. Generally, they are all set to be 1 as the initial value at the beginning for a temptation of a rough controlling. Since ρ and λ directly works on the control input adjustment, it is reasonable to believe that they affect the results more than η and µ do. In fact, simulations showed that η and µ had such a small influence on the control input that it could be ignored in most cases. In other words, two factors, ρ and λ are enough for controlling most of the nonlinear systems which satisfy the above assumptions 1, 2 and 3, when making η = µ = 1 . In this way, the number of factors to be determined is decreased for a more friendly application.
The impact of λ
First, to demonstrate the impact of λ on the efficiency of MFAC scheme, the tracking of an ideal constant speed based on system (2) was taken as an example. For all the simulation, we made η = µ = 1 , ρ = 0.6 and the sample instant was set to be 5 ms. To have a clear picture of the tuning process, only 100 ms at the beginning of the controlling was captured. As it shown in Fig. 6(a) , when λ increased from 1 to 50, the overshoot decreased to the bottom and continued to increase with a minimum appeared at λ = 20 . Besides, due to the similar track, the curve of λ = 1 overlapped that of λ = 10 , which was the same case to the situation of λ = 40 and λ = 50 . For a quantitative analysis of the overshoot, the error rate α was introduced as
Obviously, we would expect the greatest α when λ = 1 and the smallest value when λ = 20 in Fig. 6(b) . Unfortunately, even the smallest value was nearly twice the expectation which was undesirable and may cause damage to the limited-input USM system in practical application. Referring to (15) , the control input was largely affected by φ c (k). So, to figure out the overshoot problem, the corresponding curves of φ were drawn in Fig. 6(c) . The smallest change of φ was expected to appear in the curve of λ = 20 when the initial value of φ were all set to be 1, which agrees with the change of the overshoot. Thus, a proper initial value of φ would be a promising solution to address the overshoot problem.
On the other hand, since all the curves shared a similar rising time as shown in Fig. 7(a) , we chose λ = 20 as the ideal value for the current USM system. 
Time ( Theoretically, we would expect an opposite impact of ρ in the numerator on the results against the λ in the denominator. Figure 7 shows the impact of ρ on the results when η = µ = 1 , λ = 20 . The overshoot in respect to ρ was neither monotonous as that presented in Fig. 8 , which decreased as ρ decreased from 0.8 and continued to increase as ρ increased to 0.2 with the minimum appeared at ρ = 0.5 . Figure 7 (b) and (c) demonstrated the largest error rate at ρ = 0.8 and the smallest change of φ at ρ = 0.5 respectively, which agrees with the theoretical assumption. To make it a little different, the curves of ρ = 0.6 enjoyed a shorter tuning time with a slightly greater value of the overshoot than that of ρ = 0.5 , which indicated another possible choice when real-time tracking is the main concern. In this way, 0.5 and 0.6 would both be the proper value for ρ. In fact, since the relationship among λ, ρ, and u(k) is nonlinear, the final value of λ and ρwould float around the above values due to their combined effect on the control input.
Results
To demonstrate the features of MFAC, the results of a control system based on MFAC is compared with that of the traditional PID method. All simulations were carried out with the same initial values and sample instant. According to the discussion in Section 4, η = µ = 1 , ρ = 0.5 , λ = 30 were adjusted for MFAC. For the PID method, satisfying results were obtained when
Comparison under the ideal wave
The ideal periodic wave y = 40 sin(6πt + π/4) + 60 was used to test the two methods. Figure 8 showed that MFAC is superior to PID with less delay in time and smaller error rate, while the overshoot was a little larger than that of PID which could probably owe to improper initial values. Fortunately, the value was still within the regulated range of control output, which was acceptable by the USM to avoid the damage to the controlled plant.
Comparison under arbitrary wave with random noise An arbitrary wave described as y = 80 + 30rand() + 10rand() was introduced to present the advantages of MFAC over PID. A random signal generated by rand() function in Matlab was added to the constant speed to mimic the arbitrary expectation and inevitable noise. Figure 9 presented a much smaller error of MFAC than that of PID when tracking a nonlinear system with many uncertainties. This can be owed to the time-varying PPD φ included in the control rules which allows the output to be more adaptive.
In the end, it is believed that MFAC would operate better than the traditional PID control method with fewer factors to determine and is more robust to the change of expectation and disturbances.
Conclusion
In this paper, a novel model-free adaptive control (MFAC) scheme for ultrasonic motor in the presence of fully unknown model dynamics due to inertia uncertainties and external disturbances is first proposed. To test the efficiency of the proposed method, a speed-frequencytime model was established based on the practical experiments. Then, PSO was applied to identify the experimentbased model, whose parameters were studied for a deeper understanding of the nonlinearity of the operation system. Furthermore, the MFAC was presented in terms of its principles, algorithms and parameter selection. Finally, the ideal periodic system and system with random noise were used to demonstrate that the efficiency of MFAC is superior to that of PID. Thus, MFAC was proved to be a suitable method for controlling a highnonlinear system.
Considering the disadvantages of MFAC discovered in its comparison with PID, a larger overshoot could to be eliminate with a proper initial value of . On the other hand, the adaptive selection of parameters, a quicker convergence may be the future topics. Also, the proposed method will be tested on the benchmark for the final application verification. 
