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Formation of point shocks for 3D compressible Euler
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Abstract
We consider the 3D isentropic compressible Euler equations with the ideal gas law. We provide
a constructive proof of shock formation from smooth initial datum of finite energy, with no vacuum
regions, with nontrivial vorticity present at the shock, and under no symmetry assumptions. We prove
that for an open set of Sobolev-class initial data which are a small L8 perturbation of a constant state,
there exist smooth solutions to the Euler equations which form a generic stable shock in finite time. The
blow up time and location can be explicitly computed, and solutions at the blow up time are smooth
except for a single point, where they are of cusp-type with Ho¨lder C1{3 regularity. Our proof is based on
the use of modulated self-similar variables that are used to enforce a number of constraints on the blow
up profile, necessary to establish global existence and asymptotic stability in self-similar variables.
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1 Introduction
A fundamental problem in the analysis of nonlinear partial differential equations concerns the finite-time
breakdown of smooth solutions and the nature of the singularity that creates this breakdown. In the context
of gas dynamics and the compressible Euler equations which model those dynamics, the classical singularity
is a shock. When the initial disturbance to a constant state is sufficiently strong, created for example by
explosions, supersonic projectiles, or a kingfisher shot out of a cannon, violent pressure changes lead to a
progressive self-steepening of the wave, which ends in a shock.
Our main goal is to give a detailed characterization of this shock formation process leading to the first
singularity, for the isentropic compressible Euler equations in three space dimensions. Specifically, we shall
give a precise description of the initial data from which smooth solutions to the Euler equations evolve,
steepen, and form a stable generic shock in finite time, in which the gradient of velocity and gradient of
density become infinite at a single point, while the velocity, density, and vorticity remain bounded. In the
process, we shall provide the exact blow up time, blow up location, and regularity of the three-dimensional
generic blow up profile. Away from this single blow up point, the solution remains smooth.
Let us now introduce the mathematical description. The three-dimensional isentropic compressible
Euler equations are written as
Btpρuq ` divxpρub uq `∇xppρq “ 0 , (1.1a)
Btρ` divxpρuq “ 0 , (1.1b)
where x “ px1, x2, x3q P R3 and t P R are the space and time coordinates, respectively. The unknowns are
the velocity vector field u : R3 ˆ R Ñ R3, the strictly positive density scalar field ρ : R3 ˆ R Ñ R`, and
the pressure p : R3 ˆ RÑ R`, which is defined by the ideal gas law
ppρq “ 1γργ , γ ą 1 .
The sound speed cpρq “ aBp{Bρ is then given by c “ ρα where α “ γ´12 . The Euler equations (1.1) are
a system of conservation laws: (1.1a) is the conservation of momentum and (1.1b) is conservation of mass.
Defining the scaled sound speed by σ “ 1αρα, (1.1) can be equivalently written as the system
Btu` pu ¨∇xqu` ασ∇xσ “ 0 , (1.2a)
Btσ ` pu ¨∇xqσ ` ασ divx u “ 0 . (1.2b)
We let ω “ curlx u denote the vorticity vector and we shall refer to the vector ζ “ ωρ as the specific vorticity,
which satisfies the vector transport equation
Btζ ` pu ¨∇xqζ ´ pζ ¨∇xqu “ 0 . (1.3)
Our proof of shock formation relies upon a transformation of the problem from the original space-time
variables px, tq to modulated self-similar space-time coordinates py, sq, and on a change of unknowns from
pu, σq to a set of geometric Riemann-like variables pW,Z,Aq in the self-similar coordinates. The singularity
model is characterized by the behavior near y “ 0 of the stable, stationary solution W “ W py1, y2, y3q
(described in Section 2.7 and shown in Figure 1) of the 3D self-similar Burgers equation
´12W `
`
3
2y1 `W
˘ By1W ` 12y2By2W ` 12y3By3W “ 0 . (1.4)
For a fixed T , the vector v “ pv1, v2, v3q given by
v1px1, x2, x3, tq “ pT ´ tq 12W
˜
x1
pT ´ tq 32 ,
x2
pT ´ tq 12 ,
x3
pT ´ tq 12
¸
, v2 ” 0 , v3 ” 0 ,
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is the solution of the 3D Burgers equation in original variables, Btv ` pv ¨∇xqv “ 0, forming a shock at a
single point at time t “ T . An explicit computation shows that the Hessian matrix By1∇2yW |y“0 is strictly
positive definite. This property ensures that the blow up profile W is generic in the sense described by
Christodoulou in equation (15.2) of [6]. This genericity condition, in turn, provides stability of the shock
profile for solutions to the Euler equations as we will explain in detail below.
Figure 1: The stable generic shock
profile (shown in 2D).
A precise description of shock formation necessitates explicitly defin-
ing the set of initial data which lead to a finite-time singularity, or shock.
Additionally, from the initial datum alone, one has to be able to infer
the following properties of the solution at the first shock: (a) the geom-
etry of the shock set, i.e., to classify whether the first singularity occurs
along either a point, multiple points, a line, or along a surface; (b) the
precise regularity of the solution at the blow up time; (c) the explicitly
computable space-time location of the first singularity; (d) the stability
of the shock. For the last condition (d), by stability, we mean that for
any small, smooth, and generic (meaning outside of any symmetry class)
perturbation of the given initial data, the Euler dynamics yields a smooth
solution which self-steepens and shocks in finite time with the same shock
set geometry, with a shock location that is a small perturbation, and with the same shock regularity; that is,
properties (a)–(c) are stable.
As an example, the solution W shown in Figure 1 is stable: the shock occurs at a single point, and any
small generic perturbation of W (as we will prove) also develops a shock at only a single point, and with
the same properties as those satisfied by W . On the other hand, a simple plane wave solution of the Euler
equations that travels along the x1 axis and is constant in px2, x3q produces a finite-time shock along an
entire plane, but a small perturbation of this simple plane wave solution can produce a very different shock
geometry (any of the sets from condition (a) are possible). Our main result can be roughly stated as follows:
Theorem 1.1 (Rough statement of the main theorem). For an open set of smooth initial data without vac-
uum, with nontrivial vorticity, and with a maximally negative gradient of size Op1{εq, for ε ą 0 sufficiently
small, there exist smooth solutions of the 3D Euler equations (1.1) which form a shock singularity within
time Opεq. The first singularity occurs at a single point in space, whose location can be explicitly computed,
along with the precise time at which it occurs. The blow up profile is shown to be a cusp with C1{3 regularity,
and the singularity is given by an asymptotically self-similar shock profile which is stable with respect to the
HkpR3q topology for k ě 18.
A precise statement of the main result will be given below as Theorem 3.1
1.1 Prior results on shock formation for the Euler equations
In one space dimension, the isentropic Euler equations are an example of a 2 ˆ 2 system of conservation
laws, which can be written in terms of the Riemann invariants z “ u ´ c{α and w “ u ` c{α introduced in
[28]; the functions z and w are constant along the characteristics of the two wave speeds λ1 “ u ´ c and
λ2 “ u` c. Using Riemann invariants, Lax [20] proved that finite-time shocks can form from smooth data
for general 2 ˆ 2 genuinely nonlinear hyperbolic systems. The proof showed that the derivative of w must
become infinite in finite time, but the nature of the proof did not permit for any classification of the type of
shock that forms. Generalizations and improvements of Lax’s result were obtained by John [17], Liu [21],
and Majda [23], for the 1D Euler equations. Again, these proofs showed that either a slope becomes infinite
in finite time or that (equivalently) the distance between nearby characteristics approaches zero, but we note
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that a precise description of the shock was not given. See the book of Dafermos [12] for a more extensive
bibliography of 1D results.
For the 3D Euler equations, Sideris [29] formulated a proof by contradiction (based on virial identities)
that C1 regular solutions to (1.1) have a finite lifespan; in particular, he showed that Opexpp1{εqq is an
upper bound for the lifespan (of 3D flows) for data of size ε. The proof, however, did not reveal the type of
singularity that develops, but rather, that some finite-time breakdown of smooth solutions must occur.
The first proof of shock formation for the compressible Euler equations in the multi-dimensional setting
was given by Christodoulou [6] for relativistic fluids and with the restriction of irrotational flow, and later
by Christodoulou-Miao [9] for non-relativistic, irrotational flow.1 This geometric method uses an eikonal
function (see also [8], [18]), whose level sets correspond to characteristic surfaces; it is shown that in finite
time, the distance between nearby characteristics tends to zero. For irrotational flows, the isentropic Euler
equations can be written as a scalar second-order quasilinear wave equation. The first results on shock
formation for 2D quasilinear wave equations which do not satisfy Klainerman’s null condition [19] were
established by Alinhac [1, 2], wherein a detailed description of the blow up was provided. The first proof
of shock formation for fluid flows with vorticity was given by Luk-Speck [22], for the 2D isentropic Euler
equations. Their proof uses Christodoulou’s geometric framework and develops new methods to study the
vorticity transport. In [6, 9, 22], solutions are constructed which are small perturbations of simple plane
waves. It is shown that there exists at least one point in spacetime where a shock must form, and a bound
is given for this blow up time; however, since the construction of the shock solution is a perturbation of
a simple plane wave, there are numerous possibilities for the type of singularity that actually forms. In
particular, their method of proof does not distinguish between these different scenarios. To be precise, a
simple plane wave solution of the 2D isentropic Euler equations that travels along the x1 axis and is constant
in x2 produces a finite-time shock along a line, but a small perturbation of this simple plane wave solution
can produce a very different singular set, with blow up occurring on different spatial sets such as one point,
multiple points, or a line.
In our earlier work [3], we considered solutions to the 2D isentropic Euler equations with Op1q vorticity
and with azimuthal symmetry. Using modulated self-similar variables, we provided the first construction of
shock solutions that completely classify the shock profile: the shock is an asymptotically self-similar, stable,
a generic 1D blow up profile, with explicitly computable blow up time and location, and with a precise
description of the C1{3 Ho¨lder regularity of the shock. Azimuthal symmetry allowed us to use transport-type
L8 bounds which simplified the technical nature of the estimates, but the proof already contained some of
the fundamental ideas required to study the full 3D Euler equations with no symmetry assumptions.
1.2 The variables used in the analysis and strategy of the proof
We now introduce the variables used in the analysis of shock formation. For convenience we first rescale
time t ÞÑ t, as described in (2.1). Associated to certain modulation functions (described in Section 1.3 be-
low), are a succession of transformations for both the independent variables and the dependent variables. In
order to dynamically align the blow up direction with the e1 direction, a time-dependent rotation and trans-
lation are made in (2.5) which maps x to rx, with u, σ, and ζ transformed to ru, rσ, and rζ via (2.6) and (2.8).
Fundamental to the analysis of stable shock formation, we make a further coordinate transformation rx ÞÑ x
given by (2.15); this mapping modifies the rx1 variable by a function fprx2, rx3, tq “ 12φνγptqrxνrxγ which is
quadratic in space and dynamically modulated by φνγptq. The parameterized surface pfprx2, rx3, tq, rx2, rx3q
can be viewed as describing the steepening shock front near x “ 0, and provides a time-dependent or-
thonormal basis along the surface, given by the vectors the unit normal vector Npxˇ, tq and the two unit
1For the restricted shock development problem, in which the Euler solution is continued past the time of first singularity but
vorticity production is neglected, see the discussion in Section 1.6 of [7].
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tangent vectors T2pxˇ, tq, and T3pxˇ, tq defined in (2.14) and (2.13). Together with the coordinate transfor-
mation rx ÞÑ x, the functions ru, rσ, and rζ are transformed to u˚, σ˚, and ζ˚ using (2.16) and (2.20). Moreover,
the Riemann variables w “ u˚ ¨ N ` σ˚ and z “ u˚ ¨ N ´ σ˚, as well as the tangential components of velocity
aν “ u˚ ¨ Tν are introduced in (2.22).
Finally, we map px, tq to the modulated self-similar coordinates py, sq using the transformation (2.25).
The variables u˚, σ˚, and ζ˚ are mapped to their self-similar counterparts U , S, and Ω via (2.32a), (2.32b), and
(2.35), while w, z, and aν are mapped to the self-similar variables e´
s
2W ` κ, Z, and Aν in (2.26).
As a consequence of this sequence of coordinate and variable changes, the Euler equations in the original
variables (1.2) for the unknowns pupx, tq, σpx, tqq become the self-similar evolution (2.34) for the unknowns
pUpy, sq, Spy, sqq. Of crucial importance for our analysis is the evolution of the self-similar Riemann type
variables pW py, sq, Zpy, sq, Apy, sqq in (2.28), which encode the full Euler dynamics in view of (2.33).
The key insight to our analysis is that the self-similar Lagrangian trajectories associated to the W equation
escape exponentially fast towards spatial infinity if their starting label is at a fixed (small) distance away
from the blowup location y “ 0, whereas the Lagrangian trajectories for Z and A escape towards infinity
independently of their starting label, spending at most an Op1q time near y “ 0. This exponential escape
towards infinity is what allows us to transfer information about spatial decay of various derivatives ofW into
integrable temporal decay for several damping and forcing terms, when viewed in Lagrangian coordinates.
As opposed to our earlier work [3], these pointwise estimates for pW,Z,Aq do not close by themselves,
as there is a loss of a ∇ˇ derivatives when the equations are analyzed in L8. This difficulty is overcome
by using the energy structure of the 3D compressible Euler system, which translates into a favorable 9Hk
estimate for the self-similar variables pU, Sq, for k sufficiently large (e.g. k ě 18 is sufficient).
Coupled to the pW,Z,Aq evolution we have a nonlinear system of 10 ODEs which describe the evolution
of our 10 dynamic modulation variables κ, τ, n2, n3, ξ1, ξ2, ξ3, φ22, φ23, φ33, whose role is to dynamically
enforce constraints for W,∇W and ∇2W at y “ 0, cf. (5.1).
For all s ă 8, or equivalently, t ă T˚, the above described transformations are explicitly invertible.
Therefore, our main result, Theorem 3.1, is a direct consequence of Theorem 3.4, which establishes the
global-in-self-similar-time stability of the solution pW,Z,Aq, in a suitable topology near the blowup profile
pW, 0, 0q, along with the stability of the 10 ODEs for the modulation parameters. In turn, this is achieved
by a standard bootstrap argument: fix an initial datum with certain quantitative properties; then postulate
that these properties worsen by a factor of at most K, for some sufficiently large constant K; to conclude
the proof, we a-posteriori show that in fact the solutions’ quantitative properties worsen by a factor of at
most K{2. Invoking local well-posedness of smooth solutions [23] and continuity-in-time, we then close
the bootstrap argument, yielding global-in-time solutions bounded by K{2.
The global existence of solutions pW,Z,Aq in self-similar variables, together with the stability of the
W , leads to a precise description of the blow up of a certain directional derivative of w. For the dynamic
modulations functions mentioned above, the function τptq converges to the blow up time T˚, the vector ξptq
converges to the blow up location ξ˚, and the normal vector Npt, ¨q converges to N˚ as t Ñ T˚. Moreover,
we will show that
pNpt, ξ2ptq, ξ3ptqq ¨∇xqwpξptq, tq “ esBy1W p0, sq “ ´ 1τptq´t Ñ ´8 as tÑ T˚ . (1.5)
Thus, it is only the directional derivative of w in the N direction that blows up as tÑ T˚, while the tangen-
tial directional derivatives pT2pt, ξ2ptq, ξ3ptqq ¨∇xqwpξptq, tq and pT3pt, ξ2ptq, ξ3ptqq ¨∇xqwpξptq, tq remain
uniformly bounded as t Ñ T˚. Additionally, we prove that the directional derivative Npt, ξ2ptq, ξ3ptqq ¨∇x
of z and a remain uniformly bounded as tÑ T˚. Thus, (1.5) shows that the wave profile steepens along the
N direction, leading to a single point shock at the space time location pξ˚, T˚q.
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1.3 Modulation variables and the geometry of shock formation
The symmetries of the 3D Euler equations lead to dynamical instabilities in the space-time vicinity of the
shock, which are amplified when considering self-similar variables [14]. Our analysis relies crucially on the
size of this invariance group. We recall that the 3D Euler equations are invariant under the 10 dimensional
Lie group of Galilean transformations consisting of rotations, translations, and rigid motions of spacetime,
as well as the 2 dimensional group of rescaling symmetries. Explicitly, given a time shift t0 P R, a space
shift x0 P R3, a velocity shift (Galilean boost) v0 P R3, a rotation matrix R P SOp3q, a hyperbolic scaling
parameter λ P R`, a temporal scaling parameter µ P R`, and a solution pu, σq of the 3D compressible Euler
system (1.2), where as before σ “ p1{αqρα, the pair of functions
unewpx, tq “ 1
µ
RTu
ˆ
Rpx´ x0 ´ tv0q
λ
,
t´ t0
λµ
˙
` v0
σnewpx, tq “ 1
µ
σ
ˆ
Rpx´ x0 ´ tv0q
λ
,
t´ t0
λµ
˙
also solve the 3D Euler system (1.2), and hence, these transformations define the 12 dimensional group of
symmetries of the 3D Euler equations. For simplicity we sacrifice 5 of these 12 of these degrees of freedom:
we fix a temporal rescaling since we choose to prove that an initial slope of size (negative) 1{ε causes a
blowup in time ε`Opε2q (just as for the 1D Burgers equation); we discard the degree of freedom provided
by hyperbolic scaling since it is not necessary for our analysis to fix the determinant of By1∇2yW to be
constant in time; we also only utilize two of the three degrees of freedom in the rotation matrix R P SOp3q
since we choose a particular basis for the plane orthogonal to the shock direction; lastly, we discard two
Galilean boosts as we do not need to modulate Aνp0, sq to be constant in time. This leaves us with a 7
dimensional group of symmetries which we use at the precise shock location. Additionally, since in self-
similar coordinates our blow up is modeled by the shear flow in the x1 direction, using a quadratic-in-xˇ
shift function, we are also able to modulate translational instabilities away from the shock in the directions
orthogonal to the shock.
A fundamental aspect of our analysis is to show that there is a correspondence between the instabilities
of the Euler solution and the symmetries discussed above. Thus, in order to develop a theory of stable
shock formation, it is of paramount importance to be able to modulate away these instabilities. This idea
was successfully used in [24–26] in the context of the Schro¨dinger equation, and in [27] for the nonlinear
heat equation. We also note here recent applications of modulated self-similar blowup techniques in fluid
dynamics: [10, 11, 13] for the Prandtl equations and [5, 15, 16] for the incompressible 3D Euler equation
with axisymmetry.
In the aforementioned works, the role of the modulation variables is to enforce certain orthogonality con-
ditions which prohibit the self-similar dynamics from evolving toward the unstable directions of a suitably
defined weighted energy space. Rather than enforcing orthogonality conditions, we shall instead employ
a generalization of the idea that we previously introduced in [3] in the setting of the 2D Euler equations
with azimuthal symmetry, in which the modulation functions are used to dynamically enforce pointwise
constraints at precisely the blow up location for a Riemann-type function W . For the 2D Euler equations
with azimuthal symmetry, we required only three modulation functions to enforce constraints on W and its
first two derivatives. In the 3D case considered herein, for which no symmetry assumptions are imposed, the
7 remaining invariances of 3D Euler correspond to 7 modulation functions κ, τ P R, ξ P R3, nˇ P R2, whose
role is to enforce 7 pointwise constraints for a 3D Riemann-type function W py, sq and its first-order and
second-order partial derivatives at y “ 0. We describe the one-to-one correspondence between symmetries
and pointwise constraints at y “ 0 as follows:
• The amplitude of the Riemann variable W is modulated via the unknown κptq by a Galilean boost of the
type pκptq, 0, 0q, whose role is to enforce the constraint W p0, sq “ 0.
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• The time-shift invariance of the equations is modulated via the unknown τptq, which allows us to pre-
cisely compute the time at which the shock occurs. This modulation function enforces the constraint
B1W p0, sq “ ´1.
• The invariance of the equations under the remaining two dimensional orthogonal rotation symmetry group
is modulated via the modulation vector nˇptq “ pn2ptq, n3ptqq, allowing us to precisely compute the direc-
tion of the shock and its orthogonal plane. This modulation vector enforces the constraint ∇ˇyW p0, sq “ 0.
• The space-shift invariance of the equations is modulated via the vector ξptq, thereby allowing us to pre-
cisely compute the location of the shock. Dynamically, the modulation vector ξ enforces the constraint
B1∇Wyp0, sq “ 0.
The remaining 3 modulation functions φ22ptq, φ23ptq, φ33ptq P R which correspond to px2, x3q-dependent
spatial shifts, are used to enforce the constraint ∇ˇ2yW p0, sq “ 0. Geometrically, these 3 functions modulate
the second fundamental form of the shock profile in the directions orthogonal to the shock direction.
1.4 Outline
The remainder of the paper is structured as follows:
• In Section 2, we describe the changes of variables which transform the Euler system from its original
form (1.1) to its modulated self-similar version in Riemann-type variables (2.28). Certain tedious aspects
of this derivation are postponed to Appendix A.2. Herein, we also introduce the self-similar Lagrangian
flows used for the remainder of the paper, we define the self-similar blow up profile W and collect its
principal properties, and we record the evolution equations for higher-order derivatives of the pW,Z,Aq
variables.
• In Section 3, we state the assumptions on the initial datum in the original space-time variables and then
state (in full detail) the main result of our paper, Theorem 3.1. We emphasize that the set of assumptions
on the initial datum stated here is not the most general. Instead, in Theorem 3.2, we show that the
set of allowable initial data can be taken from an open neighborhood in the H18 topology near that
datum described in Theorem 3.1. In this section, we also state the self-similar version of our main result,
Theorem 3.4.
• In Section 4, we state the pointwise self-similar bootstrap assumptions which imply Theorem 3.4, as
discussed above. Note that these bootstraps are strictly worse than the initial datum assumptions discussed
in Section 3. We also state a few consequences of our bootstrap assumptions, chief among which is the
global in time 9Hk energy estimate of Proposition 4.3, whose proof is postponed to Section 12.
• In Section 5, we show how the dynamic constraints of W,∇W and ∇2W at p0, sq translate precisely into
a system of 10 coupled nonlinear ODEs for the time-dependent modulation parameters κ, τ, nν , ξi, φνµ,
given by polynomials and rational functions with coefficients obtained from the derivatives of the func-
tions pW,Z,Aq evaluated at y “ 0, cf. (5.30) and (5.31).
• In Section 6, we improve the bootstrap assumptions (4.1a) and (4.1b) for our dynamic modulation vari-
ables. The analysis in this section crucially uses the explicit formulas derived earlier in Section 5.
• In Section 7, we collect a number of technical estimates to be used later in the proof. These include bounds
for the y1 velocity components pgW , gZ , gU q defined in (2.29), the yν velocity components phW , hZ , hU q
given by (2.30), the pW,Z,Aq forcing terms from (2.31), and also the forcing terms arising in the evolu-
tion of ĂW “W ´W .
• In Section 8, we close the bootstrap on the spatial support of our solutions, cf. (4.4). Additionally, prove
a number of Lagrangian estimates which are fundamental to our analysis in L8 or weighted L8 spaces
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for the pW,Z,Aq system. We single out Lemma 8.2 which proves that trajectories of the (transport
velocity of the) W evolution, which start a small distance away from the origin, escape exponentially fast
towards infinity. Additionally, Lemma 8.3 proves that the flows of the transport velocities in the Z and U
equations, are swept towards infinity independently of their starting point, and spend very little time near
y “ 0.
• In Section 9, we establish pointwise estimates on the self-similar specific vorticity ζ˚ and the scaled sound
speed S. The bounds on ζ˚ rely on the structure of the equations satisfied by the geometric components
ζ˚ ¨ N, ζ˚ ¨ T2, and ζ˚ ¨ T3.
• In Section 10, we improve the bootstrap assumptions for Z and A stated in (4.11) and (4.12). The most
delicate argument required is for the bound of B1A; we note in Lemma 10.1 that this vector may be
computed from the specific vorticity vector, the sound speed, and quantities which were already bounded
in view of our bootstrap assumptions.
• In Section 11, we improve on the bootstrap assumptions for W and ĂW , cf. (4.6) and (4.7a)–(4.9). This
analysis takes advantage of the forcing estimates established in Section 7 and the Lagrangian trajectory
estimates of Section 8.
• In Section 12, we give the proof of the 9Hk energy estimate stated earlier in Proposition 4.3. As opposed to
the analysis which precedes this section and which relied on pointwise estimates for the pW,Z,Aq system,
for the energetic arguments presented here, it is convenient to work directly with the self-similar velocity
variable U and the scaled sound speed S, whose evolution is given by (2.38) and whose derivatives
satisfy (12.3). It is here that the good energy structure of the Euler system is fundamental. In our proof,
we use a weighted Sobolev norm to account for binomial coefficients, and appeal to some interpolation
inequalities collected in Appendix A.3.
• In Section 13, we use the above established bootstrap estimates to conclude the proofs of Theorem 3.4,
and as a consequence of Theorem 3.1. Herein, we provide the definition of the blow up time and location,
establish the Ho¨lder 1{3 regularity of the solution at the first singular time, and show that the vorticity
is nontrivial at the shock. Moreover, we establish convergence to an asymptotic profile, proving that
limsÑ8W py, sq “ WApyq for all fixed y, where WA denotes a stable stationary solution of the self-
similar 3D Burgers equation. The ten-dimensional family of such solutions, parameterized by a symmetric
3-tensor A, is constructed in Proposition A.1 of Appendix A.1. Additionally, we give a detailed proof of
the statement that the set of initial conditions for which Theorem 3.1 holds contains an open neighborhood
in the H18 topology, as claimed in Theorem 3.2.
2 Self-similar shock formation
Prior to stating the main theorem (cf. Theorem 3.1 below), we describe how starting from the 3D Euler
equations (1.1) for the unknowns pu, ρq, which are functions of the spatial variable x P R3 and of the time
variable t P I Ă R, we arrive at the equations for the modulated self-similar Riemann variables pW,Z,Aνq,
which are functions of y P R3 and s P r´ log ε,8q. This change of variables is performed in the following
three subsections, with some of the computational details provided in Appendix A.2.
2.1 A time-dependent coordinate system
In this section we switch coordinates, from the original space variable x to a new space variable rx, which is
obtained from a rigid body rotation and a translation. It is convenient for our subsequent analysis to perform
and α-dependent rescaling of time, by letting
t ÞÑ 1`α2 t “ t . (2.1)
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Throughout the rest of the paper we abuse notation and denote the time variable defined in (2.1) still by t.
In order to align our coordinate system with the orientation of the developing shock, we introduce a time
dependent unit normal vector2
n “ nptq “ pn1ptq, n2ptq, n3ptqq “ pn1ptq, nˇptqq,
with |nˇ|2 “ |n2|2 ` |n3|2 ! 1, so that n1 “
a
1´ n22 ´ n23 “
a
1´ |nˇ|2 is close to 1. Associated with
these parameters we introduce the skew-symmetric matrix rR whose first row is the vector p0,´n2,´n3q,
first column is p0, n2, n3q, and has 0 entries otherwise. In terms of rR we define the rotation matrix
R “ Rptq “ Id ` rRptq ` 1´ e1 ¨ nptq|e1 ˆ nptq|2 rR2ptq (2.2)
whose purpose is to rotate the unit vector e1 onto the vector nptq. Since R P SOp3q, we have that the
vectors tRptqe1, Rptqe2, Rptqe3u form a time dependent orthonormal basis for R3, and for convenience we
sometimes write rei “ Rei for i P t1, 2, 3u. Geometrically, the vectors tre2, re3u span the plane orthogonal to
the shock direction n, and we will for ease of notation denote n “ re1.
It is convenient at this stage to record the formula for the time derivative of Rptq. One may verify that
9Rptq “ 9n2ptqRp2qptq ` 9n3ptqRp3qptq (2.3)
where the matrices Rp2q and Rp3q are defined explicitly in (A.14) and (A.15). For compactness of notation
it is convenient to define the skew-symmetric matrix 9Q “ 9RTR, written out in components as
9Qij “ 9RkiRkj “ 9n2Rp2qki Rkj ` 9n3Rp3qki Rkj “ 9n2Qp2qij ` 9n3Qp3qij (2.4)
where the skew-symmetric matrices Qp2q and Qp3q are stated explicitly in (A.16) and (A.17), respectively.
In addition to the vector nˇptq, which determines the rotation matrixRptq, we also define a time dependent
shift vector
ξ “ ξptq “ pξ1ptq, ξ2ptq, ξ3ptqq “ pξ1ptq, ξˇptqq .
The point ξptq P R3 dynamically tracks the location of the developing shock.
In terms of Rptq and ξptq we introduce the new position variable
rx “ RT ptqpx´ ξptqq (2.5)
and the rotated velocity and rescaled sound speed as
ruprx, tq “ RT ptqupx, tq , rσprx, tq “ σpx, tq . (2.6)
From (2.5) and (2.6), after a short computation detailed in Appendix A.2.1 below, we obtain that the Euler
equations (A.18) are written as
1`α
2 Btru´ 9Qru` ´prv ` ruq ¨∇rx¯ru` αrσ∇rxrσ “ 0 (2.7a)
1`α
2 Btrσ ` ´prv ` ruq ¨∇rx¯rσ ` αrσdivrxru “ 0 (2.7b)
where rvprx, tq :“ 9Qrx´RT 9ξ ,
2Frequently we will use the notation nˇ to denote the last two coordinates of a vector n “ pn1, n2, n3q, i.e. nˇ “ pn2, n3q.
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the matrix 9Q is given by (2.4), and the matrix Rptq and vector ξptq are yet to be determined.
Similarly, defining the rotated specific vorticity vector rζ by
rζprx, tq “ RT ptqζpx, tq , (2.8)
we have that rζ is a solution of
1`α
2 Btrζ ´ 9Qrζ ` ´prv ` ruq ¨∇rx¯rζ ´ ´rζ ¨∇rx¯ru “ 0 . (2.9)
Deriving (2.9) from (1.3) fundamentally uses that 9Q is skew-symmetric.
Remark 2.1 (Notation). It will be convenient to denote the last two components of a three-component
vector v simply as vˇ. For instance, the gradient operator may be written as ∇ “ pB1, B2, B3q “ pB1, ∇ˇq and
the velocity vector as ru “ pru1, ru2, ru3q “ pru1, rˇuq. Moreover, for a 3 ˆ 3 matrix R, we will denote by Rˇ
the matrix whose first column is set to 0. We will also use the Einstein summation convention, in which
repeated Latin indices are summed from 1 to 3, and repeated Greek indices are summed from 2 to 3. We
shall denote a partial derivative BrxjF by F,j and Brxν will be denoted simply by F,ν . We note that the ¨,j
derivative notation shall always denote a derivative with respect to rx.
2.2 Coordinates adapted to the shock
We shall next introduce one further coordinate transformation that will allow us to modulate rˇx-dependent
shifts, and simultaneously parameterize the steepening shock front by a quadratic profile. Specifically, co-
ordinates rx will be transformed to new coordinates x, so that with respect to x, the local parabolic geometry
near the steepening shock is flattened. The new coordinate satisfies xˇ “ rˇx.
In order to understand the geometry of the shock, we define a time-dependent parameterized surface
over the rx2-rx3 plane by
pfprx2, rx3, tq, rx2, rx3q (2.10)
where the function f : R2 ˆ r´ ε2 , T˚q Ñ R2 is a spatially quadratic modulation function defined as
fprˇx, tq “ 12φνγptqrxνrxγ . (2.11)
The coefficients φνγptq are symmetric with respect to the indices ν and γ, and their time evolution plays a
crucial role in our proof. A derivative with respect to t is denoted as as
9fprˇx, tq “ 12 9φνγptqrxνrxγ . (2.12)
Associated to the parameterized surface (2.10), we define the unit-length tangent vectors
T2 “
´
f,2
J , 1´ pf,2q
2
JpJ`1q ,
´f,2f,3
JpJ`1q
¯
, T3 “
´
f,3
J ,
´f,2f,3
JpJ`1q , 1´ pf,3q
2
JpJ`1q
¯
, (2.13)
and the unit-length normal vector
N “ J´1p1,´f,2 ,´f,3 q , (2.14)
where
J “ p1` |f,2 |2 ` |f,3 |2q 12 .
It is easy to verify that pN,T2,T3q form an orthonormal basis and that N ˆ T2 “ T3 and N ˆ T3 “ ´T2.
With respect to the parameterized quadratic surface pfprˇxq, rˇxq, the second fundamental form is given by the
10
Buckmaster, Shkoller, Vicol Formation of points shocks for 3D Euler
2-tensor J´1φνγptq, and hence the modulation functions φνγptq are dynamically measuring the curvature of
the steepening shock front.
Using the function fprx2, rx3, tq we now introduce a new transformation that we call the sheep shear
transform. The new space coordinate x is defined as
x1 “ rx1 ´ fprx2, rx3, tq , x2 “ rx2 , x3 “ rx3 , (2.15)
so that the surface defined in (2.10) is now flattened. Note that we are only modifying the rx1 coordinate,
and since N, J,T are independent of rx1, these functions are not affected by the sheep shear transform. We
write fpxˇ, tq instead of fprˇx, tq and the similar notation overload is used for N, J, and T.
In terms of this new space variable x, the velocity field and the rescaled sound speed are redefined as
u˚px, tq “ ruprx, tq “ rupx1 ` fpx2, x3, tq, x2, x3, tq , (2.16a)
σ˚px, tq “ rσprx, tq “ rσpx1 ` fpx2, x3, tq, x2, x3, tq . (2.16b)
Before stating the equations obeyed by u˚ and σ˚, which involve many α-dependent parameters, for the sake
of brevity, we introduce the notation
β1 “ β1pαq “ 11`α , β2 “ β2pαq “ 1´α1`α , β3 “ β3pαq “ α1`α , (2.17)
where βi “ βipαq are fixed parameters of our problem. Note that for α ą 0 (i.e. γ ą 1) we have
0 ď β1, β2, β3 ă 1.
With the notation introduced in (2.16) and (2.1), the system (2.7) may be written as
Btu˚´ 2β1 9Qu˚` 2β1p´ 9f2β1 ` Jv ¨ N` Ju˚ ¨ NqB1u˚` 2β1pvν ` u˚νqBν u˚` 2β3σ˚pJNB1σ˚ ` δ¨νBν σ˚q “ 0 ,
(2.18a)
Btσ˚ ` 2β1p´ 9f2β1 ` Jv ¨ N` Ju˚ ¨ NqB1σ˚ ` 2β1pvν ` u˚νqBν σ˚ ` 2β3σ˚ pB1u˚ ¨ NJ` Bν u˚νq “ 0 , (2.18b)
where in analogy to (2.16) we have denoted
vpx, tq “ rvprx, tq “ rvpx1 ` fpx2, x3, tq, x2, x3, tq . (2.19)
In particular, note that vipx, tq “ 9Qi1px1 ` fpxˇ, tqq ` 9Qiνxν ´ Rji 9ξj . Similarly, we define the sheared
version of the rotated specific vorticity vector by
ζ˚px, tq “ rζprx, tq “ rζpx1 ` fpx2, x3, tq, x2, x3, tq , (2.20)
so that the equation (2.9) becomes
Btζ˚ ´ 2β1 9Qζ˚ ` 2β1p´ 9f2β1 ` Jv ¨ N` Ju˚ ¨ NqB1ζ˚ ` 2β1pvν ` u˚νqBν ζ˚ ´ 2β1JN ¨ ζ˚B1u˚´ 2β1ζ˚νBν u˚ “ 0 .
(2.21)
2.3 Riemann variables adapted to the shock geometry
The Euler system (2.18) has a surprising geometric structure which is discovered by introducing Riemann-
type variables. For this purpose, we switch from the unknowns p˚u, σ˚q to the Riemann variables pw, z, aq
defined by
w “ u˚ ¨ N` σ˚ , z “ u˚ ¨ N´ σ˚ , aν “ u˚ ¨ Tν (2.22)
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so that
u˚ ¨ N “ 12pw ` zq , σ˚ “ 12pw ´ zq . (2.23)
The Euler sytem (2.18) can be written in terms of the new variables pw, z, a2, a3q as
Btw `
´
2β1p´ 9f2β1 ` Jv ¨ Nq ` Jw ` β2Jz
¯
B1w `
`
2β1vµ ` wNµ ´ β2zNµ ` 2β1aνTνµ
˘ Bµw
“ ´2β3σ˚TνµBµaν ` 2β1aνTνi 9Ni ` 2β1 9QijaνTνjNi ` 2β1
`
vµ ` u˚ ¨ NNµ ` aνTνµ
˘
aγT
γ
i Ni,µ
´ 2β3σ˚paνTνµ,µ ` u˚ ¨ NNµ,µq , (2.24a)
Btz `
´
2β1p´ 9f2β1 ` Jv ¨ Nq ` β2Jw ` Jz
¯
B1z `
`
2β1vµ ` β2wNµ ` zNµ ` 2β1aνTνµ
˘ Bµz
“ 2β3σ˚TνµBµaν ` 2β1aνTνi 9Ni ` 2β1 9QijaνTνjNi ` 2β1
`
vµ ` u˚ ¨ NNµ ` aνTνµ
˘
aγT
γ
i Ni,µ
` 2β3σ˚paνTνµ,µ ` u˚ ¨ NNµ,µq , (2.24b)
Btaν `
´
2β1p´ 9f2β1 ` Jv ¨ Nq ` β1Jw ` β1Jz
¯
B1aν ` 2β1
`
vµ ` 12pw ` zqNµ ` aγTγµ
˘ Bµaν
“ ´2β3σ˚TνµBµσ˚ ` 2β1 p˚u ¨ NNi ` aγTγi q 9Tνi ` 2β1 9Qij
´
p˚u ¨ NNj ` aγTγj
¯
Tνi
` β1
`
vµ ` u˚ ¨ NNµ ` 2aγTγµ
˘ p˚u ¨ NNi ` aγTγi qTνi,µ . (2.24c)
At this stage we comment on the temporal transformation (2.1): its purpose is to ensure that the coefficient
of wB1w in (2.24a), when evaluated at xˇ “ 0, is equal to 1, in analogy to the 1D Burgers equation.
2.4 Modulated self-similar variables
In order to study the formation of shocks in the Riemann-form of the Euler equations (2.24), we introduce
the following (modulated) self-similar variables:
s “ sptq “ ´ logpτptq ´ tq , (2.25a)
y1 “ y1px1, tq “ x1pτptq ´ tq 32 “ x1e
3s
2 , (2.25b)
yj “ yjpxj , tq “ xjpτptq ´ tq 12 “ xje
s
2 , for j P t2, 3u . (2.25c)
Note the different scaling of the first component y1 versus the vector of the second and third components yˇ.
We have the following useful identities:
τ ´ t “ e´s , dsdt “ p1´ 9τqes , Bx1y1 “ e
3
2
s , Bty1 “ 3p1´ 9τq2 y1es , Bxγyν “ e
s
2 δγν Btyν “ 1´ 9τ2 yνes .
2.5 Euler equations in modulated self-similar variables
Using the self-similar variables y and s, we rewrite the functions w, z and aν defined in (2.22) as
wpx, tq “ e´ s2W py, sq ` κptq , (2.26a)
zpx, tq “ Zpy, sq , (2.26b)
aνpx, tq “ Aνpy, sq , (2.26c)
where κptq is a modulation function whose dynamics shall be given below. We also change the function v
defined in (2.19) to self-similar coordinates by letting vpx, tq “ V py, sq, so that
Vipy, sq “ 9Qi1
´
e´
3s
2 y1 ` 12e´sφνµyνyµ
¯
` e´ s2 9Qiνyν ´Rji 9ξj . (2.27)
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Next, we derive the system of equations obeyed by W,Z, and A. We introduce the notation
βτ “ βτ ptq “ 11´ 9τptq .
With the self-similar change of coordinates (2.25)–(2.26), the Euler system (2.24) becomes
pBs ´ 12qW `
`
gW ` 32y1
˘ B1W ` `hµW ` 12yµ˘ BµW “ FW ´ e´ s2βτ 9κ (2.28a)
BsZ `
`
gZ ` 32y1
˘ B1Z ` `hµZ ` 12yµ˘ BµZ “ FZ (2.28b)
BsAν `
`
gU ` 32y1
˘ B1Aν ` `hµU ` 12yµ˘ BµAν “ FAν (2.28c)
where we have introduced the notation
gW “ βτJW ` βτe s2
´
´ 9f ` J pκ` β2Z ` 2β1V ¨ Nq
¯
“ βτJW `GW (2.29a)
gZ “ β2βτJW ` βτe s2
´
´ 9f ` J pβ2κ` Z ` 2β1V ¨ Nq
¯
“ β2βτJW `GZ (2.29b)
gU “ β1βτJW ` βτe s2
´
´ 9f ` J pβ1κ` β1Z ` 2β1V ¨ Nq
¯
“ β1βτJW `GU (2.29c)
for the terms in the y1 transport terms,
hµW “ βτe´sNµW ` βτe´
s
2
`
2β1Vµ ` Nµκ´ β2NµZ ` 2β1AγTγµ
˘
(2.30a)
hµZ “ βτβ2e´sNµW ` βτe´
s
2
`
2β1Vµ ` β2Nµκ` NµZ ` 2β1AγTγµ
˘
(2.30b)
hµU “ βτβ1e´sNµW ` βτe´
s
2
`
2β1Vµ ` β1Nµκ` β1NµZ ` 2β1AγTγµ
˘
(2.30c)
for the terms in the yˇ transport terms, and the forcing terms are written as
FW “ ´2β3βτSTνµBµAν ` 2β1βτe´
s
2AνT
ν
i
9Ni ` 2β1βτe´ s2 9QijAνTνjNi
` 2β1βτe´ s2
`
Vµ ` NµU ¨ N`AνTνµ
˘
AγT
γ
i Ni,µ ´ 2β3βτe´
s
2S
`
AνT
ν
µ,µ ` U ¨ NNµ,µ
˘
(2.31a)
FZ “ 2β3βτe´ s2STνµBµAν ` 2β1βτe´sAνTνi 9Ni ` 2β1βτe´s 9QijAνTνjNi
` 2β1βτe´s
`
Vµ ` NµU ¨ N`AνTνµ
˘
AγT
γ
i Ni,µ ` 2β3βτe´sS
`
AνT
ν
µ,µ ` U ¨ NNµ,µ
˘
(2.31b)
FAν “ ´2β3βτe´ s2ST νµ BµS ` 2β1βτe´s pU ¨ NNi `AγTγi q 9Tνi ` 2β1βτe´s 9QijpU ¨ NNj `AγTγj qTνi
` 2β1βτe´s
`
Vµ ` U ¨ NNµ `AγTγµ
˘ pU ¨ NNi `AγTγi qTνi,µ . (2.31c)
Here and throughout the paper we are using the notation ϕ,µ “ Bxµϕ, and Bµϕ “ Byµϕ.
In (2.31) we have also used the self-similar variants of u˚ and σ˚ defined by
u˚px, tq “ Upy, sq , (2.32a)
σ˚px, tq “ Spy, sq , (2.32b)
so that
U ¨ N “ 12
´
κ` e´ s2W ` Z
¯
and S “ 12
´
κ` e´ s2W ´ Z
¯
. (2.33)
From (2.18), (2.25), (2.32a), (2.32b) we deduce that pU, Sq are solutions of
BsUi ´ 2β1βτe´s 9QijUj ` pgU ` 32y1qBy1Ui ` phνA ` 12yνqBνUi
` 2βτβ3JNie s2SB1S ` 2βτβ3δiνe´ s2SBνS “ 0 , (2.34a)
BsS ` pgU ` 32y1qB1S ` phνA ` 12yνqBνS ` 2βτβ3e
s
2SB1U ¨ NJ` 2βτβ3e´ s2SBνUν “ 0 . (2.34b)
Finally, we defined the self-similar variant of the specific vorticity via
ζ˚px, tq “ Ωpy, sq . (2.35)
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2.6 Transport velocities, vorticity components, and Lagrangian flows
Upon writing the 3D transport velocities in (2.28) as the vector fields
VW “
`
gW ` 32y1 , h2W ` 12y2 , h3W ` 12y3
˘
, (2.36a)
VZ “
`
gZ ` 32y1 , h2Z ` 12y2 , h3Z ` 12y3
˘
, (2.36b)
VU “
`
gU ` 32y1 , h2U ` 12y2 , h3U ` 12y3
˘
, (2.36c)
the system (2.28) may be written as
BsW ´ 12W ` pVW ¨∇qW “ FW ,
BsZ ` pVZ ¨∇qZ “ FZ ,
BsAν ` pVU ¨∇qAν “ FAν ,
where the gradient is taken with respect to the y variable. The system (2.34) takes the form
BsUi ` pVU ¨∇qUi ` 2βτβ3S
´
JNie
s
2 By1S ` δiνe´
s
2 ByνS
¯
“ 2βτβ1e´s 9QijUj , (2.38a)
BsS ` pVU ¨∇qS ` 2βτβ3S
´
e
s
2 By1U ¨ NJ` e´
s
2 ByνUν
¯
“ 0 . (2.38b)
Having defined the transport velocities, we now define associated Lagrangian flows by
BsΦW py, sq“VW pΦW py, sq, sq , BsΦZpy, sq“VZpΦZpy, sq, sq , BsΦUpy, sq“VU pΦUpy, sq, sq , (2.39a)
ΦW py, s0q “ y , ΦZpy, s0q “ y , ΦUpy, s0q “ y . (2.39b)
for s0 ě ´ log ε. With Φ denoting either ΦW , ΦZ , or ΦU , we shall denote trajectories emanating from a
point y0 at time s0 by
Φy0psq “ Φpy0, sq with Φpy0, s0q “ y0 . (2.40)
2.7 The globally self-similar solution of 3D Burgers
We recall (cf. [4]) that
W1dpy1q “
˜
´y1
2
`
ˆ
1
27
` y
2
1
4
˙ 1
2
¸ 1
3
´
˜
y1
2
`
ˆ
1
27
` y
2
1
4
˙ 1
2
¸ 1
3
, (2.41)
is the stable globally self-similar solution of the 1D Burgers equation. We define
Bpyˇq “ 1
1` |yˇ|2 “
1
1` y22 ` y23
“ Bpy2, y3q .
Then, as done in two dimensions by Collot, Ghoul, and Masmoudi [11], we have that
W pyq “ 1
B 12 pyˇqW1dpBpyˇq
3
2 y1q “ 1B 12 py2, y3q
W1dpBpy2, y3q 32 y1q “W py1, y2, y3q (2.42)
is an example of a stable self-similar solution to 3D Burgers equation
´12W `
`
3
2y1 `W
˘ B1W ` 12yµBµW “ 0 , (2.43)
with an explicit representation given by (2.42). As will be explained in Section 13.4, in order to establish
the asymptotic profile for W py, sq, a solution to (2.28a), we shall construct the ten-dimensional family of
stable self-similar solutions to 3D Burgers of which (2.42) is one example.
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2.7.1 Properties of W
We will make use of the fact that the Hessian matrix of B1W at the origin y “ 0 is given by
∇2B1W p0q “
»–6 0 00 2 0
0 0 2
fifl (2.44)
and that the bounds
´1 ď B1W ď 0 , 0 ď
ˇˇ∇ˇW ˇˇ ď 35 ,
hold. We introduce the weight function
ηpyq “ 1` y21 ` |yˇ|6 , (2.45)
which has the property that η
1
6 (and its derivatives) accurately captures the asymptotic growth rate of W
(and its derivatives) as |y| Ñ 8. For the B1W estimate the Taylor series at the origin has to be analyzed
more carefully, and for this function we use the modified weight function
rηpyq “ 1` y21 ` |yˇ|2 ` |yˇ|6 . (2.46)
With this notation, we note that the function W satisfies the weighted L8 estimates››η´ 16W ››
L8 ď 1,
››rη 13 B1W ››L8 ď 1, ››∇ˇW ››L8 ď 23 , ››η 13 B1∇W ››L8 ď 34 , ››η 16 ∇ˇ2W ››L8 ď 34 . (2.47)
2.7.2 Genericity condition
In view of (2.44), the matrix ∇2B1W p0q is positive definite and satisfies the genericity condition
∇2B1W p0q ą 0 . (2.48)
The condition (2.48) is equivalent to the non-degeneracy condition (15.2) described by Christodoulou in [6],
and so W is an example of a generic shock profile. In particular, Proposition 12 of Collot-Ghoul-Masmoudi
[11] proves that the linear operator obtained by linearizing the self-similar 2D Burgers equation about the
2D version of W is spectrally stable.
2.8 Evolution of higher order derivatives
2.8.1 Higher-order derivatives for the pW,Z,Aq-system
We now record, for later usage, the equations obeyed by Bγ applied to W , Z and A, when |γ| ě 1. For a
multi-index γ P N30, we write γ “ pγ1, γˇq “ pγ1, γ2, γ3q. Then, for |γ| ě 1, applying Bγ to (2.28), we arrive
at the differentiated system´
Bs ` 3γ1`γ2`γ3´12 ` βτ p1` γ11γ1ě2q JB1W
¯
BγW ` pVW ¨∇q BγW “ F pγqW , (2.49a)´
Bs ` 3γ1`γ2`γ32 ` β2βτγ1JB1W
¯
BγZ ` pVZ ¨∇q BγZ “ F pγqZ , (2.49b)´
Bs ` 3γ1`γ2`γ32 ` β1βτγ1JB1W
¯
BγAν ` pVU ¨∇q BγAν “ F pγqAν , (2.49c)
where the forcing terms are given by
F
pγq
W “ BγFW ´
ÿ
0ďβăγ
ˆ
γ
β
˙´
Bγ´βGW B1BβW ` Bγ´βhµW BµBβW
¯
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´ βτ1|γ|ě3
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βpJW qB1BβW ´ βτ1|γ|ě2
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βpJW qB1BβW
(2.50)
for the BγW evolution, and by
F
pγq
Z “ BγFZ ´
ÿ
0ďβăγ
ˆ
γ
β
˙´
Bγ´βGZB1BβZ ` Bγ´βhµZBµBβZ
¯
´ β2βτ1|γ|ě2
ÿ
0ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βpJW qB1BβZ ´ β2βτ
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βpJW qB1BβZ
(2.51a)
F
pγq
Aν “ BγFAν ´
ÿ
0ďβăγ
ˆ
γ
β
˙´
Bγ´βGUB1BβAν ` Bγ´βhµUBµBβAν
¯
´ β1βτ1|γ|ě2
ÿ
0ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βpJW qB1BβAν ´ β1βτ
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βpJW qB1BβAν
(2.51b)
for the BγZ and BγAν evolutions. In (2.49) we have extracted only the leading order damping terms on
the left side of the equations. Indeed, note that the forcing terms defined above contain terms which are
proportional to BγpW,Z,Aq. However, because the factors in front of these terms decay exponentially in s,
we have included them in the force.
2.8.2 Higher-order derivatives for ĂW
Additionally, it is useful to consider the evolution of
ĂW py, sq “W py, sq ´W pyq (2.52)
and its derivatives. For the case of no derivatives, we have
BsĂW ` pβτJB1W ´ 12qĂW ` pVW ¨∇qĂW
“ FW ´ e´ s2βτ 9κ` ppβτJ´ 1qW ´GW qB1W ´ hµW BµW “: rFW . (2.53)
For |γ| ě 1, applying Bγ to (2.53), we obtain that the function BγĂW obeys´
Bs ` 3γ1`γ2`γ3´12 ` βτJ
`B1W ` γ1B1W ˘¯ BγĂW ` pVW ¨∇q BγĂW “ rF pγqW (2.54)
where the forcing terms rF pγqW are given by
rF pγqW “ Bγ rFW ´ ÿ
0ďβăγ
ˆ
γ
β
˙´
Bγ´βGW B1BβĂW ` Bγ´βhµW BµBβĂW ` βτBγ´βpJB1W qBβĂW¯
´ βτ1|γ|ě2
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βpJW qB1BβĂW ´ βτ ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βpJW qB1BβĂW . (2.55)
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3 Main results
3.1 Data in physical variables
We set the initial time to be t0 “ ´ε, which corresponds to t0 “ ´ 21`αε, and we first define the initial
conditions for the modulation variables. We define
κ0 :“ κp´εq , τ0 :“ τp´εq “ 0 , ξ0 :“ ξp´εq “ 0 , nˇ0 :“ nˇp´εq “ 0 , φ0 :“ φp´εq , (3.1)
where
κ0 ą 1 , |φ0| ď ε . (3.2)
We note that κ0 is a given parameter of the problem, while φ0 will be chosen suitably in terms of the initial
datum via (3.24). Next, we define the initial value for the function f as
f0pxˇq “ 12φ0νµxνxµ ,
and according to (2.13) and (2.14), we define the orthonormal basis pN0,T20,T30q by
N0 “ J´10 p1,´f0,2 ,´f0,3q, where J0 “ p1` |f0,2 |2 ` |f0,3 |2q
1
2 , (3.3a)
T20 “
´
f0,2
J0
, 1´ pf0,2 q2J0pJ0`1q ,
´f0,2f0,3
J0pJ0`1q
¯
, and T30 “
´
f0,3
J0
,
´f0,2f0,3
J0pJ0`1q , 1´
pf0,3 q2
J0pJ0`1q
¯
. (3.3b)
As a consequence of (3.2) and (3.3), we see that
|N0 ´ e1| ď ε , |Tν0 ´ eν | ď ε . (3.4)
From (3.1), (2.5), and (2.15), we have that at t “ ´ε, the sheared variable x is given by
x1 “ x1 ´ f0pxˇq , x2 “ x2 , x3 “ x3 . (3.5)
The remaining initial conditions are for the velocity field and the density (which yields the rescaled
sound speed):
u0pxq :“ upx,´εq, ρ0pxq :“ ρpx,´εq , σ0 :“ ρ
α
0
α .
According to (2.16) and (2.22) (see also (A.20)) we introduce the initial datum for our Riemann-type vari-
ables in both the x and the x variables:
rw0pxq :“ u0pxq ¨ N0pxˇq ` σ0pxq “: w0pxq , (3.6a)rz0pxq :“ u0pxq ¨ N0pxˇq ´ σ0pxq “: z0pxq , (3.6b)ra0νpxq :“ u0pxq ¨ Tνpxˇq “: a0νpxq . (3.6c)
It is more convenient (and equivalent in view of (3.6)) to state the initial datum assumptions in terms of the
functions p rw0, rz0,ra0q, instead of the standard variables u0 and σ0.
First, we assume that the support of the initial data p rw0´κ0, rz0,ra0q, defined in (3.6), is contained in the
set X0, given by
X0 “
!
|x1| ď 12ε
1
2 , |xˇ| ď ε 16
)
. (3.7)
This condition is equivalent to requiring that u0 ¨ N0 ´ κ02 , σ0 ´ κ02 , and u0 ¨ Tν are compactly sup-
ported in X0. In view of the coordinate transformation (3.5) and the bound (3.2), the functions of x de-
fined in (3.6), namely pw0, z0, a0q, have spatial support contained in the set
!
|x1| ď 12ε
1
2 ` ε, |xˇ| ď ε 16
)
Ă
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!
|x1| ď ε 12 , |xˇ| ď ε 16
)
. This larger set corresponds to the set X p0q (defined in (4.4)) under the transforma-
tion (2.25).
The function rw0pxq is chosen such that
the minimum (negative) slope of rw0 occurs in the e1 direction , (3.8a)
Bx1 rw0 attains its global minimum at x “ 0 , (3.8b)
and
∇xBx1 rw0p0q “ 0 , (3.9)
and moreover that
rw0p0q “ κ0 , Bx1 rw0p0q “ ´1ε , ∇ˇx rw0p0q “ 0 . (3.10)
Additionally we shall require that w0 satisfies a number of weighted estimates, and that it is close to a
rescaled version of W . For this purpose, we introduce the rescaled blow up profile with respect to the
coordinate x, defined by
wεpxq :“ ε 12W
´
ε´
3
2x1, ε
´ 1
2 xˇ
¯
, (3.11)
and we set
>w0pxq :“ rw0pxq ´ wεpx1 ´ f0pxˇq, xˇq “ w0pxq ´ wεpxq “ ε 12 ĂW py,´ log εq ` κ0 .
We assume that for x such that
ˇˇpε´ 32 x1, ε´ 12 xˇqˇˇ ď 2ε´ 110 , the following bounds hold:
|>w0pxq ´ κ0| ď ε 110
´
ε3 ` x21 ` |xˇ|6
¯ 1
6
, (3.12a)
|Bx1>w0pxq| ď ε
1
11
´
ε3 ` x21 ` |xˇ|6
¯´ 1
3
, (3.12b)ˇˇ∇ˇx>w0pxqˇˇ ď 12ε 112 . (3.12c)
Furthermore, for x such that
ˇˇpε´ 32 x1, ε´ 12 xˇqˇˇ ď 1, we assume the fourth-derivative estimates
|Bγx>w0pxq| ď 12ε
5
8
´ 1
2
p3γ1`γ2`γ3q for |γ| “ 4 , (3.13)
while at x “ 0, we assume that
|Bγx>w0p0q| ď 12ε1´
1
2
p3γ1`γ2`γ3q´ 42k´7 for |γ| “ 3 . (3.14)
For x P X0 such that
ˇˇpε´ 32 x1, ε´ 12 xˇqˇˇ ě 12ε´ 110 we assume that
| rw0pxq ´ κ0| ď p1` ε 111 q´ε3 ` x21 ` |xˇ|6¯ 16 , (3.15a)
|Bx1 rw0pxq| ď p1` ε 112 q´ε3 ` x21 ` |xˇ|6¯´ 13 , (3.15b)ˇˇ∇ˇx rw0pxqˇˇ ď 23 ` ε 113 . (3.15c)
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Finally, we assume that for all x P X0, the second derivatives of w0 satisfyˇˇB2x1 rw0pxqˇˇ ď ε´ 32 ´ε3 ` x21 ` |xˇ|6¯´ 13 , (3.16a)ˇˇBx1∇ˇx rw0pxqˇˇ ď 12ε´ 12 ´ε3 ` x21 ` |xˇ|6¯´ 13 , (3.16b)ˇˇ∇ˇ2x rw0pxqˇˇ ď 12 ´ε3 ` x21 ` |xˇ|6¯´ 16 , (3.16c)
and moreover at x “ 0 we assume that ˇˇ∇ˇ2x rw0p0qˇˇ ď 1 . (3.17)
For the initial conditions of rz0 and ra0 we assume that
|rz0pxq| ď ε , |Bx1rz0pxq| ď 1 , ˇˇ∇ˇxrz0pxqˇˇ ď 12ε 12 ,ˇˇB2x1rz0pxqˇˇ ď ε´ 32 , ˇˇBx1∇ˇxrz0pxqˇˇ ď 12ε´ 12 , ˇˇ∇ˇ2x rz0pxqˇˇ ď 12 , (3.18)
and3
|ra0pxq| ď ε , |Bx1ra0pxq| ď 1 , ˇˇ∇ˇxra0pxqˇˇ ď 12ε 12 , ˇˇ∇ˇ2x ra0pxqˇˇ ď 12 . (3.19)
For the initial specific vorticity, we assume that››› curlx u0pxqρ0pxq ›››L8 ď 1 . (3.20)
Lastly, for the Sobolev norm of the initial condition we assume that for a fixed k with k ě 18 we haveÿ
|γ|“k
ε2
››Bγx rw0››2L2 ` ››Bγx rz0››2L2 ` ››Bγxra0››2L2 ď 12ε 72´p3γ1`|γˇ|q . (3.21)
We note cf. (3.5) that the map x “ x ´ pf0pxˇq, 0, 0q is an Opεq perturbation of the identity map, and that
for any n ě 0, by (3.2) and the support property (3.7) we have }f0}Cn ď }f0}C2 ď 2ε. Additionally, from
the previous assumptions we have } rw0}L2pX 0q ` }rz0}L2pX 0q ` }ra0}L2pX 0q ď ε 12 . Thus, by appealing to the
definition (3.6), the Faa´ di Bruno formula, and Sobolev interpolation, we deduce from (3.21) thatÿ
|γ|“k
ε2
››Bγxw0››2L2 ` ››Bγxz0››2L2 ` ››Bγxa0››2L2 ď ε 72´p3γ1`|γˇ|q (3.22)
holds, upon taking ε to be sufficiently small in terms of k.
At this stage it is convenient to define the coefficients φ0νµ from (3.1). From the change of variables,
(3.5) and the fact that ∇ˇf0p0q “ 0, we have that
BxνBxµw0p0q “ BxνBxµ rw0p0q ` Bx1w0p0qφ0νµ . (3.23)
In order that our initial data at the blow up location behaves just as the blow up profile W (in self-similar
coordinates) at the blow up point, we shall insist that ∇ˇ2xw0p0q “ 0. From the identity (3.23) and using the
second equality in (3.10), we achieve this by setting
φ0νµ “ εBxνBxµ rw0p0q . (3.24)
3The bound for Bx1a0 in (3.19) can be replaced by a bound that depends on κ0, thus permitting arbitrarily large initial vorticity
to be specified.
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Hence, the condition (3.17) automatically implies (3.2).
We note that in view of (3.6), (3.7), (3.15a), (3.18), the fact that
ˇˇ
W pyqˇˇ ď η 16 pyq, which implies
|wεpxq| ď pε3 ` x21 ` |xˇ|6q
1
6 , and the identity 2αρ
α
0 pxq “ κ0 ` p rw0pxq ´ κ0q ´ rz0pxq, we have that
2
αρ
α
0 pxq ě κ0 ´ p1` ε
1
11 qpε3 ` x21 ` |xˇ|6q
1
6 ´ ε ě κ0 ´ p1` ε 111 qp3εq 16 ´ ε ě κ0 ´ 3ε 16
for all x P R3; that is, upon taking ε to be sufficiently small in terms of κ0, we have that the initial density is
strictly positive.
3.2 Statement of the main theorem in physical variables
Theorem 3.1 (Formation of shocks for Euler). Let γ ą 1, α “ γ´12 . There exist a sufficiently large
κ0 “ κ0pαq ą 1, and a sufficiently small ε “ εpα, κ0q P p0, 1q such that the following holds.
Assumptions on the initial data. Let u0pxq and ρ0pxq denote the initial data for the Euler equations (1.1),
let σ0 “ ρ
α
0
α and ω0 “ curlx u0. The modulation functions have initial conditions given by (3.1), where φ0
is given by (3.24). Define pN0,T20,T30q by (3.3) and p rw0, rz0,ra0νq by (3.6). Assume that p rw0 ´ κ0, rz0,ra0q
are supported in the set X0 defined (3.7), and that u0 P Hk and ρ0 P Hk for a fixed k ě 18. Furthermore
suppose that the functions rw0, rz0, ra0, and ω0 satisfy the conditions (3.2)–(3.21).
Shock formation for the 3d Euler equations. There exists a time T˚ “ Opε2q and a unique solution
pu, ρq P Cpr´ε, T˚q;Hkq X C1pr´ε, T˚q;Hk´1q to (1.1) which blows up in an asymptotically self-similar
fashion at time T˚, at a single point ξ˚ P R3. By letting pNptq,T2ptq,T3ptqq be defined by (2.13) and (2.14),
with the new space variable rx “ rxptq defined by (2.5), and with pru, rσq given by (2.6), where σ “ ραα , we let
rw “ ru ¨ N` rσ , rz “ ru ¨ N´ rσ , raν “ ru ¨ Tν , (3.25)
as functions of prx, tq. Then, the following results hold:
• The blow up time T˚ “ Opε2q and the blow up location ξ˚ “ Opεq are explicitly computable, with T˚
defined by the condition
şT˚
´εp1´ 9τptqqdt “ ε and with the blow up location given by ξ˚ “ limtÑT˚ ξptq.
The amplitude modulation function satisfies |κ˚ ´ κ0| “ Opε 32 q where κ˚ “ limtÑT˚ κptq.
• For each t P r´ε, T˚q, we have
ˇˇ
Nprˇx, tq ´ N0pxˇqˇˇ` ˇˇTνprˇx, tq ´ Tν0pxˇqˇˇ “ Opεq .
• We have suptPr´ε,T˚q
`››ru ¨ N´ 12κ0››L8 ` }ru ¨ Tν}L8 ` ››rσ ´ 12κ0››L8 ` }ω}L8˘ À 1.
• There holds limtÑT˚ N ¨∇rx rwpξptq, tq “ ´8 and 12pT˚´tq ď }N ¨∇rx rwp¨, tq}L8 ď 2T˚´t as tÑ T˚.
• At the time of blow up, rwp¨, T˚q has a cusp-type singularity with C1{3 Ho¨lder regularity.
• We have that only the BN derivative of ru ¨ N and rρ blow up, while the other first order derivatives remain
uniformly bounded:
lim
tÑT˚
N ¨∇rxpru ¨ Nqpξptq, tq “ lim
tÑT˚
N ¨∇rxrρpξptq, tq “ ´8 , (3.26a)
sup
tPr´ε,T˚q
}Tν ¨∇rxrρp¨, tq}L8 ` }Tν ¨∇rxrup¨, tq}L8 ` }N ¨∇rxpru ¨ Tνqp¨, tq}L8 À 1 . (3.26b)
• Let BtXpx, tq “ upXpx, tq, tq with Xpx,´εq “ x so that Xpx, tq is the Lagrangian flow. Then there exists
constants c1, c2 such that c1 ď |∇xXpx, tq| ď c2 for all t P r´ε, T˚q.
• The density remains uniformly bounded from below and satisfies››rραp¨, tq ´ α2κ0››L8 ď αε1{8 for all t P r´ε, T˚s .
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• The vorticity satisfies
››ωp¨, tq››
L8 ď C0
››ωp¨,´εq››
L8 for all t P r´ε, T˚s for a universal constant C0, and
if |ωp¨,´εq| ě c0 ą 0 on the set Bp0, 2ε3{4q then at the blow up location ξ˚ there is nontrivial vorticity,
and moreover
|ωp¨, T˚q| ě c0C0 on the set Bp0, ε
3{4q .
We note that the support property (3.7) on the initial data as well as the conditions (3.8)–(3.10) preclude
the set of initial data satisfying the hypothesis of Theorem 3.1 from containing a non-trivial open set in the
Hk topology. However, using the symmetries of the Euler equations, these conditions may be relaxed in
order to prove the following:
Theorem 3.2 (Open set of initial conditions). Let rF denote the set of initial data satisfying the hypothesis
of Theorem 3.1. There exists an open neighborhood of rF in the Hk topology, denoted by F , such that for
any initial data to the Euler equations taken from F , the conclusions of Theorem 3.1 hold.
The proofs of Theorems 3.1 and 3.2 are given in Section 13. We remark that Theorem 3.1 is a direct
consequence of Theorem 3.4, stated below, which establishes the stability of the self-similar profileW under
a suitable open set of perturbations.
3.3 Data in self-similar variables
The initial datum assumptions in the x variable made in Section 3.1 imply certain properties of the initial
datum in the self-similar coordinates y. In this subsection, we provide a list of these properties.
First, we see that at the initial self-similar time, which is given as s “ ´ log ε since by (3.1) we have
τ0 “ 0, the self-similar variable y is defined by (2.25) as
y1 “ ε´ 32x1 “ ε´ 32 px1 ´ f0pxˇqq , and yˇ “ ε´ 12 xˇ “ ε´ 12 xˇ . (3.27)
Second, we use (2.26), (3.1), and (3.6), to define W p¨,´ log εq, Zp¨,´ log εq, and Aνp¨,´ log εq as
W py,´ log εq “ ε´ 12 p rw0pxq ´ κ0q , Zpy,´ log εq “ rz0pxq , Aνpy,´ log εq “ ra0νpxq . (3.28)
Next, from (3.2), (3.5) and the fact that p rw0´κ0, rz0,ra0q are supported in the set X0 defined in (3.7), we
deduce that the initial data for pW,Z,Aq is supported in the set X0, given by
X0 “
!
|y1| ď ε´1, |yˇ| ď ε´ 13
)
. (3.29)
The factor of 12 present in (3.7) allows us to absorb the shift of x1 by f0pxˇq.
Next, let us consider the behavior of W at y “ 0, which corresponds to x “ 0. By (3.9), (3.10), (3.23),
(3.24), and (3.28) we deduce that
W p0,´ log εq “ 0 , B1W p0,´ log εq “ ´1 , ∇ˇW p0,´ log εq “ 0 , ∇2W p0,´ log εq “ 0 . (3.30)
These constraints on W at y “ 0 will be shown to persist throughout the self-similar Euler evolution.
At this stage, we introduce a sufficiently large parameter M “Mpα, κ0q ě 1. In terms of M and ε, we
define a small length scale ` and a large length scale L by
` “ plogMq´5 , (3.31a)
L “ ε´ 110 . (3.31b)
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Note that M is independent of ε. The region |y| ď ` denotes a Taylor series region, where W is essentially
dominated by its series expansion at y “ 0, while the annular region ` ď |y| ď L denotes a region where
W and ∇W closely resemble W and ∇W .
For the initial datum of ĂW “W ´W given, in view of (3.28), by
ĂW py,´ log εq “W py,´ log εq ´W pyq “ ε´ 12 p>w0pxq ´ κ0q ,
it follows from (3.12), along with (3.2), (3.5), (3.7), and (3.27) that for |y| ď L we have
η´
1
6 pyq
ˇˇˇĂW py,´ log εqˇˇˇ ď ε 110 (3.32a)
η
1
3 pyq
ˇˇˇ
B1ĂW py,´ log εqˇˇˇ ď ε 111 (3.32b)ˇˇˇ
∇ˇĂW py,´ log εqˇˇˇ ď ε 112 , (3.32c)
where we recall that ηpyq “ 1`y21`|yˇ|6, and the partial derivatives are taken with respect to the y variable.
Similarly, we have from (3.13), the chain rule, and the fact that ` ! 1, that for |y| ď `,ˇˇˇ
BγĂW py,´ log εqˇˇˇ ď ε 18 for |γ| “ 4 , (3.33)
while from (3.14) we deduce that at y “ 0, we haveˇˇˇ
BγĂW p0,´ log εqˇˇˇ ď ε 12´ 42k´7 for |γ| “ 3 . (3.34)
For y in the region t|y| ě Lu X X0, from (3.15), (3.27), and (3.28), we deduce that
η´
1
6 pyq |W py,´ log εq| ď 1` ε 111 (3.35a)
η
1
3 pyq |B1W py,´ log εq| ď 1` ε 112 (3.35b)ˇˇ∇ˇW py,´ log εqˇˇ ď 34 (3.35c)
while for the second derivatives of W , globally for all y P X0 we obtain from (3.16), (3.27), and (3.28) that
η
1
3 pyq |BγW py,´ log εq| ď 1 for γ1 ě 1 and |γ| “ 2 (3.36a)
η
1
6 pyq ˇˇ∇ˇ2W py,´ log εqˇˇ ď 1 . (3.36b)
Remark 3.3. A comment regarding the introduction of the parameter L is in order. By (3.32) we know that
W and ∇W closely track W and ∇W for all y such that |y| ď L “ ε´ 110 . But the functions W and ∇ˇW
do not decay as |y| Ñ 8 (we only have the bounds (2.47) available), and thus neither do W and ∇ˇW . At
first sight this may seem contradictory with the fact that (3.29) imposes that W is supported in the set X p0q.
However, no contradiction ensues: we have chosen L to be a sufficiently small power of ε´1 exactly in order
to leave enough distance from the boundary of the set ty : |y| ď Lu to the boundary of the set X p0qc, so
that W and ∇ˇW have enough room to attain their compact support.
For the initial conditions of Z and A we deduce from (3.7), (3.18), (3.19), (3.27), and (3.28) that
|BγZpy,´ log εq| ď
#
ε
3
2 , if γ1 ě 1 and |γ| “ 1, 2
ε, if γ1 “ 0 and |γˇ| “ 0, 1, 2
, (3.37)
|BγApy,´ log εq| ď
#
ε
3
2 , if γ1 “ 1 and |γˇ| “ 0
ε, if γ1 “ 0 and |γˇ| “ 0, 1, 2
. (3.38)
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For the initial specific vorticity in self-similar variables, we have that
}Ω0}L8 ď 1 . (3.39)
Lastly, for the Sobolev norm of the initial condition, we deduce from (3.22), (3.27), and (3.28) that
ε
››W p¨,´ log εq››29Hk ` ››Zp¨,´ log εq››29Hk ` ››Ap¨,´ log εq››29Hk ď ε (3.40)
for all k ě 18.
3.4 Statement of the main theorem in self-similar variables and asymptotic stability
Theorem 3.4 (Stability and shock formation in self-similar variables). Let γ ą 1, α “ γ´12 . Let κ0 “
κ0pαq ą 1 be sufficiently large. Consider the system of equations (2.28) for pW,Z,Aq. Suppose that at
initial (self-similar) time s “ ´ log ε, the initial data pW0, Z0, A0q “ pW,Z,Aq|s“´ log ε are supported
in the set X0, defined in (3.29), and satisfy the conditions (3.30)–(3.40). In addition, let the modulation
functions have initial conditions which satisfy (3.1)–(3.2).
Then, there exist a sufficiently large M “ Mpα, κ0q ě 1, and a sufficiently small ε “ εpα, κ0,Mq P
p0, 1q, and unique global-in-time solutions pW,Z,Aq to (2.28); moreover, pW,Z,Aq are supported in the
time-dependent cylinderX psq defined in (4.4), pW,Z,Aq P Cpr´ log ε,`8q;HkqXC1pr´ log ε,`8q;Hk´1q
for k ě 18, and we have››W p¨, sq››29Hk ` es››Zp¨, sq››29Hk ` es››Ap¨, sq››29Hk ď λ´ke´s´log ε ` p1´ e´s´log εqM4k ,
for a constant λ “ λpkq P p0, 1q. The Riemann function W py, sq remains close to the generic and stable
self-similar blow up profile W ; upon defining the weight function ηpyq “ 1 ` y21 ` |yˇ|6, we have that the
perturbation ĂW “W ´W satisfiesˇˇˇĂW py, sqˇˇˇ ď ε 111 η 16 pyq , ˇˇˇB1ĂW py, sqˇˇˇ ď ε 112 η´ 13 pyq , ˇˇˇ∇ˇĂW py, sqˇˇˇ ď ε 113 ,
for all |y| ď ε´ 110 and s ě ´ log ε. Furthermore, BγĂW p0, sq “ 0 for all |γ| ď 2, and the bounds (4.8) and
(4.9) hold. Additionally, W py, sq satisfies the bounds given in (4.6) and (4.16).
The limiting function WApyq “ limsÑ`8W py, sq is a well-defined blow up profile, with the following
properties:
• WA is a C8 smooth solution to the self-similar 3D Burgers equation (1.4), which satisfies the bounds
(4.6) and (4.13b).
• WApyq satisfies the same genericity condition as W given by (2.48).
• WA is uniquely determined by the 10 parameters: Aα “ limsÑ8 BαW p0, sq with |α| “ 3.
The amplitude of the functions Z and A remains Opεq for all s ě ´ log ε, while for each |γ| ď k,
BγZp¨, sq Ñ 0 and BγAp¨, sq Ñ 0 as sÑ `8, and Z and A satisfy the bounds (4.11) and (4.12).
The scaled sound speed Spy, sq in self-similar variables satisfies››Sp¨, sq ´ κ02 ››L8 ď ε 18 for all s ě ´ log ε ,
and for a universal constant C0, the specific vorticity Ωpy, sq in self-similar variables satisfies
1
C0
}Ω0py0q}2 ď |ΩpΦy0U psq, sq|2 ď C0 |Ω0py0q|2 ,
where Φy0U is defined in (2.40).
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4 Bootstrap assumptions
As discussed above, the proof of Theorem 3.4 consists of a bootstrap argument, which we make precise in
this section. For M sufficiently large, depending on κ0 and on α, and for ε sufficiently small, depending
on M , κ0, and α, we postulate that the modulation functions are bounded as in (4.1), that pW,Z,Aq are
supported in the set given by (4.4), that W satisfies (4.6), ĂW obeys (4.7)–(4.9) and Z and A are bounded as
in (4.11) and (4.12) respectively. All these bounds have explicit constants in them. Our goal in subsequent
sections will be to show that the these estimates in fact hold with strictly better pre-factors, which in view
of a continuation argument yields the proof of Theorem 3.4.
4.1 Dynamic variables
For the dynamic modulation variables, we assume that
1
2κ0 ď κptq ď 2κ0, |τptq| ďMε2, |ξptq| ďM
1
4 ε, |nˇptq| ďM2ε 32 , |φptq| ďM2ε, (4.1a)
| 9κptq| ďM2e´ s2 , | 9τptq| ďMe´s, | 9ξptq| ďM 14 , | 9ˇnptq| ďM2ε 12 , | 9φptq| ďM2, (4.1b)
for all ´ε ď t ă T˚.
From (2.4), (A.16)–(A.17), and the bootstrap assumptions (4.1), we directly obtain that
| 9Qptq| ď 2M2ε 12 (4.2)
for all ´ε ď t ă T˚. Moreover, we note that as a direct consequence of the 9τ estimate in (4.1b), we have
that
|1´ βτ | “ | 9τ |
1´ 9τ ď 2Me
´s ď 2Mε (4.3)
since ε can be made sufficiently small, for all s ě ´ log ε.
4.2 Spatial support bootstrap
We now make the following bootstrap assumption that pW,Z,Aq have support in the s-dependent cylinder
defined by
X psq :“
!
|y1| ď 2ε 12 e 32 s, |yˇ| ď 2ε 16 e s2
)
for all s ě ´ log ε . (4.4)
Recall from (2.45) and (2.46) the definition of the weight functions
ηpyq “ 1` y21 ` |yˇ|6 and rηpyq “ ηpyq ` |yˇ|2 .
Using these, for y P X psq, we have the estimate
ηpyq ď 40εe3s ô η 13 pyq ď 4ε 13 es (4.5)
for all y P R3, which allows us to convert temporal decay to spatial decay.
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4.3 W bootstrap
We postulate the following derivative estimates on W
|BγW py, sq| ď
$’’’’’’&’’’’’’%
p1` ε 120 qη 16 pyq, if |γ| “ 0 ,rη´ 13 `y2˘1|y|ďL ` 2η´ 13 pyq1|y|ěL, if γ1 “ 1 and |γˇ| “ 0 ,
1, if γ1 “ 0 and |γˇ| “ 1 ,
M
1`|γˇ|
3 η´ 13 pyq, if γ1 ě 1 and |γ| “ 2 ,
Mη´ 16 pyq, if γ1 “ 0 and |γˇ| “ 2 .
(4.6)
Next, we assume that the solution W py, sq remains close to the self-similar profile W pyq in the topology
defined by the following bounds. For this purpose, it is convenient to state bootstrap assumptions in terms
of ĂW , as defined in (2.52). For |y| ď L, we assume thatˇˇˇĂW py, sqˇˇˇ ď ε 111 η 16 pyq , (4.7a)ˇˇˇ
B1ĂW py, sqˇˇˇ ď ε 112 η´ 13 pyq , (4.7b)ˇˇˇ
∇ˇĂW py, sqˇˇˇ ď ε 113 , (4.7c)
where the parameter L is as defined in (3.31b). Furthermore, for |y| ď ` we assume thatˇˇˇ
BγĂW py, sqˇˇˇ ď plogMq4ε 110 |y|4´|γ| `Mε 14 |y|3´|γ| ď 2plogMq4ε 110 `4´|γ| , for all |γ| ď 3 , (4.8a)ˇˇˇ
BγĂW py, sqˇˇˇ ď ε 110 plogMq|γˇ| , for all |γ| “ 4 , (4.8b)
while at y “ 0, we assume thatˇˇˇ
BγĂW p0, sqˇˇˇ ď ε 14 , for all |γ| “ 3 , (4.9)
for all s ě ´ log ε. In (4.8a) and (4.8b), the parameter ` is chosen as in (3.31a). Note that with this choice
of `, the bounds (7.25), (11.28), and (11.32) hold.
Remark 4.1. In the region |y| ď L, the first three bounds stated in (4.6) follow directly from the properties
of W stated in (2.47), and those of ĂW in (4.7). The bounds for W and ∇ˇW are immediate. The estimate
for B1W is a bit more delicate and uses the explicit bound rη´ 13 pyq ` ε 112 η´ 13 pyq ď rη´1{3py{2q.
Lemma 4.2 (Lower bound for JB1W ).
JB1W py, sq ě ´1 and JB1W py, sq ě ´1 for all y P R3 , s ě ´ log ε . (4.10)
Proof of Lemma 4.2. By the definition of J and the bootstrap assumption (4.1a) and (4.4), we have
0 ď J´ 1 “ J
2 ´ 1
J` 1 “
1
J` 1
´
pφ2νe´ s2 yνq2 ` pφ3νe´ s2 yνq2
¯
ď εe´s |yˇ|2 ď ε.
Moreover, using (2.47) for the function B1W and (4.6) for B1W , we deduce that
min
 
1` B1W, 1` B1W
( ě 1´ rη´ 13 `y2˘ ě |yˇ|220p1` |yˇ|2q
for all y P R3. The last inequality follows from an explicit computation. To conclude, we write
min
 
1` JB1W, 1` JB1W
( ě min  1` B1W, 1` B1W(´ |J´ 1|
ě |yˇ|
2
20p1` |yˇ|2q ´ εe
´s |yˇ|2 ě 0 ,
thereby finishing the proof.
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4.4 Z and A bootstrap
We postulate the following derivative estimates on Z and A:
|BγZpy, sq| ď
#
M
1`|γˇ|
2 e´ 32 s, if γ1 ě 1 and |γ| “ 1, 2
Mε
2´|γˇ|
2 e´
|γˇ|
2
s, if γ1 “ 0 and |γˇ| “ 0, 1, 2 ,
(4.11)
|BγApy, sq| ď
#
Me´ 32 s, if γ1 “ 1 and |γˇ| “ 0
Mε
2´|γˇ|
2 e´
|γˇ|
2
s, if γ1 “ 0 and |γˇ| “ 0, 1, 2 .
(4.12)
4.5 Further consequences of the bootstrap assumptions
The bootstrap bounds (4.1), (4.5), (4.6)–(4.9), (4.11), and (4.12) have a number of consequences, which we
collect here for future reference. The first is a global in time L2-based Sobolev estimate:
Proposition 4.3 ( 9Hk estimate for W , Z, and A). For integers k ě 18 and for a constant λ “ λpkq,››Zp¨, sq››29Hk ` ››Ap¨, sq››29Hk ď 2λ´ke´s ` e´sp1´ e´sε´1qM4k , (4.13a)››W p¨, sq››29Hk ď 2λ´kε´1e´s ` p1´ e´sε´1qM4k , (4.13b)
for all s ě ´ log ε.
The proof of Proposition 4.3, which will be given at the end of Section 12, relies only upon the initial
data assumption (3.40), on the support bound (4.5), on L8 estimates for BγW and BγZ when |γ| ď 2, on
BγA pointwise bounds for |γ| ď 1, and on ∇ˇ2A bounds. That is, Proposition 4.3 follows directly from
(3.40) and the bootstrap assumptions (4.1), (4.5), (4.6), (4.11), and (4.12).
The reason we state Proposition 4.3 at this stage of the analysis is that the 9Hk estimates and linear
interpolation yield useful information for higher order derivatives of pW,Z,Aq, which are needed in order
to close the bootstrap assumptions for high order derivatives. These bounds are summarized in the following
Lemma 4.4. For integers k ě 18, we have that
|BγApy, sq| À
$&%e´p
3
2
´ 2|γ|´1
2k´5 qs, if γ1 ě 1 and |γ| “ 2, 3
e´p1´
|γ|´1
2k´7 qs, if |γ| “ 3, 4, 5 ,
(4.14)
|BγZpy, sq| À
#
e´p
3
2
´ 3
2k´7 qs, if γ1 ě 1 and |γ| “ 3
e´p1´
|γ|´1
2k´7 qs, if |γ| “ 3, 4, 5 , (4.15)
|BγW py, sq| À
#
e
2s
2k´7 η´ 13 pyq, if γ1 ‰ 0 and |γ| “ 3
e
s
2k´7 η´ 16 pyq, if γ1 “ 0 and |γ| “ 3 .
(4.16)
Proof of Lemma 4.4. First, we consider the case γ1 ě 1 and |γ| P t2, 3u. By Lemma A.3 (applied to the
function B1A), (4.12), and Proposition 4.3,
}BγA}L8 À }A}
2|γ|´2
2k´5
9Hk
}B1A}
2k´3´2|γ|
2k´5
L8 À
´
M2ke´
s
2
¯ 2|γ|´2
2k´5
´
Me´
3
2
s
¯ 2k´3´2|γ|
2k´5 ÀM2ke´p 32´ 2|γ|´22k´5 qs
ÀM2kε 12k´5 e´p 32´ 2|γ|´12k´5 qs À e´p 32´ 2|γ|´12k´5 qs , (4.17)
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where we have taken ε sufficiently small for the last inequality. Similarly, for |γ| P t3, 4, 5u we apply
Lemma A.3 to ∇2A; together, (4.12) and (4.17) provide bounds for ∇2A, and hence we find that
}BγA}L8 À }A}
2|γ|´4
2k´7
9Hk
››∇2A›› 2k´3´2|γ|2k´7L8 À ´M2ke´ s2¯ 2|γ|´42k´7 `Me´s˘ 2k´3´2|γ|2k´7 ÀM2ke´p1´ |γ|´22k´7 qs .
For the estimate of BγZ, in the case γ1 ě 1 and |γˇ| “ 3, we have that
}BγZ}L8 À }Z}
2
2k´7
9Hk
}B1∇Z}
2k´9
2k´7
L8 À
´
M2ke´
s
2
¯ 2
2k´7
´
Me´
3
2
s
¯ 2k´9
2k´7 ÀM2ke´p 32´ 22k´7 qs
ÀM2kε 12k´7 e´p 32´ 32k´7 qs À e´p 32´ 32k´7 qs ,
where we have again absorbed M2k using ε
1
2k´7 . The second estimate for BγZ in (4.15) for the case that
|γ| P t3, 4, 5u is completely analogous to the corresponding estimate for BγA.
We next estimate |BγW | for |γ| “ 3. To do so, we decompose γ “ γ1 ` γ2 such that |γ1| “ 1 and
|γ2| “ 2, and further assume that γ21 “ minpγ1, 2q. In order to apply the Gagliardo-Nirenberg inequality,
we rewrite
ηµBγW “ ηµBγ1Bγ2W “ Bγ1
´
ηµ Bγ2W
¯loooooooomoooooooon
“:I
´Bγ1ηµ Bγ2Wlooooomooooon
“:II
and we set µ “ 1{6 for the case γ1 “ 0 and µ “ 1{3 otherwise. Since |B1ηµ| À ηµ´ 12 and
ˇˇ∇ˇηµ ˇˇ À ηµ´ 16 , it
immediately follows from (4.6) that
|II| ÀM .
Now we apply Lemma A.3 to the function ηµBγ2W , appeal to the estimate (4.6), and to the Leibniz rule to
obtain
|I| À
›››ηµBγ2W ››› 22k´79Hk´2 ›››ηµBγ2W ››› 2k´92k´7L8 ÀM ›››ηµBγ2W ››› 22k´79Hk´2 ,
where we have used that k ě 18 for the last inequality as is required by Proposition 4.3. We next estimate
the 9Hk´2 norm of ηµBγ2W . To do so, we shall use the fact that W p¨, sq has support in the set X psq defined
in (4.4). From the Leibniz rule and (A.25), we obtain›››ηµBγ2W ››› 9Hk´2 À
k´2ÿ
m“0
›››Dk´m´2 pηµqDmBγ2W ›››
L2
À
k´2ÿ
m“0
›››Dk´m´2 pηµq›››
L
2pk´1q
k´2´m pX psqq
›››DmBγ2W ›››
L
2pk´1q
m`1
À
k´2ÿ
m“0
›››Dk´m´2 pηµq›››
L
2pk´1q
k´2´m pX psqq
}∇W }1´
m`1
k´1
L8 }W }
m`1
k´1
9Hk
.
Using (4.6) and Proposition 4.3, the W terms are bounded as
}∇W }1´
m`1
k´1
L8 }W }
m`1
k´1
9Hk
ÀM2k
for all m P t0, . . . , k ´ 2u. Moreover, applying (4.5), and using that k ě 18 we have›››Dk´m´2pηµq›››
L
2pk´1q
k´m´2 pX psqq
À εµe3µs
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with the usual abuse of notation L
2pk´1q
k´m´2 “ L8 for m “ k ´ 2. Combining the above estimates, we obtain
the inequality
|I| ÀM2k `εµe3µs˘ 22k´7 À e 6µs2k´7
for ε sufficiently small, since µ ě 16 . From the above estimate the bound (4.16) immediately follows.
Finally, we note that as a consequence of the definitions (2.33), the following estimates on U ¨ N and S.
Lemma 4.5. For y P X psq we have
|BγU ¨ N| ` |BγS| À
$’’’’’’’’’&’’’’’’’’’%
M
1
4 , if |γ| “ 0
M
1`|γˇ|
3 e´ s2 η´ 13 pyq, if γ1 ě 1 and |γ| “ 1, 2
e´ s2 , if γ1 “ 0 and |γˇ| “ 1
Me´ s2 η´ 16 pyq, if γ1 “ 0 and |γˇ| “ 2
ep´ 12` 32k´7qsη´ 13 pyq, if γ1 ‰ 0 and |γ| “ 3
ep´ 12` 22k´7qsη´ 16 pyq, if γ1 “ 0 and |γ| “ 3
(4.18)
while for |y| ď ` and |γ| “ 4 we have
|BγU ¨ N| ` |BγS| À e´ s2 .
Proof of Lemma 4.5. We consider the estimates on BγU ¨N. The estimates on BγS are completely analogous.
By definition (2.33)
|BγU ¨ N| À |κ|1|γ|“0 ` e´ s2 |BγW | ` |BγZ| .
Here we used |κ| ďM 14 . Now we simply apply (4.6), (4.8b), (4.11), Lemma 4.4 and (4.5) to conclude.
5 Constraints and evolution of modulation variables
5.1 Constraints
The shock is characterized by the following ten constraints on W , which we impose throughout the evolu-
tion, by suitably choosing our dynamic modulation variables
W p0, sq “ 0 , B1W p0, sq “ ´1 , ∇ˇW p0, sq “ 0 , ∇2W p0, sq “ 0 . (5.1)
These constraints are maintained under the evolution by suitably choosing our ten time-dependent modula-
tion parameters: n2, n3, ξ1, ξ2, ξ3, κ, τ, φ22, φ23 and φ33.
5.2 Evolution of dynamic modulation variables
The ten modulation parameters at time t “ ´ε are defined as
κp´εq “ κ0, τp´εq “ ξp´εq “ nµp´εq “ 0, φνµp´εq “ φ0,νµ , (5.2)
where κ0 is as in (3.10) and φ0 is defined by (3.24). In order to determine the definition for the time
derivatives of our seven modulation parameters, we will use the explicit form of the evolution equations for
W , ∇W and ∇2W . These are ten equations, consistent with the fact that we have ten constraints in (5.2).
For convenience, we first state these evolution equations.
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5.2.1 The evolution equations for ∇W and ∇2W
From (2.49a) we deduce that the evolution equations for ∇W are
pBs ` 1` βτJB1W q B1W ` pβτJW `GW ` 3y12 qB11W ` pyµ2 ` hµW qBµB1W “ F p1,0,0qW (5.3a)
pBs ` βτJB1W q B2W ` pβτJW `GW ` 3y12 qB12W ` pyµ2 ` hµW qBµB2W “ F p0,1,0qW (5.3b)
pBs ` βτJB1W q B3W ` pβτJW `GW ` 3y12 qB13W ` pyµ2 ` hµW qBµB3W “ F p0,0,1qW (5.3c)
where we have denoted
F
p1,0,0q
W “ B1FW ´ B1GW B1W ´ B1hµW BµW (5.4a)
F
p0,1,0q
W “ B2FW ´ B2GW B1W ´ B2hµW BµW (5.4b)
F
p0,0,1q
W “ B3FW ´ B3GW B1W ´ B3hµW BµW . (5.4c)
Applying the gradient to (5.3a), we arrive at the evolution equation for B1∇W , given by`Bs ` 52 ` 3βτJB1W ˘ B11W ` pβτJW `GW ` 3y12 qB111W ` pyµ2 ` hµW qB11µW “ F p2,0,0qW (5.5a)`Bs ` 32 ` 2βτJB1W ˘ B12W ` pβτJW `GW ` 3y12 qB112W ` pyµ2 ` hµW qB12µW “ F p1,1,0qW (5.5b)`Bs ` 32 ` 2βτJB1W ˘ B13W ` pβτJW `GW ` 3y12 qB113W ` pyµ2 ` hµW qB13µW “ F p1,0,1qW (5.5c)
where
F
p2,0,0q
W “ B11FW ´ B11GW B1W ´ B11hµW BµW ´ 2B1GW B11W ´ 2B1hµW B1µW (5.6a)
F
p1,1,0q
W “ B12FW ´ B12GW B1W ´ B12hµW BµW ´ B1GW B12W ´ B1hµW B2µW
´ B2GW B11W ´ B2hµW B1µW ´ βτB2pJW qB11W (5.6b)
F
p1,0,1q
W “ B13FW ´ B13GW B1W ´ B13hµW BµW ´ B1GW B13W ´ B1hµW B3µW
´ B3GW B11W ´ B3hµW B1µW ´ βτB3pJW qB11W . (5.6c)
Lastly, differentiating in the ∇ˇ direction equations (5.5b)–(5.5c) we obtain the evolution equation for ∇ˇ2W`Bs ` 12 ` βτJB1W ˘ B22W ` pβτJW `GW ` 3y12 qB122W ` pyµ2 ` hµW qB22µW “ F p0,2,0qW (5.7a)`Bs ` 12 ` βτJB1W ˘ B23W ` pβτJW `GW ` 3y12 qB123W ` pyµ2 ` hµW qB23µW “ F p0,1,1qW (5.7b)`Bs ` 12 ` βτJB1W ˘ B33W ` pβτJW `GW ` 3y12 qB133W ` pyµ2 ` hµW qB33µW “ F p0,0,2qW (5.7c)
where
F
p0,2,0q
W “ B22FW ´ B22GW B1W ´ B22hµW BµW ´ 2B2GW B12W ´ 2B2hµW B2µW
´ 2βτB2pJW qB12W (5.8a)
F
p0,1,1q
W “ B23FW ´ B23GW B1W ´ B23hµW BµW ´ B3GW B12W ´ B3hµW B2µW
´ B2GW B13W ´ B2hµW B3µW ´ βτB3pJW qB12W ´ βτB2pJW qB13W (5.8b)
F
p0,0,2q
W “ B33FW ´ B33GW B1W ´ B33hµW BµW ´ 2B3GW B13W ´ B3hµW B3µW
´ 2βτB3pJW qB13W . (5.8c)
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5.2.2 The functions GW , hW , FW and their derivatives, evaluated at y “ 0
Throughout this section, for a function ϕpy, sq we denote ϕp0, sq simply as ϕ0psq.
From (2.11)–(2.12) evaluated at rx “ 0, the definition of V in (2.27), the definition of GW in (2.29a),
and the constraints in (5.1), we deduce that4
1
βτ
G0W “ e
s
2
´
κ` β2Z0 ´ 2β1Rj1 9ξj
¯
(5.9a)
1
βτ
B1G0W “ β2e
s
2 B1Z0 (5.9b)
1
βτ
BνG0W “ β2e
s
2 BνZ0 ` 2β1 9Q1ν ` 2β1Rjγ 9ξjφγν (5.9c)
1
βτ
B11G0W “ β2e
s
2 B11Z0 (5.9d)
1
βτ
B1νG0W “ β2e
s
2 B1νZ0 ´ 2β1e´ 3s2 9Qγ1φγν (5.9e)
1
βτ
BγνG0W “ e´
s
2
´
´ 9φγν ` β2esBγνZ0 ´ 2β1p 9Qζγφζν ` 9Qζνφζγ `Rj1 9ξjN01,γνq ` e´
s
2
G0W
βτ
J0,γν
¯
.
(5.9f)
Similarly, using (2.11)–(2.12), (2.30a) and the constraints in (5.1) we have that5
1
βτ
hµ,0W “ 2β1e´
s
2
´
A0µ ´Rjµ 9ξj
¯
. (5.10)
Then, using (5.4), (5.6), and (5.9), for any γ P N30 with |γ| “ 1 or |γ| “ 2 we have that
F
pγq,0
W “ BγF 0W ` BγG0W .
Lastly, appealling to (2.11)–(2.12), (2.31a), we have the explicit expressions6
1
βτ
F 0W “ ´β3
`
κ´ Z0˘ BµA0µ ` 2β1e´ s2 9Q1µA0µ ´ 1βτ hµ,0W A0ζφζµ
` 12β3e´
s
2 pκ´ Z0qpκ` Z0qpφ22 ` φ33q (5.11a)
1
βτ
B1F 0W “ β3
´
e´
s
2 ` B1Z0
¯
BµA0µ ´ β3
`
κ´ Z0˘ B1µA0µ ` 2β1e´ s2 9Q1µB1A0µ
´
´
1
βτ
hµ,0W B1A0ζ ` 2β1e´
s
2 pB1A0µ ` e´
3s
2 9Qµ1qA0ζ
¯
φζµ
´ 12β3e´s
´
p1` e s2 B1Z0qpκ` Z0q ` pκ´ Z0qp1´ e s2 B1Z0q
¯
pφ22 ` φ33q (5.11b)
1
βτ
BνF 0W “ ´β3ppκ´ Z0qBνµA0µ ´ BνZ0BµA0µq ´ 2β1e´sA0µ 9φµν ` 2β1e´
s
2 9Q1µBνA0µ
´ 2β1e´s 9QµζA0ζφµν ´ β3e´
s
2Z0BνZ0pφ22 ` φ33q ´ β3e´s
`
κ´ Z0˘A0ζTζ,0µ,µν
´ 2β1e´ s2
´
pe´ s2 9Qµν ` BνA0µ ´ 12e´
s
2 pκ` Z0qφµνqA0γ
¯
φγµ ´ 1βτ hµ,0W BνA0γφγµ (5.11c)
1
βτ
B11F 0W “ β3
´
e´
s
2 ` B1Z0
¯
BµA0µ ´ β3
`
κ´ Z0˘ B1µA0µ ` 2β1e´ s2 9Q1µB11A0µ
´
´
2β1e
´ s
2 ` 1βτ hµ,0W
¯
B11A0ζφζµ ´ 4β1e´
s
2 pB1A0µ ` e´
3s
2 9Qµ1qB1A0ζφζµ
´ β3e´ s2
`
Z0B11Z0 ´ e´sp1´ espB1Z0q2q
˘ pφ22 ` φ33q (5.11d)
1
βτ
B1νF 0W “ ´β3
´
pκ´ Z0qB1νµA0µ ´ B1νZ0BµA0µ ´ BνZ0B1µA0µ ´ pe´
s
2 ` B1Z0qBνµA0µ
¯
4Here we have used the identities: N01,ν “ 0, and N0µ,ν “ ´φµν , N0ζ,µν “ 0.
5Here we have used the identities: N0µ “ 0, Tγ,0µ “ δγµ, Tγ,0µ,ν “ 0, N0µ,νγ “ 0, and Tζ,01,νγ “ 0.
6Here we have used the identities: N0µ,µ “ ´φ22 ´ φ33, Tν,0µ,µ “ 0, 9N0i “ 0, 9N01,ν “ 0, 9N0µ,ν “ ´ 9φµν , Tγ,01,ν “ φγν ,
Tγ,0i,ν N
0
i,µ “ 0, Tγ,0i N0i,µν “ 0, N0µ,µν “ 0, and 9Nζ,νγ “ 0.
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´ 2β1e´sB1A0µ 9φµν ` 2β1e´
s
2 9Q1µB1νA0µ ´ 2β1e´s 9QµζB1A0ζφµν
´ β3e´ s2 pB1Z0BνZ0 ` Z0B1νZ0qpφ22 ` φ33q
´ β3e´s
´
pκ´ Z0qB1A0ζ ´ pe´
s
2 ` B1Z0qA0ζ
¯
Tζ,0µ,µν
´ 2β1e´ s2
´
pe´ s2 9Qµν ` BνA0µqB1A0γ ` pe´
3s
2 9Qµ1 ` B1A0µqBνA0γ `A0µB1νA0γ
¯
φγµ
´ 1βτ hµ,0W B1νA0γφγµ ` β1e´s
´
pκ` Z0qB1A0γ ´ pe´
s
2 ´ B1Z0qA0γ
¯
φµνφγµ (5.11e)
1
βτ
BγνF 0W “ ´2β3pBνγpSBµAµqq0 ´ β3e´spκ´ Z0qBµA0ζTζ,0µ,νγ
´ 2β1e´sBνA0µ 9φµγ ´ 2β1e´sBγA0µ 9φµν ´ β3e´
s
2 BγZ0BνZ0pφ22 ` φ33q
` 2β1e´ s2 9Q1µBγνA0µ ´ 2β1e´s 9QζµBνA0µφζγ ´ 2β1e´s 9QζµBγA0µφζν
` 2β1e´ 3s2 A0µ
´
9Q1ζpφνµφζγ ` φµγφζν ` φνγφµζ ` Tµ,0ζ,νγq ` 9Q1µN01,νγ
¯
´ β3e´s
`pκ´ Z0qBνA0ζ ´ BνZ0A0ζ˘Tζ,0µ,µγ ´ 12β3e´ 3s2 pκ´ Z0qpκ` Z0qN0µ,µνγ
´ 2β1e´ s2
´
e´
s
2 9QµνBγA0ζ ` e´
s
2 9QµγBνA0ζ ` BνµA0µA0ζ ` BµA0µBνA0ν ` BνA0µBµA0ν
¯
φζµ
` 2β1e´s
`BνppU ¨ NqAζq0φµγφζµ ` BγppU ¨ NqAζq0φµνφζµ˘´ 2β1e´ 3s2 A0ιA0ζTζ,0µ,νγφιµ
´ 1βτ hµ,0W BνγA0ζφζµ ` e´s 1βτ hµ,0W A0ι
`
φινN
0
1,µγ ` φιγN01,µν ` N0α,µνγ
˘
(5.11f)
5.2.3 The equations for the constraints
The evolution equations for W , ∇W and ∇2W at y “ 0 yield the equations from which we will deduce
the definitions of our constraints τ, κ, nˇ, ξ and φ. In this subsection, we collect these equations. Then we
untangle their coupled nature to actually define the constraints.
At this stage is it convenient to introduce the notation
P♦pb1, . . . , bn
ˇˇ
c1, . . . , cnq and R♦pb1, . . . , bn
ˇˇ
c1, . . . , cnq
to denote a linear function in the parameters c1, . . . , cn with (bounded in s) coefficients which depend
on b1, . . . , bn through smooth polynomial (for P♦), respectively, rational functions (for R♦), and on the
derivatives of Z and A evaluated at y “ 0. In particular, these bounds can depend on the constant M .
Throughout this section, we will implicitly use the bootstrap estimates (4.11) and (4.12) to establish these
uniform bounds on the coefficients, which in turn, yields local well-posedness of the coupled system of
ODE for the modulation variables.
The subscript ♦ denotes a label, used to distinguish the various functions P♦ and R♦. We note that all
of the denominators in R♦ are bounded from below by a universal constant. It is important to note that the
notation P♦ and R♦ is never used when explicit bounds are required.
First, we evaluate the equation for W at y “ 0 to obtain a definition for 9κ. Using (2.28a) and (5.1) we
obtain that
´G0W “ F 0W ´ e´
s
2βτ 9κ ñ 9κ “ 1βτ e
s
2
`
F 0W `G0W
˘
. (5.12)
Using the above introduced notation, upon recalling the definition (5.11a) we deduce that (5.12) may be
written schematically as
9κ “ Pκ
´
κ, φ
ˇˇ 9Q, 1βτ e s2h,0W , 1βτ e s2G0W¯ . (5.13)
Once we compute h,0W and G
0
W (cf. (5.22a)–(5.22b) below) we will return to the formula (5.13).
31
Buckmaster, Shkoller, Vicol Formation of points shocks for 3D Euler
Next, we evaluate the equation for B1W at y “ 0 and obtain a formula for 9τ . From (5.3a), (5.4a), and
using that ´1` βτ “ 9τ1´ 9τ “ 9τβτ , we obtain that
´p1´ βτ q “ B1F 0W ` B1G0W ñ 9τ “ 1βτ
`B1F 0W ` B1G0W ˘ . (5.14)
Using the above introduced notation, upon recalling the explicit functions (5.9b) and (5.11b) we deduce that
(5.14) may be written schematically as
9τ “ Pτ
´
κ, φ
ˇˇ
e´2s 9Q, 1βτ h
,0
W
¯
. (5.15)
Once we compute h,0W and G
0
W (cf. (5.22a)–(5.22b) below) we will return to (5.15).
We turn to the evolution equation for ∇ˇW at y “ 0, which gives that 9Q1j . Note that once 9Q1j is known,
we can determine 9ˇn thorough an algebraic computation; this will be done later. Evaluating (5.3b)–(5.3c) at
y “ 0 and using (5.4b)–(5.4c) we obtain for ν P t2, 3u that
F
0,p0,1,0q
W “ F 0,p0,0,1qW “ 0 ñ BνF 0W ` BνG0W “ 0 . (5.16)
By appealing to (5.9c) and (5.11c), and placing the leading order term in 9Q on one side, we obtain
9Q1ν “ ´e´ s2 9Q1µBνA0µ ` e´s 9QµζA0ζφµν ` e´s 9QµνA0ζφζµ ´ β22β1 e
s
2 BνZ0 ` e´sA0µ 9φµν
` β32β1
`pκ´ Z0qBνµA0µ ´ BνZ0BµA0µ˘` β3β1 e´ s2Z0BνZ0pφ22 ` φ33q ` β32β1 e´s `κ´ Z0˘A0ζTζ,0µ,µν
` e´ s2
´
pBνA0µ ´ 12e´
s
2 pκ` Z0qφµνqA0γ
¯
φγµ ` 12β1βτ hµ,0W BνA0γφγµ ´
´
1
2β1βτ
e
s
2hγ,0W ´A0γ
¯
φγν .
(5.17)
We schematically write (5.17) as
9Q1ν “ PQ,ν
´
κ, φ
ˇˇ
1
βτ
e
s
2h,0W , e
´s 9φ, e´s 9Q
¯
. (5.18)
Note that once 9Q1ν is known, we can determine 9n2 and 9n3 by recalling from (2.4), (A.16), (A.17) that»–1` n22n1p1`n1q n2n3n1p1`n1q
n2n3
n1p1`n1q 1`
n23
n1p1`n1q
fifl„ 9n2
9n3

“
´
Id ` nˇbnˇn1p1`n1q
¯
9ˇn “
„ 9Q12
9Q13

, (5.19)
where n1 “
a
1´ n22 ´ n23. Since the vector nˇ is small (see (4.1a) below), and the matrix on the left side is
an Op|nˇ|2q perturbation of the identity matrix, we obtain from (5.19) a definition of 9n, as desired.
Next, we turn to the evolution of B1∇W at y “ 0. This constraint allows us to compute G0W and hµ,0W ,
which in turn allows us to express 9ξ. First we focus on computing G0W and h
µ,0
W . Evaluating (5.5) at y “ 0
and using (5.6), for i P t1, 2, 3u we obtain
G0W B1i1W 0 ` hµ,0W B1iµW 0 “ B1iF 0W ` B1iG0W . (5.20)
On the left side of the above identity we recognize the matrix
H0psq :“ pB1∇2W q0psq (5.21)
acting on the vector with components G0W , h
2,0
W , and h
3,0
W . We will show that the matrix H0 remains very
close to the matrix diagp6, 2, 2q, for all s ě ´ log ε, and thus it is invertible (see (6.1) below). Therefore,
we can express
G0W “ pH0q´11i pB1iF 0W ` B1iG0W q (5.22a)
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hµ,0W “ pH0q´1µi pB1iF 0W ` B1iG0W q . (5.22b)
Inspecting (5.9d)–(5.9e) and (5.11d)–(5.11e) and inserting them into (5.22b), we initially obtain the depen-
dence
1
βτ
hµ,0W “ e´
s
2Rh,µ
´
κ, φ
ˇˇ
e´s 9Q, e´2s 9φ
¯
´ 1βτ hγ,0W pH0q´1µi φζγB1iA0ζ .
Note that although h,0W appears on both sides of the above, the dependence on the right side is paired with
a factor of e´s ď ε, and the functions φζγ are themselves expected to be ď ε for all s ě ´ log ε (cf. (4.1a)
below). This allows us to schematically write
1
βτ
hµ,0W “ e´
s
2Rh,µ
´
κ, φ
ˇˇ
e´s 9Q, e´2s 9φ
¯
. (5.23)
Returning to (5.22a), inspecting (5.9d)–(5.9e) and (5.11d)–(5.11e), and using (5.23) we also obtain the
dependence
1
βτ
G0W “ e´
s
2Rh,µ
´
κ, φ
ˇˇ
e´s 9Q, e´2s 9φ
¯
. (5.24)
Upon inspecting (5.9a) and (5.10), and noting the invertibility of the matrix R in (2.2) it is clear why
(5.22a)–(5.22b) allow us to compute ξj . Indeed, from (5.9a), (5.10), (5.22a)–(5.22b), and the fact that
RRT “ Id we deduce that
9ξj “ RjipRT 9ξqi “ Rj1
´
1
2β1
pκ` β2Z0q ´ 12β1βτ e´
s
2G0W
¯
`Rjµ
´
A0µ ´ 12β1βτ e
s
2hµ,0W
¯
(5.25)
for j P t1, 2, 3u. Using (5.23) and (5.24), we may then schematically write
9ξj “ Rξ,j
´
κ, φ
ˇˇ
e´s 9Q, e´2s 9φ
¯
. (5.26)
Lastly, we record the evolution of ∇ˇ2W at y “ 0. From this constraint we will deduce the evolution
equations for φjk. Evaluating (5.7) at y “ 0, using the definitions (5.8), we obtain
G0W B1νγW 0 ` hµ,0W BµνγW 0 “ BνγF 0W ` BνγG0W
for ν, γ P t2, 3u. Using (5.22a) and (5.22b) we rewrite the above identity as
BνγG0W “ pH0q´11i pB1iF 0W ` B1iG0W qB1νγW 0 ` pH0q´1µi pB1iF 0W ` B1iG0W qBµνγW 0 ´ BνγF 0W . (5.27)
Note that 9φνγ is determined in terms of e
s
2 BνγG0W through the first term on the right side of (5.9f)
9φγν “ ´ 1βτ e
s
2
´
G0W B1νγW 0 ` hµ,0W BµνγW 0 ´ BνγF 0W
¯
` β2esBγνZ0 ´ 2β1p 9Qζγφζν ` 9Qζνφζγq
`
´
1
βτ
e´
s
2G0W ´ κ´ β2Z0
¯
N01,γν ` J0,γν 1βτ e´
s
2G0W , (5.28)
and (5.22a) is used to determine G0W . In light of (5.11f), (5.24) and of (5.28), we may schematically write
9φγν “ Rφ,γν
´
κ, φ
ˇˇ
e´s 9Q, e´s 9φ
¯
´ 9Qζγφζν ´ 9Qζνφζγ ,
which may be then combined with (5.18) and (5.23) to yield
9φγν “ Rφ,γν
´
κ, φ
ˇˇ
e´s 9Q, e´s 9φ
¯
, (5.29)
thus spelling out the dependences of 9φ on the other dynamic variables.
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5.2.4 Solving for the dynamic modulation parameters
The computations of the previous subsection derive implicit definitions for the time derivatives of our ten
modulation parameters, in terms of these parameters themselves and of the derivatives of Z and A at the
origin. The goal of this subsection is to show that this system of ten coupled nonlinear ODEs has a local
existence of solutions, with initial datum as given by (5.2). In Section 6 it will be then shown that the system
of ODEs for the modulation parameters is in fact solvable globally in time, for all s ě ´ log ε.
By combining (5.18) and (5.23) with (5.19), and recalling (5.29) we obtain that
9φγν “ Rφ,γν
´
κ, φ, nˇ
ˇˇ
e´s 9ˇn, e´s 9φ
¯
and 9nν “ Rn,ν
´
κ, φ, nˇ
ˇˇ
e´s 9ˇn, e´s 9φ
¯
.
Therefore, since e´s ď ε, and the functionsPφ,γν andPn,ν are linear in e´s 9ˇn and e´s 9φ, then as long as κ, φ,
and nˇ remain bounded, and ε is taken to be sufficiently small (in particular, for short time after t “ ´ log ε),
we may analytically solve for 9φ and 9n as rational functions (with bounded denominators) of κ, φ, and nˇ,
with coefficients which only depend on the derivatives of Z and A at y “ 0. We write this schematically as
9φγν “ Eφ,γν pκ, φ, nˇq and 9nν “ En,ν pκ, φ, nˇq . (5.30)
Here the Eφ,γνpκ, φ, nˇq and En,νpκ, φ, nˇq are suitable smooth functions of their arguments, as described
above. With (5.30) in hand, we return to (5.13) and (5.15), which are to be combined with (5.23), and with
(5.26) to obtain that
9κ “ Eκ pκ, φ, nˇq , 9τ “ Eτ pκ, φ, nˇq and 9ξj “ Eξ,j pκ, φ, nˇq . (5.31)
for suitable smooth functions Eκ, Eτ , and Eξ,j of pκ, φ, nˇq, with coefficients which depend on the derivatives
of Z and A at y “ 0.
Remark 5.1 (Local solvability). The system of ten nonlinear ODEs described in (5.30) and (5.31) are used
to determine the time evolutions of our ten dynamic modulation variables. The local in time solvability
of this system is ensured by the fact that Eφ,γν , En,ν , Eκ, Eτ , Eξ,j are rational functions of κ, φ, n2, and n3,
with coefficients that only depend on BγZ0 and BγA0 with |γ| ď 3, and moreover that these functions
are smooth in the neighborhood of the initial values given by (5.2); hence, unique C1 solutions exist for a
sufficiently small time. We emphasize that these functions are explicit, once one traces back the identities
in Sections 5.2.2 and 5.2.3, which will play a crucial role in Section 6, when we prove the bootstrap (4.1).
6 Closure of bootstrap estimates for the dynamic variables
In this section, we close the bootstrap assumptions on our dynamic modulation parameters, meaning that we
establish (4.1a) and (4.1b) with constants that are better by at least a factor of 2.
The starting point is to obtain bounds for G0W and h
µ,0
W , by appealing to (5.22a)–(5.22b). The matrix H0
defined in (5.21) can be rewritten as
H0psq “ pB1∇2W q0psq “ pB1∇2W q0 ` pB1∇2ĂW q0psq “ diagp6, 2, 2q ` pB1∇2ĂW q0psq.
From the bootstrap assumption (4.9) we have that
ˇˇˇ
pB1∇2ĂW q0psqˇˇˇ ď ε 14 for all s ě ´ log ε, and thusˇˇpH0q´1psqˇˇ ď 1 (6.1)
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for all s ě ´ log ε. Next, we estimate B1∇F 0W . Using (5.11d), (5.11e), the bootstrap assumptions (4.1a)–
(4.3), the bound (4.11)–(4.15), and the fact that
ˇˇ
Tζ,0µ,µν
ˇˇ ď |φ|2, after a computation we arrive atˇˇB1∇F 0W ˇˇ ÀMε 12 e´s `M2e´ 32 p1´ 42k´5 qs ` ˇˇˇh¨,0W ˇˇˇM3εe´ 32 p1´ 42k´5 qs . (6.2)
Moreover, from (5.9d), (5.9e), (4.1a), (4.1b), the first line in (4.11), the previously established bound (6.2),
and the fact that k ě 10, thatˇˇB1∇G0W ˇˇ` ˇˇB1∇F 0W ˇˇ À e s2 ˇˇB1∇Z0 ˇˇ`M4ε 32 e´ 3s2 ` e´s ` ε2 ˇˇˇh¨,0W ˇˇˇ
ÀMe´s ` ε2
ˇˇˇ
h¨,0W
ˇˇˇ
. (6.3)
The bounds (6.1) and (6.3), are then inserted into (5.22a)–(5.22b). After absorbing the ε2
ˇˇˇ
h¨,0W
ˇˇˇ
term into the
left side, we obtain to estimate ˇˇ
G0W psq
ˇˇ` ˇˇˇhµ,0W psqˇˇˇ ÀMe´s . (6.4)
The bound (6.4) plays a crucial role in the following subsections.
6.1 The 9τ estimate
From (5.14), the definition of B1G0W in (5.9b), the definition of B1F 0W in (5.11b) , the bootstrap estimates
(4.1a)–(4.3), (4.11), (4.12), and the previously established bound (6.4), we obtain that
| 9τ | À ˇˇB1G0W ˇˇ` ˇˇB1F 0W ˇˇ
À e s2 ˇˇB1Z0 ˇˇ` e´ s2 ˇˇ∇ˇA0 ˇˇ`M ˇˇ∇ˇB1A0 ˇˇ`M2ε 12 e´ s2 ˇˇB1A0 ˇˇ`M2εe´2s ˇˇA0 ˇˇ`M3εe´s
ÀM 12 e´s `Mε 12 e´s `Me´ 32 p1´ 22k´5 qs `M3εes
ď M4 e´s , (6.5)
where we have that k ě 10, and have used a power ofM to absorb the implicit constant in the first inequality
above. This improves the bootstrap bound for 9τ in (4.1b) by a factor of 4. Integrating in time from ´ε to
T˚, where |T˚| ď ε, we also improve the τ bound in (4.1a) by a factor of 2, thereby closing the τ boostrap.
6.2 The 9κ estimate
From (5.12)–(4.3), the bound (6.4), the definition of F 0W in (5.11a), and the estimates (4.11) and (4.12), we
deduce that
| 9κ| À e s2 ˇˇG0W ˇˇ` e s2 ˇˇF 0W ˇˇ
ÀMe´ s2 ` pκ0 `MεqMε 12 e´ s2 `M3ε 32 e´ s2 `M4ε2e´ s2 ` e´ s2 pκ20 `M2ε2qM2ε
ÀMe´ s2 .
Upon using a factor ofM{2 to absorb the implicit constant in the above estimate, we improve the 9κ bootstrap
bound in (4.1b) by a factor of 2. Integrating in time, we furthermore deduce that
|κptq ´ κ0| ďM2ε 32 (6.6)
for all t P r´ε, T˚q, since |T˚| ď ε. Upon taking ε to be sufficiently small in terms ofM and κ0, we improve
the κ bound in (4.1a).
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6.3 The 9ξ estimate
In order to bound the 9ξ vector, we appeal to (5.25), to (6.4), to the |γ| “ 0 cases in (4.11) and (4.12), and to
the bound |R´ Id | ď ε which follows from (2.2) and the |nˇ| estimate in (4.1a), to deduce thatˇˇˇ
9ξj
ˇˇˇ
À κ0 `
ˇˇ
Z0
ˇˇ` e´ s2 ˇˇG0W ˇˇ` ˇˇA0µ ˇˇ` e s2 ˇˇˇhµ,0W ˇˇˇ À κ0 `Mε`Me´ s2 À κ0 , (6.7)
upon taking ε to be sufficiently small in terms of M and κ0. The bootstrap estimate for 9ξ in (4.1b) is then
improved by taking M sufficiently large, in terms of κ, while the bound on ξ in (4.1a) follows by integration
in time.
6.4 The 9φ estimate
Using (5.28), the fact that
ˇˇ
N01,µν
ˇˇ` ˇˇJ0,µν ˇˇ À |φ|2, the bootstrap assumptions (4.1a), (4.1b), (4.9), the bounds
(4.2), and the previously established estimate (6.4), we obtainˇˇˇ
9φγν
ˇˇˇ
À e s2
´
Mε
1
4 e´s ` ˇˇBνγF 0W ˇˇ¯` es ˇˇBγνZ0 ˇˇ`M4ε 32 ` ´Me´ 3s2 ` κ0 ` ˇˇZ0 ˇˇ¯M4ε2 `M5ε2e´ 3s2 .
Using the definition of ∇ˇ2F 0W in (5.11f), appealing to the bootstrap assumptions (and their consequences)
from Section 4, the previously established estimate (6.4), and the fact that
ˇˇˇ
Tζ,0µ,γν
ˇˇˇ
` ˇˇN01,µν ˇˇ ` ˇˇJ0,µν ˇˇ `ˇˇˇ
N0ζ,µνγ
ˇˇˇ
À |φ|2, it is not hard to show that ˇˇBνγF 0W ˇˇ À e´ s2 .
In fact, a stronger estimate holds (cf. (7.11) below), but we shall not use this fact here. Combining the above
two estimates with the Z bounds in (4.11), we deriveˇˇˇ
9φγν
ˇˇˇ
À e s2
´
Mε
1
4 e´s ` e´ s2
¯
`M `M4ε 32 `
´
Me´
3s
2 ` κ0 ` εM
¯
M4ε2 `M5ε2e´ 3s2 ÀM .
(6.8)
Upon taking M sufficiently large to absorb the implicit constant in the above estimate, we deduce | 9φ| ď
M2{4, which improves the 9φ bootstrap in (4.1b) by a factor of 4. Integrating in time on r´ε, T˚q, an interval
of lengthď 2ε, and using that by (3.17) and (3.24) we have |φp´ log εq| ď ε thus improving the φ bootstrap
in (4.1a) by a factor of 2.
6.5 The 9n estimate
First we obtain estimates on | 9Q1ν |, by appealing to the identity (5.17). Using the bootstrap assumptions
(4.1a), (4.1b), (4.11), (4.12), the estimates (4.2) and (6.4), and the fact that
ˇˇˇ
Tζ,0µ,µν
ˇˇˇ
À |φ|2, we obtainˇˇˇ
9Q1ν
ˇˇˇ
ÀM2ε 12 e´ s2 ˇˇBνA0µ ˇˇ`M4ε 32 e´s ˇˇA0 ˇˇ` e s2 ˇˇ∇ˇZ0 ˇˇ`M2e´s ˇˇA0 ˇˇ
` `M ˇˇ∇ˇ2A0 ˇˇ` ˇˇ∇ˇZ0 ˇˇ ˇˇ∇ˇA0 ˇˇ˘`M2εe´ s2 ˇˇZ0 ˇˇ ˇˇ∇ˇZ0 ˇˇ`M5ε2e´s ˇˇA0 ˇˇ
` e´ s2
´
pˇˇ∇ˇA0 ˇˇ`M3εe´ s2 q ˇˇA0 ˇˇ¯M2ε`M3εe´s ˇˇ∇ˇA0 ˇˇ`M2ε´Me´ s2 ` ˇˇA0 ˇˇ¯
ÀMε 12 , (6.9)
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upon taking ε sufficiently small, in terms of M . Moreover, using the bootstrap assumption |nˇ| ď Mε 32 , we
deduce that the matrix on the left side of (5.19) is within ε of the identity matrix, and thus so is its inverse.
We deduce from (5.19) and (6.9) that ˇˇ 9ˇnˇˇ ď M2ε 124 . (6.10)
upon taking M to be sufficiently large to absorb the implicit constant. The closure of the nˇ boostrap is then
achieved by integrating in time on r´ε, T˚q.
7 Preliminary lemmas
We begin by recording some useful bounds that will be used repetitively throughout the section.
Lemma 7.1. For y P X psq and for m ě 0 we haveˇˇ∇ˇmf ˇˇ` ˇˇ∇ˇmpN´ N0qˇˇ` ˇˇ∇ˇmpTν ´ Tν0qˇˇ
` ˇˇ∇ˇmpJ´ 1qˇˇ` ˇˇ∇ˇmpJ´1 ´ 1qˇˇ À εM2e´m`22 s |yˇ|2 À εe´m2 s , (7.1)ˇˇˇ
∇ˇm 9f
ˇˇˇ
`
ˇˇˇ
∇ˇm 9N
ˇˇˇ
ÀM2e´m`22 s |yˇ|2 À ε 14 e´m2 s . (7.2)
Moreover, we have the following estimates on V
|BγV | À
$’’’’’’&’’’’’’%
M
1
4 if |γ| “ 0
M2ε
1
2 e´ 32 s if |γ| “ 1 and γ1 “ 1
M2ε
1
2 e´ s2 if |γ| “ 1 and γ1 “ 0
M4ε
3
2 e´s if |γ| “ 2 and γ1 “ 0
0 else
(7.3)
for all y P X psq.
Proof of Lemma 7.1. The estimates (7.1) follow directly from the definitions of f , N, T and J, together with
the bounds on φ given in (4.1a) and the inequality (4.5). Similarly, (7.2) follows by using the 9φ estimate
in (4.1b). To obtain the bound (7.3), we recall that V is defined in (2.27), employ the bounds on 9ξ and 9Q
given by (4.1b) and (4.2), and the fact that |R´ Id | ď 1 which follows from (4.1a) and the definition of R
in (2.2).
7.1 Transport estimates
Lemma 7.2 (Estimates for GW , GZ , GU , hW , hZ and hU ). For ε ą 0 sufficiently small, and y P X psq, we
have
|BγGW | À
$’&’%
Me´ s2 `M 12 |y1| e´s ` ε 13 |yˇ| , if |γ| “ 0
M2ε
1
2 , if γ1 “ 0 and |γˇ| “ 1
Me´ s2 , if γ “ p1, 0, 0q or |γ| “ 2
, (7.4)
ˇˇˇ
BγpGZ ` p1´ β2qe s2κ0q
ˇˇˇ
`
ˇˇˇ
BγpGU ` p1´ β1qe s2κ0q
ˇˇˇ
À
$’&’%
ε
1
2 e
s
2 , if |γ| “ 0
M2ε
1
2 , if γ1 “ 0 and |γˇ| “ 1
Me´ s2 , if γ “ p1, 0, 0q or |γ| “ 2
, (7.5)
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|BγhW | ` |BγhZ | ` |BγhU | À
$’&’%
e´ s2 , if |γ| “ 0
e´s, if γ1 “ 0 and |γˇ| “ 1
e´sη´ 16 pyq, if γ “ p1, 0, 0q or |γ| “ 2
. (7.6)
Furthermore, for |γ| P t3, 4u we have the lossy global estimates
|BγGW | À e´p 12´
|γ|´1
2k´7 qs , (7.7)
|BγhW | À e´s , (7.8)
for all y P X psq.
Proof of Lemma 7.2. Recalling the definition of GW in (2.29a), and applying (4.3), (7.1), (7.3) the inequal-
ity κ ďM , and the fundamental theorem of calculus, we obtain that
|GW | ÀMe´ s2 |yˇ|2 ` e s2 |κ` β2Z ` 2β1V ¨ N|
ÀMε 12 |yˇ| ` e s2 ˇˇκ` β2Z0 ´ 2β1pRT 9ξq1 ˇˇ` |y1| e s2 }B1Z}L8 ` |yˇ| e s2 ››∇ˇZ››8
`M2ε 12 pe´s |y1| ` |yˇ|q
ÀMe´ s2 `M 12 |y1| e´s ` ε 13 |yˇ|
where in the second and third inequalities, we have used (4.2), (4.5), (4.11), and (6.4). Thus we obtain (7.4)
for the case γ “ 0. Similarly, for the case γ ‰ 0, we have
|BγGW | À e s2
´ˇˇBγ 9f ˇˇ`M |BγJ| ` |BγpJZq| ` |BγpJV ¨ Nq|¯ .
À e s2 εe´ |γ|2 s1γ1“0 ` e
s
2
ÿ
βďγ, β1“0
p1|β|“0 ` εqe´
|β|
2
s
´ˇˇBγ´βZ ˇˇ` ˇˇBγ´βV ˇˇ¯ . (7.9)
where in the last line we invoked (7.1). Hence (7.4) is concluded by invoking (4.11) and (7.3).
Now consider the estimates on GZ and GU as defined in (2.29b) and (2.29c). We note that
GZ ` p1´ β2qe s2κ0 “ GW ` p1´ β2qe s2 ppκ0 ´ κq ` p1´ βτJqκ` βτJZq ,
GU ` p1´ β1qe s2κ0 “ GW ` p1´ β1qe s2 ppκ0 ´ κq ` p1´ βτJqκq ` pβ2 ´ β1qβτe s2 JZ .
The bounds in (7.5) now follow directly from (7.4), the 9κ bound in (4.1b), the βτ estimate (4.3), the support
estimate (4.5), the J bounds in (7.1), and the Z bootstrap assumptions (4.11) .
Now consider hW , which is defined in (2.30a). For the case γ “ 0, applying (4.1b), (4.3), and (7.1), we
obtain that
|hW | À e´s |W | ` e´ s2 p
ˇˇ
Vˇ
ˇˇ` |Z| ` |A|q À ε 16 e´ s2 ` e´ s2 pMε 12 `Mεq À e´ s2
where in the second inequality we have also appealed to (4.5), (4.6), (4.11), and (4.12), and where we have
used the fact that
ˇˇ
Vˇ
ˇˇ À Mε 12 . This last inequality is obtained using the fact that we need only bound ˇˇVˇ ˇˇ.
Using definition (2.27), because of the bounds (4.1a) and (4.2), it remains to bound
ˇˇˇ
Rjµ 9ξj
ˇˇˇ
. Restricting
(2.29a) and (2.30a) to y “ 0, and with f given by (2.11) and using (5.1), we find that
2β1pRT 9ξqµ “ 2β1A0µ ´ 1βτ e
s
2hµ,0W .
Hence, by (4.12) and (6.4), we see that
ˇˇˇ
pRT 9ξqµ
ˇˇˇ
ÀMε 12 .
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Similarly, invoking the same set of inequalities together with (7.3), for the case that γ ‰ 0, we obtainˇˇBγhµW ˇˇ À e´s |BγpNµW q| ` e´ s2 `|BγV | `M |BγNµ| ` |BγpNµZq| ` ˇˇBγpAγTγµqˇˇ˘
À
ÿ
βďγ, β1“0
e´
|β|`1
2
s
´
εe´
s
2
ˇˇˇ
Bγ´βW
ˇˇˇ
` ε
ˇˇˇ
Bγ´βZ
ˇˇˇ
` p1|β|“0 ` εq
ˇˇˇ
Bγ´βAγ
ˇˇˇ¯
`Mεe´ |γ|`12 s1γ1“0 `M2ε
1
2 e´
|γ|`1
2
s1γ1“0 `M2ε
1
2 e´2s1γ1ě1 . (7.10)
Finally, applying (4.5), (4.6), (4.11), (4.12) and (4.14) we obtain the estimate on hW . The estimates on
hZ and hU are completely analogous since the only difference between these functions and hW lies in the
different combinations of β1, β2 parameters.
The estimates (7.7) and (7.8), follow as a consequence of (7.9), (7.10), (4.6), (4.11)–(4.15), and the esti-
mate }BγW }L8 À
››D2W ››1´ 2|γ|´42k´7L8 }W } 2|γ|´42k´79Hk À M2k which holds for |γ| P t3, 4u in view of Lemma A.3,
Proposition 4.3, and of (4.6).
7.2 Forcing estimates
Lemma 7.3 (Estimates on BγFW , BγFZ and BγFA). For y P X psq we have the force bounds
|BγFW | ` e s2 |BγFZ | À
$’’’’&’’’’%
e´ s2 , if |γ| “ 0
e´sη´
1
6
` 2|γ|`1
3p2k´5q pyq, if γ1 ě 1 and |γ| “ 1, 2
M2e´s, if γ1 “ 0 and |γˇ| “ 1
e´p1´
3
2k´7 qs, if γ1 “ 0 and |γˇ| “ 2
, (7.11)
|BγFAν | À
$’&’%
M
1
2 e´s, if |γ| “ 0
pM 12 `M2η´ 16 qe´s, if γ1 “ 0 and |γˇ| “ 1
ep´1` 32k´7qsη´ 16 pyq, if γ1 “ 0 and |γˇ| “ 2
. (7.12)
Moreover, we have the following higher order estimate at y “ 0ˇˇˇ
pBγ rFW q0 ˇˇˇ À e´p 12´ 42k´7 qs for |γ| “ 3 (7.13)
and the bound on rFW
ˇˇˇ
Bγ rFW ˇˇˇ ÀMε 16
$’’’’&’’’’%
η´ 16 pyq, if |γ| “ 0
η´
1
2
` 3
2k´5 pyq, if γ1 “ 1 and |γˇ| “ 0
η´ 13 pyq, if γ1 “ 0 and |γˇ| “ 1
1, if |γ| “ 4 and |y| ď `
(7.14)
holds for all |y| ď L.
Proof of Lemma 7.3. By the definition (2.31a) we have
|BγFW | À
ˇˇBγpSTνµBµAνqˇˇ` e´ s2 ˇˇˇBγpAνTνi 9Niqˇˇˇ` e´ s2 ˇˇBγpAνTνjNiqˇˇ
` e´ s2 ˇˇBγ ``Vµ ` NµU ¨ N`AνTνµ˘AγTγi Ni,µ˘ˇˇ` e´ s2 ˇˇBγ `S `AνTνµ,µ ` U ¨ NNµ,µ˘˘ˇˇ
À
ÿ
βďγ, β1“0
e´
|β|`1
2
s
ˆ
e
s
2
ˇˇˇ
Bγ´βpS∇ˇAq
ˇˇˇ
` ε 14
ˇˇˇ
Bγ´βA
ˇˇˇ
` ε
ˇˇˇ
Bγ´β pV bAq
ˇˇˇ
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` ε
ˇˇˇ
Bγ´β pU ¨ NAq
ˇˇˇ
` ε
ˇˇˇ
Bγ´β pAbAq
ˇˇˇ
` ε
ˇˇˇ
Bγ´β pSAq
ˇˇˇ
` ε
ˇˇˇ
Bγ´β pSU ¨ Nq
ˇˇˇ ˙
where we invoked (4.2), (7.1), and (7.2). Combining the above estimate with (4.12), (4.14), (7.3) and Lemma
4.5 we obtain the bounds claimed in (7.11) for BγFW . Using the same set of estimates we also obtain
|BγFW | À e´ s2 (7.15)
for |γ| “ 3, which we shall need later in order to prove (7.13), and
|BγFW | À ε 16 (7.16)
for |γ| “ 4 and |y| ď `, which we shall need later in order to prove the last case of (7.14). Comparing
(2.31b) and (2.31a), we note that the estimates on BγFZ claimed in (7.11) are completely analogous to the
estimates ones BγFW up to a factor of e´ s2 .
Now we consider the estimates on FA. By definition (2.31c), we have
|BγFAν | À e´
s
2
ˇˇBγpST νµ BµSqˇˇ` e´s ˇˇˇBγ ´pU ¨ NNi `AγTγi q 9Tνi ¯ˇˇˇ` e´s ˇˇˇBγ ´´U ¨ NNj `AγTγj¯Tνi ¯ˇˇˇ
` e´s ˇˇBγ ``Vµ ` U ¨ NNµ `AγTγµ˘ pU ¨ NNi `AγTγi qTνi,µ˘ˇˇ
À
ÿ
βďγ, β1“0
e´
|β|`2
2
s
ˆ
e
s
2
ˇˇˇ
Bγ´βpS∇ˇSq
ˇˇˇ
`
ˇˇˇ
Bγ´βpU ¨ Nq
ˇˇˇ
`
ˇˇˇ
Bγ´βA
ˇˇˇ
`
ÿ
αďγ´β
p|BαV | ` |BαpU ¨ Nq| ` |BαA|q
´ˇˇˇ
Bγ´β´αpU ¨ Nq
ˇˇˇ
`
ˇˇˇ
Bγ´β´αA
ˇˇˇ¯ ˙
where we again invoked (4.2), (7.1), and (7.2). Combining the above bound with the estimates (4.12), (7.3)
and with Lemma 4.5, we obtain our claim (7.12).
By definition (2.53) and (4.1b)ˇˇˇ
Bγ rFW ˇˇˇ À |BγFW | `M2e´s1|γ|“0 ` ˇˇBγpp1´ βτJqWB1W qˇˇ`M2 ˇˇBγpGW B1W qˇˇ` ˇˇBγphµW BµW qˇˇ
À |BγFW | `M2e´s1|γ|“0 `Mε
ÿ
βďγ, β1“0
e´
|β|
2
s
ˇˇˇ
Bγ´βB1pW 2q
ˇˇˇ
`
ÿ
βďγ
ˇˇˇ
BβGW Bγ´βB1W
ˇˇˇ
`
ˇˇˇ
BβhµW Bγ´βBµW
ˇˇˇ
À |BγFW | `M2e´s1|γ|“0 `Mε
ÿ
βďγ, β1“0
e´
|β|
2
sη´
1
6
´ γ1
2
´|γˇ´βˇ|
6 pyq
`
ÿ
βďγ
´ˇˇˇ
BβGW
ˇˇˇ
η´
1
3 pyq `
ˇˇˇ
BβhW
ˇˇˇ¯
η´
γ1
2
´|γˇ´βˇ|
6 pyq (7.17)
where we used (4.3) and (7.1) to boundˇˇˇ
Bβp1´ βτJq
ˇˇˇ
À p1´ βτ q
ˇˇˇ
BβJ
ˇˇˇ
`
ˇˇˇ
Bβp1´ Jq
ˇˇˇ
ÀMεe´ |β|2 s .
Finally, applying (4.5), (7.4), (7.6)–(7.8), (7.11), and (7.16), we can bound all the remaining terms in (7.17)
to obtain (7.14). Note that in the GW estimate (7.4) we have used that |y| ď L “ ε´ 110 , while in bounding
B1 rFW , we have used (4.5) in order convert the temporal decay of B1FW to spatial decay, as well as absorbing
the M and gaining the extra factor of ε
1
6 .
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Now let us consider the estimate (7.13). By definition (2.53) and the explicit formula for W (in particu-
lar, even derivatives of W vanish at 0 as well as ∇ˇW ) and the explicit formula for J, we obtainˇˇˇ
p∇3 rFW q0 ˇˇˇ À ˇˇp∇3FW q0 ˇˇ` ˇˇp∇3ppβτJ´ 1qW ´GW qq0 ˇˇ` ˇˇp∇ppβτJ´ 1qW ´GW qq0 ˇˇ` ˇˇp∇hW q0 ˇˇ
À ˇˇp∇3FW q0 ˇˇ` ˇˇp∇ˇ2Jq0 ˇˇ` |1´ βτ | ` ˇˇp∇3GW q0 ˇˇ` ˇˇp∇GW q0 ˇˇ` ˇˇp∇hW q0 ˇˇ
À e´ s2 ` e´s `Me´s ` e´p 12´ 42k´7 qs ` ˇˇp∇GW q0 ˇˇ` e´s
À e´p 12´ 42k´7 qs ` ˇˇp∇GW q0 ˇˇ
where we used (4.3), (7.1), (7.7), (7.6) and (7.15). Using the indentity (5.16), and applying (7.4) and (7.11)
we obtain ˇˇp∇GW q0 ˇˇ ÀMe´ s2 ` ˇˇp∇ˇGW q0 ˇˇ ÀMe´ s2 ` ˇˇp∇ˇFW q0 ˇˇ ÀMe´ s2 .
Combining the two estimates above we obtain (7.13).
Corollary 7.4 (Estimates on the forcing terms). Assume that k ě 18. Then, we have
ˇˇˇ
F
pγq
W
ˇˇˇ
À
$’’’’’’’’’&’’’’’’’’’%
e´ s2 , if |γ| “ 0
ε
1
8 η´
1
2
` 3
2k´5 pyq, if γ “ p1, 0, 0q
η´ 13 pyq, if γ “ p2, 0, 0q
M
1
3 η´ 13 pyq, if γ1 “ 1 and |γˇ| “ 1
M2ε
1
3 η´ 13 pyq, if γ1 “ 0 and |γˇ| “ 1
M
2
3 η´
1
3
` 1
2k´7 pyq, if γ1 “ 0 and |γˇ| “ 2
(7.18)
ˇˇˇ
F
pγq
Z
ˇˇˇ
À
$’’’’’’’&’’’’’’’%
e´s, if |γ| “ 0
e´ 32 sη´
2
2k´5 , if γ1 “ 1 and |γ| “ 1
e´ 32 spM |γˇ|2 `M2η´ 16 q, if γ1 ě 1 and |γ| “ 2
M2e´ 32 s, if γ1 “ 0 and |γˇ| “ 1
e´p
3
2
´ 3
2k´7 qs, if γ1 “ 0 and |γˇ| “ 2
(7.19)
ˇˇˇ
F
pγq
Aν
ˇˇˇ
À
$’&’%
M
1
2 e´s, if |γ| “ 0
pM 12 `M2η´ 16 qe´s, if γ1 “ 0 and |γˇ| “ 1
ep´1` 32k´7qsη´ 16 pyq, if γ1 “ 0 and |γˇ| “ 2
. (7.20)
Moreover, we have the following higher order estimateˇˇˇ rF pγq,0W ˇˇˇ À e´p 12´ 42k´7 qs for |γ| “ 3 (7.21)
and the following estimates on rF pγqWˇˇˇ rF pγqW ˇˇˇ À ε 111 η´ 12 pyq for γ “ p1, 0, 0q and |y| ď L (7.22)ˇˇˇ rF pγqW ˇˇˇ À ε 112 η´ 13 pyq for γ1 “ 0, |γˇ| “ 1 and |y| ď L (7.23)ˇˇˇ rF pγqW ˇˇˇ À ε 18 ` ε 110 plogMq|γˇ|´1 for |γ| “ 4 and |y| ď ` . (7.24)
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Proof of Corollary 7.4. First we establish (7.18). Note that in this estimate |γ| ď 2, and thus by definition
(2.50) we haveˇˇˇ
F
pγq
W
ˇˇˇ
À |BγFW | `
ÿ
0ďβăγ
´ˇˇBγ´βGW B1BβW ˇˇ` ˇˇBγ´βhµW BµBβW ˇˇ¯` 1|γ|“2 ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇBγ´βpJW qB1BβW ˇˇ
“: |BγFW | ` I1 ` I2 .
In order to estimate I1, we utilize (4.6), (7.4), (7.6), and for |γ| ď 2 obtain
I1 ÀMη´ 13
´
e´
s
2 `M2ε 12 p1|γ|“2 ` 1|γ|“|γˇ|“1q
¯
`Me´s
´
1|γ|“|γˇ|“1 ` η´ 16
¯
ÀMη´ 13
´
e´
s
2 ` ε 13 p1|γ|“2 ` 1|γ|“|γˇ|“1q
¯
,
where in the last inequality we invoked (4.5). Next, we consider the I2 term. We first note that I2 “ 0 when
γ1 “ 2. From (4.6) and (7.1), using that |γ ´ β| “ 1, and that
ˇˇ
βˇ
ˇˇ “ |γˇ| ´ 1, we have
I2 À 1|γ|“2
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇˇ
B1BβW
ˇˇˇ
ÀM |γˇ|3 η´ 13 .
Combining the above three estimates with (7.11) and (4.5), we obtain (7.18). Here we have used that for the
γ1 ě 1 and |γ| P t1, 2u case of (7.11), 2|γ|`12k´5 ď 16 , which is where the assumption k ě 18 arises from.
Similarly, for |γ| ď 2, from (2.51) we haveˇˇˇ
F
pγq
Z
ˇˇˇ
À |BγFZ | `
ÿ
0ďβăγ
´ˇˇBγ´βGZB1BβZ ˇˇ` ˇˇBγ´βhµZBµBβZ ˇˇ¯
` 1|γ|“2
ˇˇB1ZBγpJW qˇˇ` ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇBγ´βpJW qB1BβZ ˇˇ
“ |BγFZ | ` I1 ` 1|γ|“2ˇˇB1ZBγpJW qˇˇ ` I2 .
First, we note that by (7.11) the available estimates for BγFZ are consistent with (7.19) since k ě 18 and
thus ´16 ` 52k´5 ď 0. Second, we note that for |γ| “ 2, by (4.6), (4.11) and (7.1), we haveˇˇB1ZBγpJW qˇˇ ÀM 12 e´ 32 s ´Mη´ 161γ1“0 `M 23 η´ 131γ1ě1 ` εe´ s2¯ ,
a bound which is consistent with (7.19). Next, in order to estimate I1 we utilize (4.11), (7.5), (7.6), and
(4.5), we obtain
I1 À e´ 32 s
´
M2e´
s
2 `M3ε 121|γˇ|ě1 `Mε 12 η´ 16
¯
.
Lastly, we consider I2. We first note that for |γ| ď 2, we have I2 “ 0 whenever |γ| “ γ1. For |γ| ą γ1,
from (4.6), (4.11) and (7.1), we have
I2 À
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇˇ
B1BβZ
ˇˇˇ
À
´
1|γˇ|“1M
1
2 ` 1|γˇ|“2M
¯
e´
3
2
s .
Upon inspection, we note that the bounds for I1 and I2 obtained above are consistent with (7.19), thereby
concluding the proof of this bound.
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In order to prove the
ˇˇ
F
pγq
A
ˇˇ
estimate, we use the definition (2.51), with γ1 “ 0 and |γˇ| ď 2, and ignore
the subindex ν to arrive atˇˇ
F
pγq
A
ˇˇ À |BγFA| ` ÿ
0ďβăγ
´ˇˇBγ´βGUB1BβAˇˇ` ˇˇBγ´βhµUBµBβAˇˇ¯
` 1|γ|“2B1ABγpJW q `
ÿ
|β|“|γ|´1
βďγ,β1“γ1“0
ˇˇBγ´βpJW qB1BβAˇˇ
“ |BγFA| ` I1 ` 1|γ|“2B1ABγpJW q ` I2 .
The bounds for BγFA previously established in (7.20) are the same as the desired bound in (7.12). Moreover,
for |γ| “ 2, by (4.6), (4.12) and (7.1),
|B1ABγpJW q| ÀMe´ 32 s
´
Mη´
1
6 ` εe´ s2
¯
which is consistent with the last bound in (7.20). In order to bound I1, we appeal to (4.12), (4.14), (7.5),
and (7.6) to deduce
I1 ÀM3ε 12 e´ 32 s ` 1|γ|“2M2ε 12 e´p
3
2
´ 3
2k´5 qs
which is consistent with (7.20) in view of (7.1). Lastly, from the same bounds and using (4.6), we arrive at
I2 À
ˇˇ∇ˇpJW qˇˇ `1|γ|“1 |B1A| ` 1|γ|“2 ˇˇB1∇ˇAˇˇ˘ À 1|γ|“1Me´ 32 s ` 1|γ|“2e´p 32´ 32k´5 qs
which combined with (7.1) completes the proof of (7.20).
Next, we turn to the proof of the rF pγqW in (7.21)–(7.24). For |γ| “ 1 and |y| ď L, we consider the forcing
term rF pγqW defined in (2.55), and estimate it asˇˇˇ rF pγqW ˇˇˇ À ˇˇˇBγ rFW ˇˇˇ` |BγGW | ˇˇˇB1ĂW ˇˇˇ` |BγhW | ˇˇˇ∇ˇĂW ˇˇˇ` ˇˇBγpJB1W qˇˇ ˇˇˇĂW ˇˇˇ` 1|γˇ|“1 |BγpJW q| ˇˇˇB1ĂW ˇˇˇ .
If |γ| “ γ1 “ 1, utilizing (4.7a), (4.7b), (4.7c), (7.1), (7.4), (7.6), the explicit bounds on W , and the
previously established estimate (7.14), we obtainˇˇˇ rF pγqW ˇˇˇ ÀMε 16 η´ 12` 32k´5 `Mε 112 e´ s2 η´ 13 ` ε 113 e´sη´ 16 ` ε 111 η´ 23 À ε 111 η´ 12
where in the last inequality we invoked (4.5) and the fact that |y| ď L “ ε´ 110 , which yields Mε 16 η 32k´5 À
Mε
1
6L 182k´5 À ε 111 for k ě 18, by taking ε to be sufficiently small in terms of k and M . Similarly for
|γ| “ |γˇ| “ 1, applying the same set of bounds yieldsˇˇˇ rF pγqW ˇˇˇ ÀMε 16 η´ 13 ` ε 12 η´ 13 ` ε 113 e´s ` ε 111 η 16 ´e´ s2 η´ 13 ` η´ 12¯` ε 112 η´ 13 ´e´ s2 η 16 ` 1¯ À ε 112 η´ 13 .
Here we have use that
›››η 12 B1∇ˇW ›››
L8
À 1, which is a sharper estimate than what we have written earlier
in (2.47). This concludes the proof of (7.22) and of (7.23).
Consider now the estimate (7.21). Evaluating (2.55) at y “ 0, applying the constraints (5.1), the identity
(5.16), and using properties of the function W at 0, we obtain for |γ| “ 3 thatˇˇˇ
F
pγq,0
W
ˇˇˇ
À
ˇˇˇ
Bγ rF 0W ˇˇˇ` ˇˇ∇G0W ˇˇ ˇˇˇB1∇2ĂW 0 ˇˇˇ` ˇˇ∇h0W ˇˇ ˇˇˇ∇ˇ∇2ĂW 0 ˇˇˇ
À
ˇˇˇ
Bγ rF 0W ˇˇˇ` `ˇˇB1G0W ˇˇ` ˇˇ∇ˇF 0W ˇˇ` ˇˇ∇h0W ˇˇ˘ ´ˇˇ∇3W 0 ˇˇ` ˇˇˇ∇3W 0 ˇˇˇ¯ .
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Then apply (7.4), (7.6), (7.11), (7.13), and (4.9), we obtain
F
pγq,0
W À e´p
1
2
´ 4
2k´7 qs `Me´ s2 `M2e´s ` e´s À e´p 12´ 42k´7 qs
thereby concluding the proof of (7.21).
Lastly, we consider the bound (7.24), which needs to be established only for |y| ď `. For |γ| “ 4 we
consider the forcing term defined in (2.55) and bound it using (4.8a), (7.1), (7.4), (7.6), (7.7), (7.8), (7.14),
and the explicit bounds of W asˇˇˇ rF pγqW ˇˇˇ À ˇˇˇBγ rFW ˇˇˇ` ÿ
0ďβăγ
´ˇˇˇ
Bγ´βGW
ˇˇˇ ˇˇˇ
B1BβĂW ˇˇˇ` ˇˇˇBγ´βhµW ˇˇˇ ˇˇˇBµBβĂW ˇˇˇ` ˇˇˇBγ´βpJB1W qˇˇˇ ˇˇˇBβĂW ˇˇˇ¯
`
ÿ
0ď|β|ď|γ|´2
βďγ
ˇˇˇ
Bγ´βpJW q
ˇˇˇ ˇˇˇ
B1BβĂW ˇˇˇ` ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇˇ
Bγ´βpJW q
ˇˇˇ ˇˇˇ
B1BβĂW ˇˇˇ
ÀMε 16 `
ÿ
0ďβăγ
´
ε
1
3
ˇˇˇ
∇BβĂW ˇˇˇ` ˇˇˇBβĂW ˇˇˇ¯` ÿ
0ď|β|ď|γ|´2
βďγ
ˇˇˇ
B1BβĂW ˇˇˇ` ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˇˇˇ
B1BβĂW ˇˇˇ
where we used W “W `ĂW to bound the terms on the second line of the first inequality, and the exponent
bound 12 ´ 32k´7 ď 13 for k ě 18 for the GW term. Finally, using (4.8a), and (4.8b), we obtainˇˇˇ rF pγqW ˇˇˇ ÀMε 16 `Mε 13 ` plogMq4ε 110 `` 1|γˇ|‰0ε 110 plogMq|γˇ|´1 À ε 18 ` ε 110 plogMq|γˇ|´1 ,
where we have used that by the definition of ` in (3.31a) we have
` ď plogMq´5 . (7.25)
This concludes the proof of the corollary.
8 Bounds on Lagrangian trajectories
8.1 Upper bound on the support
We now close the bootstrap assumption (4.4) on the size of the support.
Lemma 8.1 (Estimates on the support). Let Φ denote either Φy0W , Φ
y0
Z or Φ
y0
U . For any y0 P X0 defined in
(3.29), we have that
|Φ1psq| ď 32ε
1
2 e
3
2
s , (8.1a)ˇˇ
Φˇpsqˇˇ ď 32ε 16 e s2 . (8.1b)
for all s ě ´ log ε.
Proof of Lemma 8.1. We begin by considering the case that Φ “ Φy0W , and write Φ “ pΦ1, Φˇq. Note that by
the definitions of (2.36) and (2.39),
d
dspe´
3
2
sΦ1psqq “ e´ 32 spβτJW `GW q ˝ Φ , (8.2a)
d
dspe´
1
2
sΦνpsqq “ e´ s2hνW ˝ Φ , (8.2b)
Φp´ log εq “ y0 . (8.2c)
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Applying the estimates (4.3), (4.6), (7.1) and (7.4), we have that
|βτJW | ` |GW | À η 16 pyq `Me´ s2 `M 12 |y1| e´s ` ε 13 |yˇ|
À ε 16 e s2 `Me´ s2 ` ε 13 e s2 ` ε 12 e s2
ď e s2 , (8.3)
where in the penultimate inequality we have invoked (4.5), and for the last inequality and have taken ε
sufficiently small to absorb the implicit constant. Thus, integrating (8.2a) and using the initial condition
(8.2c) and the bound (8.3), we find thatˇˇˇ
e´
3
2
sΦ1psq ´ ε 32 y01
ˇˇˇ
ď
ż s
´ log ε
e´s1 ds1 ď ε .
Therefore, for y0 P X0 and for ε taken sufficiently small,
e´
3
2
s |Φ1psq| ď 32ε
1
2 ,
so that (8.1a) is proved.
Similarly, using (8.2b) and (7.6), we conclude thatˇˇˇ
e´
s
2 Φˇpsq ´ ε 12 yˇ0
ˇˇˇ
ď
ż s
´ log ε
e´
s1
2
ˇˇ
hW ˝ Φps1q
ˇˇ
ds1 À
ż s
´ log ε
e´s1 ds1 À ε ,
and hence for y0 P X0 and for ε taken sufficiently small,
e´
s
2
ˇˇ
Φˇpsqˇˇ ď 32ε 16 ,
which establishes (8.1b).
The estimates for the cases Φ “ Φy0Z ,Φy0U are completely analogous, once the estimate (7.4) is replaced
by the estimate (7.5) in the argument above.
8.2 Lower bound for ΦW
Lemma 8.2. Let y0 P R3 be such that |y0| ě `. Let s0 ě ´ log ε. Then, the trajectory Φy0W moves away
from the origin at an exponential rate, and we have the lower bound
|Φy0W psq| ě |y0| e
s´s0
5 (8.4)
for all s ě s0.
Proof of Lemma 8.2. First, we claim that
y ¨ VW pyq ě 15 |y|2 , for |y| ě ` . (8.5)
From the bootstrap |B1W | ď 1, the explicit formula for W which yields W p0, yˇq “ 0, the fundamental
theorem of calculus, and the bound (4.7c) we obtain
|W pyq| ď |W py1, yˇq ´W p0, yˇq| `
ˇˇˇĂW p0, yˇqˇˇˇ ď |y1| ` ε 113 |yˇ|
for all y such that |y| ď L. Together with Lemma 7.2, in which we use an extra factor of M to absorb the
implicit constant in the À symbol, and (4.3), the above estimate implies that
y ¨ VW “ y ¨
`
βτW `GW ` 32y1 , h2 ` 12y2 , h3 ` 12y3
˘
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ě y21 ` 12 |y|2 ´ p1` 2M2εq |y1| p|y1| ` ε
1
13 |yˇ|q ´ |y1|M2pε 12 ` ε |y1| ` ε 13 |yˇ|q ´M2ε 12 |yˇ|
ě 15 |y|2
for all ` ď |y| ď L, upon taking ε sufficiently small, depending on M and `. Similarly, directly from the
first bound in (4.6) we have that
|W pyq| ď p1` ε 120 qη 16 pyq ď p1` ε 120 q2 |y|
for all |y| ě L “ ε´ 110 , and thus
y ¨ VW ě y21 ` 12 |y|2 ´ p1` 2M2εq |y1| p1` ε
1
20 q2 |y| ´M3ε 12 |y|2 ´M3ε 12 |y|
ě 12 |y|2 ´ 14p1` 2M2εq2p1` ε
1
20 q4 |y|2 ´M3ε 12 |y|2 ´M3ε 12L´1 |y|2
ě 15 |y|2
for all |y| ě L “ ε´ 110 such that y P X psq, by taking ε to be sufficiently small.
We now let y “ Φy0W psq and use the fact that BsΦy0W psq “ VW ˝ Φy0W psq, so that (8.5) implies that
1
2
d
ds |Φy0W |2 ě 15 |Φy0W |2 ,
which upon integration from s0 to s yields (8.4).
8.3 Lower bounds for ΦZ , ΦU , and ΦU
We now establish important lower-bounds for Φy0Z psq or Φy0U psq “ Φy0U psq.
Lemma 8.3. Let Φpsq denote either Φy0Z psq or Φy0U psq. If
κ0 ě 3
1´maxpβ1, β2q , (8.6)
then for any y0 P X0 defined in (3.29), there exists an s˚ ě ´ log ε such that
|Φ1psq| ě min
´ˇˇˇ
e
s
2 ´ e s˚2
ˇˇˇ
, e
s
2
¯
. (8.7)
In particular, we have the following inequality:ż 8
´ log ε
eσ1s
1p1` ˇˇΦ1ps1qˇˇq´σ2 ds1 ď C , (8.8)
for 0 ď σ1 ă 1{2 and 2σ1 ă σ2, where the constant C depends only on the choice of σ1 and σ2.
Proof of Lemma 8.3. We first show that if Φpsq “ Φy0Z psq or Φy0U psq, we have the inequality
d
ds
Φ1psq ď ´12e
s
2 if Φ1psq ď e s2 for any s P r´ log ε,8q . (8.9)
If we set pj,Gq “ p2, GZq for the case Φpsq “ Φy0Z psq, and pj,Gq “ p1, GU q for the case Φpsq “ Φy0U psq,
then by definition we have that
d
ds
Φ1 “ 32Φ1 ` βjβτJW ˝ Φ`G ˝ Φ .
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Since β1, β2 ă 1, by taking ε sufficiently small, by (4.3) and (7.1), we have that |βjβτJ| ď 1 for j “ 1, 2;
therefore, applying (4.6) and (7.5), if Φ1psq ď e s2 then
d
ds
Φ1 ď 32e
s
2 ` 2η 16 pΦq ´ p1´ βjqκ0e s2 ` ε 12 e s2
ď 32e
s
2 ´ p1´ βjqκ0e s2 ` ε 18 e s2 ,
where in the last inequality, we have used (4.5) and taken ε is sufficiently small. Since 1 ´ βj ą 0 for
j “ 1, 2, then using the lower bound on κ0 given by (8.6), the inequality (8.9) holds.
To prove (8.7), we consider the following two scenarios for y0:
1. Either Φpsq ą e s2 for all s P r´ log ε,8q, or y01 ď 0.
2. There exists a smallest s0 P r´ log ε,8q such that 0 ă Φps0q ď e s2 and y01 ą 0.
We first consider Case 1. If Φ1psq ą e s2 for all s P r´ log ε,8q, then we trivially obtain (8.7). Otherwise,
if Φ1p´ log εq ď 0, then as a consequence of (8.9), we have that
Φ1psq ď y01 ´ e
s
2 ` ε´ 12 ď ´e s2 ` ε´ 12
for all s P r´ log ε,8q. Thus (8.7) holds with s˚ “ ´ log ε.
We next consider Case 2. As a consequence of (8.9) we have that
d
ds
Φ1psq ď ´e s2 , for all s ě s0 .
Thus by continuity, there exists a unique s˚ ą s0 such that Φ1ps˚q “ 0. Applying (8.9) and then by tracing
the trajectories either forwards or backwards from the time s˚, we find that for s P rs0,8q,
|Φpsq| ě
ˇˇˇ
e
s
2 ´ e s˚2
ˇˇˇ
.
Hence, (8.7) holds for s P rs0,8q. Suppose that s0 ‰ ´ log ε; then, by definition, if s P r´ log ε, s0s, then
Φ1psq ě e s2 , and hence we conclude (8.7).
In order to prove (8.8), we first note that since
ş8
´ log ε e
pσ1´σ22 qs1 ds1 À 1, in order to prove (8.8), by
(8.7), it suffices to prove that
I :“
ż 8
´ log ε
eσ1s
1
ˆ
1` ˇˇe s12 ´ e s˚2 ˇˇ˙´σ2 ds1 ď C .
Applying the change of variables r “ e s12 , we have that
I “ 2
ż 8
ε´
1
2
r2σ1´1
´
1` ˇˇr ´ e s˚2 ˇˇ¯´σ2 dr
À
ż 8
ε´
1
2
ˆ
r2σ1´1´σ2 `
´
1` ˇˇr ´ e s˚2 ˇˇ¯2σ1´1´σ2˙ dr À 1 ,
where we have used Young’s inequality for the second to last inequality. The implicit constant only depends
on σ1 and σ2.
Corollary 8.4. Let Φy0psq denote either Φy0Z psq or Φy0U psq. Then, for all s ě ´ log ε,
sup
y0PX0
ż s
´ log ε
ˇˇˇ
B1ĂW ˇˇˇ ˝ Φy0ps1qds1 À ε 111 . (8.10)
sup
y0PX0
ż s
´ log ε
|B1W | ˝ Φy0ps1qds1 À 1 . (8.11)
Proof of Corollary 8.4. Due to the estimates in (4.7a), and (8.8) (with σ1 “ 0 and σ2 “ 2{3), we obtain
(8.10). The estimate (8.11) similarly holds with the help of the second estimate in (4.6).
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9 L8 bounds for ζ˚ and S
We now establish bounds to solutions ζ˚ of the specific vorticity equation (9.2) and solutions S to the sound
speed equation (2.38b). We set S0pyq “ Spy,´ log εq.
9.1 Sound speed
Proposition 9.1 (Bounds on the sound speed). We have that››Sp¨, sq ´ κ02 ››L8 ď ε 18 for all s ě ´ log ε . (9.1)
Proof of Proposition 9.1. By (2.33), we have that
Sp¨, sq ´ κ02 “ κ´κ02 ` 12pe´
s
2W ´ Zq .
By (4.1), (4.5), (4.6), and (4.11), and the triangle inequality,››Sp¨, sq ´ κ02 ››L8 À ε 16
which concludes the proof.
9.2 Specific vorticity
From (2.21), we deduce that the normal and tangential components of the vorticity satisfy the system
Btpζ˚ ¨ T2q ` v ¨∇xpζ˚ ¨ T2q “ F21pζ˚ ¨ Nq ` F2µpζ˚ ¨ Tµq (9.2a)
Btpζ˚ ¨ T3q ` v ¨∇xpζ˚ ¨ T3q “ F31pζ˚ ¨ Nq ` F3µpζ˚ ¨ Tµq (9.2b)
where
v “ pv1, v2, v3q “ 2β1
´
´ 9f2β1 ` Jv ¨ N` Ju˚ ¨ N, v2 ` u˚2, v3 ` u˚3
¯
and
F21 “ N ¨ BtT2 ` 2β1 9QijT2iNj ` vνpN ¨ T2,νq ` 2β1NνBxνa2 ´ 2β1Nν u˚ ¨ T2,ν (9.3a)
F22 “ 2β1T2νBxνa2 ´ 2β1T2ν u˚ ¨ T2,ν (9.3b)
F23 “ T3 ¨ BtT2 ` 2β1 9QijT2iT3jvνpT3 ¨ T2,νq ` 2β1T3νBxνa2 ´ 2β1T3ν u˚ ¨ T2,ν (9.3c)
F31 “ N ¨ BtT3 ` 2β1 9QijT3iNj ` vνpN ¨ T3,νq ` 2β1NνBxνa3 ´ 2β1Nν u˚ ¨ T3,ν (9.3d)
F32 “ T2 ¨ BtT3 ` 2β1 9QijT3iT2j ` vνpT2 ¨ T3,νq ` 2β1T2νBxνa3 ´ 2β1T2ν u˚ ¨ T3,ν (9.3e)
F33 “ 2β1T3νBxνa3 ´ 2β1T3ν u˚ ¨ T3,ν . (9.3f)
Proposition 9.2 (Bounds on specific vorticity). We have the estimate››ζ˚p¨, tq››
L8 “ }Ωp¨, sq}L8 ď 2 . (9.4)
Proof of Proposition 9.2. By Lemma 7.1,
|BtN| ` |BtTµ| `
ˇˇ∇ˇxNˇˇ` ˇˇ∇ˇxTµ ˇˇ À ε 14 . (9.5)
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The transformations (2.22), (2.26c), and (2.32a) together with the bootstrap bounds (4.12), (4.18), Lemma
7.1 and (7.3) we have that
}u˚}L8 ÀM
1
4 , }Bxν p˚u ¨ Nq}L8 À 1 , }Bxνa}L8 ďMε
1
2 , }v}L8 ÀM
1
4 .
Together with (4.2), it follows that the forcing functions defined in (9.3) satisfy››Fij››L8 À 1 for i, j P t1, 2, 3u . (9.6)
Now, from the definitions (2.6), (2.8), (2.16), (2.20), we have that
pασ˚px, tqq1{αζ˚px, tq “ rρprx, tqrζprx, tq “ rωprx, tq “ curlrx ruprx, tq “ curlrx u˚px, tq ,
and
curlrx u˚ ¨ N “ T2jBrxj u˚ ¨ T3 ´ T3jBrxj u˚ ¨ T2
“ T2νBxν u˚ ¨ T3 ´ T3νBxν u˚ ¨ T2
“ T2νBxνa3 ´ T2ν u˚ ¨ T3,ν ´ T3νBxνa2 ` T3ν u˚ ¨ T2,ν . (9.7)
from which it follows that
ζ˚ ¨ N “ T
2
νBxνa3 ´ T2ν u˚ ¨ T3,ν ´ T3νBxνa2 ` T3ν u˚ ¨ T2,ν
pασ˚px, tqq1{α . (9.8)
By (2.32b) and (9.1), we have that ››˚σp¨, tq ´ κ02 ››L8 ď ε 18 . (9.9)
Hence, from (3.4), (9.7) and (9.9), we have thatˇˇ
ζ˚ ¨ Nˇˇ À ε 15 . (9.10)
We let φpx, tq denote the flow of v so that
Btφpx, tq “ vpφpx, tq, tq for t ą ´ε , and φpx,´εq “ x ,
and denote by φx0ptq the trajectory emanating from x0. We define
F ij “ Fij ˝ φx0 , Q1 “ pζ˚ ¨ Nq ˝ φx0 , Q2 “ pζ˚ ¨ T2q ˝ φx0 , Q3 “ pζ˚ ¨ T3q ˝ φx0 ,
Then, (9.2) is written as the following system of ODEs:
BtQ2 “ F2jQj , BtQ3 “ F3jQj .
Hence,
1
2
d
dt
`Q22 `Q23˘ “ FνµQνQµ ` Fµ1QµQ1 . (9.11)
By Gro¨nwall’s inequality on r´ε, tq, with t ă T˚ ď ε, we deduce from (9.6) and (9.10) that there exists a
universal constant C0 ě 1 such that
|Q2ptq| ` |Q3ptq| ď C0 p|Q2p´εq| ` |Q3p´εq|q ` ε
uniformly for all labels x0, for a constant C0 P p1, eε
1
2 q. Since N,T2,T3 form an orthonormal basis, the
above estimate and (9.10), together with the initial datum assumption (3.20) implies that (9.4) holds. The
self-similar specific vorticity bound follows directly from its definition in (2.35).
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10 Closure of L8 based bootstrap for Z and A
Having established bounds on trajectories as well as on the vorticity, we now improve the bootstrap assump-
tions for BγZ and BγA stated in (4.11) and (4.12). We shall obtain estimates for BγZ ˝ Φy0Z and BγA ˝ Φy0U
which are weighted by an appropriate exponential factor eµs.
From (2.49b) we obtain that eµsBγZ is a solution of
BspeµsBγZq `Dpγ,µqZ peµsBγZq ` pVZ ¨∇q peµsBγZq “ eµsF pγqZ ,
where the damping function is given by
D
pγ,µq
Z :“ ´µ` 3γ1`γ2`γ32 ` β2βτγ1JB1W .
Upon composing with the flow of VZ , from Gro¨nwall’s inequality it follows that
eµs |BγZ ˝ Φy0Z psq| ď ε´µ |BγZpy0,´ log εq| exp
ˆ
´
ż s
´ log ε
D
pγ,µq
Z ˝ Φy0Z ps1q ds1
˙
`
ż s
´ log ε
eµs
1 ˇˇˇ
F
pγq
Z ˝ Φy0Z ps1q
ˇˇˇ
exp
ˆ
´
ż s
s1
D
pγ,µq
Z ˝ Φy0Z ps2q ds2
˙
ds1 . (10.1)
Similarly, from (2.49c) we have that eµsBγA is a solution of
BspeµsBγAq `Dpγ,µqA peµsBγAq ` pVU ¨∇q peµsBγAq “ eµsF pγqA ,
where
D
pγ,µq
A :“ ´µ` 3γ1`γ2`γ32 ` β1βτγ1JB1W ,
and hence, again by Gronwall’s inequality, we have that
eµs |BγA ˝ Φy0U psq| ď ε´µ |BγApy0,´ log εq| exp
ˆ
´
ż s
´ log ε
D
pγ,µq
A ˝ Φy0U ps1q ds1
˙
`
ż s
´ log ε
eµs
1 ˇˇˇ
F
pγq
A ˝ Φy0U ps1q
ˇˇˇ
exp
ˆ
´
ż s
s1
D
pγ,µq
A ˝ Φy0U ps2q ds2
˙
ds1 . (10.2)
For each choice of γ P N30 present in (4.11) and (4.12), we shall require that the exponential factor µ satisfies
µ ď 3γ1`γ2`γ32 , (10.3)
which, in turn, shows that
D
pγ,µq
Z ď 2β2γ1 |B1W | . (10.4)
For the last inequality, we have used the bound |βτJ| ď 2, which follows from (4.3) and (7.1). Combining
(10.3), (10.4), and (8.11), for s ě s1 ě ´ log ε we obtain
exp
ˆ
´
ż s
s1
D
pγ,µq
Z ˝ Φy0Z ps1q ds1
˙
À exp
´´
µ´ 3γ1`γ2`γ32
¯
ps´ s1q
¯
À 1 . (10.5)
Replacing β2 with β1 in (10.4), we similarly obtain that for s ě s1 ě ´ log ε,
exp
ˆ
´
ż s
s1
D
pγ,µq
A ˝ Φy0U ps1q ds1
˙
À 1 . (10.6)
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Then as a consequence of (10.1), (10.2), (10.3), (10.5) and (10.6), we obtain
eµs |BγZ ˝ Φy0Z psq| À ε´µ |BγZpy0,´ log εq|
`
ż s
´ log ε
eµs
1 ˇˇˇ
F
pγq
Z ˝ Φy0Z ps1q
ˇˇˇ
exp
´´
µ´ 3γ1`γ2`γ32
¯
ps´ s1q
¯
ds1 (10.7)
À ε´µ |BγZpy0,´ log εq| `
ż s
´ log ε
eµs
1 ˇˇˇ
F
pγq
Z ˝ Φy0Z ps1q
ˇˇˇ
ds1 , (10.8)
and
eµs |BγA ˝ Φy0U psq| À ε´µ |BγApy0,´ log εq| `
ż s
´ log ε
eµs
1 ˇˇˇ
F
pγq
A ˝ Φy0U ps1q
ˇˇˇ
ds1 . (10.9)
10.1 Estimates on Z
For convenience of notation, in this section we set Φ “ Φy0Z . We start with the case γ “ 0, for which we set
µ “ 0. Then, the first line of (7.19) combined with (10.8) and our initial datum assumption (3.37) show that
|Z ˝ Φpsq| À |Zpy0,´ log εq| `
ż s
´ log ε
e´s1 ds1 À ε .
This improves the bootstrap assumption (4.11) for γ “ 0, upon taking M to be sufficiently large to absorb
the implicit universal constant in the above inequality.
For the case γ “ p1, 0, 0q, we set µ “ 32 so that (10.3) is verified, and hence from (3.37), the second
case in (7.19), and (10.8), we find that
e
3
2
s |B1Z ˝ Φpsq| À ε´ 32 |B1Zpy0,´ log εq| `
ż s
´ log ε
e
3
2
s1
ˇˇˇ
F
pγq
Z ˝ Φy0Z ps1q
ˇˇˇ
ds1
À 1`
ż s
´ log ε
´
1` ˇˇΦ1ps1qˇˇ2¯´ 22k´5 ds1 .
Now, applying (8.8) with σ1 “ 0 and σ2 “ 12k´5 for k ě 18, we deduce that
e
3
2
s |B1Z ˝ Φpsq| À 1 , (10.10)
which improves the bootstrap assumption (4.11) for M taken sufficiently large.
We next consider the case that γ1 ě 1 and |γ| “ 2. For such γ we let µ “ 32 , so that
µ´ 3γ1`γ2`γ32 “ 12 ´ γ1 ď ´12 .
We deduce from (10.7), the third case in (7.19), the initial datum assumption (3.37), and Lemma 8.3 with
σ1 “ 18 and σ2 “ 13 , that
e
3
2
s |BγZ ˝ Φpsq| À ε´ 32 |BγZpy0,´ log εq| `
ż s
´ log ε
ˆ
M
|γˇ|
2 `M2
´
1` ˇˇΦ1ps1qˇˇ2¯´ 16˙ e´ 12 ps´s1q ds1
À 1`M |γˇ|2 `
ż s
´ log ε
ε
1
8 e
s
8M2
`
1` ˇˇΦ1ps1qˇˇ˘´ 13 ds1
À 1`M |γˇ|2 ` ε 18M2 ÀM |γˇ|2 (10.11)
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for s ě ´ log ε and γ1 ě 1 and |γ| “ 2. This improves the bootstrap stated in (4.11) by using the factor
M
1
2 to absorb the implicit constant in the above inequality.
We are left to consider γ for which γ1 “ 0 and 1 ď |γˇ| ď 2. For |γ| “ |γˇ| “ 1, setting µ “ 12 (which
satisfies (10.3)) we obtain from (10.8), the forcing bound (7.19), and the initial datum assumption (3.37)
that
e
s
2
ˇˇ∇ˇZ ˝ Φpsqˇˇ À ε´ 12 ˇˇ∇ˇZpy0,´ log εqˇˇ`M2 ż s
´ log ε
e´s1 ds1 À ε 12 . (10.12)
Finally, for |γ| “ |γˇ| “ 2 we set µ “ 1. As a consequence of (7.19), (3.37), and (10.8), we obtain
es
ˇˇ∇ˇ2Z ˝ Φpsqˇˇ À ε´1 ˇˇ∇ˇ2Zpy0,´ log εqˇˇ` ż s
´ log ε
e´p
1
2
´ 3
2k´7 qs1 ds1 À 1 , (10.13)
for k ě 18. Together, the estimates (10.10)–(10.13) improve the bootstrap bound (4.11) by taking M
sufficiently large.
10.2 Estimates on A
The goal of this section is to improve on the bootstrap bounds (4.12). The B1A estimate is more delicate, and
is obtained by considering the vorticity equation; we postpone this estimate for the end of this subsection.
In contrast, the ∇ˇmA estimates with 0 ď m ď 2 are very similar to the estimates of Z, by setting Φ “ Φy0U
and utilizing (3.38), (7.20) and (10.9) in place of (3.37), (7.19) and (10.8). We summarize these as follows:
|A ˝ Φpsq| À |Apy0,´ log εq| `M 12
ż s
´ log ε
e´s1 ds1 ÀM 12 ε (10.14a)
e
s
2
ˇˇ∇ˇA ˝ Φpsqˇˇ À ε´ 12 ˇˇ∇ˇApy0,´ log εqˇˇ` ż s
´ log ε
´
M
1
2 `M2 `1` ˇˇΦ1ps1qˇˇ˘´ 13¯ e´ s12 ds1
À ε 12 `M 12 ε 12 `M2ε 12` 18
ż s
´ log ε
e
s1
8
p1`|Φ1ps1q|q´ 13 ds1 ÀM 12 ε 12 (10.14b)
es
ˇˇ∇ˇ2A ˝ Φpsqˇˇ À ε´1 ˇˇ∇ˇ2Apy0,´ log εqˇˇ` ż s
´ log ε
e
3s1
2k´7
´
1` |Φ1|2
¯´ 1
6
ds1 À 1 (10.14c)
where we applied (8.8) first with σ1 “ 18 and σ2 “ 13 , and then with σ1 “ 42k´7 and σ2 “ 13 . Taking M
sufficiently large, the bounds (10.14) close the bootstrap assumption for BγA when γ1 “ 0.
It remains to close the bootstrap assumption on B1Aν for ν “ 2, 3. For this purpose we use the vorticity
estimate given in Proposition 9.2 and the following representation:
Lemma 10.1 (Relating A and Ω). The following identities hold:
e
3s
2 JB1A2 “ pαSq 1αΩ ¨ T3 ` 12T2µ
´
BµW ` e s2 BµZ
¯
´ e s2NµBµA2
´ 12
´
κ` e´ s2W ` Z
¯
pcurlrxNq ¨ T3 ´A2pcurlrx T2q ¨ T3 (10.15a)
e
3s
2 JB1A3 “ ´pαSq 1αΩ ¨ T2 ` 12T3µ
´
BµW ` e s2 BµZ
¯
´ e s2NµBµA3
` 12
´
κ` e´ s2W ` Z
¯
pcurlrxNq ¨ T2 ´A3pcurlrx T3q ¨ T2 . (10.15b)
Assuming for the moment that Lemma 10.1 holds, by combining Propositions 9.1 and 9.2 with estimates
(4.6), (4.11), (4.12), (4.5) and (7.1) we deduce that
e
3
2
s |B1Aν | À κ
1
α
0 ` p1` ε
1
2M
1
2 q ` pκ0 ` ε 16 `Mεq `Mε . (10.16)
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The above estimate thus improves on the bootstrap assumption for B1Aν , by taking M to be sufficiently
large in terms of κ0, and then ε sufficiently small in terms of M . The estimates (10.14) and (10.16) thus
improve the bootstrap assumptions on A, and it remains to prove Lemma 10.1.
Proof of Lemma 10.1. We note that for the velocity u˚ and with respect to the orthonormal basis pN,T2,T3q
we have that
curlrx u˚ “ `BT3 u˚ ¨ N´ BNu˚ ¨ T3˘T2 ´ `BT2 u˚ ¨ N´ BNu˚ ¨ T2˘T3 ` `BT2 u˚ ¨ T3 ´ BT3 u˚ ¨ T2˘N .
Now, from the definitions (2.6), (2.8), (2.16), (2.20), (2.32b), and (2.35), we have that
pαSq1{αpy, sqΩpy, sq “ pασ˚px, tqq1{αζ˚px, tq “ rρprx, tqrζprx, tq “ rωprx, tq “ curlrx ruprx, tq “ curlrx u˚px, tq .
In particular,
pαSq1{αpy, sqΩpy, sq “ curlrx u˚px, tq “ curlrx ´u˚prx1 ´ fprˇx, tq, rx2, rx3, tq¯ . (10.17)
We only establish the formula for B1A3, as the one for B1A2 is obtained identically. To this end, we write
curlrx u˚ ¨ T2 “ T3jBrxj u˚px, tq ¨ N´ NjBrxj u˚px, tq ¨ T3 .
By the chain-rule and the fact that N is orthogonal to T3, we have that
Brxj u˚px, tqT3j “ Bx1 u˚T31 ´ f,ν Bx1 u˚T3ν ` Bxν u˚T3ν “ JN ¨ T3Bx1 u˚` Bxν u˚T3ν “ Bxν u˚px, tqT3ν .
The important fact to notice here is that no x1 derivatives of u˚ remain. Similarly,
Brxj u˚px, tqNj “ Bx1 u˚N1 ´ f,ν Bx1 u˚Nν ` Bxν u˚Nν “ JN ¨ NBx1 u˚` Bxν u˚Nν “ JBx1 u˚` Bxν u˚px, tqNν .
Hence, it follows that
curlrx u˚ ¨ T2
“ T3νBxν u˚px, tq ¨ N´ JBx1 p˚u ¨ T3q ´ NνBxν u˚px, tq ¨ T3
“ T3νBxν p˚upx, tq ¨ Nq ´ JBx1a3 ´ NνBxν p˚upx, tq ¨ T3q ´ u˚px, tq ¨ BxνNT3ν ` u˚px, tq ¨ BxνT3 Nν
“ 12T3νBxν pw ` zq ´ JBx1a3 ´ NνBxνa3 `
`
1
2pw ` zqN` aνTν
˘ ¨ pBNT3 ´ BT3Nq (10.18)
where we have used (2.23), (2.22), and (A.22). The identities (10.17) and (10.18) and the definition of the
self-similar transformation in (2.25) and (2.26) yield the desired formula for B1A3.
11 Closure of L8 based bootstrap for W
The goal of this section is to close the bootstrap assumptions which involve W , ĂW and their derivatives,
stated in (4.6) and (4.7a)–(4.9).
11.1 Estimates for BγĂW py, sq for |y| ď `
11.1.1 The fourth derivative
We note that the damping term in (2.54) is strictly positive if |γ| “ 4. Indeed, for |γ| “ 4, we have that
D
pγqĂW :“ 3γ1`γ2`γ3´12 ` βτJ `B1W ` γ1B1W ˘ “ 32 ` γ1 ` βτJ `B1W ` γ1B1W ˘
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ě 32 ` γ1 ´ p1` 2Mεq p1` γ1q
ě 13 , (11.1)
where we have used (4.3) and (4.10).
Using (11.1) and composing with the flow Φy0W psq induced by VW whose initial datum is given at s “
´ log ε as Φy0W p´ log εq “ y0, we obtain from (2.54) that
d
ds
´
BγĂW ˝ Φy0W ¯` ´DpγqĂW ˝ Φy0W ¯´BγĂW ˝ Φy0W ¯ “ rF pγqW ˝ Φy0W .
Appealing to (7.24), the Gro¨nwall inequality, the damping lower bound (11.1), and our assumption (3.33)
on the initial datum, we obtainˇˇˇ
BγĂW ˝ Φy0W ˇˇˇ À ε 18 ` ε 110 plogMq|γˇ|´1 ` ˇˇˇBγĂW py0,´ log εqˇˇˇ À ε 18 ` ε 110 plogMq|γˇ|´1 (11.2)
for all |y0| ď ` and all s ě ´ log ε such that |Φy0W psq| ď `. Using a power of ε or the extra logM factor to
absorb the implicit constants, we have thus closed the bootstrap assumption (4.8b): indeed, by Lemma 8.2
we have that given any |y| ď ` and s ą ´ log ε, we may write y “ Φy0W psq, for some y0 with |y0| ă `, and
that |Φy0W ps1q| ď ` for all ´ log ε ă s1 ď s.
11.1.2 Estimates for BγĂW with |γ| ď 3 and |y| ď `
In this subsection we improve on the bootstrap assumptions (4.8a) and (4.9). First we recall that W satisfies
the constraints (5.1), and that the power series for W near y “ 0 is given by
W pyq “ ´y1 ` y31 ` y1y22 ` y1y23 ´ 3y51 ´ y1y42 ´ y1y43 ´ 4y31y22 ´ 4y31y23 ´ 2y1y22y23 `Op|y|6q . (11.3)
Based on this information, we have thatĂW p0, sq “ ∇ĂW p0, sq “ ∇2ĂW p0, sq “ 0 . (11.4)
Consider now the bound on Bγ derivatives with |γ| “ 3 at y “ 0, with the goal of improving (4.9). Evaluat-
ing (2.54) at y “ 0 yields
BspBγĂW q0 “ rF pγq,0W ´G0W pB1BγĂW q0 ´ hµ,0W pBµBγĂW q0 ´ p1` γ1qp1´ βτ qpBγĂW q0 .
Using (4.8b), (4.9), (6.4), (7.21), and (4.3) we obtain thatˇˇˇ
BspBγĂW q0 ˇˇˇ À e´p 12´ 42k´7 qs `MplogMq4ε 110 e´s `Mε 14 e´s À e´p 12´ 42k´7 qs . (11.5)
Therefore, upon integrating in time, using that W is independent of s, and appealing to our initial datum
assumption (3.34) we have thatˇˇˇ
BγĂW p0, sqˇˇˇ ď ˇˇˇBγĂW p0,´ log εqˇˇˇ` ż s
´ log ε
ˇˇBspBγW q0ps1qˇˇ ds1 ď 110ε 14 , (11.6)
where we have used the bound (11.5) with k ě 18. In summary, we have shown thatˇˇˇ
BγĂW p0, sqˇˇˇ ď 110ε 14 (11.7)
for all |γ| ď 3, and all s ě ´ log ε. This closes the bootstrap bound (4.9).
The estimates for 0 ď |y| ď ` stated in (4.8a) now follow directly from (4.8b), (11.7), (11.4), and the
fundamental theorem of calculus, by integrating from y “ 0.
To close the bootstrap bound (4.7a) for |y| ď `, we note that the bound follows by setting γ “ 0 in
(4.8a), and using that ε is sufficiently small. For (4.7b), the bound in the case |y| ď ` follows by setting
γ “ p1, 0, 0q in (4.8a), and using that M`3ε 110 ! ε 111 . For (4.7c), in the case |y| ď `, the desired bound
holds by setting |γ| “ 1 in (4.8a), and using that plogMq4`3ε 110 ! ε 113 .
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11.2 A framework for weighted estimates
In order to close the bootstrap estimates (4.6) and (4.7), for |y| ě `, we will need to employ carefully
weighted estimates. If R is the quantity we wish to estimate (either BγW or BγĂW ), we will write the
evolution equation for R in the form
BsR`DR R` VW ¨∇R “ FR , (11.8)
where DR denotes the damping of the R equation, and FR is the forcing term. If we let
q :“ ηµR
denote the weighted version of R (we will use exponents µ with |µ| ď 12 ), then q satisfies the evolution
equation
Bsq `
`
DR ´ η´µVW ¨∇ηµ
˘looooooooooooomooooooooooooon
“:Dq
q ` VW ¨∇q “ ηµFRlomon
:“Fq
(11.9)
and we can expand the definition of Dq as
Dq “ DR ´ 3µ` 3µη´1 ´ 2µ η´1
´
y1pβτJW `GW q ` 3hνW yν |yˇ|4
¯
.looooooooooooooooooooooooomooooooooooooooooooooooooon
“:Dη
(11.10)
Note that Dη is independent of µ. By Gro¨nwall’s inequality, and composing with the trajectories Φ
y0
W psq
such that Φy0W ps0q “ y0 for some s0 ě ´ log ε with |y0| ě `, we deduce from (11.9) that
|q ˝ Φy0W psq| ď |qpy0q| exp
ˆ
´
ż s
s0
Dq ˝ Φy0W ps1q ds1
˙
`
ż s
s0
ˇˇ
Fq ˝ Φy0W ps1q
ˇˇ
exp
ˆ
´
ż s
s1
Dq ˝ Φy0W ps2q ds2
˙
ds1 . (11.11)
We first note that the 3µη´1 term in the definition of Dq in (11.10) satisfies´3µη´1 ˝Φy0W psq ď 0 whenever
µ ě 0, and thus this term does not contribute to the right side of (11.11). Next, we estimate the Dη
contribution to the exponential term on the right side of (11.11), as this contribution is independent of µ and
is a-priori not sign-definite. Using (4.6) to bound W , (7.2) to estimate J, (4.3) to bound βτ , (7.4) for GW ,
and (7.6) to estimate hW we deduce
|Dη| ď η´1
´
4 |y1| η 16 ` |y1| |GW | ` 3 |hνW | |yν | |yˇ|4
¯
ď 4η´ 13 `Mη´ 12
´
Me´
s
2 `M 12 |y1| e´s ` ε 13 |yˇ|
¯
` 6M2η´ 16 e´ s2
ď 5η´ 13 ` e´ s3 (11.12)
for all s ě ´ log ε, upon using (4.5) and taking ε to be sufficiently small in terms of M .
11.2.1 The case ` ď |y0| ď L
Composing the upper bound for Dη in (11.12) with a trajectory Φ
y0
W psq with |y0| ě `, using (8.4), and the
bound 2ηpyq ě 1` |y|2, we obtain from (11.12) that
2µ
ż s
s0
ˇˇDη ˝ Φy0W ps1qˇˇ ds1 ď ż 8
s0
10
´
1` `2e 25 ps1´s0q
¯´ 1
3 ` e´ s13 ds1 ď 65 log 1` ` ε
1
3 ď 70 log 1` , (11.13)
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since s0 ě ´ log ε, ` P p0, 1{100s, for all |µ| ď 12 . Combining (11.11) with (11.13), we deduce that
|q ˝ Φy0W psq| ď `´70 |qpy0q| exp
ˆż s
s0
`
3µ´DR ´ 3µη´1
˘ ˝ Φy0W ps1qds1˙
` `´70
ż s
s0
ˇˇ
Fq ˝ Φy0W ps1q
ˇˇ
exp
ˆż s
s1
`
3µ´DR ´ 3µη´1
˘ ˝ Φy0W ps2qds2˙ ds1 . (11.14)
To conclude our weighted estimate, we need information on the size of qpy0q. We recall that for any s ą
´ log ε and any ` ď |y| ď L, there exists s0 P r´ log ε, sq and y0 with ` ď |y0| ď L such that y “ Φy0W psq.
This follows from Lemma 8.2 by following the trajectory ending at py, sq backwards in time. We also note
that in the situation where s0 ą ´ log ε, we have |y0| “ `. Therefore, qpy0q is bounded using information
on the initial datum if s0 “ ´ log ε, and appealing to bootstrap bounds which hold for all s ě ´ log ε,
and |y0| “ `. The bound (11.14) will be applied in the following subsections for various values of µ, with
|µ| ď 12 , and with R being either equal to W or ĂW .
11.2.2 The case |y0| ě L
The only difference from the previously considered case comes in the upper bound (11.13). In this case, we
have that for |y0| ě L ě 4
2µ
ż s
s0
ˇˇDη ˝ Φy0W ps1qˇˇ ds1 ď ż 8
s0
10
´
1` L2e 25 ps1´s0q
¯´ 1
3 ` e´ s13 ds1 ď 80L´ 23 ` ε 13 ď ε 116 , (11.15)
for s0 ě ´ log ε, and |µ| ď 12 . Combining (11.11) with (11.15), we deduce that
|q ˝ Φy0W psq| ď eε
1
16 |qpy0q| exp
ˆż s
s0
`
3µ´DR ´ 3µη´1
˘ ˝ Φy0W ps1qds1˙
` eε
1
16
ż s
s0
ˇˇ
Fq ˝ Φy0W ps1q
ˇˇ
exp
ˆż s
s1
`
3µ´DR ´ 3µη´1
˘ ˝ Φy0W ps2qds2˙ ds1 . (11.16)
The bound on |qpy0q| will now be obtained from the the previous estimate (11.14) when s0 ą ´ log ε (since
in this case |y0| “ L), or from the initial datum assumption when s0 “ ´ log ε (since in this case |y0| ą L).
11.3 Estimate for ĂW py, sq for ` ď |y| ď L
We now close the bootstrap bound (4.7a) for ` ď |y| ď L. We let R “ ĂW , µ “ ´16 , so that the weighted
quantity q is given as q :“ η´ 16 ĂW . We use the evolution equation (2.53), so that in this case the quantity
3µ ´ DR ´ 3µη´1 present in (11.14) equals to ´βτJB1W ` 12η´1, while the forcing term Fq equals to
η´ 16 rFW .
First we estimate the contribution of the damping term. Since |βτJ| ď 1 ` ε 12 holds due to (4.3) and
(7.1), and since for |y0| ě ` we may apply to the trajectory estimate (8.4), by also appealing to the bootstrap
assumption for B1W in (4.6), and the bound rη´ 13 py{2q ď 4η´ 13 , we concludeż s
s0
βτ |JB1W | ˝ Φy0W ps1q ` 12η´1 ˝ Φy0W ps1q ds1 ď 5
ż s
s0
η´
1
3 ˝ Φy0W ps1q ds1 ď 40 log 1` (11.17)
as in (11.13), for all s ě s0 ě ´ log ε. Second, we estimate the forcing term in (11.14). Using the γ “ 0
case in (7.14) we arrive atż s
s0
ˇˇˇ
η´
1
6 rFW ˇˇˇ ˝ Φy0W ps1q ds1 À ε 18 ż s
s0
η´
1
3 ˝ Φy0W ps1q ds1 À ε 18 log 1` (11.18)
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for all s ě s0 ě ´ log ε, and ` P p0, 1{10s.
Inserting the the bounds (11.17) and (11.18) into (11.14), we deduce thatˇˇˇ´
η´
1
6 ĂW¯ ˝ Φy0W psqˇˇˇ ď `´110η´ 16 py0q ˇˇˇĂW py0, s0qˇˇˇ`Mε 18 `´110 log `´1 (11.19)
where M absorbs the implicit constant in (11.18). Using the initial data assumption (3.32a) if s0 “ ´ log ε,
and (4.8a) if s0 ą ´ log ε, we deduce from (11.19) that
η´
1
6 pyq
ˇˇˇĂW py, sqˇˇˇ ď `´110 max!Mε 110 `4, ε 110)`Mε 18 `´110 log `´1 ď 110ε 111 (11.20)
for all ` ď |y| ď L and all s ě ´ log ε. Here we have used a small power of ε to absorb all the ` and M
factors. The above estimate shows that (4.7a) may be improved by a factor larger than two, as desired.
11.4 Estimate for B1ĂW py, sq for ` ď |y| ď L
Our goal is to close the bootstrap bound (4.7b) for ` ď |y| ď L. We let R “ B1ĂW , µ “ 13 , so that the
weighted quantity q is given as q :“ η 13 B1ĂW . We use the evolution equation (2.54) with γ “ p1, 0, 0q, so
that the quantity 3µ´DR in (11.14) equals to´βτJpB1W `B1W q, while the forcing term Fq “ η 13 rF p1,0,0qW .
As in the previous subsection (see estimate (11.17)), we have that the contributions to (11.14) due to the
damping term 3µ´DR are bounded asż s
s0
βτ
ˇˇ
JpB1W ` B1W q
ˇˇ ˝ Φy0W ps1q ds1 ď 80 log 1` . (11.21)
On the other hand, the forcing term Fq “ η 13 rF p1,0,0qW is estimated using (7.22) pointwise in space as
|Fq| À η 13 ε 111 η´ 12 À ε 111 η´ 16 ,
and thus, similarly to (11.18) we obtainż s
s0
|Fq| ˝ Φy0W ps1q ds1 À ε 111 log 1` . (11.22)
Combining (11.21) and (11.22) with (11.14), and using our initial datum assumption (3.32b) when s0 “
´ log ε, respectively (4.8b) for s0 ą ´ log ε, we deduce that
η
1
6 pyq
ˇˇˇ
B1ĂW py, sqˇˇˇ ď `´150 max!Mε 110 `3, ε 111)`Mε 111 `´150 log `´1 ď 110ε 112 (11.23)
for all ` ď |y| ď L and all s ě ´ log ε. Here we have used a small power of ε to absorb all the ` and M
factors. The above estimate shows that (4.7b) may be improved by a factor larger than two, as desired.
11.5 Estimate for ∇ˇĂW py, sq for ` ď |y| ď L
The proof of the bootsrap (4.7c) for |y| ě ` is nearly identical to the one in the previous subsection, so we
only present here the necessary changes. We let R “ ∇ˇW and µ “ 0, so that q “ ∇ˇĂW . Using (2.54)
with γ P tp0, 1, 0q, p0, 0, 1qu, we obtain that in this case 3µ ´DR “ ´βτJB1W , while the forcing term is
Fq “ rF pγqW . The integral of the damping term arising in (11.14) is bounded using (11.17) by 40 log `´1. On
the other hand, the forcing term is bounded using (7.23) by ε
1
12 η´ 13 . Therefore, as in (11.22), the integral
of the forcing term composed with the flow Φy0W psq is bounded as À ε 112 log `´1. Combining these two
estimates, with our assumptions on the initial datum (3.32c) and (4.8b), we arrive atˇˇˇ
∇ˇĂW py, sqˇˇˇ ď `´110 max!Mε 110 `3, ε 112)`Mε 112 `´110 log `´1 ď 110ε 113 (11.24)
for all ` ď |y| ď L and all s ě ´ log ε, thereby improving the bootstrap bound (4.7c).
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11.6 Estimate for BγW py, sq with |γ| “ 2 for |y| ě `
Our last remaining W bootstrap bound is (4.6). Recall that W “W `ĂW , and thus, the |γ| “ 0 and |γ| “ 1
cases of (4.6) follow directly from the properties (2.47) of the function W , and the previously established
estimates (4.7a)–(4.7c). Thus, it remains to treat the cases for which |γ| “ 2, which are the third and
respectively the fifth bounds stated in (4.6).
For |γ| “ 2, we let R “ BγW , and we define µ as
µ “
#
1
3 , for |γ| “ 2 and γ1 ě 1 ,
1
6 , for |γ| “ 2 and γ1 “ 0 .
According to these choices we define q “ ηµBγW , and appeal to the evolution equation (2.49a), to deduce
that the quantity 3µ´DR present in (11.14) equals to
3µ´DR “
#
´2γ1´12 ´ p2γ1 ´ 1qβτJB1W , for |γ| “ 2 and γ1 ě 1 ,
´βτJB1W , for |γ| “ 2 and γ1 “ 0 .
(11.25)
We next consider these two cases separately.
The case γ1 “ 0 and |γˇ| “ 2 is similar to the cases treated earlier: as in (11.17) we haveż s
s0
βτ |JB1W | ˝ Φy0W ps1q ds1 ď 40 log 1` (11.26)
and similarly to (11.18), by appealing to (7.18), using that ´16 ´ 12k´7 ě ´ 112 for k ě 10, we haveż s
s0
ˇˇˇ
η
1
6F
pγq
W
ˇˇˇ
˝ Φy0W ps1q ds1 ďM 23
ż s
s0
η´
1
12 ˝ Φy0W ps1q ds1 ďM 56 log 1` . (11.27)
By inserting the bounds (11.26) and (11.27) into (11.14), we arrive at
η
1
6 pyq ˇˇ∇ˇ2W py, sqˇˇ ď `´110η 16 py0q ˇˇ∇ˇ2W py0, s0qˇˇ`M 56 `´110 log 1`
ď `´110 max
!
M
5
6 , 2Mε
1
10 `2
)
`M 56 `´112
for ` P p0, 1{100s, where we have also appealed to our initial datum assumption (3.36b) when s0 “ ´ log ε,
and to (4.8a) when s ą ´ log ε. Since by (3.31a) we have ` “ plogMq´5 we have that
`´112 ď 110M
1
6 , (11.28)
by taking M to be sufficiently large, and so we obtain an improvement over the ∇ˇ2W bootstrap assumption
in (4.6).
To conclude, we consider the cases when |γ| “ 2, with γ1 ě 1. In this case, by appealing to (11.25) and
(11.26), we obtain that
exp
ˆż s
s1
`
3µ´DR ˝ Φy0W ps2q
˘
ds2
˙
ď `´120e s
1´s
2 (11.29)
for any s ą s1 ą s0 ě ´ log ε. On the other hand, from (7.18) we deduce that
|Fq| ď η 13
ˇˇˇ
F
pγq
W
ˇˇˇ
ďM |γˇ|3 ` 16 . (11.30)
58
Buckmaster, Shkoller, Vicol Formation of points shocks for 3D Euler
Combining (11.29) and (11.30) with (11.14), for |γ| “ 2 with γ1 ě 1 we arrive at
η
1
3 pyq |BγW py, sq| ď `´190η 13 py0q |BγW py0, s0q| `M |γˇ|3 ` 16 `´190
ż s
s0
e
s1´s
2 ds1
ď `´190 max
!
M
1
6 , 2Mε
1
10 `2
)
` 2M |γˇ|3 ` 16 `´190 (11.31)
by appealing to our assumptions on the initial datum assumption (3.36a) if s0 “ ´ log ε, and to (4.8a) when
s ą ´ log ε. Since by (3.31a) we have ` “ plogMq´5, for M sufficiently large the bound
`´190 ď 110M
1
6 (11.32)
holds, and we obtain an improvement over the BγW bootstrap assumption in (4.6).
11.7 Estimate for W py, sq for |y| ě L
The bounds in this section are similar to those in Section 11.3. We use µ “ ´16 and R “ W , so that
q “ η´ 16 ĂW . From (2.28a), we obtain that 3µ ´ DR ´ 3µη´1 equals to 12η´1, while the forcing term Fq
equals to η´ 16 pFW ´ e´ s2βτ 9κq. In order to apply (11.16) similarly to (11.15) we use Lemma 8.2 to estimateż s
s0
1
2η
´1 ˝ Φy0W ps1q ds1 ď
ż 8
s0
´
1` L2e 25 ps1´s0q
¯´1
ds1 ď L´ 23 “ ε 116
while using (7.11) and (4.1b) we deriveż s
s0
|Fq ˝ Φy0W | ps1qds1 À
ż s
s0
e´
s1
2 À ε 12 .
Inserting the above two estimates into (11.16), we obtainˇˇˇ
η´
1
6W ˝ Φy0W psq
ˇˇˇ
ď e2ε
1
16
´
|qpy0q| ` ε 13
¯
.
In the case s0 ą ´ log ε, we have |y0| “ L, and so from (4.7a) and the first inequality in (2.47) we have that
|qpy0q| ď 1` ε 111 . On the other hand, when s0 “ ´ log ε we use the initial data assumption (3.35a), so that
|qpy0q| ď 1` ε 111 . In summary, from the above bound we deduce that for any |y| ě L we haveˇˇˇ
η´
1
6W py, sq
ˇˇˇ
ď e2ε
1
16
´
1` ε 111 ` ε 13
¯
ď 1` ε 119 (11.33)
for ε sufficiently small, which improves the bootstrap bound in the first line of (4.6).
11.8 Estimate for B1W py, sq for |y| ě L
In order to close the bootstrap for the second bound in (4.6), we proceed similarly to Section 11.4. Letting
q “ η 13 B1W , from the evolution equation (5.3a) we deduce that the damping term at the exponential in
(11.16) obeys 3µ ´DR ´ 3µη´1 ď ´βτJB1W , while the forcing term Fq equals to η 13F p1,0,0qW . Using theB1W bound in (4.6) for |y| ě L, and Lemma 8.2 with |y0| ě L, similarly to (11.15) we obtain thatż s
s0
`
3µ´DR ´ 3µη´1
˘ ˝ Φy0W ps1qds1 ď 3 ż s
s0
η´
1
3 ˝ Φy0W ps1qds1 ď ε 116 .
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On the other hand, from the second bound in (7.18) and the fact that k ě 18 we similarly deduce thatż s
s0
ˇˇ
Fq ˝ Φy0W ps1q
ˇˇ
ds1 À ε 18
ż s
s0
η
1
3
´ 1
2
` 3
2k´5 ˝ Φy0W ps1qds1 À ε 18
ż s
s0
η´
1
15 ˝ Φy0W ps1qds1 À ε 18
since |y0| ě L. Combining the above two estimates with (11.16) we deduce thatˇˇˇ
η
1
3 B1W ˝ Φy0W psq
ˇˇˇ
ď e2ε
1
16
´
|qpy0q| ` ε 17
¯
.
When s0 ą ´ log ε we have |y0| “ L and qpy0q is may be estimated using the second estimate in (2.47), the
fact that rη´ 13 ď η´ 13 , and the bootstrap assumption (4.7b) as |qpy0q| ď η 13 ˇˇB1W ˇˇ ` η 13 ˇˇˇB1ĂW ˇˇˇ ď 1 ` ε 112 .
On the other hand, when s0 “ ´ log ε we have |y0| ą L and from the initial datum assumption (3.35b) we
also deduce |q0py0q| ď 1 ` ε 112 . Combining these bounds with the above estimate along trajectories, we
deduce that ˇˇˇ
η
1
3 B1W py, sq
ˇˇˇ
ď e2ε
1
16
´
1` ε 112 ` ε 17
¯
ď 32 (11.34)
for all |y| ě L and s ě ´ log ε, thereby clsoing the bootstrap bound on the second line of (4.6), in this
y-region.
11.9 Estimate for ∇ˇW py, sq for |y| ě L
Closing the third bootstrap in (4.6), for |y| ě L, is done similarly to Section 11.5. In this region we
have that µ “ 0 and q “ ∇ˇW . From (5.3b) and (5.3c) we deduce that that damping term is given by
3µ´DR ´ 3µη´1 “ ´βτJB1W so that we may use the same estimate for it as in the previous subsection.
For the forcing term we appeal to the fifth case in (7.18) which bounds |Fq| from above by M2ε 13 η´ 13 , so
that ż s
s0
ˇˇ
Fq ˝ Φy0W ps1q
ˇˇ
ds1 ď ε 14
for |y0| ě L. We deduce from (11.16) thatˇˇ∇ˇW ˝ Φy0W psqˇˇ ď e2ε 116 ´ˇˇ∇ˇW py0qˇˇ` ε 14¯ .
For s0 ą ´ log ε we combine the third bound in (2.47) with (4.7c), while for s0 “ ´ log ε we appeal to the
initial datum assumption (3.35c) to deduce that
ˇˇ∇ˇW py0qˇˇ ď 34 . We deduce thatˇˇ∇ˇW py, sqˇˇ ď e2ε 116 ´34 ` ε 14¯ ď 56 (11.35)
holds for all |y| ě L and all s ě ´ log ε, which closes the bootstrap from the third line of (4.6).
12 9Hk bounds
Definition 12.1 (Modified 9Hk-norm). For k ě 18 we introduce the semi-norm
E2kpsq “ E2krU, Sspsq :“
ÿ
|γ|“k
λ|γˇ|
´
}BγUp¨, sq}2L2 ` }BγSp¨, sq}2L2
¯
(12.1)
where λ “ λpkq P p0, 1q is to be made precise below (cf. Lemma 12.2).
Clearly, E2k is equivalent to the homogenous Sobolev norm 9H
k, and we have the inequalities
λk
´››U››29Hk ` ››S››29Hk¯ ď E2k ď ››U››29Hk ` ››S››29Hk . (12.2)
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12.1 Higher-order derivatives for the pU, Sq-system
In order to estimate Ekpsq we need the differentiated form of the pU, Sq-system (2.38). For this purpose, fix
γ P N30 with |γ| “ k, and apply Bγ to (2.38), to obtain
BspBγUiq ´ 2β1βτe´s 9QijpBγUjq ` pVU ¨∇qBγUi `DγBγUi ` βτ pβ3 ` β3γ1qJNiB1WBγS
` 2βτβ3S
´
JNie
s
2 B1pBγSq ` e´ s2 δiνBνpBγSq
¯
“ F pγqUi , (12.3a)
BspBγSq ` pVU ¨∇qBγS `DγBγS ` βτ pβ1 ` β3γ1qJNjBγUjB1W
` 2βτβ3S
´
e
s
2 JNjB1pBγUjq ` e´ s2 BνpBγUνq
¯
“ F pγqS , (12.3b)
where the damping function Dγ is defined as
Dγ “ γ1p1` B1gU q ` 12 |γ| , (12.4)
the transport velocity VU is given in (2.36c), and since |γ| ě 3 the forcing functions in (12.3) are given by
F pγqUi “ F
pγ,Uq
Ui
` F pγ´1,UqUi ` F
pγ,Sq
Ui
` F pγ´1,SqUi , (12.5a)
F
pγ,Uq
Ui
“ ´2βτβ1
´
e
s
2 JNjBγUjB1Ui ` e´ s2 BγUνBνUi
¯
´
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βgUBβB1Ui ´
ÿ
|β|“|γ|´1
βďγ
ˆ
γ
β
˙
Bγ´βhνUBβBνUi ,
“: F pγ,UqUi,p1q ` F
pγ,Uq
Ui,p2q ` F
pγ,Uq
Ui,p3q (12.5b)
F
pγ´1,Uq
Ui
“ ´
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙´
Bγ´βgUBβB1Ui ` Bα´βhνUBβBνUi
¯
´ 2βτβ1e s2 JBγ , JNjKUjB1Ui
“: F pγ´1,UqUi,p1q ` F
pγ´1,Uq
Ui,p2q , (12.5c)
F
pγ,Sq
Ui
“ ´2βτβ3e´ s2 δiνBνSBγS ´ 2βτβ3
ÿ
|β|“|γ|´1
βďγ
ˆ
γ
β
˙
e´
s
2 δiνBγ´βSBβBνS
` βτβ3e s2 JNip1` γ1qB1ZBγS ´ 2βτβ3
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
e
s
2 Bγ´βpSJNiqBβB1S
“: F pγ,SqUip1q ` F
pγ,Sq
Uip2q ` F
pγ,Sq
Uip3q ` F
pγ,Sq
Uip4q , (12.5d)
F
pγ´1,Sq
Ui
“ ´2βτβ3
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙´
e
s
2 Bγ´βpSJNiqBβB1S ` e´ s2 δiνBγ´βSBβBνS
¯
´ 2βτβ3e s2 JBγ , JNiKS B1S , (12.5e)
and
F pγqS “ F pγ,SqS ` F pγ,UqS ` F pγ´1,SqS ` F pγ´1,UqS , (12.6a)
F
pγ,Sq
S “ ´2βτβ3
´
e
s
2 BγSJNjB1Uj ` e´ s2 BγSBνUν
¯
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´
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
Bγ´βgUBβB1S ´
ÿ
|β|“|γ|´1
βďγ
ˆ
γ
β
˙
Bγ´βhνUBβBνS , (12.6b)
F
pγ,Uq
S “ ´2βτβ1e´
s
2 BνSBγUν ´ 2βτβ3
ÿ
|β|“|γ|´1
βďγ
ˆ
γ
β
˙
e´
s
2 Bγ´βSBβBνUν
` βτ pβ1 ` β3γ1qe s2 JNjB1ZBγUj ´ 2βτβ3
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙
e
s
2 Bγ´βpSJNjqBβB1Uj ,
(12.6c)
F
pγ´1,Sq
S “ ´
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙´
Bγ´βgUBβB1S ` Bγ´βhνUBβBνS
¯
´ 2βτβ3e s2 JBγ , JNjKSB1Uj
´ 2βτβ3
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙´
e
s
2 Bγ´βpSJNjqBβB1Uj ` e´ s2 Bγ´βSBβBνUν
¯
, (12.6d)
F
pγ´1,Uq
S “ ´2βτβ1e
s
2 JBγ , JNjKUjB1S . (12.6e)
In (12.5) and (12.6) we have used the notation Ja, bK to denote the commutator ab ´ ba. Here we have
also appealed to the fact that f and V are quadratic functions of yˇ, whereas JN is an affine function of yˇ;
therefore Bγ annihilates these terms.
12.2 Forcing estimates
In order to analyze (12.3) we first estimate the forcing terms defined in (12.5) and (12.6). We shall sometimes
denote a partial derivative Bγ with |γ| “ k as Dk, when there is no need to keep track of the binomial
coefficients from the product rule.
Lemma 12.2. Consider the forcing functions F pγq
U i
and F pγqS defined in (12.5) and (12.6), respectively. Let
k ě 18, fix 0 ă δ ď 132 , and define the parameter λ from (12.1) as λ “ δ
2
12k2
. Then, for ε taken sufficiently
small we have
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F pγq
U i
BγUi
ˇˇˇ
ď p2` 8δqE2k ` e´sM4k´1 , (12.7a)
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F pγqS BγS
ˇˇˇ
ď p2` 8δqE2k ` e´sM4k´1 . (12.7b)
Proof of Lemma 12.2. We shall first prove (12.7a), and to do so, we estimate each term in the sum (12.5a).
We first recall the decomposition of the forcing function F pγ,UqUi in (12.5b) as the sum F
pγ,Uq
Ui
“ F pγ,UqUi,p1q `
F
pγ,Uq
Ui,p2q ` F
pγ,Uq
Ui,p3q, and we recall that by definition we have
Ui “ U ¨ NNi `AνTνi “ 12pe´
s
2W ` κ` ZqNi `AνTνi . (12.8)
From (7.1), |J| ď 1` ε 34 , and using (4.3)
βτβ1 ď p1` ε 34 q 11`α ď 1 (12.9)
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for ε taken sufficiently small. Hence, for the first term in (12.5b) we have that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui,p1q BγUi
ˇˇˇ
ď 4E2k
´
p1` ε 34 qe s2 ››B1U››L8 ` e´ s2 }∇ˇU}L8¯
ď 2E2kp1` ε
3
4 q
´››B1W ››L8 ` e s2 ››B1Z››L8 ` 2e s2 ››B1A››L8 ` e´s››∇ˇW ››L8
` e´ s2 ››∇ˇZ››
L8 ` 2e´
s
2
››∇ˇA››
L8 ` e´s }Z}L8 ` e´s }A}L8
¯
ď p2` ε 12 qE2k , (12.10)
where we have used (7.1) on the second inequality, and (4.6), (4.11), (4.12) for the last inequality.
Next, for the second term in (12.5b) we have
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui,p2q BγUi
ˇˇˇ
ď
ÿ
|γ|“k
ż
R3
2λ|γˇ| |BγUi|
ÿ
|β|“|γ|´1
βďγ,β1“γ1
ˆ
γ
β
˙ ˇˇˇ
Bγ´βgU
ˇˇˇ ˇˇˇ
BβB1U i
ˇˇˇ
ď
ÿ
|γ|“k
2 |γˇ|λ |γˇ|2 ` 12 ››BγUi››L2››∇ˇgU››L8 ÿ
|β|“|γ|´1
βďγ,β1“γ1
λ
|βˇ|
2
››BβB1U››L2 ,
where we have used that |γˇ| ´ 12
ˇˇ
βˇ
ˇˇ “ 12p|γˇ| ` 1q. By Young’s inequality, for δ ą 0,
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui,p2q BγUi
ˇˇˇ
ď
ÿ
|γ|“k
˜
4|γˇ|2
δ
››∇ˇgU››2L8λ|γˇ|`1››BγUi››2L2 ` ÿ
|β|“|γ|´1
βăγ,β1“γ1
δλ|βˇ|››BβB1U››2L2
¸
.
Note that for each γ with |γ| “ k, and for each β with |β| “ k ´ 1 and β1 “ γ1, the term λ|βˇ|
››Bβ`e1U››2
L2
defines a different summand of E2k . Moreover, from the definition (2.29c), the bounds (4.6) and (7.5) we
obtain that
››∇ˇgU››L8 ď 1.7 Hence,
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui,p2q BγUi
ˇˇˇ
ď pλ4k2δ ` δqE2k . (12.11)
Similarly, from (7.6) (or alternatively, the definition (2.30c) and the bootstrap assumptions (4.1)–(4.12)),
we have
››∇hU››L8 À ε; hence, it immediately follows that for ε taken sufficiently small the contribution
from the third term in (12.5b) is estimated as
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui,p3q BγUi
ˇˇˇ
ď ε 12E2k . (12.12)
Combining (12.10)–(12.12), and using the definition of λ in the statement of Lemma 12.2, we obtain
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Uq
Ui
BγUi
ˇˇˇ
ď 2
´
1` δ ` ε 12
¯
E2k , (12.13)
where δ is a small universal constant. We emphasize that our choice of λ only enters the proof in the
transition from (12.11) to (12.13).
7While here for simplicity we appeal to second bound in (7.5), we note that this bound just directly follows from the definitions
(2.29c) and (2.27), and the bootstrap assumptions (4.1a), (4.1b), (4.5), and (4.11). In particular, none of these bounds rely on
Proposition 4.3, which is proven in this section. The same comment applies for the bound
››∇ˇhU ››L8 À ε.
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We now estimate the next forcing term F pγ´1,UqUi in (12.5c) which we have decomposed as F
pγ´1,Uq
Ui
“
F
pγ´1,Uq
Ui,p1q ` F
pγ´1,Uq
Ui,p2q . Our goal is to split off the A from the W and Z contributions to these terms, since
the bootstrap assumption for A in (4.12) does not include bounds on the full Hessian ∇2A. Using (12.8) we
write F pγ´1,UqUi,p1q as
F
pγ´1,Uq
Ui,p1q “ I1 ` I2 ` I3 , (12.14)
where
I1 “ ´
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βgUBβB1pU ¨ NNiq ,
I2 “ ´
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bγ´βgUBβpB1AνTνi q ,
I3 “ ´
ÿ
1ď|β|ď|γ|´2
βďγ
ˆ
γ
β
˙
Bα´βhνUBβBνUi .
First, for the I1 term in (12.14), by Lemma A.4 for q “ 6p2k´3q2k´1 , we have that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
|I1 BγUi| À
››DkgU››aL2››DkU››bL2››D2gU››1´aLq ››D2pU ¨ NNq››1´bLq ››DkU››L2 . (12.15)
where a and b are given by (A.30), and they obey a ` b “ 1 ´ 12k´4 . Note by (2.29c) that gU does not
include any A term. Thus, using the bootstrap bounds (4.1)–(4.11), or alternatively by appealing directly to
(4.6), (7.1) and the last bound in (7.5), and the definition of X psq in (4.4) we deduce that››D2gU››LqpX psqq ÀM››η´ 16 ››LqpX psqq `Me´ s2 |X psq| 1q ÀM (12.16)
since q P r112 , 6q for k ě 18. Similarly, from the first four bounds in (4.18) (bounds which do not rely on
any A estimates) and from (7.1) (which only uses (4.1a) and (4.5)), we deduce that››D2ppU ¨ NqNq››
LqpX psqq ÀMe´
s
2
››η´ 16 ››
LqpX psqq `Me´s |X psq|
1
q ÀMe´ s2 . (12.17)
Moreover, by (2.14), (2.29c), the fact that Dk annihilates 9f and JN ¨ V , we have that
DkgU “ β1βτe s2Dk
´
Jpκ` e´ s2W ` Zq
¯
“ 2β1βτDk pJU ¨ Nq “ 2βτβ1e s2DkpU1 ´ e´ s2φνγyγUνq ,
so that from (4.1a) and (4.4) we obtain ››DkgU››L2 À e s2 }U} 9Hk . (12.18)
By combining (12.16)–(12.18) we obtain that the right side of (12.15) is bounded from above as››DkgU››aL2››DkU››bL2››D2gU››1´aLq ››D2pU ¨ NNq››1´bLq ››DkU››L2
À pe s2 ››U›› 9Hkqa››U››b9HkM1´apMe´ s2 q1´b››U›› 9Hk
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ÀM2´a´be pa`b´1qs2 ››U››1`a`b9Hk .
Recalling from Lemma A.4 that 1 ´ a ´ b “ 12k´4 P p0, 1q, the and using the norm equivalence (12.2), by
Young’s inequality with a small parameter δ ą 0, we have that the left side of (12.15) is bounded as
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
|I1 BγUi| ď CkM2´a´be pa`b´1qs2 λ´kp1`a`bq2 E1`a`bk
ď δE2k ` e´sM4k´3 . (12.19)
In the last inequality we have used that by definition λ “ λpk, δq, δ P p0, 132 s is a fixed universal constant,
andCk is a constant that only depends on k; thus, we may use a power ofM (which is taken to be sufficiently
large) to absorb all the k and δ dependent constants.
Next, we estimate the I2 term in (12.14). First, we note that by (A.25) we have
}I2}L2 À
k´2ÿ
j“1
›››Dk´1´jDgU›››
L
2pk´1q
k´1´j
››DjpB1AνTνq››
L
2pk´1q
j
À
k´2ÿ
j“1
}gU}
k´1´j
k´1
9Hk
}DgU}
j
k´1
L8 }B1AνTν}
j
k´1
9Hk´1 }B1AνTν}
k´1´j
k´1
L8 .
Then, by appealing to (2.29c), (4.6), (4.12), (7.1), (7.5), (12.2), (12.18), and (A.26), we deduce
}I2}L2 À
k´2ÿ
j“1
´
e
s
2 }U} 9Hk
¯ k´1´j
k´1
´
}A} 9Hk `Mεe´
k`2
2
s
¯ j
k´1
´
Me´
3s
2
¯ k´1´j
k´1
À
k´2ÿ
j“1
´
λ´
k
2Ek
¯ k´1´j
k´1
´
λ´
k
2Ek `Mεe´ k`22 s
¯ j
k´1 `
Me´s
˘ k´1´j
k´1
À pMεq 1k´1λ´ k2Ek `Me´s
since }DgU}L8 À 1. By taking ε sufficiently small, in terms of M , λ “ λpk, δq, and k, we obtain from the
above estimate that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
|I2 BγUi| ď ε 1kE2k ` e´s (12.20)
for all s ě ´ log ε.
At last, we estimate the I3 term in (12.14), which is estimated similarly to the I2 term as
}I3}L2 À
k´2ÿ
j“1
}hU}
k´1´j
k´1
9Hk
}DhU}
j
k´1
L8 }BνUi}
j
k´1
9Hk´1 }BνUi}
k´1´j
k´1
L8 .
From (2.30c), (4.6), (4.11), (4.12), (7.1), and the Moser inequality (A.26), we have
}hU} 9Hk À e´
s
2 }NU ¨ N} 9Hk ` κe´
s
2 }AγTγ} 9Hk ÀMe´
s
2 }U} 9Hk `Mεe´
k`1
2
s .
On the other hand, by (7.6) we have }DhU}L8 À e´s, while from (4.6), (4.11), (4.12), and (12.8) we obtain››∇ˇU››
L8 À e´
s
2 . Combining the above three estimates, we deduce that
}I3}L2 À
k´2ÿ
j“1
´
Me´
s
2 }U} 9Hk ` e´2s
¯ k´1´j
k´1
e´
j
k´1 s }U}
j
k´1
9Hk
e
´ k´1´j
2pk´1q s ÀMe´s }U} 9Hk ` e´s
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from which we deduce
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
|I3 BγUi| ď ε 12E2k ` e´s (12.21)
upon taking M to be sufficiently large in terms of k, and ε sufficiently large in terms of M . Combining
(12.19), (12.20), and (12.21), we have thus shown that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ´1,Uq
Ui,p1q BγUi
ˇˇˇ
ď pδ ` ε 1k ` ε 12 qE2k `M4k´2e´s . (12.22)
To estimate the integral with the forcing function F pγ´1,UqUi,p2q defined in (12.5c), we first note that due to
the Leibniz rule and the fact that D2pJNq “ 0, we have
JBγ , JNjKUj “ ÿ
|β|“k´1,βďγ
ˆ
γ
β
˙
Bγ´βpJNjqBβUj
for |γˇ| “ k. Hence, by (7.1) we obtain
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ´1,Uq
Ui,p2q BγUi
ˇˇˇ
À ε››B1U››L8››Dk´1U››L2››DkU››L2 À εe´ s2 ››Dk´1U››L2››DkU››L2 ,
where we have used (12.8), together with the bounds (4.6), (4.11), (4.12). By (A.27) applied with ϕ “ DU ,
which thus obeys }ϕ}L8 À e´
s
2 , and Young’s inequality with δ ą 0,
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ´1,Uq
Ui,p2q BγUi
ˇˇˇ
ď ε 12 pe´ s2 q1` 22k´5 ››U››2´ 22k´59Hk ď δE2k ` e´s , (12.23)
where we have used ε to absorb all k and δ dependent constants. Hence, (12.22) and (12.23) together yield
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ´1,Uq
Ui
BγUi
ˇˇˇ
ď 2pδ ` ε 1k qE2k ` 2e´sM4k´2 . (12.24)
Now, we turn to the forcing function F pγ,SqUi in (12.5d) which we have decomposed as F
pγ,Sq
Ui
“ F pγ,SqUip1q `
F
pγ,Sq
Uip2q ` F
pγ,Sq
Uip3q ` F
pγ,Sq
Uip4q , and bound each of these contributions individually. We first note that the bounds
for the integrals with F pγ,SqUip1q and F
pγ,Sq
Uip3q are obtained directly from the ∇Sˇ estimate in (4.18) and the B1Z
estimate in (4.11), yielding
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ´
F
pγ,Sq
Ui,p1q ` F
pγ,Sq
Ui,p3q
¯
BγUi
ˇˇˇ
ďM2e´sE2k ď ε
1
2E2k . (12.25)
The bound for the integral with F pγ,SqUip2q is obtained in the same way as the bound for F
pγ,Uq
Ui,p3q in (12.12).
Indeed, as far as our bounds are concerned BβBνS behaves in the same exact way as BβBνS, and by (4.18)
we have }∇S}L8 À Mε
1
2 , which is similar to the bound }∇hU} À ε which was used in (12.12). In order
to avoid redundancy we omit these details and simply claim
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Sq
Ui,p2q BγUi
ˇˇˇ
ď ε 14E2k . (12.26)
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Similarly, the bound for the integral with F pγ,SqUip4q is obtained in the same way as the bound for F
pγ,Uq
Ui,p2q in
(12.11): BβB1S plays the same role as BβB1U , whereas by (4.18) we have
››∇ˇS››
L8 À ε
1
2 , which is better
than the bound
››∇ˇgU››L8 ď 1 that was used in (12.11), reason for which we do not even need to appeal
to our specific λ choice for this estimate. In order to avoid redundancy we omit these details and state the
resulting bound
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Sq
Ui,p4q BγUi
ˇˇˇ
ď ε 14E2k . (12.27)
The estimates (12.25)–(12.27) together yield
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ,Sq
Ui
BγUi
ˇˇˇ
ď 3ε 14E2k . (12.28)
The last forcing term in the U equation is F pγ´1,SqUi defined by (12.5e). We first note that the commutator
term may be bounded identically to the commutator term in F pγ´1,UqUip2q since SB1S may be used interchange-
ably with UjB1Ui in terms of our estimates. Similarly, the summation term in F pγ´1,SqUi is treated in the same
way as F pγ´1,UqUip1q for the same reasons which we invoked earlier in the F
pγ,Sq
Ui
discussion. In summary, the
integral with the forcing term F pγ´1,SqUi is estimated in the identical manner as (12.24), and we obtain that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγ´1,Sq
Ui
BγUi
ˇˇˇ
ď 2pδ ` ε 1k qE2k ` 2e´sM4k´2 . (12.29)
Combining the estimates (12.13), (12.24), (12.28), and (12.29), and choosing ε to be sufficiently small
in terms of k and δ, we obtain we obtain that
2
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
F
pγq
U i
BγUi
ˇˇˇ
ď p2` 8δqE2k ` e´sM4k´1 ,
which proves the inequality (12.7a).
Upon comparing the S-forcing terms in (12.6) with the U -forcing terms in (12.5), we observe that they
only differ by exchanging the letters U and S in several places; hence, inequality (12.7b) is proved mutatis
mutandi to (12.7a). To avoid redundancy we omit these details.
12.3 The 9Hk energy estimate
We now turn to the main energy estimate.
Proposition 12.3 ( 9Hk estimate for U and S). For any integer k satisfying
k ě 18 , (12.30)
with δ and λ “ λpk, δq as specified in Lemma 12.2, we have the estimate
E2kpsq ď e´2ps´s0qE2kps0q ` 2e´sM4k´1
´
1´ e´ps´s0q
¯
(12.31)
for all s ě s0 ě ´ log ε.
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Proof of Proposition 12.3. We fix a multi-index γ P N30 with |γ| “ k, and consider the sum of the L2
inner-product of (12.3a) with λ|γˇ|BγU i and the L2 inner-product of (12.3b) with λ|γˇ|BγS. With the damping
function Dγ defined in (12.4) and the transport velocity VU defined in (2.36c), using the fact that 9Q is
skew-symmetric we find that
d
ds
ż
R3
λ|γˇ|
´
|BγU |2 ` |BγS|2
¯
` λ|γˇ|
ż
R3
p2Dγ ´ divVU q
´
|BγU |2 ` |BγS|2
¯
` 2βτλ|γˇ|
ż
R3
pβ1 ` β3 ` 2β3γ1qJB1WBγSBγU ¨ N
“ 2λ|γˇ|
ż
R3
pF pγq
U i
BγUi ` F pγqS BγSq ` 4βτβ3λ|γˇ|
ż
R3
´
e
s
2 JNjBγUjB1S ` e´ s2 BγUνBνS
¯
BγS . (12.32)
We note that the last integral on the right-hand side of the identity (12.32) arises via integration by parts as
follows:
4βτβ3
ż
R3
´
JNie
s
2 B1pBγSq ` e´ s2 δiνBνpBγSq
¯
SBγUi
` 4βτβ3
ż
R3
´
e
s
2 JNjB1pBγUjq ` e´ s2 BνpBγUνq
¯
SBγS
“ 4βτβ3
ż
R3
´
e
s
2 B1 pJN ¨ BγUBγSq ` e´ s2 Bν pBγUνBγSq
¯
S
“ ´4βτβ3
ż
R3
´
e
s
2 pJN ¨ BγUBγSq B1S ` e´ s2 pBγUνBγSq BνS
¯
“ ´4βτβ3
ż
R3
´
e
s
2 JN ¨ BγUB1S ` e´ s2 BγUνBνS
¯
BγS .
The second and third integrals on the left-hand side of the identity (12.32) can be combined. Using (2.36c),
given the bounds (4.10), (7.5) and (7.6), the second integral on the left-hand side of (12.32) has an integrand
with the lower bound
p2Dγ ´ divVU q
´
|BγS|2 ` |BγU |2
¯
“ `|γ| ´ 52 ` 2γ1 ` p2γ1 ´ 1qpβτβ1JB1W ` B1GU q ´ Bνhν˘ ´|BγS|2 ` |BγU |2¯
ě
´
|γ| ´ 52 ` 2γ1 ´ βτβ1p2γ1 ´ 1q` ´ ε
1
4
¯´
|BγS|2 ` |BγU |2
¯
,
while the third integral on the left-hand side of (12.32) has an integrand with the lower bound
2βτ pβ1 ` β3 ` 2β3γ1qJB1W BγSBγU ¨ N ě ´βτ pβ1 ` β3 ` 2β3γ1qJ |B1W |
´
|BγS|2 ` |BγU |2
¯
ě ´βτ p1` 2β3γ1q
´
|BγS|2 ` |BγU |2
¯
,
where we have again used (4.10), and the fact that by (2.17) we have β1`β3 “ 1. Hence these two integrals
have the lower bound given by
λ|γˇ|
ż
R3
´
|γ| ´ 52 ` 2p1´ βτ qγ1 ´ βτ ´ ε
1
4
¯´
|BγS|2 ` |BγU |2
¯
.
Since by (4.3), |βτ ´ 1| ď ε 12 , it follows that for ε taken sufficiently small, by summing (12.32) over all
|γ| “ k, we obtain that
d
dsE
2
kpsq ` pk ´ 154 qE2kpsq
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ď
ÿ
|γ|“k
ˆ
2λ|γˇ|
ż
R3
pF pγq
U i
BγUi ` F pγqS BγSq ` 4βτβ3λ|γˇ|
ż
R3
´
e
s
2 JNjBγUjB1S ` e´ s2 BγUνBνS
¯
BγS
˙
.
(12.33)
Recalling that S “ 12pe´
s
2W `κ´Zq, that |J| ď 1`Mε from (7.1), and that βτβ3 ď p1`ε 14 q
´
α
1`α
¯
ď 1
for ε taken sufficiently small, we find that
4βτβ3λ
|γˇ|
ż
R3
ˇˇˇ
e
s
2 JNjBγUjB1S ` e´ s2 BγUνBνS
ˇˇˇ
|BγS|
ď 2p1`Mεqλ|γˇ|
´››B1W ››L8 ` e s2 ››B1Z››L8 ` e´s››∇ˇW ››L8 ` e´ s2 ››∇ˇZ››L8¯ ››BγU››L2››BγS››L2 .
Hence, using (4.6), (4.11), and (4.12) we obtain that the second term in (12.33) is estimated as
4βτβ3
ÿ
|γ|“k
λ|γˇ|
ż
R3
ˇˇˇ
e
s
2 JNjBγUjB1S ` e´ s2 BγUνBνS
ˇˇˇ
|BγS| ď p2` ε 14 qEk .
It follows from (12.33), that
d
dsE
2
kpsq ` pk ´ 6qE2kpsq ď 2
ÿ
|γ|“k
λ|γˇ|
ż
R3
pF pγq
U i
BγUi ` F pγqS BγSq . (12.34)
By Lemma 12.2, for 0 ă δ ď 132 ,
d
dsE
2
kpsq ` pk ´ 6qE2kpsq ď 2p2` 8δqE2k ` 2e´sM4k´1 ,
and hence, by (12.30) we have that
d
dsE
2
k ` 2E2k ď 2e´sM4k´1 ,
and so we obtain that
E2kpsq ď e´2ps´s0qE2kps0q ` 2e´sM4k´1
´
1´ e´ps´s0q
¯
,
for all s ě s0 ě ´ log ε. This concludes the proof of Proposition 12.3.
In conclusion of this section, we mention that Proposition 12.3 applied with s0 “ ´ log ε yields the
proof of Proposition 4.3.
Proof of Proposition 4.3. We recall the identities DkW “ e s2DkpU ¨ N` Sq, DkZ “ DkpU ¨ N´ Sq, and
Aν “ U ¨ Tν Therefore, by (7.1), (A.25), using the Poincare´ inequality in the yˇ direction, and the fact that
the diameter of X psq in the eˇ directions is 4ε 16 e s2 , for any γ with |γ| “ k, we obtain›››e´ s2 BγW ´ N ¨ BγU ´ BγS›››
L2
` }BγZ ´ N ¨ BγU ` BγS}L2 ` }BγAν ´ Tν ¨ BγU}L2
ď 2 }JBγ ,NK ¨ U}L2 ` }JBγ ,TνK ¨ U}L2
À
kÿ
j“1
`››DjN››
L8 `
››DjTν››
L8
˘ ›››Dk´jU›››
L2pX psqq
À ε
kÿ
j“1
e´
js
2 p4ε 16 e s2 qj }U} 9Hk
69
Buckmaster, Shkoller, Vicol Formation of points shocks for 3D Euler
À ε }U} 9Hk .
Summing over all γ with |γ| “ k relates the 9Hk norm of W , Z, A with the 9Hk norm of U and S.
The initial datum assumption (3.40) together with (12.2) thus imply that
E2kp´ log εq ď ε .
Thus, from (12.31) and (12.2) we obtain
λk
´
}Up¨, sq}29Hk ` }Sp¨, sq}29Hk
¯
ď E2kpsq ď ε´1e´2s ` 2e´sM4k´1p1´ ε´1e´sq
and the inequalities (4.13a)–(4.13b) immediately follow by combining the above inequalities.
13 Conclusion of the proof of the main theorems
13.1 The blow up time and location
The blow up time T˚ is defined uniquely by the condition τpT˚q “ T˚ which in view of (5.2) is equivalent
to ż T˚
´ε
p1´ 9τptqqdt “ ε . (13.1)
The estimate for 9τ in (4.1b) shows that for ε taken sufficiently small,
|T˚| ď 2M2ε2 . (13.2)
We also note here that the bootstrap assumption (4.1b) and the definition of T˚ ensures that τptq ą t
for all t P r´ε, T˚q. Indeed, when t “ ´ε, we have that τp´εq “ 0 ą ´ε, and the function t ÞÑşt
´εp1´ 9τqdt1 ´ ε “ t´ τptq is strictly increasing.
The blow up location is determined by ξ˚ “ ξpT˚q, which by (5.2) is the same as
ξ˚ “
ż T˚
´ε
9ξptqdt .
In view of (4.1b), for ε small enough, find that
|ξ˚| ďMε , (13.3)
so that the blow up location is Opεq close to the origin.
13.2 Ho¨lder bound for w
Proposition 13.1. w P L8pr´ε, T˚q;C1{3q.
Proof of Proposition 13.1. We choose two points y and y1 in X such that y ‰ y1 and define x and x1 via the
relations
y1 “ e 32 sx1 , yˇ “ e s2 xˇ , and y11 “ e
3
2
sx11 , yˇ1 “ e
s
2 xˇ1 . (13.4)
Using the identity (2.26a) and the change of variables (13.4), we see that
|wpx1, xˇ, tq ´ wpx11, xˇ1, tq|
p|x1 ´ x11|2 ` |xˇ´ xˇ1|2q1{6
“ e
´ s
2 |W py1, yˇ, sq ´W py11, yˇ1, sq|
pe´3s |y1 ´ y11|2 ` e´s |yˇ ´ yˇ1|2q1{6
“ |W py1, yˇ, sq ´W py
1
1, yˇ
1, sq|
p|y1 ´ y11|2 ` e2s |yˇ ´ yˇ1|2q1{6
,
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so that
|wpx1, xˇ, tq ´ wpx11, xˇ1, tq|
p|x1 ´ x11|2 ` |xˇ´ xˇ1|2q1{6
ď |W py1, yˇ, sq ´W py
1
1, yˇ, sq|
|y1 ´ y11|1{3
` |W py
1
1, yˇ, sq ´W py11, yˇ1, sq|
e
s
3 |yˇ ´ yˇ1|1{3 . (13.5)
By the fundamental theorem of calculus and estimate (4.6), we have that
sup
y1‰y11
|W py1, yˇ, sq ´W py11, yˇ, sq|
|y1 ´ y11|1{3
ď sup
y1‰y11
şy1
y11
p1` z2{31 q´1dz1
|y1 ´ y11|1{3
ď 3 , (13.6)
and similarly for ν “ 2, 3,
sup
yˇ‰yˇ1
|W py11, yν , sq ´W py11, y1ν , sq|
e
s
3 |yν ´ y1ν |1{3
ď sup
y1‰y11
şyν
y1ν
|BνW | dzν
e
s
3 |yν ´ y1ν |1{3
ď sup
y1‰y11
e´
s
3
ˇˇ
yν ´ y1ν
ˇˇ2{3
,
where we have again used (4.6) which gives the bound |BνW | ď 1. Since both yν and y1ν are in X psq, by
(4.5) ˇˇ
yν ´ y1ν
ˇˇ2{3 ď ε 110 e s3
and hence
sup
yˇ‰yˇ1
|W py11, yν , sq ´W py11, y1ν , sq|
e
s
3 |yν ´ y1ν |1{3
À 1 . (13.7)
Combining (13.5)–(13.7), we see that
sup
x‰x1
|wpx1, xˇ, tq ´ wpx11, xˇ1, tq|
|x´ x1|1{3 À 1
where the implicit constant is universal, and is in particular independent of s (and thus t). This concludes
the proof of the uniform-in-time Ho¨lder 1{3 estimate for w.
The fact that rw has the same Ho¨lder 1{3 regularity follows from the transformation x to rx given in (2.15),
the transformation from w to rw given in (A.22), together with the bound for φptq given in (4.1a).
Remark 13.2. A straightforward computation shows that the Cα Ho¨lder norms of w, with α ą 1{3, blow
up as tÑ T˚ with a rate proportional to pT˚ ´ tqp1 ´ 3αq{2.
13.3 Bounds for vorticity and sound speed
Corollary 13.3 (Bounds on density and vorticity). The density remains bounded and non-trivial and satisfies››rραp¨, tq ´ ακ02 ››L8 ď αε 18 for all t P r´ε, T˚s . (13.8)
The vorticity has the bound
}ωp¨, tq}L8 ď C0κ
1
α
0 for all t P r´ε, T˚s , (13.9)
where C0 is a universal constant. In addition, if we assume that
|ωp¨,´εq| ě c0 on the set Bp0, 2ε3{4q , (13.10)
for some c0 ą 0, then at the location of the shock we have a nontrivial vorticity, and moreover
|ωp¨, T˚q| ě c0C0 on the set Bp0, ε
3{4q . (13.11)
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Proof of Corollary 13.3. Using the the identities (2.8), (2.20), and (2.35), we have that
Ωpy, sq “ rζprx, tq “ rωprx, tqrρprx, tq ,
and hence from Proposition 9.2, it follows that›››› rωp¨, tqrρp¨, tq
››››
L8
ď 2 . (13.12)
for t P r´ε, T˚q. Next, using the identities (2.6), (2.16b), and (2.32b), we find that
pαSpy, sqq 1α “ pαrσpx, tqq 1α “ rρprx, tq ,
so that by Proposition 9.1, the estimate (13.8) immediately follows. Then, with the definition of the trans-
formation (2.6), we have that´
αpκ02 ´ ε1{8q
¯1{α ď ρpx, tq ď ´αpκ02 ` ε1{8q¯1{α for all t P r´ε, T˚q , x P R3 . (13.13)
The bounds (13.12) and (13.13) together show that (13.9) holds for ε taken sufficiently small with respect
to κ0.
From (2.26c) and (2.33), U “ 12
´
κ` e´ s2W ` Z
¯
N`AνTν . By (4.5), (4.6), (4.11), (4.12), and (6.6),››U››
L8 ď 12e´
s
2
››W ››
L8 ` 12
››Z››
L8 `
››A››
L8 ` 12 |κ´ κ0| ` 12 |κ0|
ď 2ε 16 ` 12M2ε
3
2 ` 32Mε` κ02 ď κ02 ` ε
1
8 .
Let Xpx, tq denote the Lagrangian flow of u: BtXpx, tq “ upx, Xpx, tqq for t P p´ε, T˚q such that
Xpx,´εq “ x. Then,
d
dt
BxjXi “ pBxkui ˝XqBxjXk . (13.14)
We shall make use of the transformations (2.5) and (2.6) to relate Brx derivates of ruprx, tq with Bx deriva-
tives of upx, tq. It is convenient to define the normal and tangent vectors that are function of x, so we
set
N pxˇ, tq “ RptqNprˇx, tq , T νpxˇ, tq “ RptqTνprˇx, tq .
We then have that u ¨N “ ru ¨ N and
Bxkpu ¨N qNk “ Brxj pru ¨ NqRTjkRkmNm “ Brxj pru ¨ NqNj . (13.15)
By (13.15) and Lemma A.2 we obtain
Bxkpu ¨N qNk “ divrx ru´ Tνj Brxjraν ´ pru ¨ NqBrxµNµ ´ raνBrxµTνµ . (13.16)
We then write (13.14) as
d
dt
BxjXi “ pBxkpu ¨N qNi ` pu ¨N qBxkNi ` BxkaνT νi ` aνBxkT νi q ˝X BxjXk ,
and expand
BxjXk “ BxjXmNmNk ` BxjXmT µmT µk .
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We then have that
d
dt
`BxjXi T νi ˝X˘
“
´
pN ¨∇xqaν ` pu ¨N qpN ¨∇xqNiT νi ` p 9T ν ` T ν ,γ uγq ¨N
¯
˝X
´
BxjXk Nk ˝X
¯
`
´
pT µ ¨∇xqaν ` pu ¨N qpT µ ¨∇xqNiT νi ` p 9T ν ` T ν ,γ uγq ¨ T µ
¯
˝X
´
BxjXk T µk ˝X
¯
, (13.17a)
d
dt
`BxjXi Ni ˝X˘
“
´
pN ¨∇xqpu ¨N q ` aνpN ¨∇xqT νi Ni
¯
˝X
´
BxjXk Nk ˝X
¯
`
´
pT µ ¨∇xqpu ¨N q ` aνpT µ ¨∇xqT νi Ni ` p 9N `N ,ν uνq ¨ T µ
¯
˝X
´
BxjXk T µk ˝X
¯
. (13.17b)
In Lagrangian coordinates, conservation of mass can be written as ρ ˝X “ pdet∇xXq´1ρ0. Hence, by
(13.13), there exists CX ą 0 such that
1
CX
ď detp∇xXpx, tqq ď CX for all t P r´ε, T˚q , x P R3 . (13.18)
The kinematic identity
d
dt
det∇xX “ det∇xX divx u ˝X
leads to
det∇xXpx, tq “ exp
ż t
´ε
pdivx u ˝Xqpx, t1qdt1 , (13.19)
and hence from (3.26b), (13.18) and (13.19),
1
CX
ď exp
ż T˚
´ε
pdivx u ˝Xqpx, t1qdt1 ď CX . (13.20)
It is clear from the transformations (2.5) and (2.6) that
1
CX
ď exp
ż T˚
´ε
pdivrx ru ˝Xqprx, t1qdt1 ď CX (13.21)
and from (3.26b), (9.5), (13.21), and (13.16),
exp
ż T˚
´ε
pNjBxj pu ¨N qq ˝Xdt1 ď C . (13.22)
By possibly enlarging the constant C in (13.22), by (2.11), (2.13), (2.14), (3.26b), and (9.5), we obtain
exp
ż T˚
´ε
|♦| dt1 ď C , (13.23)
where ♦ denotes one of the 10 remaining exponential stretchers in (13.17). Consequently, taking the inner-
product of (13.17a) with BxjXk T νk ˝X and summing this with the inner-product of (13.17b) and BxjXk Nk˝
X and applying Gronwall, we find thatˇˇˇ
BxjXk Nk ˝X
ˇˇˇ2 ` ˇˇˇBxjXk T νk ˝X ˇˇˇ2 “ |∇xX|2 ď C ,
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since X is the identity map at time t “ ´ε. This implies that the eigenvalues of ∇X are uniformly bounded
from above on the time interval r´ε, T˚q, and therefore by (13.18), the eigenvalues are bounded in absolute
value from below by λmin ą 0. Using the Lagrangian version of (1.3), which is given by,
ζpXpx, tq, tq “ ∇xXpx, tq ¨ ζ0pxq ,
we see that on the set that ζ0pxq ě c0, we have that
|ζpXpx, tq, tq| ě λminc0 , (13.24)
Since Xpx, T˚q ´Xpx,´εq “
şT˚
´ε upXpx, sqqds, and }u}L8 “ }U}L8 we have from (13.2) that››Xp¨, T˚q ´Xp¨,´εq››L8 ď pT˚ ` εq}u}L8 ď p2M2ε2 ` εqpκ02 ` ε 18 q ď εκ0 . (13.25)
It follow from (13.13) and (13.24) that if the condition (13.10) on the initial vorticity holds, then (13.11) and
this concludes the proof.
13.4 Convergence to stationary solution
Theorem 13.4 (Convergence to stationary solution). There exists a 10-dimensional symmetric 3-tensor A
such that, with WA defined in Appendix A.1, we have that the solution W p¨, sq of (2.28a) satisfies
lim
sÑ8W py, sq “WApyq
for any fixed y P R3.
Proof of Theorem 13.4. We will first show that as sÑ8, that the equation (2.28a), converges pointwise to
the self-similar Burgers equation
BsW ´ 12W `
`
W ` 32y1
˘ B1W ` 12 yˇ ¨ ∇ˇW “ 0 .
To do this, we write (2.28a) as
BsW ´ 12W `
`
W ` 32y1
˘ B1W ` 12 yˇ ¨ ∇ˇW “ F .
where
F :“ FW ´ e´ s2βτ 9κ` pW ´ gW qB1W ` hW ¨ ∇ˇW .
The aim is to show uniform decay of F .
From (2.29a), (4.1b), (4.3), (4.6), (7.6), and (7.11), we have that
|F | À e´ s2 ` |GW | (13.26)
Thus we must show uniform decay of GW . Recalling the definition of GW in (2.29a), and applying (4.1a),
(4.2),(4.3), (6.4), (7.1), (7.3), together with the fact that we are taking κ ďM , we find that
|GW | ÀMe´ s2 |yˇ|2 ` e s2 |κ` β2Z ` 2β1V ¨ N|
ÀMe´ s2 |yˇ| ` e s2 ˇˇκ` β2Z0 ´ 2β1pRT 9ξq1 ˇˇ` |V | |N´ e1|
`
ˇˇˇ
9Q11
´
e´sy1 ` 12e´
s
2φνµyνyµ
¯ˇˇˇ
`
ˇˇˇ
β2e
s
2 pZ ´ Z0q ` 2β1 9Q1νyν
ˇˇˇ
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À e´ s3 p|y| ` 1q ` |y| }∇V }L8 ` e
s
2
ˇˇ
Z ´ Z0 ´ ∇ˇZ0 ¨ yˇˇˇ` ˇˇB1Z0y1 ˇˇ
`
ˇˇˇ
β2e
s
2 ∇ˇZ0 ¨ yˇ ` 2β1 9Q1νyν
ˇˇˇ
À e´ s3 p1` |y|2q `
ˇˇˇ
β2e
s
2 ∇ˇZ0 ¨ yˇ ` 2β1 9Q1νyν
ˇˇˇ
. (13.27)
The identity (5.17), together with the bounds (4.1), (4.2), (4.3), (4.11), (4.12), and (6.4), shows thatˇˇˇ
β2e
s
2 BνZ0 ` 2β1 9Q1ν
ˇˇˇ
À e´ s3 , (13.28)
and thus, using (13.26), (13.27) and (13.28), we conclude that
|F | À e´ s3 p1` |y|2q . (13.29)
With WA denoting the stationary solution constructed in Appendix A.1 whose Taylor coefficients about
y “ 0 match those of limsÑ8W py, sq up to third order, we define
ĂWA “W ´WA ,
which satisfies the equation
pBs ` B1WA ´ 12qĂWA ` `W ` 32y1˘ B1ĂWA ` 12yµBµĂWA “ F . (13.30)
In particular, since limsÑ8D3W p0, sq “ D3WAp0q, for δ ą 0, there exists sδ ě ´ log ε such thatˇˇˇ
D3ĂW p0, sδqˇˇˇ ď δ . (13.31)
An application of Lemma A.3 to the function D2W and the estimate (4.6) yields››D4W ››
L8 À }W }
4
2m´7
9Hm
}D2W }
2m´11
2m´7
L8 ÀM
10m´11
2m´7 ÀM6 , (13.32)
form ě 18. Now fix δ ą 0 and s0 ě sδ. We also fix a point y0. Using (13.31), (13.32), and the fundamental
theorem of calculus, we obtain that ˇˇˇĂWApy0, s0qˇˇˇ À δ ` |y0|4M6 . (13.33)
Here, we have made use of the fact that BγĂWAp0, s0q “ 0 for |γ| ď 2.
Next, consider the Burgers trajectory Φy0psq, defined by
BsΦy0 “
`
W ˝ Φy0 ` 32Φy01 , 12Φy02 , 12Φy03
˘
s ą s0 , (13.34a)
Φy0ps0q “ y0 . (13.34b)
From the bootstrap |B1W | ď 1 for |y| ď L, the explicit formula for W which yields W p0, yˇq “ 0, the
fundamental theorem of calculus, and the bounds (4.6) and (4.7c) , we obtain that
|W pyq| ď |W py1, yˇq ´W p0, yˇq| `
ˇˇˇĂW p0, yˇqˇˇˇ ď |y1| ` ε 113 |yˇ| for |y| ď L ,
and therefore y ¨ `W ` 32y1, 12y2, 12y3˘ ě 25 |y|2 whenever |y| ď L. It follows from (13.34), that
Bs |Φy0psq|2 ě 45 |Φy0 |2 ,
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and that
|Φy0psq| ě |y0| e 25 ps´s0q . (13.35)
Notice, then, that this trajectory will move at least a distance of length one in the time increment s ´ s0 “
´52 log |y0| Ñ 8 as |y0| Ñ 0. Moreover, from (13.35), we have thatˇˇ
Φy0ps0 ´ 52 log |y0| ` 52 logLq
ˇˇ ě L . (13.36)
Returning now to the evolution equation (13.30), we shall first consider the case that |y| ď L. We use
the fact that the anti-damping term pB1WA´ 12qĂWA ě ´32ĂWA since ˇˇB1WA ˇˇ ď 1. As a consequence of the
forcing estimate (13.29) and the initial condition bound (13.33), we apply the Gro¨nwall inequality on the
time interval s P rs0 , s0 ´ 52 log |y0| ` 52 logLs to obtain thatˇˇˇĂWA ˝ Φy0psqˇˇˇ À e 32 ps´s0qM6p|y0|4 ` δq À |y0|´ 154 L 32M6p|y0| ` δq ÀM6L 32 |y0| 14 , (13.37)
where we have assumed that s0 ě sδ is taken sufficiently large so that δ ď |y0|4.
By continuity of Φy0psq, we see from (13.36) that for any y˚ such that |y˚| P r|y0| ,Ls, there exists
s˚ P rs0 , s0 ´ 52 log |y0| ` 52 logLs such that
Φy0ps˚q “ y˚,
and hence by (13.37), we obtain that ˇˇˇĂWApy˚, s˚qˇˇˇ ÀM6L 32 |y0| 14 . (13.38)
By letting |y0| Ñ 0, any point y˚ P p0,Ls is equal to Φy0ps˚q for some y0 approaching the origin. Hence,
by continuity, taking sÑ8 and letting |y0| Ñ 0 in (13.38), we have that for any fixed |y| ď L,
lim
sÑ8
ˇˇˇĂWApy, sqˇˇˇ “ 0 . (13.39)
Furthermore the convergence in uniform on the interval r0,Ls.
It remains to establish the convergence as sÑ8 for the case that |y| ě L. We fix δ ą 0. From (13.39),
there exists an s0 ě ´ log ε sufficiently large, such thatˇˇˇĂWApy0, s0qˇˇˇ ď δ for |y0| “ L . (13.40)
We again apply the Gronwall inequality to (13.30), but now on the time interval s P rs0, s0 ´ 13 log δs. We
find that ˇˇˇĂWA ˝ Φy0psqˇˇˇ À e 32 ps´s0qδ À δ 12 . (13.41)
For all |y| ě L “ ε´ 110 ,
|W pyq| ď p1` ε 120 qη 16 pyq ď p1` ε 120 q2 |y|
and so, it follows that
y ¨ `W ` 32y1, 12y2, 12y3˘ ě y21 ` 12 |y|2 ´ |y1| p1` ε 120 q2 |y| ě 12 |y|2 ´ 14p1` ε 120 q4 |y|2 ě 15 |y|2 ,
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and hence for |y0| ě L,
|Φy0psq| ě |y0| e 15 ps´s0q . (13.42)
Thus, for s0 ď s ď s0 ´ 34 log δ, (13.42) shows that
Φy0psq ě δ´ 115L . (13.43)
By continuity, we see from (13.43) that for any y such that |y| P rL, δ´ 115Ls, there exists s P rs0, s0´ 13 log δs
such that
Φy0psq “ y,
and hence by (13.41), ˇˇˇĂWApy, sqˇˇˇ À δ 12 .
Thus, for any fixed y, taking δ Ñ 0 and sÑ8 shows that ĂW py, sq Ñ 0. This completes the proof.
13.5 Proof of Theorem 3.4
The system of equations (2.28) for pW,Z,Aq, with initial data pW0, Z0, Z0q satisfying the conditions of the
theorem, is locally well-posed. In particular, because the transformations from (1.2) to (2.28) are smooth
for sufficiently short time, we use the fact that (1.2) is locally well-posed in Sobolev spaces and has a well-
known continuation principle (see, for example, [23]): Letting U “ pu, σq : R3 ˆ R Ñ R3 ˆ R` with
initial data U0 “ Up¨,´εq P Hk for some k ě 3, there exists a unique local-in-time solution to the Euler
equations (1.1) satisfying U P Cpr´ε, T q, Hkq. Moreover, if }Up¨, tq}C1 ď K ă 8 for all t P r´ε, T q, then
there exists T1 ą T , such that U extends to a solution of (1.2) satisfying U P Cpr´ε, T1q, Hkq. This implies
that pW,Z,Aq are continuous-in-time with values in Hk and define a local unique solution to (2.28) with
initial data pW0, Z0, Z0q. Moreover, the evolution of the modulation functions is described by the system
of ten nonlinear ODEs (5.30) and (5.31). This system also has local-in-time existence and uniqueness as
discussed in Remark 5.1. In Sections 6–12 we close the bootstrap stipulated in Section 4, and thus obtain
global-in-time solutions with bounds given by the bootstrap.
In particular, the closure of the bootstrap shows that solutions pW,Z,Aq to (2.28) exist globally in self-
similar time, that pW,Z,Aq P Cpr´ log ε,`8q;Hkq X C1pr´ log ε,`8q;Hk´1q, and that the estimates
stated in Theorem 3.4 are verified. Theorem 13.4 shows that limsÑ`8W py, sq “ WA, where WA is a
C8 stationary solution of the 3D self-similar Burgers equation described in Appendix A.1. Moreover, WA
satisfies the conditions stated in Theorem 3.4. The bootstrap estimates (4.1) then show that the modulation
functions are in C1r´ε, T˚q. This completes the proof.
Let us now provide a brief summary of the closure of the bootstrap given in Sections 6–12, which
consisted of the following five steps:
(A) L8 bounds for BγW in different spatial regions for |γ| ď 4;
(B) L8 bounds for Ω;
(C) L8 bounds for BγZ, and BγA for |γ| ď 2;
(D) L2 bounds for BγW , BγZ, and BγA for |γ| “ k, k ě 18; and
(E) bounds for the modulation functions.
(A) We split the analysis for W into three spatial regions in the support X psq, required to close the
bootstrap assumptions (4.6)–(4.9). The first region (|y| ď `) was a small neighborhood of y “ 0 where the
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Taylor series of the solution was used. The second (large) intermediate region (` ď |y| ď L) was chosen
so that W py, sq and some of its derivatives remained close to W , while the third spatial region (|y| ě L)
allowed W to decrease to zero at the boundary of X psq, while maintaining important bounds on derivatives.
We began our study in the first region |y| ď `. Our analysis relied on the structure of the equations
satisfied by the perturbation function ĂW py, sq “ W py, sq ´W pyq and its derivatives, given by BγĂW by
(2.53) and (2.54). As we showed in (11.1), for |γ| “ 4 the damping term satisfies DpγqĂW ě 1{3 and hence
using the bootstrap assumptions, we obtained the L8 bound (11.2) for all s ě ´ log ε, which closed the
bootstrap (4.8b).
The ten time-dependent modulation functions κ, τ, nν , ξi, φνµ, solving the coupled system of ODE given
by (5.30) and (5.31), were used to enforce the dynamic constraints BγĂW p0, sq “ 0 for |γ| “ 2. Using these
conditions at y “ 0, and the L8 bound on BγĂW for γ “ 4, we obtained the bound (11.7) for ˇˇˇBγĂW p0, sqˇˇˇ for
|γ| ď 3, and this closed the bootstrap (4.9). The fundamental theorem of calculus then closed the remaining
bootstrap assumption (4.8a) for |y| ď `.
We next obtained L8 estimates for BγĂW in the region ` ď |y| ď L. We relied on our estimates for
trajectories defined in (2.39)–(2.40). In particular, we proved in Lemma 8.2 that for any y0 P R3 such that
|y0| ě ` and s0 ě ´ log ε, Φy0W psq ě |y0| e
s´s0
5 for all s ě s0. Thanks to (4.5), we were able to convert
temporal decay to spatial decay so that the exponential escape to infinity of trajectories Φy0W provided the
essential time-integrability of forcing and damping functions in (2.53) and (2.54), when composed with
Φ
y0
W . Specifically, these equations were rewritten in weighted form as (11.9)–(11.10), and then composed
with Φy0W , to which we applied Gro¨nwall’s inequality. We thus obtained the weighted estimate (11.20) for ĂW
as well as the weighted estimates for ∇ĂW in (11.23) and (11.24), which closed the bootstrap assumptions
(4.7), which in turn, as stated in Remark 4.1, closed the first three bootstrap assumption on W in (4.6) for
the region |y| ď L.
It remained to close the L8 bootstrap assumptions for BγW for |γ| “ 2 in the region |y| ě `. We
employed the same type of weighted estimates along trajectories Φy0W as for the study of ∇ĂW above, and
thus established the bound (11.31) which, in conjunction with our choice of ` “ plogMq´5 satisfying
(11.32), closed the bootstrap assumption in (4.6). Finally, in the third spatial region |y| ě L, using the
same type of weighed estimates along trajectories Φy0W , we obtained weighted estimates (11.33) for W and
(11.34)–(11.35) for ∇W which closed the first three bootstrap assumptions in (4.6) for |y| ě L. This
completed the L8 estimates for BγW .
(B) The specific vorticity estimates required a decomposition of the vector ζ˚ into the normal component
ζ˚ ¨ N and the tangential components ζ˚ ¨ Tν as was done in (9.2). We observed that these geometric com-
ponents of specific vorticity have forcing functions (9.3) which are bounded; therefore, in Proposition 9.2,
we established the upper bound (9.4). For the self-similar sound speed S, we also established the upper and
lower bounds (9.1) in Proposition 9.1.
(C) We then closed the bootstrap assumptions (4.11) and (4.12) for BγZ and BγA with |γ| ď 2. To do
so, we relied upon Lemma 8.3, wherein we proved that trajectories Φy0Z psq and Φy0U psq escape to infinity
exponentially fast for all y0 P X0, and also upon Corollary 8.4 which established the integrability (for all
time) of both B1W and B1ĂW along these trajectories. This then allowed us to use weighted estimates for
BγZ to obtain the bounds (10.10)–(10.13) which closed the bootstrap assumptions (4.11). The same type of
weighted estimates for A then yielded the bounds (10.14) which closed the bootstrap assumptions (4.12) for
all |γ| ď 2 with γ1 “ 0. For the latter case, we relied crucially on the previously obtained specific vorticity
estimates. In particular, Lemma 10.1 proved that bounds on geometric components of specific vorticity give
the desired L8 bounds on B1A.
(D) In order to complete the bootstrap argument, we obtained 9Hk-type energy estimates for the pU, Sq-
system of equations (2.34). The evolution for the differentiated system pBγU, BγSq was computed in (12.3)–
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(12.6). The main idea for closing the energy estimate was to make use of the L8 bounds for BγW and BγZ
with |γ| ď 2 and for BγA with |γ| “ 1. Together with the damping obtained when k is chosen large enough,
the lower-order L8 bounds effectively linearized the resulting damped differential inequalities which then
lead to global-in-time bounds. Instead of obtaining bounds for the 9Hk-norm directly, we instead obtained
bounds for the weighted norm E2kpsq “
ř
|γ|“k λ|γˇ|p}BγUp¨, sq}2L2 ` }BγSp¨, sq}2L2q, where λ “ δ
2
12k2
,
0 ă δ ď 132 , and k ě 18. The energy method proceeded in the following manner: we considered the
sum of the L2 inner-product of (12.3a) with λ|γˇ|BγU i and the L2 inner-product of (12.3b) with λ|γˇ|BγS. We
made use of a fundamental cancellation of terms containing k`1 derivatives that lead to the identity (12.32),
obtained the lower-bound on the damping, and employed the error bounds from Lemma 12.2. This lead us
to the differential inequality ddsE
2
k ` 2E2k ď 2e´sM4k´1 which then yielded the desired 9Hk bound.
(E) Closing the bootstrap assumptions for the modulation variables used the precise form of the ODE
system (5.30) and (5.31) and relied on the bounds W , Z, A, and some of their partial derivatives at y “ 0.
The bounds (6.5)–(6.10) closed the bootstrap assumptions (4.1).
13.6 Proof of Theorem 3.1
The blow up time T˚ is uniquely determined by the formula (13.1); the blow up location is defined by
ξ˚ “ ξpT˚q. The bounds (13.2) and (13.3) shows that |T˚| “ Opε2q and |ξ˚| “ Opεq, respectively.
Moreover, κptq satisfies (6.6), and from (3.24) and (4.1a), for each t P r´ε, T˚q, we have that
ˇˇ
Nprˇx, tq ´
N0pxˇq
ˇˇ` ˇˇTνprˇx, tq ´ Tν0pxˇqˇˇ “ Opεq .
By Theorem 3.4, pW,Z,Aq P Cpr´ log ε,`8q;Hkq and since U “ 12pe´
s
2W ` κ`ZqN`AνTν and
S “ 12pe´
s
2W ` κ ´ ZqN ` AνTν , then pU, Sq P Cpr´ log ε,`8q;Hkq. The identities (2.32) together
with the change of variables (2.25) show that p˚u, σ˚q P Cpr´ε, T˚q;Hkq. It then follows from the sheep
shear coordinate and function transformation, (2.15) and (2.16), together with the fact that |φ| “ Opεq
from (4.1a) that pru, rσq P Cpr´ε, T˚q;Hkq. Finally, the transformations (2.5) and (2.6) show that pu, σq P
Cpr´ε, T˚q;Hkq. Clearly ρ P Cpr´ε, T˚q;Hkq as well.
From the change of variables (2.15), we have that
Brx1 rwprx, tq “ Bx1wpx, tq , Brxν rwprx, tq “ Bxνwpx, tq ´ Bx1wpx, tqBxνfpxˇ, tq ,
so that by (2.14), this identity is written as
Brxj rwprx, tq “ Bx1wpx, tqJNj ` δjµBxµwpx, tq .
Hence, we see that
pN ¨∇rxq rwprx, tq “ Bx1wpx, tqJ` NµBxµwpx, tq “ esB1W py, sqJ` NµBµW py, sq , (13.44a)
pTν ¨∇rxq rwprx, tq “ TνµBxµwpx, tq “ TνµBµW py, sq . (13.44b)
Using the definitions of the transformation (2.8), (2.15), (2.25), (2.26a), the fact that fp0, tq “ 0, and the
constraints (5.1), we see from (13.44a) that
pN ¨∇rxq rwpξptq, tq “ esB1W p0, sqJ` NµBµW p0, sq “ ´es “ ´1τptq´t ,
and hence limtÑT˚pN ¨∇rxq rwpξptq, tq “ ´8. Moreover, from (3.2) and (7.1), we have that |J| À 1` ε and
|Nν | À ε 32 , and so from (13.44a), it follows that
1
2pT˚´tq ď }N ¨∇rx rwp¨, tq}L8 ď 2T˚´t as tÑ T˚ .
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By Theorem 3.4, we have that››e 3s2 B1Z››L8 ` ››e 3s2 B1A››L8 ` ››e s2 ∇ˇZ››L8 ďMε 12 ďM 12 , ››e s2 ∇ˇZ››L8 ďMε 12 ,
and hence by the transformation (2.25), (2.26b), and (2.26c),››∇xz››L8 ` ››∇xa››L8 ÀM .
Since
Brxνrzprx, tq “ Bxνzpx, tq ´ Bx1zpx, tqBxνfpxˇ, tq and Brxνraprx, tq “ Bxνapx, tq ´ Bx1apx, tqBxνfpxˇ, tq ,
and hence ››∇rxrz››L8 ` ››∇rxra››L8 ÀM .
By Corollary 13.3,
››rραp¨, tq ´ ακ02 ››L8 ď αε 18 for all t P r´ε, T˚s, and hence ρ is strictly positive and
bounded. Now ru ¨ N “ 12p rw ` rzq , ρ “ `α2 p rw ` rzq˘1{α ,
and hence (3.26) immediately follows. Finally, Corollary 13.3 establishes the claimed vorticity bounds.
Remark 13.5. Note that the p rw, rz,raq as defined by (3.25) are solutions to the system (A.21). Thus, one
may obtain pu, ρq as a solution of (1.1) and define p rw, rz,raq by (3.25) or equivalently, one may directly solve
(A.21) with the corresponding initial conditions.
13.7 Open set of initial data, the proof of Theorem 3.2
Proof of Theorem 3.2. Let us denote by rF the set of initial data pu0, σ0qpxq, or equivalently p rw0, rz0,ra0qpxq,
which are related via the identity (3.6), which satisfy the hypothesis of Theorem 3.1: the support property
(3.7), the rw0pxq bounds (3.8)–(3.17), the rz0pxq estimates in (3.18), the ra0pxq bounds in (3.19), the specific
vorticity upper bound (3.20), and the Sobolev estimate (3.21). We will let F be a sufficiently small neigh-
borhood of rF in the Hk topology. The specific smallness will be implicit in the arguments given below.
A first comment is in order regarding all the initial datum assumptions which are inequalities, namely
(3.12)–(3.21). These initial datum bounds are technically not open conditions, since for convenience we
have written “ď” instead of “ă”. However, we note that all of these bounds can be slightly weakened by
introducing a pre-factor that is close to 1 without affecting any of the conclusions of the theorem. Therefore,
we view (3.12)–(3.21) as stable with respect to small perturbations.
This leaves us to treat the assumption that p rw0´ κ0, rz0,ra0q are supported in the set X0 defined by (3.7),
and the pointwise conditions on rw0 at x “ 0 given in (3.8)–(3.10). We first deal with the support issue, where
we use the finite speed of propagation of the Euler system. After that, we explain why the invariances of the
Euler equation allow us to relax the pointwise constraints at the origin. Due to finite speed of propagation,
these two matters are completely unrelated: the second issue is around x “ 0, while the first one is for |x|
large. Thus, in the proof we completely disconnect these two matters.
Let pu0, σ0q P rF and consider a small Hk perturbation pu0, σ0q which decays rapidly at infinity, but
need not have compact support in X0. By the local existence theory in Hk, from this perturbed initial datum
pu0 ` u0, σ0 ` σ0q “: pu0,total, σ0,totalq
we have a maximal local in time C0tH
k
x smooth solution of the 3D Euler system (1.2). Let us denote
this solution as putotal, σtotalq, and let its maximal time of existence be Ttotal. The standard continuation
criterion implies that if
şT
´ε }utotal}C1 ă 8, then solution may be continued past T .
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In addition to the set X0 defined in (3.7), for n P t1, 2u we introduce the nested cylinders
Xn “
!
|x1| ď 12n`1 ε
1
2 , |xˇ| ď 12n ε
1
6
)
.
Clearly X3 Ă X2 Ă X1 Ă X0, and we have
distpXn`1, X cnq ě ε
3
4 , for all n P t0, 1u . (13.45)
Let ψ be a C8 smooth non-negative cutoff function, with ψ ” 1 on X1 and ψ7 ” 0 on X c0. Then, we define
pu70, σ70qpxq “ pu0 ` σ0q ` ψpxqpu0, σ0qpxq ,
pu50, σ50qpxq “ p1´ ψpxqqpu0, σ0qpxq .
By construction, the inner initial value pu70, σ70q is compactly supported in X0 and is a small Hk disturbance
of the data pu0, σ0q on X0. Therefore, we can apply Theorem 3.1 to this initial datum, and the resulting
inner solution pu7, σ7q of the Euler system (1.2) satisfies all the conclusions of Theorem 3.1 (with a suitably
defined pw7, z7, a7q defined as in (3.6)). In particular, we have a bound on the maximum wave speed due to
the bound ››u7››
L8 `
››σ7››
L8 À κ0 , (13.46)
and pu7, σ7q P Cpr´ε, T˚q;Hkq with T˚ “ Opε2q . The key observation is that because pu70, σ70q is identical
to our perturbed initial datum pu0,total, σ0,totalq on X1 (the cutoff is identically equal to 1 there), by using
the finite speed of propagation and the uniqueness of smooth solutions to the compressible Euler system,
from the bounds (13.45) and (13.46) we deduce that
pu7, σ7qpx, tq “ putotal, σtotalqpx, tq on X2 ˆ r´ε, T˚q . (13.47)
In particular, because Theorem 3.1 guarantees that the only singularity in pu7, σ7q occurs at ξ˚ “ Opεq at
time T˚, we know that
sup
r´ε,T˚q
››pu7, σ7q››
HkpX c2q ďMk,ε (13.48)
for some constant Mk,ε, which depends polynomially on ε´k in view of (3.21).
It remains to analyze the total solution on the set X c2. For this purpose, write
putotal, σtotalqpx, tq “ pu7, σ7qpx, tq ` pu5, σ5qpx, tq (13.49)
and note that pu5, σ5q solves a version of (1.2) where we also add linear terms due to pu7, σ7q:
1`α
2 Btu5 ` ppu5 ` u7q ¨∇xqu5 ` ασ5∇xσ5 “ pu5 ¨∇xqu7 ` ασ5∇xσ7 ` ασ7∇xσ5 , (13.50a)
1`α
2 Btσ5 ` ppu5 ` u7q ¨∇xqσ5 ` ασ5 divx u5 “ pu5 ¨∇xqσ7 ` ασ5 divx u7 ` ασ7 divx u5 , (13.50b)
pu5, σ5q|t“´ε “ pu50, σ50qpxq “ p1´ ψpxqqpu0, σ0qpxq . (13.50c)
In particular, the initial condition in (13.50c) has small Sobolev norm, and is compactly supported in X c1, by
the definition of the cutoff function ψ. Additionally, every term in (13.50a) and (13.50b) contains either a
u5 or a σ5 term. Combined with (13.46), the implication is that as long as the maximal wave speed due to
pu5, σ5q is bounded, e.g. Op1q, then on the time interval r´ε, T˚q the support of the solution pu5, σ5q cannot
travel a distance larger than Opεq. Hence, due to (13.45), we have that the support of pu5, σ5q remains
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confined to X c2, again, conditional on an Op1q bound for
››u5››
L8 `
››σ5››
L8 (we have such a bound for short
time, but it may not be clear that it holds uniformly on r´ε, T˚q). Next, we recall that using a standard H3
energy estimate for the system (13.50), we may prove that
d
dt
››pu5, σ5q››2
Hk´1 À
››pu5, σ5q››3
Hk´1 `
››pu5, σ5q››2
Hk´1
››pu7, σ7q››
HkpX c2q
where the implicit constant only depends on α and k ě 18, and we have used the aforementioned sup-
port property of pu5, σ5q. Since we have previously established in (13.48) that ››pu7, σ7q››
HkpX c2q ď Mk,ε
uniformly on r´ε, T˚q, we deduce that if T˚ obeys››pu50, σ50q››2Hk´1 exp p2pT˚ ` εqMk,εq ď 1 (13.51)
then uniformly on r´ε, T˚q we have
››pu5, σ5q››
Hk´1 À 1; this bound also implies the desired Op1q wave
speed. To conclude the argument, all we have to do is to choose our initial disturbance pu0, σ0q to have a
small enough Hk´1 norm (in terms of ε) so that (13.51) holds. We combined this Op1q bound on the Hk´1
norm of the outer solution with (13.47) and (13.49) to deduce that the total solution putotal, σtotalq behaves
extremely tame on X c2, and its behavior is given by the bounds in Theorem 3.1 on X2. We have thus proven
that one may indeed remove the strict support condition from the assumptions of Theorem 3.1, as desired.
It remains to show that the pointwise constraints (3.8)–(3.10) on rw0 can be turned into open conditions.
First, we note cf. (3.2) that Theorem 3.1 allows for κ0 to be taken in an open set, and by definition ε is taken
to be sufficiently small, thus also in an open set. As a consequence the conditions on rw0p0q and B1 rw0p0q in
(3.10) are open conditions. It remains to show that by applying an affine coordinate change, we may replace
the assumptions (3.8), (3.9), and the last equation in (3.10) by open conditions.
We start with the last condition in (3.10). We aim to show that if F is a sufficiently small neighborhood
of rF , and B Ă R3 is a sufficiently small ball around the origin (with radius depending solely on ε), then
there exists functions m2,m3 : B ˆ F Ñ p´1{2, 1{2q such that if we define the vector
mpx, u0, σ0q :“ pm1,m2,m3q :“
´
p1´m22 ´m23q
1
2 ,m2,m3
¯
, (13.52)
then for any x P B and pu0, σ0q P F
mjpx, u0, σ0qpmpx, u0, σ0q ˆ∇xqu0j ` pmpx, u0, σ0q ˆ∇xqσ0 “ 0 . (13.53)
We denote by pm2,m3q two free variables, i.e. they do not depend on px, u0, σ0q, and are not to be confused
with the pair pm2,m3q. In terms of pm2,m3q we define the vector
m :“ pm1,m2,m3q :“
´
p1´m22 ´m23q
1
2 ,m2,m3
¯
. (13.54)
in analogy to (13.52). Also in terms of pm2,m3q we define the rotation matrix R “ Rpm2,m3q using the
definition (2.2) with m replacing n; more explicitly, replace pn2, n3q with pm2,m3q in (A.13). Then, using
R we define two vectors which are orthogonal to the vector m defined in (13.54), as
νβ :“ νβpm2,m3q :“ Rpm2,m3qeβ for β P t2, 3u .
By construction, pm, ν2, ν3q form an orthonormal basis. Then, for each β P t2, 3u define functions
Gβpx, u0, σ0,m2,m3q :“ mjνβ ¨∇xu0jpxq ` νβ ¨∇xσ0pxq
where the summation is over j P t1, 2, 3u. Thus one can rewrite (13.53) as
Gpx, u0, σ0,m2px, u0, σ0q,m3px, u0, σ0qq “ 0 (13.55)
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with G “ pG2, G3q. By (3.10) we have for pu0, σ0q P rF that
Gp0, u0, σ0, 0, 0q “ 0 . (13.56)
Moreover, employing the notation ∇mf “ pBm2f, Bm3fq, for pu0, σ0q P rF we have by (3.10) that
∇mGp0, u0, σ0, 0, 0q “
„´B1pu01 ` σ0q 0
0 ´B1pu01 ` σ0q

“ ε´1
„
1 0
0 1

. (13.57)
By (3.9) and (3.17), we have
∇xGp0, u0, σ0, 0, 0q “ p∇xBx2pu01 ` σ0q,∇xBx2pu01 ` σ0qq|x“0
“
»– 0 0Bx2Bx2 rw0p0q Bx2Bx3 rw0p0q
Bx2Bx3 rw0p0q Bx3Bx3 rw0p0q
fifl “ Op1q . (13.58)
Using (3.16), (3.21), and the interpolation Lemma A.3 we also haveˇˇ∇2mGpx, u0, σ0,m2,m3qˇˇ` |∇x∇mGpx, u0, σ0,m2,m3q| ` ˇˇ∇2xGpx, u0, σ0,m2,m3qˇˇ À ε´7 . (13.59)
For every δ ą 0, if we assume F is a sufficiently small neighborhood of rF , then for pu0, σ0q P F , we
can replace (13.56)-(13.59) with
Gp0, u0, σ0, 0, 0q “ Opδq , (13.60a)
∇mGp0, u0, σ0, 0, 0q “ ε´1Id `Opδq , (13.60b)
∇xGp0, u0, σ0, 0, 0q “ Op1q , (13.60c)ˇˇ∇2x,mGpx, u0, σ0,m2,m3qˇˇ À ε´7 . (13.60d)
For a fixed pu0, σ0q P F , now consider the map Ψu0,σ0 : R3 ˆ p´1{2, 1{2q2 Ñ R3 ˆ R2 given by
Ψu0,σ0px,m2,m3q “ px, Gpx, u0, σ0,m2,m3qq (13.61)
with gradient with respect to x and m given by in block form as
DΨu0,σ0 :“
„
Id 0
∇xG ∇mG

.
From (13.60b) and (13.60c), we have detpDΨu0,σ0q ě 12ε´2, for δ À 1. Thus, by the inverse func-
tion theorem, for each pu0, σ0q P F , there exists an inverse map Ψ´1u0,σ0 defined in a neighborhood ofp0, Gp0, u0, σ0, 0, 0qq. Moreover, using (13.60b)-(13.60d), we can infer that the domain of this inverse func-
tion Ψ´1u0,σ0 contains a ball around p0, Gp0, u0, σ0, 0, 0qq whose radius can be bounded from below in terms
of ε, independently of δ À 1. In particular, by assuming δ to be sufficiently small in terms of ε, as a conse-
quence of (13.56) and (13.60a), we can ensure that the domain of Ψ´1u0,σ0 contains a ball B centered at the
origin with radius depending solely on ε. In other words, assuming F is a sufficiently small neighborhood
of rF , then Ψ´1u0,σ0 is well defined on B, where B is independent of pu0, σ0q P F . The key step is to define
pm2,m3q :“ pm2,m3qpx, u0, σ0q :“ PmΨ´1u0,σ0px, 0q ,
where Pm is the projection of the vector Ψ´1u0,σ0px, 0q onto its last two components. Note that as a conse-
quence of (13.60b)-(13.60d), we obtain
|∇xpm2,m3q| À
ˇˇpDΨu0,σ0q´1 ˇˇ À 1 and ˇˇ∇2x pm2,m3qˇˇ À ˇˇpDΨu0,σ0q´1 ˇˇ |∇xpDΨu0,σ0q| À ε´7
(13.62)
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for all x P B, where we reduce the radius of B if required (dependent only on ε). In order to see
the first bound we note that DΨu0,σ0 is a lower triangular matrix. Then using (13.60b) we obtain that
detpDΨu0,σ0q ě 12ε2 . Moreover, applying (13.60b) and (13.60c), we can bound the entries of the cofactor
matrix by a constant multiple of ε´2, from which we concludeˇˇpDΨu0,σ0q´1 ˇˇ “ |CofDΨu0,σ0 | |detpDΨu0,σ0q|´1 À 1 .
Thus, we have identified the desired functions pm2,m3qpx, u0, σ0q such that (13.55), and thus (13.53) holds
for all x P B and all pu0, σ0q P F .
Next, we turn to relaxing the constraint (3.9). For each pu0, σ0q P F , we wish for find x P B such that
Hpx, u0, σ0q :“
`p∇Bku0jqpxqmjpx, u0, σ0q ` p∇Bkσ0qpxq˘mkpx, u0, σ0q “ 0 . (13.63)
Using (3.9), for pu0, σ0q P rF we have
Hp0, u0, σ0q “ 0 , (13.64)
where we used the identity mp0, u0, σ0q “ e1. Moreover, we have
∇xH “ p∇2Bku0jqpxqmjpx, u0, σ0qmkpx, u0, σ0q ` p∇Bku0jqpxq b∇xpmjpx, u0, σ0qmkpx, u0, σ0qq
` p∇2Bkσ0qpxqmkpx, u0, σ0q ` p∇Bkσ0qpxq b∇xmkpx, u0, σ0q . (13.65)
For pu0, σ0q P rF and x “ 0, by the definition of wε in (3.11) and the property (2.44) of W , we have
p∇2Bku0jqp0qmjp0, u0, σ0qmkp0, u0, σ0q ` p∇2Bkσ0qp0qmkp0, u0, σ0q
“ p∇2B1pu01 ` σ0qqp0q “
»–6ε´4 0 00 2ε´2 0
0 0 2ε´2
fifl`R (13.66)
where by (3.14) and the fact that k ě 18, the remainder R is bounded as
|R11| ď ε´ 72´ 17 , |R1µ| ` |Rµ1| ď ε´ 52´ 17 , |Rµν | ď ε´ 32´ 17 . (13.67)
By (3.9), (3.16), (3.18), (3.19), (3.21) (which implies by Sobolev embedding an estimate on B2x1ra0 and
∇xBx1ra0, where we also use that k ě 18) and (13.62)
|pBiBku0jqp0q∇x`pmjpx, u0, σ0qmkp0, u0, σ0qq ` pBiBkσ0qp0q∇x`mkp0, u0, σ0q|
À
#
|B1∇rz0p0q| ` |B1∇ra0p0q| , if i “ 1ˇˇ∇ˇ2 rw0p0qˇˇ` ˇˇ∇ˇ∇rz0p0qˇˇ` ˇˇ∇ˇ∇ra0p0qˇˇ , otherwise
À
#
ε´ 32´ 110 , if i “ 1
ε´ 12´ 110 , otherwise
. (13.68)
Inserting the bounds (13.66)–(13.68) into identity (13.65) we deduce that
detp∇xHqp0, u0, σ0q ě ε´8 ,
for all pu0, σ0q P rF .
Using a similar computation, whose details we omit to avoid redundancy, for x P B and all pu0, σ0q P rF ,
we may use (13.62), (3.13), (3.21), and Gagliardo-Nirenberg-Sobolev to showˇˇ∇2xH ˇˇ ď ε´9 . (13.69)
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Therefore, we have established bounds for H similar to those we have established earlier in (13.60) for G,
which will allow us to again apply the inverse function theorem. More precisely, let us fix pu0, σ0q P F and
assuming again that F is a sufficiently small neighborhood of rF , the map Φu0,σ0 : R3 Ñ R3 given by
Φu0,σ0pxq “ Hpx, u0, σ0q (13.70)
is invertible in a ball centered at Hpx, u0, σ0q, with a radius depending solely on ε. Due to (13.64) we may
ensure that this ball contains the origin, and by appealing to (13.64)-(13.69) and a similar argument to that
used on to invert the map in (13.61), by assuming F is a sufficiently small neighborhood of rF , the map
Φu0,σ0 defined in (13.70) is shown to be invertible in a ball containing the origin, whose radius depends
solely on ε and so is independent of pu0, σ0q P F . This shows that for each pu0, σ0q P F there exists x0 in a
ball centered around the origin, such that (13.63) holds.
To conclude, for a given pu0, σ0q P F we construct x0,m2px0, u0, σ0q and m3px0, u0, σ0q such that
(13.53) and (13.63) hold. That is, we have
mˆ∇xpm ¨ u0px0q ` σ0px0qq “ 0 and ∇xpm ¨∇pm ¨ u0px0q ` σ0px0qqq “ 0 .
By the arguments above, we can ensure x0,m2,m3 are uniquely defined in a small ball around the origin
and they can be made arbitrarily small by assuming that F is a sufficiently small neighborhood of rF . Then
replacing pu0, σ0q by
pu0, σ0qpxq “ pRTu0pRpx` x0q, σ0pRpx` x0qq
where R is the rotation matrix defined in (2.2) with pm2,m3q replacing pn2, n3q; then, we have that pru0, rσ0q
satisfy the conditions
∇ˇxpu01 ` σ0qp0q “ 0 and ∇xBx1pu01 ` σ0qp0q “ 0 .
i.e. the constraint (3.9) and the last equation in (3.10), which was our goal. To complete the proof, we note
that by construction we have that x0, m2, and m3 are small and F is a sufficiently small neighborhood of rF ;
thus, the global minimum of Bx1pu01` σ0q must be attained very close to 0. By the above formula, x “ 0 is
indeed a critical point of Bx1pu01 ` σ0q, and using that the non-degeneracy condition (3.14) is stable under
small perturbations, the minimality condition (3.8) also holds for pu0, σ0q at x “ 0. This completes the
proof of Theorem 3.2.
A Appendices
A.1 A family of self-similar solutions to the 3D Burgers equation
Proposition A.1 (Stationary solutions for self-similar 3D Burgers). LetA be a symmetric 3-tensor such that
A1jk “Mjk with M a positive definite symmetric matrix. Then, there exists a C8 solution WA to
´12WA `
´
3y1
2 `WA
¯
B1WA ` yˇ2 ¨ ∇ˇWA “ 0 , (A.1)
which has the following properties:
• WAp0q “ 0, B1WAp0q “ ´1, B2WAp0q “ 0,
• BαWAp0q “ 0 for |α| even,
• BαWAp0q “ Aα for |α| “ 3.
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Proof of Proposition A.1. We first construct an analytic solution W “ W py1, yˇq of the 3D self-similar
Burgers equation (A.1) for |y| ď r0 with r0 ą 0 small, and to be specified below. To constrict such a
solution, we make the following power series ansatz:
WApyq “ ´y1 `
ÿ
|α|“3
Aα
α!
yα `
ÿ
|α|ě5,odd
aαy
α :“
ÿ
α
aαy
α (A.2)
where yα “ yα11 yα22 yα33 . We note that the properties listed in the statement of the Proposition are satisfied
by any function with a convergent power series expansion as above.
Inserting (A.2) into (A.1), we deduce that for |α| ě 3
´12aα `
ÿ
β`γ“α`e1
γ1aβaγ ` 32α1aα ` 12pα2 ` α3qaα “ 0 . (A.3)
Using that ae1 “ ´1 we obtain the recursive expression for |α| ě 3
aα “ 23´|α|
ÿ
β`γ“α`e1,
β,γ‰α
γ1aβaγ . (A.4)
To see that the formula provides a recursive definition, we note that since a0 “ 0, note that no term of the
type aν for |ν| ą |α| appears on the right hand side. Also note that the only terms of the type aν for |ν| “ |α|
that appear on the right hand side have the property that |νˇ| ą |αˇ|.
We seek a bound of the type
aα ď Cα1Cα2Cα3D|α|´2 (A.5)
for |α| ě 2, where Cn are Catalan numbers. The inequality (A.5) is trivial for the case |α| “ 2 since in that
case we have aα “ 0. Note that by choosing D sufficiently large, dependent on A, we obtain (A.5) for all
|α “ 3|. Finally, for |α| ě 4, we may use that ae1 does not appear in the sum (A.4) to conclude that
|aα| ď 2|α|
ÿ
β`γ“α`e1,
β,γ‰α
β1Cβ1Cα1`1´β1Cβ2Cα2´β2Cβ3Cα3´β3D|α|´3
ď 2α1|α| Cα1`2Cα2`1Cα3`1D|α|´3
ď Cα1Cα2Cα3D|α|´2
where in the second line we used the identity Cn`1 “ řnj“0CjCn´j and in the third line we used that
Cn`1 ď 4Cn and assumed that D ě 512.
From (A.5) and the bound Cn ď 4n, we conclude that
aα ď p4Dq|α| . (A.6)
from which it immediately follows that the Taylor series (A.2) converges absolutely, with radius of conver-
gence bounded from below by r0 :“ p8Dq´1.
Next, we substitute the partial sum Pnpyq :“ řn|α|“1 aαyα of the Taylor series in (A.2) into (A.1). We
consider the expression for the nonlinear term, which by appealing to (A.3) becomes
PnB1Pn “
¨˝
nÿ
|β|“1
aβy
β‚˛¨˝ nÿ
|γ|“1
γ1aγy
γ1´1
1 y
γ2
2 y
γ3
3
‚˛
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“
nÿ
|α|“1
yα
ÿ
1ď|β|,|γ|ďn
β`γ“α`e1
γ1aβaγ `
2nÿ
|α|“n`1
yα
ÿ
1ď|β|,|γ|ďn
β`γ“α`e1
γ1aβaγ
“
´
1
2Pn ´ 3y12 B1Pn ´ yˇ2 ¨ ∇ˇPn
¯
`
2nÿ
|α|“n`1
yα
ÿ
1ď|β|,|γ|ďn
β`γ“α`e1
γ1aβaγ
loooooooooooooooomoooooooooooooooon
“:R
.
For the remainder term R, using that |y| ď r0 “ p8Dq´1 and (A.6), we have that
|R| ď
2nÿ
|α|“n`1
|y||α|
ÿ
1ď|β|,|γ|ďn
β`γ“α`e1
γ1 |aβ| |aγ | ď
2nÿ
|α|“n`1
ˆ|α|`2
|α|
˙
r
|α|
0 p4Dq|α`1|
ď 4D
8ÿ
j“n`1
ˆ
j`2
j
˙
2´j À n22´n
which vanishes exponentially fast as n Ñ 8. This shows that WA defined by (A.2) is an analytic solution
of (A.1) for all |y| ď r0.
We next extend this solution to the entire domain, and we do so via trajectories. Let Φy0 be the trajectory
BsΦy0 “
´
3y1
2 `WA, 12x2, 12x3
¯
˝ Φy0 , Φy0p0q “ y0 . (A.7)
Let us choose 0 ă δ ă r02 sufficiently small such that
´1 ă B1WApyq ă ´12 , (A.8)
y ¨
´
3y1
2 `WA, 12x2, 12x3
¯
ě |y|3 , (A.9)
for all |y| ď δ.
For any δ2 ď |y0| ď δ and s ě 0, we define
WA ˝ Φy0 “ e s2WApy0q . (A.10)
Let D be the domain of WA. The aim is to prove that WA “ R3. First we show that the definition (A.10)
assigns a unique value for every y P D. In particular, suppose for a given y˚ P D, there exists y0, ry0 such
that |y0| , |ry0| ď δ such that
Φy0ps0q “ Φry0prs0q “ y˚
for some s0, rs0 ě 0. Without loss of generality, assume s0 ě rs0. Let us denote y :“ Φry0prs0 ´ s0q which
satisfies |y| ă δ by (A.9) and we have
Φy0ps0q “ Φy0ps0q “ y˚ . (A.11)
From (A.7) and (A.10),we have
Φy01 psq “ e
3
2
spy01 `WApy0qp1´ e´sqq ,
Φ
y0
1 psq “ e
3
2
spy01 `WApy0qp1´ e´sqq ,
Φˇy0psq “ Φˇy0psq “ e s´s02 yˇ˚ .
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In particular substituting s “ s0 into the first two equations and s “ 0 in the second equation we obtain
y01 `WApy0qp1´ e´s0q “ y01 `WApy0qp1´ e´s0q and y0ν “ y0ν
Rearranging the first equation, we have
y01 ´ y01 “ pWApy0q ´WApy0qqp1´ e´s0q
which is impossible by (A.8) and the Fundamental Theorem of Calculus. Thus we must have y0 “ y0, and
thus we obtain a unique value for WApy˚q.
Now consider trajectories beginning at a point y0 on the ball |y0| “ δ. Then differentiating (A.7) in y1
and solving explicitly along trajectories Φy0 , we obtain
B1WA ˝ Φy0psq “ B1WApy0qpB1WApy0q ` 1qes ´ B1WApy0q ě ´1 .
Here we have used that that the hessian of B1WA at 0 given by ∇2B1WAp0q is positive definite, and we
have assumed that δ is taken sufficiently small. Indeed, from the above calculation, we further have thatˇˇB1WA ˝ Φy0psqˇˇ ď C1e´s
for some C1 depending on A and δ. Then, by Gro¨nwall’s inequality, we can bound ∇ˇWA along trajectories
by ˇˇ∇ˇWA ˝ Φy0psqˇˇ ď exppC1p1´ e´sqq ˇˇ∇ˇWApy0qˇˇ ď C2 ,
where again C2 depends on A and δ.
Let us now observe that by the fundamental theorem of calculus,
py1, 2C2y2, 2C2y3q ¨
´
3y1
2 `WA, C2y2, C2y3
¯
ě 32y21 ` 2C22 |yˇ| ´
ˇˇ
y1WA
ˇˇ
ě 12y21 ` 2C22 |yˇ| ´ C2 |y1| |yˇ|
ě 14y21 ` C22 |yˇ| ě 14 |py1, 2C2y2, 2C2y3q|2 .
This, in turn, implies that
|pΦy01 , 2C2Φy02 , 2C2Φy03 q| ě |py01 , 2C2y02 , 2C2y03q| e
s
4 . (A.12)
By a simple continuity argument, this implies that D “ R3.8
A.2 The derivation of the self-similar equation
The goal of this appendix is to provide details concerning the derivation of the self-similar equations (2.28),
starting from the standard form of the equations in (1.1). This derivation was described in Subsections 2.1–
2.5, and in this Appendix we include the details that were omitted earlier.
8Suppose y˚ P BD, then there exists a sequences yj , ryj P R3, sj ě 0 such that we have the following: yj Ñ y˚, |ryj | “ δ and
yj “ Φryj psjq. The bound (A.12) implies that the sequence sj is uniformly bounded. Then taking a subsequence if necessary, by
continuity, there exists ry satisfying |ry| “ δ and s˚ such that Φryps˚q “ y˚. Thus y˚ P D and we conclude D is closed. Note that
if y˚ P D, then there exists ry satisfying |ry| “ δ and s˚ such that Φryps˚q “ y˚. Furthermore, by flowing a small ball around ry by
the vector field
`
3y1
2
`WA, 12x2, 12x3
˘
one can verify that D contains a small ball around y˚. Thus D is open. Since D is open,
closed and non-empty, D “ R3.
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A.2.1 The time-dependent coordinate system
The first step is to go from the spatial coordinate x to the rotated coordinate rx. For this purpose, the rotation
matrix R defined in (2.2) may be written out explicitly as
R “ Rptq “
»—–n1 ´n2 ´n3n2 1´ n221`n1 ´ n2n31`n1
n3 ´ n2n31`n1 1´
n23
1`n1
fiffifl “
»———–
a
1´ |nˇ|2 ´n2 ´n3
n2 1´ n
2
2
1`?1´|nˇ|2 ´
n2n3
1`?1´|nˇ|2
n3 ´ n2n3
1`?1´|nˇ|2 1´
n23
1`?1´|nˇ|2
fiffiffiffifl (A.13)
The new basis of R3 given by rei “ Rei is thus given explicitly as
re1 “ pn1, n2, n3q, re2 “ ´´n2, 1´ n221`n1 ,´ n2n31`n1¯ , and re3 “ ´´n3,´ n2n31`n1 , 1´ n231`n1¯ .
The time derivative of the matrix R is given cf. (2.3) in terms of 9n2, 9n3 and the matrices
Rp2q “
»——–
´n2n1 ´1 0
1 ´n2p2`2n1´n22´2n23q
n1p1`n1q2 ´
n3p1´n23`n1q
n1p1`n1q2
0 ´n3p1´n23`n1q
n1p1`n1q2 ´
n2n23
n1p1`n1q2
fiffiffifl “
»–´n2 ´1 01 ´n2 ´n32
0 ´n32 0
fifl`O `|nˇ|2˘ (A.14)
and
Rp3q “
»——–
´n3n1 0 ´1
0 ´ n22n3
n1p1`n1q2 ´
n2p1´n22`n1q
n1p1`n1q2
1 ´n2p1´n22`n1q
n1p1`n1q2 ´
n3p2`2n1´2n22´n23q
n1p1`n1q2
fiffiffifl “
»–´n3 0 ´10 0 ´n22
1 ´n22 ´n3
fifl`O `|nˇ|2˘ (A.15)
where we recall that by definition n1 “
a
1´ |nˇ|2. With this notation, the matrices Qp2q “ pRp2qqTR and
Qp3q “ pRp3qqTR appearing in (2.4) may be spelled out as
Qp2q “
»——–
0 1` n22n1p1`n1q n2n3n1p1`n1q
´1´ n22n1p1`n1q 0 n31`n1
´ n2n3n1p1`n1q ´ n31`n1 0
fiffiffifl “
»– 0 1 0´1 0 n32
0 ´n32 0
fifl`Op|nˇ|2q , (A.16)
and
Qp3q “
»——–
0 n2n3n1p1`n1q 1`
n23
n1p1`n1q
´ n2n3n1p1`n1q 0 ´ n21`n1
´1´ n23n1p1`n1q n21`n1 0
fiffiffifl “
»– 0 0 10 0 ´n22´1 n22 0
fifl`Op|nˇ|2q . (A.17)
Note that both matrices Qp2q and Qp3q are skew-symmetric, and thus so is 9Q.
Next we turn to the definitions of ru and rρ in (2.6), which may be rewritten as
upx, tq “ RptqrupRT ptqpx´ ξptqq, tq and ρpx, tq “ rρpRT ptqpx´ ξptqq, tq .
From the definitions of rx, ru and rρ in (2.5)–(2.6) we obtain that
Btrxk “ 9R`kR`mrxm ´R`k 9ξ`
Bx`rxk “ R`k
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1`α
2 Btui “ 9Rijruj ` 1`α2 RijBtruj `RijBrxkrujp 9R`kR`mrxm ´R`k 9ξ`q
Bx`ui “ RijBrxkrujR`k
1`α
2 Btρ “ 1`α2 Btrρ` Brxk rρp 9R`kR`mrxm ´R`k 9ξ`q
Bx`ρ “ Brxk rρR`k .
Using the above identities and the fact thatRRT “ Id impliesRki 9Rkj “ ´ 9RkiRkj , we may write the Euler
equations in the basis pre1, re2, re3q as
1`α
2 Btrui ´ 9RkiRkjruj ` p 9R`jR`mrxm ´R`j 9ξ`qBrxjrui ` rujBrxjrui ` 12αBrxirρ2α “ 0 , (A.18a)
1`α
2 Bt
´ rρα
α
¯
` p 9R`jR`mrxm ´R`j 9ξ`qBrxj ´ rραα ¯` rujBrxj ´ rραα ¯` α´ rραα ¯ Brxjruj “ 0 . (A.18b)
The perturbations (A.18) presents over the usual Euler system are only due to the 9Rptq and 9ξptq terms,
arising from our time dependent change of coordinates. The first term is a linear rotation term, while the
second term alters the transport velocity, to take into account rotation. Using the definitions of 9Q in (2.4)
and rσ in (2.6), the system (2.7) now directly follows from (A.18) .
A.2.2 The adapted coordinates
We first collect a number of properties of the function fprˇx, tq defined in (2.11). Due to symmetry with
respect to νγ, we clearly have that
f,ν “ φνγptqrxγ
so that fp0, tq “ f,ν p0, tq “ 0, and for the Hessian, we have that
f,νγ prx, tq “ φνγptq .
For the derivative with respect to space and time we have
9f,ν “ 9φνγptqrxγ .
The following Lemma is useful in deriving the equations satisfied by u˚, σ˚, w, z, and aν .
Lemma A.2 (The divergence operator in the pN,T2,T3q basis).
divrx ru “ NjBrxj pru ¨ Nq ` Tνj Brxj pru ¨ Tνq ` pru ¨ NqBrxµNµ ` pru ¨ TνqBrxµTνµ . (A.19)
Proof of Lemma A.2. With respect to the orthonormal basis vectors pN,T2,T3q, we have
divrx ru “ BNru ¨ N` BTνru ¨ Tν
“ NjBrxjruiNi ` Tνj BrxjruiTνi
“ NjBrxj pru ¨ Nq ` Tνj Brxj pru ¨ Tνq ´ ruiNβNi,β ´ruiTνβTνi,β
“ NjBrxj pru ¨ Nq ` Tνj Brxj pru ¨ Tνq ´ pru ¨ NqNiTνβTνi,β ´ pru ¨ TνqTνi ´NβNi,β ` TγβTγi,β¯ .
The equation (A.19) then follows from the following identities:
Tνi
´
NβN
i,β `TγβTγi,β
¯
“ ´Tνµ,µ for ν “ 2, 3, and NiTνβTνi,β “ ´Nµ,µ .
For the first identity, we first consider the case that ν “ 2, in which case
T2i
´
NβN
i,β `TγβTγi,β
¯
“ NβNi,βT2i ` T3βT3i,βT2i
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“ ´NβNiT2i,β ´ T3βT3iT2i,β
“ ´ `NβNi ` T2βT2i ` T3βT3i ˘T2i,β
“ ´ `NjNi ` T2jT2i ` T3jT3i ˘T2i,j
“ ´T2j,j “ ´T2µ,µ .
and clearly, the same holds for ν “ 3. For the second identity, note that
NiT
ν
βT
ν
i,β “ ´Ni,βTνβTνi “ ´Ni,βpTνβTνi `NβNiq “ ´Ni,jpTνjTνi ` NjNiq “ ´Nj,j “ ´Nµ,µ
which concludes the proof of the Lemma.
Besides the above Lemma, it is useful to note that under the sheep shear transform (2.15)–(2.16) a term
of the type b ¨∇rg becomes bˇ ¨ ∇ˇg ` Jb ¨ N B1g. In particular, for b “ T ν , the term involving B1g disappears
and we are left with bˇ ¨ ∇ˇg. This is a key identity used in the following computations.
Proving that the Euler system in the rx variable (2.7) becomes (2.16)–(2.1) in the x variable, is a matter
of applying the above observation, identity (A.19), and the chain rule. It is also not difficult to prove that
(2.9) becomes (2.21) under this change of variables.
A.2.3 The adapted Riemann variables
We give the details concerning the derivation of the system (2.24) directly from (2.7).
We start from (2.7), in which the space variable is rx, and the time is the original time t, i.e., prior to
(2.1). We define the intermediate Riemann variables
rw “ ru ¨ N` rσ , rz “ ru ¨ N´ rσ , raν “ ru ¨ Tν , (A.20)
which are still functions of prx, tq, so that
ru ¨ N “ 12p rw ` rzq , rσ “ 12p rw ´ rzq .
The Euler sytem (2.7) can be written in terms of the new variables p rw, rz,ra2,ra3q as
1`α
2 Bt rw ` `rvj ` 12p rw ` rzqNj ` α2 p rw ´ rzqNj ` raνTνj ˘ Bj rw
“ ´αrσTνj Bjraν ` raνTνi 9Ni ` 9QijraνTνjNi
` `rvµ ` ru ¨ NNµ ` raνTνµ˘ raνTνiNi,µ ´ αrσpraνTνµ,µ ` ru ¨ NNµ,µq , (A.21a)
1`α
2 Btrz ` `rvj ` 12p rw ` rzqNj ´ α2 p rw ´ rzqNj ` raνTνj ˘ Bjrz
“ αrσTνj Bjraν ` raνTνi 9Ni ` 9QijraνTνjNi
` `rvµ ` ru ¨ NNµ ` raνTνµ˘ raνTνiNi,µ ` αrσpraνTνµ,µ ` ru ¨ NNµ,µq , (A.21b)
1`α
2 Btraν ` ´rvj ` 12p rw ` rzqNj ` raγTγj¯ Bjraν
“ ´αrσTνi Birσ ` pru ¨ NNi ` raγTγi q 9Tνi
` 9Qijpru ¨ NNj ` raγTγj qTνi ` prvµ ` ru ¨ NNµ ` raγTγµqpru ¨ NNi ` raγTγi qTνi,µ . (A.21c)
Next, using the sheep change of coordinates rx ÞÑ x defined in (2.15), we have that the Riemann variables
defined earlier in (2.22) may be written as
wpx1, x2, x3, tq “ rwpx1 ` fpx2, x3, tq, x2, x3, tq “ rwprx, tq , (A.22a)
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zpx1, x2, x3, tq “ rzpx1 ` fpx2, x3, tq, x2, x3, tq “ rzprx, tq , (A.22b)
aνpx1, x2, x3, tq “ raνpx1 ` fpx2, x3, tq, x2, x3, tq “ raprx, tq , (A.22c)
in analogy to (2.16). Using the new x variable and unknowns pw, z, a2, a3q, the system (A.21) takes the
form
1`α
2 Btw `
´
´ 9f ` Jv ¨ N` J2pw ` zq ` αJ2 pw ´ zq
¯
B1w
` `vµ ` 12pw ` zqNµ ` α2 pw ´ zqNµ ` aνTνµ˘ Bµw
“ ´ασ˚TνµBµaν ` aνTνi 9Ni ` 9QijaνTνjNi `
`
vµ ` u˚ ¨ NNµ ` aνTνµ
˘
aνT
ν
iNi,µ
´ ασ˚paνTνµ,µ ` u˚ ¨ NNµ,µq , (A.23a)
1`α
2 Btz `
´
´ 9f ` Jv ¨ N` J2pw ` zq ´ αJ2 pw ´ zq
¯
B1z
` `vµ ` 12pw ` zqNµ ´ α2 pw ´ zqNµ ` aνTνµ˘ Bµz
“ ασ˚TνµBµaν ` aνTνi 9Ni ` 9QijaνTνjNi `
`
vµ ` u˚ ¨ NNµ ` aνTνµ
˘
aνT
ν
iNi,µ
` ασ˚aνpTνµ,µ ` u˚ ¨ NNµ,µq , (A.23b)
1`α
2 Btaν `
´
´ 9f ` Jv ¨ N` J2pw ` zq
¯
B1aν `
`
vµ ` 12pw ` zqNµ ` aγTγµ
˘ Bµaν
“ ´σ˚TνµBµσ˚ ` p˚u ¨ NNi ` aγTγi q 9Tνi ` 9Qij p˚u ¨ NNj ` aγTγj qTνi
` `vµ ` u˚ ¨ NNµ ` aγTγµ˘ p˚u ¨ NNi ` aγTγi qTνi,µ . (A.23c)
The system (2.24) now directly follows from (A.23), and by appealing to the notation in (2.17).
A.3 Interpolation
In this appendix we summarize a few interpolation inequalities that are used throughout the manuscript.
Lemma A.3 (Gagliardo-Nirenberg-Sobolev). Let u : Rd Ñ R. Fix 1 ď q, r ď 8 and j,m P N, and
j
m ď α ď 1. Then, if
1
p “ jd ` α
`
1
r ´ md
˘` 1´αq ,
then
}Dju}Lp ď C}Dmu}αLr}u}1´αLq . (A.24)
We shall make use of (A.24) for the case that p “ 2mj , r “ 2, q “ 8, which yields››Djϕ››
L
2m
j
À }ϕ}
j
m
9Hm
}ϕ}1´
j
m
L8 , (A.25)
whenever ϕ P HmpR3q has compact support. The above estimate and the Leibniz rule classically imply the
Moser inequality
}φϕ} 9Hm À }φ}L8 }ϕ} 9Hm ` }φ} 9Hm }ϕ}L8 . (A.26)
for all φ, ϕ P HmpR3q with compact support. At various stages in the proof we also appeal to the following
special case of (A.24) ››ϕ›› 9Hk´2 À ››ϕ›› 2k´72k´59Hk´1››ϕ›› 22k´5L8 , (A.27)
for ϕ P Hk´1pR3q with compact support. Lastly, in Section 12 we make use of:
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Lemma A.4. Let k ě 4 and 0 ď l ď k ´ 3. Then for a` b “ 1´ 12k´4 P p0, 1q, and q “ 6p2k´3q2k´1 ,››D2`lφDk´1´lϕ››
L2
À ››Dkφ››a
L2
››Dkϕ››b
L2
››D2φ››1´a
Lq
››D2ϕ››1´b
Lq
. (A.28)
Proof of Lemma A.4. For 0 ď l ď k ´ 3, define q “ qpkq “ 6p2k´3q2k´1 and p “ ppk, lq “ 2qpk´3q2pk´3q`pq´4ql . This
is the only exponent p such that 1p is an affine function of l, and for l “ 0 we have p “ q, while for l “ k´3
we have that p “ 2qq´2 . By Ho¨lder’s inequality, we have›››D2`lφDk´1´lϕ›››
L2
ď
›››D2`lφ›››
Lp
›››Dk´1´lϕ›››
L
2p
p´2
.
By the Gagliardo-Nirenberg-Sobolev interpolation inequality,›››D2`lφ›››
Lp
À
›››Dkφ›››a
L2
››D2φ››1´a
Lq
, (A.29a)›››Dk´1´lϕ›››
L
2p
p´2
À
›››Dkϕ›››b
L2
››D2ϕ››1´b
Lq
, (A.29b)
where the exponents a and b are given by
a “
1
q ´ 1p ` l3
1
q ´ 12 ` k´23
, b “
1
q ´ p´22p ` k´3´l3
1
q ´ 12 ` k´23
. (A.30)
Then, a` b “ 1´ 12k´4 P p0, 1q, and (A.28) is established.
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