Abstract. Let µ be a Radon measure on R d which may be non doubling. The only condition that µ must satisfy is µ(B(x, r)) ≤ C r n , for all x ∈ R d , r > 0 and for some fixed 0 < n ≤ d. In this paper, Littlewood-Paley theory for functions in L p (µ) is developed. One of the main difficulties to be solved is the construction of "reasonable" approximations of the identity in order to obtain a Calderón type reproducing formula. Moreover, it is shown that the T (1) theorem for n-dimensional Calderón-Zygmund operators, without doubling assumptions, can be proved using the Littlewood-Paley type decomposition that is obtained for functions in L 2 (µ), as in the classical case of homogeneous spaces.
Introduction
A basic hypothesis in the classical Calderón-Zygmund theory of harmonic analysis is the doubling property of the underlying measure µ on R d (or on more general spaces, such as the so called homogeneous spaces). A measure µ is said to be doubling if there exists some constant C such that µ(B(x, 2r)) ≤ C µ(B(x, r)) for all x ∈ supp(µ), r > 0. Recently it has been shown many results of the theory also hold without assuming the doubling property. Some of these results, such as the ones in [NTV1] , [NTV2] , [NTV3] , [To1] , [To2] , deal with Calderón-Zygmund operators. Other questions are related to the spaces BMO and H 1 [MMNO] , [To3] , [To5] ; or with vector valued inequalities and weights [GM] , [OP] , etc.
The aim of this paper is twofold. The first objective consists of developing some Littlewood-Paley theory for functions in L p (µ), 1 < p < ∞, with µ being a Radon measure on R d which may be non doubling. The only condition that µ must satisfy is the growth condition µ(B(x, r)) ≤ C 0 r n for all x ∈ supp(µ), r > 0, (1.1) where n is some fixed number such that 0 < n ≤ d.
The second objective of the paper is to apply these Littlewood-Paley techniques to obtain a new proof of the T (1) theorem for non doubling measures on R d (see Theorem 1.3 below for the precise statement of the result). The classical T (1) theorem (with µ being the Lebesgue measure on R d ) was proved by David and Journé [DJ] . This result was extended recently to the case of non doubling measures on R d by Nazarov, Treil and Volberg using dyadic martingales associated with random dyadic lattices. Another proof in the setting of non doubling measures suitable for the Cauchy integral operator was obtained at the same time independently by the author [To1] . The proof of the T (1) theorem that we will give in this paper will follow an approach similar to the one of Coifman for proving this result in the case of homogeneous spaces (cf. [DJS] ), and to the one of David, Journé and Semmes [DJS] for obtaining the T (b) theorem for homogeneous spaces.
Let us remark that in the particular case of the Cauchy integral operator other proofs of the T (1) theorem have been given (see [Ve] , [To3] ) but, as far as we know, for general Calderón-Zygmund operators the only proof available for the moment was the one of Nazarov, Treil and Volberg based on random dyadic lattices.
One of the main difficulties for developing Littlewood-Paley theory with respect to some measure µ which does not satisfy any regularity property, apart from the growth condition (1.1), is the construction of "reasonable" approximations of the identity. Our geometric construction will be based on some ideas originated from [To5] , where an atomic Hardy space useful for studying the L p (µ) boundedness of Calderón-Zygmund operators (with µ non doubling) was characterized in terms of some grand maximal operator. A necessary step for the proof was the construction of a suitable lattice of cubes and of smooth functions ϕ y,k (x) associated to the corresponding cubes. In the present paper we will use a slight variant of this lattice. Moreover, the functions ϕ y,k (x) will play an essential role in our construction of the approximation of the identity.
Once we have at our disposal this approximation of the identity, we will apply some ideas of Coifman for obtaining a Calderón type reproducing formula. Originally, these techniques were introduced in the setting of homogeneous spaces, and in this context they showed to be useful, for instance, for the proof of the T (b) theorem [DJS] and in the study of Trieble-Lizorkin and Besov spaces [HJTW] , [HS] .
Let us denote by {S k } k∈Z the sequence of operators which constitute our approximation of the identity (see Section 5 for the precise definition of these operators), so that for f ∈ L p (µ), 1 < p < ∞, S k f → f in L p (µ) as k → +∞. In this paper we will prove estimates of the type
where D k = S k − S k−1 , 1 < p < ∞, and the notation A ≈ B means that there is some constant C > 0 such that C −1 A ≤ B ≤ C A. Notice that for p = 2 the equation above can be rewritten as
This estimate will be a fundamental ingredient in our proof of the T (1) theorem. It implies that, in some sense, the L 2 (µ) decomposition f = k∈Z D k f is quasiortogonal. In order to state the T (1) theorem, we need to introduce some notation and definitions. Throughout all the paper we will assume that µ is a Radon measure on R d satisfying (1.1).
(1) |k(x, y)| ≤ C 1 |x − y| n if x = y, (2) there exists 0 < δ ≤ 1 such that |k(x, y) − k(x ′ , y)| + |k(y, x) − k(y, x ′ )| ≤ C 2 |x − x ′ | δ |x − y| n+δ if |x − x ′ | ≤ |x − y|/2. We say that T is a Calderón-Zygmund operator (CZO) associated to the kernel k(x, y) if for any compactly supported function f ∈ L 2 (µ) T f (x) = k(x, y) f (y) dµ(y) if x ∈ supp(µ). (1.4)
The integral in (1.4) may be non convergent for x ∈ supp(µ), even for "very nice" functions, such as C ∞ functions with compact support. For this reason it is convenient to introduce the truncated operators T ε , ε > 0:
T ε f (x) = |x−y|>ε k(x, y) f (y) dµ(y).
It is easy to see that now this integral is absolutely convergent for any f ∈ L 2 (µ) and x ∈ R d .
We say that T is bounded on L 2 (µ) if the operators T ε are bounded on L 2 (µ) uniformly on ε > 0.
Given a fixed constant ρ > 1, we say that f ∈ L 1 loc (µ) belongs to the space BMO ρ (µ) if for some constant C 3
with the supremum taken over all the cubes Q. By a cube Q we mean a closed cube with sides parallel to the axes and centered at some point of supp(µ). Also, ρQ is cube concentric with Q whose side length is ρ times the side length of Q, and m Q (f ) stands for the mean of f over Q with respect to µ, that is, m Q (f ) = Q f dµ/µ(Q).
Definition 1.2. We say that T is weakly bounded (or ρ-weakly bounded) if
T ε χ Q , χ Q ≤ C µ(ρQ) (1.5) for any cube Q, uniformly on ε > 0.
For this definition we have followed [NTV3] . Let us notice that it differs slightly from the usual definition of weak boundedness in the doubling situation. However, the definition above seems more natural in our context. For a discussion regarding this question, see Section 1 of [NTV3] . Now we are ready to state the T (1) theorem: Theorem 1.3. If T is a CZO which is weakly bounded and T ε (1), T * ε (1) ∈ BMO ρ (µ) uniformly on ε > 0 for some ρ > 1, then T is bounded on L 2 (µ).
Some remarks are in order. In the theorem, T * ε stands for the adjoint of T ε with respect to the duality f, g = f g dµ. On the other hand, T ε and T * ε can be extended to L ∞ (µ) functions in the usual way. The arguments are only a slight variant from the ones of the classical doubling case. See [St, p.300] , for example.
Let us remark that in the case of µ being the Lebesgue measure on R d , and also in homogeneous spaces, it has been more usual to state the T (1) theorem not in terms of the truncated operators T ε , but in terms of some abstract extension of T to the whole space L 2 (µ), which it is assumed to be bounded from S to S ′ a priori. Our approach to the T (1) theorem in terms of T ε 's avoids the technical difficulties originated from the convergence of the integral in (1.4) for x ∈ supp(µ).
The proof of Theorem 1.3 will follow quite closely the scheme of the proof of the T (b) theorem on homogeneous spaces in [DJS] . In general, the estimates will be more difficult than in the homogeneous case, because of the poor regularity of the measure µ. We will apply the methods developed in [To3] and [To5] . In particular, the space RBMO(µ) introduced in [To3] will play a fundamental role in the proof.
The plan of the paper is the following. In Section 2 we sketch the arguments for obtaining Littlewood-Paley type estimates with respect to µ. Sections 3, 4 and 5 deal with the geometric construction that is needed to implement this Littlewood-Paley theory. In Section 6 we apply this construction to obtain estimates such as (1.2) and (1.3). The rest of the paper is devoted to the proof of the T (1) theorem. First, a technical lemma corresponding to the case T (1) = T * (1) = 0 is proved in Section 7, and finally the theorem in its complete form is obtained in Section 8, by means of the construction of a suitable paraproduct.
Throughout all the paper the letter C will be used for constants that may change from one occurrence to another. Constants with subscripts, such as C 1 , do not change in different occurrences.
A Calderón type reproducing formula
In this section we will describe the construction based on Coifman's ideas that will allow the introduction of Littlewood-Paley techniques in L 2 (µ) for a measure µ satisfying (1.1) and non doubling in general.
We will consider a sequence of integral operators {S k } k∈Z given by kernels s k (x, y) defined on R d × R d . This sequence of operators will give some kind of approximation of the identity, with S k → I as k → +∞ and
For each x, the support of s k (x, ·) will be "near" some cube of scale k centered at x, and similarly for each y the support of s k (·, y) will be "near" some cube of scale k centered at y (thus S k f approximates f at some scale k ∈ Z). Moreover, the kernels s k (x, y) will satisfy some appropriate size and regularity conditions and
For each k we set D k = S k − S k−1 , and then, at least formally,
We will prove that
for any f ∈ L 2 (µ). Now we are going to sketch the arguments for proving these inequalities, always at a formal level.
To prove the left inequality in (2.3) it is enough to show that the operator
To get the right inequality in (2.3) we operate as follows. By (2.2) we have
Notice that in (2.4) we only have stated I = Φ N + (I − Φ N ). We can guess that under the appropriate conditions, Φ N → I as N → +∞. We will show that indeed this convergence occurs in the operator norm of L 2 (µ). Then, for N big enough, I − Φ N 2,2 ≤ 1/2 (where · 2,2 stands for the operator norm in L 2 (µ)) and so Φ N is an invertible operator on L 2 (µ). This implies
Therefore, to see that the right inequality of (2.3) holds we only have
. This follows by a converse Hölder inequality argument. Given g ∈ L 2 (µ), we have
From the definition of D N k and the left inequality of (2.3) we obtain
(2.6) (in our construction, we will have D * k = D k ). Thus, by (2.5) and (2.6) the right inequality in (2.3) follows.
One of the difficulties for implementing the arguments above when µ is a non doubling measure arises from the non trivial construction of the kernels s k (x, y) satisfying the required properties.
In case µ is doubling and satisfies µ(B(x, r)) ≈ r n for all x ∈ supp(µ) and all r > 0, the argument used by David, Journé and Semmes [DJS] for homogeneous spaces works: we fix a smooth radial function ϕ : R d −→R such that χ B(0,1) ≤ ϕ ≤ χ B(0,2) and then for each y ∈ supp(µ) and k ∈ Z we set ϕ y,k (x) = 1 r n ϕ y − x r , with r = 2 −k . We consider the kernel s k (x, y) = ϕ y,k (x) and so we have
In the estimates for proving (2.3) it is essential that
So we cannot simply take s k (x, y) := s k (x, y). The solution of [DJS] is the following. Let S k be the integral operator with kernel s k (x, y), M k the operator of multiplication by 1/ S k 1, and W k the operator of multiplication by S * k (1/ S k 1)
Thus the kernel of S k is
It is easily seen that S k 1 = 1 and, since s k (x, y) = s k (y, x), both identities in (2.1) are satisfied. When µ is a non doubling measure we will follow a similar approach. The difficult step consists of obtaining functions ϕ y,k (x) such that
Nevertheless, in [To5] some functions fulfilling (2.7) have been constructed. A variant of the arguments of [To5] will yield the required functions ϕ y,k . Then we will apply the arguments of [DJS] : we will set
, with the same notations as above. Let us remark that, unlike in the preceding case of µ doubling, now we will have ϕ x,k (y) = ϕ y,k (x) in general, and so S k = S * k . The rest of the argument for proving (2.3) (which will show that all the manipulations above dealing with the operators D k are correct) is based on estimates analogous to the ones of [DJS] , although in general they will be more involved. One has to keep in mind that our "dyadic" cubes of the kth scale, k ∈ Z, will not be cubes of side length 2 −k . In the "dyadic" lattice that we will construct there will not be a direct relation between the scale k of some cube Q and µ(Q) or the side length of Q, ℓ(Q).
3. The lattice of cubes 3.1. Preliminaries. We will assume that the constant C 0 in (1.1) has been chosen big enough so that for all the cubes Q ⊂ R d we have µ(Q) ≤ C 0 ℓ(Q) n .
Definition 3.1. Given α > 1 and β > α n , we say that the cube
Remark 3.2. As shown in [To3] , due to the fact that µ satisfies the growth condition (1.1), there are a lot "big" doubling cubes. To be precise, given any point x ∈ supp(µ) and c > 0, there exists some (α, β)-doubling cube Q centered at x with l(Q) ≥ c. This follows easily from (1.1) and the fact that β > α n .
On the other hand, if β > α d , then for µ-a.e. x ∈ R d there exists a sequence of (α, β)-doubling cubes {Q k } k centered at x with ℓ(Q k ) → 0 as k → ∞. So there are a lot of "small" doubling cubes too.
For definiteness, if α and β are not specified, by a doubling cube we mean a (2, 2 d+1 )-doubling cube.
Given cubes Q, R ⊂ R d , we denote by z Q the center of Q, and by Q R the smallest cube concentric with Q containing Q and R. Definition 3.3. Given two cubes Q, R ⊂ R d , we set δ(Q, R) = max
We may treat points x ∈ supp(µ) as if they were cubes (with ℓ(x) = 0). So for x, y ∈ supp(µ) and some cube Q, the notations δ(x, Q) and δ(x, y) make sense. In some way, they are particular cases of Definition 3.3. Of course, it may happen δ(x, Q) = ∞ or δ(x, y) = ∞.
The coefficients δ(Q, R) have already appeared in our previous works [To3] and [To5] . In particular, the definition of the space RBMO(µ) in [To3] is given in terms of these coefficients:
Definition 3.4. We say that some function f ∈ L 1 loc (µ) belongs to the space RBMO(µ) if there exists some constant C 4 such that for any doubling cube
and for any two doubling cubes Q ⊂ R,
The minimal constant C 4 equals the RBMO(µ) norm of f , which we will denote by f * .
In the following lemma, proved in [To5] , we recall some useful properties of δ(·, ·).
Lemma 3.5. The following properties hold:
That is, with a different notation, δ(P, R) = δ(P, Q) + δ(Q, R) ± ε 0 . If P and Q are concentric, then ε 0 = 0: δ(P, R) = δ(P, Q) + δ(Q, R).
The constants that appear in (b), (c), (d) and (e) depend on C 0 , n, d. The constant C in (a) depends, further, on the constants that are implicit in the relations ≈, .
Let us insist on the fact that a notation such as a = b ± ε does not mean any precise equality but the estimate |a − b| ≤ ε.
Notice that if we set D(Q, R) = 1 + δ(Q, R) for Q = R and D(Q, Q) = 0, then D(·, ·) is a quasidistance on the set of cubes, by (e) in the preceding lemma.
If we denote by Q the smallest doubling cube of the form 2 k Q, k ≥ 0, by (b) we know that Q is not far from Q (using the quasidistance D). So Q and Q may have very different sizes, but we still have D(Q, Q) ≤ C.
In Remark 3.2 we have explained that there a lot of big and small doubling cubes. In the following lemma we state a more precise result about the existence of small doubling cubes in terms of δ(·, ·).
Lemma 3.6. There exists some (big) constant γ 0 > 0 depending only on C 0 , n and d such that if R 0 is some cube centered at some point of supp(µ) and α > γ 0 , then for each
where ε 1 depends only on C 0 , n and d (but not on α).
See [To5] again for the proof of this lemma. As in (d) of Lemma 3.5, instead of (3.1), often we will write δ(Q, 2R 0 ) = α ± ε 1 . Now we are going to state a similar result concerning the existence of big doubling cubes with some precise estimate involving the "distance" δ(·, ·).
Lemma 3.7. There exists some (big) constant γ 0 > 0 depending only on C 0 , n and d such that for any fixed α > γ 0 , if R 0 is some cube centered at some point of supp(µ) with δ(R 0 , R d ) > α, then there exists some doubling cube S ⊃ R 0 concentric with R 0 , with ℓ(S) ≥ 2ℓ(R 0 ), satisfying
The proof follows by arguments analogous to the ones for proving Lemma 3.6.
For convenience, we will assume that the constant ε 1 of Lemmas 3.6 and 3.7 has been chosen so that ε 1 ≥ ε 0 .
Cubes of different generations.
Definition 3.8. We say that x ∈ supp(µ) is a stopping point (or stopping cube) if δ(x, Q) < ∞ for some cube Q ∋ x with 0 < ℓ(Q) < ∞. We say that R d is a initial cube if δ(Q, R d ) < ∞ for some cube Q ∋ x with 0 < ℓ(Q) < ∞. The cubes Q with 0 < ℓ(Q) < ∞ are called transit cubes.
It is easily seen that if δ(x, Q) < ∞ for some transit cube Q containing x, then δ(x, Q ′ ) < ∞ for any other transit cube Q ′ containing x. Also, if
Notice that the points (which are also cubes following our convention) which are not stopping cubes have not received any special name. The same happens for R d if it is not an initial cube. This is because this cubes will not play any specific role in our geometric construction.
We will take some big positive integer A whose precise value will be fixed after knowing or choosing several additional constants. In particular, we assume that A is much bigger than the constants ε 0 , ε 1 and γ 0 of Section 3.1. Now we are ready to introduce the definition of generations of cubes (in a first case).
Definition 3.9. Assume that R d is not an initial cube. We fix some doubling cube R 0 ⊂ R d . This will be our "reference" cube. For each integer j ≥ 1 we let R −j be some doubling cube concentric with R 0 , containing R 0 , and such that δ(R 0 , R −j ) = jA ± ε 1 (which exists because of Lemma 3.7). If Q is a transit cube, we say that Q is a cube of generation k ∈ Z if it is a doubling cube and for some cube R −j containing Q we have
If Q ≡ x is a stopping cube, we say that Q is a cube of generation k if for some cube R −j containing x we have
Notice that the cubes R −j , j ≥ 1, are cubes of generation −j and that if Q is a transit cube of generation k contained in some R −j , then δ(Q, R −j ) = (j + k)A ± 3ε 1 (with "≤" if Q is a stopping cube), by (d) of Lemma 3.5. So, in some way, modulo some small errors, the chosen reference R −j does not matter.
Observe that if R d is not an initial cube, then for any x ∈ supp(µ) there are cubes of all generations k ∈ Z centered at x. Indeed, for A big enough we have ℓ(R −j ) → +∞ as j → +∞. So for any x ∈ supp(µ) we choose R −j such that x ∈ 1 2 R −j , and then we only have to apply Lemma 3.6. For any x ∈ supp(µ), we denote by Q x,k some fixed doubling cube centered x of the kth generation. If x is not a stopping point and R d is not an initial cube, then all the cubes will be transit cubes and the identity (3.3) holds for them. If x is a stopping point, then there exists some k x ∈ Z such that all the cubes of generations k < k x centered at x are transit cubes, and all the cubes centered at x of generation k > k x coincide with the point x (we can think they have "collapsed" in the point x).
In case R d is an initial cube we have to modify a little the definition above because not all the cubes R −j in that definition exist. Definition 3.10. Assume that R d is an initial cube. Then we choose R d as our "reference": If Q is a transit cube, we say that Q is a cube of generation
If Q ≡ x is a stopping cube, we say that Q is a cube of generation k ≥ 1 if
Moreover, for all k ≤ 1 we say that R d is a cube of generation k.
As in the case where R d is not an initial cube, for any x we also have cubes of all generations centered at x (we have to think that R d is centered at all the points x ∈ supp(µ)).
Observe that the last definition coincides with Definition 3.9 with the convention (that we will follow)
Definition 3.11. For any x ∈ supp(µ), we denote by Q x,k some fixed cube centered x of the kth generation.
because A is much bigger than ε 1 . However, the estimate (3.3) is much sharper. This will very useful in our construction.
The constants ε 0 and ε 1 should be understood as upper bounds for some "errors" and deviations of our construction from the classical dyadic lattice.
It is easily seen that if
In fact, the following more precise result holds.
Lemma 3.12. If we take A is big enough, then there exists some
See [To5] for the proof.
The construction of the functions ϕ y,k
In this section we will explain how to construct the functions ϕ y,k which will originate the kernels s k (x, y). This construction will follow the same lines as the one in [To5] , although with some simplifications.
We denote σ := 100ε 0 + 100ε 1 + 12 n+1 C 0 .
We introduce two new constants α 1 , α 2 > 0 whose precise value will be fixed below. For the moment, let us say that
Definition 4.1. Let y ∈ supp(µ). If Q y,k is a transit cube, we denote by
By Lemma 3.6 and the definitions of Subsection 3.2, we know that all these cubes exist.
If
is a stopping cube and Q y,k−1 ≡ y is also a stopping cube, we set
y,k so that they are contained in Q y,k−1 , centered at y and
If any of these cubes does not exists because δ(y, Q y,k−1 ) is not big enough, we let this cube be the point {y}.
If Q y,k is a transit cube, then the identities (4.2) are also satisfied by
y,k by the identities (4.1) too. However, we think that the definition is more clear if we take Q y,k as the reference, as in (4.1).
Lemma 4.2. Let y ∈ supp(µ). If we choose the constants α 1 , α 2 and A big enough, we have
The proof of this lemma follows from an easy calculation. See [To5] for the details.
For a fixed k, cubes of the kth generation may have very different sizes for different y's. The same happens for the cubes Q 1 y,k and Q 2 y,k . Nevertheless, in [To5] it has been shown that we still have some kind of regularity:
Lemma 4.3. Given x, y ∈ supp(µ), let Q x , Q y be cubes centered at x and y respectively, and assume that Q x ∩ Q y = ∅ and that there exists some cube
As a consequence, we have:
So, although we cannot expect to have the equivalence
we still have something quite close to it, because the cubes Q 1
x,k and Q 1 x,k are close one each other in the quasimetric D(·, ·), since δ(Q 1 x,k , Q 1 x,k ) is small (at least in front of A). Of course, the same idea applies if we change 1 by 2 in the superscripts of the cubes. Now we are going to define the functions ϕ y,k . First we introduce the auxiliary functions ψ y,k .
Definition 4.4. For any y ∈ supp(µ), the function ψ y,k is a function such that
It is not difficult to check that such a function exists if we choose C 7 big enough. We have to take into account that 2 Q 2 y,k ⊂ Q 3 y,k . This is due to the
These choices satisfy the conditions in the definition of ψ y,k stated above.
Choosing α 2 big enough, the largest part of the L 1 (µ) norm of ψ y,k and ϕ y,k will come from the integral over Q 2 y,k \ Q 1 y,k . We state this in a precise way in the following lemma.
Lemma 4.6. There exists some constant ε 2 depending on n, d, C 0 , ε 0 , ε 1 and σ (but not on
The proof of this result is an easy calculation that we will skip. A direct consequence of it is
In order to study some of the properties of the functions ϕ y,k , we need to introduce some additional notation.
Definition 4.7. Let x ∈ supp(µ) and assume that Q x,k = R d . We denote
(the idea is that the symbols andˇare inverse operations, modulo some small errors). If any of the cubesQ 1 x,k ,Q 1 x,k , Q 3 x,k does not exist because δ(x, Q x,k−1 ) is not big enough, then we let it be the point x.
So when Q x,k is a transit cube, we have
and one should think that Q 3
x,k is a cube a little bigger than Q 3 x,k , whilě
Lemma 4.8. Let x, y ∈ supp(µ). For α 1 and α 2 big enough, we have:
Notice that, in Definition 4.4 of the functions ψ y,k , the properties that define these functions are stated with respect to cubes centered at y (Q 1 y,k , Q 2 y,k , Q 3 y,k ...). In this lemma some analogous properties are stated, but these properties have to do with cubes centered at x or containing
The first inequality follows from the definition of ψ y,k and ϕ y,k . The second statement is also straightforward. Indeed, if y ∈ Q 2 x,k \ Q 1 x,k , then by Lemma 4.3 we get x ∈ Q 2 y,k \ Q 1 y,k . Notice that, in particular, this implies Q 2 y,k = {y}, R d . We only have to look at the definitions of ψ y,k and ϕ y,k again.
(d) Suppose that y ∈Q 1 x 0 ,k . In this case we must show that
This follows from the inclusion Q 1 y,k ⊃Q 1 x 0 ,k , which holds because y ∈Q 1 y,k ∩Q 1 x 0 ,k and then we can apply Lemma 4.3.
On the other hand, since by definition we have
we are done.
Some of the estimates in the preceding lemma will be used to prove next result, which was one of our main goals in this section.
Lemma 4.9. For any ε 3 > 0, if α 1 and α 2 are big enough, for all z 0 ∈ supp(µ) we have
Proof. Let us see (4.7) first. So we assume that there exist some transit cube Q k of the kth generation containing z 0 . Since
is a direct consequence of Lemma 4.6. We consider now the second inequality in (4.7). By Lemma 4.6 and the second equality of (c) in Lemma 4.8 we get
. So the second inequality in (4.7) holds if we take α 2 big enough.
Consider now (4.6). The first estimate follows easily from the definitions 4.4 and 4.5. Let us see the second inequality of (4.6). By (a) in Lemma 4.8 have
Thus we can write
Let us estimate the first integral on the right hand side of (4.8). Using the first inequality in (c) of Lemma 4.8 we obtain
Let us consider the last integral in (4.8) (only in the caseQ 1
From (4.9) and (4.10) we get (4.6).
The kernels s k (x, y)
In this section we will introduce the operators S k mentioned in Section 2 and we will obtain some estimates for their kernels s k (x, y).
We will assume that we have chosen ε 3 = 1/2 in Lemma 4.9. Recall that then 1/2 ≤ ϕ y 0 ,k (x)dµ(x) ≤ 3/2 and 1/2 ≤ ϕ y,k (x 0 )dµ(y) ≤ 3/2 if Q x 0 ,k and Q y 0 ,k are transit cubes.
Observe that, formally, S k is an integral operator with the following positive kernel:
where δ x is the Dirac delta at x. If Q x,k is a transit cube, by Lemma 4.9 we have
Notice also that for all x ∈ supp(µ) we have 1/4 ≤ S k 1(x) ≤ 3/2. Now we can define the operators S k :
Definition 5.2. Assume that Q x,k = R d for some x ∈ supp(µ). Let M k be the operator of multiplication by m k (x) := 1/ S k 1(x) and W k the operator of multiplication by w k (x) := 1/ S * k (1/ S k 1). We set
Observe that if Q x,k and Q y,k are transit cubes, then
where s k (·, ·) is the kernel
The following estimates are a direct consequence of the statements in Lemma 4.9 and the definitions above.
Proof. As mentioned above, 1/4 ≤ S k 1(x) ≤ 3/2 and so 2/3 ≤ m k (x) ≤ 4.
On the other hand, we also have S * k 1(x) ≥ 1/4, and then
and so w k (x) ≤ 6.
In the following lemma we show the localization, size and regularity properties that fulfil the kernels s k (x, y).
Lemma 5.4. For each k ∈ Z the following properties hold:
Proof. (a) From (5.2) we see that if s k (x, y) = 0, then there exists some z ∈ suppµ such that ϕ z,k (x) = 0 and ϕ z,k (y) = 0. Thus z ∈ Q 3
x,k ∩ Q 3 y,k , and from Lemma 4.3 we get y ∈ Q 3 x,k ⊂ Q x,k−1 . (b) By (5.2) and Lemma 5.3 we have
Similarly it can shown that s k (x, y) ≤ C/ℓ(Q y,k ) n . So it only remains to see that s k (x, y) ≤ C/|x − y| n .
Recall that s k (x, z) ≤ C/|x − z| n and s k (y, z) ≤ C/|y − z| n . Then we have
(c) Using Lemma 5.3 we get
Let us estimate the term A. Operating as in (b), we obtain
On the other hand, since x, x ′ ∈ Q x 0 ,k , S k 1 ≈ 1, and
for all w ∈ Q x 0 ,k , we get
So A verifies inequality (5.4). Let us consider the term B now. By (5.5) we obtain
Since ϕ z,k (y) ≤ C/(ℓ(Q 1 y,k ) + |y − z|) n , we have
. Thus the term B 1 also satisfies (5.4).
Let us turn our attention to B 2 . In this case we have
If |x 0 − y| < ℓ(Q y,k )/2, then x 0 ∈ Q y,k and so Q y,k ⊂Q 1
Notice that, in general, the functions s k (x, y) = ϕ y,k (x) do not have any smoothness with respect to the variable y. However, the kernels s k (x, y) defined above have regularity in both variables, because s k (y, x) = s k (x, y). On the other hand, this smoothness appears to be somewhat weaker than the regularity in x of the functions ϕ y,k (x).
Remark 5.5. Taking the (formal) definition (5.5) of the kernels s k (x, y), it is easily seen that the properties of the kernels s k (x, y) in (a), (b) and (c) of the lemma above also hold without the assumptions without assuming that Q x,k , Q x ′ ,k and Q y,k are transit cubes. Indeed, the statements are trivial is any of these cubes coincides with R d , and if any of them is a stopping cube, then it is not difficult to check that all the estimates in the proof above are also valid.
Littlewood-Paley type estimates
We recall some notation introduced in Section 2. For each k ∈ Z, we set
Notice that D k 1 = 0 for all k ∈ Z except in the case k = 1 for R d being an initial cube.
Lemma 6.1. We have:
Proof. For simplicity we assume that all the cubes Q x,k , x ∈ supp(µ), k ∈ Z, are transit cubes. In the final part of the proof we will give some hints for the general case. Moreover, we only have to prove the assertion (a). The others follow from (a) by the Cotlar-Knapp-Stein Lemma, as in [DJS] .
Assume j ≥ k + 2. The kernel of the operator D j D k is given by
Since supp(d j (x, ·)) ⊂ Q x,j−2 , we have
By (b) of Lemma 5.4 (taking into account that
By Lemma 3.12 we have ℓ(Q x,j−2 ) ≤ C 2 −η|j−k| ℓ(Q x,k ) for some η > 0. Therefore,
Also, we have supp(K j,k (x, ·)) ⊂ Q x,k−3 and supp(K j,k (·, y)) ⊂ Q y,k−3 . Indeed, if K j,k (x, y) = 0 then there exists some z ∈ Q x,j−2 ∩ Q y,k−2 , and so y ∈ Q x,k−3 and x ∈ Q y,k−3 . Then we obtain
In an analogous way, we get
On the other hand, for k ≥ j+2, operating in a similar way, we also obtain D j D k p,p ≤ C 2 −η|j−k| , and if |j − k| ≤ 1, then we have
Thus the assertion (a) of the lemma holds in any case.
If there exist stopping cubes, then by Remark 5.5 the kernels of the operators S k satisfy properties which are similar to the ones stated in Lemma 5.4, and some estimates as the ones above work. If R d is an initial cube, then d 1 (x, y) dµ(y) = 0, in general. However in the arguments above it is used d j (x, y) dµ(y) = 0 only to estimate D j D k p,p in the case j ≥ k + 2, and notice that D k = 0 for k ≤ 0.
By the estimates of the preceding lemma and by a new application of Cotlar-Knapp-Stein Lemma, arguing as in Section 2, we get:
We omit the detailed proof of this result. We only have to apply the same arguments as in [DJS] (see also [HJTW] ). From this theorem we derive the following corollaries.
Proof. The right inequality follows from the left one (with p ′ instead of p). Indeed, by an argument similar to the one used for p = 2 in (2.5), it follows that
.
In Lemma 8.4 below we will show that Φ N is bounded and invertible in L p (µ), and so
The left inequality in (6.4) will be proved using techniques of vector valued Calderón-Zygmund operators. These techniques, which are standard in the classical doubling case, have been extended by García-Cuerva and Martell [GM] to the case of non homogeneous spaces.
Let us denote by L p (ℓ 2 , µ) the Banach space of sequences of functions
Let us consider the operator D :
. From the results in [GM] , it follows that if the kernel d(x, y) := {d k (x, y)} k of D satisfies
(1) d(x, y) ℓ 2 ≤ C |x − y| n for x = y, and (2)
vector-valued Calderón-Zygmund operator. Thus we only have to check that these conditions are satisfied.
Let us see that the first one holds. Given x, y ∈ supp(µ),
Now we will show that condition (2) is also satisfied. Since d(x, y) = d(y, x), we only have to deal with the term d(x, y)
, and suppose that y ∈ Q x,j \ Q x,j+1 for some
, and if j + 4 < k < h, then we have
Then, using condition (1) and (6.5) we obtain
Recall that, by definition, we assume that the cubes Q k are doubling.
Proof. For N big enough and j
For each j, we denote by N j the least integer such that Q x,j−1 ⊂ 2 N j Q x,j . We have
and so
and then (6.7) holds.
Observe that the same arguments above show that if f ∈ RBMO(µ), then (6.8) where N 0 > 0 is some fixed integer, and C depends on N 0 now.
7. The T (1) theorem in the case T (1) = T * (1) = 0 7.1. The main steps. For simplicity, we will prove the T (1) theorem assuming that there are no stopping cubes and R d is not an initial cube. However, we claim that our arguments can be extended quite easily to the general situation.
The kernels of the truncated operators T ε do not satisfy the gradient condition in the definition of CZO's. For this reason we need to introduce the regularized operators T ε . Let ϕ be a radial C ∞ function with 0 ≤ ϕ ≤ 1, vanishing on B(0, 1/2) and identically equal to 1 on R d \ B(0, 1). For each ε > 0, we consider the integral operator T ε with kernel ϕ((x − y)/ε) · k(x, y). It is easily seen that
where M µ is the centered maximal Hardy-Littlewood operator. So T ε is bounded on L 2 (µ) uniformly on ε > 0 if and only if the same holds for T ε . The kernel of T ε is L ∞ -bounded and it is straightforward to check that it is a CZ kernel itself, with constants C 1 and C 2 in Definition 1.1 uniform on ε > 0.
The following lemma will be very useful for our arguments. It shows that the hypotheses of weak boundedness and T ε (1), T * ε (1) ∈ BMO ρ (µ) can be substituted by conditions about the L p (µ) boundedness over characteristic functions of cubes.
Lemma 7.1. Let T be a CZO. For any fixed ρ, γ > 1 and 1 < p < ∞, the following conditions are equivalent:
(a) T is weakly bounded and T ε (1) ∈ BMO ρ (µ) uniformly on ε > 0.
(b) T is weakly bounded and
uniformly on ε > 0.
The proof of this result follows by arguments similar to the ones in the proof of [To3, Theorem 8.4] . From (7.1) and (7.2) we infer that, under the assumptions of Theorem 1.3, T ε is also bounded over characteristic functions of cubes (i.e. satisfies (7.2)) uniformly on ε > 0. Of course, the same happens for T * ε . In this section we will prove the following technical version of the T (1) theorem.
Assume that for p = 2 and, in the case n > 1, also for p = n/(n − 1), we have
for any cube Q. If moreover T (1) = T * (1) = 0, then T is bounded on L 2 (µ), and T 2,2 is bounded above by some constant independent of k(·, ·) ∞ .
Notice that, as we are assuming
uniformly on x, y. As a consequence, the integral in (7.3) is convergent. So in this case, when we say that T is bounded we are not talking about the uniform boundedness of the truncated operators T ε , but about the operator T itself. Observe also that, in particular this lemma can be applied to T ε , for each ε > 0.
In the whole section we will assume that T is an operator fulfilling the assumptions of Lemma 7.2.
The first step of the proof of Lemma 7.2 consists of estimating the term | u x,j , T u y,k |. As we shall see, this part of the proof will be more involved than in [DJS] , basically due to the fact that the functions u x,i are much less localized in our present situation.
Lemma 7.3. Under the assumptions of Lemma 7.2, there exists some ν > 0 depending on δ, η such that for x, y ∈ supp(µ) and j, k ∈ Z, we have
We defer the proof of these estimates until Subsection 7.2. Now we will see how from this result Lemma 7.2 follows by arguments analogous to the ones of [DJS] .
For each j, k ∈ Z we set
The L 2 (µ) norm of T j,k is easily estimated by means of Lemma 7.3, as we show in next lemma.
Proof. The kernel of T j,k is given by t j,k (x, y) = T u x,j , u y,k . We will apply Schur's Lemma, using the estimates of the preceding lemma, interchanging T and T * when necessary.
We have
By Lemma 7.3 we get
If 2Q y,k−3 ∩ 2Q x,j−3 = ∅, then |x − y| ≥ ℓ(Q x,j−2 )/2. Thus
We estimate I 2 now. By Lemma 7.3 we obtain
Finally we turn our attention to I 2,2 . Observe that if x ∈ Q y,k−7 , then y ∈ Q x,k−8 , and so
Thus |t j,k (x, y)| dµ(y) ≤ C 2 −ν|j−k| . By the symmetry of the assumptions, we also have |t j,k (x, y)| dµ(x) ≤ C 2 −ν|j−k| . By Schur's Lemma we get T j,k 2,2 ≤ C 2 −ν|j−k| , and we are done.
Let J, K ⊂ Z be finite sets. We set
where N is an integer such that I − Φ N 2,2 ≤ 1/2, as explained in Section 2. Then we have
Proof. For f, g ∈ L 2 (µ), by Lemma 7.4, we have
Since the matrix {2 −ν|j−k| } j,k originates an operator bounded on ℓ 2 , we obtain
Lemma 7.6. For f, g ∈ C ∞ (R d ) with compact support, we have
Proof. We know that P m f := |j|≤m D j D N j f and P m g := |k|≤m D k D N k g converge respectively to Φ N f and Φ N g in L 2 (µ). Since we are assuming that the kernel k(x, y) of T is bounded, we have
for all x, y and 1 < p ≤ ∞. As a consequence, T (P m f ) converges to T (Φ N f ) uniformly on R d as m → ∞. Therefore, for any compact set E ⊂ R d , we have
It can be checked that there exists some constant C 8 independent of m such that the kernels p m (x, y) of the operators P m satisfy the inequality
This an easy estimate that is left to reader.
We take R > 0 so that supp(f ), supp(g) ⊂ B(0, R), and x 0 with |x 0 | ≥ 10R. By (7.4) we have
where C may depend on f and g and, in particular, we may have y = x 0 . We split |T (P m f )(x 0 )| as follows
Let us estimate A:
. From (7.5) we get
Now we write
The first integral on the right hand side tends to
Proof of Lemma 7.2. From the last lemmas we get
That is, Φ * N T Φ N is bounded on L 2 (µ), which implies that T is bounded on L 2 (µ), since Φ −1 N exists and is bounded. 7.2. The proof of Lemma 7.3. In next lemma we recall (without proof) a well known estimate that we will need.
Lemma 7.7. Let ϕ, ψ be L 1 (µ) functions supported on cubes Q and R respectively, with dist(Q, R) > ℓ(Q)/2. If ϕ dµ = 0, then
To prove Lemma 7.3, we will change the notation. We set Q i = Q x,i and R i = Q y,i for all i. Also, we write ϕ = u x,j and ψ = u y,k . Thus ϕ is supported on Q j−2 and ψ on R k−2 . We denote the centers of these cubes by x 0 and y 0 respectively. So in the case 2Q j−3 ∩ 2R k−3 = ∅ (that is (a) in Lemma 7.3), we have to prove that
and if 2Q j−3 ∩ 2R k−3 = ∅ (that is (b) in Lemma 7.3), we have to show that
Proof of (7.7) for 2Q j−3 ∩ 2R k−3 = ∅.
Assume j ≥ k, for example. We have Q k−2 ∩R k−2 = ∅, because otherwise Q k−2 ⊂ R k−3 , which implies Q j−3 ∩ R k−3 = ∅. Thus we get |x 0 − y 0 | ≥ ℓ(Q k−2 )/2. Now (7.8) is a direct consequence of Lemma 7.7:
Notice that we have used |x 0 − y 0 | ≥ ℓ(Q k−2 )/2 in the second inequality.
Proof of (7.8) in the case |j − k| > 3, 2Q j−3 ∩ 2R k−3 = ∅.
We assume j > k + 3. Then we have
, which is not possible). Therefore ℓ(Q j−2 ) ≪ ℓ(Q k+1 ) ≤ 4|x 0 − y 0 |. So if we let m ≥ 1 be the smallest integer such that x 0 ∈ 2 m R k , we will have
Thus, in any case it is enough to prove that
We denote L m = 2 m+1 R k \ 2 m−2 R k . By Lemma 7.7 (or a slight variant of it) and (7.9), we have
Arguing as above, we get
Therefore, (7.11) and so
We have to prove that (7.10) holds for ψ χ Lm . Since T 1 ≡ 0, we have
(7.13) Taking into account ϕ dµ = 0 and (7.9), by standard estimates (similar to the ones of Lemma 7.7) we get (7.14) arguing as in (7.11), we obtain
Now we will estimate the term A in (7.13). We consider a bump function w such that χ 2Q j−2 ≤ w ≤ χ 4Q j−2 , with |w ′ | ≤ C/ℓ(Q j−2 ). We write
(7.16) Since ϕ dµ = 0, we have
(7.17)
Recall that, by Lemma 5.4,
if y, x ∈ Q k . We would like to plug this estimate (with x = x 0 ) into (7.17). However we don't know if (7.18) holds for y ∈ L m \ Q k . Thus we split the double integral in (7.17) into two pieces:
We consider the integral A 1,1 first. Using (7.18), we obtain:
Observe that
Therefore,
Let us consider A 1,2 now. Using (7.14) we get (7.20) It only remains to estimate the term A 2 in (7.16). As in [DJS] , we introduce the term A ′ 2 = T (ϕ (ψ − ψ(x 0 )) w), w . First we will estimate the difference |A 2 − A ′ 2 |, and later A ′ 2 .
We write ψ 0 = (ψ − ψ(x 0 )) w, and then we have
Since 4Q j−2 |x − y| 1−n dµ(x) ≤ C ℓ(Q j−2 ) for any y ∈ 4Q j−2 , we obtain
For x, y ∈ 4Q j−2 ⊂ Q k (7.18) holds, and so
So we get
Finally we have to deal with A ′ 2 . We write
Since T * is bounded on L p (µ) over characteristic functions of cubes for p = 2, and for p = n/(n − 1) in the case n > 1, and it is also bounded from
If n > 1, we choose p = n/(n − 1), and we get
Therefore, we have
If n ≤ 1, we take p = 2, and from (7.22) we obtain
Then we also have (7.24) From (7.12), (7.15), (7.19), (7.20), (7.21), (7.23), and (7.24) we obtain (7.10).
Proof of (7.8) in the case |j − k| ≤ 3, 2Q j−3 ∩ 2R k−3 = ∅.
Observe that in this case, since |j − k| ≤ 3, then Q j−2 ⊂ R k−7 and (7.25) which implies (7.8).
Let
We split T ϕ, ψ as follows:
T ϕ, ψ = T ϕ, ψw A + T ϕ, ψ(1 − w A ) = I + J. (7.26) First we will estimate I. Observe that 7.27) (this inequality will be basic in our arguments). Let us consider the term I ′ = T (ϕ ψ w A ), χ 9Q j−7 . We have
Let us consider the integral H 1 :
By Lemma 5.4, we have ψ lip 1 ,Q x,k+1 ≤ C/(ℓ(Q x,k ) d n ), and so
Since ℓ(Q x,k+1 ) ≤ 10d (otherwise Q x,k+1 ⊃ R k , which is not possible), we obtain
Let us turn our attention to H 2 . From (7.27) we get
Now we will estimate I ′ . We consider the annuli C i = 3 i Q j \ 3 i−1 Q j (i ≥ 1), C 0 = Q j , and some neighbourhoods of them
We write
From the L 2 (µ) boundedness of T * over characteristic functions of cubes (as shown in Lemma 7.1) we get
Let us consider the terms I ′ 2,i . For y ∈ C i we have
Thus we have shown that |I| ≤ C/d n . Now we have to consider the term J of (7.26). We take B = R k−7 \ B(x 0 , d/4), and we let w B be a C 1 function such that 0 ≤ w B ≤ 1,
Now we have |ϕ w B | ≤ C/d n . So the estimates for the term J 1 are analogous to the ones for the term I of (7.26). We only have to interchange the roles of ψw A and ϕw B , T and T * , etc., and then we will get |J 1 | ≤ C/d n too. The details are left to the reader.
Finally, we only have to deal with the term J 2 . The estimates for this case are straightforward. Since
Then it is enough to show that
Notice that we have ψ L ∞ (µ) ≤ C/ℓ(R k ) n . Then in this case it is not necessary to split T ϕ, ψ into two terms I and J as in (7.25) . Estimates similar to the ones used for the term I will yield (7.28). We omit the detailed arguments again.
The paraproduct
For technical reasons, we need to introduce a class of operators slightly larger than the class of CZO's that we have considered.
Definition 8.1. We say that k(x, y) is a Hörmander-Calderón-Zygmund kernel if
(1) |k(x, y)| ≤ C 1 |x − y| n if x = y, (2') for any x, x ′ ∈ supp(µ),
We say that T is a Hörmander-Calderón-Zygmund operator (HCZO) if T is associated to the kernel k(x, y) as in (1.4).
Condition (2') in the definition above is called Hörmander's condition.
Recall that in Section 2 we have defined Φ N = k∈Z D N j D j and in Lemma 6.1 we have shown that Φ N → I as N → ∞ in the operator norm of L 2 (µ), and so Φ N is invertible in L 2 (µ) for N big enough. We will show analogous results for Φ N on L p (µ), 1 < p < ∞, and RBMO(µ). We need the following lemma.
In [To3, Theorem 2.11] it is shown that if T is a CZO which is bounded on L 2 (µ), then it is also bounded from L ∞ (µ) into RBMO(µ). A small modification of these arguments yields the result stated in Lemma 8.2, as in the usual doubling case (see [DJS, Lemma 2.7] , for example).
Definition 8.3. Let T be a HCZO bounded on L 2 (µ). We define the HCZO norm of T as T HCZO := T 2,2 + C 1 + C ′ 2 , where C 1 and C ′ 2 are the best constants that appear in the conditions (1) and (2') defining a HCZ kernel. Moreover, we say that a sequence of linear operators {T k } k converges to some linear operator T in HCZO norm if T − T k HCZO → 0 as k → ∞. Proof. Notice that we only have to show that I − Φ N is a HCZO such that I − Φ N HCZO → 0 as N → ∞, taking into account Lemma 8.2 and the fact that HCZO's are bounded on L p (µ) (see [NTV2] , and also [To4] for a different proof).
We have already seen in Lemma 6.1 that Φ N → I as N → ∞ in the operator norm of L 2 (µ). Thus it only remains to see that I − Φ N is a HCZO and that the constants C 1 and C ′ 2 in Definition 8.1 tend to 0 as N → ∞.
First we deal with the inequality (1) in Definition 8.1. In (6.1) we have shown that if k ≥ 2, then the kernel
Moreover, just below (6.1) we have seen that K j+k,j (x, y) = 0 if y ∈ Q x,j−3 or x ∈ Q y,j−3 . For x, y ∈ supp(µ), x = y, let j 0 be the largest integer such that y ∈ Q x,j 0 . Since y ∈ Q x,j 0 +h for h ≥ 1, we get K j+k,j (x, y) = 0 if j ≥ j 0 + 4. Taking into account that for j ≤ j 0 we have |x − y| ≤ ℓ(Q x,j 0 ) ≤ 2 −η|j−j 0 | ℓ(Q x,j ), from (8.1) it easily follows that
Thus we get
Let us consider the term J := |K j+k,j (y, x) − K j+k,j (y, x ′ )| now. As in the case of the term I, we have
and we only have to consider the integral R d \Q x,h 0 −10 J dµ(y). Moreover, it is easily seen that we also have supp(J) ⊂ Q x,j−4 ∪ Q x,h 0 −10 in this case. Thus we may assume j − 4 ≤ h 0 again. Operating as above, by (6.2), (6.3) we obtain
Let us estimate J 1 :
We consider J 2 now. On the one hand we have
On the other hand,
Thus we have
, and so
When k is negative (k ≤ −N ), we have analogous estimates. As a consequence, the kernel of I − Φ N satisfies Hörmander's condition with constant C ′ 2 ≤ C 2 −ηN/2 , and we are done.
In order to prove the T (1) theorem in the general case, we will introduce a paraproduct. Given a fixed function b ∈ RBMO(µ), we denote by P N k,b the operator of pointwise multiplication by D N k Φ −1 N (b). Then, for each positive integer m, we set
We will show that the operators U m,b are uniformly bounded on L 2 (µ). A weak limit U b of the sequence {U m,b } m will be our required paraproduct, which will satisfy U b (1) = 0 and U * b (1) = 0. Before dealing with the L 2 (µ) boundedness of the operators U m,b , we need a suitable discrete version of Carleson's imbedding theorem. Given
Our discrete version of Carleson's result is the following:
Lemma 8.5. For each k ∈ Z let a k (·) be some non negative function and let ν k be the measure given by dν k = a k dµ. We denote ν = k∈Zν k , whereν k stands for the measure
for any doubling cube Q of the kth generation, then we have
Proof. Let us see that (a) holds. We may assume that E is bounded. For each x ∈ E we choose the biggest cube Q x,k ⊂ E (i.e. with k minimal). By Besicovitch's covering theorem, there exists a family cubes Q x i ,k i with finite overlap such that E = i Q x i ,k i . Therefore we have (8.6) Observe also that if (x, k) ∈ Q x i ,k i ∩ E, then k > k i − 3. Otherwise (Q x,k i −3 ) • ⊂ E, and since x ∈ Q x i ,k i ⊂ Q x i ,k i −1 , then
• ⊂ E, which contradicts the maximality of Q x i ,k i . Therefore we get
By (8.6) and the finite overlap of the cubes µ(Q x i ,k i ), (a) follows. Let us prove (b) now. We have
We consider the maximal operator
This operator is bounded on L 2 (µ) (see Remark 8.6 below). We set E λ = {x ∈ R d : M S f (x) > λ}. Then we have
By (a) we obtain
and we are done.
Remark 8.6. Consider the following non centered maximal operator
This operator is bounded on L p (µ), 1 < p ≤ ∞, and of weak type (1, 1) (see [To3, Section 6] ). It is not difficult to check that M S f (x) ≤ C M (2) f (x) for all x ∈ supp(µ). Indeed, assume x ∈ Q z,k for some z ∈ supp(µ), k ∈ Z, and let N 0 be the smallest integer such that will be more involved than in [DJS] , basically due to the fact t Q z,k−1 ⊂ 2 N 0 Q z,k . We have
Lemma 8.7. If g ∈ RBMO(µ) and f ∈ L 2 (µ), then
Proof. By Corollary 6.4 and the subsequent remark in (6.8), since g ∈ RBMO(µ), we have
for any doubling cube Q of the kth generation. Therefore, the lemma follows from (b) in the preceding lemma taking a k := (D N k g) 2 .
As a direct consequence of the previous results we get:
Lemma 8.8. Given b ∈ RBMO(µ), the operators U m,b are bounded on L 2 (µ) uniformly on m.
Proof. By Lemmas 8.7 and 8.4, for f, g ∈ L 2 (µ) we have
In order to prove Theorem 1.3, we want to apply the version of the T (1) theorem in Lemma 7.2 to the operator T − U b 1 − U * b 2 , with b 1 := T (1) and b 2 := T * (1). Given b ∈ RBMO(µ), we will not be able to show that U b is a CZO. Instead we will show that U b satisfies some weaker assumptions, which will be enough for our purposes.
Lemma 8.9. Given b ∈ RBMO(µ), there are constants C 10 , C 11 such that, for each m, the kernel u m (x, y) of U m,b satisfies the following properties:
(1) |u m (x, y)| ≤ C 10 |x − y| n if x = y.
(2) Let x, x ′ ∈ supp(µ) with x ′ ∈ Q x,h . Let y ∈ supp(µ) be such that y ∈ Q x,j \ Q x,j+1 for some j ≤ h − 10. Then,
Let us notice that the constants C 10 , C 11 above are independent of m.
Remark 8.10. It is clear that any CZO satisfies the properties stated in the lemma above. On the other hand, it can be seen that any operator fulfilling these properties is a HCZO. Indeed, given x, x ′ ∈ supp(µ) such that x ′ ∈ Q x,h \ Q x,h+1 , we have Let us see that u m (x, y) satisfies condition (1). Take x, y ∈ supp(µ) and let j ∈ Z be such that y ∈ Q x,j \ Q x,j+1 . We have . Recall that that lemma applies to CZO's with bounded kernel. However, as explained in the remark above, it is enough that the operator fulfil condition (2) of Lemma 8.9, instead of the usual gradient condition demanded from the kernels of CZO's. Moreover, the additional hypothesis in Lemma 7.2 about the L ∞ -boundedness of the kernel was useful in the preceding section to deal with the convergence of some integrals and also for the proof Lemma 7.6. Although the kernels of U b 1 and U * b 2 are not L ∞ -bounded, we already know that these operators are bounded on L 2 (µ) and that they are weak limits of operators U m,b 1 , U m,b 2 , with 'nice' kernels. This allows the extension of the arguments for proving Lemma 7.2 to the present situation. We omit the detailed arguments.
