Abstract. Parallel algorithms based on stochastic hill-climbing and parallel algorithms based on simple elements of a genetic algorithm for the one-sided bipartite crossing number problem, used in row-based vlsi layout, were investigated. These algorithms were run on a pvm cluster. The experiments show that the parallel approach does not bring faster computation but it does, however, much more importantly, bring a better quality solution to the problem, i.e. it generates drawings with lower numbers of pairwise edge crossings.
Introduction
Graph drawing addresses the problem of finding a layout of a graph that satisfies given aesthetic and readability objectives. One of the basic problems with the drawing of bipartite graphs is that of two layer automatic drawing where two vertex partitions are put in distinct points on two parallel lines and edges are drawn as straight line segments (see Figure 1 ). This type of drawing is the basic building block used for drawing hierarchical graphs [4, 10] or producing row-based vlsi layouts [12] . Probably the most important objective is minimisation of the number of edge crossings in the drawing, as the aesthetic and readability of graph drawings depend on the number of edge crossings (see [11] ), and vlsi layouts containing less crossings are more easily realisable and consequently cheaper. Figures 1 and 2 show a bipartition of a 3x3 mesh, firstly with the vertices placed in random positions and secondly with the minimum number of edge crossings. There are two basic variants of the problem: the one-sided and two-sided crossing minimisation problems. In the one-sided problem the vertices of one part of the bipartite graph are placed in fixed positions on one line (known as the fixed side) and the positions of the vertices of the other part, on the other line (known as the free side), are found so that the number of pairwise edge crossings is minimised. As both problems are np-hard [5, 7] , a lot of different methods-heuristics and approximation algorithms-to solve the problem have been designed (see e.g. [1, 3] ). Parallel computing has been a valuable tool for improving running time and enlarging feasible sizes of problems and it has become an important economic and strategic issue. This paper focuses on the parallel implementation of genetic algorithms and stochastic hill-climbing for one-sided bipartite graph drawing. In comparison with the best sequential one-sided methods penalty minimization and sifting (see [3] ), the presented heuristics are slower but they produce much higher quality results. The experiments show that better results are achieved than penalty minimization and sifting with the sequential version of the algorithm but using parallel (cluster) computing makes it possible to improve the quality of the solution in a significant way.
Let G = (V, E), V = V 0 ∪ V 1 be a bipartite graph with vertex partitions V 0 and V 1 . A bipartite drawing of G is obtained by placing the vertices of V 0 and V 1 into distinct points on two horizontal lines, y 0 , y 1 respectively, and drawing each edge with one straight line segment. It is assumed that y 0 is the line y = 0 and y 1 is the line y = 1.
Any bipartite drawing of G is identified by two permutations π 0 and π 1 of the vertices on y 0 and y 1 respectively. It is assumed that the permutation π 1 is fixed. The problem of the one-sided bipartite drawing of G is the problem of finding a permutation π 0 that minimises the number of pairwise edge crossings in the corresponding bipartite drawing.
Let bcr(G, π 0 , π 1 ) denote the total number of crossings in the bipartite drawing represented by the permutations π 0 and π 1 . The bipartite crossing number of G related to the fixed permutation π 1 , denoted by bcr(G, π 1 ), is the minimum number of crossings over all π 0 . Clearly, bcr(G, π 1 ) = min π0 bcr(G, π 0 , π 1 ).
Stochastic Hill-Climbing for Bipartite Crossings
The space of orderings of the free side for the one-sided bipartite drawing problem can be represented by all permutations of {0, 1, 2, . . . , n − 1}, where n is the number of vertices on the free side. To find a solution of the one-sided bipartite drawing problem means to search this space for a permutation providing the minimum number of crossings. To move across the space it is possible to use some steps (local or non-local). The new visited permutation can be evaluated and then accepted if it fulfils a condition (e.g. it has a lower or equal number of crossings). Searching is then continued from the new accepted permutation. If the new permutation was not accepted, the old permutation is used. A natural local step is vertex swapping which actually corresponds to transposition in permutations. The space of permutations with vertex swapping used for generating a new candidate for a solution can be represented by the so called complete transposition graph CT n = (V, E). The graph has n! nodes labelled by all distinct permutations of the numbers from {0, 1, 2, . . . , n − 1} and two vertices of CT n are adjacent if the corresponding permutations can be obtained from each other by a transposition of two elements. The transposition graph belongs to the class of Caley graphs [6] , and its diameter is n − 1. To search the space for a solution, a genetic algorithm approach was used in [8] . The typical structure of a genetic algorithm is shown in Algorithm 1.
To create a concrete genetic algorithm it is necessary to fix some of the parameters of the above general scheme. It is necessary to define crossover (usually a binary operation) and mutation, and the way that the candidates for parents and mutation are chosen. Then the initial population should be chosen. In general, genetic algorithms provide better results than other, simpler, heuristics, the main problem being long computation time. To avoid it, it is possible to simplify the procedure by, for example, removing crossover, simplifying mutation Algorithm 1 Typical structure of a Genetic Algorithm 1: t ← 0 2: create the initial population P (0) 3: evaluate P (0) 4: while not termination-condition do 5:
t ← t + 1 6: select individuals to be reproduced 7:
recombine {apply genetic operations to create new population P (t)} 8:
evaluate P (t) 9: end while and using a simple evaluation function. Very good results were achieved, better than the best heuristics in this area-sifting [9] and penalty minimization [3] -by mutation reduced to swapping two randomly chosen vertices and by applying hill-climbing using a differential fitness function (only the changed edges were checked), see Algorithm 2. This approach has not been applied before.
Algorithm 2 Stochastic Hill-Climbing Bipartite Drawing (shbd)
1: while not termination-condition do 2:
randomly choose two vertices 3:
swap their positions 4:
evaluate the crossing number of the new permutation 5:
if the crossing number decreases or is the same then 6: take the new permutation 7: else 8:
return to the previous permutation 9:
end if 10: end while
The termination condition can be defined by the number of iterations, the number of iterations that have passed since the last swap that gave an improvement to the crossing number (the number of stagnations) or a required crossing number can be given for the algorithm to achieve. From experimental observation, a run time of O(f (n)), where f (n) appears to be at most a cubic function of the number of vertices, seems to be a good approximation.
Parallel Algorithms
Parallel computing has been a valuable tool for improving running time and enlarging feasible sizes of problems and it has become a key economic and strategic issue. Strong efforts are put into developing standards for parallel programming environments, such as pvm (Parallel Virtual Machine), mpi (Message Passing Interface), bsp (Bulk Synchronous Parallel) and harness. Among these, one of the most common is currently pvm (see http://www.csm.ornl.gov/pvm/), although the situation is changing rapidly (see for example [2] ). Algorithm 3 shows the general scheme of the parallel genetic algorithm used.
Algorithm 3 General Parallel Genetic Algorithm

MASTER :
1: initialisation and start slave processes 2: load G and generate randomly a permutation of the free side 3: send G and the generated permutation to all slaves 4: generate a population 5: while not termination-condition do 6: receive a permutation from a slave 7:
send back a permutation randomly chosen (or select according to a crossover procedure) from the current population 8:
if new permutation is better than or equal to the worst current permutation then 9:
include the received permutation in the current population 10:
end if 11: end while THE i-TH SLAVE :
1: receive G from the master 2: repeat 3: receive a permutation from the master 4:
shift the permutation by (i * n)/p {with (co-operative) stochastic hillclimbing, only shift once at the beginning} 5:
apply "Stochastic Hill-Climbing Bipartite Drawing" 6:
send the resulting permutation to master 7: until condition In the above approach, crossover, if any, is realised in the master. The mutation operator can be applied in parallel on every new permutation, or when stagnation has occurred. A parallel stochastic hill-climbing approach was used where the master randomly generates permutations that are sent to the slaves. A mutation of acyclic shift by in/p positions is applied there. The mutations will generate permutations that are at least at distance n/2 from each other because a permutation in the worst case can contain at most n/2 cycles. This means that the mutations ensure a good distribution of starting positions over the space of permutations (which is probably the reason why the algorithms produce such good results). A slave finishes processing after some predefined number of runs of the procedure shbd or after some predefined number of stagnations (where there has been no change of the best permutation). As soon as the slave halts, it sends the resulting permutation to the master and the master chooses the best one from all permutations sent by the slaves and halts.
The approach gave better results than sequential shbd in a shorter time (see Figures 3, 4 and 5) , which is not too surprising. The method of parallel shbd was improved by introducing co-operation of slaves, by means of the master working as follows: the master resends a new permutation to the slave from which it has just received a message. It can either be the best or randomly chosen from those maintained as a current population, or it may be created by a crossover operation. In the experiments a crossover operation which would make improvements to the current population could not be found, so it was decided not to use one.
Mutation was used to further improve the co-operative parallel stochastic hillclimbing. This method took much more time but improvements to the crossing number over the previous parallel shbd were observed.
Experimental Procedure
The parallel algorithms were implemented in c, running on 46 Sun ULTRAsparc 5 workstations running Solaris 7. These were connected with 100Mb/s Ethernet via 3Com SuperStack II baseline 10/100 24 port switches. The algorithms were compiled with gnu c compiler version 2.95.2. pvm was used for the parallel communication and was configured as five parallel computers, each with 9 processors; one master and eight slaves. Another computer ran a job control system that was written in Perl to keep experiments running on the five machines.
The parallel and sequential algorithms, graph generators and the graphs used in the experiments are available from http://parc.lboro.ac.uk/.
Graph Test Sets
Two main types of graph where used in the experiment. Specific classes of graph, such as meshes, cycles, complete binary trees and caterpillars, were used to test the algorithm so that specific target crossing numbers were available. Randomly generated graphs were used as the main test to find out how the algorithm performs for more general types of graph.
Standard Graphs Several standard graphs were used as benchmarks in the experiments. These graphs were generated so that the fixed side in the drawing was in its optimal ordering, while the free side permutation was generated randomly. The time for the algorithm to reach the known crossing number was measured. Complete binary trees (an n-level complete binary tree has a bipartite crossing number n 3 − 11 9 2 n + 2 9 (−1) n + 2, see [13] ), cycles (with a bipartite crossing number n 2 − 1, if there are n vertices in the cycle) and caterpillars (without crossings in the optimal drawing) have been used to test if the algorithms are working correctly. Rectangular meshes, 3 × n, (with a bipartite crossing number equal to 5n − 6, see [14] ) have been used as a more challenging problem than cycles.
Random Graphs
The random graphs used were generated based on edge density. The generator took two arguments, n (the number of vertices) and p ∈ [0..100] (the percentage chance that an edge will exist between two vertices). The general graphs were generated with sizes n ∈ [100, 200, 300, . . . , 1000] and densities of 10%, 1% and 0.1%. The minimum crossing number was not known so the fixed side could not be placed optimally.
Test Runs
The standard graphs were generated with sizes n ∈ [100, 200, 300, . . . , 1000] and were run on the algorithms to find out how well they performed against a known solution. It was possible to see that the parallel stochastic hill-climbing method was slightly faster in reaching the known crossing number than the co-operative stochastic hill-climbing algorithm.
Each one of the generated random graphs was initially run on the parallel stochastic hill-climbing algorithm. As the exact crossing number was not known, for each of the graphs, they were run for 3 minutes each and then stopped. The crossing number that they had then reached and the time taken to reach that number were recorded. Each of the algorithms was run 10 times and the average time and crossing number were calculated.
The graphs were then run on the parallel system running the co-operative stochastic hill-climbing algorithm, first without mutation and then with. A sequential hill-climbing version was also run for each of the machines. All experiments were, again, run 10 times each. The graphs in Figures 3, 4 and 5 show the comparisons between the four results for random graphs where n = 500. The results from the sequential stochastic hill-climbing algorithm have been shown in full due to the large diversity of the data.
Summary and Conclusions
The experiments were run for several different classes of graph using parallel stochastic hill-climbing and parallel genetic algorithms. For the results it follows that the parallel shbd algorithms can be used to find better solutions to the onesided bipartite drawing problem, used in row-based vlsi layout, than the best available sequential heuristics such as penalty minimization and sifting. In addition, the shbd can run much faster than a standard black-box algorithm due to the ability to implement a differential fitness evaluation. If co-operative stochastic hill-climbing is used, especially with mutation, the crossing number can be further improved (as compared to the results of the other parallel algorithms) at the expense of time. 
