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ABSTRACT
This paper proposes the use of the Bayes Factor to replace the
Bayesian Information Criterion (BIC) as a criterion for speaker
clustering within a speaker diarization system. The BIC is one
of the most popular decision criteria used in speaker diariza-
tion systems today. However, it will be shown in this paper
that the BIC is only an approximation to the Bayes factor of
marginal likelihoods of the data given each hypothesis. This
paper uses the Bayes factor directly as a decision criterion for
speaker clustering, thus removing the error introduced by the
BIC approximation. Results obtained on the 2002 Rich Tran-
scription (RT-02) Evaluation dataset show an improved cluster-
ing performance, leading to a 14.7% relative improvement in the
overall Diarization Error Rate (DER) compared to the baseline
system.
1. INTRODUCTION
Speaker diarization systems have proven useful in areas such as
speaker indexing and information retrieval as well as assisting in
speech recognition applications. In information retrieval appli-
cations, a speaker diarization system allows automatic indexing
of spoken audio documents, enabling the end user to browse the
audio document by speaker. In speech recognition applications,
speaker diarization can be used to localize the instances of a spe-
cific speaker to pool data for model adaptation, which in turn
boosts transcription accuracies. Speaker diarization hence plays
an important role in automatic transcription of broadcast news
[1, 2].
Speaker clustering, the process of associating segments of
speech produced by the same speaker, is commonly regarded as
the most crucial step in the final stages of a speaker diarization
system and is the focus of this paper. The use of the Bayesian
Information Criterion (BIC) for speaker clustering was first pro-
posed by the pioneering work of Chen et al. [3]. Chen proposed
an agglomerative clustering algorithm using the BIC as a de-
cision criterion, to determine whether two audio segments came
from the same speaker. In [3], multivariate Gaussians are chosen
to model the utterances, and the BIC is used as a model selec-
tion criterion to determine whether the two segments of interest
are more appropriately represented by a single Gaussian or two
separate Gaussians. BIC based clustering approaches have since
received increasing acceptance in the speech technology com-
munity [4], and has become one of the most popular clustering
strategies to date due to its robustness and threshold indepen-
dence. Published speaker diarization systems that use the BIC
for speaker clustering include the LIMSI broadcast news diariza-
tion system [1], which was the top participant in the most recent
NIST Rich Transcription broadcast news evaluation, the RT-04F
[5]. The baseline system used for comparison in this paper is
based on this system.
However, within the statistical hypothesis testing frame-
work, the BIC can be seen as only an approximation to the Bayes
Factor of marginal likelihoods of the data given each hypothesis.
The BIC approximation neglects the crucial prior term in the es-
timation of the marginal probability of the data given the model,
thus foregoing the ability to incorporate prior beliefs about the
expected distribution of parameter values. There is hence no
guarantee that the marginal probability calculated using the BIC
approximation would be close to the “true“ value, calculated us-
ing a prior distribution that would be regarded as appropriate
by an observer. This paper presents a speaker clustering tech-
nique based on the Bayes Factor itself, with the aim of improving
clustering performance and consistency by removing the errors
caused by the BIC approximation.
Section 2 gives an overview of the baseline broadcast news
diarization system, which incorporates a BIC clustering stage.
Section 3 presents the Bayes Factor of marginal likelihoods of
the data given each hypothesis as a decision criterion for speaker
clustering, and contrasts the BIC approximation to the actual
marginal likelihood expression proposed in this paper. Section 4
presents the result obtained on the RT-02 Evaluation dataset and
compares the result to the baseline system, and Section 5 draws
some conclusions.
2. BASELINE SYSTEM OVERVIEW
The baseline system used for comparison in this paper is based
on the c-sid configuration of the LIMSI broadcast news diariza-
tion system [1]. In the baseline system, the audio is first passed
through a speech activity detection stage which separates the au-
dio into speech and non-speech regions. Speaker segmentation is
then performed to partition the speech regions into homogeneous
speaker segments. This is followed by a Viterbi resegmentation
stage which aims to refine the segment boundary locations. The
set of speaker segments are then passed to the speaker clustering
stages of the system, which aim to merge the segments contain-
ing the utterances produced by the same speaker.
Speaker clustering is performed in two separate stages, a
BIC based initial clustering stage followed by a second cluster-
ing stage based on a speaker identification (SID) method. Both
clustering stages use agglomerative clustering, where clustering
is performed by iteratively merging the closest pair of clusters.
Due to the lack of data in the initial clustering stage, where
speaker segments are relatively short, a multivariate normal dis-
tribution is used to model the data, as opposed to a Gaussian
Mixture Model (GMM). The initial clustering stage merges only
the closest speaker segments and is terminated early, resulting
in a set of underclustered nodes, which is passed into the sec-
ond clustering stage that performs further clustering using more
complex models. The performance of the initial clustering stage
is hence crucial to the success of the overall diarization system,
since correct clustering decisions made in this stage will gener-
ate pure, homogeneous clusters with sufficient data to be rep-
resented by more complex models in the subsequent clustering
stage.
At the end of the initial clustering stage, the segment bound-
aries are refined once more via Viterbi resegmentation. The re-
fined segments are then passed into the SID clustering stage,
which completes the clustering process. At this stage, the ini-
tial clusters have considerably more data than the individual
speaker segments passed into the BIC clustering stage. GMMs
are therefore used to model the complex distribution of data in
each speaker cluster. The SID clustering stage produces the final
diarization output, consisting of a relative, show-internal set of
speaker labels and their corresponding start and end times.
3. THE BAYES FACTOR AS A DECISION CRITERION
FOR SPEAKER CLUSTERING
This section presents the Bayes Factor of marginal likelihoods of
the data given each hypothesis as a decision criterion for speaker
clustering. A derivation of the BIC is presented as an approxi-
mation to the marginal likelihood integral, and its shortfalls are
outlined. This is followed by a derivation of an exact expression
of the marginal probability integral to construct the Bayes fac-
tor for multivariate Gaussian models as a decision criterion for
speaker clustering.
3.1. The Bayes Factor of Marginal Likelihoods
To derive an expression for the Bayes Factor as a decision cri-
terion for model selection in the framework of hypothesis test-
ing, let the null hypothesis, H0, be that the two segments are
more appropriately modelled by one multivariate Gaussian dis-
tribution (and hence should be clustered), and the alternative
hypothesis, H1, be that the two segments should be modelled
by two separate Gaussian distributions (and hence should be
kept separate). Let the data to be modelled be given by X =
{xi : i = 1, · · · , N}. According to Bayesian decision theory,
the criterion based on which the clustering should be made is
given by
p(H0|X)
p(H1|X)
. (1)
Applying Bayes Theorem, the posterior probability of each
hypothesis given the data can be written as
p(H|X) =
p(H)p(X |H)
p(X)
. (2)
Since p(X) is identical for both hypotheses, it will not af-
fect the hypothesis testing and will cancel out under the decision
criterion given in (1). Also, assuming equal prior probability for
each hypothesis (ie. p(H0) = p(H1) = 1
2
), p(H) will also can-
cel out. Under these assumptions, p(H|X) is proportional to
the likelihood of the data given each hypothesis, and the Bayes
Factor, B, defined as a ratio of the likelihood of the data given
the two competing hypotheses, can be written as
B =
p(X |H0)
p(X |H1)
. (3)
Let the first speaker segment contain dataX1 and the second
contain X2. Let the single multivariate Gaussian distribution
that supports H0 be M0, and the separate Gaussian distributions
that support H1 be M1 and M2 respectively. The Bayes Factor
given in (3) can then be written as
B =
p(X |H0)
p(X |H1)
=
p(X1,X2|M0)
p(X1|M1)p(X2|M2)
. (4)
As evident from (4), the larger the Bayes Factor, the more ev-
idence that the two segments are more appropriately modelled
by one multivariate normal distribution and should be clustered,
and vice versa.
To evaluate the Bayes Factor, one must first derive an ex-
pression for each of the terms on the right hand side of (4). Let
λ be the parameter set of the model under consideration. The
probability that the data conform to a model M , can be given by
the marginal probability integral
p(X |M) =
∫
p(X |λ,M)p(λ|M) dλ . (5)
The marginal probability can be interpreted as the expected
value of the likelihood of the data given the model. It is given
by the likelihood of the data given each model parameter set,
p(X |λ,M), weighted by the associated prior probabilities of
each particular set of model parameters, p(λ|M), and integrated
over all possible values of the parameters.
3.2. The BIC approximation
The marginal probability integral shown in (5) is difficult to com-
pute when M has a large number of parameters, for example
when M is a high-order GMM, as it involves integrating over
a large number of parameters, and difficulties arise in decid-
ing which data belongs to which mixture component. The BIC
was hence introduced as a relatively simple approximation to
the Bayes Factor, by using the Laplace Approximation [6] to
derive an expression for log p(X |M). The Laplace Approxima-
tion aims to approximate a probability density function defined
over a set of continuous variables by finding a Gaussian approx-
imation centred on a mode of the distribution. Using the Laplace
Approximation, (5) can be written as
log p(X |M) = logp(X |λMAP,M) + log p(λMAP|M)
+
k
2
log(2pi) −
k
2
log(N)−
1
2
log |J | , (6)
where λMAP is the value of λ at the mode of the posterior distri-
bution (ie. log p(X |λMAP,M) is the maximum log likelihood of
the data under model M ), J is the expected information matrix
for a single observation and N is the number of data points.
Ignoring the second, third and last term in (6) gives the BIC
approximation for the marginal log likelihood of the data given
model M [7],
BIC = log p(X |λMAP,M)−
k
2
log(N) . (7)
As the above mathematical derivation shows, the BIC is only
an approximation to the marginal probability integral. Given a
constant number of model parameters, the third term of (6) is
simply a constant offset and can hence be ignored without af-
fecting the model selection. The effect of ignoring the last term
is difficult to generalize, as it depends on the nature of the data
as well as the parameterization. The biggest shortfall of the BIC
approximation appears to be a result of ignoring the second term,
which takes into account the prior beliefs about the expected dis-
tribution of parameter values. Ignoring the prior term effectively
means that the ability to incoporate one’s prior beliefs about the
expected distribution of parameter values has been lost, and there
is no guarantee that the value of the marginal likelihood calcu-
lated from the BIC approximation will be close to the “true“
marginal likelihood calculated from a prior distribution that an
observer would regard as appropriate for the data being mod-
elled [7].
3.3. The Exact Value of the Marginal Probability Integral
Due to the shortfalls of the BIC approximation outlined in the
above section, this paper proposes that it will be advantageous
to compute the exact value of the marginal probability integral,
shown in (5), to give the best possible estimate for p(X |M).
The exact values of the marginal likelihood of the data given
the model can then be used to construct the Bayes Factor as a
decision criterion for speaker clustering.
To evaluate the exact value of the integral in (5), one must
first choose an appropriate distribution for p(λ|M) to reflect
one’s prior beliefs about the expected distribution of parameter
values. Following from common practice in speaker recognition
and for simplicity, this paper will consider only the means of the
distributions as the parameters in evaluating the marginal likeli-
hood integral. The prior chosen here is hence the prior on the
mean. The variances will be estimated from the data itself, but
treated as a known constant in the integral.
Since there are many factors that influence the prior distri-
bution, such as the nature of the data, the parameterisation and
the channel characteristics, the prior distribution on the mean is
theoretically a sum of a large number of random variables. Ac-
cording to the central limit theorem, the mean of a large number
of independent random variables, each with finite mean and vari-
ance, will be approximately normally distributed. The form of
the prior distribution chosen in this paper is hence the same as
the model for the data, a multivariate normal distribution, as in
[8].
In the case of a multivariate normal distribution being cho-
sen as the model for the data as well as the prior, p(X |λ,M)
and p(λ|M) in the marginal probability integral given in (5) can
be expressed as
p(X |λ,M) =
N∏
i=1
|r|
1
2
(2pi)
D
2
exp
(
−
1
2
(xi −m)
T
r(xi −m)
)
(8)
and
p(λ|M) =
|τ |
1
2
(2pi)
D
2
exp
(
−
1
2
(m − µ)T τ (m − µ)
)
(9)
respectively, where m and r are the mean vector and precision
matrix of the data, µ and τ are the mean vector and precision
matrix of the prior and D is the dimensionality of the feature
vector. Considering only the mean vector m as the variable of
integration, (5) becomes
p(X |M) =∫ N∏
i=1
[
|r|
1
2
(2pi)
D
2
exp
(
−
1
2
(xi −m)
T
r(xi −m)
)]
·
|τ |
1
2
(2pi)
D
2
exp
(
−
1
2
(m − µ)T τ (m − µ)
)
dm . (10)
While there is currently no known closed form solution to
the indefinite integral given in (10), the definite integral over the
entire space (ie. from −∞ to +∞) is known and can be derived
with the assistance of an appropriate table of integrals, such as
[9].
For the ease of evaluating the integral, given that r and τ are
full precision matrices, simultaneous diagonalization was used
to transform the feature vector space so that τ is whitened and
r is diagonalized simultaneously in this new space. Each di-
mension can then be treated independently when evaluating the
integral. Simultaneous diagonalization is achieved by finding a
transformation matrix A, to transform the data such that X ′ =
AX , where (′) denotes that the variable is expressed in the new
space. As a result of this data transformation,AT τA = I is the
identity matrix andAT rA = r′ is diagonal. The expression for
the exact value of the integral is given in (11), where Λ is the
vector of eiganvalues of the prior covariance matrix in the origi-
nal space. Note that the whitening of τ and the diagonalization
of r, as opposed to the contrary, is a deliberate choice. Although
both approaches will result in exactly the same marginal proba-
bility, whitening τ allows the whitening matrix to be calculated
only once. Conversely, whitening r would result in the need
to calculate the whitening matrix for every segment being clus-
tered. Whitening τ is hence less computationally expensive, and
the time required for clustering using this approach is compara-
ble to the BIC clustering approach used in the baseline system.
3.4. Estimating the Hyperparameters
This paper proposes that the prior mean and precision can be
estimated from the data itself. The prior mean estimate is given
by the sample mean of all speech regions within the audio for a
given show, µ = X , and the prior precision estimate for each
segment is given by the sample precision matrix calculated from
all speech regions of the audio scaled by the number of samples
in the segment, τ = NΣ−1
X
, using the central limit theorem as
a guide. It is hypothesized in this paper that estimating the prior
from the data itself will ensure a true and accurate representation
of the data distribution, and alleviate the problem present in the
BIC approximation, where the inferred prior may not accurately
reflect the nature of the data being clustered.
4. RESULTS
This section presents the results of the Bayes Factor based clus-
tering approach, as obtained on the RT-02 Evaluation dataset,
and compares the results to the baseline system. The RT-02 Eval-
uation dataset consists of 6 recorded broadcast news shows, each
with a scorable region of approximately 600 seconds.
4.1. Experimental Setup
To evaluate the proposed clustering strategy, the baseline system,
using BIC clustering as the first clustering stage, is compared to
a similar system with the BIC clustering stage replaced by Bayes
Factor based clustering. The intermediate results obtained at the
end of the first clustering stage are compared directly, as well as
the resultant diarization performance of the respective systems
as a whole.
For the direct comparison between intermediate clustering
results at the end of the first clustering stage, average frame-
level cluster purity and cluster coverage, as defined in [1], are
calculated across all clusters. For a given cluster, cluster pu-
rity is defined as the proportion of speech that belongs to the
dominant speaker over the total number of frames in the cluster.
Cluster coverage takes into account the dispersion of a speaker’s
speech across clusters. For a given speaker, it is defined as the
proportion of frames in the cluster which has the most amount of
speech belonging to the speaker, over the total number of speech
frames belonging to the speaker.
The effect of Bayes Factor based clustering on a diarization
system as a whole can be evaluated using the Diarization Error
Rate (DER) measure, as defined in [5]. The DER is the primary
performance evaluation metric used in the NIST RT Diarization
tasks. It can be interpreted as the percentage of the total amount
of scorable time that is not attributed to the correct speaker, tak-
ing into account speech detection errors.
4.2. Clustering Results
Table 1 below shows the cluster purity and coverage results for
each show at the end of the first clustering stage, using BIC and
Bayes Factor based clustering respectively. The initial segments
were produced using the baseline system processed up until the
BIC clustering stage. Before clustering, the cluster purity and
coverage values are 97.0% and 45.5% respectively. The low
p(X|M) =
D∏
d=1
√
(r′
d
)N
(2piΛd)N (Nr
′
d
+ 1)
exp

 −r′d
2(Nr′
d
+ 1)

( N∑
i=1
(x′
id
−µ′
d
)2
)
+ r′
d

N N∑
i=1
(
(x′
id
)2
)
−
(
N∑
i=1
(x′
id
)
)2



 (11)
cluster coverage value is expected here, since speakers’ utter-
ances are dispersed throughout the audio as speaker segments at
this stage. The cluster purity would ideally be 100% at this stage,
and the loss is due to a small number of missed boundaries in the
speaker segmentation stage. The results presented in Table 1 is
based on the operating points for each system; it corresponds to
the optimal stopping threshold for this clustering stage, emperi-
cally tuned on each system to produce the best possible DER on
this dataset.
The average result of the 6 shows shown in Table 1 is calcu-
lated based on a time weighted average of the amount of scorable
time in each show. Examining the results of each show individu-
ally, it is evident that the Bayes Factor system is able to perform
more merges than the BIC system, without reducing the clus-
ter purity. This is a desirable attribute, as it suggests that the
Bayes Factor system is able to cluster the segments further, thus
bringing the system to a more complete clustering state, without
introducing further clustering errors.
Table 1. Results of Individual Shows - BIC vs Bayes Factor
Show Coverage (%) Purity (%) # Merges
BIC BF BIC BF BIC BF
1 61.0 61.2 95.2 95.5 169 173
2 68.6 65.8 98.3 98.3 152 155
3 97.8 76.3 99.2 99.2 88 83
4 80.8 78.2 90.0 90.3 81 86
5 62.3 60.6 98.3 98.5 132 135
6 63.3 63.1 96.8 96.1 81 87
Avg/Total 71.9 67.4 96.2 96.3 703 719
4.3. Diarization Performance Results
The overall diarization performance of the two systems, evalu-
ated using the DER measure, is shown in Table 2. The average
DER reported is also time weighted according to the length of
the scorable region within each individual show. Compared to
the BIC system, the differences in the outcome of the first clus-
tering stage brought by the Bayes Factor system resulted in a
considerable improvement in the overall DER in shows 2, 5 and
6. However, in shows 1 and 4, the BIC system marginally out-
performed the Bayes Factor system. In show 1, the differences in
the output of the first clustering stage, due to the termination of
the initial clustering at different stages of the clustering process,
resulted in different clusters being passed into the second viterbi
realignment stage. This produced minor discrepancies in the
locations of segment boundaries between the two systems, re-
sulting in slight variations in DER, despite the overall clustering
result being identical at the end of the second clustering stage.
Overall, a 14.7% relative improvement in DER was achieved.
The results presented above suggests that the cluster cover-
age measure at the end of the first clustering stage does not nec-
essarily provide a useful indication of diarization performance.
Despite a decreased cluster coverage, the Bayes Factor system
achieved an improved DER compared to the baseline. This sug-
gests that the second clustering stage is able to recover the lower
coverage by completing the clustering process. On the other
hand, the ability to perform more merges without decreasing the
cluster purity appears to have a direct impact on diarization per-
formance. This reflects the importance of having pure, homo-
geneous segments at the end of the first clustering stage, as low
cluster purity cannot be recovered in the second clustering stage.
Table 2. Comparison of Overall Diarization Results
Show BIC System Bayes Factor System
1 11.01 11.13
2 15.78 8.61
3 0.35 0.35
4 15.85 16.93
5 5.50 4.59
6 18.87 15.89
Avg DER 11.46 9.77
5. CONCLUSION
This paper proposes the use of the Bayes Factor to replace the
BIC as a criterion for speaker clustering within a speaker di-
arization system. Since the BIC is only an approximation to the
marginal likelihood of the data given the model, this paper pro-
poses that the performance of a speaker clustering system can be
enhanced by evaluating the Bayes Factor directly, to improve the
accuracy and consistency by avoiding the error introduced in the
BIC approximation. Results obtained on the RT-02 Evaluation
dataset shows an improved clustering performance using Bayes
Factor clustering, leading to an improvement in the overall Di-
arization performance.
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