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LIMIT THEOREMS FOR FREE MULTIPLICATIVE
CONVOLUTIONS
HARI BERCOVICI AND JIUN-CHAU WANG
Abstrat. We determine the distributional behavior for produts of free random
variables in a general innitesimal triangular array. The main theorems in this
paper extend a result for measures supported on the positive half-line in [4℄, and
provide a new limit theorem for measures on the unit irle with nonzero rst
moment.
1. Introdution
Given two probability measures µ, ν on R+ = (0,+∞), we will denote by µ⊛ν their
lassial multipliative onvolution, and by µ⊠ν their free multipliative onvolution.
Thus, µ ⊛ ν is the distribution of XY , where X and Y are lassially independent
positive random variables with distributions µ and ν, respetively. Analogously, µ⊠ν
is the distribution of X1/2Y X1/2, where X and Y are freely independent positive
random variables with distributions µ and ν. A triangular array {νnk : n ≥ 1, 1 ≤
k ≤ kn} of probability measures on R+ is said to be innitesimal if
lim
n→∞
max
1≤k≤kn
νnk({t ∈ R+ : |t− 1| ≥ ε}) = 0,
for every ε > 0. Given suh an array, one is interested in the asymptoti behavior of
the measures
µn = νn1 ⊛ νn2 ⊛ · · ·⊛ νnkn
and
νn = νn1 ⊠ νn2 ⊠ · · ·⊠ νnkn.
The ase of µn is ompletely understood, and is redued to the theory of addition
of independent random variables by a logarithmi hange of variables. However, the
free ase νn does not simply redue to the additive theory by this hange of variables.
The problem was rst addressed in [4℄, where a triangular array suh that νn1 =
νn2 = · · · = νnkn for all n was onsidered. In this ase, neessary and suient
onditions were found for the weak onvergene of the measures νn. In partiular, it
was shown that the sequene νn onverges weakly if µn onverges, but not onversely.
In this paper we will nd neessary and suient onditions for the weak on-
vergene of νn without any further assumptions on the innitesimal array. We
also prove analogous results for innitesimal triangular arrays on the unit irle
1
T = {z ∈ C : |z| = 1}. In both ases the possible limit of νn is ⊠-innitely divisible
as shown in [8, 2℄.
The additive version of our results were studied earlier. Thus, onsider an array
{µnk : n ≥ 1, 1 ≤ k ≤ kn} of probability measures on R. Innitesimality in this ase
means that
lim
n→∞
max
1≤k≤kn
µnk({t ∈ R : |t| ≥ ε}) = 0, ε > 0.
Denote by
λn = µn1 ∗ µn2 ∗ · · · ∗ µnkn
the lassial additive onvolutions, and by
ρn = µn1 ⊞ µn2 ⊞ · · ·⊞ µnkn
the free additive onvolutions of these measures. When µn1 = µn2 = · · · = µnkn for
all n, it was shown in [3℄ that λn onverges weakly if and only if ρn onverges weakly.
This result was extended to arbitrary innitesimal arrays by Chistyakov and Götze
in [9℄. These authors made heavy use of analyti subordination (rst proved for the
free additive onvolution in [11℄ generially and in [7℄ for the general ase; f. also
[12, 13℄, [1℄ and [8℄ for dierent approahes). Our methods do not require analyti
subordination and are lose to the original approah in [4℄.
The remainder of this paper is organized as follows. In Setion 2, we desribe the
analytial apparatus neessary for the alulation of free multipliative onvolutions.
We also desribe the ⊠-innitely divisible measures on R+ and T and some useful
approximation results. In Setions 3 we give the onvergene riteria for arrays on
R+, and in Setion 4, we prove the analogous result for T.
2. Preliminaries
The analogue of Fourier transform for multipliative free onvolutions was dis-
overed by Voiulesu [10℄ (see also [5, 6℄). Denote by M+ the olletion of Borel
probability measures dened on R+, and by M×T Borel probability measures ν sup-
ported on the irle T with nonzero rst moment, i.e.
∫
T
t dν(t) 6= 0.
Given ν ∈M+, one denes the analyti funtion ψν by
ψν(z) =
∫ ∞
0
tz
1− tz dν(t), z ∈ C \ (0,+∞).
The funtion ψν is univalent in the left half-plane iC
+
, and ψν(iC
+) is a region
ontained in the irle with diameter (−1, 0); moreover, ψν(iC+)∩(−∞, 0) = (−1, 0).
Setting Ων = ψν(iC
+), one denes the S-transform of the measure ν to be
Sν(z) =
1 + z
z
ψ−1ν (z), z ∈ Ων .
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The remarkable property of the S-transform is that for µ, ν ∈M+, one has
Sµ⊠ν(z) = Sµ(z)Sν(z),
for every z in a neighborhood of (−1, 0).
For ν ∈ M×
T
, the funtion ψν is dened by the formula given above (with the
integral alulated over T), but its domain of denition is now the open unit disk
D = {z ∈ C : |z| < 1}. The funtion ψν has an inverse in a neighborhood of zero sine
ψ′ν(0) =
∫
T
t dν(t) 6= 0. The orresponding S-transform is dened in a neighborhood
of zero. It is sometimes onvenient to use a variation of the S-transform:
Σν(z) = Sν
(
z
1− z
)
.
If ν ∈M×
T
, the funtion Σν is also dened in a neighborhood of zero, and
Σµ⊠ν(z) = Σµ(z)Σν(z), µ, ν ∈M×T ,
for all z in a neighborhood of zero where all funtions involved are dened.
The weak onvergene of probability measures an be translated in terms of their
S-transforms.
Theorem 2.1. [5, 6℄
(1) Given {νn}∞n=1 ⊂ M+, the sequene {νn}∞n=1 onverges weakly to a measure
ν ∈ M+ if and only if there exist two positive numbers 0 < b < a < 1 suh
that the disk D with the diameter (−a,−b) is ontained in Ωνn for all n, and
the sequene {Sνn}∞n=1 onverges uniformly on D to a funtion S.
(2) Given {νn}∞n=1 ⊂ M×T , the sequene {νn}∞n=1 onverges weakly to a measure
ν ∈ M×
T
if and only if there exists a neighborhood of zero K ⊂ D suh that
for all Σνn are dened in K, and the sequene {Σνn}∞n=1 onverges uniformly
on K to a funtion Σ.
Moreover, if (1) is satised then S = Sν, and if (2) is satised then Σ = Σν .
An array {νnk}n,k ⊂M×T is innitesimal if
lim
n→∞
max
1≤k≤kn
νnk({t ∈ T : |arg t| ≥ ε}) = 0,
for every ε > 0; here the prinipal value of the argument is used. The following
proposition gives an approximation of the S-transform (see Theorem 3.1 in [4℄ and
Theorem 1.1 and Theorem 2.1 in [2℄).
Proposition 2.2. For 0 < b < a < 1 and ε ∈ (0, 1), dene D to be the losed disk
with diameter [−a,−b], and set Kε = {z ∈ C : |z| ≤ ε}.
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(1) If an array {νnk}n,k ⊂M+ is innitesimal, then the funtions Sνnk are dened
in D for suiently large n, and we have
Sνnk(z) = 1 +
[∫ ∞
0
1− t
1 + z − tz dνnk(t)
]
(1 + unk(z)),
for all z ∈ D, where limn→∞max1≤k≤kn |unk(z)| = 0 uniformly on D.
(2) If an array {νnk}n,k ⊂M×T is innitesimal, then Sνnk are dened in Kε when
n is large, and we have
Sνnk(z) = 1 +
[∫
T
1− t
1 + z − tz dνnk(t)
]
(1 + vnk(z)),
for all z ∈ Kε, where limn→∞max1≤k≤kn |vnk(z)| = 0 uniformly on Kǫ.
A measure ν ∈ M+ is said to be ⊛-innitely divisible if, for eah n ∈ N, there
exists a measure νn ∈M+ suh that
ν = νn ⊛ νn ⊛ · · ·⊛ νn︸ ︷︷ ︸
n times
.
The notion of ⊠-innite divisibility is dened analogously. The study of ⊛-innitely
divisible measures on R+ redues (by a hange of variable) to the study of the usual
∗-innitely divisible measures on R. The Fourier transform needs to be replaed by
the Mellin-Fourier transform of a measure ν ∈M+ dened by
Φν(s) =
∫ ∞
0
tis dν(t), s ∈ R.
The fundamental property of the Mellin-Fourier transform is that
Φµ⊛ν(s) = Φµ(s)Φν(s).
A ⊛-innitely divisible measure ν ∈M+ has the Mellin-Fourier transform
Φν(s) = exp
[
iλs+
∫ ∞
0
(
t−is − 1 + is log t
log2 t+ 1
)
log2 t+ 1
log2 t
dρ(t)
]
, s ∈ R,
where λ ∈ R and ρ is a nite positive Borel measure on R+. We use the notation νλ,ρ⊛
to denote the ⊛-innitely divisible measure determined by λ and ρ. For ⊠-innite
divisibility we have the following formulas as in [5, 6℄. A measure ν ∈ M+ is ⊠-
innitely divisible if and only if there exist γ ∈ R and a nite positive Borel measure
σ on the ompat spae [0,+∞] suh that Sν(z) = exp(vγ,σ(z)), where vγ,σ is given
by
vγ,σ
(
z
1− z
)
= γ − σ({+∞})z +
∫
[0,+∞)
1 + tz
z − t dσ(t), z ∈ C \ [0, 1].
A measure ν ∈ M×
T
is ⊠-innitely divisible if and only if there exist γ ∈ R and a
nite positive Borel measure σ on T suh that Σν(z) = exp(uγ,σ(z)), where uγ,σ is
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given by
uγ,σ(z) = −iγ +
∫
T
1 + tz
1− tz dσ(t), z ∈ D.
We denote by νγ,σ⊠ the ⊠-innitely divisible measure determined by γ and σ. There
is a unique ⊠-innitely divisible measure m on T suh that its rst moment is zero.
This is the Haar, or normalized arlength measure.
We onlude this setion with a result whih will be used repeatedly.
Lemma 2.3. Consider a sequene {rn}∞n=1 ⊂ R and two triangular arrays {znk :
n ≥ 1, 1 ≤ k ≤ kn}, {wnk : n ≥ 1, 1 ≤ k ≤ kn} of omplex numbers. Assume that
(1) ℑwnk ≥ 0, for n ≥ 1 and 1 ≤ k ≤ kn.
(2)
znk = wnk(1 + εnk),
where
εn = max
1≤k≤kn
|εnk|
onverges to zero as n→∞.
(3) There exists a positive onstant M suh that for suiently large n,
|ℜwnk| ≤Mℑwnk.
Then the sequene {rn +
∑kn
k=1 znk}∞n=1 onverges if and only if the sequene {rn +∑kn
k=1wnk}∞n=1 onverges. Moreover, the two sequenes have the same limit.
Proof. The assumptions on {znk}n,k and {wnk}n,k imply
(2.1)
∣∣∣∣∣
(
rn +
kn∑
k=1
znk
)
−
(
rn +
kn∑
k=1
wnk
)∣∣∣∣∣ ≤ 2(1 +M)εn
(
kn∑
k=1
ℑwnk
)
,
and
(2.2) (1− εn −Mεn)
(
kn∑
k=1
ℑwnk
)
≤
∣∣∣∣∣
kn∑
k=1
ℑznk
∣∣∣∣∣ ,
for suiently large n. If the sequene {rn +
∑kn
k=1 znk}∞n=1 onverges to a omplex
number z, (2.2) implies that {∑knk=1ℑwnk}∞n=1 is bounded, and then (2.1) shows
that the sequene {rn +
∑kn
k=1wnk}∞n=1 also onverges to z. Conversely, if {rn +∑kn
k=1wnk}∞n=1 onverges to z, then the sequene {
∑kn
k=1ℑwnk}∞n=1 is bounded and
hene by (2.1) the sequene {rn +
∑kn
k=1wnk}∞n=1 onverges to z as well. 
3. Free Multipliative Convolution on R+
Given an innitesimal triangular array {νnk : 1 ≤ k ≤ kn, n ∈ N} ⊂ M+ and
τ > 0, dene positive numbers
bnk = exp
(∫ eτ
e−τ
log t dνnk(t)
)
,
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and measures ν◦nk by
dν◦nk(t) = dνnk(bnkt).
Obviously, max1≤k≤kn |bnk − 1| → 0 as n → ∞, and hene the array {ν◦nk}n,k is also
innitesimal. Dene
gnk(w) =
∫ ∞
0
t2 − 1
t2 + 1
dν◦nk
(
1
t
)
+
∫ ∞
0
[
1 + tw
w − t
]
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
,
for w ∈ C\ [0,+∞). Note that gnk(w) = gnk(w) and ℑgnk(w) ≤ 0 for all w suh that
ℑw > 0.
Lemma 3.1. For every ompat set K ⊂ C+∩ (iC+) there exists a positive onstant
M = M(τ,K) suh that for suiently large n, we have
|ℜgnk(w)| ≤M |ℑgnk(w)| , w ∈ K, 1 ≤ k ≤ kn.
Proof. We assume for onveniene that τ = 1. No generality is lost sine one an
make a linear hange of variable to modify the value of τ . By a hange of variable
we have ∫ ∞
0
t2 − 1
t2 + 1
dν◦nk
(
1
t
)
=
∫ ∞
−∞
1− e2x
1 + e2x
dρnk(x+ ank)
and ∫ ∞
0
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
=
∫ ∞
−∞
(1− ex)2
1 + e2x
dρnk(x+ ank),
where the probability measure ρnk is dened as dρnk(x) = dνnk(e
x), and ank =∫
|x|<1
x dρnk(x). Note that the family {ρnk}n,k is now an innitesimal family of prob-
ability measures on R, and hene
lim
n→∞
max
1≤k≤kn
|ank| = 0.
We proeed by rewriting∫ ∞
−∞
1− e2x
1 + e2x
dρnk(x+ ank) =
∫
|x|<1
[
1− e2(x−ank)
1 + e2(x−ank)
+ (x− ank)
]
dρnk(x)
−
∫
|x|≥1
ank dρnk(x) +
∫
|x|≥1
1− e2(x−ank)
1 + e2(x−ank)
dρnk(x).
It is easy to see that∣∣1− e2(x−ank) + (x− ank) + (x− ank)e2(x−ank)∣∣ ≤ 60(x− ank)2,
for |x| < 1. Consequently, for all n and k we have∣∣∣∣
∫
|x|<1
[
1− e2(x−ank)
1 + e2(x−ank)
+ (x− ank)
]
dρnk(x)
∣∣∣∣ ≤ 60
∫ ∞
−∞
(1− ex)2
1 + e2x
dρnk(x+ ank).
Sine the family {ρnk}n,k is innitesimal, there exists N ∈ N suh that
|ank| ≤ 1
2
,
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for all n ≥ N , 1 ≤ k ≤ kn. Note that
(1− ex)2
1 + e2x
≥ (1−
√
e)2
1 + e
and 5(1− ex)2 ≥ ∣∣1− e2x∣∣ ,
for all |x| ≥ 1
2
. We dedue that for n ≥ N , 1 ≤ k ≤ kn we have∣∣∣∣
∫
|x|≥1
ank dρnk(x)
∣∣∣∣ ≤
∫
|x|≥1
dρnk(x)
≤ 1 + e
(1−√e)2
∫ ∞
−∞
(1− ex)2
1 + e2x
dρnk(x+ ank),
and ∣∣∣∣
∫
|x|≥1
1− e2(x−ank)
1 + e2(x−ank)
dρnk(x)
∣∣∣∣ ≤ 5
∫ ∞
−∞
(1− ex)2
1 + e2x
dρnk(x+ ank).
Therefore, for suiently large n,∣∣∣∣
∫ ∞
0
t2 − 1
t2 + 1
dν◦nk
(
1
t
)∣∣∣∣ ≤ 74
∫ ∞
0
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
.
The ompatness of the set K implies the existene of positive onstants M1 andM2
suh that ∣∣∣∣ℜ
[
1 + tw
w − t
]∣∣∣∣ ≤M1
and ∣∣∣∣ℑ
[
1 + tw
w − t
]∣∣∣∣ = −ℑ
[
1 + tw
w − t
]
≥M2,
for all t ∈ (0,+∞) and w ∈ K. Hene, we have for suiently large n and for w ∈ K,
|ℜgnk(w)| =
∣∣∣∣
∫ ∞
0
t2 − 1
t2 + 1
dν◦nk
(
1
t
)
+
∫ ∞
0
ℜ
[
1 + tw
w − t
]
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)∣∣∣∣
≤ 74
∫ ∞
0
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
+M1
∫ ∞
0
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
≤ (74 +M1)
M2
∫ ∞
0
M2
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
≤ −(74 +M1)
M2
∫ ∞
0
ℑ
[
1 + tw
w − t
]
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
=
74 +M1
M2
|ℑgnk(w)| .
The result follows with M = (74 +M1)/M2. 
Fix a losed disk D ⊂ iC+ with diameter [−a,−b], where 0 < b < a < 1. By
Proposition 2.2, Sνnk is dened in D for large n. Setting w = z/(1 + z), and using
the identity
(w − 1)(t− 1)
w − t =
t2 − 1
t2 + 1
+
[
1 + tw
w − t
]
(t− 1)2
t2 + 1
,
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we see that the funtion Sν◦
nk
admits the following approximation:
Sν◦
nk
(
w
1− w
)
− 1 = gnk(w)
(
1 + unk
(
w
1− w
))
,
in another losed disk D0 = {z/(1 + z) : z ∈ D} with real enter, and
lim
n→∞
max
1≤k≤kn
∣∣∣∣unk
(
w
1− w
)∣∣∣∣ = 0,
uniformly for all w ∈ D0. Note that
Sν◦
nk
(
w
1− w
)
= bnkSνnk
(
w
1− w
)
.
The innitesimality of the array {νnk}n,k also shows that Sνnk(z) onverges uniformly
in k and z ∈ D to 1 as n→ ∞; indeed, Sδ1 ≡ 1. Hene, for suiently large n, the
prinipal branh of logSνnk(z) is dened in D. Furthermore, sine
logw = w − 1 + o(|w − 1|),
as w → 1, it is easy to see from Lemma 3.1 and Lemma 2.3 that we have the following
result. Fix a real number γ, and a nite positive Borel measure σ on [0,+∞].
Lemma 3.2. Let {αn}∞n=1 be a sequene of positive real numbers. Then the sequene
of funtions {− logαn +
∑kn
k=1 logSνnk(z)}∞n=1 onverges to vγ,σ(z) uniformly for all
z ∈ D as n→∞ if and only if
lim
n→∞
(
− logαn +
kn∑
k=1
[gnk(w)− log bnk]
)
= vγ,σ
(
w
1− w
)
uniformly for all w ∈ D0.
Theorem 3.3. For an innitesimal family {νnk}n,k ⊂M+ and a sequene {αn}∞n=1 ⊂
R+ , the following two assertions are equivalent:
(1) The sequene νn1 ⊠ νn2 ⊠ · · ·⊠ νnkn ⊠ δαn onverges weakly to νγ,σ⊠ .
(2) The sequene of measures
dσn(t) =
kn∑
k=1
(t− 1)2
t2 + 1
dν◦nk
(
1
t
)
onverges weakly in [0,+∞] to σ, and the sequene
γn = − logαn +
kn∑
k=1
[∫ ∞
0
t2 − 1
t2 + 1
dν◦nk
(
1
t
)
− log bnk
]
onverges to γ as n→∞.
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Proof. Assume (1) holds. From Theorem 2.1, there exists a losed disk D with real
enter suh that
lim
n→∞
(
1
αn
kn∏
k=1
Sνnk(z)
)
= Sνγ,σ
⊠
(z) = exp(vγ,σ(z))
uniformly on the disk D. We may hoose D small enough so that exp(vγ,σ(z)) is in
−iC+ on D. Applying the prinipal branh of the logarithm funtion, we dedue
that
lim
n→∞
(
− logαn +
kn∑
k=1
logSνnk(z)
)
= vγ,σ(z),
uniformly on D. Thus, Lemma 3.2 implies that
(3.1) lim
n→∞
(
− logαn +
kn∑
k=1
[gnk(w)− log bnk]
)
= vγ,σ
(
w
1− w
)
uniformly on D0 = {z/(1 + z) : z ∈ D}. Note that
(3.2) − logαn +
kn∑
k=1
[gnk(w)− log bnk] = γn +
∫ ∞
0
1 + tw
w − t dσn(t).
Considering the imaginary part of the equation (3.1), we have
(3.3) − ℑw
∫
[0,+∞)
1 + t2
|w − t|2 dσ(t) = − limn→∞ℑw
∫
(0,+∞)
1 + t2
|w − t|2 dσn(t).
Note that the funtion t 7→ 1+t2
|w−t|2
is bounded away from zero and innity for all
w ∈ D0; moreover, if ℑw 6= 0 then (3.3) shows that
sup
n
σn((0,+∞)) < +∞,
and hene the family {σn}∞n=1 has a weak luster point σ′ on the ompat spae
[0,+∞]. Then (3.3) shows that σ′ = σ , and onsequently the measures σn onverges
weakly to σ on [0,+∞] as n → ∞. Then it is easy to see from (3.1) and (3.2) that
limn→∞ γn = γ.
Conversely, assume (2) holds. The innitesimality of the array {νnk}n,k implies
that there exist a′, b′ ∈ (0, 1) with b′ < a′ suh that Sνnk are dened in D′, the losed
disk with the diameter [−a′,−b′], for suiently large n. Let D′0 = {z/(1 + z) : z ∈
D′} and observe that there exists a positive onstant M = M(a′, b′) suh that∣∣∣∣1 + tww − t
∣∣∣∣ ≤M, w ∈ D′0, t ∈ (0,+∞).
Thus, in view of (3.2), we dedue that (3.1) holds pointwise inD′0. Sine ℑgnk(w) ≤ 0
for w ∈ D′0 ∩ iC+, the family {− logαn +
∑kn
k=1 [gnk(w)− log bnk]}∞n=1 is normal in
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D′0 ∩ iC+. Moreover, note that gnk(w) = gnk(w) and
vγ,σ
(
w
1− w
)
= vγ,σ
(
w
1− w
)
,
for w ∈ D′0. Therefore, as an appliation of Montel's theorem, we onlude that (3.1)
holds uniformly on ompat subsets of D′0. From Lemma 3.2 we onlude that there
exists a smaller losed disk D′′ ⊂ D′ with real enter, suh that
lim
n→∞
(
− logαn +
kn∑
k=1
logSνnk(z)
)
= vγ,σ(z),
uniformly on D′′. Applying the exponential, we obtain
lim
n→∞
(
1
αn
kn∏
k=1
Sνnk(z)
)
= Sνγ,σ
⊠
(z) = exp(vγ,σ(z))
uniformly on D′′. Therefore (1) follows from Theorem 2.1. 
It has been pointed out in [4℄ that the weak onvergene riteria for produts of
free and independent random variables are not equivalent. Nevertheless, the following
orrespondene is true.
Corollary 3.4. Given an innitesimal family {νnk}n,k ⊂M+ and a sequene {αn}∞n=1 ⊂
R+, the following two statements are equivalent:
(1) The sequene νn1⊠νn2⊠· · ·⊠νnkn⊠δαn onverges weakly to νγ,σ⊠ and σ({0}) =
σ({∞}) = 0;
(2) The sequene νn1 ⊛ νn2 ⊛ · · ·⊛ νnkn ⊛ δαn onverges weakly to νλ,ρ⊛ .
If onditions (1) and (2) are satised then the measure σ and ρ are related by
dσ(t) =
log2 t+ 1
log2 t
(t− 1)2
t2 + 1
dρ(t),
and
γ − λ =
∫ ∞
0
(
t2 − 1
t2 + 1
+
log2 t
log2 t+ 1
)
log2 t+ 1
log2 t
dρ(t).
Proof. The proof is idential with that of Theorem 4.2 in [4℄. 
4. Free Multipliative Convolution on T
Fix an innitesimal array {νnk : n ≥ 1, 1 ≤ k ≤ kn} ⊂ M×T and τ ∈ (0, pi).
Consider the entering onstant
bnk = exp
(∫
|arg t|<τ
log t dνnk(t)
)
,
and the entered measure ν◦nk obtained as follows:
dν◦nk(t) = dνnk(bnkt).
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Here, as before, log t = i arg t represents the prinipal branh of log t. We have
max1≤k≤kn |arg bnk| → 0 as n→∞, and hene the array {ν◦nk}n,k is also innitesimal.
Dene
hnk(z) = −i
∫
T
ℑt dν◦nk(t) +
∫
T
1 + tz
1− tz (1− ℜt) dν
◦
nk(t), z ∈ D.
Note that ℜhnk(z) ≥ 0 for all z ∈ D.
Lemma 4.1. For every ompat neighborhood of zero K ⊂ D, there exists a positive
onstant M =M(τ,K) suh that for suiently large n, we have
|ℑhnk(z)| ≤Mℜhnk(z), z ∈ K, 1 ≤ k ≤ kn.
Proof. We may again assume that τ = 1. Dene probability measures ρnk on R
suh that ρnk(σ) = νnk(e
iσ) if σ ⊂ [−pi, pi), and ρnk(σ) = 0 when σ ∩ [−pi, pi) = φ.
Changing variables, we have∫
T
ℑt dν◦nk(t) =
∫ ∞
−∞
sin x dρnk(x+ ank)
and ∫
T
(1− ℜt) dν◦nk(t) =
∫ ∞
−∞
(1− cosx) dρnk(x+ ank),
where ank =
∫
|x|<1
x dρnk(x) =
∫
|arg t|<1
arg t dνnk(t). The innitesimality of the family
{νnk}n,k implies that for suiently large n,
max
1≤k≤kn
|ank| ≤ 1
10
.
By using the elementary inequalities
|sin x− x| ≤ 2(1− cosx), −2 ≤ x ≤ 2,
and
1
10
+ |sin x| ≤ 10(1− cosx), where 9
10
≤ |x| ≤ pi + 9
10
,
we have,∣∣∣∣
∫
T
ℑt dν◦nk(t)
∣∣∣∣ ≤
∣∣∣∣
∫
|x|<1
[sin(x− ank)− (x− ank)] dρnk(x)
∣∣∣∣
+
∣∣∣∣
∫
[−π,−1]∪[1,π)
ank dρnk(x)
∣∣∣∣+
∣∣∣∣
∫
[−π,−1]∪[1,π)
sin(x− ank) dρnk(x)
∣∣∣∣
≤ 12
∫
T
(1− ℜt) dν◦nk(t),
for large n and 1 ≤ k ≤ kn. Also, from the ompatness of the set K, there exist
two positive onstants M1 and M2 suh that∣∣∣∣ℜ
[
1 + tz
1− tz
]∣∣∣∣ = ℜ
[
1 + tz
1− tz
]
≥M1
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and ∣∣∣∣ℑ
[
1 + tz
1− tz
]∣∣∣∣ ≤M2,
for all t ∈ T and z ∈ K. The result follows with M = (12 +M2)/M1. 
Suppose K ⊂ D is a neighborhood of zero. The innitesimality of the array
{νnk}n.k implies that Sνnk(z) onverges uniformly in k and z ∈ K to 1 as n → ∞,
and hene for suiently large n, Σνnk(z) and the prinipal branh of log Σνnk(z) are
dened in K ′ = {z/(1 + z) : z ∈ K}.
Fix a real number γ, and a nite positive Borel measure σ on T.
Lemma 4.2. Let {λn}∞n=1 ⊂ T. Then
lim
n→∞
exp
(
− log λn +
kn∑
k=1
log Σνnk(z)
)
= Σνγ,σ
⊠
(z)
uniformly on K ′ if, and only if
lim
n→∞
exp
(
− log λn +
kn∑
k=1
[hnk(z)− log bnk]
)
= Σνγ,σ
⊠
(z)
uniformly on K ′.
Proof. From Proposition 2.2, we have the following approximation for the funtion
Sν◦
nk
:
Sν◦
nk
(z) = 1 +
[∫
T
1− t
1 + z − tz dνnk(t)
]
(1 + vnk(z)), z ∈ K,
where
vn(z) = max
1≤k≤kn
|vnk(z)|
satises limn→∞ vn(z) = 0 uniformly in K. Introduing a hange of variable z 7→ z1−z
and using the identity
(1− t)(1− z)
1− tz = −iℑt +
1 + tz
1− tz (1−ℜt),
we onlude that
bnkΣνnk(z) = Σν◦nk(z) = 1 + hnk(z)
(
1 + vnk
(
z
1− z
))
, z ∈ K ′.
Lemmas 4.1 and 2.3 imply that for any sequene of purely imaginary numbers
{rn}∞n=1, the sequene {rn +
∑kn
k=1
[
Σν◦
nk
(z)− 1]}∞n=1 onverges uniformly on K ′ if
and only if the sequene {rn +
∑kn
k=1 hnk(z)}∞n=1 onverges uniformly on K ′. More-
over, two sequenes have the same limit. Sine logw/(w − 1) → 1 as w → 1,
we an replae Σν◦
nk
(z) − 1 by log Σν◦
nk
(z). The result follows by hoosing rn =
− log λn −
∑kn
k=1 log bnk. 
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Theorem 4.3. For an innitesimal array {νnk}n,k ⊂M×T and a sequene {λn}∞n=1 ⊂
T, the following assertions are equivalent:
(1) The sequene νn1 ⊠ νn2 ⊠ · · ·⊠ νnkn ⊠ δλn onverges weakly to νγ,σ⊠ .
(2) The sequene of measures
dσn(t) =
kn∑
k=1
(1−ℜt) dν◦nk(t)
onverges weakly on T to σ, and the limit
lim
n→∞
eiγn = eiγ
exists, where
γn = arg λn +
kn∑
k=1
[∫
T
ℑt dν◦nk(t) + arg bnk
]
.
Proof. Assume (1) holds. From Theorem 2.1, there exists ε ∈ (0, 1) suh that all
Σνnk are dened in K
′
ε = {z/(1 + z) : |z| ≤ ε}, and we have
lim
n→∞
(
1
λn
kn∏
k=1
Σνnk(z)
)
= Σνγ,σ
⊠
(z) = euγ,σ(z)
uniformly on K ′ε. Hene, by Lemma 4.2 and the denition of uγ,σ(z), we have
lim
n→∞
exp
(
− log λn +
kn∑
k=1
[hnk(z)− log bnk]
)
= exp
(
−iγ +
∫
T
[
1 + tz
1− tz
]
dσ(t)
)(4.1)
uniformly on K ′ε. Taking the absolute value on both sides of (4.1), we dedue that
(4.2) lim
n→∞
exp
(
ℜ
[
kn∑
k=1
hnk(z)
])
= exp
(∫
T
ℜ
[
1 + tz
1− tz
]
dσ(t)
)
uniformly on K ′ε. Note that
(4.3) − log λn +
kn∑
k=1
[hnk(z)− log bnk] = −iγn +
∫
T
[
1 + tz
1− tz
]
dσn(t).
Moreover, the real part of the funtion − log λn+
∑kn
k=1 [hnk(z)− log bnk] is the Pois-
son integral of the measure dσn
(
1
t
)
and hene (4.2) uniquely determines the weak
luster point of {σn}∞n=1 whih is σ. We therefore onlude the weak onvergene of
the sequene {σn}∞n=1. Moreover, onsider z = 0 in (4.1) and (4.2) to dedue that
lim
n→∞
eiγ
eiγn
= 1,
as desired.
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The onverse impliation is fairly easy now, sine one an basially reverse the
steps to reah the statement (1) by using Lemma 4.2 and the fat that {− log λn +∑kn
k=1 [hnk(z)− log bnk]}∞n=1 is normal in D. Therefore the details of the proof are left
to the reader. 
The previous result does not over the possibility that the measures νn1 ⊠ νn2 ⊠
· · · ⊠ νnkn ⊠ δλn might onverge to Haar measure m. We address now this speial
ase. Let us also note for further use the equality
Σν(0) =
1∫
T
t dν(t)
, ν ∈M×
T
.
Theorem 4.4. For an innitesimal array {νnk}n,k ⊂M×T and a sequene {λn}∞n=1 ⊂
T, the following assertions are equivalent:
(1) The sequene νn1 ⊠ νn2 ⊠ · · ·⊠ νnkn ⊠ δλn onverges weakly to m.
(2)
lim
n→∞
kn∑
k=1
∫
T
(1−ℜt) dν◦nk(t) = +∞.
Proof. Assume (2) holds. Dene
νn = νn1 ⊠ νn2 ⊠ · · ·⊠ νnkn ⊠ δλn , n ∈ N.
The ompatness of T implies that {νn}∞n=1 is tight. Suppose ν is a weak luster point
of {νn}∞n=1. From the free multipliative analogue of Hin£in's theorem (Theorem 2.1
in [2℄), the measure ν is ⊠-innitely divisible. By passing to a subsequene, we may
assume that νn onverges weakly to ν as n → ∞. By (4.3), we an reformulate the
statement (2) as follows:
lim
n→∞
ℜ
kn∑
k=1
hnk(0) = +∞.
Then the inequality (2.2) implies that
lim
n→∞
ℜ
kn∑
k=1
log Σνnk(0) = +∞,
and onsequently we dedue that∣∣∣∣
∫
T
t dν(t)
∣∣∣∣ = limn→∞
∣∣∣∣
∫
T
t dνn(t)
∣∣∣∣
= lim
n→∞
1∣∣∣∏knk=1Σνnk(0)∣∣∣
= lim
n→∞
exp
(
−ℜ
kn∑
k=1
log Σνnk(0)
)
= 0.
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Therefore, the ⊠-innitely divisible measure ν has zero rst moment, and hene we
onlude that ν = m. Moreover, the full sequene νn onverges weakly to m sine
{νn}∞n=1 has a unique weak luster point m.
Conversely, assume (1) holds but (2) fails to be true. By passing, if neessary, to
a subsequene, we may assume the sequene of measures
dσn(t) =
kn∑
k=1
(1−ℜt) dν◦nk(t)
onverges weakly to a nite positive Borel measure σ on T. Sine the sequene of
funtions {− log λn+
∑kn
k=1 [hnk(z)− log bnk]}∞n=1 is normal in D, we may assume, by
passing to a further subsequene, that
lim
n→∞
(
− log λn +
kn∑
k=1
[hnk(z)− log bnk]
)
= f(z),
uniformly on ompat subsets of D, where the funtion f is analyti in D. Note that
the funtion f is not identially innity sine
ℜf(z) = lim
n→∞
∫
T
ℜ
[
1 + tz
1− tz
]
dσn(t) =
∫
T
ℜ
[
1 + tz
1− tz
]
dσ(t), z ∈ D.
Then, as in the proof of Theorem 4.3, we onlude that there exists γ ∈ R suh that
lim
n→∞
eiγn = eiγ,
where the number γn is dened as in Theorem 4.3. An appliation of Theorem 4.3
then shows that a subsequene of {νn}∞n=1 onverges weakly to νγ,σ⊠ whih ontradits
(1). Therefore (2) must be true. 
Referenes
[1℄ S. T. Belinshi and H. Berovii, Atoms and regularity for measures in a partially dened free
onvolution semigroup, Math. Z. 248 (2004), no. 4, 665-674.
[2℄ , Hin£in's theorem for multipliative free onvolution, Canadian Math. Bulletin, to ap-
pear.
[3℄ H. Berovii and V. Pata, Stable laws and domain of attration in free probability, with an
appendix by Ph. Biane, Ann. Math. 149 (1999), 1023-1060.
[4℄ , Limit laws for produts of free and independent random variables, Studia Math. 141
(2000), no. 1, 43-52.
[5℄ H. Berovii and D. V. Voiulesu, Lévy-Hin£in type theorems for multipliative and additive
free onvolution, Pai J. Math. 153 (1992), no. 2, 217-248.
[6℄ , Free onvolution of measures with unbounded support, Indiana Univ. Math. J. 42
(1993), no. 3, 733-773.
[7℄ Ph. Biane, Proesses with free inrements, Math. Z. 227 (1995), no. 1, 143-174.
[8℄ G. P. Chistyakov and F. Götze, The arithmeti of distributions in free probability, Arxiv: math.
PS/0508245.
[9℄ , Limit theorems in free probability. I, Arxiv: math. PS/0602219.
15
[10℄ D. V. Voiulesu, Multipliation of ertain nonommuting random variables, J. Operator The-
ory 18 (1987), 223-235.
[11℄ , The analogues of entropy and of Fisher's information measure in free probability. I,
Comm. Math. Phys. 155 (1993), no. 1, 71-92.
[12℄ , The oalgebra of the free dierene quotient and free probability, Int. Math. Res. Not.
2000 (2000), no. 2, 79-106.
[13℄ , Analyti subordination onsequene of free Markovianity, Indiana Univ. Math. J. 51
(2002), no. 5, 1161-1166.
16
