Abstract. The selection of text feature selection method directly affects the accuracy of subsequent in text classification and clustering. This paper reviews 4 kinds of feature selection methods based on VSM include: supervised feature selection method, unsupervised feature selection method, feature selection based on TF-IDF and improvement, improved method based on ICTCLAS built-in noun patterns. We evaluate their advantages and disadvantages.
Introduction
Form of natural language text structure is very complex, most of them are unstructured and semi-structured text, and your computer is suitable for handling structured text. There is a need for the text to be expressed as a mathematical model. Vector Space Model (VSM) is the most widely used text representation model which was proposed by Salton et al in 1960s , and applied in the famous SMART system successful [1] [2] . In vector space model, a text i d is an n-dimensional vector that consisted by a set of characteristics   12 , ,..., This paper summarizes the 4 kinds of feature selection method based on VSM include: supervised feature selection method, unsupervised feature selection method, feature selection based on TF-IDF and improvement, improved method based on ICTCLAS built-in noun patterns. The following are introduced.
Supervised Feature Selection Method
Supervised feature selection method involves data category information, here are some common supervised feature selection methods, such as Information Gain [3] , Mutual Information [4] , the Chi-square statistic (CHI) [5] , Expected cross entropy [6] , and so on.
Information Gain (IG)
Information gain is an effective feature selection method based on information theory. It has been widely used in the field of machine learning and so on [3] . The information gain method is to investigate the difference of the amount of information that the feature item appears or not. The greater the difference, the greater the amount of information that is brought about by the feature, the more important it is. On the contrary, the less important features. Specific calculation formula is as follows: 
Mutual Information (MI)
Mutual information is the concept of information theory, usually used to represent the relationship between information. It is a kind of information measurement method in information theory [4] . It is widely used in the language model, used to calculate the relevance of feature t and c -type document, and thus feature selection. Calculated as follows:
Pt is the probability of occurrence of feature t in the text corpus,   Pc is the probability that the c -type text occupies all the texts, and   P t c is the probability that the feature t appears in the document and belongs to the c -type document. If the characteristic word t belongs to the c -type document, the mutual information value is the maximum, and the method is suitable for feature selection in text classification.
The Chi-square Statistic (CHI)
Chi-square statistics Similar to the mutual information method, CHI measures the correlation between feature t and c -type document, provided that feature t and c -type document meet the first-order degrees of freedom chi-square distribution [5] . The higher the CHI, the correlation between the feature t and the 
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represents the probability that feature t appears and belongs to c -type
represents the probability that t does not appear and does not belong to ctype document, and N represents the total number of texts in the text corpus.
Expected cross entropy
The expected cross entropy reflects the probability distribution of the text category and the distance of the probability distribution of the text category under the condition that a particular word appears.
Expectation cross-entropy only consider the appearance of the feature in the text, not considered in the document does not appear in this situation, the specific formula is as follows:
Where   
Pc
, it shows that the feature is strongly correlated with the category and has a great influence on the text classification. The value of the evaluation function is so large that the feature is more likely to be selected as the final feature.
Right of Textual Evidence
The weight of textual evidence is a relatively new feature selection method, which measures the difference between the probability of a text category and the conditional probability of a given class of features [6] .
Unsupervised Feature Selection Method
Unsupervised feature selection method does not consider the text of the category information, the following describes the commonly used feature selection method.
Document Frequency（DF）
The document frequency [7] refers to the number of texts containing the feature in the entire text corpus. It is a simple feature selection method. There is a basic hypothesis in this method: in the text corpus, it is meaningless to hypothesize too few times, they may be the noise that influence the result of text clustering, or it does not contain valid information, the deletion of these features will not affect the clustering But because of the deletion of redundant features, the text corpus can be clustered better. For the large-scale text, this method has a fast processing speed, and its time complexity is   On, which is linearly related to the number of texts. The disadvantage is that some rare words appear in a document more frequently, is an important feature of the document, and was mistaken as an invalid feature is filtered out.
Term Strength(TS)
Term Strength [8] feature selection method is the earliest for text retrieval. It was proposed by Wilbur et al. To delete the stop words in the text and then used in the text categorization. The word weight method computes a conditional probability that is the probability that another text will appear when a text in a pair of related texts appears. It argues that the greater the number of occurrences of a word in the relevant text, the less importance it will appear in the irrelevant text.
The term strength is defined as follows:
Where  is a similarity threshold that determines whether two texts are related texts.
From equation 5, it is necessary to find out the relevant text
calculating the similarity of the text before calculating the word right. And then find the relevant text to find the formula in accordance with the right to calculate the word, B value is set to adjust the relevant text of the threshold parameters. The concrete formula of word right is as follows:
Where cocurrence is the number of times that the feature t occurs in the related text, and onedocument is the number of occurrences of the feature t in the relevant text.
Term Contribution（TC）
Word contribution [9] is based on the word right, taking into account the weight of the word information to feature selection. Calculating word weights takes into account only the number of occurrences of a word in a pair of related texts, without considering the weight of words. The word contribution has a basic assumption that the contribution of a word to the similarity of the entire text dataset is greater, the more important the word, the other, the less important.
In the text data set without class information, the category distribution of the text is unknown, but the similarity of the texts belonging to a class is relatively large. Therefore, the word contribution is the contribution of text similarity in the text; the specific formula is as follows:
Where , 
Where   Word weight calculation: The TF-IDF method is used to calculate the weight of each term set and sort according to the weight of the word.
Feature word selection: A word having a weight greater than a predetermined threshold in each set of words is selected as a characteristic word of the corresponding text of the set of words.
Feature selection method based on TF-IDF reduces the time complexity, but also contains the following shortcomings:
 Ignoring the low-frequency words with high class distinctions, and neglecting the proportion of the low-frequency words whose word frequency is lower than the given threshold in the whole text set, but neglecting them [11] .  Not considering the relationship between the words.  The position of the word is not taken into account. For example, the words that appear in the abstract should have a higher weight than the words that appear in the text. To solve the above problems, some scholars put forward the following solutions:
Improvement Based on ontology relevance degree
Ontology is the first philosophy of a concept, used to describe the abstract nature of things [12] . Later, artificial intelligence and other fields of scholars will be borrowed from, and gives a new meaning [13] .
At present, the study of the relationship between the concept of domain ontology is the focus of attention of many scholars. Concepts can be divided into conceptual similarity and conceptual correlation, which can be measured by the similarity and correlation between concepts. The algorithm is based on the literature [14] [15] .
Steps of improved feature selection:
