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CHAPTER 1 
GENERAL INTRODUCTION 
An ideal crystalline metal may be considered to consist of a 
rigid lattice of positive ions, arranged in a perfectly periodic 
way and immersed in a plasma of delocalized valence electrons. In 
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a typical metal there are some 10 of such itinerant electrons per 
m which move with velocities of the order of 10 m/sec. The number 
of ions is of the same order of magnitude. Because of this high den-
sity and the long range nature of the mutual interaction between the 
constituents of the metal any calculation of its properties in terms 
of a microscopic model involves a many body problem. Such a large 
number of particles is however unmanageably in modern computers, so 
that serious simplifications have to be made. 
A first step towards the solution is the reduction of the many 
body problem to a one electron problem by the self consistent field 
method. The instantaneous interaction of a given electron with the 
rest of the system is replaced by an interaction between that elec-
tron and an averaged field, produced by all nuclei and all the other 
electrons. The many body character of the system must be represented 
by the field as adequately as possibly. In particular, spin depen-
dent exchange effects induced by the antisymmetric many electron 
wave function and correlations between the motion of the electrons 
due to the long range mutual interactions, should be accounted for. 
This averaged field then leads, generally via variational arguments, 
to a one electron Schrôdinger-type equation, the solution of which 
results in a set of one electron eigenvalues e and eigenfunctions 
u.. A problem then arrises in determining which of these orbitals 
are occupied and which are empty. That this can be a real problem 
is indicated by the fact that for instance in the Hartree-Fock ap-
proximation the ground state of a system is not always given by 
filling up the orbitals according to ascending one electron eigen-
values. In the 3d-transition series the calculated 3d eigenvalues 
are found below the 4s, but from the observed spectra of these 
atoms a configuration is deduced having the s-shell filled with 
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two, and in some cases one electron. An other problem, of more fun-
damental nature consists in actually finding the averaged field in 
which the electron moves. If this field could be determined by clas-
sical electrostatics from the nuclear charges and the electronic 
charge densities u u. of the occupied spin orbitals, then self-con-
sistency can be achieved in the sense that the Schrödinger equation 
with a given field yields one electron orbitals and thus a charge 
density which according to the laws of electrostatics produces that 
same field. However as an electron has no electrostatic interaction 
with itself, the Coulomb potential energy calculated from the total 
charge density of occupied spin orbitals has to be corrected for 
this self interaction and, as mentioned before exchange and corre-
lation effects should be included. It is this exchange-correlation 
part of the one electron potential which offers the main difficulty. 
The simplest approximation to the one electron potential is the 
Hartree approach in which the potential field for a given electron 
is calculated from the total charge density, minus the charge dis-
tribution of that particular electron. No correction is made to in-
clude many body effects. For atomic systems this approximation gives 
reasonably good results, but as pointed out by Slater and Wood (1971) 
the method is quite inappropriate for solids. Due to the extended 
nature of Bloch wave functions, the charge density of a valence elec-
tron is distributed throughout the crystal and the Coulomb potential 
for an electron in a given atom in the solid as calculated from the 
(N-l) electron system will be very nearly the same as for the neutral 
atom, indicating that the self interaction is only partly corrected 
for. The Hartree-Fock method provides a stronger basis for the calcu-
lation of electronic properties. The self-interaction is properly 
corrected and part of the correlation between the motion of electrons 
(having the same spin) is taken into account. Although the method is 
complicated through an effective potential which is not simply a func-
tion of position, it can be applied to isolated atoms without great 
difficulty. The eigenvalues may be interpreted as binding energies, 
under certain conditions, and show good agreement with the experimen-
tal counterparts. For crystalline systems the Hartree Fock method is 
not only unmanageable but also inappropriate because of the complete 
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neglect of correlation between electrons of opposite spin. Various 
approximations to the Hartree-Fock method however, have proved to 
be very useful for the calculation of electronic properties both of 
solids and isolated atoms. 
In the first part of the following chapter a number of these 
approximations will be surveyed. In the next three chapters the re­
sults of calculations are presented of electronic and optical pro­
perties using the independent electron approximation for metallic 
tin (chapter 3), thallium (chapter 4) and the metals zinc, cadmium 
and mercury (chapter 5) and are compared to the available experi­
mental data. These elements have an atomic ground state configura­
tion s ρ with n=0 (Zn, Cd, Hg) n=l (Tl) and n=2 (Sn). If the atoms 
condense to form a metal the atomic sp levels broaden to a valence 
band of width of some 10 eV. Except in Sn, where the valence band 
is well separated from all other lower levels, the highest occupied 
d-states are located close to the bottom of the sp-band, but they 
preserve to a large extent their atomic origin. It is shown that a 
different prescription for the one electron potential is needed 
when considering either these localized states in narrow bands or 
the itinerant electrons near to the Fermi energy. Experimental in­
formation regarding the low-lying d-states is available from ultra­
violet and X-ray photoelectron spectroscopy, while the valence 
states are seen for instance in measuring the optical constants and 
in experiments which scan the Fermi surface, such as the de Haas-
van Alphen effect. 
In the Fermi surface topology experiments an external magnetic 
field is used, the influence of which is often considered in terms 
of the semi-classical theory. The applicability originates from the 
fact that the radius of curvature of the electron orbits in general 
is much larger than the radial spread induced by the uncertainty 
principle. The orbits are related to the zero field bandstructure. 
From the equation of motion it follows that the electron orbits in 
k-space are found as the intersections of the constant energy con­
tour at the Fermi energy (i.e. the Fermi-surface) and planes per­
pendicular to the direction of the magnetic field. In real space 
the electron spirals along the field and the projection of its orbit 
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upon a plane perpendicular to the field is simular in shape as in 
k-space, but rotated by 90 and all linear dimensions are scaled by 
a factor of I'/eH. If the electron moves in a closed orbit the Bohr-
Sommerfeld quantization rules apply and as a result of this the 
cross sectional areas of the orbits in k-space are quantized accor-
dinq to: 
A ( k ) = 2 π ^ (η+γ) (1.1) 
η η 
where γ is the Onsager (1952) phase factor and η is any integer. 
Roth (1966) and Chambers (1966) have shown that in the weak field 
limit γ always takes on the free electron value h, but may deviate 
from this in strong fields, provided the cyclotron frequency is ener­
gy dependent. Recently Huang and Taylor (1976) have calculated ex­
plicitly the field dependence of γ assuming a simple variation of 
the periodic lattice potential. They found a monotonous increase 
from h to 4 as a function of the field strength. In chapter 6 we 
show, using a similar lattice potential that γ also depends upon 
the strength of the spin-orbit interaction relative to the electro­
static interaction. 
A consequence of the Bohr-Sommerfeld rule is also, that the 
energy of the motion in the plane perpendicular to the field is 
quantized. In principle this statement is equivalent to eq. (1.1). 
The resulting discrete, highly degenerate levels (the so-called 
Landau levels) are separated from each other by hu , where ω = eH/ 
(m с) is the cyclotron frequency of the considered orbit. Due to 
the spin of the electrons each Landau level splits in a doublet + 
*igu H where g is the effective electron g-factor and μ = he/(2m c) 
В B o 
the electronic Bohr magneton. For free electrons g=2 and the cyclo­
tron mass m equals the free mass m so that the spin and Landau 
splittings are also equal and the degeneracy of each level, except 
the lowest one, remains the same. Experimentally strong deviations 
from the free-electron values are observed. A quantity of experi­
mental interest is the relative spin splitting Ξ, defined as the 
ratio of spin and Landau splitting, which may also be written as: 
12 
S = bgm /m (1 - 2) 
S is one of the quantities which determine the amplitude of the de 
Haas-van Alphen signal and has become recently a new subject of in-
vestigation in the de Haas-van Alphen field as it offers the oppor-
tunity of studying explicitly electron-electron interactions in the 
solid. These interactions manifest themselfs in physical quantities 
seldom in a dominant way and are mostly accounted for using a re-
normalized electron mass. As however the electron mass is modified 
much more significantly through bandstructure effects and electron-
phonon interactions, it is rarely possible to isolate the influ-
ence of electron-electron interactions. In the de Haas-van Alphen 
amplitude this influence appears in a renormalization factor of the 
relative spin splitting S, separated from the contributions due to 
electron-phonon interaction, and may be studied directly, provided 
bandstructure calculations are available. In section (2.2) the de 
Haas-van Alphen effect is discussed in relation to these aspects. 
The next section contains a description of methods for calculating 
the g-factor of conduction electrons. The method introduced by Gold 
and Schmor (1976) for use in the simple sp-metals is outlined in 
more detail and it has been used to calculate g-values in thallium. 
The results of this calculation are presented and discussed in chap-
ter 7. 
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CHAPTER 2 
THEORY 
In this chapter we will describe some of the theoretical fea­
tures upon which our calculations are based. We begin with a dis­
cussion of the validity of the independent electron approximation 
for the calculation of solid state properties, and indicate the ex­
tend to which the many-particles aspects are incorporated in the 
one electron potential. In the second part the theory of the de Haas-
van Alphen effect is reviewed with special attention to modifica­
tions in the independent particle theory due to electron-electron and 
electron-phonon interactions. The last section contains a descrip­
tion of methods for calculating the g-factor for Bloch electrons. 
This quantity can be extracted in principle from the de Haas-van 
Alphen signal. The relation between the value obtained from an in­
dependent particle model and the experimental value, which contains 
contributions due to interactions, is discussed. 
2.1 The independent particle approximation 
The non-relativistic Hamiltonian for a system of N electrons 
takes the form 
N 
H = Σ f + Σ g (2.1) 
1=1 1<з J 
where f is the one-electron operator for the l-th electron, i.e. 
the kinetic and potential energy in the field of the nucleus or nu­
clei, and g represents the Coulomb repulsion energy between the 
l-th and j-th electron. The kinetic energy of the nuclei is ignored. 
It should be noted that if more than one nucleus is present in the 
system one extra term must be added to eq. (2.1), representing the 
Coulomb interaction energy between all nuclei. As this term does 
not operate on the electron wave function it provides merely an ener­
gy shift and will therefor be omitted in the present discussion. The 
methods nowadays in use for calculating atomic or crystalline pro-
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perties from a microscopic model are approximations or extensions 
of the Hartree-Fock method. In this scheme the many electron wave-
function is approximated by a determinantal function formed from 
orthonormal spin-orbitals u . Requiring that the total energy of 
ι 
the system is stationary for variations in the spin-orbitals, which 
preserve their orthogonality, the one-electron Hartree-Fock equation 
is deduced: 
(-V +V +V )u = ε , u (2.2) 
1
 с XHFi l lHF l 
where V is the total Coulomb potential including the interaction 
of the l-th electron with itself. V is the Hartree-Fock exchange 
XHFi 
potential for the electron with label ι. This is a nonlocal operator 
and different for each electron, which among other things corrects 
for the self interaction included in V . The exchange potential may 
с 
be thought of as arising from an exchange charge density having the 
same spin as electron ι and a total amount of one electronic charge, 
moving along with the electron. The Hartree-Fock equation (2.2) then 
describes the motion of electron ι in the field of all nuclei, all 
electrons of opposite spin and in the field of the charge density 
of all electrons with the same spin, including the electron in con­
sideration, but diminished with the exchange charge density. This 
means that for an isolated atom the one electron potential at large 
distance from the nucleus correctly behaves as -(Z-N+l)/r. 
The one electron eigenvalues ε are the Lagrange multipliers 
of the variational procedure and can be related to the ionization 
energy I of electron ι from the system under consideration. Essen­
tially this is the difference in total energy immediately after and 
before the removal of the electron. If the relaxation time is long 
compared to the time of the ionization process, as will be the case 
for the loosely bound electrons (Rosen and Lindgren 1968, Meyer 
1971) the orbitals can be assumed to be unchanged during ionization, 
so that the orbitals of the N-electron system can also be used for 
the (N-l)-electron system. It then follows that I = - ε , which 
ι lHF 
is known as Koopmans' theorem (Koopmans, 1933). On the other hand 
if the relaxation time is comparatively short the excited state can 15 
no longer be described adequately by the orbitals of the parent sys­
tem and Koopraans' theorem does not hold. The ionization energies have 
to be calculated in this case from the difference in total energy 
obtained in separate calculations for the two configurations. In this 
case one electron eigenvalues should be interpreted with care as they 
have no direct connection with binding energies. 
The non-local nature of the exchange term complicates any cal­
culation based upon eq. (2.2) very much. A more fundamental aspect 
not in favour of the Hartree-Fock method, especially for use in crys­
tal systems is the complete neglect of correlations between electrons 
of opposite spin. An obvious but rather impractical way to incorpo­
rate these correlations is to consider configuration interaction. 
Having a complete set of spin orbitals, the set of all possible de-
terminantal functions formed from them is a complete one for expan­
ding any antisymmetric function. In principle the solution of the 
many electron problem can be made as accurate as desired by taking 
large numbers of determinants. An other way which has proved to be 
very appropriate, uses concepts of the theory about the interacting 
electron gas. Though the actual charge distribution in real systems 
is far from uniform, the exchange correlation potential for the uni­
form electrongas is a very useful approximation for atoms and solids. 
The exchange potential for an electron of wave vector к in the free 
electrongas is given by: 
V
 f(i) = - Θ Ο ρ / β π )
1
^ ^ / ^ ) (2.3) 
with 
F ( x ) _ h + i^L. ln|i±*| (2.4) 
4x '1-х' 
where ρ is the constant density of the gas. Slater (1951) evaluated 
a mean free electron exchange by averaging F over the occupied states 
(к < к ) finding: 
v
xs
 =
 "
6 ( 3 P / 8 l , ) 1 / 3 ( 2- 5 ) 
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The generalization to a nonuniform system consists in using for ρ 
m eq. (2.5) the local position dependent density, and it is this 
type of exchange potential which has been used in numerous calcula­
tions. 
An obvious consequence of the use of approximate exchange po­
tentials is that Koopmans' theorem is formally no longer valid, 
eigenvalues are no longer connected to binding energies. Further, 
in an isolated atom or ion the long range behaviour of the one-elec­
tron potential deviates now from being pure Coulombic, approaching 
much faster to zero than 1/r. To remedy for this in an isolated atom 
calculation one mostly imposes the Latter tail correction (Latter 
1955), which sets the potential equal to -1/r for large values of r, 
or by using Libermans scheme (1970), who has devised a variational 
procedure by which this feature is built in automatically. The fact 
that Slaters free electron exchange potential is not derived varia-
tionally from the total energy expression imposes among other things 
that the vinal theorem is violated. Ross (1969) and Rudge (1969) 
have shown that the vinal theorem is exactly satisfied, provided 
that this relation between the one-electron potential and the total 
energy does exist. This observation gives some theoretical preference 
to the exchange potential of Gaspar (1954) and Kohn and Sham (1965), 
who obtained a potential equal to (2/3)V by interchanging Slaters 
sequence of carrying out variation and taking the statistical approxi­
mation for exchange. 
Searching for any better description of electronic properties in 
real systems a parametrized form of the exchange potential has been 
proposed. The most widely used one is the so called Xa-scheme, chara-
terized by an exchange potential 
V = aV (2.6) 
Xa XS 
It is customary to introduce a statistical expression for the total 
energy E in such a way that the one electron Χα Schrôdinger equa-
tion follows variationally from it. This expression for the total 
energy differs from the Hartree-Fock counterpart E in the exchange 
HF 
contribution. It provides however a very useful way of determining 
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an optimum value of the exchange parameter (Slater and Wood 1971) . 
The statistical expression for the total energy is a linear function 
of the exchange parameter, apart from the implicit dependence of the 
one electron orbitals upon a. This makes it possible to choose a 
value for α which makes E = E . As in the statistical approxima-
HF Χα 
tion the vinal theorem is fulfilled, the statistical potential energy 
will be equal to the Hartree-Госк potential energy and the same is 
true for the kinetic energies. This means that the Χα orbitals are 
very good approximations to the Hartree-Fock orbitals. Then also the 
separate Coulomb and exchange contributions to the total energy must 
be very nearly equal to their Hartree-Fock counterparts. 
Such calculations have been performed by Schwarz (1972, 1974), 
who finds a more or less monotonie decrease of the exchange parame­
ter with increasing atomic number, see fig. 2.1. More recently Gopi-
nathan et al. (1976) have shown that this behaviour can be found 
assuming that the exchange charge density varies linearly instead of 
being uniform as Slater did, resulting in a universal exchange poten­
tial. However the agreement is only qualitative. In what follows we 
will demonstrate that much better agreement can be obtained using 
statistical arguments from the Thomas-Fermi theory for atoms and 
including explicitly correlation effects. It is claimed that these 
effects are implicit present in the Χα -one-electron equation (Slater 
1972). For this reason the exchange potential of eq. (2.6) is often 
referred to as an exchange-correlation potential. 
A way to include electron-electron correlations in a one elec­
tron theory has been provided by Hohenberg, Kohn and Sham in a series 
of three papers (1964, 1965, 1966). Their theory is an extension of 
the Thomas-Fermi description of the electron gas and rests on two 
theorems. It is shown, firstly, that all ground state properties are 
functionals of the electronic density ρ, and secondly that the energy 
of the ground state, which is according to the first theorem a func­
tional of p, in the presence of an external field v(r) may be written 
in the form : 
Ejp] = ;V{r)pMdU4fjp{r)('[r"> dr~dr~'+G[p] (2.7) 
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where Gip] is an universal functional of the density, not depending 
upon v(r). Moreover E increases if the correct groundstate density 
is replaced by any other function. One may define an exchange-corre­
lation functional of the interacting system writing: 
Gip] Ξ T(p]+E
xc
[p] (2.8) 
where it p] is the unknown kinetic energy functional for a system of 
non-interacting electrons. For a system in which the density is only 
slowly varying one may approximate the exchange-correlation functio­
nal by 
E, cclp] = /p(r)exc(p(r))dr (2.9) 
where ε (p) is the exchange-correlation energy per electron for the 
uniform electron-gas. Using the minimum property of (2.7) one obtains 
the equation 
/δρ(?){ 7^Ή?)+μ
ν
„(ρ)} dr = 0 (2.10) 
op X С 
with 
»(?) = v(r)+/ P ( ?' ) d ?' 
|?-r-| 
and Ρ (P) = — [ ρε (ρ)] is the exchange-correlation contribution 
XC dp xc 
to the chemical potential for an uniform electron-gas. Eq. (2.10) is 
exactly the same expression as would have been obtained for a system 
of non-interacting electrons moving in the potential V(r) = Φ(r) + 
Ρ „(p(r)). Therefor one obtains the groundstate of the interacting 
system by solving the one-electron Schrôdinger equation: 
{-V +Φ(?)+μ
χ(,(ρ(?))}ψ = e ψ (2.11) 
and setting
 p(r) = Σ Ψ *(r) ψ (г) 
1 ! x 
It should be noted that the one electron eigenvalues do not 
19 
0.80 
¡О.75 
о 
χ 
0.70 
" ' ' ι 
I I I I I I I I I 1 Ι Ι Ι Ι Ι Ι Ι Ι Ι Ι I T I I T T I 
20 40 60 80 100 
ATOMIC NUMBER 
Fig. 2.1 The exchange parameter a as a function of the atomic 
number Z. The dots have been obtained by Schwarz (1972, 1974), 
requiring that the virial theorem for each atom is satisfied. The 
dashed curve is the result of Gopinathan et al. (1976). The full 
line we have obtained using eq. (2.12) with r =5Z -2/Z 
J и 
correspond to excitation energies of the system. They only 
have a physical meaning when they equal the Fermi-energy. 
Hedin and Lundqvist (1972) considered the exchange and correla­
tion contribution to μ seperately. Using the uniform electron-gas 
results μ = -2k /π and parametrizing the correlation energies, as 
calculated by Vashishta and Singwi (1972) they arrived at an exchange-
correlation potential which may be expressed in the form (2.6) but 
with a coefficient α which is a function of the electron gas parameter 
r (defined by the relation 4тгг /3 = l/p)
 : s s 
a(r ) = ·| {l+О.ОЗІбг ln(l+ ^^-) } (2.12) 
s 3 s r 
Applying eq. (2.12) to real non uniform systems the local density ρ(r) 
should be used and the exchange-correlation coefficient then becomes 
position dependent. 
In order to make a connection between the results of Schwarz and 
eq. (2.12) we have used a relation between r and the atomic number Z, 
which is provided by the Thomas-Fermi model for atoms: r = R Ζ ' 
where R . is the radius of the atom. Choosing for R the radius of a 
at ' at 
sphere which accomodates approximately 95% of all charge we find 
-2/3 
r = 5Z ' . Substituting this relation in eq. (2.12) the exchange 
correlation parameter can be calculated for all atoms. In fig. 2.1 
this calculation is compared with the results of Schwarz (1972, 1974) 
and Gopinathan (1976). As can be seen the agreement with the results 
of Schwarz is extremely good. The fine structure in the calculations 
of Schwarz, due to the presence of electronic shells in the atoms is 
of course not reflected in a Thomas-Fermi type of approximation. The 
agreement clearly indicates that to a good extend correlation is ac­
counted for in an Xa-calculation. 
In principle it is possible going beyond the local approximation 
made in eq. (2.9) by including gradient correction terms. The first 
term which would appear in (2.9) is commonly written as 
's ^  9 y r (p)|vp| dr. The variation principle then leads to an 
exchange-correlation potential of the form: 
V = d V { p e x c ( p ) } - ^
Х
с
) , ( р )
І
? р
і Ч с
) ( р ) 2 р ( 2 Л З ) 
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Herman et al. (1969) first proposed such a gradient expansion in 
the density functional approach. Using dimensional arguments they 
where β is a constant assumed g (ρ) = -6β(3/ιι) ρ 
to be determined and arrived at the so called X „ scheme. They 
αβ 
showed that it is possible to use universal, z-independent parameters 
a. = 2/3 and β = 0.003. In recent years much theoretical effort has 
(2) been done in determining g (and higher order terms) from first 
X C
 -4/3 
principles. It has been shown (Kleinman, 1974) that a ρ -depen­
dence is not necessary and various other expressions have been derived. 
It now seems that the grandient expansion is a convergent one (Raja-
gopal and Singhal, 1977). Moreover the results of the recent theore­
tical calculations are in reasonable agreement with each other. 
(Gupta and Singwi 1977) . 
0.001 0.01 
Fig. 2.2 The exchange-correlation coefficient a in the neutral 
Cd atom as a function of the distance to the nucleus, according to 
various approximations: Slater (S) a=l, Gaspar, Kohn and Sham (GKS) 
a=2/3, Schwarz (VT, virial theorem) a=0.70084, Herman et al. (HDOÌ 
and Hedin and Lundqvist (HL). The radial charge density is shown 
as the dashed curve. 
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To get an idea of the magnitude of the various exchange-correla­
tion potentials we show in fig. 2.2 for the Cd-atom a number of ex­
change-correlation coefficients, which multiply Slaters original 
averaged free electron exchange eq. (2.5). In calculating the X 
αβ 
coefficient both small and large convergency factors were used, as 
indicated by Herman et al. (1970). The oscillations follow closely 
the density fluctuations due to the shells in the atom but overesti­
mate somewhat the fluctuations in the exchange potential in compari­
son to the Χα potential. For this reason Slater and Wood (1971) 
advocated to prefer the Χα method. More recently Schwarz (1975) has 
demonstrated once more the universal character of the X method in 
aB 
calculating total energies for all atoms using fixed parameters. 
However he also concludes that there is no special reason to give 
preference to the X method. From fig. 2.2 it can be seen that the 
aB 
magnitude of α obtained by Schwarz, represents a reasonable averaged 
value of the Hedin-Lundqvist parameter , at least for that region 
where most of the charge is concentrated. This last coefficient in­
creases from the value of 2/3 in the high density region near the 
nucleus towards values somewhat larger than unity at the surface of 
the atom, where the density is low. In the solid the density never 
becomes so low, by which the range of α is much smaller and a constant 
value is even more appropriate. 
The gross feature of the Hedin-Lundqvist parameter is in agree­
ment with the free electron prediction, eq. (2.3) using a local pres­
cription for the argument of the function F. This type of exchange 
was first proposed by Liberman (1968) and thoroughly investigated by 
Slater, Wilson and Wood (1969). They used as the local prescription 
E
-
V
c
+ 7 V X S F ( k i A F ) h k . / k = { C -3 * S L-1-} (2 .14) 
W 3 vxs 
where V is the local exchange potential (2.5). Note that according 
to (2.14) k./k = 1 for an electron at the top of the Fermi distribu­
tion. In other cases the ratio (k./k ) has to be determined self 
consistently for each energy and r-value. Near to the nucleus the 
Coulomb potential will dominate the other terms in (2.14) and k./k 
i F 
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approaches unity. As F(l) = 4 an exchange parameter near 2/3 is found. 
On the other hand at the classical turning point the numerator in 
(2.14) equals zero and eq. (2.3) then yields α = 4/3. It has been 
pointed out that this exchange potential is an extremely good appro­
ximation to the Hartree-Fock one. However the energy bands calculated 
for the solid are further away from experiment that those obtained in 
the much simpler Xu method (Boring and Snow 1972). Due to the simila­
rity between this potential and the one obtained by Hedin and Lundq-
vist the same conclusion may be drawn regarding this local exchange-
correlation potential and actual calculations have indeed confirmed 
this (Janak et al. 1972). So it seems that at present in the Xoc-method 
the limits of the one electron theory have been reached. The coeffi­
cient a, being a constant for a giving atom, may be taken from the 
work of Schwarz. An even better approach is to consider a as an ad­
justable parameter, which is fixed by requiring that certain experi­
mental quantities are reproduced (Janak et al. 1975). 
The last subject of this section is a discussion of the eigen­
values obtained within the Χα-scheme, in particular regarding their 
ability for calculating optical excitation spectra. It has been rea­
lized since a long time that the Xa-eigenvalues have a fundamental 
different meaning than the Hartree-Fock ones, which are closely re­
lated to electron binding energies. Provided that orbital relaxation 
effects are negligible the Hartree-Fock eigenvalues are given as total 
energy differences between states, of which the occupation numbers 
differ by one unit (Koopmans' theorem). On the other hand it has 
been shown that the χα-eigenvalues are rigorously given as the par­
tial derivatives of the total energy E with respect to the occu­
pation numbers η of the spin orbitals (Slater and Wood 1971): 
ЭЕ 
Χα 
ε
ιχα
 =
 ЭТТ" <
2
·
15
> 
ι 
So, only in cases where the total energy is a linear function of the 
occupation numbers, which do not need to be limited to integer values, 
both quantities are equal. 
For gaining insight in the relation between the Xa-eigenvalues and 
optical excitation energies it is useful to consider a power series 
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expansion of the total energy in terms of the occupation numbers 
(Slater and Wood 1971). Consider for instance an excitation in which 
the occupation number n. decreases by one and n. increases by one. 
The difference between the total energies of initial and final states 
may be written in terms of partial derivatives of the total energy 
of the initial state with respect to n. and η 
Δ Ε.,|1 _j£, _ 4 [ È ! | _ 2 ^ E + a V ( 2 Л 6 ) 
ση on :>2 on on , ¿' 
1 J on 1 J On 
According to (2.15) the first term in square brackets equals the 
difference between the corresponding Χα eigenvalues, but higher order 
terms have to be taken into account in order to calculate the excita­
tion energy. The second order derivatives have a very simple meaning, 
just like the first order ones (2.15). It is straightforward to show 
2 
that Э E/3n 3n.represents the change in the Χα eigenvalue t in the 
case that the occupation number of the j-th orbital changes by unity, 
neglecting higher order terms. In an atom this might be a large amount, 
as the removal of an electron implies less screening of the nuclear 
charge, by which all eigenvalues will decrease substantially. In a 
solid however the situation is very much different at least if the 
one-electron states between which the excitation takes place are situ­
ated in broad bands. Then the electron is not localized in space but 
is shared simultaneously by all atoms in the solid and only a fraction 
of the electronic charge is removed from each atom during excitation, 
which will have only a negligible effect upon the eigenvalues. The 
terms with second and higher order derivatives in eq. (2.16) may be 
ignored and the excitation energy is well approximated by the dif­
ference in the corresponding Xa-eigenvalues. For the heavier elements 
an exchange parameter near 2/3 has to be chosen. If however the exci­
tation does not involve itinerant electrons, a more atomic-like situa­
tion is encountered for which the Xa-eigenvalues are less suited to 
calculate excitation energies. Such a situation is found, for instance, 
in the simple sp-metals, when considering excitations from the narrow 
d-bands, which in a number of cases are located close to the bottom 
of the valence band. Due to the localized nature of the d-electrons 
the excitation exhibits more resemblence to a transition in an isolated 
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atom. It is long known that such transitions are calculated in much 
closer agreement with experiment, using full Slater exchange instead 
of α = 2/3. Therefor it is expected that the position of the d-bands 
is better approximated in a calculation using an exchange parameter 
of one. Both these two different aspects of excitations in a solid 
have been found in our calculations of the optical properties of the 
simple metals. For more details we refer to chapter 5. 
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2.2. The theory of the de Haas-van Alphen effect 
The phenomenon, that the magnetization of metals exhibits an 
oscillating feature, which is periodic in the inverse of the mag­
netic field strength, is known as the de Haas-van Alphen effect. 
The first theoretical explanation of this effect has been given by 
Lifshitz and Kosevich in 1955. They calculated the magnetization 
of metals, considering a collection of charged (quasi) particles, 
having no mutual interaction, in an external magnetic field. All 
many particle aspects of the system were absorbed in the effective 
mass of the electrons, which may deviate strongly from the value for 
free particles. In this model the oscillating part of the magneti­
zation is given as an infinite harmonic series. The fundamental 
frequency is proportional to an extremal cross-sectional area of the 
Fermi-surface, perpendicular to the magnetic field direction. The 
amplitude of each harmonic term is determined by four factors all 
having a different origin. The first factor, known as the curvature-
factor is the same for all harmonics and equal to the inverse of the 
square root of the second derivative of the cross-sectional area 
perpendicular to the field with respect to the variable in k-space 
parallel to the field, evaluated at the position were the area takes 
on an extremal value. A second factor which limits the amplitude is 
due to the laboratory conditions of finite field strengths and non­
zero temperatures. The strongest temperature and field dependence is 
contained in the quantity: 
A° = {2sinh(2n2rk T/h
u
 )} _ 1 (2.17) 
r B e 
where ω is the cyclotron frequency of the particular orbit. Its 
influence increases strongly with the harmonic number r. The super­
script zero indicates that interactions are not included. The remai­
ning two factors in the amplitude of the de Haas-van Alphen effect are 
related to the fact that the Lifshitz-Kosevich theory is based upon 
the structure of the energy levels in a metal, in the presence of a 
magnetic field. First, one has to consider the finite life time of the 
quasi particles, induced by scattering from impurities. As a conse-
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quence the Landau levels can not be represented by δ-functions, but 
are broadened. The line-width Γ is related to the relaxation time 
of the particles via the uncertainty-principle: Γ = h/i. Assuming 
that this broadening is characterized by a Lorentzian-form, its in­
fluence is expressible in an amplitude factor 
D = βχρ(-2π rk Τ /hco ) (2.18) 
r
 r
 В D с 
and becomes increasingly important for the higher harmonjc terms. 
The Dingle temperature Τ in (2.18) is a phenomenological quantity, 
related to the line-width of the Landau-levels к Τ = h/', or equiva-
B D 
lently to the number and type of scatterers. Finally, the spin of the 
electrons causes the Landau-levels to split in the Zeeman doublets 
+ bgyH. As a result the magnetization actually is a sum of two har­
monic series, corresponding to the level structures of both spin di­
rections. Each term receives a phase shift of magnitude "rS, but the 
sign is opposite in the two series. The quantity S is the relative 
spin splitting, equal to the ratio of the spin splitting gM„H and the 
В 
Landau splitting hüj . In materials without local magnetic moments all 
scattering mechanisms are the same for both spins, so the amplitudes 
of the two series are equal term by term. The spin summation may be 
performed then and the result is the appearance of a new amplitude 
factor in each harmonic term of magnitude cos(nrS), often referred to 
as the spin factor. This quantity is the subject of investigations 
described in the chapters 6 en 7. In the next section theoretical as-
pects of a calculation of the spinfactor are considered. In the re-
maining part of this section the influence of interactions upon the 
de Haas-van Alphen effect is described. 
It turns out that electron-electron and electron-phonon interac-
tions only find expression in the amplitude and phase of the de Haas-
van Alphen signal. The relation between frequency and extremal cross-
sectional area of the Fermi surface is not modified (Luttinger 1961). 
Wilkins and Woo (1965) have studied the temperature dependence of the 
amplitude, eq. (2.17) in the presence of electron-electron interac-
tions and found that is was only altered in that a renormalized cy-
clotron frequency has to be used. They suggested that electron-phonon 
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interactions could be included in the same way. Fowler and Prange 
(1965) and later Engelsberg and Simpson (1970) showed that this is 
true under certain conditions. In the theory of Engelsberg and Simp­
son all influence of electron-phonon interactions is absorbed in an 
amplitude factor A for the r-th harmonic term, which replaces the 
о factor A of the free particle theory of Lifshitz and Kosevich: 
A = f„ ехр{(-2ттгДіш ) (ω +ζ (ω ))} (2.19) 
г η=0 с η η 
where ω is the unrenormalized cyclotron frequency as calculated 
from the bandstructure, ω = (2n+l)nk τ and ζ(ω ) is the n-th self-
n Β η 
energy, defined by 
°° η 2тт1к Τ -1 
ζ(ω ) = uk τ ƒ — 2α (v)F(v) [ 1+2 Σ {1+( ) } ] (2.20) 
Β
 0 V 1=1 ν 
2 
α (ν) is the electron-phonon coupling and F(ν) the phonon density 
of states. For high temperatures in comparison to the cyclotron fre­
quency (k Τ>>ϋω ) only the first term in eq. (2.19) contributes 
В с 
significantly. The zeroeth self energy may be written according to 
(2.20) as ζ = як Τλ where λ is the socalled mass-enhancement factor 
В 
which appears also in the expression for the effective cyclotron 
mass : 
m* = (1+X)m (2.21) 
с с 
Substitution in (2.19) then leads to an amplitude factor which is 
equal to the high temperature limit of (2.17), provided that in this 
expression the renormalized cyclotron frequency is used. With decre­
asing temperature or cyclotron mass more and more terms have to be 
included in (2.19) and differences with the Lifshitz-Kosevich theory 
may become discernible. Mueller and Myron (1976) have calculated this 
difference in a number of metals having orbits with small cyclotron 
masses and found that in the most favourable cases this difference 
may amount up to 20-30% in high magnetic fields. Recently the influ­
ence of the electron-phonon interaction upon the de Haas-van Alphen 
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amplitude has been observed experimentally (Elliott et al. 197Θ). 
The measurements agree well with the theory of Engelsberg and Simpson. 
An other result of this theory is that the spinfactor is not 
modified by electron-phonon interactions. The cyclotron mass which 
enters Ξ, according to eq. (1.2) may be seen as the bare mass, cal­
culated from the bandstructure, but modified by the electron-electron 
interactions. These may be accounted for using a renormalization 
factor, as was also derived much earlier by Bychkov and Gor'kov (1961) 
using the Fermi liquid theory of Landau. According to this theory the 
interactions in isotropic systems are simply expressible in a number 
of phenomenological quantities. Following Landau the state of a sys­
tem of interacting fermions can be characterized by the distribution 
function of socalled quasi particles, which may be thought of as 
being electrons, carrying with it a cloud of other particles. As the 
energy of a quasi particle depends upon the distribution of all other 
particles, a change herein, for instance due to excitations by exter­
nal fields, will cause a change in the energy of the particles. For 
small disturbances the relation will be linear. The proportionality 
constant is the Landau f-function and characterizes the interaction 
energy between the states |ko> and \W'a'--. For isotropic systems, 
without spm-orbit coupling its most general form is: 
f(k3,k'a') = Alk.k'l+Blk.k'lo.a' (2.22) 
For low energetic excitations | 1<L | = | KL * [ both A and В depend only upon 
the angle between к and k'. It is then possible to write A and В as a 
series expansion of Legendre polynomials. The expansion coefficients 
A and В (1=0, 1, 2,....) are called the Landau Fermi liquid para­
meters and show up in all physical quantities which are modified by 
electron-electron interactions. For instance the mass of the particles 
is renormalized in an analogous way as it is, due to electron-phonon 
interactions, see eq. (2.21), the mass enhancement factor λ being 
replaced by A . The g-factor which enters the de Haas-van Alphen ef­
fect is modified by a factor 1/(1+B ) relative to the value for a non-
ìnteracting system (Kaplan and Glasser 1969). (This is contrary to the 
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situation met in conduction electron spin resonance experiments where 
a value g is determined which differs from the free electron value 
s 
2.0023 solely as a consequence of spin orbit coupling and skin-depth 
effects (Janak 1969)). The relative spin splitting may be written 
then as 
m 1+A 
S = Ч<3 (-) г^- (2.23) 
s m
o
 1 + B
o 
Both g and m are bare quantities, without many particles aspects, 
and may be calculated in principle from the energy band structure. 
An experimental determination of S then provides information regar­
ding electron-electron interactions and specifically the Landau Fermi 
liquid parameters. It is often very difficult to gather a complete 
picture of the electron g-factor from de Haas-van Alphen experiments. 
The analysis of the harmonic content, if present at all, is compli­
cated. If only one harmonic is measured the spin influence exhibits 
itself only in a reduction of the amplitude of the signal and is 
very difficult to separate from the other factors. An exception is to 
be made for those special situations where the spin factor happens to 
be zero (spin-splitting zeroes). Mass measurements then directly yield g. 
The harmonic content of the signal is much favoured for orbits 
having small effective masses. The spin splitting of the Landau levels 
is in such cases sometimes direct reflected in the de Haas-van Alphen 
oscillations in the form of a double structured signal (for instance in 
Zn and Bi). The phase difference between the two components is related 
to the g-factor of the particular orbit. A direct calculation of the g-
factor from the bandstructure is in such cases probably not possible, 
because the quantization of the Landau levels is not properly accounted 
for. As the quantum numbers are small for these cyclotron orbits, even 
at moderate fields this quantization is expected to be important. In 
Bi, for instance, the situation that only one Landau level is below 
the Fermi energy (the quantum limit), is reached at a field of 2.6T 
parallel to the long axis of one of the ellipsoïdes, which constitute 
the Fermi surface. 
In recent years, the precision with which de Haas-van Alphen expe-
riments are performed has reached a level that not only the frequency 
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but also the amplitude and its harmonic content, and thereby the 
electronic g-factor, are becomming accessible experimentally (Higgins 
and Lowndes, 1979). Such measurements have been performed recently 
for the alkali metals (Knecht 1975, Perz and Shoenberg 1976) and noble 
metals (Randies 1972 and Crabtree et al, 1977). Electronic g-values 
are found, which for the alkali's deviate strongly from the value as 
obtained in conduction electron spin resonance experiments. From the 
data the lowest order Landau parameters are extracted. In the noble 
metals the influence of electron-electron interactions is much smal­
ler than that of the spin-orbit coupling, and measurements and calcu­
lations may be compared directly. 
There exist a few other experimental techniques which yield in­
formation regarding the conduction electron g value and electron-
electron interactions in the solid. For instance the determination 
of the spin susceptibility, which is related to S, provides this pos­
sibility. Further, the Landau parameters of the spin dependent part 
of the f-function appear in a theoretical description of spin wave 
excitations, a phenomenon which exists only because of the electron-
electron interactions. This experimental technique has been developed 
in recent years, and spin waves have been detected in all alkali me­
tals (Dunifer et al. 1974, Flesner and Schultz 1976, Pinkel and Schultz 
1978). The mutual agreement of the results obtained in using these 
different methods is rather good. 
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2.3. The conduction electron g-value 
A quantum mechanical description of electrons in the presence 
of a magnetic field starts from the hamiltoman for the system under 
consideration. This is obtained from the zero field hamiltoman by 
replacing the momentum operator ρ by the operator p+(e/c)A, where A 
is the vectorpotential of the field, and adding one extra term to 
represent the interaction of the intrinsic magnetic moment due to the 
spin of the electron with the applied magnetic field. For homogene­
ous fields the vectorpotential is linear in certain coordinates of 
the position vector, depending upon which gauge is choosen. As the 
wavefunctions of the conduction electrons in a crystal are deloca-
lized, it is not possible to calculate the interactions of the elec­
trons with the magnetic field, using perturbation theory: the inter­
actions terms become arbitrarily large. An exception is to be made 
for crystals in which a tight binding approximation is applicable, 
for instance the transition metals. In such cases a more atomic-ljke 
description is possible. Mueller et al. (1970) have calculated for 
Ni, Pd and Pt, the g-factor anisotropy in a number of points at the 
Fermi surface using a tight binding approach including s-d hybridi­
zation effects. More recently Rahman et al. (1978) have made a new 
calculation of the g-tensor in Pd for that portion of the Fermi sur­
face which is predominantly d-like in character, neglecting hybri­
dization effects. Both these calculations concern point g-values and 
show that orbital contributions to the g-factor may be large. 
An exact solution of the problem of Bloch electrons in a magnetic 
field is however possible provided that the lattice potential is 
restricted to vary only along one direction. The whole problem is 
then reduced to the solution of a one dimensional second order dif­
ferential equation. Pippard (1962, 1964) has used such a simple one-
dimensional model for studying in a semi classical way the phenomenon 
of magnetic breakdown. This is the phenomenon that, under certain con­
ditions electrons do not suffer a Bragg-reflection but tunnel through 
an energy barrier, which is a quantum mechanical effect. The ideas 
which originated from this simple model turned out to be applicable 
also in lattices with two dimensional periodicity. Essentially Pippard 
35 
constructed networks of coupled electron orbits. The condition that 
the phase length of the orbit equals an integer times 2n then leads 
to the Onsager quantization rule. Introducing a probability that an 
electron jumps from one orbit to another, with which it is connected 
a qualitative picture is obtained of the energy dispersion as a 
function of this breakthrough parameter. For mathematical reasons it 
is necessary that the field takes on so called rational values. An 
analogous condition follows from a group-theoretical analysis of the 
problem of Bloch electrons in a magnetic field. As the hamiltonian 
no longer possesses the translational symmetry of the zero field case, 
it is not possible to characterize states by their wave vector k, li-
mited to the first Brilloum zone. Brown (1964), however has shown 
that it is possible to define magnetic translation operators, which 
reduce to the ordinary translation operators if the field goes to 
zero, and commute with the magnetic hamiltonian. For special values 
of the field and for a specific set of translations, these magnetic 
translation operators also commute with each other. It is then possible 
to choose the eigenfunctions of the hamiltonian as eigenfunctions of 
these operators and classify them according to wave vectors from the 
magnetic Brillouin zone, which in general is larger than the Brillouin 
zone of the reciprocal lattice. These symmetry properties of the hamil-
tonian are no further considered here. 
The global energy bandstructure of the Pippard model has been in-
vestigated by several authors (e.g. Chambers 1964, 1965 and Taylor 
1977) mostly in relation to magnetic breakdown aspects. In chapter 6 
we go into the details of a numerical solution of the one dimensional 
Pippard model. Quantitative statements can be made regarding the g-
factor and the Onsager phase both as function of field strength and 
relative strength of the spin-orbit interaction with regard to the 
lattice potential. As is long known the magnitude of this ratio deter-
mines the extend to which the g-factor deviates from the free electron 
value. If the spin-orbit splittings are large in comparison to the 
pertinent orbital splittings a large value of g is possible (Luttinger 
1956, Roth et al. 1958, Pippard 1969). 
Cohen and Blount (1960) have developed a formalism for calculating 
g-factors in the presence of arbitrary strength of the spin-orbit 
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interaction. They start from the effective mass approximation for the 
conduction electrons. Only states near the minimum of the conduction 
band are considered (band index n=0 and spin index v=l). Relative to 
the minimum the energy is written as: 
-»-
E (к) = (h2/2m)k.a.k (2.24) 
where a is the inverse effective mass tensor, given by the sura rule 
(Luttinger and Kohn 19Ь5): 
<0l|v Invxnvlv |01>+<0l|v |nv><nv|v |01> 
α = 6 +m Σ i 3 3 i (2.25) 
i] i] η,ν _
 E 
0 η 
where the velocity operator is given by ν = p/m+(h/m с )(oxVV) 
In an external magnetic field the matrix elements of the effective 
mass hamiltonian are obtained from (2.24) by replacing the crystal 
momentumoperator hk by hk + (e/c)A where A is the vectorpotential 
с с 
of the magnetic field, which is obtained by substituting for r the 
crystal coordinate operator r = ih3/3p . These matrix elements are 
с с 
diagonal in the spin and represent the free-electron-like motion, 
implicit present in the effective mass approximation. An extra term 
has to be added due to the intrinsic magnetic moment μ = μ +μ , partly 
->• ->• -»• 
coming from the spin μ = -μ_σ and partly from orbital motion μ , 
which may be expressed in the velocity operator. This term can be 
written as a linear combination of the Pauli spin matrices 
<Ον|μ|θν'>.Η = ^μ ΗΣ λ G σ (2.26) 
1 1
 Β i] ι i] ] 
where λ are the direction cosines of the field with respect to the 
coordinate axes. The eigenvalues of (2.26) are E = + ^μ_Η and define 
an effective g-value as a function of the direction of the field and 
the quantities G . In situations where the effective mass approxi­
mation is applicable (more or less parabolic bands) the components 
of the tensor α are deduced from de Haas-van Alphen and cyclotron 
resonance data. The relevant matrix elements of the velocity operator 
then follow from the sum rule (2.25), which necessarily restricts the 
use of the model to cases where only a few terms contribute signifi-
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cantly and all other levels are so far remote that they may be neglec-
ted. Using (2.26) the quantities G and next the g-factor are deter-
mined. In applying this model it is imperative that two or three bands 
are located isolated from all other bands. Cohen and Blount have 
shown that in a two band model, where spin orbit coupling is dominant, 
the spin splitting by the magnetic field equals the Zeeman splitting 
or S=l (eq. 1.2). As in such cases the effective mass often is very 
small, the g-value is very large. Cohen and Blount calculated in Bi, 
with the field in the smallest mass direction a value of g = 260. The 
effective mass approximation has also been applied to the third zone 
needles in Zn. Bennett and Falicov (1964) found an upper limit for g 
of 133 (due to an error in the calculation of a factor of two, see 
van Dyke (1967), the correct upper limit should be g < 266). According 
to O'Sullivan and Schirber (1967), there are three possible values 
which are consistent with the de Haas van Alphen measurements, i.e. 
96, 170 and 362. They concluded, on the basis of the temperature de-
pendence of the phase of the osci^ations that g = 170 is the correct 
value. We may further mention the investigation in Sb, just like Bi 
a rhombohedral semimetal. Altounian and Datars (1976) have determined 
g-values experimentally from the harmonic content of the de Haas-van 
Alphen oscillations and the various possibilities reduced via a cal-
culation in the effective mass approximation. More recently Hill and 
VanderKooy (1978) have obtained g values from the direct observation 
of the spin splitting in the de Haas-van Alphen signal. Though the 
results of these two investigations do not agree, it is clear that the 
electronic g-value is very much larger than 2. 
Calculations of the g-factor in the multivalence sp metals were 
absent untili recently. Schmor (1973) and Gold and Schmor (1976) have 
proposed a model for this group of metals and have calculated g-values 
in Pb in good agreement with one of the possibilities derived from 
the de Haas-van Alphen effect. We have used their formalism for cal-
culating g-values in Tl. In the rest of this section the details of 
this model are explained: the results of the calculation are discussed 
in chapter 7. The model is inspired by the modelpotential formalism 
of Abarenkov and Heine (1965). The crystal is considered as a collec-
tion of positively charged ions, rigidly immersed in the uniform sea 
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м = 
1 Σ 0 ( - Α 1 + λ 1 3 . 1 ) Π 1 
- Z / r 
r < R M 
r
 "
 R M 
of the valence electrons. The bare ionic potentials are parametrized 
in analytical expressions and are screened by unfreezing the electron 
sea. As a result only a weak crystal potential is left. An often used 
form is the Heine-Abarenkov-Animalu model potential: 
(2.27) 
where A and λ are parameters, chosen to reproduce optical experi­
mental quantities of the ions. ÎT is an operator which projects upon 
the states with angular quantum number 1, Ζ is the valence and R is 
a model radius, which may be chosen more or less freely, within cer­
tain limits. Spin-orbit coupling is included only in the core region 
of the ion, where the real potential varies strongly. Exchange, corre­
lation and orthogonality correction terms have to be added to V 
(Animalu and Heine 1965). The screening of this bare potential is 
accounted for using the dielectric function. In the approximation 
of Heine and Abarenkov all parameters A and λ for 1>2 are set equal 
to A respectively λ . In the sp metals it is moreover often possible 
to neglect the d-term in the spin-orbit coupling, leaving only four 
free parameters in the form factors of the screened model potential. 
Gold and Schmor (1976) have calculated the influence of a mag­
netic field by adding to the model hamiltonian a Zeeman term of the 
form 
Η = μ 5.(ï+2s) (2.28) 
Ζ В 
In the spirit of the model potential formalism the calculation of 
the magnetic form factors was simplified as follows. As spin orbit 
coupling is considered only in the core region and, in the case of 
Pb only for ρ states, the magnetic operator (2.28) is replaced in 
the evaluation of the magnetic matrix elements in the core region 
and for ρ states by the operator 
-> -»· (2 29) 
Η = g w H.] \¿.¿*i 
mag 3 В 
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where g are the atomic Landé-factors g. = 1 + 1/(21+1) for j = 1 + h 
In doing so, the low lying core p-states all have the correct g-value. 
This is consistent with the way Heine and Abarenkov originally deter-
mined the parameters A from the term energies of the considered ion. 
In Tl, one of the neighbours of Pb in the periodic system, the 
valence band states are expected to contain more d character. The d 
bands are raised with respect to the sp bands and are located near 
to the bottom of the valence band. It therefor seems not justified 
to neglect the 1=2 contribution. For this reason we will evaluate 
the magnetic form factors in general terms. On the analogy of (2.29) 
we define a magnetic operator which yields the correct Zeeman split-
tings for the core levels 
V-^A r < R M 
H (2.30) 
m a g
 μ H.(î+2s) г > R 
В M 
where Q is a projection operator upon the state, characterized by 
the quantum number к, which defines both 1 and j according do the 
well known rules. These operators may be defined as 
Q., = ^ (2.31) 
к 
,l+l+2s.l , , 
(
 21+1 )ïïi 3 = i+b 
Further, g in (2.30) are the atomic Landé-factors. Using the defi-
nition of the spin projection operator (2.31) and the property 
Σ Π = 1 the magnetic term in the hamiltonian may be rewritten as: 
Η = μ H.(î+2s)+6y Η.Σ(4τ^-Γ)
2{1-41(1+1)Ϊ+4(ΐ+Ϊ) (2.1) }Π. (2.32) 
mag В В 21+1 1 
where Θ is the stepfunction which takes on the value unity for 
r < R and equals zero for r > R . Gold and Schmor only used the 
1=1 term in (2.32). It is not difficult to determine the matrix ele­
ments in the general case and we find: 
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<v-í-|Hmag|kv> = М
в
(Йб-
і г
-%,
г
).г .
 +
іМ
в
5.(кхк-)В
г
.
г
« . (2-33) 
The 1 summation is contained in the quantities S£,¿ and ß^ .jt defined 
%-iï = 2 í (2ÍTr ) ál ( ¿ ,' ¿ ) Gl ( k' RM' kV (2.33a) 
Κ·\ = 2 \ (2lTr ) Pi ( k ,- k ) Gl ( k , R M'
kV (2.33b) 
where Ρ is a Legendre polynomial and G an integral of spherical 
Bessel functions: 
4 Ή %
 2 
G1(k'RM,kRM) = ^- S drr Dl(k'r)Dl(kr) (2.33c) 
and the vector S is defined by: 
S (kjk) = хР^Н+ЩР'+гхр'^Х (H.k')k+(H.k)k'} 
-P" { (H.kJk+iH.k'Jk' } 
(2.33d) 
The argument of the Legendre functions in this last expression equals 
χ = k.k'. The convergency of the series 2.33a and b is discussed in 
chapter 7. By including the matrix elements, as given by (2.33) in the 
hamiltonian matrix the Kramers degeneracy of the band eigenvalues is 
lifted. The effective g-value for a given k-state is found from 
g (к) = lim -— |E+(k)-E~(k) I (2.34) 
" „ ^ Μ„Η ' η η ' 
μ
β
Η-+0 Β 
It should be noted that the band eigenvalues E -(к) and so also the 
local g-factor depend upon the direction of the magnetic field. In 
order to compare the g-values, as determined from the de Haas-van 
Alphen effect with the local quantities (2.34) an averaging for the 
particular orbit has to be performed. Holtham (1973) has shown that 
a time-weighted averaging procedure is correct, each g (к) being 
weighted with the inverse of the component of the group velocity, 
perpendicular to the field direction. He deduced this result from 
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the requirement that the area enclosed by the orbit does not change 
under the influence of a magnetic field. Assuming that the quantum 
limit is far from reached and that the orbital g value does not 
depend strongly upon energy, near to the Fermi energy, the spin fac­
tor in the de Haas-van Alphen amplitude may be written as cos(nrS) 
where S = Чд m /m and the orbital averaged g-value is given by 
c e o ^ 
_
 r
 pg(k)d<j> ρ αφ 
g
c " ' ~^~i ' ' rr~T (2.35) 
0 ρ. v. 0 ρ. v. 
where к is a point on the orbit, ρ the corresponding radius vektor 
and ν the component of the velocity perpendicular to the field. 
The averaging procedure is correct only provided that many particles 
effects are isotropic. In that case its influence may be expressed 
in the form (2.23). In the other case the group velocity is modified 
in an anisotropic way which has its consequences for g . Besides 
that, it is no longer possible to express the influence of many par­
ticles effects upon the local g(k) using a simple k-independent re-
normalization factor 1/(1+B ). 
о 
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Abstract. Λ relativista APW band structure calculation for metallic (white) tin is presented 
Various crystal potentials have been generated within the so called Χα scheme and a com 
panson of experimental Fermi surface dimension with the results obtained by these poten 
tials demonstrates clearly that the Gaspar-Kohn-Sham value for the exchange parameter is 
much more appropriate than the Slater value It is shown that the inclusion of fluctuations 
of the crystal potential m the interstitial region improves the agreement with experimental 
Fermi surface dimensions by almost a factor of three From the RAPW eigenvalues the density 
of states and the joint density of states are derived using the linear extrapolation method 
It is demonstrated that the experimental ш2€2(ш)сиг к and their anisotropy (Schwarz 1971) 
for energies between 0 5 and 5 5 eV can be well described in terms of а к independent but 
band pair dependent matrix element approximation The profile of the spectra is shown to 
be unrelated to critical point absorption 
1. Introduction 
In performing atomic selfconsistent field calculations in the Χα scheme, in which the 
exchange potential is approximated by a Slater type expression of the form (Slater 
1951): 
V
x
.(r) = -Η3ρ(»·)/8π]"3 О 
one can generate a whole class of charge densities, differing from each other in the choice 
of the exchange parameter a. The introduction of such an exchange potential, however, 
causes a wrong behaviour of the one electron potential at large distances because of an 
incomplete cancellation of the self Coulomb potential term, for which deficiency one 
often corrects by applying a tail correction to the atomic potential in the way as Latter 
(1955) originally did or as Liberman (1970) has recently proposed. 
There have recently been devised several methods for the determination of the ex 
change parameter for atomic systems. One way to do this is to minimize the total energy 
as calculated with Xa orbitals and the Harlree-Fock (HF) expression for the total energy, 
with respect to a. Kmetko (1970) has performed such calculations for all atoms in the 
periodic table. Another method consists in choosing α so that the statistical total energy 
equals the HF energy (Slater and Johnson 1972). As the vinal theorem is satisfied, the 
kinetic energy of the Xa orbitals will be exactly equal to the HF value, also the potential 
energies will be equal. This means that the Xa charge density must be very HF like. In a 
third method (Berrondo and Goscinski 1969, McNaughton and Smith 1970) one chooses 
the exchange parameter so that the kinetic and potential energies as calculated in the 
44 
HF scheme but using Xa orbilals satisfy the vinal theorem. The last two methods yield 
almost the same value for a, as has been demonstrated by Schwarz (1972), who has 
carried through such calculations for atoms with atomic numbers up to Ζ = 41. He 
also shows (for the case of Ti) that the exchange parameter, determined in this way 
does not very much depend upon ionicity or configuration, so that it seems that this α 
will also be appropriate for the solid. Kmetko finds for Sn a value α = 0-707 (for the case 
the Latter tail correction has been applied), while if we roughly extrapolate the data 
obtained by Schwarz to Ζ = 50, the atomic number of Sn, we find a value close to 0-7. 
In our calculations we have chosen therefore, both in the atom and in the solid a = 0-707 
and for purposes of comparison also the Slater (1951) value, a = 1, and the Gaspar 
(1954), Kohn and Sham (1965) value (GKS) a = §. In all cases a Latter tad correction 
has been applied. For α equal to the GKS value the influence of omitting this correc­
tion and of taking the Liber man instead of the Latter pottential has also been investigated. 
All atomic calculations have been performed using the relativista selfconsistent field 
computer program of Liberman et al (1965). The energy band structure has been calcu­
lated with the relativistic augmented plane wave method (RAPW). 
The crystal structure of white tin is body centred tetragonal with two atoms per unit 
cell at (0, 0,0) and (0, fa ¿c). The latter parameters at 4 2 К are a = 5 812A and a/c =1-841 
(Rayne and Chandrasekhar I960), so the packing is quite anisotropic. Moreover, taking 
the radius of the muffin tin sphere equal to the radius of the inscribed sphere, approxi­
mately only one half of the crystal volume is covered by muffin tin spheres. For these 
reasons one can expect that the deviations from the muffin tin model will be appreciable. 
The crystal potential has therefore been taken in the form 
V(r)= VJr)+ I » (2) 
where V
m
(r) and У
л
(г) represent respectively the muffin tin part of the potential and the 
deviations from this approximation. The part of ΚΔ(Γ) which lies inside the spheres cannot 
be included in the RAPW scheme in a simple approximate way: we have therefore ignored 
these corrections. Putting У
л
(г) equal zero inside the spheres the correction to the (ι - /)lh 
RAPW matrix element is given by the Fourier coefficient of VA(r) at the lattice vector 
K, — Kj (Beleznay and Lawrence 1968). In our band structure calculations we have 
included these corrections in an approximate way by introducing in the RAPW matrix 
only those Fourier coefficients which belong to reciprocal lattice vectors К with absolute 
values smaller than two times the radius of the Fermi sphere, which means that we have 
to calculate the coefficients at the reciprocal lattice vector sets [200], [101], [220] and 
[211]. 
The muffin tin part of the crystal potential VJr) enters the RAPW formalism via the 
relativistic generalization of the logarithmic derivatives a,(£, R) of the wavefunctions and 
the spin parameters /?,(£, R\ evaluated at the radius of the muffin tin sphere. Devillers and 
de Vroomen (1969) have fitted a, for / = 0, 1, 2, 3 and /?, to fourteen representative 
and accurately known Fermi surface dimensions. They found that the Fermi energy £F 
could not be determined unambiguously: different choices of EF resulted in different 
muffin tin parameters, which described the Fermi surface equally well. It is therefore 
possible to find an (approximate) value for the Fermi energy and to test the quality of the 
muffin tin potential for Fermi surface data, simply by comparing our calculated loga-
rithmic derivatives and spin parameter with the empirical ones for various energies. 
In the next section we shall describe in more detail the way in which the muffin tin 
potential and the Fourier coefficients of V^r) have been calculated. The merits of the 
various potentials and the final choice for the potential with which the band structure 
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and some derived properties have been calculated, are discussed Section 3 is devoted 
to the interpretation of optical spectra and in the last section we shall summarize our 
results. 
2. Crystal potential and band structure 
The crystal charge density pjtjr) has been obtained by superimposing atomic densities 
p
a
(r) and transforming this sum in real space to a sum in reciprocal space: 
p.(') = Σ p.(k - *.D = Σ p« e* -• (3) 
• к 
The spherically averaged charge density inside the muffin tin sphere, the mean value in 
the interstitial region p
o u l and the Fourier coefficients p£" of the deviation of the crystal 
charge density from this mean value can all easily be expressed in terms of the pK in (3). 
For large values of К these coefficients are mainly determined by the behaviour of 
p
a
(r) inside the muffin tin sphere, which part of the atomic charge density does not contri­
bute to charge overlap. Removing this part out of the sum in real space or replacing it by 
an analytic function, the convergency of the Fourier sum can be improved very much. 
The Coulomb potential for the charge density as defined above could be obtained, 
applying Poisson's equation to the various constituents of the crystal charge density. In 
our calculations however we made use of a well known theorem of electrostatics which 
states that the Coulomb potential fora superposition of atomic charge densities is equal 
to a superposition of atomic Coulomb potentials, so this part of the crystal potential 
can be calculated in exactly the same way as is described above for the crystal charge 
density. The exchange potential was calculated using, for r inside the spheres in (1), 
the spherical averaged charge density and for r in the interstitial region, the expression 
KT(r) = - з
а
( 3 р 0 » " 3 Γι + Σ (PTIPMW* 
which was approximated by 
» "
3 [ l + I(P«'/3P.Je- (4) 
The last term gives the variations with respect to the averaged exchange potential. The 
variations of the Coulomb and exchange potential turned out to be of comparable 
magnitude. 
For the muffin tin part of the potential we have calculated the relativistic logarithmic 
derivatives a, and the spin parameters β, (от I = 0,..., 5. In figure 1 we show the first four 
a, as a function of the energy for exchange parameter 1 (A) and f (В). Also the nonrela-
livistic results for α = f (С), the free electron (D) and the empirical values (E), fitted at the 
particular energy to Fermi surface dimensions (Devillers and de Vroomen 1971), 
are shown. For / ^ 3 the differences become very small for the three potentials. Using the 
sensitivities' ôkjôa, of the dimensions k, (1, 2 , . . . , 14) for the changes in the logarithmic 
derivatives a,, determined also by Devillers (private communication), we can calculate 
the departures Δ/c, from the experimental Fermi surface dimensions without calculating 
the band structure by 
Ак,=£(дуа»і>А<Х| (5) 
where Δα, equals the difference between the 'expérimental' and the calculated a,. The 
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ε UV) 
Figure 1. The logarithmic derivatives a, (/ = 0, 1, 2, 3) as a function of the energy A χ = 1, 
relativistic calculation: В ot = f relativistic calculation; С ι — \.non relativisticcalculation: 
D free electron values: E'experimental'values for £ F = EtDevillersand de Vroomen, 1971). 
Δ/c, determined in this way turned out to be in very good agreement with the values 
obtained in a RAPW calculation. For the Fermi energy we have taken the value at which 
the least squares deviation of the calculated and experimental calipers was a minimum. 
The most important spin-orbit parameter β
ν
 for this energy was in all cases close to 
the value fitted by Devillers and de Vroomen at the cross sectional areas of the sixth 
zone near W, the only region of the Fermi surface, where spin-orbit coupling effects play 
a dominant rôle. The influence of other relativistic effects near the Fermi energy can be 
estimated via relation (5), taking for Δα, the differences of the curves (E) with (B) respec 
tively (C), both at their appropriate Fermi energy E* and £f (see figure 1 ). We found that 
the shifts in the calipers when using relativistic instead of nonrelativistic a,'s were of the 
order of 006 (2π/α), which are of the same magnitude as the shifts produced by taking an 
exchange parameter 1 instead of f. 
Converting the differences Δα, at the Fermi energy, in the 'on the Fermi surface' 
approximation, to Fourier coefficients of the potential, we found that these VK were in 
reasonable agreement with the Fourier transforms of К
д
(г), indicating that inclusion of 
К
д
(г) should improve the calculation. In table 1 we show for all potentials, at the energy 
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Table 1. The RMS and maximum deviations (in units I~L = 2π/α) for fourteen experimental 
Fermi surface dimensions for various crystal potentials. Δ£ is the variation of the Fermi 
energy (in eV) 
Exchange 
parameter 
1* 
0-707' 
0666-
0666" 
0666' 
RMS 
0040 
0023 
0021 
0020 
0020 
' With Latter correction 
K4(r) = 
Max 
0094 
0049 
0055 
0054 
0050 
= 0 
A£ 
071 
053 
0 53 
0-50 
045 
b
 without tail correction: 
RMS 
0015 
0008 
0007 
0007 
0008 
c
 Liberman 
И4(г) * о 
Max 
0032 
0018 
0019 
0020 
0017 
potential. 
Д£ 
0 27 
0 17 
0 17 
0 15 
017 
for which the root mean square (RMS) deviation is smallest, the RMS and maximum 
deviations together with the energy interval Δ£ wherein all values Ei are distributed for 
which holds that к"1с(Е{) = fe"p (i = 1,... 14). The corresponding results with four 
K°u' in the RAPW matrix included are also tabulated. As one can see, this inclusion gives 
an improvement of approximately a factor of three both for the RMS and maximum 
deviation and for the variation of the Fermi energy. Furthermore one observes that the 
agreement between experiment and calculation becomes better by almost a factor of 
two, if one chooses the GKS exchange parameter instead of the Slater value. All potentials 
with α near § are of comparable quality; a best potential cannot be designated. 
Comparing our results with the most recent Fermi surface calculation for white 
tin (Craven 1969), performed with a semiempirical local pseudopotential obtained by 
fitting de Haas-van Alphen experiments, we found that our best potentials yielded results 
with an RMS and maximum deviation almost a factor of two better: the pseudopotential 
of Craven resulted in an RMS deviation of0012 TL and a maximum deviation of 0-040 TL 
for the same fourteen points at the Fermi surface (Devillers and de Vroomen 1969). 
The final potential we have chosen somewhat arbitrarily. It was constructed from the 
charge density calculated with α = f and with a Latter tail correction included. With 
this potential we have calculated within the irreducible part of the first Brillouin zone 
(IBZ), shown in figure 2, the energy eigenvalues for the eight lowest bands with an upper 
союз 
Figure 2. The Brillouin zone of white tin. 
Figure 3. The band structure of white tin along symmetry lines. 
energy limit of approximately 5 eV above the Fermi level. The band structure along sym 
metry lines is displayed in figure 3. Accidental degeneracies are not shown in this figure, 
because all eigenvalues with a particular band label have been connected by smooth 
curves. In performing the Brillouin zone integrations for the density of states (DOS) 
and the joint density of states (JDOS) we used the linear extrapolation method of Gilat and 
Raubenheimer (1966). The IBZ to which the integrals can be confined has been trans­
formed into a more practical triangular prism by passing a plane parallel to TXL 
through the point V. The volume between these two planes and the planes TLHH', 
ΓΧΡΗ and LXPH' contains just all nonequivalent к points, so is in all respects equiva 
lent with the IBZ. In order to test the convergency of the integrals various sets of к 
points within this volume were chosen as a basis for the calculation. In combination with 
the extrapolation method we used two interpolation schemes: one was based upon a 
Lagrange formula, the other consisted of fitting a polynomial of second degree in k
x
, ky 
and kz. This last interpolation method seemed to be the more appropriate one. In 
performing these convergency tests it turned out to be quite necessary to include points 
at symmetry lines in the basis set of к points. As even the smallest set, containing only 
40% of the points of the largest set, did produce the large structures in the spectra, we 
believe that the calculation of the integrals is accurate enough, at least for comparison 
with optical experiments, though even the largest set contains probably too few points 
(approximately 300) to incorporate all of the fine structure of the energy bands adequately 
into the spectral functions. 
The determination of the Fermi energy from the density of states, shown in figure 4, 
yielded a value almost exactly equal to the one determined from Fermi surface data. 
From the value of the DOS at the Fermi energy we have calculated a thermal mass ratio 
m
[
*/m0 = 0-762, compared with the value of 1 -29 deduced from specific heat measurements 
(Corak and Satterthwaite 1956, Rayne and Chandrasekhar 1960) we find a mass enhance 
ment parameter λ = 0-69 where λ is defined as 
m* = mb(l + λ). (6) 
Several authors have calculated values for Я in different ways: Knoope (1973) has taken 
for m* Azbel-Kaner cyclotron resonance values, the band cyclotron mass mb he has 
calculated in the APW scheme, taking into account the energy dependence of the loga 
rithmic derivatives. For various orbits he found values for λ ranging from 0-54-1 08. 
It is not clear how to subtract a mean value for the electrons at the Fermi surface from 
these data. Straightforward averaging or calculating a mean value using the density of 
4') 
08 
£ (eV) 
Figure 4. The density of states. The broken line represents the free electron case (Fermi 
energy £p), the full line the via the Gilat-Raubenheimer procedure calculated density of 
states (Fermi energy £,.). 
states at the Fermi energy of the zone to which the particular orbit belongs as weighting 
factors yield a value close to 0-83. Rowell et al (1971) found from tunnelling experiments 
mean values of Я over the whole Fermi surface ranging from 071-0-80 for various samples. 
McMillan (1968) has calculated λ from the superconducting transition temperature, 
resulting in λ = 0-60. Finally Allen and Cohen ( 1969) have calculated λ via the phonon 
dispersion relation taking the matrix element for scattering an electron from the state 
|fc'> to |fc> by a phonon to be proportional to the form factor V(\k - k'\). They found 
λ — 0-78 for the Heine-Animalu model potential and /. = 0-99 for the Weisz potential. 
The McMillan equation yielded for both potentials a transition temperature which is 
too high, while the calculation of the electrical resistivity results in a value too low especi 
ally for the Weisz potential, perhaps indicating that a value for λ smaller than 0-78 is 
more reliable. 
3. Optical properties 
The optical properties will be discussed in terms of the frequency dependent complex 
dielectric constant e(a>), which contains contributions from intraband and interband 
excitations, elc'(cu) and el"(<u) respectively: 
e(cu) = €,£,(ω) + ¿"(ω)· (7) 
The interband transitions can only take place at energies higher than a certain threshold 
energy h(o0 and are directly related to the bandstructure. Assuming all transitions take 
place with conservation of the к vector ('vertical transition') and that the transition 
matrix element for a given pair of bands ι and ƒ is independent of k, the imaginary part 
e
(
2"(cu) of the interband dielectric constant can be written as 
ω
24\ω) = X pifJ¡f(cü) (8) 
к / 
where Jif(a>) equals the partial JDOS for the bands ι and ƒ and pif represents the corres 
ponding (constant) transition probability. For energies smaller than Αω0 the contri 
butions to the dielectric constant come solely from intraband transitions. In figure 5 
we show the partial JDOS for the bands ι = 3,4,5 and ƒ = 4,... 8, the Jif for ι = 1,2 and 6 
so 
Energy (eV) 
Figure 5. The partial joint density of states 
have been omitted because they are small and do not exhibit any distinct structure in the 
energy interval of interest (£ < 5-5 eV). From the calculated J¡, one can see that the 
contribution of interband absorption becomes negligible for energies smaller than 
0-25 eV, so that, for properly removing the intraband transitions from the absorption 
spectra one needs measurements at very low energies. 
We compare our calculations with e2 measurements of Schwarz (1971), performed 
under ultra high vacuum conditions with light polarized parallel and perpendicular 
to the crystallographic с axis, at a temperature of 6K. As these measurements were 
done in the energy interval 05-5-5 eV we cannot use them for subtracting the intra­
band contributions. For this purpose we have analysed measurements of the complex 
refractive index in the energy interval 01-1-3 eV (Golovashkin and Motulevich 1964), 
which agree well with those of Schwarz in terms of the classical Drude theory. We 
found an interband absorption edge near 03 eV, in good agreement with our calculations. 
In figure 6 we show for both polarizations the <o2(e2 - €2С|) against ω curves, also the 
total JDOS (all pif equal) is displayed. Peaks in the parallel (£ II c) and in the perpendicular 
polarization curve (£ 1 c) have been labelled Ai and Bj (i = 1,..., 5) respectively. As can 
be seen all experimental structure is present in the calculated JDOS at more or less the 
correct energy. The most significant difference appears at the low energy side of the 
spectra, where the absorption is four times stronger than is predicted by the JDOS. From 
figure 5 we must conclude that only У45 can be responsible for both Aj and B r In the 
total JDOS the peak in У45 is almost completely masked by contributions from other 
partial JDOS, it is therefore not necessary that the oscillator strength p 4 5 is strongly peaked 
near 1 eV, as can be seen in figure 7 where we have used constant but bandpair dependent 
pif's for describing the spectrum for perpendicular polarization. The difference between 
the Ai and B, peak we must attribute to a polarization and It dependent transition 
51 
¿U 
80 
40 
( е
г
 - с
г
 ) ( Л и ) 
(ej -с(
г
") ( Л и ) г 
J DOS 
А '"А 
Л \ 1 
¡М \ 1 
·'
 Х
 / 
i / ч / 
І / ч " 
Г 
ΛΑ, Л 
II 
Y'S 
К' 
"А 
\ 
2 4 
Ли (е ) 
Figure 6. The experimental (Schwarz 1971) <u2€2 curves (broken lines) and the (smoothed) 
joint density of states. 
120 
Calculation 
0 2 4 6 
Ли (eV) 
Figure 7. The perpendicular polarization curve (broken line) and the weighted sum of 
(smoothed) partial joint density of states. The values p 3 6 = 1-3, pit = 20, p 4 ! = 4-5, />4, = 
0-9 and p 5 7 m 0-9 were used for the transition probabilities in this sum. All other p:f were set 
equal zero. 
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probability for excitations from the fourth to the fifth band in the plane ГННЪ near 
kz = TW, which region of the Brillouin zone causes the peak in 7 4 5. The next structure 
to be considered is the A2 peak, which appears, for E || с only, as an almost constant 
absorption band from 1 -7 eV on, superimposed upon the A, peak. This band like behaviour 
is also present in У35 with the jump at the correct energy, so that this structure is very likely 
to be associated with this partial JDOS. Also У46 shows a rather constant absorption, 
but the jump at 1-7 eV is less sudden than in J35 and in the experimental curves. We 
next observe in both curves analogous peaks A3 and B3 centred near 3-5 eV. The centre 
of the B3 peak is shifted somewhat towards the high energy side of the spectrum. As we 
found such structure only in J51, due to transitions near W, we must assume that both 
A3 and B3 are associated with these transitions and that the shift of B3 is caused by 
superposition upon the low energy edge of B5. This last peak is very much similar to 
У36 although the peak position differs some 0-27 eV from the experimental value. The 
peak in 7 3 6 is caused by transitions near V. Finally one can observe near 4 eV for both 
polarizations a small peak labelled A4 and B4 which might be associated with contribu­
tions from У47 and У58. 
In figures 7 and 8 the ω2(€2 — É2C)) against ω and the difference curve a»2(e2' — e2) are 
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S 0 
-40 
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Λω (eV) 
Figure 8. The difference in the absorption between the two polarizations (broken line), 
bor the transition probabilities in the weighted sum we have used the values p 3 5 = 2-2, 
р
зь
 = —1-3, p 3 8 = —2Ό, р 4 7 = —0-4 and p 5 7 = 1-5. all other ptf were set equal to zero. 
displayed together with a superposition of various partial JDOS using different weighting 
factors p¿j, fitted to the peak heights. 
Although these weighting factors are not very accurate they nevertheless show a 
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strong dependence upon the band pair, indicating that for a correct description of the 
spectra it is necessary to calculate the matrix elements for the transitions. A group 
theoretical analysis of the transition probabilities is useless because the structures in the 
JDOsdo not originate from regions near symmetry points, but from points in the Bnllouin 
zone, without any special symmetry, where energy bands cross the Fermi energy. 
4. Conclusions 
Within the frame work of the muffin tin approximation we have developed a simple 
procedure, easily transformable from one crystal system to the other for obtaining a 
crystal potential and calculating some, and probably the most important part, of the 
deviations from the muffin tin form. 
Our calculations show clearly the inadequacy of the muffin tin model for white tin: 
only the inclusion of non muffin tin potential parameters makes the calculated deviations 
from experimental Fermi surface calipers become comparable with the experimental 
errors, which are of the order of ΟΌ03(2π/α). Devillers and de Vroomen (1969) have 
pointed out that the muffin tin approximation to the true crystal potential might be very 
appropriate. They found that the very complex Fermi surface of white tin could be 
described within the experimental error, using only five empirical muffin tin parameters. 
These fitted quantities may however have absorbed corrections from beyond the approxi­
mations imposed by the model, so that they do not necessarily represent a muffin tin 
potential. We have demonstrated furthermore that the variation of the exchange para 
meter between 1 and § can account for a factor of two both in the maximum and the RMS 
deviation from the experimental calipers and that the variation of other (atomic) para­
meters has little or no influence. It is however not clear whether these conclusions 
concerning the crystal potential are a consequence of the specific case considered, a 
fortuitous cancellation of errors introduced via the approximations, or are also valid 
for other loosely packed solids, consisting of atoms with a large atomic number. This 
still remains a subject for further research. A second conclusion is related to the inter 
pretation of the optical spectra, which can be surprisingly well described in terms of a 
band pair dependent and к independent matrix element approximation, the justifi 
cation for which can only be given by calculating the excitation probability for a state 
\k) to a state |Л> under the influence of a photon with energy ha>. A calculation of these 
matrix elements is being prepared and the results will be presented in the near future. 
Within our approximation we are able to explain the wealthy structure in the optical 
spectra rather unambiguously and to indicate which portions of the Bnllouin zone are 
responsible for the absorption at a given energy. Compared with the analysis of the spectra 
by Schwarz, based upon a critical point analysis of the band structure, along symmetry 
lines, our interpretation is in all respect different, indicating that such an analysis for a 
polyvalent metal is very tentative and insufficient. 
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Abstract. A calculation of the imaginary part of the mlerband dielectric constant is pre­
sented Transition matrix elements have been obtained using a full OPW expansion of 
the crystal wavcfunclions It was found that core contributions lo the matrix elements 
cannot be neglected in general although the plane wave part of the wavefunction deter­
mines largely the value of the matrix elements Contrary lo a conclusion of a previous 
paper it is shown now that all structures in the ш 2 е
:
 spectra originate from critical 
point absorption Ml regions in the Bnllouin /one do not contribute much to the spectra 
It is indicated that а к independent and band-pair dependent transition matrix element 
approximation can be very appropriate in interpreting optical spectra Differences between 
experiment and calculation arc traced to be due to the potential used in the RAPW scheme 
rather than to the matrix elements The overall agreement between theory and experiment 
is satisfactory 
1. Introduction 
The optical properties of metallic tin have been investigated extensively in the past 
few years Measurements of e2 in the photon energy range 0 5 5 5eV are available 
for both polarizations (Schwar7 1971), while the optical constants in the infrared 
region (down to 0 I eV) and in the ultraviolet region (up to 20 5eV) have been deter­
mined experimentally on thin films by Golovashkin and Motulevich (1965) and Mac-
Rae and Arakawa (1967) respectively 
In this paper we present a calculation of the interband contribution to the 
imaginary part of the dielectric constant, which in the one-electron approximation 
may be written as (eg Bassani 1966) 
eÜV.íü) = - ¡ - / ^ T - , Σ fd* Ле,)[1 - /(e/)] \ê.M,f\2 ô(c, - e, - M (1) 
where г is a unit vector along the direction of polarization of the incident light, 
/(e) the Fermi-Dirac distribution function and M,f = </|p|i> All other symbols have 
their usual meaning In a recent paper (Ament and de Vroomen 1974) we have shown 
that it is possible to construct a muffin-tin crystal potential for white tin which 
describes the Fermi surface to within a few percent of the Bnllouin zone dimension 
(2π/α) The agreement with experimental calipers was found to improve by a factor 
of three when the variations of the potential in the interstitial region are included 
into the RAPW calculation. For the potential from which the energy spectrum was 
obtained, this means an RMS and maximum deviation of 0-007 and 0019 (2π/α) for 
Ь6 
14 representative Fermi surface dimensions The imaginary part of the interband 
dielectric constant was calculated assuming the momentum matrix elements Mlf to 
be independent of A. whence 
(MVJV.w) = X r,t(i)J„(o)) (2) 
where Jtl equals the partial |omt density of stales (i'Jix)S) lor the pair of bands 
/ and / The numerical values of the transition probabilities p,,(C') were obtained 
by comparing peakheights in the i'jix>s with structures in the experimental spectra 
at more or less the same energy Clearly this approximation ¡s a very crude one 
as Mlf depends strongly on the к value, especially in the polyvalent metals because 
M,j is determined mainly by the free-electron character of the band stales and this 
changes drastically throughout the Bnllouin /one (U7) because of the existence of 
many band crossings Nevertheless it was possible to obtain a fairly good description 
of the experimental spectra 
In $3 the results of a calculation of e'j' via equation (I), are discussed and it 
will be shown there that the approximation in equation (2) can be justified under 
certain conditions The next section contains an outline of the theory used to calculate 
the matrix elements and some aspects of those calculations 
2. Theon 
For evaluating the momentum matrix elements in equation (1) we expand the true 
crystal wavefunction I W 4 in orlhogonali/ed plane waves. 
\Φ"ί> = V««'(M(1 -Pj\k +K) (3) 
к 
In this section superscripts will be used as bandlabels When the electron spin is included 
in the formalism íij¡' (A) becomes a two-component vector We will return to the 
way in which these spinors were obtained further on PL is the usual core state 
projection operator. The matrix elements then split into three parts1 terms containing 
the momentum operator between plane wave states m'¿P = ¿k\p\kr where к, = к + К, 
and terms of the form <A,|p/\ + /\p|A,> and <Α·,|/\ρ/\|Α·,> which will be referred 
to as the plane wave-core m¡,{ and core-core ;n¡'< contributions respectively 
M"(fc)= Σ 4 - K / C < I > P P + 4 J C + » < C C ] (4) 
к, к, 
where SK is the structure factor Expressions for m'
J
 have been derived by Bennett 
and Vosko (1972) for the case that only s and ρ core stales are involved We will 
give here an extension to include also higher 1 core states. Using the identity (Scit7 
1940) 
<(i/m|V|»7'm > = (ш<Л:)(£„, - E
n
,)<ii/m|r|/i7'm'> 
the core core contributions can be written as 
mc
J
c= Σ ( Г - І И „ № , И
л
, ( ^
п
, , , в „ № , і , ) (4β) 
лі л I 
where the summation runs over all pairs of quantum numbers (н/) and (n'ï) provided 
the electric dipole selection rule / — / = + 1 is fulfilled. All other quantities are defined 
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as follows· 
AJk) = [4π(2/ + 1)/Ω
η
]' 2 Γ r2
 h(kr) RJr)dr 
Jo 
А
- " ' = Й , 2 / + І , Г 2 / £ ; . ,]-ƒ„' г і а д л- ( г , і , г 
β „ ( Α Λ ) = [(2/+ 1)(2/'+ 1 ) 4π] f/>,(*,.г*/>,(£,.г)<Ю 
where /, are spherical Besscl functions and P, are Legendre polynomials Specializing 
to s. ρ and d core states we need to consider only ß 0 , and B , : which are easily 
evaluated, giving 
Βο,(*,.Α,) = ί, and ß,,(/;,./;,)= З & . Ё Д - *,. 
The expressions for the plane wave plane wave and plane wave core contributions 
are simpler and may be written as 
mb =-(*, + k) X AJkJAJk^k. • fy (4A) 
ni 
and 
4JP = *, ¿κ,.κ, (4c) 
Apart from the assumption that overlap between core states centred at different lattice 
sites is negligible, which condition is well satisfied in metallic tin. no approximations 
have been made in deriving the set of equations (4) (4c). However in the actual 
calculation of M''(k) via equation (4) we introduced two simplifications Firstly all 
radial integrals have been evaluated using non-relativislic atomic orbitals (Herman 
and Skillman 1963) The second approximation concerns the expansion coefficients 
aii'CO of the wavefunctions. These were not obtained from the к dependent non-local 
pseudopotential 
V¥=V(r) + Y(Ek-Ej\*-)(*\ (5) 
a 
which would have been consistent with the foregoing expressions if in equation (5) 
the same core orbitals |a> were used as in the evaluation of the radial integrals. 
Instead we used for the pseudopotential a Fourier expansion series with only a few 
terms, neglecting completely the non-local character and any к dependence The form-
factors of the pseudopotential were fitted to the RAPW energy levels at 6 selected 
points in the HZ. Spin-orbit interaction has been included in a form as was suggested 
by Weis7 (1966). The corresponding parameter л has been determined in such a 
way that the splitting of the Г^ levels was the same as calculated in the RAPW 
scheme (0-39eV). In table I the results of the pseudopotential fit are compared with 
the RAPW energy levels As can be seen, the agreement is of the order of 0 I cV 
The influence of these approximations upon the values of the matrix elements is 
difficult to estimate. A test on internal consistency is provided however by the ortho­
gonality criterion, it is easy to show that the true crystal wavefunctions of equation (3) 
are orthonormal, if the pseudo-wavefunctions are normalized and if the quantity 
Q¡'[k)= Σ <*«ld,1S*.-KllAJk,)A.,ik,)Pdk,.kJ) 
К. К, ni 
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Table 1. ΤΙκ differenties (in cV) between the KAI'W energy levels «ind those obtained 
in the pseudopotenti.il lit 
B.mdl.ihd 
A, - W 
A - Η 
A, 
^ Ρ 
A 
A, - V 
1 
0 101 
0W1 
0 04) 
0022 
ο ι 6x 
0 056 
-> 
0 010 
0 047 
0 041 
-0 027 
0 097 
-00S5 
1 
-0 070 
0022 
- o o is 
- 0 0X6 
-0 0X4 
-0 009 
4 
- 0 002 
- 0 059 
-ore» 
- 0 065 
-0061 
0 097 
5 
0 097 
- 0 046 
0 067 
0 097 
-0025 
-00X1 
6 
Dili 
- 0 010 
-0 Π5 
0 065 
ООП 
0 IKS 
7 
0 022 
0 044 
-ООН) 
0 076 
0 ΠΙ 
-0015 
Χ 
0 004 
0 042 
0 040 
0 057 
-0 IXI 
0 0X6 
A, - (2π «1(0 5X11 ( Ц П Ο 106X) А, = | 2π ιι)(0 25(Х) 0 0 О 2ВД1) 
vanishes In our calculations wc found Q lo bc smaller than 10"' in every case, 
and of the order 10 ь IO"" in most cases 
Moreover it was found lhat the core core and plane wave core contributions lo 
the matrix elements were of opposite sign and that the order of magnitude was 
the «me However their |oint contribution cannot be neglected as it amounts to 
up to 25",, of the total value for various pairs of bands in some regions of the 
nz (This same tendency was also noted by Bennett and Vosko for Na and K) 
Therefore the approximation of taking non-relativistic atomic core orbitals in evaluat­
ing the radial integrals can be expected to be reasonably good as it influences only 
this last part of the matrix elements It was also found that the matrix elements 
did not change too much (10 20",,) when the calculation was done using form factors 
of the Animalu Heine model potential (Animalu and Heine 1965). or ol a pseudopo-
tenlial fitted to Fermi surface data (Devillcrs and de Vroomen 1971) This indicates 
that the above approximations do not greatly affect the numenal values ol М'Цк) 
3. Results and discussion 
The results of our calculations are shown in figure I (a,h) together with the experimen­
tal (/i(9):e
:
((9) spectra (Schwarz 1971) These latter curves have not been corrected 
for the intraband part because the measurements of Schwarz do not extend to energies 
where interband contributions become negligible (ft«; < 0 25cV) As it was realised 
lhat the relaxation time, which is one of the parameters in the Drude theory, is 
strongly dependent upon the properties of the sample we did not make any attempt 
to describe the intraband absorption in terms of a relaxation lime and plasma fre­
quency, obtainable from measurements of the optical constants in the infrared region 
b> Golo\ashkin and Molulcvich (1965) Anyhow Drude absorption is negligible at 
energies ho > 1 5eV so that we may compare the calculated and experimental curves. 
The overall agreement is excellent for both polarizations except at the high energy 
end of the spectra where the calculated value of e, is loo small Moreover it can 
be observed that all experimental peaks are present in the calculated spectra but 
in general at an energy a few tenths of an cV above the calculated position This 
demonstrates that the values of the optical matrix elements arc of the correct magni­
tude The similarities and differences between experiment and calculation will be 
discussed on the basis of figure 2. where we have displayed for seven band pairs 
their contribution to the spectra (the lower two rows) and some related curves The 
other band pairs contribute either not at all or only provide a low amplitude 
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Ι ΔΙ 
Figure 1. Calculated (upper full curve) and experimental (broken curve) values of 
(/u-j):e,(cj) for (il) parallel and (/>) perpendicular polarization. The lower full curve is the 
contribution to the calculated spectrum of those pairs of bands not shown in figure 
background without much feature and they have therefore been omitted (in the 
figure \{a,h) the total contribution of these band pairs has been indicated; the little 
peak at 32eV for perpendicular polarization is due to transitions from the 6th to the 
7th and 8th band near W). 
In the upper row of figure 2 the PJDOS are shown together with curves obtained 
by assuming that the lower band is completely filled and the upper empty, and 
also using constant matrix elements (the topmost curves). As can be seen no extra 
structure is introduced in the PJIX)S by breaking the region of integration in equation ( 1 ) 
into parts through the Fermi-Dirac distribution functions. This means that the 
peaks in (hto)2e2 must find their origin in absorption near critical points (CP) or, 
in a local enhancement of the matrix elements, which contrasts with one of our 
conclusions in a previous paper. 
In the next row these same curves are shown but reduced with their corresponding 
free electron parts. Again the curves with largest absolute values are obtained using 
ƒ(£,) = 1 and /(£ƒ) = 0. The dominant CP'S have been indicated by vertical bars with 
a description of their location in the в/.. The symmetry of these CP'S can be recognized 
in many cases. The relation with the figures in the lower two rows can be understood 
in terms of the OPW formalism as developed in §2. In regions of the BZ where the 
crystal potential is not active for a given pair of bands the true wavefunctions can 
be approximated each by one oi>w function corresponding to different Kt and K2, 
so that the plane wave-plane wave part of the matrix element is zero and the total 
value will be small. On the other hand if two or more free electron bands cross 
or coincide and this degeneracy is lifted by the potential, there will occur a critical 
point, giving rise to a square-root-like change in the PJÜOS. In the expansions of 
the wavefunctions the same OPW functions appear, so that in this case m'>p φ 0 and 
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E n e r g y ( e V ) 
Figure 2. The separate contributions of the most important pairs of hands to the perpen­
dicular and parallel polarization (Л<ч|2е, spectra (the lower two rows). In the top row the 
PJIX)S arc plotted together with curves calculated from equation (1) taking /(£,) = I and 
JXE
r
) = 0. The second row shows these same curves but reduced with the free-electron 
contribution- All curves have been smoothed 
the matrix elements can be large. This means that the only portions of the BZ which 
effectively contribute to e
:
 are those where the crystal potential splits free electron 
degenerate states. If in those regions the matrix elements for a given pair of bands 
is of the same order of magnitude the shape of the PJIX)S will not differ very much 
from the actual contribution to (ήω)2€2, apart from the fact that the free electron 
part will be decreased. The approximation in equation (2) is then roughly correct. 
The separate contribution of each pair of bands to a particular peak in the <w2e2 
curves can be read off from figure 2. The first peak for parallel polarization A, 
is mainly caused by 4 to 5 transitions originating from two distinct CP'S in the BZ 
both with M, symmetry. One is located in the symmetry plane rLH'H where the 
distance between the fourth zone Fermi surface and the piece of the fifth zone centered 
around H' is a minimum. The other CP is found inside the BZ near the point к = (2π/α) 
(0-50, 025, 0-61). Smaller contributions come from 5—»6 transitions at an M 2 CP 
along the line HV. Apart from these transitions the corresponding peak B, contains 
a large contribution from 3—»4 excitations along ΓΧ which has almost two-dimen­
sional M, symmetry. The position of this last peak is 02 eV lower than the experimen­
tal position. This might be due to the fact that the spin-orbit coupling in the RAPW 
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calculation is too small, as this is an important effect in this region. However other 
interactions, besides the spin-orbit one. contribute to the 3—>4 splitting, so that it 
is not possible to identify the origin of the difference with the experimental spectrum 
unambiguously. The A2 peak is formed by 3—»5 and 4—>6 contributions. The latter 
originates from an M, CP at the midpoint К of the line HP and is allowed for 
both polarizations. The 3—>5 peak is caused by two different M, CP'S at almost 
the same energy, one in the ГХРН plane for which the parallel as well as the perpen­
dicular matrix element is large, and one in the LXPH' plane, where only the parallel 
matrix element is large. For perpendicular polarization the former CP is probably 
responsible for the shoulder on the B, peak although it might be that the CP energy 
is somewhat too high, in which case it would contribute to the B, peak itself. The 
next two peaks in the spectra A3 and A4 (and the corresponding B3 and B4) find 
their origin in transitions from the fifth, respectively the fourth, band to the seventh 
band. The critical points associated with these peaks are all located in the region 
of the BZ which extends from the point W to V. The fact that the calculated peaks 
are found some few tenths of an eV below the experimental positions indicates that 
the seventh band, which is in this region about 3eV above the Fermi level, should 
move to higher energies. The reverse situation, that the fourth and the fifth band 
should be lowered, is less likely as this would result in a distortion of the Fermi 
surface, whereas in our previous paper we have found the latter to be in good agree­
ment with experiment. The last peak to be considered is B5. which in our calculation 
is split by spin-orbit coupling along TW between bands 3 and 4. The final states 
are in the fifth band. The splitting of the B5 peak is equal to the Г ^ splitting of 
0-39 eV. It is not clear whether the experimental resolution in this energy region 
is too low to detect this splitting or the 3—>5 peak is outside the range of photon 
energies where measurements have been performed. The latter case would be a second 
indication that the spin-orbit coupling is underestimated in the RAPW calculation. 
Figure 3. The band structure along symmetry lines and the Brillouin /one of white tin 
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4. Conclusions 
We have used the oi>w pseudopotential formalism to obtain the optical dipole matrix 
elements It is shown that the agreement between experimental and calculated cu2e2 
spectra is fairly good and that most of the differences are due to the bandstructure 
calculated with the RAI>W method, rather than to the matrix elements. We have found 
that all peaks in the spectra can be attributed to absorption near critical points 
and that only those regions in the »7 contribute where free electron degeneracies 
are removed by the crystal potential. These regions can easily be located by subtract­
ing the free electron portions from the I»JIX>S. Comparison of the curves so obtained 
with the corresponding contribution to e, for both polarizations shows that the matrix 
elements arc rather constant in these effective regions and essentially zero elsewhere. 
This implies that the к independent and band-pair dependent matrix element approxi­
mation, used in an earlier paper (Ameni and de Vroomen 1974) can be justified 
to a large extent In comparison with our previous interpretation we note only one 
difference, which concerns the B
s
 peak Having no knowledge of matrix elements, 
this peak was attributed to transitions from 3 to 6 The partial joint density of 
states J}h shows a peak, due to critical points near V, approximately at the same 
energy as B, and with almost the same line shape However, the matrix elements 
for transitions from the third to the sixth band are very small for both polarizations 
all over the н/. Instead of J3f, we found two peaks close to the B s position due 
to excitations from the third and fourth to the fifth band near Г; this splitting is 
caused by spin-orbit interaction, but cannot be seen in the experimental spectra, 
which might indicate that at energies close to 5 5eV a peak should be observable 
for perpendicular polarization (in this case the spin-orbit splitting of the third and 
fourth band along I~W would be somewhat larger than as calculated), or that the 
matrix elements near Г are incorrect for these bandpairs. 
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Abstract. A relativism, APW calculation of the bandstruclure of thallium is presented 
Exchange has been evaluated according to the Slater free-electron expression with par­
ameter 1 or j In using the Kohn Sham value the calculated Fermi surface is in very 
good agreement with dHvA experiments the position of the 5d doublet near the bottom 
of the valence band is found 2 6 eV above the experimental XPS value With full Slater 
exchange the 5d doublet falls relative to FF at a position near the XPS value while 
the agreement with Fermi surface data becomes worse in comparison to that of Kohn 
Sham exchange The u r e 2 spectra calculated with y = ¡ exchange arc in good accordance 
with experiment, especially for photon energies tuo < Чс It is shown that differences 
between peak positions for higher energies possibly due to admixture of d character 
in the initial slates might become smaller when full Slater exchange is used however 
probably at the expense of losing agreement at lower energies 
1. Introduction 
The Fermi surface of thallium has been extensively investigated experimentally in 
the past ten years using a variety of techniques such as magncloresistance, cyclotron 
resonance, the de Haas-van Alphen effect (dHvA), the radio-frequency size effect 
(RFSE), etc (for references see Ishizawa and Datars 1970) Most of the earlier exper­
imental information was related to the rather free-electron-like major parts of the 
Fermi surface viz the third zone closed hole surface and the fourth zone multiply 
connected electron network both situated in the hexagonal boundary planes, and 
showed good agreement with the relativislic OPW calculation of Soven (1965) More 
recent data concerning smaller segments of the Fermi surface could not be explained 
by Sovcn's model, Holtham and Priestley (1971) used the empirical pseudopotenlial 
method to parametrize the thallium Fermi surface Adjusting the pseudopotential 
parameters to fit the dHvA data they found it possible to calculate a Fermi surface 
consistent with all existing experimental information The first optical experiments 
relevant to the bandstruclure of thallium were performed by Ley et al (1972), using 
x ray photoemission spectroscopy (XPS) They located the position of the 5d doublet 
at 14 53 and 12 80 eV and found strong peaks in the valence density of slates at 
4 90 and 0-80 eV below the Fermi level More recently the dielectric constants have 
been determined both for evaporated polycryslalhne films (Myers 1973) and single 
crystals (Castehjns et al 1975) Castelijns et al also presented a calculation of the 
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joint density of stales, based upon the local pseudopolential of Hollham and Priestley, 
which can be related to the imaginary part of the dielectric constant. Although the 
agreement is reasonable for energies up to 2 cV. it becomes rather poor for higher 
photon energies, as can be expected for a pseudopolential calculation adjusted to 
Fermi surface data only 
In the present paper we report a relativislic APW band calculation The muffin-tin 
potential was obtained by superposition of atomic Coulomb potentials associated 
with relativislic self-consistent Χα charge densities The exchange contribution was 
evaluated according to the Slater free electron equation: 
KXa(r)= -6*[Хг)/87г] 1 3 
where the electron density p(r) was computed in the same way as the Coulomb 
part of the crystal potential The density of states and o>2e2 spectra have been calcu­
lated using an exchange parameter α = §. In performing the Bnllouin zone inte­
grations we have employed the tetrahedron linear energy method (Lehman et al 
1970, Jepson and Anderson 1971) in which it is possible to include in a simple 
straightforward manner the linear variation of matrix elements inside a given tetra­
hedron (Glial and Bharatiya 1975). Optical dipole matrix elements, appearing in 
the expression for the imaginary part of the interband dielectric constant have been 
calculated using a full OPW expansion of the crystal wavefunctions (Ament and 
de Vroomcn 1975). 
Throughout this study we make whenever possible a critical comparison between 
experimental quantities and our calculated results obtained from crystal potentials 
in which cither the Slater value (т. = 1) or the Gaspar-Kohn-Sham value (a = 3) 
for the exchange coefficient has been used In the next section Fermi surface properties 
and density of states results are discussed and in §3 the are2 calculation is presented 
and compared with experiment. 
2. The electronic structure 
At temperatures below 503 К thallium has the hexagonal close packed crystal struc­
ture, with lattice parameters at 5-2 K.· a = 6-497 (au) and c/a = 1-593 (Barrett 1958). 
Compared with the ideal close packed structure the thallium lattice is pushed.together 
somewhat in the с direction. The distortion is however small enough to expect that 
the muffin-tin approximation to the crystal potential is appropriate. The radii of 
the muffin-tin spheres were chosen as half of the nearest-neighbour distance. Warping 
has been taken into account as described earlier (Ament and de Vroomen 1974), 
showing only small effects on the eigenvalues (less than 002eV) and confirming the 
applicability of the muffin-tin approximation. In table 1 we compare a representative 
set of extremal Fermi surface cross sections calculated from potentials with exchange 
parameters α = 3 and 1 both with the dHvA measurements of Ishizawa and Datars 
and the empirically adjusted pseudopotential calculation of Holtham and Priestley. 
The quantities shown arc the energy difference ΔΕ, = £ F — t", where £, is the energy 
at which the it h calculated cross section equals the corresponding experimental one 
It is seen that for 1 = 3 the energies E, are distributed in a range of width 
01 eV while for full Slater exchange, this width is larger by a factor of three, showing 
that Kohn Sham exchange is more suited to describe Fermi surface data A similar 
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Table 1. A comparison of experimental and calculated Fermi surface cross sections and 
cyclotron masses Δ£ is the difference (in eV) between the Fermi level and the energy 
at which the calculated cross section equals the experimental value 
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"Trom Ishizawa and Datars (1970) in units of 10 3(2π/«)2 
""from Holtham and Priestley (1971) 
"•'Shaw and Everett (1970) 
result was found previously in our work on metallic tin (1974) and solid mercury 
(to be published). Notice that our a = § results differ only slightly from those of 
Holtham and Priestley, who fitted four pseudopotential form factors and one spin-
orbit parameter to a set of six cross sections (instead of the 3>[1θΤθ] orbit they 
have included one extra orbit on the fifth zone dumbbell surface which makes their 
5th zone coincide closely with experiment). 
As is well known the hexagonal boundary plane ALH is degenerate in the single 
group representation; spin orbit interaction lifts this degeneracy except along the 
line AL. This splitting is reflected in the difference between the 4a and 3y orbits 
with field direction along [0001]. Our calculations show a rather large difference 
between £4 ( I and E3/ (0074 and 0051 eV for = 3 and 1 respectively), indicating 
that spin-orbit coupling is underestimated somewhat near the Fermi energy, es­
pecially for the I potential For both potentials the position of the 5d doublet was 
found close to the bottom of the sp band having approximately the correct splitting 
and for α = 1 also the position relative to E
r
 agrees rather well with experiment. 
The α = | calculation gives the d doublet at 2-6 eV above the experimental value 
(see figure 1). This dependence of the d electron states upon the details of the potential 
due to the strong repulsive centrifugal term is well known from work on transition 
and noble metals. In the simple metals however, whose electronic structure has been 
determined mostly by pseudopotential methods (which do not calculate the localized 
bound d states) this behaviour has not been noticed until recently: Juras et al (1972) 
have calculated for exchange parameters 3, | and 1, the electronic structure of zinc 
using the Green's function method and found the d bands at respectively 70, 8-5 
and 10-5 eV below the Fermi level. Concerning the Fermi surface they indicated 
that α = 1 fails to yield the correct topology and α = 5 agrees with RFSE measurements 
to within 2% (a = •§ is possibly in less good agreement with optical absorption at 
21 eV) Borghese and Denti (1971) have calculated the bandstructure of Zn and 
Cd for α = f and 1 along three symmetry lines with the APW method. The 3 value 
of the d position in Zn (68 eV) agrees rather well with that determined by Juras 
et al, in Cd the d bands are found near 8 eV. For α = 1 they fall to 20 eV (Zn) 
and 17 eV (Cd). The discrepancy with the K.KR result is probably due to the fact 
that Borghese and Denti have used in their α = 1 calculations atomic charge densities 
associated with Kohn-Sham exchange. Experimentally the position of the 3 and 4d 
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doublet is found at 9-78/10-43 in Zn and at 10-57/11-57 in Cd (McLachlan et al 
1974). showing clearly that in Zn, and possibly also in Cd, a value of я near one 
is the more appropriate to use in describing d states. 
Figure I. Bandstruclure of thallium along symmetry lines for exchange parameters ι = j 
(full curves) and 5 = I (dots) The position of the 5d doublet is indicated in the ГК 
section 
The same is true also in mercury for which Keeton and Loucks (1966) have 
calculated the electronic structure using the relativiste APW method with full Slater 
exchange included in the potential. They placed the 5d bands at 7-5 and 9-7 eV 
below £
r
 in good agreement with recent ultraviolet photoemission spectra obtained 
from liquid Hg (Morris et al 1973). In our comparative study of Hg using α = § 
the d bands arc shifted 2 eV up into the valence band 
In figure I the bandstructurc of Tl along the symmetry lines is displayed both for 
ι = \ and y. = 1. For ease of comparison the zero of energy has been chosen at 
the Fermi level. The differences between the two calculations are small, typically 
in the order οΓ01-Ό·2 eV, comparable with the uncertainty in the definition of the 
Fermi level for ι = 1, except in the first and second band near the MK.HL plane 
where differences up to 1 eV occur. The changes in the bandstruclure in going from 
one potential to another can be understood by looking at the logarithmic derivatives 
L, (£). It is reasonable to assume that states near EF will have predominantly p-like 
character, since TI has atomic configuration s2p, so that the Fermi surface is deter­
mined mainly by a particular value for the / = 1 logarithmic derivative, which for 
the two potentials considered, can be pictured one to another roughly by applying 
a rigid energy shift of I 3 eV (the singularity occurs far above £F). The bottom 
of the valence band is found in zcroth order at the energy for it holds that 
L0(£) = (rfv*s)(i - QJQJE 
where Я, is the radius and Ω, the volume of the muffin-tin sphere, Ω 0 is the 
volume of the Wigner-Seitz sphere, a result which follows directly from the 
1 χ 1 APW matrix at к = 0. For Tl it was found that this intercept also shifted 
approximately І-Зе . from which it follows that the total bandwidth should 
be rather independent of exchange. Changes in the s-like first and second bands 
must be due to the increasing difference between L0(E) for the two potentials towards 
the singularity a few eV above £F, combined with possible admixture of d-like charac-
ter, which clearly should have the largest effect. 
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Figure 2. Density of states and total number of states Peaks in the χ ray photoemission 
spectra have been indicated b\ arrows 
In figure 2 the density of states is shown together with the total number of slates 
function both calculated for ι = \ The value of the density of stales at the Fermi 
energy yields an effective thermal mass of 0-665 which then compared to the specific 
heat measurements (van der Hoeven and Keesom 1964) gives a mass enhancement 
factor /. = 0-70 in reasonable agreement with the experimental value 0-78 (Dynes 
1970) The calculated and experimental cyclotron masses also suggest a value of 
/. near 0-7. whereas from the work of Holtham and Priestley, who calculated cyclotron 
masses using energy independent pseudopotential form factors (see table 1). a value 
near 0-5 can be deduced. Two distinct peaks are present in the valence density of 
states near 4 and 1 eV below £ F referred to as the s and ρ peak. The positions 
of the peaks as observed in the χ ray photoemission experiments (Ley er al 1972) 
are also indicated In table 2 the critical points causing these peaks are tabulated 
and compared with the corresponding ones for the ι = 1 calculation (in so far as 
they are located al a symmetry point or line) It is clear from table 2 that the position 
of the ρ peak which is in rather good agreement with experiment will not alter 
much when using the stronger exchange potential The s peak however can shift 
0-6-0-7 eV towards lower energies thereby making the agreement with experiment 
considerably better. In the next section on the e2 spectra we will also find evidence 
that the second band should have lower energies in the MKHL plane than are 
calculated using Kohn-Sham exchange. 
3. The a>1f2 spectra 
In figure 3 we show the calculated interband a>2e2
u)
 (t". ω) spectra both for a polariza­
tion vector è pointing along and perpendicular to the hexagonal axis. Contributions 
of band pairs forming distinct structure in the spectra are shown separately. The 
heavy curves are the experimental spectra obtained at 80 К under ultra-high vacuum 
conditions (Castelijns et al 1975). As seen the overall agreement is rather good peak 
positions agree to within a few tenths of an eV. Strong anisotropy effects near 2-5 eV 
(as reflected in the experiment) are also apparent from these calculations. Peak 
68 
Table 2. The cnlicjl points which delermine the position of peaks in the valence density 
of slates and in ihc ω 2€2 spectra The critical point energies E0 are given in eV (and 
for one single band with respect to the Fermi energy) 
Position 
M 
L 
К 
ML 
MK 
H 
H K M L 
ГМ 
HK 
ГМ 
Г М К 
M 
H K M L 
Г М К 
ГМ 
TALM 
Г М К 
H K M L 
НКГА 
Г М К 
ГК 
ГМ 
TALM 
M 
ГМ 
Type 
м0 
M, 
M 0 
M, 
M, 
M 2 
M, 
M, 
M 3 
M, 
M 2 
M 2 
M, 
M, 
M 2 
M 2 
M, 
M, 
M, 
M, 
M, 
M„ 
M, 
M 2 
M , 
Eoli) 
-461 
- 4 50 
- 4 42 
- 4 1 9 
- 4 IS 
- 3 84 
- 1 14 
- 1 0 2 
-096 
-0-81 
-078 
- 0 6 2 
1 28 
140 
163 
2 10 
2 65 
2 54 
251 
391 
3 59 
3 74 
4 50 
4 76 
5 43 
E„(l) 
- 4 9 0 
- 5 1 4 
- 4 9 2 
- 4 7 
- 4 6 
-453 
- 1 0 
- 0 7 6 
-0-64 
-
-0-83 
— 
17 
— 
— 
— 
43 
43 
— 
509 
5 85 
heights cannot be compared so easily, firstly because one might expect a large thermal 
broadening in the experimental spectra due to a rather low Debye temperature 
(0D = 78 K) and secondly because of the inherent short-comings of the oscillator 
strengths as calculated in the single-particle direct-transition model. Lifetime effects 
have been simulated by applying Lorentzian smoothing to the calculations. 
The peaks in the spectra will now be discussed separately. First we consider 
the 3-4 peak located between 1 and 2 eV. As both the third zone hole surface 
and the fourth zone electron surface are situated in the hexagonal boundary plane 
ALH, contributions to this peak can only originate from regions in the Bnllouin 
zone near the basal plane ГМК. The peak has essentially a doublet structure and 
is built up from contributions near four critical points (CP) (see table 2.) The main 
anisotropy occurs for transitions in the TALM plane close to the hole surface which 
are responsible for the peak at the high energy end of the doublet, present in the 
experimental perpendicular polarization curve only as a shoulder. This peak vanishes 
almost completely for ê//c in accordance with experiment. The energetic position 
of the 3-4 peak is correct only for è le As however for both polarizations the 
same CP'S are involved it is to be assumed that the relative amplitude of the matrix 
Лш lev) 
Figure 3. Experimental (A) and calculated (Β) ω2«, spcclrd for (a) perpendicular and 
(r>) parallel polan/jlion reldlive lo the hexagonal axis C. curve В minus 1-5 contributions, 
D. curve С minus 1 4 contributions, E, curve D minus 2-5 contributions and F, curve 
E minus 2 -4 contributions 
element at these CP'S is incorrect for ê//c. The influence of choosing full Slater 
exchange is expected to be small as can be seen from table 2 and figure 1. The 
3-5 peak is produced by excitations near three CP'S all having M, symmetry, two 
of which, making up the peak for ê//c, are situated close to the line MK in the planes 
ГМК and MKHL. The third lies in the ГАНК symmetry plane. The energetic pos­
ition as well as the anisotropy is in good agreement with experiment. Comparison 
with the я = 1 bandstructure is now hampered by the fact that the transitions occur 
at regions in the Brillouin zone with low symmetry. From figure 1 it can be deduced 
by comparing energy differences along MK, that the еЦс peak possibly shifts one 
or two tenths of an eV to higher energies Near the ultraviolet region the spectra 
are dominated by transitions from the second to the fourth and fifth band both 
in and near the ГМК plane close to MK. Two differences are to be noticed: firstly 
the beginning of structure is calculated at an energy approximately 025 eV lower 
than the experimental onset and secondly the upward bending of the experimental 
curve for ê l с is not present in our calculations. This last aspect could be a conse­
quence of thermal broadening (at room temperature also the ê//c curve bends 
upwards near 5 eV). The first feature is another indication that the calculated second 
band energies are too high for я = | . As both the end of the 2-4 and onset of 
the 2-5 structure originate from transitions near the point M in the Brillouin zone 
the lowering of the 2nd band cannot fill up the dip in our calculations for ê ± с 
Lowering of the fifth band would imply an equal shift of the third and fourth band 
in order to maintain the positions of the 3-4 and 3- 5 peaks which in tum could 
change the Fermi surface drastically. From table 2 it is clear that in using full Slater 
exchange the 2-4 and 2-5 structures will move to higher energies. The increase in 
ω
2
€2 might occur in this case at a higher energy than is observed experimentally 
4. Conclusions 
We have investigated the usefulness of Χα exchange potentials in describing the electronic 
and optical properties of Tl. Because of the close-packed structure non-muffin-tin 
corrections to the potential are presumably small and will not affect the electron 
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energy dispersion Discrepancies between calculations and experiments should there­
fore be imputed to the non self-consistency of the crystal charge density, to the approxi­
mation for the exchange interaction and to the fact that correlation effects have 
not been included It is shown that these effects are of minor importance for s and 
ρ states 
Fermi surface properties were found to be in excellent agreement with experiments 
when using Kohn Sham exchange in the potential In the calculation with full Slater 
exchange the uncertainty in defining the Fermi level, with respect to the dHvA exper­
iments becomes worse by a factor of three compared to я = | and is of the order 
of 0 14)2 eV a result which was previously found for Hg and metallic Sn The 
position of the d bands however is in much better accordance with XPS values if 
•x = 1 is used 
Optical spectra are well described in the ι = \ case and peaks can be identified 
unambigously which gives the possibility of indicating the peak positions for α = 1 
We have found that the influence of exchange upon the spectra is small when states 
near £ F are involved It is doubtful whether α = 1 yields an improvement in these 
cases For excitations from the second band the influence is considerable (possibly 
due to d-hke character) It is indicated that for these states a stronger exchange 
is more appropriate 
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4.2 Addendum 
In recent years a number of optical experiments on tin and thallium 
have been reported, generally in good agreement with the calculations 
of chapter 3 and section 4.1. In some cases evidence was found that the 
assignment of certain discrepancies between our calculations and the 
earlier experiments, to specific short-comings of the bandstructure 
was made correctly. 
We first mention the vacuum ultraviolet photoemission experiments 
of Castellans et al. on tin and thallium. They have extended our band-
structures up to approximately 12 eV above the Fermi-level and calcu-
lated the photoemission spectra, both according to the direct (k-con-
serving) and to non-direct transition model. In Sn the agreement between 
theory and experiment was found to be very satisfactory. The models 
both explained the main features of the spectra, though certain details 
were present only when using the direct model. The photoemission spectra 
of Tl are highly dominated by the strong s and ρ peaks in the valence 
band density of states. The experiments once more indicated that the 
s peak should be located some 0.6 eV further below the Fermi energy. 
We recall that the pertinent energy levels are greatly affected by 
varying the exchange part of the one electron potential. This led us to 
a suppose that an amount of d character might have been mixed into the 
s bands of thallium. 
More recently a study has been reported of the optical properties 
of a number of compounds with NiAs structure, using X-ray photoelectron 
spectroscopy (Van Attekum and Trooster 1979). As part of their work the 
alloy AuSn and its constituents has been investigated. The measured 
valence band density of states of the element Sn shows excellent agree­
ment with our calculated density of states. 
Finally we mention the optical experiments on white tin films in 
the energy range 2-15 eV of Jézéquel et al. (1977), using the normal 
incidence reflectance technique. The optical constants were determined 
from the measurements via Kramers-Kronig analysis of the data. They 
2 
clearly found a dip in the ω ε spectrum near 5 eV, not present in the 
earlier experiments of Schwarz (1971). This dip is also seen in the 
calculated spectrum for perpendicular polarization and originates from 
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the spin-orbit induced splitting of the third and fourth band in Γ. 
As in our work on tin also Jézéquel et al. concluded that this split-
ting is underestimated in the bandstructure calculations (approxima-
tely 0.3 eV). We note further that it is not likely that the density 
of states will change very much by an enlarged gap at Γ between the 
bands 3 and 4. 
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CHAPTER 5 
FERMI SURFACE AND BANDSTRUCTURE FOR ZINC, CADMIUM AND MERCURY 
In this chapter we continue our study regarding the merits of 
the independent particle model, and in particular of the exchange-
correlation potentials as provided by the Xu local density approach, 
for calculating electronic and optical properties of the free elec-
10. 2 
tron metals. We consider here the isoelectric metals Zn(3d 4s ), 
Cd(4d 5s ) and Hg(5d 6s ), all having their highest occupied d-
levels situated close to the bottom of the valence band, just as 
is the case with the 5d levels in Tl. 
Due to the strong centrifugal term in the Hamiltoman for d-
electrons, which cancels the one electron potential in the outer 
part of the atom to a large extend, the details of the effective 
potential in this binding regime, and thus the position of the d-
levels with respect to the sp valence band, depend sensitivily upon 
the particular one-electron potentials used in the calculation. 
For this reason these metals provide a simple way of studying the 
influence of various potentials not only upon a calculation of the 
Fermi surface and low-lying optical transitions in the sp valence 
band, but also regarding excitations from the narrow, highly loca­
lized d-states. As pointed out in section 2.1 these two parts of the 
calculation require different Χα exchange-correlation potentials. 
A feature which is confirmed by all calculations. The bandstructure 
and Fermi surface for the three metals have been calculated using 
exchange parameters a=2/3 and a=l. The results are presented in the 
following and compared to the existing experimental data. 
Both Zn and Cd form a hexagonal-close-packed crystal with a (c/a)-
ratio of respectivily 1.8280 and 1.8616. In comparison to the ideal 
closest packed structure both the Zn and Cd crystal are stretched 
out along the hexagonal axis. Their Fermi surfaces are depicted in 
fig. 5.1 and show the close resemblance of the two metals. The first 
zone is filled except near H, where small hole surfaces are formed 
("caps"). In the second zone an open hole surface is formed ("mon­
ster") . In Zn it is multiply connected both across the hexagonal 
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Fig. 5.1 The Fermi surface of Zn (upper figure) and Cd (lower figure), 
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zone boundary and the Al M face. This last connection is broken in 
Cd. Finally there are the third zone electron lenses around Γ and 
in Zn the third zone needles in K. In contrary to the predictions 
of the free electron model the third and fourth zone electron pie­
ces centered around L (the so-called "butterflies" and "stars") are 
not observed experimentally. In order to yield the correct Fermi 
surface topology, the Fermi energy must be positioned below the 
degenerate third and fourth energy level at L. In Zn above the 
third level at К (in Cd below) and below the maximum in the second 
band along M (in Cd above it). The calculations clearly demonstra­
ted that this was possible only in using the a=2/3 exchange. In 
fig. 5.2 the bandstructures of the two metals are displayed both 
for a=2/3 and a=l. The results are very similar and the differences 
between the calculations using a=2/3 and a=l are in general very 
small except in the MKHL-faces. We note that this was also found in 
the calculations on Tl. As expected the position of the d-bands, 
relative to the sp bands and their width depend much more critically 
upon the potential. The top of the d-bands shifts approximately 
4eV, while the width decreases by almost a factor of two in going 
from the weaker to the stronger exchange. Experimentally the dimen­
sions of the Fermi surface are very accurately known from size effect 
measurements (Jones et al. 1968 and Steenhaut and Goodrich 1970). 
The Fermi surface calipers, as calculated using a=2/3 are in very 
good agreement with these experiments. A variety of optical experi­
ments has been performed both on Zn and Cd. The most striking fea­
ture is the strong temperature dependence of the optical spectra. 
The experimental data obtained at liquid helium temperatures will 
therefor be used to compare with the bandstructure calculation 
(Bartlett et al. 1971 and Weaver et al. 1972). Although we have not 
calculated the optical spectra a comparison is made possibly through 
the calculations of Kasowski (1969) who used a nonlocal empirical 
pseudopotential approach (Stark and Falicov 1967) to obtain the 
optical spectra and to locate the regions in the Brillouin zone, 
responsable for peaks in the spectra. The optical conductivity ε./λ 
of Zn exhibits a broad double peak, extending from 1.5 to 2.5 eV, 
with maxima near 1.7 and 2.1 eV. This structure is present both in 
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Fig. 5.2 The energy bandstructure of zinc and cadmium. The full 
lines have been obtained using a=2/3 and the dots using a=l in the 
Xa exchange-correlation potential. The position of the d bands is 
indicated along ΓΚ together with the values as obtained from expe­
rimental X-ray photoemission spectra (XPS) 
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the parallel and perpendicular polarization spectrum and is, accor­
ding to Kasowski due to excitations from the first and second band 
to the third and fourth band near the LH axis. Kasowski found a 
double peak at photon energies approximately 0.7 eV above the ex­
perimental observed position. The energy separation between the 
relevant levels at L is in the calculation of Stark and Falicov 
3.0 eV and in our calculations 2.2 eV (a=2/3) and 1.4 eV (a=l). 
Recently Hunderi and Nilson (1978) have calculated the optical con­
ductivity using an empirical pseudopotential simular to Stark and 
Falicov but optimized their fit with optical data. They calculated 
an energy separation at L near 2.1 eV and found good agreement 
with experiment. For parallel polarization a peak near 0.9 eV is 
measured, attributed to transitions between the second and third 
band along Гм and Гк. For perpendicular polarization a peak is ob­
served near 0.15 eV, due to transitions near K. These low energy 
excitations are probably equally well described in using cx=2/3 or 
1 as in the Stark-Falicov model. 
In Cd the same regions of the Brillouin zone contribute to the 
optical spectra. The energy separation at L is smaller than the 
corresponding splitting in Zn, while along Гм and Гк the separation 
between the second and third band is larger. This results in a 
single peak near 1.4 eV for parallel polarization and near 1.2 eV 
for perpendicular. Again the a=2/3 calculation seems to be in bet­
ter agreement with this observation, especially as the gap in L for 
the case a=l is far too small to contribute to the 1.4 eV peak. 
From this discussion it is clear that both in Zn and Cd the Gaspar-
Kohn-Sham potential yields one electron eigenvalues which may well 
be used to calculate optical excitations, at least within a few eV 
around the Fermi energy. The position of the d-levels however is 
much better calculated using full Slater exchange as can also be 
seen in fig. 5.2. A discussion of this last aspect is deferred to 
the end of this chapter. Concerning the valence-band density of 
states some general remarks can be made. Comparing the bandstructure 
of both Zn and Cd to the one of Tl, it is seen that the gross fea­
tures of the first and second bands are maintained. In Tl the flat 
bands in the (1010)-plane produce a strong peak in the density of 
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states near 4 eV below the Fermi energy. Due to the much weaker 
spin-orbit coupling in Zn and Cd the first and second bands are 
raised along HK with respect to those in L and M. Nevertheless peaks, 
though less prominent as in Tl are expected in the density of states 
near 2 eV below the Fermi level. In the calculation of Hunden and 
Nilsson this peak in the density of states of Zn is indeed found. 
Unfortunately this peak is not detected experimentally in the X-ray 
photoemission spectrum of Zn (Ley et al. 1973). In Cd, however there 
is some evidence of a broad peak near 2.2 eV (Pollak et al. 1972), 
in good agreement with our bandstructure. For a detailed comparison 
of the two potentials with the experimental result a calculation of 
the density of states is necessary. 
For mercury the same general conclusion may be drawn as for the 
other free electron metals. Mercury has a rhombohedral (or trigonal) 
crystal structure with one atom in the primitive cell. The unit 
translation vectors of the direct lattice have a length of 5.643 
atomic units and are inclined to each other at an angle of 70 44.6' 
at 5 K. The Fermi surface is shown in fig. 5.3. It consists of a 
multiply connected first zone hole surface with openings in the Τ 
and X faces and second zone electron lenses in the L planes. The 
details of the first zone surface are very sensitive to changes in 
the one-electron potential. In order to obtain the correct topology, 
the Fermi energy must be positioned above the first energy level at 
Τ and X, but below the maximum in the first band along XK. Especially 
along this line the energy band structure depends critically upon 
the choosen potential. As the calipers of the Fermi surface of Hg 
are less accurately known than the cross-sectional areas, the quality 
of the potentials is deduced from the areas. For a number of orbits 
(see fig. 5.3) we have calculated the energy E at which the cross-
opt 
sectional area equals the experimental one. In table 5.1 the diffe­
rences between these energies and their averaged value are given. 
If full Slater exchange is used no optimum energy can be found for 
which the 8, τ and τ' areas equal the experimental value. Even for 
very small values of the neck radius in Τ the τ and τ ' areas are 
still markedly too small. The 8-neck is also too small over the 
whole range of existence. In using a=2/3 good agreement between 
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X к 
Fig. 5.3 The Fermi surface of mercury. Cyclotron orbits are indicated 
by Greek symbols. 
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Table 5.1 Cross-sectional areas and cyclotron masses for various 
orbits in mercury 
orbit 
α (ITO) 
α(111) 
e 
τ 
τ' 
η 
T-neck 
s
 (a) 
exp 
0.0699 
0.0815 
0.00159 
0.0338 
0.0444 
0.0472 
0.0420(Ь) 
0.0333ÍC) 
ΔΕ(2/3)(<3) 
0.034 
0.029 
-0.002 
-0.054 
-0.027 
0.022 
(0.0235) 
ΔΕ(1)(<3) 
0.17 
0.13 
(0.00005) 
(0.0269) 
(0.0271) 
0.42 
(0.00032) 
ι \ ( e ) m (exp) 
с 
0.63 
-
0.157(f) 
0.72 
0.69 
-
— 
m (2/3) 
с 
0.270 
0.306 
-0.071 
-0.250 
-0.318 
-0.887 
0.423 
m (1) 
с 
0.292 
0.331 
-0.041 
-0.238 
-0.242 
-0.986 
0.538 
(a) Poulsen et al. (1971) 
(b) Poulsen doubts this interpretation 
(c) From A PW fit (Devillers and De Vroomen (1974)) 
(d) AE=E -E . in eV. For a-1 the averaged optimum energy is 
choosen in such a way that the Fermi surface exhibits the cor­
rect topology. A higher value is however more appropriate for 
the a and η orbit, but the openings at Τ and X are then no 
longer present. Figures in parentheses are areas calculated at 
E~ . 
opt 
(e) Dixon and Datars (1968) 
(f) Elliott et al. (1978) 
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theory and experiment is obtained. The spread in the Fermi energy 
is of the order of a few hundredth of an eV. The calculated and 
experimental cyclotron masses, as far as they are available, are 
also given and show the strong electron-phonon interaction in Hg 
(λ=1.2-1.9). Because of the lack of joint density of states calcu­
lations no reliable comparison is possible between the bandstructures 
and optical experiments in the low energy regime. The position of the 
d-bands can again be compared to experimental results. In solid mer­
cury these are found to be at 9.θ and 7.8 eV below the Fermi energy 
(Svensson et al. 1976). In fig. 5.4 the energy bands are shown along 
the line Гь as calculated from the two potentials. In the a=2/3 cal­
culation the d-bands are positioned at 5.5 and 8 eV, while in the 
a=l case they shift roughly 2 eV towards the bottom of the valence 
band and come out at approximately the experimental values, once 
more indicating the adequacy of full Slater exchange for calculating 
the d-bands. 
In table 5.2 a number of experimental one-electron binding 
energies in Zn, Cd and Hg atoms are compared to values obtained 
from self-consistent atomic calculations. As stated before the Har-
tree-Fock eigenvalues are equivalent to binding energies, provided 
relaxation effects are ignorable. For the outer electrons this is 
probably the case, but for the inner ones certainly not. The obser­
ved strong deviations in the deep core levels may be reduced to some 
extend taking relaxation into account, though other effects such as 
quantum electrodynamic effects (Lamb shift) are also of importance. 
The discrepancies in the outer levels are probably mainly due to 
electron correlation. From the table it is seen that the eigenvalues 
of the a=l calculation are good approximations to the binding ener­
gies, especially for the outer levels, much better than the a=2/3 
and even the Hartree Fock eigenvalues. The spin-orbit splitting of 
the p, d and f levels is however in most cases better calculated in 
using a=2/3. Obviously, the higher order partial derivatives terms 
in the ionization energies in eq. (2.16) are much smaller for the 
outer levels when using a=l instead of a=2/3. From the Xa results 
(also a a=5/6 calculation was performed, but is not shown in the 
table) a more or less linear dependence of the eigenvalues upon 
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Table 5.2 electron binding energies in Zn, Cd and ilg (atomic units) 
exp. atomic 
binding energies 
c„(exp)-ε (theory) 
element shell (a) (b) HF (c) ct=l a=2/3 
Δε ΡΤΞ 
"В 
(d) 
Hg Is 1/2 
2s 1/2 
Ρ 1/2 
3/2 
3s 1/2 
Ρ 1/2 
3/2 
d 3/2 
5/2 
4s 1/2 
Ρ 1/2 
3/2 
d 3/2 
5/2 
f 5/2 
7/2 
5s 1/2 
Ρ 1/2 
3/2 
d 3/2 
5/2 
3054.19 
545.51 
522.34 
451.60 
131.06 
120.65 
104.80 
87.81 
84.50 
29.58 
25.04 
21.15 
14.07 
13.39 
3.93 
3.79 
4.59 
3.12 
2.28 
0.614 
0.545 
29, 
25, 
21, 
14, 
13, 
4. 
3, 
4, 
3, 
2, 
0, 
0, 
.75 
.26 
.46 
.16 
.45 
.0842 
.9346 
.92 
.32 
.63 
.6149 
.5480 
-21.96 -10.90 4.35 
5.03 
4.52 
3.54 
2.12 
1.99 
1.74 
1.62 
1.52 
0.92 
0.87 
0.73 
0.64 
0.60 
0.385 
0.373 
0.19 
0.22 
0.21 
0.035 
0.027 
0.35 
- 1 .54 
0.08 
0.99 
0.30 
0.55 
- 0.20 
- 0.04 
0.78 
0.50 
0.62 
0.26 
0.28 
- 0.081 
- 0.067 
0.29 
0.11 
0.12 
0.028 
0.037 
5.46 
4.11 
4.88 
2.94 
2.36 
2.35 
1.67 
1.76 
1.61 
1.11 
1.37 
0.96 
0.96 
0.472 
0.477 
0.57 
0.37 
0.36 
0.202 
0.202 
0.070 
0.070 
0.088 
0.088 
0.081 
0.096 
0.099 
_ 
0.066 
0.081 
0.088 
0.096 
Zn 
Cd 
6s 1/2 
3d 3/2 
5/2 
4d 3/2 
3/2 
0.384 
0.631 
0.643 
0.672 
0.646 
0.3833 0.055 0.031 
0.017 
0.032 
0.021 
0.024 
0.099 
0.236 
0.250 
0.218 
0.218 
-
0.124 
0.136 
0.103 
0.115 
(a) From Bearden and Burr (1967 and Moore (1949, 1958) 
(b) Svensson et al. (1976) 
(a) Hartree-Foak calculation of Coulthard (1967) 
(d) Hg: Svensson et al. (1976), Zn and Cd: McLachlan et al. (1974) 
84 
the exchange parameter may be inferred. The rate of change, being 
almost constant within a given nl-subshell, increases strongly in 
going towards the inner core levels. The Slater value for the ex­
change parameter actually represents a very reasonable optimum 
value when considering all levels simultaneously. An even better 
approximation to the atomic binding energies may be found from a 
calculation of the transition state eigenvalues (Slater 1972), by 
which relaxation effects are accounted for to a certain extend. 
Our main concern is however the calculation of binding energies 
of electrons in atoms embedded in a crystal. For this aim it suf­
fices to note that the eigenvalues of the Slater potential are 
really quite good approximations to the atomic binding energies. 
In comparing the experimental binding energies in the solid to the 
atomic ones the former have to be referred to the vacuum level by 
adding the work function to the energies referred to the Fermi 
PTS 
energy. The residual discrepancies Δε , shown in the last column 
В 
of table 5.2 are called the phase transition energy shifts and 
are of the order of 3 eV. The origin of these shifts may be found 
in large part in the extra-atomic relaxation, due to polarization 
of the electrons in atoms near to the atom in which the excitation 
takes place. The phase transition shifts for all shells, including 
the outer most d-levels are all of the same magnitude, indicating 
that excitations from these d states are well described in an ato­
mic-like model. It is then not surprizing that, also in the solid 
the d-bands are well calculated in the Χα scheme using a=l. As 
stated in section 2.1 this is rather different from the situation 
encountered in transitions from the broad sp-valence band, which 
involve excitations of itinerant electrons. The calculation of the 
excitation spectra of suchlike electrons is best done in using 
an optimized value for the exchange parameter. For the heavier 
elements this means that α is to be choosen close to 2/3. 
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CHAPTER 6 
THE PIPPARD-MODEL WITH SPIN-ORBIT COUPLING FOR ELECTRONS IN A MAGNETIC 
riELD 
In this section we consider a simple model of a metal in a mag­
netic field, originally proposed by Pippard (1962). The periodic 
variation of the crystal potential is retained only in one direction, 
which enables to calculate all properties of the system numerically. 
The model is not a too crude approximation of a real metal, in that 
many phenomena occurring in crystals are also present within the 
limitations imposed by the model. In fact there are situations in 
real metals where a one-dimensional crystal-potential is appropriate. 
For instance if the Fermi sphere cuts a Brillouin zone boundary far 
away from other boundaries then it is often possible to calculate 
the energy levels near to this plane in terms of a pseudopotential 
having only one Fourier component. It is to these regions of the 
Brillouin zone where to the results of the one dimensional model 
seem to be transferable. 
Pippard (1969) considered the case of a sinusoidal lattice poten­
tial in the X-direction, with a magnetic field in the Z-direction. 
The motion of electrons parallel to the field is not influenced and 
may be separated out of the problem. As the spin-orb^t term is pro­
portional to the gradient of the lattice potential, the electrostatic 
and spin-orbit terms are in phase quadrature and add up to an effec­
tive potential, which remains sinusoidal, but is shifted in phase 
with respect to the lattice potential. The phase shifts for the two 
spin directions are equal but of opposite sign and its magnitude de­
pends upon the relative strength of the spin-orbit interaction with 
respect to the electrostatic interaction. Considering an extreme 
situation, where spin-orbit coupling completely dominates the elec­
trostatic interaction, Pippard argumented that the phase path around 
an orbit differs for the two spin directions by an amount of π for 
each Bragg-reflection. Then, using the fact that a shift of 2π corres­
ponds to the orbital splitting of successive Landau levels, it is 
found that the maximum g-shift due to spin-orbit coupling equals 
ΘΘ 
Nm /m , where Ν is the number of Bragg-reflections involved in the 
о с 
orbit. For an orbit with two reflections this implies that the spin 
splitting equals the orbital splitting, or S=l (eq. (1.2)), provided 
the intrinsic contribution to g is ignorable (small masses). Just as 
for free electrons, parallel and anti-parallel spin levels coincide, 
except the lowest one, which is occupied only by parallel spins. For 
the de Haas-van Alphen effect this means that the successive harmo­
nic terms have alternating signs. 
In the following we consider this model from a pure quantum-
mechanical point of view. Contrary to Pippard we find in the case 
that only spin-orbit coupling is effective, that every parallel spin 
level coincides with an antiparallel one. The densities of states 
for the two spinsystems are completely identical, which means that 
the spin factor in the de Haas-van Alphen amplitude equals one for 
each harmonic term (S=0). 
To be specific, the lattice potential is choosen as: 
V(x) = V sin(2ir/a)x (6.1) 
о 
Following Pippard, the hamiltonian for the zero field situation is 
written as: 
H = ρ /2m +ν(χ)+λσ {cos (2тг/а) x}p (6.2) 
ο Ζ у 
The last term in (6.2) represents the spin-orbit interaction. The 
quantity λ is a phenomenological spin-orbit strength parameter, which 
has been introduced in order to do model calculations for an arbitrary 
ratio of spin-orbit and electrostatic interaction. Using plane waves 
as basis functions the zero field energy band structure can be calcu­
lated from the secular equation : 
DET||{(k +n) 2 + κ2-ε}δ +Ч(+\к -lV )δ
η
 . 1
 ' χ у nm - у о nm-l 
+>2(+λκ +iV )& _ I I = 0 (6.3) 
- у o nm+1'' 
In (6.3) all quantities are expressed in the crystal unit system: 
2 2 
energies in (b. /2m ) (2тг/а) and reciprocal vectors in (2ir/a) . It 
89 
1.0 
0.8 
0.6 -
0.4 -
0.2 
0.0 
(0,1 ) 0,0) (1/2,0) 
(k
x
,k
x
) 
- 1500 
- 1000 
-500 
(1/2,1 ) 
ε2 
-о к
ч 
fig. 6.1 Lattice with one dimensional periodicity. The upper part 
shows the energy bandstruoture for the aase that only spin-orbit 
coupling is effective. The first and second band along (h,k ) , dége-
lé 
nerate гп the free electron model, are shifted in horizontal direc­
tion with respect to each other. The degeneracy at the point (4,0) 
is not lifted. Under the influence of an electrostatic interaction 
the bands will split in vertical direction, introducing a gap at 
(4,0). Energy is expressed in units of (h /2т)(2т\/а) (left scale) 
and hm (right scale). 
In the lower part a number of contours of constant energy is 
sketched (ε,<% and ε„>%>). The topology io independent of the 
specific interaction. 
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should be noted that the X's in (6.2) and (6.3) differ from each 
other by a trivial factor. Though in this chapter only calculations 
are reported for the extreme spin-orbit coupling case (VQ=0) we have 
retained in all equations the more general form, including the elec­
trostatic term. 
In fig. 6.1 the energy bands are shown for the case λ=^. Also 
two sets of constant energy contours are sketched, corresponding to 
energies somewhat below and above h, the value for which the free 
electron contour touches the Brillouin zone boundary. For t>h two 
distinct types of orbits are present, one is a closed, lensshaped 
orbit and the other is open in the к -direction. If the energy gap 
between the orbits is small an electron may tunnel from one orbit to 
the other, giving rise to extra de Haas-van Alphen oscillations 
(magnetic breakdown). The breakdown probability decreases exponen­
tially with the gap energy. For energies smaller than k only rather 
free-electron-like circular orbits are possible. 
A magnetic field is introduced along the standard ways: repla-
- • - > • - • •+ ->-
cing in the hamiltonian ρ by p+(e/c)A and adding μ σ.Η. As this last 
В 
term exhibits no spatial dependence (we consider only homogeneous 
fields) it will be ignored for the moment. It should be remembered 
that the Zeeman term shifts the energy level structures of the two spin 
systems by amounts of +M
n
H. The vector potential A is choosen in the 
linear Landau gauge and may be written, for fields parallel to the 
Z-axis as A=(0,xH,0), As the hamiltonian is diagonal in spin it is 
possible to choose pure spin up and down wave functions and moreover 
to separate the variables χ and у in the Schrödinger equation by the 
Ansatz : 
ik у 
ψ
+
 = f
+
(x)e Υ (6.4) 
Expressing the energies in the, for this problem natural unit η
ω
 , 
0 , C 
where ω = eH/(m с) is the cyclotron frequency for free electrons the 
equation for f (χ) becomes 
,2 
[-ij -2- +4Ç +V sin(aÇ-<)+15aXÇcos(aÇ-<)-e+] f+(Ç) = 0 (6.5) 
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where we have used the dimensionless variable ξ = {2π (х/а)+к }/α with 
2 2 2 
а =(2тт/а) (hc/еН) and κ=α к , where as before к is in units of (2тт/а) 
In the case that V and λ are both zero the solutions of (6.5) are 
о 
the well known harmonic oscillator eigenfunctions with eigenvalue 
ε=Ν+^ and N=0, 1, 2, which is equal to the number of zeroes in 
the corresponding eigenfunction. Also the bounded solutions of (6.5) 
-in the sense of square integrable- can be labelled by their number 
of nodes: the N-th eigenfunction, ordered according to increasing 
eigenvalue has (N-l) nodes, between each of which the following eigen-
function has just one node. 
There is furthermore an implicit dependence of the eigenvalue 
spectrum upon the quantity κ. In general the levels are not degenerate 
with respect to <, which causes the magnetic broadening of the Landau 
spectrum. The energy structure of (6.5) exhibits a periodicity of 2^ 
in κ. It is easy to show that the spectrum is symmetric around κ=+ττ/2, 
so that the fundamental interval equals τ : suppose that f (ξ,κ) is the 
N 
eigenfunction for a particular value of <, having N nodes and eigen­
value ε„(κ), it then follows from (6.5) that f„(-ξ,+π-κ) is also an 
Ν Ν -
eigenfunction, with the same eigenvalue and the same number of nodes. 
For the energy derivative with respect to к it is possible to 
deduce the expression: 
de » , -
 2 
-Г-^ = -
 л
 ƒ οθ8(ας-κ)ι„(ς,κ)<ΐξ+Ίαλ f Çsin(aÇ-K) f(C,<)dÇ (6.6) dK 0 N - _a N 
From eq. (6.5) it can be seen that at the points κ=+π/2 the hamilto-
nian is symmetric in Ç. From this it follows that the eigenfunctions 
are either symmetric or antisymmetric, then using (6.6) it is found 
that at <= +π/2 always holds de/dic=0. The density of states then must 
contain some structure at the corresponding energies, even in the case 
of the open orbit spectrum. As αε/άκ is related to the averaged velo­
city in the y-direction, the states at κ=+ιτ/2 having no net velocity 
in the open orbit direction probably correspond to breakdown orbits. 
Our calculations have indicated that in the case, which has been con­
sidered (V=0, X=h) the effect of the zero energy derivative is only 
important very near to the quantum limit. With increasing energy the 
derivatives approache more and more a constant value over the entire 
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к range, though at κ=+τι/2 o n e must always have dc/dK=0. As in the 
case λ?*0 the energy gap also increases with increasing energy (see 
fig. 6.1) this is an other indication for a correspondence between 
the stationary states at κ=+π/2 and breakdown orbits. 
Finally we note that in the dominant spin-orbit coupling regime 
(V--O) the densities of states for the two spin systems exactly 
coincide (see eq. (6.5)) the energy level spectrum at a particular 
value of к for one spin direction is precisely the same as the spec­
trum for the other spin at к+тт. For the de Haas-van Alphen effect 
this means that the spin factor becomes unity for each harmonic term. 
So it seems that Pippards analysis of this problem is somewhere in 
error. It was however not possible to trace this disagreement back 
to a particular point in the heuristic argumentation of Pippard. 
Before presenting the results of the model calculations we will 
first discuss some aspects of the methods used for solving eq. (6.5) 
numerically. All calculations have been performed using for α the 
value 20n. From the definition of α one sees that one flux quantum 
hc/e equals 200" times the flux across a unit cell. According to 
Onsager the flux across cyclotron orbits is quantized in units of 
(hc/e) which means that the cross-sectional area is quantized in units 
of 200π times the unit eel area. For a circular orbit with quantum 
number N=100 one finds a radius of approximately 140 lattice distances, 
which seems to be reasonable. Trom the definition of ξ it is seen that 
the corresponding wavefunction f(ζ) must have non zero amplitude in 
the interval ξ<14 (see fig. 6.4). A consequence of this choise for 
α is that the ratio (h /2m„) (2тг/а) /ηω is of the order of 2000, which 
U с 
means that at energies for which both open and closed orbits exist, 
the quantum members are of the order of 500 and the wavefunctions f 
contain already over 500 nodes, all of which occur in the region be­
tween the classical turning points, roughly equal to /2Ñ+T. As beyond 
these points the second derivative of the wavefunction has the same 
sign as the function itself, the bounded solution can not have nodes 
in these regions. Accordingly the number of grid points, upon which 
the numerical integration of the differential equation is performed 
has to be taken very large: of the order of 7500 in the positive inter-
val, guaranteeing some 30 grid points between two successive zeroes 
93 
in the wave function. This seems to be enough for an accurate calcu­
lation. An actual calculation using two times as much grid points 
indeed did not show any significant changes. In each of the grid 
points a solution for a particular number of nodes N is calculated, 
using a predictor-corrector self consistent scheme (see for instance 
Hildebrand). 
For the special values κ=+π/2 the values of the wavefunction and 
its derivative in the origin are known, because the function is symme­
tric (N even) or antisymmetric (N odd). In the next seven points 
the function was obtained using the Runge-Kutta method. As the accu­
racy of the solution is determined in part by the accuracy of these 
initial values a self-consistent procedure was developed to improve 
the initial (Runge-Kutta) values. We have used Newtons forward-diffe­
rence formula (see Hildebrand, ρ 138) to express function values in 
derivatives. Self-consistency is obtainable using both the differen­
tial equation and the Newton formula. The integration of the Schrö-
dinger equation was performed using the Milne predictor-corrector 
scheme for eight grid points. Self consistency in both procedures was 
achieved after a few iterations. 
In calculating the eigenfunction from the origin up to the classi-
cal turning point the number of nodes N is counted. If it is larger 
than Ν , the value of ε provides an upper bound on the eigenvalue and 
the integration is repeated for a smaller value of ε untili N=N in 
which case the integration is extended in the region beyond the clas­
sical turning point. Depending on whether the solution changes sign 
or becomes larger in absolute value a new upper or a lower bound is 
reached. As soon as the eigenvalue is bounded from below and above an 
iteration process is set in based on successive halving of the inter­
val and terminates if some convergency criterium is satisfied. The 
behaviour of the solution depends critically upon the rate of conver­
gency as is shown in fig. 6.2. It turned out that the eigenfunction 
did not change significantly if the eigenvalue was converged to whithin 
0.0003 in units of Γι
ω
°-
с 
For general values of к the procedure is rather more complicated, 
because the logarithmic derivative of the solution in the origin is not 
known and must be found from the condition that the eigenfunction is 
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Fig. 6.2 Solution of the Sehrödinger equation (6.5) for V=0, 
\=h and κ=ιι/2, having a total of 595 nodes. The lower figure 
shows the bounded solution, the eigenvalue being converged to 
within 0.0003 hoi . In the upper figure an intermediate result 
is plotted. Note that the energy differs only 0.0078 hoo from 
the converged eigenvalue. 
05 
Fig. 6.3 The energy levels for 
the oase V
n
=0 and λ=%. The ener­
gy is expressed in units of hu . 
The dots represent actual calcu­
lations. Straight lines have 
been drawn to connect levels 
corresponding to wavefunctions 
of the same type. The lowest 
level shown in the diagram pos­
sesses 485 nodes and the higher 
ones contain successivily one 
node extra. 
bounded both on the left and on the right. As this is very time con­
suming we have made only a few calculations for general к to show 
the connectivity of the levels. 
In fig. 6.3 we show a portion of the energy level structure. 
This section was choosen as it displays clearly the evolution of a 
K-independent eigenvalue spectrum, the levels being nearly equidis­
tant with a separation of approximately f>u) , into a level structure 
consisting of two distinct sets. One set depends almost linearly upon 
к, the other consists of κ-independent levels at a much larger dis­
tance than h ω . For energies somewhat above the transition region, 
с 
the first set forms a continuous density of states. In the transition 
region gaps are present and, due to the zero derivatives at κ=+π/2, 
peaks in the density of states may be possible. It should be noted 
that in fig. 6.3 the eigenvalue spectrum is shown for one parti­
cular spin only. The other spin orientation possesses a similar spec­
trum but shifted by π along the κ-direction. As noted before the 
-•· •+-
static Zeeman term μ σ.Η is not included, so the actual energy spectra 
В 
are displaced У>ы up and down in energy. 
The spacing between successive levels in the low energy region 
of the spectrum exhibits only a minor energy dependence: for small 
values of the quantum number N a spacing of 0.9936 is found, see table 
6.1 which reduces near N=450 to values close to 0.99. This is entirely 
due to the energy dependence of the cyclotron mass and the Onsager 
phase is found to be 4, indicating that the spectrum pertains to almost 
free electrons with an effective mass differing by less thant 1% from 
the free electron mass. Near to the bottom of the energy band the eigen-
functions indeed are almost indistinguishable from the free electron 
harmonic oscillator eigenfunctions, but for energies around 480 hco a 
modulation of these functions becomes discermbly, which produces 
ultimately two different types of eigenfunctions, see fig. 6.4. One 
type, corresponding to the discrete levels at energies above 500 hu , 
has non zero amplitude only in a region around the origin, bounded 
by the points where the local frequency of the solution equals one 
half the frequency of the lattice potentials (condition for Bragg re­
flection) . Between these (induced) turning points and the classical 
turning points the amplitude is reduced enormously (note that the wave 
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О 10 20 30 0 10 20 30 
Fig. 6.4 Different types of eigenfunctions of the Sahrödinger 
equation for Bloch electrons in an external field: free electron 
spherical orbit (N=100); nearly free electron orbit (N=485); open 
orbit, slightly coupled to a lens orbit (N=502); breakdown orbit 
(N=503); open orbit (N=635); lens orbit (N=636). Also shown in 
every case is the integrated charge density, normalized to %. 
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Ν ε(ιη ha ) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
И 
12 
13 
14 
15 
16 
17 
18 
19 
1.4904 
2.4841 
3.4777 
4.4714 
5.4650 
6.4586 
7.4522 
8.4458 
9.4394 
10.4329 
11.4265 
12.4201 
13.4136 
14.4072 
15.4008 
16.3943 
17.3878 
18.3814 
19.3749 
functions still exhibit an oscillating feature, the exponential (or 
faster) decrease sets in beyond the classical turning points). These 
solutions represent electrons travelling around in the closed, lens-
shaped orbits of fig. 6.1. For the other type of solution the ratio 
of the amplitude in the inner and outer regime is ]ust reversed, having 
nearly zero amplitude near the origin and an extremely enhanced one 
beyond the induced turning points. They correspond to the levels with 
almost linear κ-dependence and represent electrons moving with a con­
stant averaged velocity in the y-direction. In the energy interval 
which separates the region of the circular free electron orbits from 
the region of open and lens-shaped orbits, solutions were obtained 
exhibiting both features of closed and open orbits, characteristic 
for breakdown orbits. 
Table 6.1 The Landau levels in the 
low quantum number regime (к=т\/2) . 
The eigenvalues are converged to 
within 0.0001 hio . 
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The cyclotron mass of the lens orbits or equivalently the separation 
between successive Landau levels is a rather strong function of energy. 
In order to calculate the Onsager phase we have to go back to the Bohr-
Sommerfeld quantization rule for closed orbits in k-space. According 
(k) 
to eq. (1.1) the cross sectional areas A , expressed in units of 2т,/a. 
^ η 
satisfy the relation: 
α
2
Α
(1
°/2π =
 η
+γ (6.7) 
η 
We have calculated the areas of the lens orbits, using the bandstruc-
ture formalism of eq. (6.3) at the energies for which eq. (6.5) had 
yielded solutions, exhibiting characteristics of lens orbits. In table 
6.2 the results of these calculations are collected. Inspection shows 
that the Onsager phase for these orbits is very small and seems to 
approach the value zero for high quantum numbers. Although eq. (6.7) 
originates from semi-classical arguments and, for this reason is only 
valid in the limit of high quantum numbers, it is found from our calcu­
lations that the Onsager phase is already rather constant for η of the 
order of 20. It is interesting to note that the number η in eq. (6.7) 
equals the total number of minima in the envelope of the wavefunction 
for the closed lens orbits, which is the analogon of the principal 
Landau quantum number N being equal to the number of nodes in the wave-
function. 
Finally we note that in our calculation the lowest level attri­
buted to a closed lens shaped orbit is not a sharp one : both the levels 
N=502 (near κ=-ιτ/2) and 503 (near <=+π/2) exhibit characteristics of 
lens orbits, but breakdown effects are very severe. Even in the points 
of zero velocity (κ=+π/2) the wavefunctions (see fig. 6.4) suggest that 
the probability of finding the electron in a lens orbit is only some­
what larger than the probability that the electron continues its semi-
classical way, i.e. breaks through to an open orbit. 
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Table 6.2 
The eigenvalues and cross-sectional areas of the first few lens orbits. 
Note that the renormalised areas shown in the table equal n+y where 
n=0, 1, 2j and y is the Onsager phase. The parameters in the 
calculation are V
n
=Oj λ-%^  κ=τ\/2 and α-20π (see text). 
α Α /2π 
η 
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516 
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561 
566 
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619 
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628 
631 
497.02332 
510.77828 
519.49774 
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539.1610 
544.7425 
550.0028 
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559.8416 
564.4903 
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581.7733 
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17.015 
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25.012 
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101 
sity Press) 
Hildebrand FB Introduction to numerical analysis (McGraw-Hill Book 
Company, Inc. 1956) 
102 
103 
CHAPTER 7 
THfc ELECTRON g-TENSOR IN THALLIUM 
Local g-values have been calculated using the approach of Schmor 
(1973). As outlined in section 2.3 the first step consists in obtai­
ning the parameters of the model potential appropriate to the Fermi 
energy. We have used the model potential originally proposed by 
Heine and Abarenkov (1964) and Animalu (1966). This potential is 
discontinuous at the model radius (see eq. 2.27) which results in 
a less rapid convergency of the Fourier transform, in comparison 
with optimized forms of the model potential in which this disconti­
nuity has been removed. (Shaw and Harrison 1967, Shaw 1968). The 
optimized model potential is however more difficult to use in a 
procedure in which the free parameters are being fitted to Fermi 
surface data. 
In order to avoid the rather cumbersome way of fitting to cross-
sections of the Fermi surface, which are known with high precision 
from de Haas-van Alphen experiments, we have selected a number of 
six calipers, shown in fig. 7.1 for use in a least-squares proce­
dure. The disadvantage is that the experimental data are rather in­
complete and moreover contain large uncertainties (of the order of 
2-5%). The errors in the calipers are perhaps somewhat reduced by 
combining the experimental results (size effect experiments of Gage 
and Goodrich ,1971 and of Takle and Stanford ,1973) with calculated 
values, both first principles RAPW results (Ament and De Vroomen 1977) 
were used and values obtained from a pseudopotential fit to de Haas-
van Alphen cross sections (Holtham and Priestley 1971). The final 
errors in the caliper-values so obtained is estimated to be less 
than 2%. The model potential contains five parameters, the three 
potential well-depth A inside the core for s, ρ and d electrons 
and two spin-orbit coupling parameters, all of which have to be 
determined in our case at the Fermi energy. It turned out however 
that the bandstructure near the Fermi energy is very insensitive 
to changes in the d-parameters; for this reason these parameters 
have been given fixed values, equal to the value determined by 
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5φ[000ΐ] 
Fig. 7.1 Fermi surface of thallium. Cross sections have been, indica­
ted by Greek symbols, preceded by the zone number and followed by 
the field direction. Also shown are the calipers used in the fitting 
procedure. 
10b 
Animalu and Heine (1965). In principle it should be possible to 
keep the Fermi energy also fixed, but we have choosen E as an extra 
degree of freedom in the fitting as this makes it very easy to find 
points in the parameter space, yielding the correct topology of the 
Fermi surface, simply by calculating the eigenvalues in a few points 
of the Brillouin zone. This brings the number of parameters at a 
total of four, provided the model radius R does not influence the 
results. Animalu and Heine have noted that the best choise for R 
is such that all A. are close to Z/R , thereby minimizing the dis-1 M 
continuities, but that variations up to 20% around that value will 
not effect the results seriously. For thallium they have choosen 
the value R =2.4 (atomic units are used for model potential quan­
tities) . We have tested this statement by performing three indepen­
dent calculations of the orbital g-factor of the fifth zone, using 
respectively R =2.0, 2.4 and 2.8. The results of the fitting pro-
M 
cesses are shown in fig. 7.2 and table 7.1. In all three calculations 
we started from the parameters as determined by Animalu and Heine: 
A =1.44, A =1.51, A =0.98, λ =0.08 and λ =0.06. Both A, and λ were 
о 1 2 1 2 2 2 
kept fixed. The first step consisted in optimizing E__, independent 
F 
of the other parameters, which was followed by a simultaneous fit of 
E A A, and λ It turned out that the final value of the Fermi energy 
F o i l ^ 
was only slightly dependent upon the choosen model radius. It varied 
(almost linear) between 0.59 and 0.61 (crystal units) at the conside­
red interval of R . E , A and λ contain more or less equal absolute 
uncertainties, of the order of 0.005. The fit is however by a factor 
of ten less sensitive for changes in A and, as noted before, almost 
completely independent of A and λ . All three model potentials 
yield a very simular Fermi surface, although the one with R =2.4 
shows somewhat better agreement with the experimental data, see 
table 7.1 
From fig. 7.2 it is clear that it is not possible to choose 
one radius for which all 1-components of the model potential are 
at the same time continuous, indicating that the nonlocal character 
is present for all R„. The optimized radius for the s-well depth 
M 
seems to be somewhat smaller than 2.0, for the d potential near 3.0 
and for the p-part even larger. Cowley (1976) has recently made a 
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2.5 -
2.0 
1.5 
1.0 -
Fig. 7.2 Results of the fitting procedures as function of the 
model radius Ä... The square well depths refer to the left scale, 
the spin-orbit parameters to the right scale. Open symbols repre-
sent the fitted values and the filled symbols the corresponding 
values given by Animalu and Heine (1965). All quantities are in 
atomic units. The full curve is the function Z/i? . 
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Table 7.1 Experimental and calculated Fermi-surface ( FS) quantities 
The upper part refers to the fit, the lower part contains a num­
ber of cross-sections calculated from the model potentials. The 
naming convention we have used for the calipers is that first the 
zone number is given, followed by two symmetry points in the Bril-
louin zone. The caliper is measured from the first towards the second 
in units (2τι/α) . Cross-sections are designated by their symbol used 
in the littérature preceded by their zone number and followed by the 
field direction, and are taken from Ishizawa and Datars (1970) 
2 (units: (2-n/a) ) 
FS exp RM=2.0 1^-2.4 1^=2.8 
3ΑΓ 
ЗА 
4AH-3AH 
4 LM 
5HA 
5HK 
3γ(0001) 
3γ(1θΤθ) 
4α(0001) 
4ζ(1θΤθ) 
5φ(0001) 
5ξ(1θΓθ) 
0.140 
0.464 
0.017 
0.231 
0.0131 
0.121 
0.582 2 
0.2811 
0.605 2 
0.10833 
0.0005173 
0.01427 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
.1378 
.4647 
.0104 
.2303 
.0135 
.1217 
.5849 
.2449 
-
-
.000551 
.01337 
0.1390 
0.4650 
0.0104 
0.2314 
0.0133 
0.1203 
0.5868 
0.2950 
0.5988 
0.1074 
0.000531 
0.01383 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
.1387 
.4653 
.0101 
.2320 
.0131 
.1204 
.5855 
.2413 
-
-
.0005 
.0141 
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new determination of the parameters of the optimized Heine-Abarenkov 
potential. Although his results can not be compared directly with 
ours, it is nevertheless satisfying that he also finds for the s-
potential, which is the most important part, a radius near 2.0. 
We finally note from table 7.1 that the calculated splitting between 
the third and fourth zone along the line AH is markedly smaller than 
the value we have adopted as the experimental one. This splitting 
is a pure spin-orbit coupling effect and is calculated from the 
measured calipers 3AH and 4AH, so contains the largest uncertainty. 
It may well be that our adopted value is somewhat overestimated, 
especially as the relevant cross-sections 3γ and 4a, with the field 
along (0001) show good agreement with experiment. 
Having determined the model potential, the electronic g-values 
can easily be calculated using the formalism of Gold and Schmor 
as described in section 2.3. In fig. 7.3 we have plotted, as a 
function of the direction of the magnetic field the local g-factors 
for the five lowest energy levels at the symmetry points of the 
Brillouin zone. These calculations were performed to investigate 
the convergency of the 1-summations in eq. (2.33). The R =2.4 model 
potential was used. As can be seen even the 1=2 terms do not influ­
ence the results very much. The reason for this fast convergency is 
lying in the behaviour of the functions G. of eq. (2.33), which may 
also be written as: 
G i ( k 'V k V = ( 4 * R M / i 2 ) e i ( k ' V k V ( 7 Л ) 
where the dimensionless quantities Q. are defined as 
Q1(x,y) = lxJ1+1(x)]1(y)-yJ1+1(y)D1(x)]/(x
2
-y2) (7.2a) 
and 
Q1(x,x) = У J1(x)-D1_1(x)31+1(x)] (7.2b) 
In the limiting cases of small and large arguments the diagonal 
elements (7.2b) behave like: 
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Fig. 7.3 The local g factors for the bandlevels 1 to è in the 
high symmetry points of the Brillouin zone as function of the 
magnetic field direction. Both ρ and d contributions are included 
in obtaining the lines. In the dots only the ρ part is retained. 
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QL(x,x) = x21/[ (21+1) :: (21+3)::] (χ«ΐ) 
(7.2c) 
QLU,x) = l/2x2 (x»D 
For 1=1, ....4 the functions Q (χ,χ) are shown in fig. 7.4. In our 
calculations kR always is smaller than 3.5, which corresponds to 
M 
including in the basis set of reciprocal lattice vectors only those, 
belonging to free-electron levels up to approximately three times 
the Fermi energy. From fig. 7.4 it is clear then that in the 1 sum­
mations (2.33a,b) sufficient convergency is achieved including terms 
up to 1=2. 
Fig. 7.3 shows that the local g-factors for states in the first 
and second band are very nearly equal to two in all symmetry points, 
except K. It is also only in this points that g and g exhibit a 
strong anisotropy relative to the direction of the magnetic field. 
If H points in the direction of the crystallografie c-axis, values 
near two are found, while with the field in the basic plane no Zee-
man splitting is observed. Also in band 3 we found g-values near 
to a value of 2 with only a slight anisotropy, except in the symme­
try point H. This demonstrates the strong free electron character 
of the first three bands. On the basis of these results one may 
expect to find for the third zone relative isotropic orbital g-
factors of the order of 1.9. This turns out to be the case, but in 
general it is dangerous, to make such extrapolations, as we have 
encountered many situations in which an abrupt change in the local 
g-value was found in going from one symmetry point to an other. 
It often happens that the ordering of the Zeeman levels reverses 
along a symmetry line, resulting in a strong variation of the local 
g-values. With respect to fig. 7.3 we finally note that both g 
and g_ vary strongly throughout the Brillouin zone and are highly 
anisotropic. 
The averaged g-value around a cyclotron orbit has been calcu­
lated using eq. (2.35). The evaluation of the integrals presents no 
special difficulties and can easily be built into the program which 
performs the calculation of Fermi surface cross-sections. Eq. (2.35) 
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can be put into an equivalent form by transforming the φ-integration 
in an integration along the orbit (conf. Holtham 1973) . The orbital 
g-value can then be rewritten as: 
h gk d kt 
с 2ππι ι-»· ι 
Eq. (7.3) clearly shows that the orbital averaging of (2.35) in fact 
weights the local g-values around the orbit with the time an electron 
spends at that particular point. 
In fig. (7.6) the results are shown of the calculations of orbi­
tal g-values for the third and fifth zone of the Fermi surface of 
thallium. As a function of the magnetic field direction the third 
zone g-value is rather isotropic. The anisotropy in the relative 
spin splitting S=1jg m /m , which determines the amplitude of the de 
Haas-van Alphen effect is mainly due to the cyclotron mass. The same 
is true for the fifth zone. Although here g varies up to 20% as a 
function of the field direction, the variation in S follows the 
much stronger anisotropy in the cyclotron mass. It is furthermore 
very satisfying that all three model potentials yield similar results. 
Moreover the results obtained with R =2.4 seem to possess some ex­
tremal property as both the R =2.0 and R =2.8 results differ in the 
same sense from these. This once more indicates some preference for 
the Heine-Abarenkov value of R . 
Very recently the first experimental results concerning the g-
value in thallium have become available from an analysis of the har­
monic content of de Haas-van Alphen measurements (Penning de Vries 
1979). Untili now only two orbits have been considered, viz. the 
fifth zone dumbbell 5ξ(1θΓθ) and lobe 5v(0001). The last one is a 
non-central orbit, in a plane parallel to AHL and approximately 
0.08 (2тг/а) apart. For this orbit we have calculated q =1.29 and 
с 
ro
c
=0-122. Due to the experimental technique, two fundamental S values 
are deduced for 5ξ: 
S = 0.226 + 0.005; 0.270 + 0.005 
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For the 5v orbit only one value is extracted from the measurements: 
S, = 0.46 + 0.01 
5v 
As S appears as an argument of a cosine function all values n+S, 
with η integer are also permitted. When calculating orbital g values 
from these figures according to eq. (1.2), band masses should be 
used, but as stated before, enhanced by electron-electron interac­
tions. The calculated values of cyclotron masses depend however very 
sensitive both upon the particular one electron potential used and 
the method of calculation. For instance, the mass of the 5ζ orbit 
changes from 0.33 to 0.35 in using an exchange parameter a=2/3 or 
1 in an RAPW calculation (see chapter 4). Holtham et al. (1977) 
using the LMTO method with a=l found m =0.39 for this orbit. In 
view of this large spread, the influence of the electron-electron 
interactions upon a calculation of the orbital g-value may safely 
be left out of consideration. Reliable values then appear to be 
g =1.2 or 1.5 with errors of the order of 0.2. For the 5v orbit 
Holtham et al. have calculated a mass of 0.17, which yields g,. =5.4+0.1, 
5v 
the error being estimated from experiment alone (Penning de Vries 
1979). As we have not considered this orbit in our previous work on 
thallium an indication of the error in this figure due to the un­
certainty in the cyclotron mass can not be given. The value m =0.122 
obtained in the model potential calculation can not be used in this 
respect as any energy dependence of the potential parameters is ig­
nored. As is well know, this neglect seriously affects the calcu­
lation of cyclotron masses. It may also have influence upon the 
value of S and to a less extend upon g . Provided the neglect of 
с 
energy dependence influences the bandstructure in the same way all 
around the orbit, the calculated numerical value of g is not altered; 
the quantity S however does change, see eq. (7.3). It is not diffi­
cult in principle to include explicitly any energy dependence of 
the model potential parameters into the calculation, but reliable 
values for the fitted potentials are not know. A comparison of cy­
clotron masses as calculated in the RAPW scheme and in the model 
potential formalism indicates that the effect of this approximation 
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Fig. 7.5 Orbital g factor g , cyclotron mass m and relative 
spin splitting S as function of the field direction. In obtaining 
the full lines the model radius was chosen as Rj=2.4. Also are 
shown the results of calculations for the fifth zone using R =2.0(+) 
and R..-2.8(x). 
M 
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is of the order of 10-20%. 
In comparing the experimental g values with our calculations 
one notices reasonable agreement for the 5ξ orbit, though the cal­
culated value is somewhat too small, and a strong disagreement for 
the lobe orbit b\>. A reason for this may be found perhaps in the 
fact that the bv orbit is situated in a region of the Brillouin 
zone where spin-orbit coupling is dominant. Along HK, near to the 
к value of the lobe orbit the relevant energy splittings are due 
solely to spin-orbit interactions. As noted before, the g factor 
is then often strongly enhanced, an effect which is not accounted 
for in the model of Schmor. Also the 5Ç orbit passes through these 
regions, however only four time per period, and this may well ex-
plain why the calculated value is somewhat smaller than the experi-
mental one. Though the reason seems to be plausible it is not 
necessarily the only origin of the discrepancies. Many body effects 
may influence both the local g value and, when they are anisotropic, 
also the orbital averaging. Also the neglect of the Landau quantiza-
tion of the levels may be of importance for our results. Measuring 
the g factor of the much smaller neck orbit 5ф and its dependence 
upon field direction may help to elucidate these questions. 
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SAMENVATTING 
In het proefschrift wordt een onderzoek beschreven van electron, 
optische en spin eigenschappen van een aantal kristallijne sp 
metalen. Uitgaande van de één-electron Χα kristalpotentiaal is 
mbv de relativistische APW-methode de energie bandenstructuur 
berekend voor Sn, Tl, Zn, Cd en Hg en is de invloed bepaald van 
de exchange correlatie parameter op hiervan afgeleide grootheden, 
zoals de effectieve electron massa, de geometrie van het Fermi 
oppervlak en de structuur van de optische spectra. Het is gebleken 
dat verschillende één-electron potentialen nodig zi]n voor een 
optimale beschrijving van enerzijds de gedelocaliseerde toestanden 
binnen een energiegebied van enkele eV's rond de Fermi energie en 
anderzijds de gelocaliseerde, min of meer atomaire toestanden in 
de hoogste d-banden. 
Een tweede hoofdonderwerp behelst een studie van de g-factor van 
electronen in een periodieke potentiaal. Deze grootheid is de laat-
ste jaren in de belangstelling gekomen in het kader van het onder-
zoek naar de invloed van veel deeltjes effecten in de vaste stof. 
Als aanzet tot een berekening in een realistisch krital worden de 
resultaten besproken, welke verkregen zijn voor een exact oplos-
baar model voor Bloch electronen in een uitwendig magneetveld. Het 
proefschrift wordt besloten met een discussie van de berekening 
van orbitale g-waarden in Tl welke bepaald zijn via een vereenvou-
digd bandstructuurmodel. 
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natuurkunde I. Naast de werkzaamheden voor het hier beschreven onder­
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STELLINGEN 
I 
Het Fermi oppervlak van InBi bestaat o.a. uit twee soorten ellipsoï-
den met een onderlinge volumen-verhouding van 1:2. In de door Schirber 
en Van Dyke voorgestelde topologie is weliswaar voldaan aan de eis van 
compensatie, maar het model dient op grond van dimensie overwegingen 
toch verworpen te worden. 
RThW Meyer, JJA Hofmans en AR de Vroomen, J. Phys. Chem. Solids 
35, 307 (1974) 
JE Schirber en JP Van Dyke, Phys. Rev. B15, 90 (1977) 
II 
Het natuurkunde onderwijs op middelbare scholen is een afspiegeling 
van de natuurkunde zoals die aan de universiteiten gedoceerd wordt. 
Hiervan heeft slechts een kleine minderheid van de scholieren profijt. 
Aan een groot aantal leerlingen ontgaat de logica en de zin van de 
gemaakte onderwerp-keuzen. 
III 
Het natuurkunde onderwijs op middelbare scholen is slecht aangepast 
aan de belangstelling van de meeste leerlingen. Dit heeft zeker twee 
belangrijke oorzaken: 
— in het leerprogramma ontbreken echte keuze-mogelijkheden voor de 
leerlingen; 
— in het leerprogramma wordt relatief weinig aandacht besteed aan de 
fysische aspecten in onze maatschappij. 
IV 
De mogelijkheden bij het meten van het de Haas-van Alphen effect met 
behulp van gepulste magneetvelden worden vaak onderschat. 
V 
Aangezien de niet-lokale model potentiaal per element slechts een zeer 
beperkt aantal aanpasbare grootheden bezit, is het Fermi oppervlak van 
compounds waarschijnlijk eenvoudiger te parametrizeren binnen boven-
staand formalisme dan met behulp van lokale vormfactoren. 
VI 
Studenten van hbo en universiteit dienen de talen frans, duits en 
engels op zijn minst goed te kunnen lezen. 
Enerzijds moeten deze drie talen daarom verplicht gesteld worden in 
de bovenbouw van de middelbare school. Anderzijds moet bij onderwijs 
en examen een splitsing gemaakt worden naar passieve taalbeheersing 
en andere vaardigheden. Van tenminste één taal zou het volledige pro-
gramma gevolgd moeten worden. 
VII 
Het gebruik van computerprogramma's, welke ontwikkeld zijn door per-
sonen waarmee geen direkte kontakten bestaan, voor problemen die 
geen éénduidige oplossingswijze kennen, is meestal slechts dan zin-
vol als de mogelijkheden van het programma grondig bestudeerd zijn. 
VIII 
De opmerking dat de bandstruktuur gekonvergeerd is tot op één hon-
derdste eV betekent zelden of nooit dat de energiebanden een derge-
lijke absolute nauwkeurigheid bezitten. 
IX 
Voorstanders van kernenergie geloven dat onze maatschappij zal ver-
gaan bij het afzien hiervan. Tegenstanders geloven dat de wereld 
vergaat bij invoering. Twijfelaars geloven zowel het één als het 
ander. 
Een diskussie over "geloofs"-uitgangspunten heeft zelden geleid tot 
toenadering en overeenstemming, eerder tot verharding van standpunten. 
Alleen al om deze reden valt weinig heil te verwachten van de door de 
regering aangekondigde brede maatschappelijke diskussie over de even-
tuele uitbreiding van kernenergie in Nederland. 
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