Many questions about human genetic history can be addressed by examining the patterns of shared genetic variation between sets of populations. A useful methodological framework for this purpose are F -statistics, that measure shared genetic drift between sets of two, three and four populations, and can be used to test simple and complex hypotheses about admixture between populations. Here, we put these statistics in context of phylogenetic and population genetic theory. We show how measures of genetic drift can be interpreted as branch lengths, paths through an admixture graph or in terms of the internal branches in coalescent trees. We show that the admixture tests can be interpreted as testing general properties of phylogenies, allowing us to generalize applications for arbitrary phylogenetic trees. Furthermore, we derive novel expressions for the F -statistics, which enables us to explore the behavior of F -statistic under population structure models. In particular, we show that population substructure may complicate inference.
Introduction

1
For humans, whole-genome genotype data is now available for individuals from 2 hundreds of populations [1, 2] , opening up the possibility to ask more detailed and 3 complex questions about our history [3] , and stimulating the development of new tools 4 for the analysis of the joint history of these populations [4] [5] [6] [7] [8] [9] . A simple and intuitive 5 framework for this purpose that has quickly gained in popularity are the F -statistics, 6 introduced by Reich et al. [4] , and summarized in [5] . In that framework, inference is 1. (Treeness test): Are populations related in a tree-like fashion? [4] The demographic models under which these questions are addressed, and that 34 motivated the drift indices, are called population phylogenies and admixture graphs. 35 The population phylogeny (or population tree), is a model where populations are 36 related in a tree-like fashion (Figure 1A) , and it frequently serves as the null model for 37 admixture tests. The branch lengths in the population phylogeny, correspond to A: A population phylogeny with branches corresponding to F 2 (green), F 3 (yellow) and F 4 (blue). The dotted branch is part of both F 3 and F 4 . B: An Admixture graph, extends population phylogenies by allowing gene flow (red, full line) and admixture events (red, dotted). C-E: Interpretations of F 2 in terms of allele frequency variances (C), heterozygosityies (D) and f , which can be interpreted as probability of coalescence of two lineages, or the probability that they are identical by descent.
with four leaves, there is at most one internal branch (tested using the F 4 -admixture 55 test).
56
The goal of this paper is to give a broad overview on the theory, ideas and 57 applications of F -statistics. Our starting point is a brief review on how genetic drift is 58 quantified in general, and how it is measured using F 2 . We then propose an 59 alternative definition of F 2 that allows us to simplify some applications of F -statistics, 60 and study them under a wide range of population structure models. We then review 
63
we highlight here are implicit in classical [14, [19] [20] [21] [22] [23] [24] [25] and more recent work [5] [6] [7] , but 64 often not explicitly stated, or given in a different context.
65
Results & Discussion
66
In the next sections we will discuss the F -statistics, develop different interpretations 67 and derive some useful expressions. Longer derivations are deferred to the Methods 68 section. A graphical summary of the three interpretations of the statistics is given in 69 Figure 2, and the main formulas are given in Table 1 .
70
Throughout this paper, we label populations as P 1 , P 2 , . . . P i . . . . Often, we will 71 denote a potentially admixed population with P X , and an ancestral population with F 2 (P 1 , P 2 ) F 3 (P X ; P 1 , P 2 ) F 4 (P 1 , P 2 , P 3 , P 4 ) Definition
2 F 2 (P 1 , P X ) + F 2 (P 2 , P X ) − F 2 (P 1 , P 2 ) 1 2 F 2 (P 1 , P 4 ) + F 2 (P 2 , P 3 ) − F 2 (P 1 , P 3 ) − F 2 (P 2 , P Table 1 . F -statistics in terms of F 2 or tree metrics, coalescent times and allele frequency variances. A constant of proportionality is omitted for coalescence times and branch lengths. Derivations for F 2 are given in the main text, F 3 and F 4 are a simple result of combining Equations 20, 5 with 10b and 14b .
P 0 . The allele frequency p i is defined as the proportion of individuals in P i that carry 73 a particular allele at a biallelic locus, and throughout this paper we will assume that 74 all individuals are haploid. However, all results hold if instead of haploid individuals,
75
we use a random allele of a diploid individual. If necessary, t i denotes the time when 76 population P i is sampled. We focus on genetic drift only, and ignore the effects of 77 mutation, selection and other evolutionary forces.
78
Measuring genetic drift -F 2
79
The first F -statistic we introduce is F 2 , whose purpose is simply to measure genetic 80 dissimilarity or how much genetic drift occurred between two populations. For 81 populations P 1 and P 2 , F 2 is defined as [4] 82 F 2 (P 1 , P 2 ) = F 2 (p 1 , p 2 ) = E(p 1 − p 2 ) 2 .
The expectation is with respect to the evolutionary process, but in practice F 2 is 83 estimated from hundreds of thousands of loci across the genome [5] , which are assumed 84 to be non-independent replicates of the evolutionary history of the populations.
85
Why is F 2 a useful measure of genetic drift? As it is generally infeasible to observe 86 the changes in allele frequency directly, we assess the effect of drift indirectly, through 87 its impact on genetic diversity. In general, genetic drift is quantified in terms of i) the 88 variance in allele frequency, ii) heterozygosity, iii) probability of identity by descent iv) 89 correlation (or covariance) between individuals and v) the probability of coalescence
90
(two lineages having a common ancestor).
91
Single population To make these measures of drift explicit, we assume a single 92 population, measured at two time points (t 0 ≤ t t ), and label the two samples P 0 and 93 P t . Then F 2 (P 0 , P t ) can be interpreted in terms of the variance of allele frequencies
the expected decrease in heterozygosity H t , between the two sample times ( Figure 1D ): 96
and in terms of the inbreeding coefficient f , which can be interpreted as the Branch length Path Gene tree: concordant Gene tree: discordant Figure 2 . Interpretation of F -statistics. We can interpret the F -statistics i) as branch lengths in a population phylogeny (Panels A,E,I,M), the overlap of paths in an admixture graph (Panels B,F,J,N, see also Figure S1 ), and in terms of the internal branches of gene-genealogies (see Figures 3, S2 and S3) . For gene trees consistent with the population tree, the internal branch contributes positively (Panels C,G,K), and for discordant branches, internal branches contribute negatively (Panels D,H) or zero (Panel L). For the admixture test, the two possible gene trees contribute to the statistic with different sign, highlighting the similarity to the D-statistic [10] and its expectation of zero in a symmetric model. equivalently, the probability that two samples from P t coalesce before t 0 . (Figure 
99
1E, [26] ):
Rearranging Equation 2b, we find that 2F 2 simply measures the absolute decrease 101 of heterozyosity through time
If we assume that we know p 0 and therefore Var(p 0 ) is zero, we can combine 2a and 103 2b and obtain
Similarly, using equations 2b and 2c we obtain an expression in terms of f . 
111
In fact, already Wahlund showed that for a population made up of two subpopulations with equal proportions, the proportion of heterozygotes is reduced by
from which it is easy to see that 
133
To illustrate the additivity property, consider two populations P 1 and P 2 that split recently from a common ancestral population P 0 (Figure 2A ). In this case, p 1 and p 2 are independent conditional on p 0 , and therefore Cov(p 1 , p 2 ) = Var(p 0 ). Then, using 2a and 4b, Alternative proofs of this statement and more detailed reasoning behind the additivity 134 assumption can be found in [4, 5, 20, 21] .
135
For an admixture graph, we cannot use this approach as lineages are not 136 independent. Reich et al. [4] approached this by conditioning on the possible 137 population trees that are consistent with an admixture scenario. In particular, they 138 proposed a framework of counting the possible paths through the graph [4, 5] . An 139 example of this representation for F 2 in a simple admixture graph is given in Figure   140 S1, with the result summarized in Figure 2B . Detailed motivation behind this 141 visualization approach is given in Appendix 2 of [5] . In brief, the reasoning is as 142 follows: We write F 2 (P 1 , P 2 ) = E(p 1 − p 2 )(p 1 − p 2 ), and interpret the two terms in 143 parentheses as two paths between P 1 and P 2 , and F 2 as the overlap of these two paths. 144 In a population phylogeny, there is only one possible path, and the two paths are 145 always the same, therefore F 2 is the sum of the length of all the branches connecting 146 the two populations. However, if there is admixture, as in Figure 2B , both paths 147 choose independently which admixture edge they follow. With probability α they will 148 go left, and with probability β = 1 − α they go right. Thus, F 2 can be interpreted by (Figure S1 ), and the branches included will differ 151 depending on which path is chosen, so that the final F 2 is made up average of the path 152 overlap in the topologies, weighted by the probabilities of the topologies.
153
However, one drawback of this approach is that it scales quadratically with the 154 number of admixture events, making calculations cumbersome when the number of 155 admixture events is large. More importantly, this approach is restricted to panmictic 156 subpopulations, and cannot be used when the population model cannot be represented 157 as a weighted average of trees.
158
Gene tree interpretation For this reason, we propose to redefine F 2 using 159 coalescence theory [28] . Instead of allele frequencies on a fixed admixture graph, we 160 track the ancestors of a sample of individuals, tracing their history back to their most 161 recent common ancestor. The resulting tree is called a gene tree (or coalescent tree).
162
Gene trees vary between loci, and will often have a different topology from the 163 population phylogeny, but they are nevertheless highly informative about a 164 population's history. Moreover, expected coalescence times and expected branch 165 lengths are easily calculated under a wide array of neutral demographic models.
166
In a seminal paper, Slatkin [24] showed how F ST can be interpreted in terms of the expected coalescence times of gene trees:
where ET B and ET W are the expected coalescence times of two lineages sampled in 167 two different and the same population, respectively.
168
Unsurprisingly, given the close relationship between F 2 and F ST , we may obtain a 169 similar expression for F 2 (P 1 , P 2 ):
where θ is a scaled mutation parameter, T 12 is the expected coalescence time for one 171 lineage each sampled from populations P 1 and P 2 , and T significantly different from zero, significantly negative, or we are comparing F -statistics with the same θ [4] . For this purpose, we may regard θ as a constant of 177 proportionality and largely ignore its effect.
178
For estimation, the average number of pairwise differences π ij is a commonly used 179 estimator for θT ij [29] . Thus, we can write the estimator for F 2 as
This estimator of F 2 is numerically equivalent to the unbiased estimator proposed 181 by [4] in terms of the sample allele frequencyp i and the sample size n i (Equation 10 in 182 the Appendix of [4] ): 
d ). The superscripts refers to the topologies being for F 2 , and we will discard them 197 in cases where no ambiguity arises.
198
Thus, we can condition on the topology, and ask how F 2 depends on the topology:
One way to do that is for each topology, consider each of the pairwise differences in 199 Equation 5 separately, and then add the branches (see Figure 3 for a graphical 200 representation).
201
We see that in both topologies, only the internal branch has a non-zero impact on 202 F 2 , and the contribution of the external branches cancels out. The external branch 203 leading to a sample from P 1 , for example, is included with 50% probability in T 12 , but 204 will always be included in T 11 , so these two terms negate the effect of that branch. The 205 internal branch of T c will contribute with a factor of a c = 2 to F 2 , since the internal 206 branch is added twice in Figure 3B . In contrast, the length of the internal branch of T d 207 is subtracted from F 2 , with coefficient a d = −1. Thinking of F 2 as a distance between 208 population that is supposed to be large when the populations are very different from 209 each other, this makes intuitive sense: if the populations are closely related we expect 210 to see T d relatively frequently, and F 2 will be low. However, if the populations are 211 more distantly related, then T c will be most common, and F 2 will be large.
212
An interesting way to represent F 2 is therefore in terms of the internal branches 
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221
Testing treeness
222
In practical cases, we often have dozens or even hundreds of populations [2, 5, 12], and 223 we want to infer where and between which populations admixture occurred. Using 224 F -statistics, the approach is to interpret F 2 (P 1 , P 2 ) as a measure of dissimilarity 225 between P 1 and P 2 , as a large F 2 -value implies that populations are highly diverged.
226
Thus, we calculate all pairwise F 2 indices between populations, combine them into a 227 dissimilarity matrix, and ask if that matrix is consistent with a tree.
228
One way to approach this question is by using phylogenetic theory: Many classical 229 algorithms have been proposed that use a measure of dissimilarity to generate a 230 tree [18, [30] [31] [32] , and what properties a general dissimilarity matrix needs to have in 231 order to be consistent with a tree [17, 22] , in which case the matrix is also called a tree 232 metric [18] .
233
There are two central properties for a dissimilarity matrix to be consistent with a 234 tree: The first property is that all edges in a tree have positive length. This is strictly 235 not necessary for phylogenetic trees, and some algorithms may return negative branch 236 lengths [31]; however, since in our case branches have an interpretation of genetic drift, 237 it is clear that negative genetic drift is biologically meaningless, and therefore negative 238 branches should be interpreted as a violation of the modelling assumptions and hence 239 treeness.
240
The second property of a tree metric that we require is a bit more involved: A 241 dissimilarity matrix (written in terms of F 2 ) is consistent with a tree if for any four 242 populations P i , P j , P k and P l ,
that is, if we compare the sums of all possible pairs of distances between populations, 244 then two of these sums will be the same, and no smaller than the third. This theorem, 245 due to Buneman [17, 33] is called the four-point condition or sometimes, more 246 modestly, the "fundamental theorem of phylogenetics". A proof can be found in 247 Chapter 7 of [18] .
248
In terms of a tree, this statement can be understood by noticing that on a tree, two 249 of the pairs of distances will include the internal branch, whereas the third one will 250 not, and therefore be shorter, or the same length for a topology with no internal 251 branch. Thus, the four-point condition can be informally rephrased as "for any four 252 taxa, a tree has at most one internal branch". terms of fundamental properties of phylogenetic trees, with the immediate consequence 258 that they can be applied as treeness-tests for arbitrary dissimilarity matrices.
259
An early test of treeness, based on a likelihood ratio, was proposed by The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/028753 doi: bioRxiv preprint first posted online Oct. 9, 2015; especially for large trees [32] and so the likelihood test proved to be difficult to apply.
265
From that perspective, the F 3 and F 4 -tests provide a convenient alternative: Since 266 treeness implies that all subsets of taxa are also trees, the ingenious idea of Reich et 267 al. [4] was that rejection of treeness for subtrees of size three (for F 3 ) and four (for F 4 ) 268 is sufficient to reject treeness for the entire tree [4] . Furthermore, tests on these 269 subsets also pinpoint the populations involved in the non-tree-like history.
F 3 271
In the previous section, we showed how F 2 can be interpreted as a branch length, an 272 overlap of paths or in terms of gene trees (Figure 2) . Furthermore, we derived 273 expressions in terms of coalescent times, allele frequency variances and internal branch 274 lengths of gene trees. We now derive analogous results for F 3 .
275
Reich et al. [4] defined F 3 as:
with the goal to test whether P X is admixed. Recalling the path interpretation 277 detailed in [5], F 3 can be interpreted as the shared portion of the paths from P X to P 1 278 with the path from P X to P 1 . In a population phylogeny ( Figure 2E ) this corresponds 279 to the branch between P X and the internal node. Equivalently, F 3 can also be written 280 in terms of F 2 [4] : notion that F 3 is the length of an external branch in a phylogeny.
286
In an admixture graph, there is no longer a single external branch; instead we 287 again have to consider all possible trees, and F 3 is the (weighted) average of paths 288 through the admixture graph ( Figure 2F ).
289
Combining Equations 5 and 10b, we find that F 3 can be written in terms of 290 expected coalescence times as
Similarly, we may obtain an expression for the variance by combining Equation 20 292 with 10b, and find that
This result can also be found in [6] .
294
Outgroup-F 3 statistics A simple application of the interpretation of F 3 as a shared 295 branch length are the "outgroup"-F 3 -statistics proposed by [16] . For an unknown 296 population P U , they wanted to find the most closely related population from a panel of 297 k extant populations {P i , i = 1, 2, . . . k}. They did this by calculating
where P O is an outgroup population that was assumed widely diverged from P U and 299 all populations in the panel. This measures the shared drift (or shared branch) of P U 300 with the populations from the panel, and high F 3 -values imply close relatedness.
301
However, using Equation 10c, we see that the outgroup-F 3 -statistic is π U i , is largely equivalent to using F 3 (P O ; P U , P i ). We confirm this in Figure 4A , where 308 we calculate outgroup-F 3 and π iU for a set of increasingly divergent populations.
309
Linear regression confirms the visual picture that π iU has a higher correlation with 310 divergence time (R 2 = 0.75) than F 3 (R 2 = 0.49).
311
F 3 admixture test However, the main motivation of defining F 3 has been as an 312 admixture test [4] . In this context, the null hypothesis is that F 3 is non-negative, i.e.
313
we are testing if the data is consistent with a phylogenetic tree that has positive edge 314 lengths. If this is not the case, we reject the tree model for the more complex 315 admixture graph. From Figure 2F , we see that drift on the path on the internal 316 branches (red) contribute negatively to F 3 . If these branches are long enough 317 compared to the branch after the admixture event (blue), then F 3 will be negative.
318
For the simplest scenario where P X is admixed bewteen P 1 and P 2 , Reich et al. [4] 319 provided a condition when this is the case (Equation 20 in Supplement 2 of [4] ).
320
However, since this condition involves F -statistics with internal, unobserved 321 populations, it is not easily applicable. We can obtain a more useful condition using 322 gene trees:
323
In the simplest admixture model, an ancestral population splits into P 1 and P 2 and 324 time t r . At time t 1 , the populations mix to form P X , such that with probability α, 325 individuals in P X descend from individuals from P 1 , and with probability (1 − α), they 326 descend from P 2 . In this case, F 3 (P X ; P 1 , P 2 ) is negative if
where c x is the probability two individuals sampled in P X have a common ancestor 
only depends on the ratio between the original split and the secondary contact, and 331 coalescence events that happen in P X .
332
We obtain a more general condition for negativity of F 3 by considering the internal 333 branches of the possible gene tree topologies, as we did for F 2 . Note that Equation 10c 334 includes ET XX , implying that we need two individuals from P X , but only one each 335 from P 1 and P 2 to study the joint distribution of all terms in (10c). The minimal case 336 is therefore contains again just four samples ( Figure S2 ).
337
Furthermore, P 1 and P 2 are exchangeable, and thus we can again consider just two 338 unrooted genealogies, a concordant one T Figure S2 ) that F 3 can be written as a function of just the internal branches in the 342 topologies:
where 
351
We performed a small simulation study to test the accuracy of Equation 12.
352
Parameters were chosen such that F 3 has a negative expectation for α > 0.05 (grey (Figure 4B ).
356
F 4
357
The second admixture statistic, F 4 , is defined as [4] 358
Similarly to F 3 , F 4 can be written as a linear combination of F 2 :
Equations giving F 4 in terms of pairwise coalescence times and as a covariance are 360 given in Table 1 .
361
As four populations are involved, there are 4! = 24 possible ways of arranging the arguments in Equation 14a. However, there are four possible permutations of arguments that will lead to identical values, leaving only six unique F 4 -values for any four populations. Furthermore, these six values come in pairs that have the same absolute value, and a different sign, leaving only three unique absolute values, which correspond to the tree possible tree topologies. Thus, we may always find a way of writing F 4 such that the statistic is non-negative (i. e. F 4 (P 1 , P 2 ; P 3 , P 4 ) = −F 4 (P 1 , P 2 ; P 4 , P 3 )). Out of these three, one F 4 can be written as the sum of the other two, leaving us with just two independent possibilities:
As
is known as a tree split [17] , as it measures the 363 length of the overlap of the branch lengths between the two pairs (P 1 , P 2 ) and (P 3 , P 4 ). 364 Tree splits have the property that if there exists a branch "splitting" the populations 365 such that the first and third argument are on one side of the branch, and the second 366 and fourth are on the other side ( Figure 6I ), then it corresponds to the length of that 367 branch. If no such branch exists, then F 4 will be zero.
368
This can be summarized by the four-point condition [17, 33] , or, informally, by 369 noting that any four populations will have at most one internal branch, and thus one 370 of the three F 4 -values will be zero, and the other two will have the same value.
371
Therefore, one F 4 -index has an interpretation as the internal branch in a genealogy,
372
and the other can be used to test if the data corresponds to a tree. In Figure 2 , the 373 third row (Panels I-L) correspond to the internal branch, and the last row (Panels 374 M-P) to the "zero"-branch.
375
Thus
381
For the branch length, we see that the gene tree corresponding to the population 382 tree has a positive contribution to F 4 , and the other two possible trees have a zero and 383 negative contribution, respectively ( Figure S3 ). Since the gene tree corresponding to 384 the population tree is expected to be most frequent, F 4 will be positive, and we can 
This equation is slightly different than those for F 2 and F 3 , where the coefficient for 387 the discordant genealogy was half that for the concordant genealogy. Note, however,
388
that we have two discordant genealogies, and F 4 only measures one of them. Under a 389 tree, both discordant genealogies are equally likely [34] , and thus the expectation of F 4 390 will be the same.
391
In contrast, for the admixture test statistic, the contribution of the concordant 392 genealogy will be zero, and the discordant genealogies will contribute with coefficients 393 −1 and +1, respectively. Under the population phylogeny, these two gene trees will be 394 equally likely [28] , and thus the expectation of F 4 as a test statistic
is zero under the null hypothesis. Furthermore, we see that the statistic is closely related to the ABBA-BABA or D-statistic also used to test for admixture [10, 34], which includes a normalization term, and in our notation is defined as,
but otherwise tests the exact same hypothesis.
396
F 4 -as a branch
397
Rank test Two major applications of F 4 use its interpretation as a branch length.
398
First, we can use the rank of a matrix of all F 4 -statistics to obtain a lower bound on 399 the number of admixture events required to explain data [11] . The principal idea of 400 this approach is that the number of internal branches in a genealogy is bounded to be 401
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406
Therefore, if the rank of the matrix is r, the number of admixture events is at least 407 r − n + 3.
408
One issue is that the full F 4 -matrix has size n 2 × n 2 , and may thus become rather 409 large. Furthermore, in many cases we are only interested in admixture events in a 410 certain part of the phylogeny. To estimate the number of admixture events on a 411 particular branch of the phylogeny, Reich et al. [11] , proposed to find two sets of test 412 populations S 1 and S 2 , and two reference populations for each set R 1 and R 2 that are 413 presumed unadmixed (see Figure 5A) . Assuming a phylogeny, all F 4 (S 1 , R 1 ; S 2 , R 2 ) 414 will measure the length of the branch absent from Figure 5A , und should be zero, and 415 the rank of the matrix of all F 4 of that form reveals the number of branches of that 
Here, P X , is the population whose admixture proportion we are estimating, P 1 and P 2 421 are the potential contributors, where we assume that they contribute with proportions 422 α X and 1 − α X , respectively. and P O , P I are reference populations with no direct 423 contribution to P X (see Figure 5B ). P I has to be more closely related to one of P 1 or 424 P 2 than the other, and P O is an outgroup.
425
The canonical way [5] to interpret this ratio is as follows : the denominator is the 426 branch length from the common ancestor population from P I and P 1 to the common 427 ancestor of P I with P 2 . (Figure 5C , yellow line), The numerator has a similar 428 interpretation as an internal branch (red dotted line). In an admixture scenarios,
429
( Figure 5B , this is not unique, and is replaced by a linear combination of lineages 430 merging at the common ancestor of P I and P 1 (with probability α X ), and lineages 431 merging at the common ancestor of P I with P 2 (with probability 1 − α X ).
432
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440
Furthermore, it is evident from Figure 5 that if all populations are sampled at the 441 same time, ET OX = ET O1 = ET O2 = ET OI , and therefore,
Thus,
is another estimator for α X that can be used even if no outgroup is available. We well, but we find that (19) 
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Conclusions
478
We showed that there are three main ways to interpret F -statistics: First, we can The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/028753 doi: bioRxiv preprint first posted online Oct. 9, 2015; five samples. This seems to suggest that there may not exist a five-population statistic 492 as general as the F -statistics we discussed here, but they will still be valid for 493 questions pertaining to a very specific demographic model [36] . Overall, when F 3 is applicable, it is remarkably robust to population structure, 504 requiring rather strong substructure to yield false-positives. Thus, it is a very striking 505 finding that in many applications to humans, negative F 3 -values are commonly 506 found [4, 5] , indicating that for most human populations, the majority of markers 507 support a discordant gene tree, which suggests that population structure and 508 admixture are widespread and that population phylogenies are poorly suited to 509 describe human evolution. Furthermore, we showed that the F -statistics can be seen as a special case of a 516 tree-metric, and that both F 3 and F 4 can be interpreted, for arbitrary tree metrics, as 517 tests for properties of phylogenetic trees.
518
From this perspective, it is worth re-raising the issue pointed out by 519 Felsenstein [21] , how and when allele-frequency data should be transformed for 520 within-species phylogenetic inference.While F 2 has become a de facto standard, which, 521 as we have shown, leads to useful interpretations, the F 3 and F 4 -tests can be used for 522 arbitrary tree metrics, and different transformations of allele frequencies might be 523 useful in some cases.
524
But it is clear that, when we are applying F -statistics, we are implicitly using 525 phylogenetic theory to test hypotheses about simple phylogenetic networks [37] .
526
This close relationship provides ample opportunities for interaction between these 527 currently diverged fields: Theory [37, 38] and algorithms for finding phylogenetic As in the Results section, let P i denote a population with allele frequency, sample 543 size and sampling time with p i , n i and t i , respectively. Then, for t 0 < t t :
Here, we used E[p t |p 0 ] = p 0 on lines two and five (which holds if there is no mutation, 545 no selection and P t is a descendant of P 0 ). The fourth line is obtained using the law of 546 total variance. It is worth noting that this result holds for any model of genetic drift 547 where the expected allele frequency is the current allele frequency (the process 548 describing the allele frequency is a martingale). For example, this this interpretation
549
of F 2 holds also if we model genetic drift as a Brownian motion.
550
A heterozygosity model The interpretation of F 2 in terms of the decay in 551 heterozygosity and identity by descend can be derived elegantly using duality between 552 the diffusion process and the coalescent: Let again t 0 < t t Furthermore, let f be the 553 probability that two individuals sampled at time t t have coalesced at time t 0 .
554
Then,
This equation is due to Tavaré [40] , who also provided the following intuition: Given 556 we sample n t individuals at time t t let E denote the event that all individuals carry 557 allele x, conditional on allele x having frequency p 0 at time t 0 . There are two 558 components to this: First, the frequency will change between t 0 and t t , and then we 559 need all n t sampled individuals to carry x.
560
In a diffusion framework, we can write
On the other hand, we may argue using the coalescent: For E to occur, all n 1 562 samples need to carry the x allele. At time t 0 , they had n 0 ancestral lineages, who all 563 carry x with probability p 0 . Therefore,
Equating (22) and (23) yields Equation 21 .
565
In the present case, we are most interested in the cases of n t = 1, 2, since:
Where H 0 = 2p 0 (1 − p 0 ) is the heterozygosity. Integrating over p 0 yields:
and we see that F 2 increases as a function of f ( Figure 1E ). This equation can also be 567 interpreted in terms of probabilities of identity by descent: f is the probability that 568 two individuals are identical by descent in P t given their ancestors were not identical 569 by descent in P 0 , and EH 0 is the probability two individuals are not identical by 570 descent in P 0 . Thus, F 2 is half the probability of the event that two individuals in P t 571 are identical by descent, and they were not in P 0 .
572
Furthermore,
.4 in [28] ) and therefore
which shows that F 2 measures the decay of heterozygosity ( Figure 1C) . A similar argument was used by in [7] to estimate ancestral heterozygosities using F 2 and to 575 linearize F 2 .
576
Two populations F 2 in terms of the difference in expected and observed 577 heterozygosity follows directly from the result from [19] , which was obtained by 
Lastly, we relate F 2 to F ST by using the definition of F 2 as a variance 581 in the definition of F ST :
EHexp.
582
Covariance interpretation To see how F 2 can be interpreted as a covariance between two individuals from the same population, define X i and X j as indicator variables that two individuals from the same population sample have the A allele, which has frequency p 1 in one, and and p 2 in the other population. If we are equally likely to pick from either population,
The expectations can be interpreted that we pick a population, and then with 583 probability equal to the allele frequency an individual will have the A allele. The joint 584 expectation is similar, except we need two individuals.
Derivation of F 2 for gene trees
586
To derive equation (5), we start by considering F 2 for two samples of size one, express 587 F 2 for arbitrary sample sizes in terms of individual-level F 2 , and obtain a sample-size 588 independent expression by letting the sample size n go to infinity.
589
In this framework, we assume that mutation is rare such that there is at most one 590 mutation at any locus. In a sample of size two, let the genotypes of the two haploid 591 individuals be denoted as I 1 , I 2 . I i ∈ {0, 1} and F 2 (I 1 , I 2 ) = 1 implies I 1 = I 2 , whereas 592 F 2 (I 1 , I 2 ) = 0 implies I 1 = I 2 . We can think of F 2 (I 1 , I 2 ) as an indicator random 593 variable with parameter equal to the branch length between I 1 and I 2 , times the 594 probability that a mutation occurs on that branch.
595
Now, replace I 1 with a sample P 1 = {I 1,1 I 1,2 , . . . , I 1,n1 }. The sample allele frequency isp 1 = n −1 1 i I 1,i . And the sample-F 2 is
The first three terms can be grouped into n 1 terms of the form F 2 (I 1,i , I 2 ), and the 596 last two terms can be grouped into 
598
Therefore,
where the second sum is over all pairs in P 1 .
600
As F 2 (p 1 ,p 2 ) = F 2 (p 2 ,p 1 ), we can switch the labels, and obtain the same expression 601 for population P 2 = {I 2,i , i = 0, . . . , n 2 } Taking the average over all I 2,j yields 602
Thus, we can write F 2 between the two populations as the average number of 603 differences we see between individuals from different populations, minus some terms 604 including differences within each sample.
605
Equation 29 is quite general, making no assumptions on where samples are placed 606 on a tree. In a coalescence framework, it is useful to make the assumptions that all 607 individuals from the same population have the same branch length distribution, i.e.
608
F 2 (I x1,i = I y1,j ) = F 2 (I x2,i = I y2,j ) = for all pairs of samples (x 1 , x 2 ) and (y 1 , y 2 ) from 609 populations P i and P j . Secondly, we assume that all samples correspond to the leaves 610 of the tree, so that we can estimate branch lengths in terms of the time to a common 611 ancestor T ij . Finally, we assume that mutations occur at a constant rate of θ/2 on 612 each branch. Taken together, these assumptions imply that F 2 (I i,k , I j,l ) = θET ij for 613 all individuals from populations P i , P j , this simplifies to
which, for the cases of n = 1, 2 was also derived by Petkova [41] . In most applications, 615 we wish to calculate F 2 per segregating site in a large sample. As the expected number 616
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to obtain an expression independent of the mutation rate. In either of these equations, 618 we can see has no impact on inference.
622
Furthermore, we can obtain a population-level statistic by taking the limit when 623 the number of individuals per sample n 1 and n 2 go to infinity:
This yields Equation 5. Using θ as the constant of proportionality, we find that
leading to the estimator given in 6.
626
It is straightforward to check that this estimator is equivalent to that given by 627 Reich et al. [4] :
which is Equation 10 in the Appendix of [4] .
629
Four-point-condition and F 4
630
We prove the statement that for any tree, two of the three possible F 4 values will be 631 equal, and the last will be zero. First, notice that permuting one of the two pairs only 632 changes the sign of the statistic, i.e.
Using F 2 as a tree-metric, the four-point condition [17] can be written as
which holds for any permutations of the samples.
635
Applying this to the first two and last two terms on the right-hand-side in equation 636 14b yields 637
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The four-point condition states that two of the sums of disjoint F 2 statistics need 638 to be identical, and the third one should be less or equal than that. This gives us four 639 cases to evaluate (36) 
with solution ET 12 = 1 + M −1 . This results in the equation in figure 6 . The 657 derivations for the hierarchical island models is marginally more complicated, but 658 similar. It is given in [43] .
659
Admixture models These are the model for which the F -statistics were originally developed. Many details, applications, and the origin of the path representation are found in [5] . For simplicity, we look at the simplest possible tree of size four, where P X is admixed from P 1 and P 2 with contributions α and β = (1 − α), respectively. We assume that all populations have the same size, and that this size is one. Then,
Here, c x is the probability that the two lineages from P X coalesce before the 660 admixture event. 
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Thus, we find that F 3 is negative if
which is more likely if α is large, the admixture is recent and the overall coalescent is 663 far in the past.
664
For F 4 , we have, omitting the within-population coalescence time of 1:
Stepping-stone models For the stepping stone models, we have to solve the recursions of the Markov chains describing the location of all lineages in a sample of size 2. For the standard stepping stone model, we assumed there were four demes, all of which exchange migrants at rate M . This results in a Markov Chain with the following five states: i) lineages in same deme ii) lineages in demes 1 and 2, iii) lineages in demes 1 and 3, lineages in demes 1 and 4 and v) lineages in demes 2 and 3.
Note that the symmetry of this system allows us to collapse some states. The transition matrix for this system is
We can end the system once lineages are in the same deme, as the time to 665 coalescence time is independent of the deme in isotropic migration models [42] , and 666 cancels from the F -statistics.
667
Therefore, we can find the vector v of the expected time until two lineages using 
671
Finding the expected coalescent time involves solving a system of 5 equations. The 672 terms involved in calculating the F -statistics (Table 1) are the entries in v 673 corresponding to these states.
674
The hierarchical case is similar, except there are 6 demes and 10 equations. Representing states as lineages being in demes (same), (1,2), (1, 3) , (1, 4) , (1, 5) , (1, 6) , (2,3), (2,4), (2,5), (3, 4) . 
For F 4 , we assume that demes 1 and 2 are in P 1 , demes 3 and 4 in P X and demes 5 678 and 6 correspond to P 2 and P 3 , respectively.
679
We average the two left demes to P 1 , the two right demes to P 2 and the two middle 680 demes to P X . The
681
Range expansion model We use a range expansion model with no migration [44] . Under that model, we assume that samples P 1 and P 2 are taken from demes D 1 and D 2 , with D 1 closer to the origin of the expansion, and populations with high ids even further away from the expansion origin. Then ET 12 = t 1 + ET 11 , where Et 1 is the time required for a lineage sampled further away in the expansion to end up in D 1 . (Note that t 1 only depends on the deme that is closer to the origin). Thus, for three demes, 
Simulations
682
Simulations were performed using ms [45] . Specific commands used are 683 ms 1201 100 -t 10 -I 13 100 100 100 100 100 100 100 100 100 100 100 for Figure 4B , where the admixture proportion°ALPHA was varied in increments of 691 0.025 from 0 to 0.5, with 200 data sets generated per°ALPHA.
692
Lastly, data for Figure 4C was simulated using 693 ms 501 100 -t 50 -r 50 10000 -I 6 100 100 100 100 100 1 -es 0.001 3 Here, the admixture proportion°ALPHA was varied in increments of 0.1 from 0 to 1, 697 again with 200 data sets generated per°ALPHA.
698
F 3 and F 4 -statistics were calculated using the implementation from [6] . 699 
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. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/028753 doi: bioRxiv preprint first posted online Oct. 9, 2015; C. Discordant genealogy B. Concordant genealogy A. Equation Figure S2 . Schematic explanation how F 3 behaves conditioned on gene tree. Blue terms and branches correspond to positive contributions, whereas red branches and terms are subtracted. Labels represent individuals randomly sampled from that population. We see that external branches cancel out, so only the internal branches have non-zero contribution to F 3 . In the concordant genealogy (Panel B), the contribution is positive (with weight 2), and in the discordant genealogy (Panel C), it is negative (with weight 1). The mutation rate as constant of proportionality is omitted.
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