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Abs t rac t  e = internal energy 
ETA = y/A 
An existing axisymmetric body viscous shock layer G = vibrational energy gained in recombination 
code including chemical, thermal, and thermodynamic h = specific enthalpy 
nonequilibrium and nonequilibrium radiative gasdynamic I = radiation intensity 
coupling was adapted to simulate the one-dimensional flow J = diffusive mass flux 
within a shock tube. A suitable solution scheme for this k = thermal~conductivity 
case and additional radiation modelling was developed in Mi = molecular weight of species i 
order to compare the current computational results with p = pressure 
experimental radiation measurements. Spectrally inte- $? = universal gas constant 
grated intensity traces, time to peak radiation, and ion- T = coordinate perpendicular to the tube wall 
ization distance data were generated for shocks in air with ir = streamwise radiative heat flux 
speeds between 9.5 km/sec and 12.6 km/sec. Overall, S = radiant source function 
good agreement is seen between the current calculations T, = electron-electronic temperature 
and the available experimental data, justifying the use of 
the current nonequilibrium models for engineering appli- T, = vibrational temperature 
cations. t = time coordinate 
LT = diffusion velocity 
v 
= translational-rotational temperature of species i 
N o m e n c l a t u r e  
A = vibrational model parameter in Equation (7) 
C = mass fraction 
c1 = constant defined by Equation (1) 
cp = constant pressure specific heat 
di = ionization distance 
E = vibrational energy lost in dissociation 
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21 = velocity 
zi, = chemical production term 
Y, y = coordinate parallel to the shock tube 
YSHOCK = downstream boundary distance (same as A) 
A = downstream boundary distance (same as YSHOCK) 
n = absorption coefficient 
p = molecular viscosity 
v = frequency < = elastic electron energy exchange term 
p = density 
7 = relaxation time 
$2 = inelastic electron energy exchange term 
II = Y/A 
1 
Suhscr ip ts  
b = boundary 
e = electron or electron-electronic 
i = ionization 
i = species index 
p = peak radiation 
t r  = translational-rotational 
v = vibrational 
u = frequency 
00 = pre-shocked value 
Introduction 
Aerobraking vehicles have received much attention re- 
cently in terms of inter-orbital or inter-planetary traus- 
fer missions. The aerobraking maneuver is characterized 
by prolonged flight at  very low densities and very high 
velocities; previously designed vehicles spent only short 
durations at  these low density altitudes. Accurate pre- 
diction of the environment in which aerobraking vehicles 
operate requires the development of engineering tools for 
modelling the chemical, thermal, and radiative nonequi- 
librium present in such low-density flows. 
In the past, research efforts have produced engineer- 
ing models for predicting the shock layer flowfield prop- 
erties including nonequilibrium about an axisymmetric 
body.' Recently, building upon a version of the vis- 
cous shock layer (VSL) solver SHTNEQ code devel- 
oped at NASA Langley,2 these solvers have been ex- 
tended to include nonequilibrium radiation modelling 
and a three-temperature (vibrational (Tu), translational- 
rotational ( T ) ,  and electron-electronic (T,)) gas.3-6 The 
viscous shock layer equations are an approximation to 
the Navier-Stokes equations, and the solution method- 
ology for solving these equations for axisymmetric and 
non-axisymmetric flow is detailed in Refs. 7 and 8. Cal- 
culations performed by this improved model have been 
compared to stagnation point experimental data from the 
Fire I1 flight testg with good  result^.^,'^^" 
Since experimental data in which nonequilibrium and 
radiative phenomena occur simultaneously is limited, all 
possible avenues for model validation must be pursued. 
While the Fire I1 flight experiment provided a limited 
amount of radiative heat transfer and surface informa- 
tion for the stagnation point of an axisymmetric body, 
most information for nonequilibrium flow is available in 
the form of shock tube data. Shock tube experiments have 
produced shocks in which nonequilihrium processes and 
radiation are important, making such experiments vital 
in the verification of nonequilibrium chemical and radia- 
tion  model^.'^-'^ Several investigators have attempted to 
recreate these experiments computationally with models 
of varying c o m p l e ~ i t y , ' ~ ~ ~ ~  with varying degrces of suc- 
cess. 
metric nonequilibrium flow code previously described to a 
form suitable for simulating shock tube experimcnts. Cal- 
culated results for the nonequilibrium flowfield are then 
compared with experimental data in order to validate the 
current nonequilibrium chemical and radiative models. 
The current work presents the conversion of the axisym- J' 
Flowfield Theory 
The basic models employed in the current work are 
outlined in detail in the l i t e r a t ~ r e ; ~ , ~ ~ ~ ~ '  the nonequi- 
librium models have not been changed. The program 
bas been converted to simulate the one-dimensional shock 
tube problem. A detailed description of the entire one- 
dimensional solution procedure is given in Ref. 23. The 
following discussion outlines the primary concerns ad- 
dressed in the conversion of the code and includes addi- 
tional modelling required for calculating radiation data 
compatible with data measured in shock tube experi- 
ments. 
The coordinate system utilized by the normal shock 
equations is shown in Fig. 1. This coordinate system 
Fig. 1: Normal Shock Coordinate System 
may appear awkward at first, but recall that  the normal 
shock code was developed from an existing axisymmetric 
body code. In the original code, the y coordinate was nor- 
mal to the body and went from an q = y/A = 0 at  the 
body surface to 7 = 1 at the shock (A being the shock 
stand-off distance). The normal shock code maintains the 
shock a t  q = 1, and 7 = 0 corresponds to a point at  a 
specified distance downstream of the shock. 
Conservation Equations 
Adding nonequilibrium effects t o  the flowfield model 
does not effect the mass and momentum conservation 
equations directly. Onedimensional mass conservation is 
given by Equation (1). 
pv = a constant = pmv, = c1 (1) -' 
The subscript 00 denotes conditions prior to the shock. 
Under viscous shock layer assumptions, normal viscous 
stresses are neglected, reducing the one-dimensional ma- 
mode possessing an associated specific heat cp and ther- 
mal conductivity k. U; is the diffusion velocity of species 
i. Pressure and viscous work terms are then included, fol- 
lowed by the chemical reaction term to account for the 
change in the zero point energies of thc species present. 
The qr term is the streamwise radiant energy flux calcii- 
-' mcntum cquat,ion to the form in Equation (2) .  
p + po2 = a constant = pm + p m v L  (2) 
lated by the nonequilihrium radiation model. 
is given below in one-dimensional form. 
Using the mass conservation equation, Equation (2) can The energy model is that of ~ ~ ~ ~ ~ , ~ , 2 8  and he solved for the local pressure. 
P = P, + Cl(V00 - v )  (3) 
The equation of state used in the current model follows P V C ~ , " ~  = &(he) + E i p i U i c p U , ; e  
a partial pressure formulation to account for the multi- 
component nature of the gas. The form of the equation of 
state is given in Equation (4). 
(4) 
In Equation (4), % i s  the universal gas constant, Mi is the 
molecular weight of species i, and 'T, is the translational 
temperature for species i (T, is T unless the index i de- 
notes the free electrons in the flow; in that case, = Te),  
The energy conservation equations and species conti- 
nuity equations do not lead to  simple algebraic formulas 
for the translational, vibrational, and electron-electronic 
temperatures and the species mass fractions. The one- 
dimensional forms of these equations are presented in Ref. 
23, and the details for modelling the various terms in each 
are given in Ref. 3. 
The species continuity equation for species i is given in 
Equation ( 5 ) .  
(5) 
In Equation (5) ,  Ci is the mass fraction of species i, 2iri 
gives the production of species i due to chemical reactions, 
and Ji is the diffusion mass flux term of species i. The 
details for modelling these terms are given in Ref. 3. The 
chemistry model primarily uses the reaction rates of Park, 
and the reaction set is given in Refs. 3 and 4. 
Global energy conservation is represented by Equation 
(6). 
The vibrational temperature, Tu, represents the average 
vibrational energy per diatomic particle in the flow as- 
suming a Boltzman distribution among vibrational energy 
levels. The last four terms on the right hand side of Equa- 
tion (7) are terms which account for gains or losses in the 
vibrational energy due to transfer between the various en- 
ergy modes. The third term accounts for the electron- 
Vibrational energy exchange, and the last three terms ac- 
count for translational-vibrational coupling. In Equation 
(7), e,,(T,) gives the vibrational energy per unit mass of 
species i if the vibrational temperature were the electron- 
electronic temperature; energy transfer between the vi- 
brational and electronic modes occurs when e", (T,) differs 
from the actual vibrational energy e,,'. An analogous en- 
ergy exchange between the Vibrational and translational 
modes is calculated using the fourth term on the right 
hand side of Equation (7). The final two terms in Equa- 
tion (7) give the vibrational energy lost due to dissociation 
and gained through recombinations. 
Finally, the electron-electronic energy equation is given 
by Equation (8). 
+ xi F e i  + ne = - zi pi %(Ta)-% 7a.s 
The free electron translational temnerature and the elec- 
-6 (k,.$+$ + k ,  % + k e a )  tronic temperature are assumed to  he in equilibrium and 
represented by the temperature T,. As with the last four aY 
aT terms in the vibrational energy equation, the terms on 
the right hand side of Equation (8) are source terms used - ~ i p i v i  ( ~ p , t r g + + p , u ; j ; ~ + c p , e p )  (6) . ,  
to account for energy transfer between the various energy 
modes. The first term calculates the exchange between 
vibrational and free electron energy, the tei summation 
accounts for energy exchange due to  elastic collisions be- 
'- duction, and diffusion, respectively, with each energy tween free electrons and the other particles in the field, 
-& + a [-$4 + Ci Wihi = -% 
The first three terms account for energy convection, con- 
3 
and Q, represents energy transfer to and from free elec- 
trons due to inelastic, chemical processes. 
Solu t ion  Procedure 
As seen in the previous section, the species contiuu- 
ity equation and the energy equations contain derivative 
terms that must be discretized. A spatially centered fi- 
nite difference approach applied at each grid point re- 
sults in one set of linear tridiagonal equations for each of 
these conservation expressions. Each system can be solved 
rapidly using the Thomas algorithm for the distribution 
of one flowfield parameter by holding the other parame- 
ters constant during that step in the solution. Continuity, 
momentum conservation, and the equation of state lead to 
simple algebraic equations that do not require discretiza- 
tion. 
The solution procedure begins with species continuity. 
The species continuity equation written at  each point in 
the flowfield for a given species produces a system of equa- 
tions that is solved for the mass fraction of that species at  
each point. For n species in the flowfield (including ionic 
species and free electrons), the species continuity equa- 
tion is solved n - 2 times, yielding the mass fractions of 
all the flow species except one of the neutrally charged 
species and the free electrons. The electron concentra- 
tion is then obtained through a charge conservation with 
the ionic species present in the fluid, and the remaining 
m a s  fraction is determined by summing the known n - 1 
mass fractions and subtracting from 1. In this manner, 
the mass fractions for all species are calculated for the 
current iteration. 
Each energy equation is then solved for one tempera- 
ture distribution. The global energy equation is solved for 
the translational-rotational temperature distribution, the 
vibrational energy equation is solved for the vibrational 
temperature, and the electron-electronic energy equation 
is solved for the electron-electronic temperature. This pro- 
cedure gives the three temperature distributions for the 
current iteration. 
Continuity, momentum conservation, and the equation 
of state are then applied to each grid point. Equation (4) 
gives the density distribution based upon the current pres- 
sure and temperature distributions, Equation (1) yields 
the velocity distribution based upon the new density dis- 
tribution, and Equation (3) is used to calculate the pres- 
sure distribution given the freestream conditions and the 
local velocity. Solving the flowfield equations in this order, 
the solution scheme iterates on the solution until conver- 
gence is reached. 
Boundary  Conditions 
The original axisymmetric code that formed the basis of 
the normal shock code is a “shock fitting” program. The 
upstream boundary is just downstream of the shock, and 
the shock jump conditions provide the upstream boundary 
conditions for the grid. The shock jump conditions arc cal- 
culated using the Rankine-Hugoniot relations modifird to 
account for mass diffusion and thermal conduction i m m e  J 
diately behind the shock. Including these transport phe- 
nomena in the shock boundary conditions is called shock 
slip and is accomplished by integrating the conservation 
equations across the shock wave while neglecting colli- 
sional terms. The transport phenomena are included due 
to the high gradients immediately behind the shock front, 
but collisional terms are neglected because the shock is 
assumed thin enough that very few collisions occur within 
the shock wave. Failure to include shock slip results in 
incorrect boundary conditions and a resulting error in en- 
ergy conservation in the flow. 
Downstream boundary conditions need only he applied 
to the species continuity equations and the three energy 
equations. Since the flow is assumed to he in equilih- 
rium at the downstream boundary, the gradients of the 
species concentrations and temperature distributions are 
assumed to go to zero. This condition is correct for the 
nonradiating case and approximate for the radiating case. 
The radiating case will slowly continue to loose energy 
through radiation that is not reabsorbed, so setting the 
second derivatives of the species concentrations and the 
temperatures equal to zero at the downstream boundary 
would he a more accurate approximation for the radiat- 
ing case. Experience has shown, however, that the cal- 
L/ 
culated flowfield from the shock through the equilibrium 
region downstream of the shock is not greatly affected by 
the downstream boundary conditions, even if an nnrea- 
sonable downstream boundary condition is imposed The 
flow solution is affected by this constraint only in the im- 
mediate vicinity of the downstream boundary. For these 
reasons, the simpler zero gradient downstream boundary 
conditions are used for all cases. 
Radiation Modelling 
The radiative heat flux is calculated using a modified 
version of the program RADICAL,24,25 a method which 
includes atomic continuum radiation, atomic line radi- 
ation, molecular band radiation, and free-free Braum- 
struhlung radiation for a standard CHON (carbon, hydro- 
gen, oxygen, nitrogen) gas system. The current version 
of the radiation model includes only those species com- 
posed of nitrogen and oxygen. While the original RADI- 
CAL code only calculated equilibrium radiation, the ver- 
sion currently employed includes nonequilibrium effects 
by using the actual species concentrations, the appropri- 
ate electron-electronic temperature, and modified forms 
of the radiation source functions and absorption coeffi- 
c i e n t ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ” ’  . This routine calculates streamwise ra- 
diative heat flux terms for the energy Conservation equa- 
tions in order to radiatively couple the final solution. Ap- ‘d 
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proximations in the method include the weighting of spe- 
cific radiation lines to account for the contribution of other 
lines that are not. included explicitly in the solution, the 
d use of average properties for closely spaced lines to save 
compiit,ational timc, and the use of exponential approxi- 
mations for the exponential integral functions in the equa- 
tion of radiative transfer. 
The shock tube experiments used for comparison in this 
study measured radiation as viewed from slits in the side 
of the shock tube, not streamwise radiation as calculated 
by the original form of the code. Therefore, a model was 
developed to  calculate the radiation intensity incident on 
the shock tube wall behind the shock. 
Qualitatively, radiant energy transferred through a 
medium is attenuated through absorption by the medium 
but is enhanced by emission from the medium. The ab- 
sorption depends upon local values for an absorption co- 
efficient, denoted here as K ” ,  and the intensity. The emis- 
sion is given by a source function S,, often defined such 
that the product S, ,K~ gives the local emission. The gov- 
erning expression for radiative transfer in terms of these 
parameters is given in Equation (9) .3a  
In Equation (Q), I ,  is the spectral radiation intensity (en- 
ergy transfer per frequency interval du at frequency v per 
unit area per unit time per unit solid angle) in the -r 
direction. This sign convention is illustrated in Fig. 1 
as applied specifically to the shock tube coordinate con- 
vention. Choosing I ,  and r as opposite in direction is 
convenient when solving for the intensity at a given point. 
The intensity directed toward the point is found by inte- 
grating Equation (9) over r from the point to an r* where 
the intensity is known. Under the coordinate system de- 
scribed above, this integration over T goes from r = 0 to 
r = rg. The solution of Equation (9) is given by Equation 
(lo).= 
I,(?=o) = I , , ( r = p b ) e  - r ,dr  + ~ T b ~ u s u e - f ~ r “ d i d r  
(10) 
The desired intensity for modelling the shock tube ont- 
put is the intensity incident on the tube wall. Therefore, 
the ray over which the integration occurs is perpendicular 
to the flow, with T = 0 corresponding to the near wall and 
rb corresponding to the far wall. If the far wall is con- 
sidered nonemitting and nonreflecting, the I,(V.=P~) term 
in Equation (10) is zero. Assuming that the shock tube 
flow is one-dimensional, S, and tcV are constant over the 
integration. Therefore Equation (10) simplifies greatly, 
yielding Equation (11). 
I,(?.=o) = S,(1- e-suTb). (11) 
Simply stated, the spectral intensity at  frequency v inci- 
dent on the side wall is a simple function of the source 
function, the absorption coefficient, and the diameter of 
the shock tube. The spectral indensity I ,  can be inte- 
grated over a given frequency range to give the t,otal ra- 
diative flux within that range. 
Typical units for I, are Watts/(cma steradian eV); there- 
fore, I can be given in terms of Watts/(cm’ steradian). 
When considering the intensity of a radiant source of 
width r*,  it is often convenient t o  normalize the inten- 
sity by the width rb. The results in this report will follow 
this convention, yielding integrated intensity values with 
units of Watts/(cm3 steradian). 
To track the movement of the shock wave down the tube 
during the experiments, detecting equipment was placed 
behind windows in the sides of the tube to view radia- 
tion intensity incident upon the side wall of the shock 
tube. The onset of visible radiation was considered to 
correspond to the arrival of the shock wave. Intensity 
traces obtained using infrared detectors provided addi- 
tional information concerning ionization distances and re- 
action rates. In order to discuss the radiation profiles, 
characteristic parameters used in describing the radiation 
front must be defined. 
The two primary systems used are shown in Fig. 2. The 
top illustration corresponds to the data taken from Allen 
et a1 in Ref. 14. The Avco study included measurements 
of time to peak radiation and time to equilibrium radia- 
tion. The shock arrival was marked by the onset of visible 
light (referred to as “luminous front” radiation). The peak 
nonequilibrium radiation point was the point of maximum 
intensity within the nonequilibrium region following the 
shock. A secondary rise in radiation downstream from 
this zone was attributed to the “attenuation of the shock 
velocity as it moves down the tube”;I4 in other words, 
the shock slows as it proceeds down the tube, resulting in 
a weaker shock jump later in the test. The fluid shocked 
earliest was therefore subjected to  a shock travelling faster 
than the speed measured by the test, resulting in higher 
internal energy in this fluid. A later computational in- 
vestigation of Wilson’s experiment” demonstrated that a 
similar but more pronounced radiation increase away from 
the shock seen in Wilson’s results was consistent with cer- 
tain levels of iron contamination in the shock tube.” The 
current study does not include iron as a radiator. 
The second radiation parameter of interest is the ioniza- 
tion distance, d;, as defined by Wilson.” The definition 
of di is illustrated in Fig. 2. The ionization distance is the 
distance from the foot of the luminous front (the onset of 
visible radiation) t o  the point at which the infrared trace 
quits rising and becomes relatively level. 
Since the incident side wall radiation was observed 
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\ 
time or distance 
Fig. 2: Time to Peak Radiation, t,, and Ionization Dis- 
tance, d; ,  Definitions. 
through a slit, the calculated intensity traces were altered 
using a Gaussian distribution based upon the width of this 
slit. The Wilson data was taken through a 1 mm slit, so 
a Gaussian distribution with a 1 m m  width at half height 
was used as a spatial weighting function at  each grid point 
to account for the experimental equipment viewing afinite 
width of fluid and not one specific point. Upon inspection 
of the final results, this weighting of the traces had very 
little effect on the shape of the curves due to the low width 
of the weighting function. 
Results 
Solutions were obtained for shock speeds between 
9.5 km/sec and 12.6 km/sec. Detailed flowfield and ra- 
diation data are presented for cases compatible with the 
shock tube tests of Wi1s0n.l~ Shocks at 9.5 km/sec and 
0.2 mmHg, 10.9 km/sec and 0.1 mmHg, and 11.3 km/sec 
and 0.1 mmHg were calculated at an initial temperature 
of 300 K. These experiments were performed in a 6 inch 
diameter shock tube, so rb = 6 inches = 15.24 centimeters 
for the radiation calculation. The computational solutions 
were obtained using the variable Lewis number diffusion 
model developed by Gaily: a constant Prandtl number 
of 0.7, and a downstream boundary distance, A, of 6 cen- 
timeters. 
Flowfield Solutions 
Flowfield solutions for the three Wilson cases are pre- 
sented in Figs. 3-5. These figures include tempcraturc -// 
distributions and specics mole fraction distributions from 
the shock (Y/YSHOCK of 1) to the downstream bouud- 
ary (Y/YSHOCK of 0). The cases are presented in or- 
der of increasing shock speed. Thermal nonequilibrium 
(multiple temperature effects) is evident in the tempera- 
ture distributions; the translational temperature is quick 
to respond to  the shock, but the vibrational temperature 
and the electron-electronic temperature climb slowly af- 
ter the shock. This thermal nonequilibrium region is rel- 
atively short and decreases in length as the shock speed 
increases. The nonequilibrium region shortens with in- 
creasing shock speed because the stronger shocks produce 
higher translational temperatures and hence higher ex- 
change rates through collisions. 
The vibrational and electron-electronic temperatures 
overshoot the final equilibrium temperature, with this 
overshoot being more pronounced at the higher shock 
velocities. The overshoots are due to the dissociation 
and ionization processes present in the flow. As energy 
is transferred into the vibrational mode of the diatomic 
species in the flow, the vibrational temperature increases. 
After a sufficient amount of energy is transferred into this 
mode, dissociation will begin to occur. The molecules 
that are more highly excited vibrationally will be more 
likely to dissociate than molecules occupying lower vibra- 
tional states. In general, a dissociation therefore removes 
a molecule from the vibrational temperature average that 
was above the average temperature, and the average vi- 
brational temperature without this particle will therefore 
be lower. Similarly, electrons that occupy the excited elec- 
tronic states bring the average electron-electronic temper- 
ature for the system up, but these excited electrons are 
also the ones that are most easily removed in ionization. 
Thus, the electron-electronic temperature overshoots the 
proper equilibrium value initially until adequate ioniza- 
tion occurs. 
The species mole fraction curves indicate the level 
of chemical activity present in the flow. The chemical 
nonequilibrium zone is characterized by gradients in the 
species concentrations downstream from the shock. The 
primary species at equilibrium are dissociated nitrogen 
and oxygen (which together constitute roughly 90% of 
the products in all cases), followed on a mole fraction ba- 
sis by free electrons and then by ionized nitrogen atoms. 
The equilibrium concentration of Nz drops with increasing 
shock speed, characterizing the dissociation and ionization 
processes in the flow. One willnote that the initial concen- 
tration of the flow species immediately behind the shock 
front is not that  of standard air due to  the mass diffusion 
effects allowed by the shock slip boundary conditions. 
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exists at  Wilson’s test conditions. Therefore, Wilson’s 
data provides a means of validating the current nonequi- 
librium models. 
ation was not available. The traces associated wi th  this 
filter function will be referred to as the 5K traces. 
The second trace recorded the infrared radiation be- 
tween 0.25 eV and 0.177 eV. Since the specific response 
of the infrared detector was not known, this window was 
modelled using a filter function with a transmithnce of 1 
In Wilson’s experiments, the radiation data was in the between 0.25 eV and 0.177 eV and 0 outside this range. 
form of an oscilloscope trace of arbitrary vertical scale. This filter function is also presented in ~ i ~ .  6 ,  and the 
The horizontal axis representing time (or distance down traces taken using this filter function are referred to as 
the shock tube) was of a known scale, so the time to peak the IR traces. 
radiation and ionization distance can be read directly from The intensity traces for the wilson 9.5 km/sec case are 
the traces. However, only the shape of the profile, not the presented in Fig. 7. The 5K traces show an initial peak 
actual magnitude of the radiation, was recorded. In corn- and a secondary rise further downstream. Recall that the 
paring this experimental data  to  computational data ob- experimental data is scaled arbitrarily; the scale in Fig. 
tained from the normalshock code, the horizontal axis was 7a for the 5~ data was chosen to match the magnitude of 
scaled appropriately to maintain an accurate time resolu- the initial peak in the distribution. The initial 
tion, and the vertical scale of the experimental data was rise in the computational trace is due primarily to radia- 
changed to Produce the best agreement with the calcu- tion within the filter window centered around 2.5 eV. The 
lated results. secondary rise is caused completely by the additional in- 
Wilson presents two traces of the incident side wall in- frared radiation allowed to pass by the hump in the filter 
tensity for the Cases he studied. The first trace W a s  ob- function near the low eV end. The experimental data has 
served by a Photomultiplier fitted with a combination of been scaled differently in 7a and 7b to illustrate that the 
a Corning 556 filter and a Corning 371 filter in order t o  two characteristic phenomena are predicted but scaled in- 
“select a wavelen!Zth region around 5000 Abbout 2.5 evl.” correctly relative to each other. The IR traces, Fig. 7c, 
Inspection of the transmittance characteristics of these fil- for the 9.5 km/sec case show reasonably good agreement, 
ters reveals that a significant amount of infrared radiation Both the calculated and the experimental data show a 
is also passed through this filter combination.33 A com- gentle increase in intensity followed by a leveling of the 
posite transmittance function for the filter combination curve to a 
In tens i ty  Traces 
value, 
was generated using the spectral response of each the two 
response of the photomultiplier used to observe this radi- 
The intensity ;races for the Wilson 10.9 km/sec case are 
traces disagree in the scale of the two Drimarv Dhenomena, 








Fig. 6: Filter Functions for the Wilson Intensity Traces 
~ . _  
With the proper scalings, the agreement in both areas is 
good between the calculation and the experiment, espe- 
cially in the secondary rise and leveling region (Fig. 8b). 
As with the 9.5 km/sec case, the secondary rise comes 
completely from radiation passed through the filter func- 
tion at the low frequency end (namely between 0.45 eV 
and 1.71 eV). Both the experimental data  and the calcu- 
lated curve show a gentle decline past the point of max- 
imum intensity. Recalling that the horizontal axis is not 
scaled arbitrarily, the agreement in the time required to 
reach the plateau for the experimental intensity and the 
calculated intensity is very good. 
The calculated IR trace, Fig. 8c, for the 10.9 km/sec 
case agrees well with the experimental data. The initial 
shape of the intensity curves do not match perfectly, but 
the time from the foot of the intensity curve to the turn 
at the plateau is the same for the experimental and the 
calculated data. A gentle drop in both the experimental 
data and the calculated curve is seen as the curve travels 
further away from the maximum intensity point. 
The final intensity traces included are for the Wilson 
11.3 km/sec case, and these traces are presented in Fig. 9. 
The 5K traces again show the same characteristics and the 
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Fig. 9: Intensity Traces for the Wilson 11.3 km/sec, 
0.1 mmHg Case. 
The secondary radiation rise in the 5K trace increases in 
magnitude relative to the initial rise as the shock speed 
increases, and the initial rise appears as only an inflection 
point in both the experimental and the calculated curves '4 
at 11.3 km/sec. As with the previous 5K traces, the initial 
and secondary rise characteristics are clearly seen in both 
the calculated trace and the experimental data, but the 
relative sizes of the phenomena do not match between 
the experimental data and the calculated results. Also, 
although the time at  which the experimental data and 
the calculated data turn after the secondary rise matches 
reasonably well, the experimental data continues to rise 
but the calculated trace drops. 
The IR traces for the 11.3 km/sec case are presented in 
Fig. 9c. Again, a disagreement is seen in the initial shape 
of the traces, and a slight difference is seen in the location 
at  which the traces plateau. Despite these differences, 
good agreement is seen between the experimental results 
and the calculated trace in general. 
Some observations can now he made concerning the 
characteristics of radiation profiles in noneqnilibrium flow. 
Based upon the calculated and experimental intensity 
traces presented, it can be concluded that the intensity 
trace of a single, narrow frequency range is not defini- 
tive in determining what regions in the flow have reached 
an equilibrium radiation level. Secondary peaks in some 
intensity curves and different behavior between frequency 
bands prohibit attempts to easily define an equilibrium ra- 
diation point. Each experimental Wilson 5K trace demon- 
strates a secondary rise in the radiation after an initial 
peak. Notice that this secondary increase is also evident in 
the calculated distributions, even though the simulations 
include no terms to attenuate the velocity as the shock 
moves down the tube. The results of Honma and Iizuka" 
also support the existence of a secondary rise in the in- 
tensity after the initial peak in the nonequilihrium zone. 
They observed secondary maxima in experimental data 
for shocks above 10 km/sec at  0.01 mmHg. They then 
reproduced these secondary peaks computationally using 
versions of Park's chemistry and radiation models.20,34-36 
The attenuation of the shock speed as discussed earlier 
has the effect of generating these secondary intensity in- 
creases. However, based upon the experimental and com- 
putational data presently available, the secondary rise is 
a radiative gasdynamic effect and not merely due to limi- 
tations in the experimental equipment. 
This argument can he extended to the possibility of 
iron contamination in Wilson's tube. By basing a fre- 
quency weighting function on the spectral response curves 
of the filters used in the experiment, the current calcu- 
lation includes additional radiation away from 5000 A 
and produces this secondary rise without including iron 
as a radiator. As argued above, the existence of a sec- 
ondary intensity peak for the radiation is substantiated 
in both experiments and calculations by various investi- 
10 
i 
sistently misscaled in terms of the phenomena observed 
sible explanation is that  the photomultiplier used to oh- 
between 2.1 and 2.61 eV and that below 1.71 eV. A pos- f 2 a 100; 
gators. One should also note that the shock tube sec- 
tion containing the driven gas in Wilson's experiments 
was aluminum and  pyre^.^',^' Additionally, the arrival 
w of driver gas and diaphragm cont,amination is clearly ev- 
ident i n  the experimental traces, and the experimental 
points presented in the current work were t,aken from the 
intensity traces prior to the onset of this contamination. 
Considering these facts, the secondary rise in radiation in- 
tensity after what was once though by some investigators 
as an equilibrium condition is in fact a gasdynamic occur- 
rence and not merely a result of experimental limitations 
or contamination 
1 
in Fig. 10 is the product of the initial pressure and the 
time to peak; and the data represented by open triangles 
are the experimental values taken from Ref. 14, while thc 
open squares indicate data points generated by the normal 
shock code. As is seen in the graph, the predictions of the 
code for time to peak radiation show very good agreement 
with the da taup  through 10.2 km/sec, and the results cal- 
culated at  higher shock speeds appear to perpetuate the 
trend established by the lower speed data. 
Ionization distance information is plotted in Fig. 11. 
The ordinate in Fig. 11 is the ionization distance as de- 
serve this radiation had higher response characteristics in 
the 2.1 eV to 2.61 eV range than in the lower range. The 
infrared signal would therefore have been attenuated, re- 
ducing the magnitude of the secondary rise in the intensity 
traces. Unfortunately, the specific photomultiplier used in 












tal data of Wilson lies in the photomultiplier spectral re- 
sponse characteristics. The calculated 5K traces are con- 
time to peak radiation and ionization distance information 
as defined in Fig. 2. Additional cases at an initial pressure 
of 0.1 mm Hg and shock speeds from 11.4 to 12.6 km/sec 
were calculated in order to check the correlation between 
the predicted values for these characteristic times and the 
experimental results found in Refs. 14 and 17. The time 
to peak radiation is presented in Fig. 10. In order to cor- 
relate data taken at  various initial pressures, the ordinate 
v 
0.00001 - 
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Fig. 10: Time to  Peak Radiation for Various Shock Speeds 
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Fig. 11: Ionization Distance for Various Shock Speeds 
fined in Fig. 2 divided by the initial mean free path of 
the non-shocked air (0.48 mm). The experimental data 
included in Fig. 11 is from Wilson, and calculated points 
between 10.9 and 12.6 km/sec obtained by the present 
study are indicated by open squares. The calculated ion- 
ization distances follow the same trend as the experimen- 
tal data, staying above the experimental data  points hut 
often falling within the hand bounded by the experimental 
error. In general, this level of agreement is excellent. 
Conclusions 
A normal shock version of the viscous shock layer ax- 
isymmetric body code was developed to validate current 
nonequilibrium and radiative models. Calculations were 
performed for shocks in air at speeds ranging from 9.5 
km/sec to  12.6 km/sec. The characteristic phenomena 
seen in the intensity plots of Wilson is reproduced using 
filter functions derived from the spectral characteristics of 
the filters used in the experiment. Baaed upon the cur- 
rent calculations and the experimental and computational 
work of other investigators, the secondary radiation in- 
11 
creasc after what many investigators had deemed the equi- 
librium level is a gasdynamic effect and not due to exper- 
imcntal limitations. Ambiguity in the spectral response 
of the experimental equipment array is a more likely ex- 
planation for the difficulties in reproducing Wilson’s ex- 
perimental data than shock speed attenuation or possible 
iron contamination in Wilson’s aluminum and pyrex shock 
tube. Overall, the current model consistently reproduced 
the experimental data with a level of accuracy that jnsti- 
fies the use of the current models for engineering calcula- 
tions. Some calculations, such as the ionization distance 
and the time to peak, show remarkably good agreement 
with the experimental data. 
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