Abstract. We present an explicit formula for computing toric residues as a quotient of two determinants,á la Macaulay, where the numerator is a minor of the denominator. We also give an irreducible representation of toric residues by extending the theory of subresultants to monomials of critical degree in the homogeneous coordinate ring of the corresponding toric variety.
introduction
The toric residue of n + 1 divisors on an n-dimensional toric variety was first introduced by Cox [Cox2] in the case when all divisors are ample of the same class, and extended to the general case by Cattani, Cox, and Dickenstein [CCD] . Toric residues have been found to be useful in a variety of contexts such as mirror symmetry [BM] , the Hodge structure of hypersurfaces [BC] , and in the study of sparse resultants [CDS2] .
Another related, perhaps more familiar, notion is the global residue in the torus. Given a system f 1 , . . . , f n of n Laurent polynomials in n variables with a finite set of common zeroes in the torus T = (C * ) n , and another Laurent polynomial q, the global residue of q with respect to f 1 , . . . , f n is the sum of the Grothendieck residues of the differential form
at each zero of the f i . This turns out to be a rational function in the coefficients in the f i and has a wide variety of applications in algebra and analysis. The residue in the torus has been studied by Khovanskii, Gelfond, and Soprounov [Kho, GK, Sop] . Cattani and Dickenstein [CD, Theorem 4] showed that the global residue in the torus is equal to a particular toric residue in the sense above of [Cox2, CCD] . The precise relationship between the toric residue and the global residue in the torus is discussed in Section 6. Date: February 1, 2008. In this paper, we present an explicit formula for computing a toric residue as a quotient of two determinants, where the numerator is a minor of the denominator. This is an improvement over earlier algorithms in [CCD, CD] by eliminating costly Gröbner basis computations.
Both the numerator and denominator of our quotient formula turn out to be divisible by the same extraneous factor. It would be useful to have a description of the residue in reduced form. Indeed, the denominator of the toric residue has already been identified with the sparse resultant [CDS2] . Our second main result is an identification of the numerator with a "toric subresultant", analagous to the multivariate subresultant of Chardin [Cha1] . In the dense case, this numerator and its properties have been deeply studied by Jouanolou in [J1, J2, J3] . Our results may be regarded as a generalization of Jouanolou's work.
We start with some notation on toric varieties. For more details we refer the reader to [Ful, Cox1, Cox2] . Let X be a projective toric variety of dimension n, hence determined by a fan Σ ⊂ R n . The generators of the 1-dimensional cones in Σ will be denoted η 0 , . . . , η s−1 . The Chow group A n−1 (X) has rank s − n. We work in the polynomial ring S := A[x 0 , . . . , x s−1 ] where each variable x i corresponds to ray η i and hence to a torus-invariant divisor D i of X. We grade S by declaring that the monomial x a i i has degree [ a i D i ] ∈ A n−1 (X). The base ring A will be the coefficient space of our polynomial system and is specified below. We abbreviate β 0 := [ i D i ], the anticanonical class on X. The irrelevant ideal B(Σ) is generated by the elementŝ x σ = η i / ∈σ x i where σ ranges over all n-dimensional cones in Σ. We now recall the definition of the toric residue from [Cox2] . This depends on n+1 generic S-homogeneous polynomials which are homogenizations of Laurent polynomials in n variables. Given a polynomial of a certain critical degree we construct a differential n-form which gives rise to a top cohomology class of the canonical sheaf of differentials Ω n X = O(−β 0 ). The toric residue is defined to be the trace of this cohomology class.
Formally, pick ample degrees α 0 , . . . , α n and consider generic polynomials:
where
. . , n; a ∈ A i ], and write Q(A) for the field of quotients of A. Let ρ = i α i − β 0 , which is the critical degree of our system. For any subset I = {i 1 , . . . , i n } of {0, . . . , s − 1} we write det(η I ) := det( e l , η i j 1≤l,j≤n ),
The Euler form on X is the sum over all n-element subsets I of {1, . . . , s}:
which is ȃ Cech cocycle of degree n with respect to the open cover U i . Therefore, there is an induced cohomology class [ω g ] ∈ H n (X, Ω n X ), and we define
The toric residue is thus a map
The remainder of this paper is organized as follows: Section 2 gives a combinatorial construction of explicit elements of S ρ with residue ±1, playing the role of the toric Jacobian from [CDS2] and generalizing the elements ∆ σ constructed in [CCD] on simplicial toric varieties. This is used in Section 3 to give the promised Macaulay style residue formula.
Sections 4 and 5 discuss the reduced numerator of the toric residue of a monomial h. This is shown to be a toric subresultant associated to the systen F 0 , . . . , F n and the monomial h. In the dense case, the subresultant was introduced by [Cha1] , and different algorithms for computing subresultants have been developed in [Cha2, Sza] .
In Section 6, we will show how our results can be used to compute global residues in the torus. We see how our results generalize some explicit formulas given by Macaulay in [Mac] for computing global residues of dense homogeneous systems.
Elements with nonzero residue
Let X be a projective, but not necessarily simplicial, toric variety with fan Σ and F 0 , . . . , F n generic elements of ample degrees α i as above.
Pick a complete flagσ = {0} ⊂ σ 1 ⊂ · · · ⊂ σ n where each σ i is a cone of dimension i in Σ. For i = 1, . . . , n, let z i be the product of all variables x j such that η j ∈ σ i but η j / ∈ σ i−1 . We set z n+1 = η j / ∈σn x j . We will see that each F j can be written in the form Note that if X were simplicial then each of z 1 , . . . , z n would be a single variable corresponding to the generators of the cone σ n and z n+1 would be the product of all of the remaining variables. The element ∆σ, in this case, is the same as the element ∆ σn from [CCD] .
Proof. The η i are ample classes, therefore F 0 , . . . , F n ⊂ B(Σ). We next show that B(Σ) ⊂ z 1 , . . . z n+1 . Consider a generatorx τ where τ is a maximal cone of Σ. Recall thatx τ = η i / ∈τ x i . Now τ ∩ σ n is a face of σ n . Choose i such that τ ∩ σ n ⊃ σ i−1 but τ ∩ σ n ⊂ σ i . Now, we see that the one dimensional cones in τ ∩ σ i are all contained in σ i−1 , and so none of the one dimensional cones in z i are in τ . Therefore z i dividesx τ as desired. Hence we can write (nonuniquely) for j = 0, . . . n
Now an application of the global transformation law (Theorem 0.1 in [CCD] ), shows that Residue F (∆σ) = Residue z (1). And so we need only prove that Residue z (1) = ±1.
Let X ′ be a new toric variety arising from a simplicial refinement Σ ′ of Σ with the same 1-dimensional cones, hence the same coordinate ring, albeit with a smaller irrelevant ideal B(Σ ′ ) ⊂ B(Σ). We have a natural map f : X ′ → X. Let U be the open cover on X defined by {U i = {x ∈ X : z i = 0}}. We have an analagous collection of open sets U ′ on X ′ defined by the same equations {U
is also an open cover of X ′ . Now, on X, the element 1 ∈ S gives the n-form
This form is defined on the open set
which is the same as the open set defined by x 0 = 0, . . . , x s−1 = 0. The map f defines an isomorphism on this open set, and we can pull back ω to get a new form 
Putting it together we have:
In [CCD] it was shown that T r([ω 
Proof. We proceed by induction to show that z 1 = · · · = z k = 0 if and only if
The base case k = 1 is trivial as z 1 is a single variable x i 1 corresponding to a unique 1 dimensional cone. For the inductive step suppose x 1 = · · · = x i k = 0 and z k+1 = 0. Let σ ′ k be the cone corresponding to x i 1 , . . . , x i k . The torus orbits of X ′ are in one to one correspondance with the cones in Σ ′ . The orbit corresponding to a cone σ ′ is specified exactly by the vanishing of the variables corresponding to the 1-dimensional generators. In particular if some variable x i k+1 dividing z k+1 vanishes, then there is a cone in Σ ′ containing the rays corresponding to x i 1 , . . . , x i k+1 . As Σ ′ is simplicial, the above set of rays must itself be a (k + 1)-dimensional cone in Σ ′ . So, it is enough to show that there is a unique such cone.
Recall that we have a complete flag of cones
, is made up of the rays in σ k+1 but not in σ k . Now σ k was a facet of σ k+1 and σ ′ k is a cone in its triangulation in Σ ′ . Therefore, there is a unique cone σ ′ k+1 in the triangulation of σ k+1 containing σ ′ k (No two cones in a triangulation can meet in a facet of the original cone). Let x i k+1 be the additional generator of σ ′ k+1 . This completes the induction and we take σ
. . , n, and z ′ n+1 = η j / ∈σ ′ x j the product of the remaining variables. We define the open cover V by 
As our complete flagσ we pick {0} ⊂ {η 0 } ⊂ {η 0 , η 1 } ⊂ {η 0 , η 1 , η 2 , η 3 }. This gives z 0 = x 0 , z 1 = x 1 , z 2 = x 2 x 3 , z 3 = x 4 x 5 x 6 x 7 and we can write
, and similarly for F 1 , F 2 , F 3 . Therefore: Here the "bracket" [0456] denotes the 4 × 4 determinant: 
Macaulay Style Formulas for Residues
We now show how to use the element ∆σ to give an explicit Macaulay formula for the residue. We will need the following result. Consider the map of free A modules:
(Codimension 1 theorem) Let X be a projective toric variety, and F a generic ample system as above, then the map φ described above is generically surjective. Equivalently, the degree ρ component of the quotient S F := S/ F 0 , . . . , F n has Q(A) dimension 1.
The proof is postponed to the next section. When X is simplicial, this result is due to [CCD] . In a forthcoming paper, Cox and Dickenstein [CoD] prove a much more general codimension theorem which implies the theorem above.
Let M be the matrix associated with the A-linear map φ in the monomial bases. As in [Mac] , we shall index the rows of M in correspondence with the elements of the monomial basis of the domain. Fix a monomial h ∈ S ρ , and letM be any square maximal submatrix with nonvanishing determinant. It turns out that one of the rows ofM must be indexed by (0, . . . , 0, 1). This is due to the fact that ∆σ does not belong to the ideal generated by F 0 , . . . , F n if this family does not have any common zero in X. LetM h be the square submatrix ofM made by deleting the row indexed by (0, . . . , 0, 1) and the column indexed by h. Now we are ready for the main result of this section.
Proof. LetM h be the matrixM modified as follows: we multiply by h all the elements in the column indexed by h.
Then, it turns out that det(M h ) = h det(M). On the other hand, performing elementary operations in the columns ofM and expanding the determinant along the column indexed by h, it turns out that
By taking the residue of both sides, we get The following result is a straightforward consequence of Theorem 3.2, and says that for any polynomial P of critical degree, Residue F (P ) may be computed as a quotient of two determinants. 
Proof. Expand det(M P ) by the row indexed by ∆σ, and use the linearity of the residue and Theorem 3.2.
Example 3.5. Let X = P 1 ×P 1 whose fan has the following 1-dimensional generators: η 1 = (1, 0), η 2 = (0, −1), η 3 = (−1, 0) and η 4 = (0, 1). We pick the ample degrees
and consider the following generic polynomials having those degrees:
The critical degree is −D 1 + 2D 2 + 2D 3 − D 4 and may be identified with the set of nine integer points lying in the interior of a 3 × 3 square having integer vertices and edges parallel to the axes (see [CDS2] ). To compute ∆σ we can take z 1 = x 1 , z 2 = x 2 , z 3 = x 3 x 4 .
In this case, M is the following 9 × 9 matrix:
where the d k are the coefficients of ∆σ: 
. • In S ρ−α 0 : 
Again in this case, for any polynomial P of critical degree, we have that
.
Toric Subresultants in the critical degree
In this section we define the toric subresultant of a monomial h ∈ S ρ and show that this is precisely the numerator of the residue of h. To set things up we must construct two complexes of free A modules wich we will call the resultant and subresultant complexes respectively. Along the way we will prove Theorem 3.1 from the previous section. The approach will be to use Weyman's complex [GKZ, Section 3 .4E] to pass from an exact sequence of sheaves to a generically exact complex of free modules.
Proof of Theorem 3.1. Note that, as Residue F (∆σ) = ±1, ∆σ is not in the ideal F 0 , . . . , F n . Hence the surjectivity of φ and the fact that (S F ) ρ has codimension 1 are equivalent.
Let F be our standard generic ample system. The polynomials F i are sections of sheaves L i := O(α i ) on X (with coefficients in A). Given any subset I of {0, . . . , n}, let α I = i∈I α i . We get a corresponding (dual) Koszul complex of sheaves:
If we now tensor this complex with the sheaf M := O(ρ) = O( α i − β 0 ) we get a new complex:
Since all sheaf Tor groups vanish when one of the factors is locally free, it follows that the complex (6) remains exact even if M is not locally free. We can therefore apply "Weyman's complex" [GKZ, Chapter 3, Theorem 4 .11] which yields a double complex:
The corresponding total complex is generically exact with differentials depending polynomially on the coefficients of the F i ; therefore we can view this as a generically exact complex of free A-modules. By the toric version of Kodaira vanishing, see [Mus] , all cohomology terms in the complex vanish except when q = 0 or when p = n + 1 and q = n.
Note that H 0 (X, O(α I − β 0 )) = S α I −β 0 and the differentials between these terms are just those from the Koszul complex on S determined by F 0 , . . . , F n . Also the only non-vanishing higher cohomology term is H n (X, O(−β 0 )) ∼ = C, which will correspond to a rank 1 free A-module. The last differential φ : C −1 → C 0 can therefore be chosen to be the map (4) from Section 3.
This map is generically surjective and therefore we have proven 3.1.
Definition 4.1. The resultant complex is the complex of free Amodules constructed above. Namely
where the map φ is as above. Proof. In the case when ℓ = 1, so the A i span Z n , this is a consequence of Theorem 4.11 in [GKZ, Chapter 3.4E] . For the general case we note that the determinant still vanishes if and only if the resultant is 0, and the degree with respect to the coefficients of any F i is still the mixed volume of all of the other supports with respect to the given lattice Z n . The degree of the resultant, on the other hand, is 1 ℓ of this mixed volume [PS] . The following corollary also appears, under weaker hypothesis on F , in [CoD] .
Corollary 4.4. The complex below of free A-modules is generically exact everywhere but at the last step.
There are two ways to enforce exactness at the last stage of the complex. The resultant complex does this by enlarging the second to last module. The second way to get an exact complex out of (8) is to corestrict the last map to a smaller target. Pick a monomial h ∈ S ρ and define S ρ /h := A x a , deg(a) = ρ, x a = h .
Definition 4.5. The subresultant complex with respect to h is the complex
Here F h is the multiplication map of the F i corestricted to S ρ /h. Proposition 4.6. If h does not belong to the ideal F 0 , . . . , F n , with coefficients in Q(A), then the complex (9) is generically exact.
Proof. This is an immediate consequence of Theorem 3.1. Now, as the homology with coefficients in A vanishes for p > 0, the determinant of the complex with respect to the monomial bases is an element of A ([GKZ, Appendix A]) and may be computed as the gcd of the maximal minors of F h . So we can define:
where the determinant is taken with respect to the monomial bases of K. If h belongs to ideal generated by F 0 , . . . , F n , then we set S h := 0.
The polynomial S h is well-defined, up to a sign, and is called the hsubresultant of the family (1).
Proposition 4.8.
(1) For each i and each monomials h of degree ρ, S h is homogeneous in the coefficients of F i . If it is not identically zero, it has total degree equal to i MV (α 0 , . . . , α i−1 , α i+1 , . . . , α n )−1. Here MV is the mixed volume of the polytopes corresponding to the given ample degrees. (2) Let k be a field of characteristic zero. For every specialization of the coefficients of F i in k, we have that S h = 0 if and only if
Proof. The second statement is a straightforward consequence of the definition of S h as the determinant of the complex (9). The first part follows by comparing the determinant of (9) and the determinant of the resultant complex (7), whose degree in the coefficients of f i equals MV (α 0 , . . . , α i−1 , α i+1 , . . . , α n ).
Residues, Resultants and Subresultants
We are now ready for our second main theorem.
Theorem 5.1.
Proof. Using the result of Theorem 3.2:
This is due to the fact that the extraneous factor δ 1 for a maximal minor in the resultant complex and for the corresponding maximal minor in any subresultant complex are the same. The result now follows from the definition of the subresultant and Proposition 4.2.
Corollary 5.2. We get the following factorization in A :
where P h is a polynomial which is not a factor of the resultant.
Proof. In [CDS2, Theorem 1.4] it is shown that the residue is a rational function whose denominator is res α 0 ,...,αn (F 0 , . . . , F n ). While their proof is in the generalized unmixed setting, it carries over to our setting as well, since it relies only on the representation of the toric residue as a sum of local residues, [CCD, Theorem 0.4] . Counting degrees, it turns out that P h has degree in the coefficients of f i one less than the sparse resultant. So, it cannot be a factor of it.
Theorem 5.1 may be regarded as a generalization of Jouanolou's results in the dense case. Suppose that F 0 , . . . , F n are generic homogeneous polynomials of respective degrees d 0 , . . . , d n . In [J1, (2.9.6)], a linear function ω : (S/ F 0 , . . . , F n ) ρ → A is defined by setting ω(∆σ) := res d 0 ,...,dn (F 0 , . . . , F n ). Hence, ω(h) may be regarded as the numerator of the residue of h. Several properties of this morphism are studied in [J2, J3] . In [J3, Corollaire 3.9.7.7] , it is shown that ω(h) may be computed as a quotient of two determinants. Comparing this quotient with Chardin's recipe for computing the subresultant as a quotient of two determinants ([Cha2]) we get that, if h is a monomial then ω(h) is the classical subresultant of the set {h} with respect to F 0 , . . . , F n . Example 5.3. We present here an example where ℓ > 1. Let P be the simplex in R 3 which is the convex hull of (0, 0, 0), (0, 1, 0), (0, 0, 1) and (3, 1, 1) . In this case, ℓ = 3 and S is a ring of polynomials in 4 variables. Let α = P ∩ Z 3 , and consider the following four generic polynomials in S α : 
Also, it is easy to see that res
α,α,α,α (F 0 , F 1 , F 2 , F 3 ) = det(D).                                       0ab 1 c 1 d 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 2 0 0 0 b 2 c 2 d 2 0 0 0 0 0 a 1 0 0 d 1 0 0 c 1 0 0 0 0 0 0 0 0 0 b 1 0 0 0 0 0 0 0 0 0 0 0 0 a 1 0 0 d 1 0 c 1 0 0 0 b 1 0 det(D) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0                                        .
Its determinant equals
so we have that
The first column of this matrix is indexed by x 6. Computing global residues "á la Macaulay"
In this section, we will review the toric algorithm of [CD] for computing global residues by means of toric residues (see also [CDS2] ). As a straightforward consequence of their algorithm and our results, we get a quotient formula for computing global residues. In the dense case, we recover the quotient type formula given by Macaulay in [Mac] for computing the global residue of x
with respect to a generic family of polynomials of degrees d 1 , . . . , d n .
Let A 1 , . . . , A n subsets of Z n , and consider n Laurent polynomials in n variables t 1 , . . . , t n having support in A 1 , . . . , A n respectively:
Let V be the set of common zeros of f 1 , . . . , f n in the torus T = (C * ) n . If V is finite and all its roots are simple, then for any Laurent polynomial q ∈ C[t ±1 1 , . . . , t ±1 n ], the global residue of the differential form
, where J T (f ) denotes the affine toric Jacobian
Global residues are basic invariants of multivariate polynomial systems (see [CD, CDS2] and the references therein). The link between toric and global residues is given in [CD, Theorem 4] :
n ] be Laurent polynomials having a finite number of zeroes in T , and g another Laurent monomial. Then there is a projective toric variety X with homogeneous coordinate ring S X and a homogeneous element F 0 ∈ S X such that (1) There is an "homogenization rule" which assigns to every f i a homogeneous polynomial F i ∈ S X , i = 1, . . . , n; (2) the family F 0 , . . . , F n has no zeros in X; (3) There is another homogeneous monomial G ∈ S X such that Global Residue f (g) = Residue F (G).
As an immediate consequence, we get also a quotient formula for computing global residues, as the following example shows:
Example 6.2. This example has already appeared in the introduction of [CDS2] . We want to compute the global residue of g(t) := t 
Applying the algorithm of [CD] we get that, in this case, the corresponding toric variety X is P 2 with the standard homogeneous coordinates
The "homogeneous" polynomials are Residue F (h) = ± det(M h ) det(M) = ± det(M h ) res 2,2,2 (F 0 , F 1 , F 2 ) , and one can check that det(M h ) is the polynomial P 32 of the introduction of [CDS2] .
We close this section by showing that the method for computing global residues as a quotient of two determinants presented here, may be regarded as a generalization of a formula given by Macaulay in the classical case. In order to follow his notation, let F 1 (x 0 , . . . , x n ), . . . , F n (x 0 , . . . , x n ) be generic homogeneous polynomials of respective degrees d 1 , . . . , d n , and set f i := F i (1, x 1 , . . . , x n ). Let J be the affine Jacobian of the f i , i.e. J = det = ± R(n, t n − 1) R(n, t n ) , where • R(n, t n ) is the resultant of F 1 (0, x 1 , . . . , x n ), . . . , F n (0, x 1 , . . . , x n ), • R(n, t n − 1) is the subresultant of the monomial m with respect to F 1 (0, x 1 , . . . , x n ), . . . , F n (0, x 1 , . . . , x n ). Comparing the left hand side of (10) with the definition of the definition given above, we have that (10) is actually the global residue of x d 1 1 . . . x dn n with respect to f 1 , . . . , f n . Applying the toric algorithm of [CD] we get the following:
• X = P n , S X = C[x 0 , . . . , x n ] with homogenization given by total degree; • F 0 = x 0 , and if g = x . Now, specializing a generic F 0 to x 0 and applying [Cha2, Lemma 1], we get that S m → R(n, t n −1) and res → R(n, t n ). 6.1. Acknowledgements. We would like to thank Bernd Sturmfels for his insightful comments on preliminary versions of this paper. We thank Eduardo Cattani and Alicia Dickenstein for pointing out that the original proof of Theorem 2.1 was incomplete and providing a suggestion on how to fill the gap. We are also grateful to David Cox for helpful discussions and along with Alicia Dickenstein for having communicated to us their work in progress. All the computations were made with Maple. The first author was supported by the Miller Institute for Basic Research in Science, in the form of a Miller Research Fellowship (2002 Fellowship ( -2005 .
