The decays cJ ! V (V ¼ , 0 , !) are studied with a sample of radiative c 0 ! cJ events in a sample of ð1:06 AE 0:04Þ Â 10 8 c 0 events collected with the BESIII detector. The branching fractions are determined to be: Bð c1 ! Þ ¼ ð25:8 AE 5:2 AE 2:3Þ Â 10 À6 , Bð c1 ! 0 Þ ¼ ð228 AE 13 AE 22Þ Â 10 À6 , and Bð c1 ! !Þ ¼ ð69:7 AE 7:2 AE 6:6Þ Â 10 À6 . The decay c1 ! is observed for the first time. Upper limits at the 90% confidence level on the branching fractions for c0 and c2 decays into these final states are determined. In addition, the fractions of the transverse polarization component of the vector meson in c1 ! V decays are measured to be 0:29 
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I. INTRODUCTION
Doubly radiative decays of the type c ! X ! V, where V is either a , 0 , or ! meson, provide information on the flavor content of the C-even resonance X and on the gluon hadronization dynamics in the process [1] [2] [3] . The spin and charge dependent couplings in radiative decays reveal detailed information which is particularly useful in the search for glueball and hybrid states [4] . For the case where X ¼ cJ , the decay of the P-wave cJ to V may provide an independent window for understanding possible glueball dynamics and validating theoretical techniques [5] . Table I shows the theoretical predictions for cJ radiative decays to a vector meson from perturbative quantum chromodynamics (pQCD) [2] , nonrelativistic QCD (NRQCD) [3] , and NRQCD plus QED contributions (NRQCD þ QED) [3] , and recent results from the CLEO experiment [6] . The experimental results for Bð c1 ! 0 ; !Þ are an order of magnitude higher than the corresponding theoretical predictions. However, by including nonperturbative QCD hadronic loop contributions, a recent pQCD calculation [7] obtains results in agreement with the CLEO measurements. Improved measurements of cJ radiative decays to vector mesons using the large BESIII c 0 sample will provide tighter constraints on theoretical calculations.
In this paper, we present measurements of radiative decays of the cJ to the light vector mesons. The measurements have improved precision compared to CLEO's * also at the Moscow Institute of Physics and Technology, Moscow, Russia † on leave from the Bogolyubov Institute for Theoretical Physics, Kiev, Ukraine ‡ also at the PNPI, Gatchina, Russia results, and c1 ! decay is observed for the first time.
In addition, the fraction of the transverse polarization component of the vector meson in c1 ! V decay is studied, and the results indicate that the longitudinal component for c1 ! V decay is dominant. This observation may help in the theoretical understanding of c1 ! V decays.
II. BEPCII COLLIDER AND BESIII DETECTOR
BEPCII/BESIII [8] is a major upgrade of the BESII experiment at the BEPC accelerator [9] for studies of hadron spectroscopy and -charm physics [10] . The design peak luminosity of the double-ring e þ e À collider, BEPCII, is 10 33 cm À2 s À1 at a beam current of 0.93 A. The BESIII detector with a geometrical acceptance of 93% of 4, consists of the following main components: (1) a smallcelled, helium-based main draft chamber (MDC) with 43 layers. The average single wire resolution is 135 m, and the momentum resolution for 1 GeV=c charged particles in a 1 T magnetic field is 0.5%; (2) an electromagnetic calorimeter (EMC) made of 6240 CsI (Tl) crystals arranged in a cylindrical shape (barrel) plus two end-caps. For 1.0 GeV photons, the energy resolution is 2.5% in the barrel and 5% in the end-caps, and the position resolution is 6 mm in the barrel and 9 mm in the end-caps; (3) a timeof-flight system (TOF) for particle identification composed of a barrel part made of two layers with 88 pieces of 5 cm thick, 2.4 m long plastic scintillators in each layer, and two end-caps with 96 fan-shaped, 5 cm thick, plastic scintillators in each end-cap. The time resolution is 80 ps in the barrel, and 110 ps in the end-caps, corresponding to a 2 K= separation for momenta up to about 1:0 GeV=c; (4) a muon chamber system made of 1000 m 2 of resistive plate chambers arranged in 9 layers in the barrel and 8 layers in the end-caps and incorporated in the return iron of the superconducting magnet. The position resolution is about 2 cm.
The optimization of the event selection and the estimation of physics backgrounds are performed through Monte Carlo simulations. The GEANT4-based simulation software BOOST [11] includes the geometric and material description of the BESIII detectors, the detector response and digitization models, as well as the tracking of the detector running conditions and performance. The production of the c 0 resonance is simulated by the Monte Carlo event generator KKMC [12] , while the decays are generated by EVTGEN [13] for known decay modes with branching ratios being set to the PDG [14] world average values, and by LUNDCHARM [15] for the remaining unknown decays. The analysis is performed in the framework of the BESIII offline software system [16] which takes care of the detector calibration, event reconstruction and data storage.
III. DATA ANALYSIS
A data sample of ð1:06 AE 0:04Þ Â 10 8 c 0 events collected with the BESIII detector is used in this analysis, and an independent sample of about 42:6 pb À1 taken at ffiffi ffi s p ¼ 3:65 GeV is utilized to determine the potential background contribution from the continuum. In this paper, we focus on the exclusive decays of c 0 ! l cJ , cJ ! h V, where l ð h Þ designates the lower (higher) energy photon and V is either a , 0 , or ! meson. The , 0 , and ! candidates are reconstructed in the K þ K À , þ À , and þ À 0 decay modes, respectively. Charged tracks are reconstructed in the MDC, and the number of charged tracks is required to be two with net charge zero. For each track, the polar angle must satisfy j cosj < 0:93, and it must be within AE10 cm of the interaction point in the beam direction and within AE1 cm of the beam line in the plane perpendicular to the beam. Since the efficiency of particle identification (PID) is lower for higher momentum ( > 1 GeV=c) charged tracks, only the lower momentum charged track is required to be identified as a K or .
Electromagnetic showers are reconstructed by clustering EMC crystal energies. The energy deposited in nearby TOF counters is included to improve the reconstruction efficiency and energy resolution. Showers identified as photon candidates must satisfy fiducial and shower-quality requirements. The photon candidate showers reconstructed from the barrel region (j cosj < 0:8) must have a minimum energy of 25 MeV, while those in the end-caps (0:86 < j cosj < 0:92) must have at least 50 MeV. The showers in the angular range between the barrel and endcap are poorly reconstructed and excluded from the analysis. To eliminate showers from charged particles, a photon must be separated by at least 10 from any charged track. EMC cluster timing requirements are used to suppress electronic noise and energy deposits unrelated to the event.
In order to choose the correct combination and improve the mass resolution, a four-constraint kinematic fit (4C-fit) is done under the assumption of energy-momentum conservation. Candidates with 2 100 for this fit are retained. If an event has more than one candidate, the candidate with the smallest 2 is kept.
candidates, the gammas from the 0 decay are selected as those that give the minimum of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
where M 1 2 is the invariant mass of the photon pair, M 0 (M ! ) is the nominal mass of 0 (!), 0 ( ! ) is the mass resolution determined from MC simulation and is about 7 MeV=c 2 (6 MeV=c 2 ). A 0 mass constraint for the ! channel is included by doing a five-constraint kinematic fit (5C-fit), and events with 
In cJ ! 0 , there are potential backgrounds from QED e þ e À ! e þ e À and þ À events where the leptons are misidentified as pions. To reject electrons, the ratio of the energy deposited in the EMC to the momentum measured in the MDC (E EMC =cp MDC ) of tracks must be less than 0.8. To reject muons, tracks are removed if the number of layers with hits in the muon chamber is greater than three. The QCD backgrounds remaining can be effectively eliminated by requiring the opening angle between the two pions, cos þ À , satisfy cos þ À > À0:8, and that between the two photons, cos l h , satisfy À0:98 < cos l h < 0:5, in the laboratory frame. Figure 1 shows the
, and þ À 0 invariant mass distributions for the candidate events. The curves show the best fit to the mass spectra using a s-dependent Breit-Wigner function for signal and a polynomial for background. Events with sideband regions are defined as 1:05 2 ) for the , 0 , and !, respectively. After applying the above criteria, there are still several peaking backgrounds in the cJ mass regions from cJ decays into non-V modes with the same final states. From MC studies, the shapes of these backgrounds are found to be similar to those of the vector-meson sideband background events. The invariant mass distributions of h V, where V ¼ , 0 , !, respectively, are shown in Figs. 2(a)-2(c) . There are clear c1 signals in all decay modes, while c0 and c2 signals are not evident. In order to extract the signal yields from the mass spectra, we first obtain signal shapes for each cJ ! V mode (9 decay modes in total) using MC simulations. Each of the distributions in Fig. 2 is fitted with a background shape composed of the vector-meson mass sideband distribution plus a 2nd order polynomial function and three cJ resonances as the signal shapes. Parameters of the polynomial function and the normalization for each of the cJ resonances are allowed to float in the fit. Their systematic errors are listed in Table II , and will be discussed in more detail in the next section. The fitted yields are summarized in Table III. c1 ! and ! are observed with a statistical significance larger than 10, and the significance for c1 ! is 6:4. Here, the significance is determined from ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, where L max is the maximum likelihood value, and L 0 is the likelihood for a fit with the signal contribution set to zero. Branching fractions are calculated after considering the signal efficiency, as listed in Table III , and the upper limits at the 90% C.L on the branching factions of c0 and c2 decays are estimated by a Bayesian method [17] . The effects of both the statistical and systematic uncertainties to the upper limits are taken into account. All results are listed in Table III . Table II shows the summary of all sources of systematic uncertainties. Many systematic uncertainties are determined using clean, high statistics control samples that allow results from MC simulation to be compared with those from data.
IV. ESTIMATION OF SYSTEMATIC UNCERTAINTIES

A. Photon efficiency
The photon detection efficiency and its uncertainty are studied by three different methods.
The missing photon method uses a sample of c 0 ! þ À J=c , J=c ! 0 0 events. Using events with four charged tracks, identified as pions, plus a good photon, the missing momentum is determined and used to predict the direction and energy of the missing photon. To remove background, the invariant mass of the good photon and the missing momentum must be consistent with that of the 0 , and the invariant mass of the charged tracks from the J=c decay must be consistent with that of the . The photon detection efficiency is then the fraction of actual photons matched in direction to the predicted photon. On average, the efficiency difference between data and Monte Carlo simulation is less than 1%.
The missing 0 method uses a sample of c 0 ! 0 0 J=c , J=c ! l þ l À events, in a similar way to the first method. Events with two charged tracks and at least two photons are required. The invariant mass of the charged tracks must be consistent with the mass of the J=c , and the sum of the momenta of the two photons must be greater than 300 MeV=c. Since the two pions are anticorrelated, by requiring a 0 with momentum larger than 300 MeV=c and using energy-momentum conservation, the energy and direction of the remaining soft 0 can be predicted. To ensure a clean sample, the invariant mass of the two photons of the selected pion and the mass recoiling against the J=c and the selected 0 must be consistent with that of the 0 . The number of reconstructed 0 s, which match in direction and have two photon invariant mass consistent with the 0 mass, yields the 0 detection efficiency. The difference in efficiency between the data and Monte Carlo is less than ð1:5 AE 0:5Þ%; hence the uncertainty of photon detection is less than 1%.
The third method, the 0 decay angle method [18] , utilizes a J=c ! 0 0 sample. Since the 0 is from a two-body decay, the momentum of the 0 is known, and the energy of the lower energy daughter photon is given by 2E low ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P Hence the E low energy spectrum is intrinsically flat, and the deviation from flatness measures the photon inefficiency as a function of energy. The distribution shows that the efficiency is low at low energy but plateaus starting from 0.1 GeV. A comparison of the photon energy spectrum shape between data and Monte Carlo simulation shows that the average difference is 0.6%. However, this measurement only provides a relative efficiency as a function of photon energy. The absolute efficiency in the plateau region above 0.1 GeV can be determined in data and simulation using high energy electrons from radiative Bhabha events. The electromagnetic showers of electrons and photons in the crystal calorimeter are the same for E > 0:2 GeV. The detection efficiency for electrons entering the EMC with E > 0:2 GeV is essentially 100% in both data and Monte Carlo simulation, which indicates no significant systematic uncertainty in the simulated efficiency of the EMC. The above three methods may be affected by photon conversions, mainly in the beryllium beam pipe and inner part of the MDC. A study using samples of e þ e À ! , ! e þ e À events in which the converted photons are explicitly reconstructed indicates systematic efficiency differences due to material in the interaction region between data and simulation are negligible.
Although each of the above three methods suffers from different shortcomings, such as the resolution and tracking efficiency dependence, they all give consistent results within 1%, showing that the photon efficiency uncertainty is less than 1%.
B. Tracking efficiency
The tracking efficiencies for soft and hard pions are studied with c 0 ! þ À J=c , J=c ! l þ l À ðl ¼ e; Þ and J=c ! ! þ À 0 event samples, respectively.
The transverse momentum for a soft pion is less than 400 MeV=c. The tracking efficiency is calculated with ¼ N full =N all , where N full indicates the number of events of þ À l þ l À ð þ À 0 Þ with all final tracks reconstructed successfully; N all indicates the number of events with one or both charged pion tracks successfully reconstructed in addition to the lepton-pair ( 0 ) for
. In addition, we require that the direction of the missing momentum should be within the MDC coverage. The missing momentum is calculated using the reconstructed lepton-pair ( 0 ) and one of the reconstructed pions for the
. A very clean soft pion sample is selected by doing a kinematic fit with the lepton-pair constrained to the J=c mass, and background from J=c ! þ À is rejected using muon counter information and is negligible. For the hard pion selected from J=c ! þ À 0 , the purity of the sample is more that 98%; the small background is from J=c ! K Ã K ! K þ K À 0 due to misidentification of the kaon as a pion for the reconstructed track. The differences for the soft and hard pion tracking efficiencies between the data and MC are both estimated to be 2%, which is taken as the pion tracking uncertainty.
The kaon tracking efficiency is determined with a sam-
The tracking efficiency is calculated in the same way as the pion track efficiency. Here N full is the number of events with a matched kaon track in addition to the three tracks identified as pions, and N all is the number of events with or without a matched kaon and three tracks identified as pions. A clean sample is selected by using a second vertex fit to K S , and setting stringent mass windows for the K S and K Ã ð892Þ 0 . The difference in the kaon tracking efficiency is about 2% between the data and MC, which is taken as the uncertainty of kaon tracking efficiency.
C. Efficiency for particle identification
The efficiencies for pion and kaon PID are obtained with J=c ! þ À 0 and K þ K À 0 control samples, respectively. Samples with backgrounds less than 1% are selected by using a narrow 0 mass window, and requiring one track be identified as a pion (kaon) for J=c
based on the TOF and dE=dx information. The PID efficiency is calculated with ðPIDÞ ¼ N 0 =ðN 0 þ N 0 Þ, where N 0 ðN 0 Þ denotes the events with the other track identified (not identified) as a pion or kaon. The differences between data and MC for the pion and kaon PID efficiencies are about 2%, and 2% is taken as the systematic error.
D. Selection efficiency
The selection efficiency uncertainties listed in Table II are the systematic errors associated with the selection criteria. Control samples such as J=c ! 0 0 , J=c ! , and J=c ! ! are used to determine the efficiency difference between data and MC for each selection criterion. The relative efficiency difference between data and MC is defined as For c 0 ! , the J=c ! control sample is used; the uncertainty for the veto is determined to be 1.9%, and that for the selection is 0.5%.
In c 0 ! , the dominant sources are due to the electron and muon track rejection, the cos requirement, the 0 = veto, and the selection of the 0 signal, which are determined with the J=c ! 0 0 sample to be 4.5%, 0.9%, 1.2%, and 1.4%, respectively. For this channel, the uncertainty due to the muon track veto for both the þ and À (4.5%) is also determined from a study of the very pure J=c ! 0 0 sample. In c 0 ! !, the uncertainty due to the background rejection and ! signal selection is determined from the J=c ! ! control sample to be 1.4%.
The total uncertainties due to selection criteria are 2.0%, 5.0%, and 1.4% for c 0 ! , c 0 ! 0 , and c 0 ! !, respectively.
E. Systematic errors in the fit
Systematic errors in the fit to the h V mass distribution originate from the uncertainties in the parametrizations for the signal and background shapes. Uncertainties due to the background shape are obtained by changing the order of the polynomial function in the fit from second order to third order. For the signal shapes, the control sample c 0 ! 0 ! is used to determine the difference in the mass resolution between data and MC simulation. Then the MC signal shape for c 0 ! c1 ! 0 is smeared by convolving it with a Gaussian function corresponding to this resolution difference. Finally a comparison is made between the fit result with the smeared MC shape and that with the unsmeared MC shape; the difference, 0.8%, is taken as the systematic error of the signal shape. The systematic errors for c 0 ! c1 ! and c 0 ! c1 ! ! are assumed to be the same. Since there are not enough signal events for an unbinned fit, different bin sizes (the number of bins changes from 20 to 30 for and ! channels and from 40 to 60 for channel) are chosen to determine the systematic error associated with the binning. All errors are summarized in Table II . Finally, the total systematic error varies from 8.8%-10.0% depending on the final state as summarized in Table II .
V. HELICITY AMPLITUDE ANALYSIS
In c1 ! V decays, the final state is a superposition of longitudinal ( ¼ 0) and transverse ( ¼ AE1) polarizations. The angular distribution is
where
Þ is the transverse polarization fraction in the decay and A L and A T are the longitudinal and transverse polarization amplitudes, respectively, and Â is the angle between the vector-meson flight direction in the c1 rest frame and either the þ =K þ direction in the 0 = rest frame or the normal to the ! decay plane in the ! rest frame. By performing a likelihood fit to the angular distributions of the vector-meson decays, we can determine the transverse polarization fraction f T . We account for the different reconstruction efficiencies for the longitudinally and transversely polarized events using f T ¼ f obs T =ðR þ ð1 À RÞf obs T Þ, where f obs T is the fraction of signal from transversely polarized signal events in data, and R is the ratio of the longitudinal and transverse signal efficiencies.
In the likelihood fit, we take events in the c1 signal region which is defined as 3:49 M h V 3:52 GeV=c 2 .
The signal shapes for the longitudinal and transverse component are obtained from MC simulations. For the background shapes, two sources are considered: one is the vector-meson sideband background, which is normalized according to the number of sideband events in the c1 signal region; the other background considered is from MC simulated inclusive c 0 decay events (not including signal events) that satisfy the selection criteria and have an invariant mass in the c1 signal region, which are normalized according to the number of polynomial events used in the c1 mass fit. The cosÂ distributions are fitted with the combined backgrounds and MC simulated transverse and longitudinal signal shapes. The total signal yield and transverse polarization fraction are floated in the fit. The fitted results are shown in Fig. 3 Since f T is a ratio, many systematic errors cancel out, and only the effects due to binning of the cosÂ distributions and the parametrization of the background shape (estimated by assuming the backgrounds (except for the vector-meson sideband background) contribute entirely to either the longitudinal or the transverse component) are considered here. The uncertainties of the binning of cosÂ are estimated to be þ15:4 À 19:2%, þ1:9 À 0:6%, and þ2:5 À 0:5%, and the parametrization of the background, which is the dominant systematic error, is estimated to be þ28:5 À 23:1%, þ9:3 À 9:2%, and þ17:6 À 10:5% for c1 ! , c1 ! 0 , and c1 ! !, respectively. In order to compare with CLEO-c's results, CLEO-c's A AE =A 0 have been used to determine f T as: 0:072 
VI. FINAL RESULTS AND DISCUSSION
In summary, we present the measurements of radiative decays of cJ to light vector mesons. We find Bð c1 ! 0 Þ ¼ ð228 AE 13 AE 16Þ Â 10 À6 and Bð c1 ! !Þ ¼ ð69:7 AE 7:2 AE 5:6Þ Â 10 À6 , which agree with the results from the CLEO experiment [6] . We observe c1 ! for the first time, and find Bð c1 ! Þ ¼ ð25:8 AE 5:2 AE 2:0Þ Â 10 À6 . Upper limits at the 90% confidence level on the branching fractions for c0 and c2 decays into these final states are determined. The final results are listed in Table III . The theoretical predictions for Bð c1 ! VÞ including the hadronic loop contribution in pQCD calculation [7] are consistent with our measurements within errors. In addition, the fraction of the transverse polarization component of the vector meson in c1 ! V decay is studied. Our measurements of the polarization of the vector mesons indicate that the longitudinal component is dominant in c1 ! V decay, as expected for an axial-vector particle radiative decaying into a vector (, 0 , and !) in the framework of the vector dominance model taking into account the Landau-Yang theorem [19, 20] . This observation may aid future development on the QCD calculation of the partial waves in the c1 ! V decay. 
