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Abstract—We study deterministic and stochastic primal-dual
sub-gradient algorithms for distributed optimization of a separa-
ble objective function with global inequality constraints. In both
algorithms, the norm of the Lagrangian multipliers are controlled
by augmenting the corresponding Lagrangian function with a
quadratic regularization term. Specifically, we show that as long
as the stepsize of each algorithm satisfies a certain restriction,
the norm of the Lagrangian multipliers is upper bounded by an
expression that is inversely proportional to the parameter of the
regularization. We use this result to compute upper bounds on the
sub-gradients of the Lagrangian function. For the deterministic
algorithm, we prove a convergence rate for attaining the optimal
objective value. In the stochastic optimization case, we similarly
prove convergence rates both in the expectation and with a high
probability, using the method of bounded martingale difference.
For both algorithms, we demonstrate a trade-off between the
convergence rate and the decay rate of the constraint violation,
in the sense that improving the convergence rate slows the decay
rate of the constraint violation and vice versa. We demonstrate
the convergence of our proposed algorithms numerically for
distributed regression with the hinge and logistic loss functions
over different graph structures.
Index terms— Primal-Dual Method, Consensus Algorithm,
Stochastic Optimization.
I. INTRODUCTION
Recent advances in networked systems such as sensor net-
works as well as the increasing need for solving high dimen-
sional problems more efficiently have stimulated a significant
interest in distributed optimization methods. In the distributed
optimization approach, each node of a network solves a sub-
problem locally based on information it sends and receives
from its neighborhood. Distributed optimization has many
applications, such as trajectory optimization for formation
control of vehicles [1], [2], [3], decentralized control of power
systems [4], packet routing [5], and estimation problems in
sensor networks [6].
In this paper, we propose and analyze a distributed opti-
mization method for the convex optimization problems of the
following form
min
x∈X
f(x) :=
1
n
n∑
i=1
fi(x), (1)
where fi(·), i = 1, 2, · · · , n are convex functions. Further,
X ⊂ IRd is a non-empty, convex, compact set that is char-
acterized by a set of inequality constraints
X := {x ∈ IRd : gk(x) ≤ 0, k = 1, 2, · · · ,m}, (2)
where gk : IRd → IR are convex functions for all k =
1, 2, · · · ,m.
More specifically, we propose distributed deterministic and
stochastic primal-dual algorithms for the optimization problem
in eqs. (1)-(2). At each step of the distributed algorithms, the
primal variables are projected onto the Euclidean ball centered
at the origin that contains the feasible set X , that is X ⊆
IBd(R) := {x ∈ IRd : ‖x‖2 ≤ R}. Since the projection onto
the Euclidean ball has a closed form expression, each step of
the distributed algorithm is computed efficiently.
A. Contributions
We prove a convergence rate for the distributed deterministic
and stochastic primal-dual algorithm under the Lipschitz con-
tinuity assumption on the objective function and the inequality
constraints. In particular, we prove convergence rates for
achieving the optimal value of the objective function. We
also prove two constraint violation bounds for the primal-
dual algorithm. In particular, we show that when one of the
inequality constraints is binding at the optimal point(s), there is
a trade-off in the convergence rate and the constraint violation
rate. In particular, improving the convergence rate deteriorates
the constraint violation rate and vice versa. Interestingly, we
show that such a trade-off does not exist if the constraints are
strictly feasible at the optimal point(s).
The convergence analysis we present relies on the reg-
ularization of the Lagrangian multipliers in the Lagrangian
function. In particular, by augmenting the Lagrangian function
with a quadratic regularization term, we establish an upper
bound on the norm of the Lagrangian multipliers that is
inversely proportional to the parameter of the regularization.
By controlling the norm of the Lagrangian multipliers, we in
turn control the norm of the sub-gradients of the Lagrangian
function.
We also propose a distributed stochastic primal-dual algo-
rithm to efficiently solve the constrained optimization prob-
lems with a large number of constraints (i.e. large m). In
each step of the stochastic algorithm, each agent only needs
to compute one sub-gradient of the inequality constraints. In
contrast, in the deterministic primal-dual algorithm, the sub-
gradients of all the constraints are needed.
B. Related Works
Distributed optimization methods dates back to the seminal
work of Bertsekas and Tsitsiklis on parallel computation
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2[7]. More recent developments in distributed optimization are
concerned with developing efficient distributed algorithms for
constrained optimization problems, e.g., see [8], [9], [10], [11].
In [9], a distributed dual averaging algorithm is proposed,
where each agent projects its local variable onto the feasible
set X . When the feasible set has more structure, i.e., it
can be written as the intersection of finitely many simple
convex constraints, a distributed random projection algorithm
is studied [10]. Therein, the projection is computed locally
by each agent based on the random observations of the local
constraint components.
In the case of optimization with coupled linear equality con-
straints, i.e., when the decision variables of agents must jointly
satisfy a set of linear equality constraints, distributed penalty
and barrier function methods are studied [12]. Moreover, based
on a game theoretic argument, the asymptotic convergence to
the optimal solution has been proved. For distributed optimiza-
tion with a set of global non-linear inequality constraints like
this paper, distributed primal-dual methods are studied in [8],
[13], [14]. A variation of this method is also studied [15],
where each agent has local inequality constraints. However,
the proposed methods in [8], [13], [14] require a projection of
the Lagrangian multipliers onto a simplex at each algorithm
iteration, where the simplex itself is compute using a Slater
vector. Since computing a Slater vector can be computationally
expensive in practice, such distributed primal-dual methods are
not suitable when agents have a low computational budget.
C. Organization
The rest of this paper is organized as follows. In Section II,
we present the list of assumptions and define the Lagrangian
function. In Section III, we describe a distributed regularized
primal-dual algorithm and prove a convergence rate. We also
prove two asymptotic bounds on the constraint violation of the
primal-dual solutions. In Section IV, we describe a distributed
stochastic primal-dual algorithm and prove convergence rates
in expectation and with a high probability. In Section V,
we present numerical simulations for both deterministic and
stochastic algorithms on random and structured graphs. Lastly,
in Section VI, we discuss our results and conclude the paper.
Notation. Throughout the paper, we work with the standard
`2-norm which we denote by ‖ · ‖. We define the sub-
differential set of a function f : IRd → IR as follows
∂f(x)
:=
{
∇f ∈ IRd∣∣f(y) + 〈∇f, y − x〉 ≤ f(x),∀ x, y ∈ dom(f)} .
Furthermore, we denote the projection of a point x onto the
set X by ΠX (x) := arg miny∈X ‖x − y‖. We also use the
standard notation [x]+ := max{0, x} and use the shorthand
notation for sets, e.g., [n] = {1, 2, · · · , n}. For two vectors
x = (x1, · · · , xn) and y = (y1, · · · , yn), x  y means the
element-wise inequality xi ≤ yi,∀i ∈ [n].
We use the standard asymptotic notation for sequences.
If an and bn are positive sequences, then an = O(bn)
means that lim supn→∞ an/bn < ∞, whereas an = Ω(bn)
means that lim infn→∞ an/bn > 0. Furthermore, an = O˜(bn)
implies an = O(bnpoly log(bn)). Moreover an = o(bn)
means that limn→∞ an/bn = 0 and an = ω(bn) means
that limn→∞ an/bn = ∞. Lastly, we have an = Θ(bn) if
an = O(bn) and an = Ω(bn).
II. PRELIMINARIES
In this section, we formally state the optimization problem
as well as the assumptions that we consider in the rest of the
paper.
A. The Lagrangian function
We consider distributed primal-dual algorithms for solv-
ing the optimization problem characterized in eqs. (3a)-(3b),
which we repeat here
min
x∈X
f(x) :=
1
n
n∑
i=1
fi(x), (3a)
X := {x ∈ IRd : gk(x) ≤ 0, k = 1, 2, · · · ,m}. (3b)
We denote the optimal solution of the problem in eqs. (3a)-(3b)
by x∗. Often, when convenient, we will write the inequality
constraints gk(x) ≤ 0, k = 1, · · · ,m, compactly as g(x)  0
with g(x) := (g1(x), · · · , gm(x))T . Similarly, we use ∇g(x)
to denote the matrix ∇g(x) := (∇g1(x), · · · ,∇gm(x))T ∈
IRm×d.
To describe a distributed optimization algorithm for the
constraint optimization problem in eqs. (3a)-(3b), we define a
Lagrangian function for each agent. Specifically, each function
fi(·) in eq. (3a) is assigned with one agent in a network of
n nodes. The regularized Lagrangian function associated with
the i-th agent is then defined by,
Li(x, λ) := fi(x) + 〈λ, g(x)〉 − η
2
‖λ‖22, (4)
for all i = 1, 2, · · · , n, where λ := (λ1, · · · , λm) is the vector
of the Lagrangian multipliers.
We also define the sub-gradients of the Lagrangian function
as follows
∇xLi(x, λ) := ∇fi(x) +
m∑
k=1
λk · ∇gk(x), (5)
∇λLi(x, λ) := g(x)− ηλ. (6)
Based on the definition of the Lagrangian function Li(·, ·)
in (4), we design a distributed algorithm for the following
minimax optimization problem
min
x∈IRd
max
λ∈IRm+
1
n
n∑
i=1
Li(x, λ). (7)
B. Assumptions
We make the following assumptions about the feasible set
and the underlying functions:
Assumption 1. (COMPACT FEASIBLE SET) The feasible set
X is non-empty, convex, and compact. Furthermore, the fea-
sible set X is known by each agent.
Let R ∈ IR+ denotes the smallest radius of the `2-ball
centered at the origin that contains the feasible set, i.e., X ⊆
IBd(R) := {x ∈ IRd : ‖x‖ ≤ R}.
3Assumption 2. (SLATER CONDITION) There exists a Slater
vector x ∈ relint(X ) such that gk(x) < 0 for all k =
1, 2, · · · ,m.
Under the Slater condition, the primal problem in eq. (3a)-
(3b) and its dual problem have the same optimal objective
value, and a dual optimal solution λ∗ exists and is finite λ∗ <
∞, see [16].
The primal-dual pair (x∗, λ∗) ∈ X × IR+ is a saddle point
of the minimax optimization problem in eq. (7), if it satisfies
the inequalities
n∑
i=1
Li(x∗, λ) ≤
n∑
i=1
Li(x∗, λ∗) ≤
n∑
i=1
Li(x, λ∗), (8)
for all x ∈ X , and λ ∈ IR+. Note that the saddle point
(x∗, λ∗) is not unique, unless at least one function fi(·) is
strictly convex. Therefore, in the following, the primal-dual
pair (x∗, λ∗) denotes a generic saddle point of the minimax
problem (7).
The following assumption is standard in the optimization
literature:
Assumption 3. (LIPSCHITZ FUNCTIONS) We assume that
the functions fi(·) and gk(·) are convex on the Euclidean
ball IBd(R), for all i ∈ [n] and k ∈ [m]. Further, the sub-
gradients ∇fi(x) ∈ ∂fi(x), and ∇gk(x) ∈ ∂gk(x),∀k ∈ [m]
are bounded
‖∇fi(x)‖ ≤ L, ‖∇gk(x)‖ ≤ L,
for all x ∈ IBd(R), where L <∞ is a constant.
In Assumption 3, the Lipschitz continuity conditions on the
underlying functions are defined on the Euclidean ball IBd(R),
which is a larger set compared to the feasible set X . This
extension is essential since we confine the primal variables
to the Euclidean ball IBd(R) instead of X to simplify the
projection in the primal-dual algorithm (cf. Algorithm 1).
The communication network between the n agents is rep-
resented with a connected graph G = (V,E), where V =
{1, 2, · · · , n} is the set of nodes of the graph, and E ⊆ V ×V
is the set of edges between those nodes. Thus, (i, j) ∈ E if
the node (agent) i communicates with the node (agent) j, and
vice versa. We assume that the connectivity graph is fixed in
the sense that it does not change during the algorithm runtime.
Associated with the graph G = (V,E), we consider a
weight matrix W := [W ]ij , (i, j) ∈ V × V for averaging the
information that each node receives from its neighbors. We
consider the following assumption regarding W :
Assumption 4. (DOUBLY STOCHASTIC WEIGHT MATRIX)
The graph G and the weight matrix W satisfy the following
conditions:
• The graph G is connected.
• The weight matrix W is doubly stochastic,
W × 1n = 1n,
1
T
n ×W = 1Tn ,
where 1n ∈ IRn is the column vector with all elements
equal to one.
• The weight matrix W respects the structure of the graph
G = (V,E), i.e.,
Wij > 0 if (i, j) ∈ E
Wij = 0 if (i, j) /∈ E.
For n × n doubly stochastic matrices, the singular values
can be sorted in a non-increasing fashion σ1(W ) ≥ σ2(W ) ≥
· · · ≥ σn(W ) ≥ 0, where σ1(W ) = 1 due to Assumption 4.
Throughout the paper, we refer to 1− σ2(W ) as the spectral
gap of the matrix W .
In the following, we review two popular weight matrices
W that are proposed in the optimization literature:
a) Lazy Metropolis Matrix: Motivated by the hitting time
of the lazy Markov chains, Olshevsky [17] has proposed the
lazy Metropolis matrix for the weight matrix, i.e.,
[W ]ij =

1
2 max(d(i) + 1, d(j) + 1)
if (i, j) ∈ E
0, if (i, j) 6∈ E.
(9)
Here, d(i) and d(j) are degrees of the nodes i and j,
respectively. To choose the weights according to eq. (9), agents
will need to spend an additional round at the beginning of the
algorithm broadcasting their degrees to their neighbors.
It is easy to verify that the lazy Metropolis matrix W is
stochastic, symmetric, and diagonally dominant. Further, due
to the symmetry, the singular values are simply the absolute
value of the eigenvalues. More importantly, the inverse of the
spectral gap has an upper bounded proportional to n2 [17].
Specifically, as shown in [17], regardless of the graph structure
G, the spectral gap corresponding to the lazy Metropolis
weight matrix is given by
1
1− σ2(W ) ≤ 71n
2. (10)
b) Normalized Graph Laplacian: Another popular
choice of the weight matrix is the graph Laplacian [9].
Consider the graph adjacency matrix A, where Aij = 0 if
(i, j) 6= 1, and Aij = 1 otherwise. Further, consider the diag-
onal matrix D := Diag(d1, · · · , dn), where di :=
∑n
j=1Aij .
The normalized graph Laplacian is defined as
L(G) := I −D−1/2AD−1/2.
Now, let δ := maxi∈V
∑n
j=1Aij . When the matrix is degree
regular, i.e., di = d for all i ∈ [n], the following weight matrix
W is proposed in [9],
W := I − d
d+ 1
L.
Further, for the case of non-degree regular graphs, the follow-
ing weight matrix is proposed
W := I − 1
dmax + 1
D1/2LD1/2,
where dmax := maxi∈V di.
4Algorithm 1 DISTRIBUTED REGULARIZED PRIMAL-DUAL METHOD
1: Initialize: xi(0) = 0 ∈ IBd(R), λi(0) = 0 ∈ IRm+ ,∀i ∈
V and a non-negative, non-increasing step size sequence
{α(t)}∞t=0.
2: for t = 0, 1, 2, · · · at the i-th node do
3: Update the auxiliary primal and dual variables
yi(t) = xi(t)− α(t)∇xLi(xi(t), λi(t)), (11a)
γi(t) = λi(t) + α(t)∇λLi(xi(t), λi(t)). (11b)
4: Run the consensus steps
xi(t+ 1) = ΠIBd(R)
 n∑
j=1
[W ]ijyj(t)
 (12a)
=
R ·
(∑n
j=1[W ]ijyj(t)
)
max{R, ‖∑nj=1[W ]ijyj(t)‖} , (12b)
λi(t+ 1) = ΠIRm+
 n∑
j=1
[W ]ijγj(t)
 . (12c)
5: Compute the weighted average: x̂i(t) =
∑t+1
s=0 α(s)xi(s)∑t+1
s=0 α(s)
for all i ∈ V .
6: end for
7: Output: x̂i(t) for all i ∈ V .
III. DISTRIBUTED DETERMINISTIC PRIMAL-DUAL
ALGORITHM
In our proposed distributed primal-dual algorithm, the i-
th agent maintains a local copy of the primal variables
xi(t) ∈ IRd and the Lagrangian multipliers λi(t) ∈ IRm. Here,
xi(t) and λi(t) stands for the estimate of the i-th agent of the
decision variable x and λ after t steps. Therefore, xi(t) and
λi(t) have the same dimension as the primal variable x and
dual variable λ. The initialization and update rule of xi(t) and
λi(t) is described in Algorithm 1.
We remark that Algorithm 1 is an example of “anytime
algorithm”, meaning that it is stoppable at any time and it re-
turns x̂i(t) as the solution of the i-th agent to the optimization
problem in eq. (3a)-(3b). Moreover, the solution improves as
t increase in the sense that the cumulative objective function
f(x̂i(t)) of the i-th agent tends to the optimal objective value
f(x∗) for all i ∈ [n] as t→∞.
In Algorithm 1, the projection onto the Euclidean ball
IBd(R) is essential since without it, the primal variables
xi(t + 1) in eq. (12b) can take any value from IRd. In such
circumstance, the Lipschitz continuity of functions fi(·) and
gk(·) in Assumption 3 must be extended to the entire Euclidean
space IRd, which is too stringent for many functions.
However, the projections onto the Euclidean ball IBd(R)
and the non-negative orthant IRm+ in eqs. (12b)-(12c), respec-
tively, have closed form solutions. Therefore, each iteration
of Algorithm 1 can be computed efficiently. Notice that since
the Euclidean ball IBd(R) contains the feasible set X , the
inequality constraints in eq. (3b) can be violated. To provide
a guarantee on the asymptotic feasibility of solutions of
Algorithm 1, we establish an upper bound on the constraint
violation and prove that it goes to zero as the number of steps
goes to infinity t→∞ (cf. Theorem 3).
Remark 1. To compute a concise convergence rate, in Algo-
rithm 1 we use the special initialization xi(0) = 0 ∈ IBd(R),
λi(0) = 0 ∈ IRm+ . Without this restriction, the convergence
analysis of Algorithm 1 is valid, but the convergence rates dif-
fer from what we present in this paper. In practice, Algorithm 1
can be initialized from any feasible point in the Euclidean ball
IBd2(r)× IR+ as we demonstrate in the numerical simulations
(cf. Section V).
A. Comparison with Related Primal-Dual Methods
Augmented Lagrangian methods for constrained optimiza-
tion have been studied extensively [8], [18], [19], [20]. In
[18], a regularized online primal-dual method is studied, where
it has been shown that it achieves a sub-linear ‘regret’ and
satisfies the inequality constraints asymptotically. However,
the analysis of [18] is not applicable to the multi-agent settings
since it does not provide a guarantee for the boundedness
of the norm of the Lagrangian multipliers ‖λi(t)‖. It turns
out that bounding this norm is essential for analyzing the
‘consensus terms’ (cf. Lemma 8).
To ensure the boundedness of the norm of the Lagrangian
multipliers in the multiagent settings, a distributed regularized
primal-dual algorithm similar to Algorithm 1 is proposed in
[20]. However, the optimization problem only includes one
constraint g(x) ≤ 0 (i.e., m = 1) under the additional
assumption that minx:g(x)=0 ‖∇g(x)‖2 ≥ ρ,∇g(x) ∈ ∂g(x),
for some ρ > 0. Moreover, the analysis of the convergence
rate in [20] depends on ρ. Specifically, the difference in
function value at the final estimate and the optimal value is
upper bounded by an expression which is proportional to 1/ρ.
Therefore, when ρ is small, the upper bound is potentially
very loose. More importantly, the convergence rate of [20]
has a network scaling of O(n3) compared to O(log 32 (n)) that
we prove in this paper (cf. Theorem 3).
To bound the norm of the Lagrangian multipliers in dis-
tributed primal-dual methods, a different strategy is pursed
in [13], [14], [15], [8]. Specifically, consider a Slater vector
x˜ ∈ relin(X ), i.e., the vector that satisfies
g(x˜) ≺ 0. (13)
Let µ := mink=1,2,··· ,m{−gk(x˜)} and define
F(λ) := inf
x∈X
f(x) + 〈λ, g(x)〉.
In the proposed primal-dual algorithms in [13], [14], [15], [8],
each agent projects its local Lagrangian multipliers λi(t) onto
the following simplex
Λ := {λ ∈ IRm+ : ‖λ‖1 ≤ µ−1 · (f(x˜)− F(λˆ))}, (14)
where λˆ ∈ IRm+ is an arbitrary vector. However, there are two
drawbacks with the projection onto the simplex:
5First, to compute the simplex Λ, a Slater vector x˜ must
be computed which is inefficient.1 For instance, to compute a
Slater vector x˜ for a feasible set defined by linear inequality
constraints X = {x ∈ IRd : 〈ak, x〉 ≤ bk, k = 1, 2, · · · ,m}
where ak ∈ IRd, bk ∈ IR, we must solve the following
optimization problem
x˜ = arg min
x∈X
b−Ax, (15)
where b := (b1, · · · , bm)T ∈ IRm×1 and A := (a1; · · · ; am) ∈
IRm×d. Provided that there exists a vector x˜ that satisfies Ax˜ <
b, the solution of the minimization problem (15) yields a Slater
vector.
Second, the projection onto the simplex Λ requires solving a
separate minimization problem. In comparison, the projection
in Algorithm 1 is onto the non-negative orthant IRm+ which can
be computed efficiently by replacing each negative component
of the vector
∑n
j=1[W ]ijλj(t) in Step 4 of Algorithm 1 with
zero.
B. Convergence Rate and Constraint Violation Bounds
Here, we prove a convergence rate for Algorithm 1, and
also establish two constraint violation bounds. We defer the
proof of the theorems to Appendix A.
We first establish a general upper bound for the cost function
in eq. (3a) for an arbitrary choice of the stepsize α(t) and the
regularization parameter η:
Lemma 1. After T ∈ N iterations of Algorithm 1, the estima-
tion x̂i(T ) of the primal variable of each agent i = 1, 2, · · · , n
satisfies
f(x̂i(T ))− f(x∗) ≤ 1∑T−1
t=0 α(t)
[
1
2
‖x∗‖2 (16)
+
L
n
T−1∑
t=0
n∑
j=1
α(t)‖xi(t)− xj(t)‖ − η
2n
T−1∑
t=0
n∑
j=1
α(t)‖λj(t)‖2
+
1
2n
T−1∑
t=0
n∑
j=1
α2(t)
(‖∇xLj(xj(t), λj(t))‖2 + ‖∇λLj(xj(t), λj(t))‖2)
]
.
Proof. See Appendix A.
To parse the upper bound in Lemma 1, we examine each
term separately.
The first term is intuitive as it measures the distance between
the initial point (which is chosen to be the origin xi(0) =
0,∀i ∈ [n] in Algorithm 1) and an optimal point x∗.
The second term measures the distance between the primal
variables of different agents in the network since it includes the
pairwise difference ‖xi(t)− xj(t)‖. This term, often referred
to as the “consensus” term in the distributed optimization
literature, is related to the spectral gap of the weight matrix
W .
The third term is due to the regularization term that is
included in the Lagrangian function (4). Although choosing an
arbitrary large regularization parameter η results in a smaller
upper bound, certain trade-offs between the convergence rate
1To guarantee a zero duality gap, we also require the Slater condition
(or any other constraint qualifications) to hold. However, computing a Slater
vector is not needed in Algorithm 1.
of the algorithm and the constraint violation of the inequality
constraints (39) prohibits a large value for η (see Theorem 3
below).
The last term in the upper bound (16) includes the norms
of the sub-gradients defined in eqs. (5)-(6). In the earlier
studies of the primal-dual methods, these norms were bounded
under different assumptions on the feasible set, see [13], [14],
[15]. The challenge is due to the fact that the Lagrangian
multipliers λi(t) in the sub-gradients may take a large value.
Therefore, to ensure that the vector of Lagrangian multipliers
has a bounded norm, various assumptions on the feasible set
and the inequality constraints were considered. In our analysis,
the norm of the Lagrangian multipliers is controlled by adding
the regularization term to the Lagrangian function, see (4).
Based on Lemma 1, we derive the following explicit con-
vergence rate for Algorithm 1 using a decreasing stepsize:
Theorem 2. (CONVERGENCE RATE) Consider T iterations
of Algorithm 1 with the stepsize α(t) = R√
t+1
and the
regularization parameter ηα(t) ≤ 12 . The estimation of the
i-th agent x̂i(T ) satisfies
f(x̂i(T ))− f(x∗) ≤ RC log(T )√
T − 1 , T ≥ 2, (17)
for all i = 1, 2, · · · , n, where C is defined as follows,
C := 1 +
5
2
mL2R2 + 20L2
(
1 +
nm3/2LR
η
)2(
log(T
√
nT )
1− σ2(W )
) 3
2
.
(18)
Proof. See Appendix B.
Let us emphasize a few points about Theorem 2.
The constraint ηα(t) ≤ 1 on the regularization parame-
ter can be easily satisfied since {α(t)}∞t=0 is a decreasing
sequence and usually takes a small value. In addition, with
a regularization parameter η = Θ(
√
n), the scaling of the
algorithm is O(log 32 (√n)) which is slightly worse than the
dual averaing algorithm by a factor of log(
√
n) [9]. Moreover,
when η = Θ(
√
m), the upper bound in eq. (17) grows linearly
in the number of constraints m. It is interesting to see whether
the linear growth rate can be improved.
In the upper bound (17), the convergence rate of the algo-
rithm is given by O˜(T− 12 ) when η is independent of T . It is
well-known that a lower bound for the regret of the centralized
first order methods with non-smooth objective functions has an
order of Ω(T−1/2), see [21]. Therefore, when η is independent
of the number of steps T , Algorithm 1 is order optimal up to
a polynomial factor of log(T ).
As mentioned in Section II, the local variable of each agent
x̂i(T ) in Algorithm 1 is computed via the projection of the
primal variables onto the Euclidean ball IBd(R) that contains
the feasible set X . Therefore, in principle the inequality
constraints can be violated. In the next theorem, we show that
the upper bound on the constraint violation is related to the
regularization parameter η.
Theorem 3. (CONSTRAINT VIOLATION BOUND) Consider T
iterations of Algorithm 1 with the stepsize α(t) = R√
t+1
and
the regularization parameter ηα(t) ≤ 12 ,∀t ∈ [T ]. Further,
6The constraint violation has the following asymptotic bound
for all i ∈ V , ∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O(η), (19)
Furthermore, if the optimal solution x∗ is strictly feasible
g(x∗) ≺ 0 at an optimal point, we have∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O
(
η log(T )√
T
)
. (20)
Proof. The proof is deferred to Appendix E.
From Theorems 2 and 3, we observe that when one of the
constraints is binding at the optimal solution, i.e., gk(x∗) = 0
for at least one coordinate k ∈ [m], there is a tension between
the convergence rate in eqs. (17)-(18) and the decay rate of
the constraint violation bound in eq. (19). Clearly, by adopting
a η, we obtain a small constraint violation bound. However,
a small η yields a large upper bound in eqs. (17)-(18). To
examine this trade-off more precisely, suppose η = Θ(T−r)
for r ∈ (0, 1/2). In this case, the convergence rate as charac-
terized in eqs. (17)-(18) is O˜(1/T 12−r), while the constraint
violation in eq. (19) becomesO(1/T r). Interestingly, when the
inequality constraints are satisfied strictly at an optimal point,
i.e., gk(x∗) < 0,∀k ∈ [m], then the constraint violation bound
in eq. (20) decays to zero as T → ∞ even for η = O(1).
Consequently, there is no trade-off between the convergence
rate and the constraint violation when gk(x∗) < 0,∀k ∈ [m].
IV. DISTRIBUTED STOCHASTIC PRIMAL-DUAL METHOD
As mentioned earlier in the previous section, the projection
onto the Euclidean ball IBd(R) in eq. (12b) of Algorithm 1
has a closed form expression, and thus it can be computed
efficiently. However, the algorithm may still be computation-
ally inefficient, especially when there is a large number of
constraints. This is due to the fact that the sub-gradients of all
the constraints must be calculated in eq (5).
To resolve this issue, in this section we propose a distributed
stochastic primal-dual algorithm. In contrast to Algorithm 1
which requires the sub-gradients of all inequality constraints
at each step, the stochastic algorithm only requires one sub-
gradient, namely the sub-gradient associated with the con-
straint that has the largest Lagrangian multiplier.
More precisely, at each step t = 0, 1, 2, · · · of the
stochastic algorithm, we prescribe a distribution pi(t) :=
(pi,1(t), pi,2(t), · · · , pi,m(t)),
∑m
k=1 pi,k(t) = 1 for each
agent on the set of labels {1, 2, · · · ,m} associated with the
inequality constraints (3b). The distribution pi(t) of each agent
is determined based on the observed Lagrangian multipliers at
time t, i.e.,
pi,k(t) := λi,k(t)/‖λi(t)‖1, ‖λi(t)‖1 6= 0.
When the Lagrangian multipliers are all zero λi(t) =
0 ∈ IRm+ , we consider a uniform distribution, i.e., pi(t) =
Uniform{1, · · · ,m}. Let Ki(t) denotes a random variable
with the distribution pi,k(t), that is pi,k(t) = IP[Ki(t) = k].
Algorithm 2 DISTRIBUTED STOCHASTIC PRIMAL-DUAL METHOD
1: Initialize: xi(0) = 0 ∈ IBd(R), λi(0) = 0 ∈ IRm+ ,∀i ∈
V and a non-negative, non-increasing stepsize sequence
{α(t)}∞t=0. Select pi(0) = Uniform{1, 2, · · · ,m}.
2: for t = 0, 1, 2, · · · at the i-th node i ∈ V do
3: Draw a random index Ki(t) ∈ {1, 2, · · · ,m} accord-
ing to the distribution Ki(t) ∼ pi(t).
4: Update the primal and dual variables
yi(t) = xi(t)− α(t)∇xL̂i(xi(t), λi(t);Ki(t))
γi(t) = λi(t) + α(t)∇λL̂i(xi(t), λi(t)).
5: Run the consensus step
xi(t+ 1) = ΠIBd(R)
 n∑
j=1
[W ]ijyj(t)

=
R ·
(∑n
j=1[W ]ijyj(t)
)
max{R, ‖∑nj=1[W ]ijyj(t)‖2} ,
λi(t+ 1) = ΠIRm+
 n∑
j=1
[W ]ijγi(t)
 .
6: Update pi(t) = 1‖λi(t)‖1 (λ1(t), · · · , λm(t)),∀i ∈ V .
Set pi(t) = Uniform{1, · · · ,m} if λi(t) = 0.
7: Compute the weighted average: x̂i(t) =
∑t+1
s=0 α(s)xi(s)∑t+1
s=0 α(s)
for all i ∈ V .
8: end for
9: Output: x̂i(t) for all i ∈ V .
For each given index k ∈ {1, 2, · · · ,m} and for the pair of
variables (x, λ) ∈ IBd(R)× IRm+ , we also let
∇xL̂i(x, λ; k) := ∇fi(x) + ‖λ‖1∇gk(x) (21a)
∇λL̂i(x, λ) := g(x)− ηλ. (21b)
Equipped with these definitions, in Algorithm 2 we
present the distributed stochastic primal-dual algorithm.
Let Ft denotes the σ-algebra of all random variables
{(xi(s), λi(s),Ki(s))}t−1s=0. Conditioned on Ft, the stochastic
sub-gradient ∇xL̂i(xi(t), λi(t);Ki(t)) defined in eq. (21a)
is an unbiased estimate of the deterministic sub-gradient
∇xLi(xi(t), λi(t)) defined in eq. (5). In particular, by comput-
ing the expectation of the estimator ∇xL̂i(xi(t), λi(t);Ki(t))
with respect to the distribution pi(t), we obtain the determin-
istic sub-gradient
IEpi(t)[∇xL̂i(xi(t), λi(t);Ki(t))|Ft]
=
m∑
k=1
(∇fi(xi(t)) + ‖λi(t)‖1∇gk(xi(t))) pi,k(t)
= ∇fi(xi(t)) +
m∑
k=1
‖λi(t)‖1∇gk(xi(t)) λi,k(t)‖λi(t)‖1
= ∇fi(xi(t)) +
m∑
k=1
λi,k(t)∇gk(xi(t)))
= ∇xLi(xi(t), λi(t)). (22)
7In addition, the stochastic sub-gradient ∇λL̂i(xi(t), λi(t))
corresponds to the deterministic definition in eq. (6), i.e.,
∇λL̂i(xi(t), λi(t)) = ∇λLi(xi(t), λi(t)). (23)
A. Convergence Rate and Constraint Violation Bounds
As we demonstrated in eq. (22), the stochastic sub-gradient
defined in eq. (21a) is an unbiased estimator for the determin-
istic sub-gradient. We thus leverage the method of bounded
martingale difference to derive a high probability convergence
bound for Algorithm 2.
Theorem 4. Consider Algorithm 2 with the stepsize α(t) =
R√
t+1
and the regularization parameter ηα(t) ≤ 12 . Let x̂i(T )
denotes the estimate of the i-th agent at the end of T iterations.
Then,
(i) With the probability of at least 1− 1T ,
f(x̂i(T ))− f(x∗) (24)
≤ log(T )√
T − 1
(
RC +
4
√
10nm2L2R3
η
)
,
for all i ∈ V and all T ≥ 2, where C is the constant
defined in eq. (18).
(ii) The expected convergence rate is given by
IE[f(x̂i(T ))− f(x∗)] ≤ RC log(T )√
T − 1 . (25)
From eq. (24), we observe that f(x̂j(T )) → f(x∗) almost
surely as T → ∞. Moreover, by comparing the high prob-
ability bound in eq. (24) with the convergence rate of the
deterministic algorithm in (17), we see that both Algorithms
1 and 2 yield the same convergence rate of O(log(T )/√T ).
This is due to the fact that in both algorithms, the averaging
step (Steps 4 of Algorithm 1 and Step 5 of Algorithm 2) is
the bottleneck of the convergence rate.
In the next theorem, we address the constraint violation
performance of Algorithm 2. The proof is omitted since it
is similar to the proofs of Theorems 3 and 4.
Theorem 5. Consider T iterations of Algorithm 1 with
the stepsize α(t) = R√
t+1
and the regularizer’s parameter
ηα(t) ≤ 12 ,∀t ∈ [T ]. With the probability of at least 1 − 1T ,
the constraint violation has the following asymptotic bound
for all i ∈ V , ∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O(η), (26)
Furthermore, if the optimal solution x∗ is strictly feasible at
an optimal point g(x∗) ≺ 0, we have∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O
(
η log(T )√
T
)
. (27)
V. NUMERICAL EXPERIMENTS
In this section, we report the numerical simulations studying
the convergence of the regularized primal-dual method for
distributed regression on synthetic data. To demonstrate the
performance of Algorithm 1, we consider two examples of
smooth and non-smooth classifiers.
• Smooth case: we consider a logistic loss function with a
norm constraint as well as a set of box constraints
min
x∈IRd
f(x) :=
1
n
n∑
i=1
log(1 + exp(bi〈ai, x〉)) (28a)
subject to gk(x) = −l − xk ≤ 0,
gk+d(x) = xk − u ≤ 0, k = 1, · · · , d,
‖x‖2 ≤ 1, (28b)
where (ai, bi) ∈ IRd × {−1,+1}.
• Non-smooth case: we consider a hinge loss function with
a norm constraint as well as a set of box constraints
min
x∈IRd
f(x) :=
1
n
n∑
i=1
[1− bi〈ai, x〉]+ (29a)
subject to gk(x) = −l − xk ≤ 0,
gk+d(x) = xk − u ≤ 0, k = 1, · · · , d
‖x‖2 ≤ 1, (29b)
where (ai, bi) ∈ IRd × {−1,+1}.
The optimization problems of the type (28a)-(28b) and
(29a)-(29b) are common in the context of classification in
supervised learning, where {(a1, b1), · · · , (an, bn)} is the set
of n training data such that ai is the feature vector (a.k.a. the
explanatory variables in the regression), and bi is its associated
label. In the case of the logistic classifier, to make a prediction
given a new vector a, the classifier outputs b = ±1 with
the probability of IP(b = ±1|a, x) = 1
1 + exp(±〈x, a〉) . In
the case of the hinge loss function, the goal is to obtain a
linear classifier of the form a 7→ sign(〈a, x〉) for some vector
x ∈ IRd.
In our simulations with the logistic classifier, we generate
ai from a uniform distribution on the unit sphere. We then
choose a random vector from Gaussian distribution w ∼
N(0, Id×d) and generate the labels bi ∼ Bernoulli(p), where
p =
1
1 + exp(〈w, ai〉) . It is straightforward to verify that
L = maxi=1,2,··· ,n ‖ai‖ = 1 and R = 1. Note that the
solution of the optimization problem in eq. (28a) approximates
w under the restrictions specified in Eqs. (28b). We consider
vectors of the dimension d = 5 (thus m = 10) and study three
different network sizes, n ∈ {50, 100, 200} and two different
upper/lower limits l = u = 0.1. To show that Algorithm 1
works for any initialization, instead of using the origin as
the initialization point of Algorithm 1, we generate a random
vector v ∈ N(0, Id×d) and then choose xi(0) = v/‖v‖2. We
also use the stepsize α(t) = R/
√
t+ 1 in all simulations,
where here R = 1.
For a graph G of n nodes, let εG(t;n) denotes
the maximum relative error of the network, i.e.,
8εG(t;n) := maxi=1,2,··· ,n
∣∣∣∣ f(x̂i(t))− f(x∗)f(x̂i(0))− f(x∗)
∣∣∣∣ for
every node in the graph i ∈ V . Further, we define
δG(t;n) := maxi=1,2,··· ,n ‖g(x̂i(t))‖/‖g(x̂i(0))‖ as the
maximum constraint violation among all the nodes in the
network. In the case of the centeralized the primal-dual
method, we similarly use ε(t, n) and δ(t;n) to denote the
relative error gap and the constraint violation, respectively.
In our simulations, we use MATLAB convex programming
toolbox CVX [22] to compute f(x∗).
To investigate the performance of Algorithm 1 on dif-
ferent networks, we consider random and structured graphs
in our simulations, namely (a): Watts-Strogatz small-world
graph model [23], (b) Erdo¨s-Re´yni random graph [24], (c)
unwrapped 8-connected neighbors lattice, (d) two-clique graph
(barbell graph). See Fig. 1.
The Watts-Strogatz model is a mathematical model to gen-
erate random graphs with small-world properties, i.e., graphs
that are highly clustered locally (like regular lattices) and with
a small separation globally. Social networks is an example
where each person is only five or six people away from anyone
else. Watts-Strogatz model has two structural features, namely
the clustering and the average path length. These features are
captured by two parameters, namely the mean degree K, and
a parameter ϑ that interpolates between a lattice (ϑ = 0) and
a random graph (ϑ = 1).
In the Erdo¨s-Re´yni random graph, the edge between each
pair of nodes is included in the graph with the probability
p independent from every other edges. Note that the Watts-
Strogatz small-world graph model reduces to the Erdo¨s-Re´yni
random graph model when ϑ = 1. To aggregate the informa-
tion of neighbors, we use the weight matrix W according to
the Lazy metropolis matrix in (9). In the unwrapped graph,
each node is adjacent to 8 neighbors. Lastly, in the barbell
graph, we have two cliques of size n/2 which are connected
by a few links.
Figure 1 shows the maximum error εG(T ;n) for the dis-
tributed dual averaging algorithm [9] (dotted lines), and the
distributed deterministic primal-dual algorithm (solid lines).
For both algorithms, we used the normalized graph Lapla-
cian as the weight matrix (cf. Section II-B). In the dis-
tributed dual averaging algorithm, the stepsize is given by
α(t) =
R
√
1−σ2(W )
4L
√
t+1
. For the primal-dual algorithm, the
stepsize α(t) = R√
t+1
is independent of the spectral gap. It
is clear from Figure 1 that on the barbell graph as well as on
the lattice, the convergence of both algorithms is slow. This
is due to the fact that the spectral gap 1 − σ2(W ) of both
networks is quite small and thus reaching consensus on these
networks is more difficult.
We also observe that the primal-dual algorithm shows an
oscillatory behavior on the barbell graph, whereas the dual
averaging algorithm does not. This difference is attributed
to the choice of stepsizes. In the dual averaging algorithm,
the stepsize is modulated by the spectral gap. Therefore,
when the spectral gap is very small (as is the case for
the barbell graph), the stepsize is small which suppresses
the oscillations. In contrast, the stepsize of the primal-dual
algorithm is independent of the spectral gap. Notice that due to
incorporating the spectral gap in the dual averaging algorithm,
the structure of the network must be known a priori by each
agent. This requires extra communication at the beginning of
the dual averaging algorithm.
Figure 2 shows the constraint violation as well as the con-
vergence rate in the centralized primal-dual algorithm without
regularization and the decentralized regularized primal-dual
algorithm with the values u = l = 0.1. In this simulations,
we choose the initial points (xi(0), λi(0)) of the distributed
primal-dual algorithm randomly from the feasible region (cf.
Remark 1). In this particular example, we observe that in
the decentralized primal-dual algorithm, the algorithm output
x̂i(t) is almost feasible for all t and i ∈ V . In contrast, in the
centralized primal-dual algorithm, the outputs are infeasible.
Here, we thus clearly observe that the regularization can
mitigate the constraint violation.
VI. CONCLUSION AND DISCUSSION
In this paper, we have studied a distributed regularized
primal-dual methods for convex optimization of separable
objective functions with inequality constraints. In the proposed
distributed methods, the Lagrangian function is regularized
with the squared norm of the Lagrangian multipliers. As
a result, the norm of Lagrangian multipliers are bounded
from above, and consequently, the norm of sub-gradients
of the Lagrangian function are also bounded. Using this
regularization, we proved a convergence rate for attaining the
optimal objective value, and we also presented an asymptotic
analysis of the constraint violation of the primal-dual solutions.
We showed an interesting trade-off between the convergence
rate of the algorithm and the constraint violation bound.
In particular, by choosing a large regularization parameter,
we can achieve a fast convergence rate. However, a large
regularization parameter increases the constraint violation of
the primal-dual estimations. Interestingly, when the constraints
are satisfied strictly at an optimal solution, such a trade-off
does not exists.
We also proposed and analyzed a distributed stochastic
primal-dual algorithm. At each step of the stochastic algo-
rithm, one inequality constraint is selected randomly, and its
sub-gradient is computed. Therefore, for optimization prob-
lems with many inequality constraints, a distributed stochastic
primal-dual algorithm is more efficient compared to the deter-
ministic algorithm.
As a future research, it is interesting to have a comprehen-
sive analysis of the distributed penalty/barrier function meth-
ods, and compare their convergence rates with the distributed
primal-dual algorithms we developed in this paper.
APPENDIX
A. Proof of Lemma 1
The general plan to prove Lemma 1 is to establish a
recursion for the primal variables using the update rule in Steps
3-4 of Algorithm 1. For the primal point of the saddle point
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Fig. 1: Illustration of three graph models used in simulations and the corresponding average maximum relative error gap εG(T ;n) with n = 100 (l = u = 1,
d = 5) for logistic loss function (middle row) and hinge loss function (bottom row). Top to bottom: Watts-Strogatz graph with K = 20 and ϑ = 0.02,
Erdo¨s-Re´yni random graph with p = 0.06, unwrapped 8-connected neighbors lattice, two-clique (barbell) graph.
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Fig. 2: Distributed logistic regression on synthetic data using Watts-Strogratz graph with K = 20, ϑ = 0.02, η = 1, α(t) = 1√
t+1
and l = u = 0.001,
Panel (a): Constraint violation δ(T ;n) of the centralized PD algorithm without regularization, Panel (b): Convergence rate ε(T ;n) of the centralized PD
algorithm without regularization, Panel (c) Constraint violation δG(T ;n) of the decentralized PD algorithm, Panel (d): Convergence rate εG(T ;n) of the
decentralized PD algorithm.
(x∗, λ∗) ∈ X × IR+ ⊆ IBd(R)× IR+ in the minimax problem
(7), the following equalities hold,
‖xi(t+ 1)− x∗‖2 (a)=
∥∥∥∥∥∥ΠIBd(R)
 n∑
j=1
[W ]ijyi(t)
− x∗
∥∥∥∥∥∥
2
(b)
=
∥∥∥∥∥∥ΠIBd(R)
 n∑
j=1
[W ]ijyi(t)
−ΠIBd(R)(x∗)
∥∥∥∥∥∥
2
, (30)
where (a) follows by substituting xi(t + 1) from (12a) in
Algorithm 1, and (b) follows since the optimal point x∗ is
in the interior of the Euclidean ball x∗ ∈ X ⊂ IBd(R) and
therefore the projection of the optimal point is the optimal
point itself, i.e., ΠIBd(R)(x∗) = x∗. Due to the non-expansive
property of projection (cf. [25, Chapter III.3]), the following
inequality holds
∥∥∥∥∥∥ΠIBd(R)
 n∑
j=1
[W ]ijyi(t)
−ΠIBd(R)(x∗)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
n∑
j=1
[W ]ijyi(t)− x∗
∥∥∥∥∥∥ .
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Replacing the preceding inequality in eq. (30) yields
‖xi(t+ 1)− x∗‖2 (31)
≤
∥∥∥∥∥∥
n∑
j=1
[W ]ijyi(t)− x∗
∥∥∥∥∥∥
2
(c)
≤
n∑
j=1
[W ]ij‖xj(t)− x∗ − α(t)∇xLj(xj(t), λj(t))‖2
=
n∑
j=1
[W ]ij
(
‖xj(t)− x∗‖2
− 2α(t)〈∇xLj(xj(t), λj(t)), xj(t)− x∗〉
+ α2(t)‖∇xLj(xj(t), λj(t))‖2
)
,
where (c) follows from the convexity of the squared norm and
substituting for yi(t) from eq. (11a) in Step 3 of Algorithm 1.
We compute the sum of both sides of inequality (31) over all
i = 1, 2, · · · , n,
n∑
i=1
‖xi(t+ 1)− x∗‖2 ≤
n∑
i=1
(
‖xi(t)− x∗‖2 (32)
− 2α(t)〈∇xLi(xi(t), λi(t)), xi(t)− x∗〉
+ α2(t)‖∇xLi(xi(t), λi(t))‖2
)
,
where we used the fact that W is a doubly stochastic matrix
by Assumption 4, and therefore we have
∑n
i=1[W ]ij = 1.
From the recursion (32) with the initial point xi(0) = 0, i ∈
[n], we derive
n∑
i=1
‖xi(T )− x∗‖2 ≤ n‖x∗‖2 (33)
−
T−1∑
t=0
n∑
i=1
2α(t)〈∇xLi(xi(t), λi(t)), xi(t)− x∗〉
+
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2.
Since the left hand side of eq. (33) is non-negative, we further
obtain the following inequality
T−1∑
t=0
n∑
i=1
2α(t)〈∇xLi(xi(t), λi(t)), xi(t)− x∗〉 (34)
≤ n‖x∗‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2.
Now, recall from Assumption 3 that fi(·) and gk(·) are
convex functions for all i ∈ [n] and k ∈ [m]. Therefore, the
Lagrangian function Li(·, λi) is convex, i.e.,
Li(xi(t), λi(t))− Li(x∗, λi(t))
≤ 〈∇xLi(xi(t), λi(t)), xi(t)− x∗〉. (35)
Substituting the inequality (35) in eq. (34) gives us
T−1∑
t=0
n∑
i=1
2α(t)
(
Li(xi(t), λi(t))− Li(x∗, λi(t))
)
≤ n‖x∗‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2. (36)
After expanding the Lagrangian function on the left hand
of eq. (36), we derive
T−1∑
t=0
n∑
i=1
2α(t)
(
fi(xi(t))− fi(x∗)
)
+
T−1∑
t=1
n∑
i=1
2α(t)
(
〈g(xi(t)), λi(t)〉 − 〈g(x∗), λi(t)〉
)
≤ r.h.s. of eq. (36).
Since x∗ ∈ X is a saddle point, it must satisfies the inequality
constraints, i.e., g(x∗)  0. Furthermore, the dual variables
are non-negative λi(t)  0, and thus the inner product
〈g(x∗), λi(t)〉 ≤ 0 is non-positive. Hence, we can remove
the second inner product term from the left hand side of the
preceding inequality
T−1∑
t=0
n∑
i=1
2α(t)
(
fi(xi(t))− fi(x∗)
)
+
T−1∑
t=0
n∑
i=1
2α(t)〈g(xi(t)), λi(t)〉 ≤ r.h.s. of eq. (36). (37)
We now proceed by computing a bound on the second term on
the l.h.s. of the inequality (37). To this end, we state a lemma:
Lemma 6. For all T ∈ N, the following inequality holds
T−1∑
t=0
n∑
i=1
α(t)η‖λi(t)‖2 −
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2
≤
T−1∑
t=0
n∑
i=1
2α(t)〈g(xi(t)), λi(t)〉. (38)
Proof. See Appendix H.
Using the lower bound (38) of Lemma 6 in conjunction with
eq. (37) results in the following inequality
T−1∑
t=0
n∑
i=1
2α(t)
(
fi(xi(t))− fi(x∗)
)
(39)
≤ n‖x∗‖2 −
T−1∑
t=0
n∑
i=1
α(t)η‖λi(t)‖2
+
T−1∑
t=0
n∑
i=1
α2(t)
(‖∇xLi(xi(t), λi(t))‖2 + ‖∇λLi(xi(t), λi(t))‖2) .
Now, recall the definition of the cumulative cost function
f(·) in (3a). Our goal in the rest of the proof is to establish
an inequality in terms of the cumulative cost function. To this
end, we first use the convexity of fj(·) (cf. Assumption 3) to
derive the following inequality
fi(xj(t)) + 〈∇fi(xj(t)), xi(t)− xj(t)〉 ≤ fi(xi(t)). (40)
We then substitute (40) into eq. (39) to obtain
T−1∑
t=0
n∑
i=1
2α(t)
(
(fi(xj(t))− fi(x∗))
)
(41)
+
T−1∑
t=0
n∑
i=1
2α(t)〈∇fi(xj(t)), xi(t)− xj(t)〉
)
≤ r.h.s. of eq. (39).
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From the definition of the cumulative cost function in eq. (3a),
we have
f(xj(t)) =
1
n
n∑
i=1
fi(xj(t)). (42)
A similar equality holds for f(x∗). We now proceed from eq.
(41) by using the equality (42),
2n
T−1∑
t=0
α(t)(f(xj(t))− f(x∗)) ≤ n‖x∗‖2 −
T−1∑
t=0
n∑
i=1
α(t)η‖λi(t)‖2
+ 2
T−1∑
t=0
n∑
i=1
α(t)〈∇fi(xj(t)), xj(t)− xi(t)〉 (43)
+
T−1∑
t=0
n∑
i=1
α2(t)
(‖∇xLi(xi(t), λi(t))‖2∗ + ‖∇λLi(xi(t), λi(t))‖2) .
From Step 5 of Algorithm 1, recall the definition of the running
average
x̂j(T ) =
∑T−1
t=0 α(t)xj(t)∑T−1
t=0 α(t)
. (44)
Since the functions fi(·), i ∈ V is convex (cf. Assumption 3),
so is f(·) (see (3a)). Therefore,
f(x̂j(T )) ≤
∑T−1
t=0 α(t)f(xj(t))∑T−1
t=0 α(t)
. (45)
We divide both sides of eq. (43) by 1
(2n
∑T−1
t=0 α(t))
and use the
inequality (45) to derive
f(x̂j(T ))− f(x∗) ≤ 1∑T−1
t=0 α(t)
[
1
2
‖x∗‖2 − η
2n
T−1∑
t=0
n∑
i=1
α(t)‖λi(t)‖2
+
1
n
T−1∑
t=0
n∑
i=1
α(t)〈∇fi(xj(t)), xj(t)− xi(t)〉 (46)
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)
(‖∇xLi(xi(t), λi(t))‖2 + ‖∇λLi(xi(t), λi(t))‖2)
]
.
From the Cauchy-Schwarz inequality and the bound
‖∇fi(xj(t))‖ ≤ L (cf. Assumption 3), we derive
〈∇fi(xj(t)), xj(t)− xi(t)〉
≤ ‖∇fi(xj(t))‖ · ‖xj(t)− xi(t)‖
≤ L‖xj(t)− xi(t)‖. (47)
Substituting the upper bound (47) in (46), and changing the
roles of the variables i and j completes the proof.
B. Proof of Theorem 2
To prove Theorem 2, we need the following two lemmas:
Lemma 7. Consider the stepsize α(t) and the regularization
parameter η that satisfy α(t)η ≤ 1 for all t ∈ [T ]. Then, the
sub-gradients of the Lagrangian function are bounded by
‖∇λLi(xi(t), λi(t))‖2 ≤ 2mL2R2 + 2η2‖λi(t)‖2, (48)
‖∇xLi(xi(t), λi(t))‖2 ≤ L2
(
1 +
nm2LR
η
)2
, (49)
for all t ∈ [T ].
Proof. See Appendix C.
Lemma 8. Consider the stepsize α(t) = α√
1+t
for some
constant α ∈ IR+ and the regularization parameter η that
satisfies α(t)η ≤ 1 for all t ∈ [T ]. Then, the consensus term
is bounded by
T−1∑
t=0
α(t)‖xi(t)− xj(t)‖ (50)
≤ 5L
(
1 +
nm2LR
η
)(
log(T
√
nT )
1− σ2(W )
) 3
2 T−1∑
t=0
α2(t),
for all t ∈ [T ], and for all i, j ∈ V .
Proof. See Appendix D.
Now, consider the upper bound (16) in Lemma 1. We use the
upper bounds (48)-(49) in Lemmas 7 as well as the consensus
bound (50) in Lemma 8 to obtain
f(x̂i(T ))− f(x∗) ≤ 1∑T−1
t=0 α(t)
[
‖x∗‖2
2
+A
T−1∑
t=0
α2(t) (51)
+
1
2n
T−1∑
t=0
n∑
i=1
(
2η2α2(t)− ηα(t)) ‖λi(t)‖2],
where after some algebraic calculations, the constant A is
computed as,
A := mL2R2 + 8L2
(
1 +
nm2LR
η
)2(
log(T
√
nT )
1− σ2(W )
) 3
2
. (52)
We further restrict the stepsize and the regularization param-
eter to satisfy ηα(t) ≤ 12 . In this case, we can drop the last
term in the upper bound (51) since it is non-positive. Hence,
f(x̂i(T ))− f(x∗) ≤ 1∑T−1
t=0 α(t)
[
R2
2
+A
T−1∑
t=0
α2(t)
]
, (53)
where we also used the fact that ‖x∗‖2 ≤ R2. For the choice
of the stepsize α(t) = R√
t+1
, the following lower and upper
bounds hold
T−1∑
t=0
α(t) =
T−1∑
t=0
R√
t+ 1
≥ 2R(
√
T − 1) (54)
T−1∑
t=0
α2(t) =
T−1∑
t=0
R2
t+ 1
≤ R2(1 + log(T )) ≤ 5R2 log(T ), (55)
for all T ≥ 2, respectively. Substituting the preceding bounds
in eq. (53) gives us
f(x̂i(T ))− f(x∗) ≤ R√
T − 1
[
1
4
+
5
2
A log(T )
]
, T ≥ 2.
Since log(T ) ≥ 1/4 for T ≥ 2, we can obtain the following
expression
f(x̂i(T ))− f(x∗) ≤ R log(T )√
T − 1
[
1 +
5
2
A
]
, T ≥ 2.
Defining C := 1 + (5A/2) completes the proof.
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C. Proof of Lemma 7
From Algorithm 1, recall the update rule for the Lagrangian
multipliers λi(t+ 1). Taking the norm of the vector λi(t+ 1)
results in
‖λi(t+ 1)‖ =
∥∥∥∥∥ΠIRm+
(
n∑
j=1
[W ]ijγj(t)
)∥∥∥∥∥
=
∥∥∥∥∥ΠIRm+
(
n∑
j=1
[W ]ij(λj(t) + α(t)∇λLj(xj(t), λj(t)))
)∥∥∥∥∥ , (56)
where in the last equality, we substituted for γj(t) from eq.
(11b) in Step 1 of Algorithm 1. We use the non-expansive
property of the projection to compute the following inequality
from eq. (56),
‖λi(t+ 1)‖ ≤
∥∥∥∥∥
n∑
j=1
[W ]ij(λj(t) + α(t)∇λLj(xj(t), λj(t)))
∥∥∥∥∥
≤
n∑
j=1
[W ]ij ‖λj(t) + α(t)∇λLj(xj(t), λj(t))‖ ,
where the last step follows by using the triangular inequality.
We now square both sides of the preceding inequality to obtain
‖λi(t+ 1)‖2 ≤
(
n∑
j=1
[W ]ij ‖λi(t) + α(t)∇λLi(xi(t), λi(t))‖
)2
(a)
≤
n∑
j=1
[W ]ij ‖λj(t) + α(t)∇λLj(xj(t), λj(t))‖2 , (57)
where (a) follows from Jensen’s inequality. Recall the def-
inition of the sub-gradient ∇λLj(xj(t), λj(t)) from eq. (6).
Substituting ∇λLj(xj(t), λj(t)) in eq. (57) yields
‖λi(t+ 1)‖2 ≤
n∑
j=1
[W ]ij ‖(1− ηα(t))λj(t) + α(t)g(xj(t))‖2
(b)
≤
n∑
j=1
[W ]ij
(
(1 + δ(t))(1− ηα(t))2‖λj(t)‖2 (58)
+ (1 + δ−1(t))α2(t)‖g(xj(t))‖2
)
,
where in (b), we used the Fenchel-Young inequality which
holds for any δ(t) > 0. Here, δ(t) is a degree of freedom that
allows us to tighten the upper bound in eq. (58) by balancing
the two terms inside the parenthesis.
Taking the summation with respect to i = 1, 2, · · · , n results
in
n∑
i=1
‖λi(t+ 1)‖2 ≤(1 + δ(t))(1− ηα(t))2
n∑
i=1
‖λi(t)‖2 (59)
+ (1 + δ−1(t))nmα2(t)L2R2,
where we use the fact ‖g(xj(t))‖2 ≤ mL2R2 due to Lipschitz
continuity of Assumption 3, and
∑n
i=1[W ]ij = 1 since the
weight matrix W is doubly stochastic by Assumption 4.
Now, suppose that the regularization parameter satisfies
ηα(t) ≤ 1 for all t ∈ [T ]. In this case, we choose δ(t) =
ε(t)
(1− α(t)η)2 −1, where ε(t) ∈ ((1−α(t)η)
2, 1). Substituting
for δ(t) in eq. (59), we obtain
n∑
i=1
‖λi(t+ 1)‖2 ≤ε(t)
n∑
i=1
‖λi(t)‖2
+
ε(t)α2(t)
ε(t)− (1− α(t)η)2 nmL
2R2.
From this recursion and the fact that λi(0) = 0 for all i ∈ [n]
in Algorithm 1, we obtain
n∑
i=1
‖λi(t+ 1)‖2 ≤ nmL2R2
t∑
`=0
α2(`)
∏t
k=` ε(k)
ε(`)− (1− α(`)η)2
(c)
≤ nmL
2R2
η2
t∑
`=0
α(`)η
t∏
k=`+1
(1− α(`)η)
(d)
≤ nmL
2R2
η2
, (60)
where (c) follows by setting ε(k) = (1− α(k)η) for all k =
0, 1, · · · , t, and (d) is due to the following inequality
t∑
`=0
α(`)η
t∏
k=`+1
(1− α(k)η) ≤ 1, (61)
which holds when α(t)η ≤ 1,∀t ∈ [T ]. We defer the proof of
the inequality (61) to Appendix G.
Using the upper bound in eq. (60), we derive
‖∇xLi(xi(t), λi(t))‖ =
∥∥∥∥∥∇fi(xi(t)) +
m∑
k=1
λi,k(t)∇gk(xi(t))
∥∥∥∥∥
(f)
≤ ‖∇fi(xi(t))‖+
m∑
k=1
λi,k(t)‖∇gk(xi(t))‖
(g)
= L (1 + ‖λi(t)‖1) (62)
(h)
≤ L
(
1 +
nm3/2LR
η
)
, (63)
where (f) follows from the triangle inequality, (g) follows by
using the upper bounds on the sub-gradients ‖∇fj(xi(t))‖ ≤
L and ‖∇gk(xi(t))‖ ≤ L from Assumption 3, and (h)
follows by using the upper bound (60) in conjunction with
the following inequality between the `1- and `2-norms,
‖λi(t)‖1 ≤
√
m‖λi(t)‖2. (64)
We prove the upper bound on ‖∇λLi(xi(t), λi(t))‖2 in
Lemma 8 as follows
‖∇λLi(xi(t), λi(t))‖2 = ‖g(xi(t))− ηλi(t)‖2
≤ (‖g(xi(t))‖+ η‖λi(t)‖)2
(f)
≤ 2‖g(xi(t))‖2 + 2η2‖λi(t)‖2
(g)
≤ 2mL2R2 + 2η2‖λi(t)‖2,
where (f) follows from the inequality (a+b)2 ≤ 2a2+2b2, and
(g) follows by Lipschitz continuity of each gk(·) for k ∈ [m]
as well as the compactness of the feasible region X . This
completes the proof of Lemma 8.
In the sequel, we prove an alternative upper bound on
‖∇λLi(xi(t), λi(t))‖2 for later use in Appendix E. In par-
ticular, using eq. (60) we compute
‖∇λLi(xi(t), λi(t))‖ = ‖g(xi(t))− ηλi(t)‖
(e)
≤ ‖g(xi(t))‖+ η‖λi(t)‖
≤√mLR+ η ·
√
nmLR
η
≤ 2LR√nm, (65)
where (e) is due to the triangle inequality. Therefore,
‖∇λLi(xi(t), λi(t))‖2 ≤ 4L2R2nm. (66)
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D. Proof of Lemma 8
The general plan to prove Lemma 8 is to compute a
recursion for the consensus term ‖xi(t)−xj(t)‖. To compute
such a recursion, we begin from the update rule in Algorithm
1, we have
‖xi(t)− xj(t)‖
=
∥∥∥∥∥ΠIBd(R)
(
n∑
`=1
[W ]i`y`(t− 1)
)
−ΠIBd(R)
(
n∑
`=1
[W ]j`y`(t− 1)
)∥∥∥∥∥
(a)
≤
∥∥∥∥∥
n∑
`=1
([W ]i` − [W ]j`)y`(t− 1)
∥∥∥∥∥
(b)
≤
n∑
`=1
|[W ]i` − [W ]j`| · ‖y`(t− 1)‖ , (67)
where (a) follows by using the non-expansive property of
the projection (cf. [25, Chapter III.3]), and (b) follows by
the triangle inequality. Based on the update rule (11a) in
Algorithm 1 and the triangle inequality, we derive
‖y`(t− 1)‖ = ‖x`(t− 1) + α(t− 1)∇xL`(x`(t− 1), λ`(t− 1))‖
≤ ‖x`(t− 1)‖+ α(t− 1)‖∇xL`(x`(t− 1), λ`(t− 1))‖. (68)
Substituting the upper bound (68) in (67) gives us
‖xi(t)− xj(t)‖ ≤
n∑
`=1
|[W ]i` − [W ]j`| · ‖x`(t− 1)‖ (69)
+ α(t− 1)
n∑
i=1
|[W ]i` − [W ]j`| · ‖∇xL`(x`(t− 1), λ`(t− 1))‖,
Further, for the first term in the r.h.s. of eq. (69), we derive
‖x`(t− 1)‖ =
∥∥∥∥∥ΠIBd(R)
(
n∑
m=1
[W ]`mym(t− 2)
)∥∥∥∥∥
(d)
≤
∥∥∥∥∥
n∑
m=1
[W ]`mym(t− 2)
∥∥∥∥∥ , (70)
where (d) follows by the non-expansive property of the
projection. Using the triangle inequality in conjunction with
the inequality (70), we obtain the following inequality
‖x`(t− 1)‖ ≤
n∑
m=1
[W ]`m · ‖ym(t− 2)‖
(e)
≤
n∑
m=1
[W ]`m · ‖xm(t− 2)‖ (71)
+ α(t− 1)
n∑
m=1
[W ]`m · ‖∇xLm(xm(t− 2), λm(t− 2))‖,
where (e) follows by the triangle inequality.
Plugging (71) in eq. (69) yields
‖xi(t)− xj(t)‖ (72)
≤
n∑
`=1
|[W 2]i` − [W 2]j`| · ‖x`(t− 2)‖
+ α(t− 2)
n∑
`=1
|[W 2]i` − [W 2]j`| · ‖∇xL`(x`(t− 2), λ`(t− 2))‖
+ α(t− 1)
n∑
`=1
|[W ]i` − [W ]j`| · ‖∇xL`(x`(t− 1), λ`(t− 1))‖.
Define the state transition matrix Φ(t − 1, r) := W t−r.
Pursuing the recursive analysis of (72) and using the state
transition matrix Φ(t − 1, r), yields a more compact form of
inequality,
‖xi(t)− xj(t)‖ ≤
t−1∑
r=0
α(r) (73)
×
n∑
`=1
|[Φ(t− 1, r)]i` − [Φ(t− 1, r)]j`| · ‖∇xL`(x`(r), λ`(r))‖,
where in deriving eq. (73) we used the initial condition
‖xi(0)‖ = 0,∀i ∈ [n]. We use the upper bound (63) to bound
the norm ‖∇xL`(x`(r), λ`(r))‖ in eq. (73),
‖xi(t)− xj(t)‖ ≤ L
(
1 +
nm3/2LR
η
)
(74)
×
t−1∑
r=0
α(r)
n∑
`=1
|[Φ(t− 1, r)]k` − [Φ(t− 1, r)]i`| .
Now, from the definition of `1-norm we have
n∑
`=1
|[Φ(t− 1, r)]i` − [Φ(t− 1, r)]j`|
= ‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1.
Therefore, eq. (74) can be rewritten more compactly as follows
‖xi(t)− xj(t)‖ ≤L
(
1 +
nm3/2LR
η
)
(75)
×
t−1∑
r=0
α(r)‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1.
Multiply and divide by α(t) to derive
‖xi(t)− xj(t)‖ ≤ L
(
1 +
nm3/2LR
η
)
× α(t)
[
t−1∑
r=0
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1
]
. (76)
In the sequel, we bound the term inside the bracket on the
right hand side of eq. (76). To do so, we need the following
lemma:
Lemma 9. (DUCHI, et al. [9]) For all doubly stochastic
matrices W , and [Φ(t− 1, r)] = [W t−r], the following bound
holds
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2 ≤ 2σ2(W )t−r.
Now, consider the stepsize α(t) = α√
t+1
for some con-
stant α ∈ IR+. In this case, the stepsize ratio is α(r)α(t) =√
t+1
r+1 ≤
√
T , where the inequality follows from the fact that
t ∈ {0, 1, · · · , T − 1} and r ∈ {0, 1, · · · , t − 1}. Based on
Lemma 9, we compute the following upper bound
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1
≤
√
Tn‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2 (77)
≤
√
Tn · (σ2(W ))t−r, (78)
where in the first inequality, we used the fact that ‖x‖1 ≤√
n‖x‖2 for any vector x ∈ IRn. Based on the upper bound
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we derived in eq. (78), we observe that the following inequality
holds
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1 ≤ 1
T
, (79)
if we have that
t− r ≥ log(T
√
nT )
log(σ2(W ))−1
:= τ. (80)
In the case that t− r < τ , we simply use the following trivial
bound
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1 ≤ 2α(r)
α(t)
= 2
√
t+ 1
r + 1
, (81)
where the inequality follows by using the triangle inequality
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖1
≤ ‖[Φ(t− 1, r)]i‖1 + [Φ(t− 1, r)]j‖1,
and the fact that [Φ(t − 1, r)] is a doubly stochastic matrix
which implies ‖[Φ(t− 1, r)]i‖1 = 1 for all i ∈ [n].
Now, to bound the sum inside the bracket of eq. (76), we
break the sum into two terms using τ as the threshold. We
obtain that
t−1∑
r=0
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2
=
t−τ∑
r=0
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2
+
t−1∑
r=t−τ+1
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2
(g)
≤ t− τ + 1
T
+ 2
t−1∑
r=t−τ+1
√
t+ 1
r + 1
, (82)
where in (g), we used the inequality (79) for the first sum and
(81) for the second.
To compute an upper bound for the last term of the
inequality (82), we state the following lemma:
Lemma 10. For a given τ ∈ N, and for all t ≥ τ − 1, the
following inequality holds
t−1∑
r=t−τ+1
√
t+ 1
r + 1
≤ τ3/2. (83)
Proof. See Appendix I.
We use the inequality (83) to upper bound (82) as below
t−1∑
r=0
α(r)
α(t)
‖[Φ(t− 1, r)]i − [Φ(t− 1, r)]j‖2
≤ t− τ + 1
T
+ 2τ3/2
(h)
≤ 1 + 2
(
log(T
√
nT )
log(σ2(W ))−1
) 3
2
(i)
≤ 1 + 2
(
log(T
√
nT )
1− σ2(W )
) 3
2
(j)
≤ 5
(
log(T
√
nT )
1− σ2(W )
) 3
2
, (84)
where in (h) we used the fact that t ∈ {0, 1, · · · , T − 1} and
thus (t− τ + 1)/T ≤ 1, and subsuited the value of τ from eq.
(80). In addition, in (i) we used the fact that log(x)−1 ≥ 1−x,
and (j) follows by the fact that 3
(
log(T
√
nT )
1−σ2(W )
) 3
2 ≥ 1 for all
T ≥ 2 and for all n ∈ N.
We substitute eq. (84) in eq. (76) which gives us
‖xi(t)− xj(t)‖ ≤ 5L
(
1 +
nm3/2LR
η
)(
log(T
√
nT )
1− σ2(W )
) 3
2
α(t).
(85)
Lastly, we use the bound in eq. (85) to bound the consensus
term
T−1∑
t=0
α(t)‖xi(t)− xj(t)‖ (86)
≤ 5L
(
1 +
nm3/2LR
η
)(
log(T
√
nT )
1− σ2(W )
) 3
2 T−1∑
t=0
α2(t).
E. Proof of Theorem 3
We start from our earlier result in eq. (36) in Appendix A,
which we repeat here,
1
n
T−1∑
t=0
n∑
i=1
2α(t)
(
Li(xi(t), λi(t))− Li(x∗, λi(t))
)
≤ ‖x∗‖2 + 1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2. (87)
Moreover, from eq. (131) in Appendix H, we have the follow-
ing inequality
1
n
T−1∑
t=0
n∑
i=1
2α(t) (Li(xi(t), λ)− Li(xi(t), λi(t)))
≤ ‖λ‖2 + 1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2, (88)
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for all λ ∈ IRm+ . Combining the inequalities in eqs. (87) and
(88) yields
1
n
T−1∑
t=0
n∑
i=1
2α(t)
(
Li(xi(t), λ)− Li(x∗, λi(t))
)
≤ ‖x∗‖2 + ‖λ‖2
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2. (89)
Recall the definition of the Lagrangian function from (4),
Li(x, λ) = fi(x) + 〈λ, g(x)〉 − η
2
‖λ‖2.
We expand the Lagrangian functions on the left hand side of
eq. (89),
1
n
T−1∑
t=0
n∑
i=1
2α(t) (fi(xi(t))− fi(x∗))
+
1
n
T−1∑
t=0
n∑
i=1
2α(t) (〈λ, g(xi(t))〉 − 〈λi(t), g(x∗)〉)
+
1
n
T−1∑
t=0
n∑
i=1
ηα(t)(‖λi(t)‖2 − ‖λ‖2) ≤ r.h.s. of (89). (90)
Now, we notice that −〈λi(t), g(x∗)〉 ≥ 0 since λi(t)  0
and g(x∗)  0 for an optimal point x∗ ∈ X of the problem
(3a)-(3b). Furthermore, ‖λi(t)‖2 ≥ 0 is non-negative. By
eliminating these two non-negative terms from the left hand
side of (90), we obtain that
1
n
T−1∑
t=0
n∑
i=1
2α(t) (fi(xi(t))− fi(x∗))
+
1
n
T−1∑
t=0
n∑
i=1
2α(t)〈λ, g(xi(t))〉 − η‖λ‖2
T−1∑
t=0
α(t)
≤ ‖x∗‖2 + ‖λ‖2 + 1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2 (91)
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2.
We now move the quadratic term ‖λ‖2 from the right hand
side to the left hand side of the inequality,
1
n
T−1∑
t=0
n∑
i=1
2α(t) (fi(xi(t))− fi(x∗)])
+
[
1
n
T−1∑
t=0
n∑
i=1
2α(t)〈λ, g(xi(t))〉 − ‖λ‖2
(
1 + η
T−1∑
t=0
α(t)
)]
≤ ‖x∗‖2 + 1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖. (92)
We now divide both sides of the preceding inequality by
1
2
∑T−1
t=0 α(t)
. Due to the convexity condition (Assumption 3)
of fi(·),∀i ∈ [n] and gk(·),∀k ∈ [m] and the definition x̂i(T )
in eq. (44), we compute
1
n
n∑
i=1
(fi(x̂i(T ))− fi(x∗))
+
[
1
n
n∑
i=1
〈λ, g(x̂i(T ))〉 − ‖λ‖2
( 1
2
∑T−1
t=0 α(t)
+
η
2
)]
(93)
≤ 1∑T−1
t=0 α(t)
(
‖x∗‖2 + 1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xLi(xi(t), λi(t))‖2
+
1
n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2
)
.
Since the vector λ = (λ1, · · · , λm) ∈ IRm+ is arbitrary, we can
maximize the terms inside the bracket in the l.h.s. with respect
to each element λk, k ∈ [m],
max
λ∈IRm+
[
1
n
n∑
i=1
〈λ, g(x̂i(T ))〉 − ‖λ‖2
( 1
2
∑T−1
t=0 α(t)
+
η
2
)]
(94)
=
1(
2η + 2∑T−1
t=0 α(t)
) m∑
k=1
[
1
n
n∑
i=1
gk(x̂i(T ))
]2
+
.
Substituting eq. (94) into eq. (93) gives us
1
n
n∑
i=1
(fi(x̂i(T ))− fi(x∗)) (95)
+
1(
2η + 2∑T−1
t=0 α(t)
) m∑
k=1
[
1
n
n∑
i=1
gk(x̂i(T ))
]2
+
≤ r.h.s. of (93).
We now use the upper bounds in eqs. (63),(66) to upper bound
the sub-gradients on the right hand side, and use the fact that
‖x∗‖2 ≤ R2 since x∗ ∈ IBd(R). After some calculations, we
derive that
1
n
n∑
i=1
(fi(x̂i(T ))− fi(x∗))
+
1(
2η + 2∑T−1
t=0 α(t)
) m∑
k=1
[
1
n
n∑
i=1
gk(x̂i(T ))
]2
+
≤ 1∑T−1
t=0 α(t)
(
R2 +A
T−1∑
t=0
α2(t)
)
, (96)
where we recall the definition of the constant A from eq. (52).
From the description of Algorithm 1, we note that x̂i(T ) ∈
IBd(R). Since IBd(R) contains the feasible set, i.e., X ⊆
IBd(R) two scenarios may occur:
(i) 1n
∑n
i=1 (fi(x̂i(T ))− fi(x∗)) ≥ 0: In this case, we
simply eliminate this term from the left hand side of eq.
(96).
(ii) 1n
∑n
i=1 (fi(x̂i(T ))− fi(x∗)) ≤ 0: This case can occur
since the output x̂i(T ) ∈ IBd(R) of Algorithm 1 belongs
to a larger set compared to an optimal solution x∗ ∈ X ⊆
IBd(R). Therefore, the value of the function at x̂i(T ) can
be smaller than that of an optimal solution.
To take both cases into account, we define the function
F(T ) as below
F(T ) := − 1
n
n∑
i=1
(fi(x̂i(T ))− fi(x∗)) . (97)
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Clearly, the absolute value of the function in (97) is finite,
i.e., |F(T )| < ∞ for all T = 0, 1, 2, · · · since each local
function fj(·) is defined on a compact set IBd(R) and it is
Lipschitz continuous. Let F+(T ) := max{0,F(T )}. In Case
(i), we have F(T ) ≤ 0 and thus F+(T ) vanishes. Further, in
Case (ii), F+(T ) = F(T ). Using the definition of F+(T ) in
conjunction with eq. (96) gives us
1(
2η + 2∑T−1
t=0 α(t)
) m∑
k=1
[
1
n
n∑
i=1
gk(x̂i(T ))
]2
+
≤ F+(T ) + 1∑T−1
t=0 α(t)
(
R2 +A
T−1∑
t=0
α2(t)
)
, (98)
whence we derive∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
≤ 2
(
η +
1∑T−1
t=0 α(t)
)
F+(T )
+
2
(
η
∑T−1
t=0 α(t) + 1
)
(
∑T−1
t=0 α(t))
2
(
2R2 +A
T−1∑
t=0
α2(t)
)
, (99)
where g := (g1, · · · , gm).
To compute an asymptotic bound, note that
∑T−1
t=0 α(t) =
Ω(
√
T ) and
∑T−1
t=0 α
2(t) = O(log(T )) for the stepsize
α(t) = α/
√
t+ 1. Moreover, F+(T ) = O(1) as F+(T ) <∞.
Therefore, we obtain from (99) that∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O(η). (100)
We now prove the second part of Theorem 3. To prove (20),
in the sequel we show that when the inequality constraints are
satisfied strictly, we indeed have F+(T ) = O(log(T )/
√
T ).
To prove this result, we recall the following inequality from
eq. (40),
fi(xj(t))〉 ≤ fi(xi(t)) + 〈∇fi(xj(t)), xj(t)− xi(t)〉. (101)
Using the Cauchy-Schwarz inequality as well as the Lipschitz
bound ‖∇fi(xj(t))‖ ≤ L in Assumption 3 gives us
fi(xj(t))〉 ≤ fi(xi(t)) + 〈∇fi(xj(t)), xj(t)− xi(t)〉
≤ fi(xi(t)) + ‖∇fi(xj(t))‖‖xj(t)− xi(t)‖
≤ fi(xi(t)) + L‖xj(t)− xi(t)‖.
We multiply both sides of the inequality by α(t) and subse-
quently take the sum over t = 0, 1, · · · , T − 1,
T−1∑
t=0
α(t)fi(xj(t)) ≤
T−1∑
t=0
α(t)fi(xi(t))
+ L
T−1∑
t=0
α(t)‖xj(t)− xi(t)‖.
Divide both sides of the preceding inequality by 1∑T−1
t=0 α(t)
and use the definition of x̂i(T ) in eq. (44) in conjunction with
the inequality (45) to derive
fi(x̂j(T )) ≤ fi(x̂i(T )) + L∑T−1
t=0 α(t)
T−1∑
t=0
α(t)‖xj(t)− xi(t)‖.
Equivalently, by subtracting fi(x∗) from both sides of the
inequality and then reversing the sign, we obtain
−(fi(x̂i(T ))− fi(x∗)) ≤ −(fi(x̂j(T )− fi(x∗)) (102)
+
L∑T−1
t=0 α(t)
T−1∑
t=0
α(t)‖xj(t)− xi(t)‖.
From the inequality (50) of Lemma 8 with the stepsize α(t) =
α√
t+1
, the consensus term is bounded by
L∑T−1
t=0 α(t)
T−1∑
t=0
α(t)‖xj(t)− xi(t)‖ = O
(
log(T )√
T
)
.
(103)
Therefore, the inequality (102) becomes
−(fi(x̂i(T ))− fi(x̂∗)) ≤ −(fi(x̂j(T ))− fi(x̂∗)) +O
(
log(T )√
T
)
.
(104)
We use (104) to upper bound F(T ) in eq. (97). In particular
F(T ) ≤ − 1
n
n∑
i=1
(fi(x̂j(T ))− fi(x∗)) +O
(
log(T )√
T
)
. (105)
We now argue that the first term of the upper bound (105) is
non-positive and hence can be dropped. To do so, we prove a
lemma first:
Lemma 11. Recall the definition of the cumulative cost
function f(x) := 1n
∑n
i=1 fi(x) and suppose the optimal
solution of the minimization problem in (37)-(39) satisfies the
inequality constraints strictly. That is, g(x∗) ≺ 0. Then,
f(x)− f(x∗) ≥ 0, (106)
for all x ∈ IBd(R).
Proof. See Appendix J.
We use the inequality (106) in Lemma 11 with x = x̂j(T )
to derive
1
n
n∑
i=1
(fi(x̂j(T ))− fi(x∗)) = f(x̂j(T ))− f(x∗)) ≥ 0.
Consequently, the sum in eq. (105) is non-positive. We thus
remove the sum from eq. (105),
F(T ) = O
(
log(T )√
T
)
,
and hence F+(T ) = max{0,F(T )} = O
(
log(T )/
√
T
)
.
Recalling that
∑T−1
t=0 α(t) = Ω(
√
T ) and
∑T−1
t=0 α
2(t) =
O(log(T )), we conclude from eq. (99) that∥∥∥∥∥∥
[
1
n
n∑
i=1
g(x̂i(T ))
]
+
∥∥∥∥∥∥
2
2
= O
(
η log(T )√
T
)
.
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F. Proof of Theorem 4
Analogous to the derivation in eq. (34) for the deter-
ministic algorithm, for any realization of random variables
{xi(t), λi(t),Ki(t)}Tt=1 it can be shown that for an optimal
solution x∗ ∈ X the following inequality holds,
T−1∑
t=0
n∑
i=1
2α(t)〈∇xL̂i(xi(t), λi(t);Ki(t)), xi(t)− x∗〉 (107)
≤ n‖x∗‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇xL̂i(xi(t), λi(t);Ki(t))‖2.
We define the estimation error ei(t) of the stochastic sub-
gradient as follows
ei(t) := ∇xLi(xi(t), λi(t))−∇xL̂i(xi(t), λi(t);Ki(t)).
(108)
By putting together the inequality (107) and the definition of
the estimation error in eq. (108), we obtain
T−1∑
t=0
n∑
i=1
2α(t)〈∇xLi(xi(t), λi(t)), xi(t)− x∗〉
≤ n‖x∗‖2 +
T∑
t=1
n∑
i=1
‖∇xL̂i(xi(t), λi(t);Ki(t))‖2 (109)
+
T∑
t=1
n∑
i=1
2α(t)〈ei(t), xi(t)− x∗〉.
Further, using the same approach resulting in eq. (130), we
derive
T−1∑
t=0
n∑
i=1
2α(t)〈∇λL̂i(xi(t), λi(t)), λ− λi(t)〉 (110)
≤
n∑
i=1
‖λ‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇λL̂i(xi(t), λi(t))‖2.
Since the deterministic and stochastic sub-gradient with re-
spect to the dual variables coincide ∇λLi(xi(t), λi(t)) =
∇λL̂i(xi(t), λi(t)) (cf. (23)), we have
T−1∑
t=0
n∑
i=1
2α(t)〈∇λLi(xi(t), λi(t)), λ− λi(t)〉 (111)
≤
n∑
i=1
‖λ‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2.
Thus, by following the steps (35)-(47) of the proof of
Lemma 1 in Appendix A for the stochastic primal-dual al-
gorithm algorithm, the following inequality can be shown,
f(x̂k(T ))− f(x∗) ≤
1∑T−1
t=0 α(t)
[
1
2
‖x∗‖2 − η
2n
T−1∑
t=0
n∑
i=1
α(t)‖λi(t)‖2
+
L
n
T−1∑
t=0
n∑
i=1
α(t)‖xk(t)− xi(t)‖+
1
n
T−1∑
t=0
n∑
i=1
α(t)〈ei(t), xi(t)− x∗〉
+
1
2n
T−1∑
t=0
n∑
i=1
α2(t)‖∇xL̂i(xi(t), λi(t);Ki(t))‖2
+
1
2n
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2
]
. (112)
The upper bound on the consensus term is similar to the
deterministic primal-dual method, see eq. (50) in Lemma 8.
Moreover, similar to eq. (48) in Lemma 7, we have
‖∇λLi(xi(t), λi(t))‖2 ≤ 2mL2R2 + 2η2‖λi(t)‖2. (113)
We compute an upper bound for the sub-gradient with respect
to the primal variable as follows
‖∇xL̂i(xi(t),λi(t);Ki(t))‖
=
∥∥∇fi(xi(t)) + ‖λi(t)‖1 · ∇gKi(t)(xi(t))∥∥
(a)
≤ ‖∇fi(xi(t))‖+ ‖λi(t)‖1‖∇gKi(t)(xi(t))‖
(b)
≤ L(1 + ‖λi(t)‖1)
(c)
≤ L(1 +√m‖λi(t)‖),
(d)
≤ L
(
1 +
nm3/2LR
η
)
, (114)
where (a) follows by the triangle inequality, (b) follows
from upper bound on the sub-gradients ‖∇fi(xi(t))‖ and
‖∇gKi(t)(xi(t))‖ in Assumption 3, (c) holds due to the
inequality , and (d) follows from the upper bound (60) on
‖λi(t)‖ which also holds in the stochastic settings. Therefore,
‖∇xL̂i(xi(t), λi(t);Ki(t))‖2 ≤ L2
(
1 +
nm3/2LR
η
)2
.
We now obtain a high probability bound for the estimation
error term
∑T−1
t=0
∑n
i=1〈ei(t), xi(t) − x∗〉 in eq. (112). First,
recall from eq. (22) that the stochastic sub-gradient is an
unbiased estimator of the deterministic sub-gradient, i.e.,
∇xLi(xi(t), λi(t)) := IE[∇xL̂i(xi(t), λi(t);Ki(t))|Ft]. (115)
Based on the definition of the estimation error in eq. (108),
we rewrite (115) as below
IE[ei(t)|Ft] = 0. (116)
Consequently, since xi(t) is Ft-measurable and by the iterative
law of the expectation, we can write
IE
[〈ei(t), xi(t)− x∗〉] = IE[〈ei(t), xi(t)− x∗〉]
= IE
[
IE
[〈ei(t), xi(t)− x∗〉]∣∣Ft]
= IE
[〈IE[ei(t)∣∣Ft], xi(t)− x∗〉]
= 0, (117)
where the last equality follows from (116).
Moreover, using the Cauchy-Schwarz inequality, we can
obtain that
〈ei(t),xi(t)− x∗〉 (118)
≤ ‖ei(t)‖ · ‖xi(t)− x∗‖ ≤ 2R‖ei(t)‖,
18
where we used the fact that ‖xi(t)−x∗‖ ≤ 2R as xi(t), x∗ ∈
IBd(R). Moreover, by expanding the norm of the estimation
error ‖ei(t)‖, we derive
‖ei(t)‖ := ‖∇xLi(xi(t), λi(t))−∇xL̂i(xi(t), λi(t);Ki(t))‖
=
∥∥∥ m∑
k=1
λi,k(t)∇gk(xi(t))− ‖λi(t)‖1∇gKi(t)(xi(t))
∥∥∥
≤
m∑
k=1
λi,k(t)
∥∥∇gk(xi(t))∥∥+ ‖λi(t)‖1∥∥∇gKi(t)(xi(t))∥∥
≤ 2L‖λi(t)‖1
≤ 2√mL‖λi(t)‖, (119)
where the last inequality follows from (64). Now, it is easy to
see that the upper bound (60) on ‖λi(t)‖ which also holds in
the stochastic settings. Therefore, from eq. (119), we obtain
‖ei(t)‖ ≤ 2nm
3/2L2R
η
. (120)
Combining eqs. (118) and (120) gives us
〈ei(t), xi(t)− x∗〉 ≤ 4nm
3/2L2R2
η
. (121)
From Jensen’s inequality and the preceding inequality, we
obtain that( 1
n
n∑
i=1
α(t)〈ei(t), xi(t)− x∗〉
)2
≤ 1
n
n∑
i=1
(
α(t)〈ei(t), xi(t)− x∗〉
)2
(122)
≤ 16n
2m3L4R4
η2
α2(t). (123)
Applying the Azuma-Hoeffding inequality [26] yields the tail
bound,
IP
[
1
n
T−1∑
t=0
n∑
i=1
α(t)〈ei(t), xi(t)− x∗〉 ≥ δ
]
≤ exp
(
− δ
2η2
32n2m3L4R4
∑T−1
t=0 α
2(t)
)
.
Hence, with the probability of at least 1 − ε, the following
inequality holds
1
n
T−1∑
t=0
n∑
i=1
α(t)〈ei(t), xi(t)− x∗〉
≤ 4nm
3/2L2R2
η
√√√√2log 1
ε
T−1∑
t=0
α2(t). (124)
Using the stepsize α(t) = R√
t+1
in conjunction with the
inequality (55), in turn gives us the following upper bound
1
n
T−1∑
t=0
n∑
i=1
α(t)〈ei(t), xi(t)− x∗〉
≤ 4nm
3/2L2R3
η
√
10log
1
ε
· log(T ). (125)
We substitute the preceding inequality in eq. (112) to obtain
the high probability bound, using the steps of the proof in
Appendix B. Choosing ε = 1/T in eq. (125) yields the high
probability bound in Theorem 4.
To prove the second part of Theorem 4, we take the
expectation of both sides of inequality (112) and use the fact
that the expectation of the estimation error term is zero due
to eq. (117).
G. Proof of Inequality (61)
Lemma 12. Suppose α(t)η ≤ 1 for all t ∈ [T ]. Then,
t∑
`=0
α(`)η
t∏
k=`+1
(1− α(k)η) ≤ 1.
Proof. For ease of notation, let θt := α(t)η ∈ (0, 1]. First,
suppose θk 6= 1 for all k = 1, 2, · · · , t. In this case, the sum
of products is monotone increasing in θ0 and by expanding
the sum, we derive
t∑
`=0
θ`
t∏
k=`+1
(1− θk) =
(
θ0(1− θ1)(1− θ2) · · · (1− θt)
)
+
(
θ1(1− θ2) · · · (1− θt)
)
+ · · ·+ θt
(e)
≤
(
(1− θ1)(1− θ2) · · · (1− θt)
)
+
(
θ1(1− θ2) · · · (1− θt)
)
+ · · ·+ θt
(f)
=
(
(1− θ1 + θ1)(1− θ2) · · · (1− θt)
)
+
(
θ2(1− θ3) · · · (1− θt)
)
+ · · ·+ θt
(g)
=
(
(1− θ2 + θ2) · · · (1− θt)
)
+ · · ·+ θt
...
= (1− θt) + θt = 1, (126)
where (f) follows by combining the first and second paren-
theses in (e), (g) follows by combining the first and second
parentheses in (f), and so on.
Now, consider the case where θk = 1 for some indices
k ∈ {1, 2, · · · , t}, and let j be the largest index among those
indices, i.e., θj = 1 and θk < 1 for all k ∈ {j + 1, · · · , t}. In
this case,
t∑
`=0
θ`
t∏
k=`+1
(1− θk) =
t∑
`=j
θ`
t∏
k=`+1
(1− θk) = 1,
where the last equality can be proved using the same approach
we used to derive (126).
H. Proof of Lemma (6)
Similar to the proof of Lemma 1 in Appendix A, we derive
a recursive formula for the Lagrangian multipliers. For any
λ ∈ IR+, we have the following recursion for the Lagrangian
multipliers in Algorithm 1,
‖λi(t+ 1)− λ‖2 ≤
∥∥∥∥∥ΠIR+
(
n∑
j=1
[W ]ijγj(t)
)
− λ
∥∥∥∥∥
2
(127)
=
∥∥∥∥∥ΠIR+
(
n∑
j=1
[W ]ijγj(t)
)
−ΠIR+(λ)
∥∥∥∥∥
2
,
(128)
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where the last equality is true since ΠIR+(λ) = λ for a vector
λ ∈ IR+. We continue from eq. (128) as follows
‖λi(t+ 1)− λ‖2
(a)
≤
∥∥∥∥∥∥
n∑
j=1
[W ]ijγj(t)− λ
∥∥∥∥∥∥
2
(b)
=
∥∥∥∥∥∥
n∑
j=1
[W ]ij(λj(t)− λ+ α(t)∇λLj(xj(t), λj(t)))
∥∥∥∥∥∥
2
(c)
≤
n∑
j=1
[W ]ij‖λj(t)− λ+ α(t)∇λLj(xj(t), λj(t))‖2
=
n∑
j=1
[W ]ij
(
‖λj(t)− λ‖2
+ 2α(t)〈∇λLj(xj(t), λj(t)), λj(t)− λ〉
+ α2(t)‖∇λLj(xj(t), λj(t))‖2
)
, (129)
where (a) follows by the non-expansive property of the
projection (cf. [25, Chapter III.3]), (b) follows by replacing
γj(t) = λj(t) + α(t)∇λLj(xj(t), λj(t))) from eq. (11b) in
Step 2 of Algorithm 1, (c) follows from the convexity of the
squared norm. Now, taking the sum over i = 1, 2, · · · , n and
using an analysis similar to the proof of Lemma 1, from eq.
(129) we compute
T−1∑
t=0
n∑
i=1
2α(t)〈∇λLi(xi(t), λi(t)), λ− λi(t)〉 (130)
≤
n∑
i=1
‖λi(0)− λ‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2.
Since the Lagrangian function Li(xi(t), ·) is concave, we can
write the following inequality
Li(xi(t), λ)− Li(xi(t), λi(t))
≤ 〈∇λLi(xi(t), λi(t)), λ− λi(t)〉.
Therefore, we rewrite eq. (130) using the preceding inequality
T−1∑
t=0
n∑
i=1
2α(t)(Li(xi(t), λ)− Li(xi(t), λi(t)))
≤
n∑
i=1
‖λ‖2 +
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2, (131)
where we also use the fact that λi(0) = 0 for all i ∈ [n] (see
Algorithm 1). Since λ ∈ IRm+ is an arbitrary vector, we set
λ = 0 in eq. (131),
T−1∑
t=0
n∑
i=1
α2(t)‖∇λLi(xi(t), λi(t))‖2
≥
T−1∑
t=0
n∑
i=1
2α(t)Li(xi(t), 0)− Li(xi(t), λi(t))
= −
T−1∑
t=0
n∑
i=1
2α(t)〈g(xi(t)) +
T−1∑
t=0
n∑
i=1
α(t)η‖λi(t)‖2,
where the last inequality follows by expanding the Lagrangian
functions.
I. Proof of Lemma 13
Lemma 13. For a given τ ∈ N, and for all t ≥ τ − 1, the
following inequality holds
t−1∑
r=t−τ+1
√
t+ 1
r + 1
≤ τ3/2. (132)
Proof. Consider the change of variable r = m + (t − τ + 1)
for the following sum
t−1∑
r=t−τ+1
√
1
r + 1
=
τ−2∑
m=0
1√
m+ (t− τ + 2)
(a)
≤ 1√
t− τ + 2 +
∫ τ−2
0
dx√
x+ (t− τ + 2)
=
1√
t− τ + 2 + 2(
√
t−√t− τ + 2). (133)
where (a) follows by the fact that the Riemann sum can be
bounded from above by the integral. The second term in the
preceding equality can be bounded as follows
2(
√
t−√t− τ + 2)
= 2
(√
t− τ + 2 ·
√
1 +
τ − 2
t− τ + 2 −
√
t− τ + 2
)
(b)
≤ 2
(√
t− τ + 2 ·
(
1 +
1
2
τ − 2
t− τ + 2
)
−√t− τ + 2
)
≤ τ − 2√
t− τ + 2 , (134)
where (b) follows from the inequality (1 + x)r ≤ 1 + rx for
all r ∈ [0, 1] and x ≥ −1. Using the upper bound (134) in eq.
(133) gives us
t−1∑
r=t−τ+1
√
1
r + 1
≤ τ − 1√
t− τ + 2
≤ τ√
t− τ + 2 .
We multiply the preceding inequality by
√
t+ 1,
t−1∑
r=t−τ+1
√
t+ 1
r + 1
≤ τ
√
t+ 1
t− τ + 2
(c)
≤ τ√τ .
where (c) follows by the fact that
√
t+1
t−τ+2 is monotone
decreasing in t, and thus it is maximized by t = τ − 1.
J. Proof of Lemma 11
Lemma 14. Recall the definition of the cumulative cost
function f(x) := 1n
∑n
i=1 fi(x) and suppose the optimal
solution of the minimization problem in (37)-(39) satisfies the
inequality constraints strictly. That is, g(x∗) ≺ 0. Then,
f(x)− f(x∗) ≥ 0, (135)
for all x ∈ IBd(R).
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Proof. Since fi(·) is convex on the Euclidean ball IBd(R), so
is f(·). Therefore,
f(x)− f(x∗) ≥ 〈ξ, x− x∗〉, (136)
for all ξ ∈ ∂f(x∗), x ∈ IBd(R). We now write the Karush-
Kuhn-Tucker (KKT) conditions [27] for the optimal solution
x∗ and the vector of optimal Lagrangian multipliers λ∗ :=
(λ∗,1, λ∗,2, · · · , λ∗,m),
[C1] 〈ξ, x−x∗〉 ≥ 0, ∀ξ ∈ ∂f(x∗)+
∑m
k=1 λ∗,k ·∂gk(x∗),
[C2] λ∗,k · gk(x∗) = 0, k = 1, 2, · · · ,m,
[C3] g(x∗)  0 and λ∗  0.
From [C2] we note that λ∗,k = 0 since gk(x∗) < 0 for k =
1, 2, · · · ,m. Consequently, the condition in [C1] turns into
〈ξ, x− x∗〉 ≥ 0, for all ξ ∈ ∂f(x∗), x ∈ IBd(R).
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