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ABSTRACT
LOW DIMENSIONAL SINGULAR RIEMANNIAN FOLIATIONS IN SPHERES
Marco Radeschi
Wolfgang Ziller, Advisor
The main goal of this PhD dissertation is to classify Singular Riemannian in
spheres, where the foliation has dimension at most 3.
This PhD dissertation has two parts, both dealing with the study of Singular
Riemannian Foliations in spheres.
Chapter 3 contains the first structure results about the geometry and topology
of the singular stratification of Singular Riemannian Foliations in spheres. Here we
do not assume that the dimension is at most 3. The case of 1-dimensional leaves is
an easy application.
Chapter 4 contains the second part, where Singular Riemannian Foliation of
dimension up to 3 are classified. Section 4.1 is devoted to the classification of 2
dimensional foliations, and Section 4.2- Section 4.7 to the case of 3 dimensional
foliations. This last proof is divided into 5 cases: we list these cases in section 4.2,
and then proceed to cover them in separate sections.
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Chapter 1
Introduction
1.1 Singular Riemannian Foliations
When dealing with a Riemannian manifold M , a first attempt to understanding
its geometry is to simplify the problem by reducing the dimension. For example,
it is often convenient to look for symmetry, i.e. consider an isometric group action
of some Lie group G on M , and look at invariant properties of M under G. Also,
one can consider Riemannian submersions pi : M → B onto lower dimensional
manifolds or orbifolds, and look at the properties of M that remain invariant along
the fibers of pi. Also, one can consider particular families of submanifolds of M ,
whose structure gives information about M . There are many examples in the
literature, where these reductions have been used:
• Group actions have been used for many purposes. For example, to produce
examples of manifolds with nonnegative or positive sectional curvature (cf.
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[30]), or Einstein metrics (cf for example [26] for the homogeneous case, or
[10] for the cohomogeneity 1 case).
• In [15] and [28], Gromoll, Grove and Wilking prove that if a simply connected
manifold M satisfies sec ≥ 1 and diamM = pi/2 then M is either homeomor-
phic to a sphere, or isometric to a compact symmetric space of rank one. A
fundamental step in the proof consists on classifying all Riemannian submer-
sions pi : Sn → B onto some manifold B. It turns out they are all congruent
to Hopf fibrations.
• In [12], the authors establish a correspondence between Kahler and cosymplec-
tic manifolds, by foliating a cosymplectic manifold by codimension 1 Kahler
manifolds.
In all these cases, the structure is given by a partition of the original manifold
M into submanifolds (e.g the G-orbits, or the fibers of a submersion), which is
compatible with the Riemannian structure on M .
All these structures fall into the definition of a Singular Riemannian Foliation.
This is, roughly speaking, a pair (M,F), where M is a Riemannian manifold, and
F is a partition of M into connected submanifolds called leaves, possibly of different
dimension, which stay at a constant distance from each other. Equivalently, every
geodesic starting perpendicular to a leaf, stays perpendicular to all the leaves it
meets. A precise definition is given in Section 2.2.
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If the leaves of F are closed, the space of leaves M/F comes equipped with a
natural metric structure such that the canonical projection pi : M → M/F is a
submetry (i.e. pi maps distance spheres onto distance spheres of the same radius),
and if M has curvature bounded below, M/F has the structure of an Alexandrov
space with curvature bounded below (although the structure of these spaces is much
richer). It is not a surprise then, that the structure of foliations applies well when
dealing with nonnegative or positive curvature. For example, in [29] Wilking proved
the existence of a Singular Riemannian Foliation on every noncompact manifold of
nonnegative sectional curvature. This foliation is canonically defined, and every
soul and pseudo-soul appears as a leaf in this foliation. This structure was used by
Wilking to prove the smoothness of the Sharafutdinof projection onto the soul.
1.2 Singular Riemannian Foliations in spheres
Given a Singular Riemannian foliation (M,F) and a point p ∈ M it is possible
to define a new foliation Fp on the normal space νpLp = Rk, where Lp is the leaf
through p. This foliation is a Singular Riemannian Foliation with respect to the flat
metric on Rk, and locally around p there is a neighborhood U ⊆ Lp and such that
the F is locally diffeomorphic to Lp×(νpLp,Fp), where the leaves should be thought
of as products of Lp with the leaves of Fp. The foliation Fp is called infinitesimal
foliation of F at p. If F is given by the orbits of an isometric group action of a
3
group G, then Fp is given by the orbits of the slice representation of the isotropy
Gp.
Fp has the property to be totally determined by its restriction Fp|Sk−1 to the
unit sphere Sk−1 ⊆ νpLp. This is still a Singular Riemannian Foliation. Because
of this, the foliation (Sk−1,Fp|Sk−1) sometimes takes the name of essential foliation
at p, and is denoted by F essp .
Singular Riemannian Foliations in round spheres can therefore be seen as the
local models one can use to construct more general foliations. This fact motivates
the necessity of understanding Singular Riemannian Foliations in round spheres.
When all the leaves of a Singular Riemannian Foliation have the same dimen-
sion, the foliation is called a Regular Riemannian Foliation. Regular Riemannian
Foliations in spheres have been almost completely classified.
In fact, a series of theorems by Ghys [13], Haefliger [18] and Browder [6] shows
that for Regular Riemannian Foliations the dimension of the leaves can only be 1,3
or 7. If the dimension is 1 or 3, Grove and Gromoll proved in [16] that the foliation
is homogeneous. If the dimension is 7 then the sphere has dimension 15, and Wilk-
ing proved in [28] that the only foliation coming from a Riemannian submersion is
the one given by the Hopf fibration S7 → S15 → S8. It is conjectured that there
are no other 7 dimensional regular Riemannian foliations on S15.
When the foliation is not regular, the conditions become much less restrictive,
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and we are still far from a complete classification. First of all, there is not any
restriction on the dimension of the leaves. In fact, there is actually a way to com-
pose two foliations (Sn,F), (Sn′ ,F ′) to obtain a new foliation on a bigger sphere
(Sn+n
′+1,F ? F ′). This operation is called spherical join. When understanding
Singular Riemannian Foliations in spheres, it is enough to restrict one’s attention
to the irreducible foliations, i.e. those who cannot be decomposed in a nontrivial
way as a spherical join.
Even the particular case of foliations with leaves of codimension one, which is
equivalent to the theory of isoparametric hypersurfaces, is a deep and interesting
subject in its own right, that we will now quickly recall (see [7] for an expositions
of the subject). Let (Sn,F) be a Singular Riemannian Foliation of codimension 1.
The quotient Sn/F is isometric to the interval [0, pi/g], where g ∈ {1, 2, 3, 4, 6} (cf.
[23]). Moreover, Cartan classified completely the cases where g = 1, 2, 3, proving
that they are all homogeneous, i.e. they arise from some group action. The cases
g = 4, 6 are further divided into subcases, parametrized by two integers (m−,m+).
If g = 6, Halperin proved that (m−,m+) = (1, 1) or (2, 2) and if (m−,m+) = (1, 1)
there is only one foliation, that is homogeneous. The case (m−,m+) = (2, 2) is still
open. The case g = 4 is the hardest case to classify, as it contains the majority of
the examples of codimension 1foliations, and includes an infinite family of non ho-
mogeneous examples, called of FKM type (cf. [11]). It has been proved that every
foliation with g = 4 is either homogeneous or of FKM type, with the exception of
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the case (m−,m+) = (7, 8) that is still open.
Another class of Singular Riemannian Foliations on spheres that has been suc-
cessfully studied is the class of polar foliations, i.e. foliations which admit a totally
geodesic submanifold (the section) that meets every leaf perpendicularly. Codimen-
sion one foliations are of course a special case. A theorem of Thorbergsson states
that every irreducible polar foliation of codimension bigger than 1 is equivalent to
the orbit decomposition of an s-representation i.e. the isotropy representation of a
symmetric space, and is thus homogeneous.
Nothing else is known in the literature about these foliations. In my thesis, the
main goal is to provide a classification of Singular Riemannian Foliations in spheres,
when the dimension of the leaves is not bigger than 3. As it turns out, all these
foliations are homogeneous. This result generalizes the work og Gromoll and Grove
[16] who obtained the same result, in the case of Regular Riemannian Foliations.
All known irreducible examples of SRF in spheres are either homogeneous, or
isoparametric, or the Hopf fibration S7 → S15 → S8. It is an interesting question
to know if there are any other SRF on spheres.
1.3 Structure of singular strata
Let (M,F) be a Singular Riemannian Foliation. One way to deal with the presence
of leaves of different dimension is to collect together all the leaves of a given dimen-
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sion. In this way, we define the r-dimensional stratum Σr = ∪dimLp=rLp. In [22],
pg.194, Molino proves that the connected components of every Σr are (possibly
non-complete) submanifolds of M .
In my thesis, a fundamental part consists on studying this stratification in
the case of foliations in round spheres. Here the statements are much stronger.
For example, I prove that every stratum is a minimal submanifold. Also, the 0-
dimensional stratum consists of one totally geodesic subsphere, and the 1-dimensional
stratum consists on a disjoint union of totally geodesic spheres lying on mutually
orthogonal planes. This structure gives a relatively easy proof of the classification
result for 1 and 2 dimensional foliations in spheres.
1.4 More about Singular Riemannian Foliations
The theory of Singular Riemannian Foliations is very recent, many questions are
still open and provide different directions of study.
If the leaves of (M,F) are closed, the space of leaves M/F is a Hausdroff metric
space, and the question is how properties of (M,F) are reflected into properties of
M/F . More precisely, if (M,F) and (M ′,F ′) are foliations such that M/F , M ′/F ′
are isometric, which properties do F , F ′ have in common? This question is very
vague, and many answers have been given to it, in different directions:
• In [21] Lytchak and Thorbergsson define the concept of infinitesimally polar
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foliation. A foliation (M,F) is infinitesimally polar if the infinitesimal folia-
tion Fp is polar for every point p ∈ M . Infinitesimally polar foliations turn
out to have many special properties. For example, a foliation (M,F) with
closed leaves is infinitesimally polar if and only if M/F is an orbifold (cf [21]).
Also, in [20] it is proved that (M,F) is infinitesimally polar if and only if it
admits a geometric resolution, i.e. a Regular Riemannian Foliation (Mˆ, Fˆ)
with dim Mˆ = dimM and a distance non-increasing map pi : Mˆ → M , send-
ing leaves to leaves, such that the induced map pi : Mˆ/Fˆ → M/F is an
isometry.
• In [27], Wiesendorf proves that if M/F ' M ′/F ′ are isometric, then (M,F)
has taut leaves if and only if (M ′,F ′) has.
• In [14], Lytchak and Gorodski study representations of compact Lie groups.
If two representations ρ : G → GL(V ), ρ′ : G′ → GL(V ′) have isometric
quotients, they call them orbit equivalent. Among other things, the authors
are concerned with the reducibility of a representation, and how one can detect
reducibility properties from the quotient. For example, they characterize orbit
equivalence classes where the reducibility of the restricted representation to
the identity component is not an invariant of the class. It turns out that this
characterization is very restrictive.
• In [4], Alexandrino and myself prove that if φ : M/F →M ′/F ′ is an isometry,
and either ∂M/F = ∅ or φ preserves the dimension (or the codimension) of
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the leaves, then the sheaves of smooth basic functions of (M,F) and (M ′,F ′)
are the same. We recall that a basic function on (M,F) is a function which
is constant along the leaves of F , and in particular it defines a function on
M/F . In [4] we show that if h is a smooth basic function on M ′, then φ∗h is
a well defined basic function on M , and using the theory of elliptic PDE’s we
show that φ∗h is also smooth.
The most famous conjecture in the area is the Molino Conjecture, which states
that for any Singular Riemannian Foliation (M,F), the foliation F given by the
closures of the leaves of F is again a Singular Riemannian Foliation. The conjecture
was proved by Molino itself in the regular case, by Alexandrino [1] in the case of
polar foliation, and by Alexandrino and Lytchak [3] in the case of infinitesimally
polar foliation. Recently, me and Alexandrino started working on proving Molino
conjecture for the class of orbit-like foliations, i.e. Singular Riemannian foliations
all of whose infinitesimal foliations are homogeneous.
9
Chapter 2
Review of Singular Riemannian
Foliations
In this section we review the definition and basic properties of Singular Riemannian
Foliations. For a more detailed exposition we refer the reader to [22] and [17].
2.1 Regular Riemannian Foliations
If M is a Riemannian manifold with metric g, a foliation is said to be a Regular
Riemannian Foliation if one of the following equivalent conditions is satisfied:
• around each point p ∈M there is a neighborhood Up, a Riemannian manifold
(Up, g) and a Riemannian submersion pip : Up → Up such that the foliation
given by the connected components of the leaves in Up consists of the fibers
of pip. We will call U , together with the projection pip, the local quotient, and
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the open sets Up are called simple neighborhoods.
• Any geodesic starting perpendicular to a leaf, stays perpendicular to all the
leaves it meets.
The most basic example of a Regular Riemannian Foliations is the partition of
M into the fibers of a Riemannnian submersion pi : M → B. Such a foliation is
called simple. Another example is the decomposition of the orbits of an isometric
action of a connected Lie Group G on M , provided that all the orbits have the
same dimension. Such a foliation is called homogeneous foliation.
2.1.1 Notation
For a Regular Riemannian Foliation (M,F) there is a splitting
TM = H⊕ V ,
where V , the vertical bundle, is the bundle of tangent spaces of the leaves, and H,
the horizontal bundle, is the bundle of normal spaces. When dealing with vertical
vectors, we will use lower cased letters u, v, w ∈ Vp and for horizontal vectors we
will use the letters x, y, z ∈ Hp. The same letters, capitalized, will be used for
vector fields: U, V,W ∈ X(V), and X, Y, Z ∈ X(H). When dealing with projections
of a vector b or a vector field E onto the two bundles, we will use the notation
bv, bh, Ev, Eh.
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2.1.2 Basic vector fields
For a Regular Riemannian Foliation one defines basic vector fields locally, as hori-
zontal vector fields satisfying the following (equivalent) properties:
• On a local quotient pip : Up → Up, X|Up is pip-related to some vector field on
Up.
• for every vertical vector field V ∈ X(V), the bracket [X, V ] ∈ X(V) as well.
Our definition of basic vector field coincides with the definition in [17]. Given an
open set U , denote by BU the set of horizontal basic vector fields on U . This is an
infinite dimensional vector space. If we restrict our attention to a single leaf L, we
define
BL :=
{
X|L
∣∣∣ X ∈ BU} .
Notice that for every horizontal vector x ∈ Hp one can define (locally around p)
a basic vector field X ∈ BL such that Xp = x, and if any two basic vector fields
X1, X2 agree at a point p, then X1(q) = X2(q) for all q ∈ Lp, in a neighborhood of
p in the leaf. In particular, BL is finite dimensional.
One can use basic vector fields to define the so-called Bott connection on the
normal bundle of a leaf, which is the connection for which the basic vector fields
are parallel (this is why basic vector fields are sometimes referred to as Bott parallel
vector fields, see for example [29]). Since basic vector fields have constant norm
along a leaf, the Bott connection is compatible with the metric on the normal
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bundle. In particular, the holonomy group of the Bott connection lies in O(q),
where q is the codimension of the foliation. Moreover, the Bott connection is
locally flat (since it admits parallel local vector fields), and therefore the holonomy
is discrete and only depends on the fundamental group of the leaf. The holonomy
of the Bott connection is also called the isotropy group of L, and in the case of
regular homogeneous foliations it coincides with the usual definition of isotropy.
2.1.3 Tensors
Given a Regular Riemannian Foliation, one defines the following tensors.
• The S-tensor
S : H× V −→ V
(x, u) 7−→ Sxu := −∇vux
as the shape operator of the leaves. One has S ≡ 0 iff the leaves are totally
geodesic.
• The A-tensor (or O’Neill’s tensor)
A : H× V −→ V
(x, y) 7−→ Axy := ∇vxy
which is the obstruction for the horizontal distribution to be integrable. Thus
A ≡ 0 iff there exist submanifolds of dimension = codimF that meet every
leaf transversely and perpendicularly.
13
From these fundamental tensors, together with the metric, other tensors can be
created:
• The B-tensor, defined by the formula 〈B(u, v), x〉 = 〈u, Sxv〉, or more explic-
itly by B(u, v) := ∇huv.
• The A∗-tensor, defined as the adjoint of the A-tensor 〈A∗xu, y〉 = 〈u,Axy〉,
or by the formula A∗xu := −∇hxu. Sometimes it is better to use the notation
Aux := A∗xu.
As is well known, the S tensor is symmetric, i.e. B(u, v) = B(v, u), and the A
tensor is skew symmetric, i.e. Axy = −Ayx. Many relations hold between these
tensors, their covariant derivatives, and the curvature operator, see for example
[24], or [17] pg. 44.
2.2 Singular Riemannian Foliations
A Singular Riemannian Foliation (SRF for short) is a decomposition of M into
disjoint connected, complete, immersed submanifolds (not necessarily of the same
dimension) such that:
- Every geodesic meeting one leaf perpendicularly, stays perpendicular to all
the leaves it meets.
- The foliation is a singular foliation, i.e. around each point p ∈ M one can
find local smooth vector fields spanning the tangent spaces of the leaves.
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It is conjectured that the first assumption already implies the second. Typical
examples of SRF are:
- foliations obtained by the orbits of an isometric group action. As in the
regular case, these are called homogeneous foliations.
- foliations obtained by taking the closures of leaves of a Regular Riemannian
Foliation F , denoted by F .
The dimension of a foliation, denoted by dimF , is the maximal dimension
of leaves. The set of points whose leaf has maximal dimension is open, dense and
connected in M . Such a set is called the regular part of the foliation, and is denoted
Mreg. An important and basic fact is that if (M,F) is a SRF, then the restricted
foliation (Mreg,F|Mreg) is a Regular Riemannian Foliation as defined before. In
particular, one can still talk about basic vector fields, and the A and S tensors on
Mreg. Notice though that they do not extend to the singular part of the foliation.
2.2.1 New SRF from old
Often new Singular Riemannian Foliations arise from elementary ones through se-
quences of basic manipulations.
• If (M,F) is a foliation, and U ⊆M is an open set, then (U,F|U) denotes the
foliation on U given by the connected components of the leaves in F restricted
to U . In other words, if p ∈ U then the leaf through p in F|U is the connected
component through p of Lp ∩ U .
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• If (M,F) is a foliation, and N ⊆ M is a submanifold such that every leaf
intersecting N is contained in it, we say that N is a saturated submanifold
and denote the restricted foliation by (N,F|N).
• If (Mi,Fi), i = 1, 2 are two foliations, then (M1×M2,F1×F2) is the foliation
given by the product of leaves. In other words, LM1×M2(p,q) = LM1p × LM2q . Such
a foliation is called product foliation.
• If (Sni ,Fi), i = 1, 2 are two SRF on round spheres, one can construct the
spherical join
(Sn1 ,F1) ? (Sn2 ,F2) = (Sn1+n2+1,F1 ? F2),
by setting
L?cos(t)p+sin(t)q = cos t · LS
n1
p + sin t · LS
n2
q .
• If (Sn,F) is a SRF on a round sphere, one constructs a foliation (Rn+1,Fhom)
by setting
Lhomv :=

‖v‖ · L v‖v‖ v 6= 0
{0} v = 0
This is a SRF on Rn+1 for which 0 is a closed leaf, and is called homothetic
foliation associated to F . Notice that by definition the homothetic foliation is
invariant under homotheties centered at the origin. Conversely, if (Rn+1,F)
is some SRF such that 0 is a closed leaf, then every sphere centered at the
origin is saturated, and if F1 := F|Sn , then F = (F1)hom.
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2.2.2 Stratification
A SRF has a natural stratification. Given a positive integer r we define the r-
dimensional strata of (M,F) as the connected components of
{
p ∈M
∣∣∣ dimLp = r} = ⋃
dimLi=r
Li.
From now on we’ll use the notation Σr for a connected component of the r-
dimensional stratum, and if p is a point in M , Σp will stand for the stratum
containing p. We now recall an important lemma due to Molino (cf. [22]).
Lemma 2.2.1 (Homothetic transformation). Let (M,F) be a SRF, p ∈ M and
Ωp ⊆ Lp a neighborhood of p in the leaf through p. Let ε > 0 be such that the
normal exponential map exp⊥ : νεΩp −→ Tubε(Ωp) is a diffeomorphism onto the
tubular neighborhood of Ωp of radius ε. Then for each λ ∈ (0, 1) the homotetic
transformation
hλ : Tubε(Ωp) −→ Tubε(Ωp)
expq v 7−→ expq(λv)
sends leaves to leaves.
In particular it follows that
Lemma 2.2.2. Every connected component of a stratum is a (possibly noncom-
plete) manifold. Moreover, every geodesic γ(t) starting tangent to a stratum, and
perpendicular to the leaf, stays in the stratum for t ∈ (−ε, ε). Finally, the closure
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of a stratum Σr is contained in the union of “more singular strata:”
Σr ⊆
⋃
r′≤r
Σr′
According to Lychak and Thorbergsson [21] more can be said. In fact, every
geodesic starting tangent to a stratum and perpendicular to the leaf, stays in the
stratum for all but a discrete set of times.
The stratum containing leaves of maximal dimension is just the regular part,
Mreg. The stratum whose leaves have minimal dimension is called minimal stratum.
From the corollary above, it is clear that every component of the minimal stratum
is a closed embedded manifold without boundary.
2.3 Infinitesimal foliation
Given a SRF (M,F) and a point p ∈M , there exists a SRF TpF on TpM with the
following properties:
• There is a neighborhood O of p, and a diffeomorphism φ : O −→ TpM onto
the image, such that F|O is given by the preimages of of TpF under φ.
• TpF is preserved under homoteties: if λ ∈ R\0 and v ∈ TpM then Lλv = λ·Lv.
• TpF only depends on the transverse metric. In other words if gˆ is another
metric such that (M, gˆ,F) is again a SRF and the gˆ-distance between leaves is
the same as the g-distance, then T̂pF = TpF , where T̂pF denotes the foliation
on TpM with respect to gˆ.
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The SRF (TpM,TpF) is called infinitesimal foliation of (M,F) at p. One can check
that this foliation splits as
(TpM,TpF) = (TpΣp,F1)× (νpΣp,F2)
where F1 is just the foliation given by affine subspaces parallel to TpLp, and F2 has
0 as a leaf. In particular F2 = F
∣∣
ν1pΣp
hom
, where F∣∣
ν1pΣp
is the foliation in the unit
sphere of νpΣ
p (see paragraph 2.2.1 above). This foliation F∣∣
ν1pΣp
contains all the
information about TpF and will be called the essential foliation F essp at p. It might
be worth remarking that F ess can also be defined in the following way: if x ∈ ν1pΣp
then
Lessx :=
{
y ∈ ν1pΣp
∣∣∣ expp ty ∈ Lexpp tx ∀t ∈ (−ε, ε)} .
By abuse of notation, we will always refer to F essp as the infinitesimal foliation, and
denote it with Fp.
2.4 Holonomy and Projectable Fields
A SRF (M,F) is defined by the existence of horizontal geodesics, i.e. geodesics that
are perpendicular to the leaves they meet. In particular, by taking variations of
horizontal geodesics around a fixed horizontal geodesic γ, one obtains special Jacobi
fields which are called projectable Jacobi fields. On a local quotient pi : Up → Up,
they represent those Jacobi fields that project to Jacobi fields along pi(γ) ⊆ Up. On
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the regular part they are characterized by the formula
(J ′)v = −Aγ′Jh − Sγ′Jv.
Thus, in order to define a projectable Jacobi field, one only needs to specify J(0) ∈
Tγ(0)M and (J
′)h ∈ Hγ(0). Hence if Pγ denotes the vector space of projectable
Jacobi fields along γ, then dimPγ = 2 dimM − dimF .
A subset of Pγ is given by the so-called Holonomy Jacobi fields, i.e. those
Jacobi fields given by variations of geodesics which project to a fixed geodesic in
the quotient. These holonomy Jacobi fields have important special properties:
- They are always vertical.
- In the regular part, the space of holonomy Jacobi fields along a horizontal
geodesic is a vector space, whose dimension is the maximal dimension of the
leaves met by γ.
- In the regular part, the holonomy Jacobi fields are characterized by the for-
mula
J ′ = −A∗γ′J − Sγ′J.
- On a local quotient, holonomy Jacobi fields are given by the kernel of pi∗ :
Pγ → Jacpi(γ), where Jacpi(γ) denotes the set of Jacobi fields along pi(γ), and
pi∗(J)(t) := pi∗ (J(t)).
- Along γ, the vertical distribution V|γ is spanned by the holonomy Jacobi
fields.
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- Suppose dimLγ(t1)<dimLγ(t0) , and consider Ωt0 ⊆ Lγ(t0) a neighborhood of γ(t0)
in the leaf, as in the homothetic transformation Lemma 2.2.1. Consider the
closest-point map p : Ω(t0) → Lγ(t1) and define Ω(t1) := p (Ω(t0)). Then
Molino [22], Lemma 6.1 states that the map
p : Ω(t0) −→ Ω(t1)
is a submersion (non necessarily Riemannian). Moreover, the differential
p∗ : Tγ(t0)Ω(t0)→ Tγ(t1)Ω(t1) is given by
p∗(v) = Jv(t1),
where Jv is the holonomy Jacobi field along γ such that Jv(t0) = v.
2.5 SRF on spheres
In this section, we will recall some of the special properties that foliations in spheres
share. Most of these properties still hold in more generic space forms.
Proposition 2.5.1. Let (Sn,F) be a SRF on a round sphere. Then:
- Given two basic vector fields X, Y , the vertical vector AXY has constant norm
along the leaves (i.e. the function ‖AXY ‖ is basic).
- Given a basic vector field X, the shape operator SX has constant eigenvalues
along a leaf.
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The first statement easily follows by O’Neill curvature formulas ([24]). The
proof of the second statement, despite being well known, does not seem to appear
in the literature. In [17], a proof is given in the case of regular foliations. In the
next section (see Proposition 3.0.7) we will provide a proof for the case of singular
foliations. In particular, if x ∈ Hp is a horizontal vector at a point p ∈ Sn and X is
a basic vector field around p with Xp = x, then the rank of Ax : Hp → Vp is equal
to the rank of AX : BLp → X(Lp). In the same way, the eigenvalues of Sx are the
same as the eigenvalues of SX .
On spheres, and space forms in general, the O’Neill tensors satisfy very nice
differential equations
Proposition 2.5.2 ([16]). Given a Riemannian foliation on a sphere, the following
equations hold:
1. (∇vXS)X = S2X + Id− AXA∗X .
2. (∇vXA)X = 2SXAX .
The following gives an important characterization of homogeneous foliations on
spheres:
Theorem 2.5.3 (Homogeneity Theorem, [16]). Let (Sn,F) be a SRF on a round
sphere. Suppose we can find a regular leaf L0, an open cover {Uα} of L0, and Lie
subalgebras Eα ⊆ X(Uα), such that the following conditions hold:
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• Eα|Uα∩Uβ = Eβ|Uα∩Uβ whenever Uα ∩ Uβ 6= ∅.
b) The elements of Eα span all of TpL0, for all p ∈ Uα.
c) If V,W ∈ Eα, then 〈V,W 〉 is constant.
d) For every basic vector field X ∈ BL0 , SXEα ⊆ Eα and A∗XEα ⊆ Eα.
Then the SRF (Sn,F) is homogeneous, i.e. there is a Lie group acting on Sn by
isometries, such that the leaves of F correspond to the orbits of the group action.
Moreover, this action is locally free on the regular part.
In the case of a locally free group action G → Iso (Sn), E corresponds to the
sheaf of invariant vector fields, i.e. local vector fields V such that g∗V = V for all
g ∈ G whenever well defined.
The theorem gives rise to the strategy we will adopt to prove our main theorem:
we will consider several cases, and for each case we will prove homogeneity by
creating a sheaf E that satisfies the conditions (a)− (d).
In the same paper, conditions are given to find such Lie subalgebras.
Theorem 2.5.4 ([16]). Let (Sn,F) be a SRF on a round sphere.
1. If there is a regular point p ∈ Sn, and a horizontal vector x ∈ Hp such that
Ax : Hp → Vp is surjective (or equivalently, A∗x is injective), then the sheaf
A :=
{
AXY
∣∣∣ X, Y ∈ BL0}
satisfies properies (a), (b), (d) of the Homogeneity Theorem.
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2. If dimF ≤ 3, then the sheaf A defined above satisfies condition (c) of the
Homogeneity Theorem.
If a SRF satisfies the condition of part 1 of the theorem above, the foliation is
called substantial. One of the main points of [16] is proving that a regular Rieman-
nian foliation with dimF ≤ 3 is substantial. Since the Homogeneity Theorem 2.5.3
is not explicitly stated in [16], and since this is the crucial tool we use, we indicate
a proof (which uses the same strategy as in [16]).
Proof of 2.5.3. Fix a Uα ⊆ L0, and consider the Lie algebra g = Eα. Let
G be the 1-connected group with Lie algebra g: then there is a local action of a
neighborhood of the identity UG ⊆ G on Uα (defined via the flows of the vector fields
in Eα), and if we fix p ∈ Uα there is a map ιp : UG → Uα defined by ιp(g) = g ·p. The
differential of ιp sends the right invariant vector fields (call gR the Lie algebra of
right invariant vector fields) to Eα. Consider now the Lie algebra gL of left invariant
vector fields, and call Kp the image of gL under (ιP )∗. If K ∈ Kp, then it is killing
along the leaf, since for any V1, V2 ∈ Eα
〈∇V1K,V2〉+ 〈∇V2K,V1〉 = 〈∇KV1, V2〉+ 〈∇KV2, V1〉 = X〈V1, V2〉 = 0.
Here we used the fact that [Eα,Kp] = ιp[gR, gL] = 0, and condition (c) of the
theorem, namely that 〈V1, V2〉 is constant along the leaf. Since the elements of Eα
span the whole tangent space of the leaf by condition (b), the equation above says
that K is killing along the leaf. In particular φt := φtK is an isometry for small t.
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Now define Φt on ν(Uα) as Φ
t(xp) = Xφt(p), where X is the basic vector field such
that Xp = xp. Condition (d) implies that (φ
t,Φt) respect the normal connection
and the shape operator: namely, for every tangent vector v and normal vector field
η,
Φt(∇⊥v η) = ∇⊥φt∗vΦtη φt∗(Sηv) = SΦtη(φt∗v)
Using the Fundamental theorem of submanifold geometry, this is enough to prove
that there is a global isometry ψt : Sn −→ Sn such that ψt∣∣
Uα
= φt, ψt∗
∣∣
ν(Uα
= Φt.
Take now K := d
dt
∣∣
t=0
ψt. This is a global vector field, such that K|Uα = K. By
condition (a), one can show that K is always tangent to L0, and by condition (d)
again it is tangent to all the other leaves as well. For each K ∈ K one gets one such
global Killing vector field K. Since they span the whole tangent space of L0, the
homogeneous foliation obtained by the flows of these vector fields coincide with the
original foliation F in a neighborhood of L0, and therefore the two foliations agree
everywhere.

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Chapter 3
Geometry and Topology of
Singular strata
n this section we will prove some results on the structure of singular strata, which
will be used throughout the rest of the paper. In particular, we will prove the
following:
Proposition 3.0.5. Let (Sn,F) be a SRF. Then:
• Σ0 is a totally geodesic subsphere Sk. Moreover, (Sn,F) splits as a spherical
join
(Sn,F) = (Sk,F0) ? (Sn−k−1,F1),
where F0 consists of only 0-dimensional leaves, and F1 contains no 0-dimensional
leaves.
• Suppose F does not contain 0-dimensional leaves. Then Σ1 consists of a
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disjoint union of totally geodesic subspheres, orthogonal to each other.
• Any singular stratum is a minimal submanifold.
From now on, unless otherwise specified, we will be considering a SRF (Sn,F)
on a round sphere, and we will omit this in the lemmas and propositions from now
on.
Consider a singular leaf L, and a horizontal geodesic γ starting at p ∈ L and
leaving that stratum. Then, for some small t0 there is a neighborhood Ωγ(t0) ⊆ Lγ(t0)
of γ(t0), a neighborhood Ωp ⊆ Lp of p, and a submersion
pi : Ωγ(t0) −→ Ωp
with nontrivial kernel defined by the closest-point map. Let v ∈ kerpi∗. Call
ψ(t) = γ(t0 − t) (so that now ψ(t) is starting at Ωγ(t0)) and let J(t) the unique
holonomy Jacobi field along ψ such that J(0) = v. Then
J(0) = v
J ′(0) = −A∗xv − Sxv
where x = ψ′(0). Since we are on a sphere,
J(t) = cos(t)E1(t) + sin(t)E2(t), E
′
1 = E
′
2 = 0, E1(0) = v, E2(0) = −A∗xv − Sxv
Now, the norm of J is
‖J(t)‖2 = cos2 t‖E1(t)‖2 + sin2 t‖E2(t)‖2 + 2 sin t cos t〈E1(t), E2(t)〉
= cos2 t
(‖A∗xv + Sxv‖2 tan2 t− 2〈v, A∗xv + Sxv〉 tan t+ ‖v‖2)
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and it is immediate to check that J goes to zero at t0 iff A
∗
xv = 0 and Sxv =
1
tan t0
v.
We just proved the following lemma:
Lemma 3.0.6. Let (Sn,F) be a SRF, L a singular leaf, γ a horizontal geodesic
starting at p ∈ L, and pi : Ωγ(t0) −→ Ωp the local submersion. Then
ker dpiγ(t0) =
{
v ∈ V
∣∣∣ A∗xv = 0, Sxv = 1tan t0v
}
where x = −γ′(t0).
This allow us to give a proof of the second part of Proposition 2.5.1:
Proposition 3.0.7. Let (Sn,F) be a SRF on a round sphere. Then for any basic
vector field X, the shape operator SX has constant eigenvalues along a leaf.
Proof. Let F be the SRF on a sphere, p ∈ L a regular point, x ∈ Hp a hor-
izontal vector, X a (locally defined) basic vector field, with Xp = x. Moreover,
let v ∈ Vp be an eigenvector of Sx, say Sxv = λv. Take J the projectable Jacobi
field along γ(t) := expp tx such that J(0) = v, J
′(0) = −Sxv. It will have a zero
somewhere, say at t0, and there are 2 possibilities: either γ(t0) is a regular point,
or it is singular. By the argument of [17], Theorem 1.1, we know that if γ(t0) is a
regular point, then the corresponding eigenvalue has constant multiplicity along L.
Suppose then, that γ(t0) is a singular point.
Take p˜ another point in L, let x˜ := Xp˜, and γ˜(t) := expp˜ tx˜. We want to
show that dimEλ(Sx) = dimEλ(Sx˜). By the proposition above, there are spaces
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Kp ⊆ Eλ(Sx), Kp˜ ⊆ Eλ(Sx˜), defined as Kp = Eλ(Sx)∩kerA∗x, Kp˜ = Eλ(Sx˜)∩kerA∗x˜,
such that dimKp = dimKp˜ = dimL − dimLγ(t0). We then want to show that
dimEλ(Sx)/Kp = dimEλ(Sx˜)/Kp˜
Moreover, if we define
K :=
{
J
∣∣∣ J is Jacobi field along γ and J(t0) = 0} ,
it also follows from the proposition above that ev0(K) = Kp, where ev0 is the
evaluation at t = 0. In the same way one can define
K˜ =
{
J˜
∣∣∣ J˜ is Jacobi field along γ˜ and J˜(t0) = 0}
and again, ev0K˜ = Kp˜.
Now, for every [v] ∈ Eλ(Sx)/Kp, pick a representative v in Eλ(Sx). Again take
the projectable Jacobi field Jv(t) with Jv(0) = v, J
′
v(0) = −Sxv, and look at J
in an interval of the form (t0 − ε, t0). On this interval, the geodesic γ is on the
regular part, so we can look at the projection pi(γ) on a local quotient. We can
look at the projected vector field pi∗Jv, and notice that limt→t0 ‖Jv(t)‖ = 0. Notice,
moreover, that pi∗Jv does not depend on the choice of representative v we started
with. Now, on γ˜|(t0−ε,t0) consider a projectable Jacobi field J˜v that projects to pi∗Jv,
and such that J˜v(t0) = 0. Such a J˜v is uniquely defined, up to a Jacobi field in K˜.
In particular, J˜v(0) is an eigenvector of Sx˜ with eigenvalue λ, and it is well defined
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up to an element in ev0K˜ = Kp˜. Therefore, the map
Eλ(Sx)/Kp −→ Eλ(Sx˜)/Kp˜
[v] 7−→ [J˜v(0)]
is well defined, and has an inverse obtained by inverting the roles of p and p˜.
Therefore the two spaces have the same dimension, which is what we wanted to
prove.

Proposition 3.0.8. Let L0, L1 be singular leaves, γ : [0, 1]→ Sn be geodesic that
minimizes the distance between L0 and L1, and let pi = γ(i) ∈ Li, i = 0, 1. Let
Lt := Lγ(t).
1. All the leaves Lt, t ∈ (0, 1) have the same dimension d, so that they belong
to the same stratum Σ.
2. If d(L0,L1) < pi then
d ≤ dimL0 + dimL1.
3. If d = dimL0 + dimL1, then the following are true:
• There are orthogonal subspaces V0, V1 ⊆ Rn+1 such that Li ∈ Vi ∩ Sn,
i = 0, 1. Equivalently, d(L0,L1) = pi/2.
• The local submersions Ωt → Ω0, Ωt → Ω1, where Ωt ⊆ Lt, are Rieman-
nian submersions.
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• Lt locally splits as L0×L1, and the local submersions correspond to the
projections onto the corresponding factor.
• Lt can be seen as the set
{
γ(t)
∣∣∣ γ minimizing geodesic from L0 to L1} .
Proof of (1).
Suppose that that γ goes through leaves of higher dimension. By the homothetic
transformation lemma, all the leaves in between have the same dimension, hence
they belong to the same stratum Σ. Now, for every small ε > 0, γ|[ε,1−ε] is still
minimizing and contained in the stratum.
Proof of (2).
Fix a t ∈ (0, 1) and set x = γ′(t), pt := γ(t), Lt := Lpt . We know that we can find
open sets Ωt ⊆ Lt,Ω0 ⊆ L0,Ω1 ⊆ L1 around pt, p0, p1 respectively, such that
pii : Ωt −→ Ωi, i = 0, 1
are submersions. For a point q ∈ Ωt, denote with Si(q) the preimage of pi−1i (pii(q)),
and with Ei the distribution tangent to the Si(q), for points q. Moreover, for every
q ∈ Ωt let γq be the (unique) geodesic connecting pi0(q) with pi1(q). It is easy to
check that γq is horizontal, γq(t) = q, and if we define Xq := γ
′
q(t), then X is the
basic vector field along Ωt such that Xpt = x. From Lemma 3.0.6 we know that Ei
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coincide with the distributions kerAX ∩E1/ tan(t−ti)(SX). In particular E0, E1 have
intersection 0 at all points, hence
dimL0 + dimL1 = (dimLt − dimE0) + (dimLt − dimE1)
= dimLt + (dimLt − dimE0 − dimE1) ≥ dimLt
Proof of (3).
Now suppose equality holds: then E0 ⊕ E1 = TLt|Ωt . In particular,
AX ≡ 0, Ei = E 1
tan(t−ti)
(SX), (3.0.1)
and the maps
pi0|S1(pt) : S1(pt) −→ Ω0
pi0|S0(pt) : S0(pt) −→ Ω1
are diffeomorphisms. Not just that: since E0 ⊥ E1, then E1 is the horizontal bundle
of pi0, and vice versa. Moreover, if v ∈ (E1)q, then (pi0)∗v = sin(t1−t0)sin t1 P−t0v, where
P t denotes parallel translation along γq. In particular, if v, w ∈ E1 then
〈(pi0)∗v, (pi0)∗w〉 =
(
sin(t1 − t0)
sin t1
)2
〈v, w〉,
and therefore pi0 is a Riemannian submersion, up to a factor
sin(t1−t0)
sin t1
. In the same
way, pi1 is a Riemannian submersion as well, up to a factor
sin(t1−t0)
sin t0
.
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Pick a point q0 ∈ Ω0, and qt ∈ Ωt such that pi0(qt) = q0, and call l0 = d(q0, qt).
Then for all S0(qt), we have d(S0(qt), q0) = d(qt, q0) = l0, and for all the q1 ∈
pi1 (S
0(q)), we have d(q1, q0) = d(L1,L0). But since Ω1 = pi1 (S0(qt)), then every
q0 ∈ L0 has the same distance to every other point in L1, and the same holds for
every point in L1. In other words: for every point q0 ∈ L0, q1 ∈ L1, we have
d(q0, q1) = cost = d(L0,L1)
and this can happen if and only if this distance is pi/2, and the 2 leaves lay in two
orthogonal totally geodesic spheres.
Finally, equation (3.0.1) says that the basic vector field X with Xγ(t) = x is
parallel (w.r.t. the normal connection). This means that X is an isoparametric
section, with SX having 2 distinct eigenvalues corresponding to the singular strata
(see [9] for a definition of isoparametric section). It is known (see for example
[9]) that in this case Lt is locally a product of the two eigendistributions of SX
corresponding to the two fibers of pi0 and pi1. These two fibers, in turn, are isometric
to L1 and L0, up to the factors sin(t1−t0)sin t0 and
sin(t1−t0)
sin t1
we discussed above.

Corollary 3.0.9. As before, let L0, L1 be singular leaves, γ(t) a minimizing
geodesic between the two leaves, and Lt = Lγ(t). If dimLt = dimL0 + dimL1,
then L0, L1 belong to two different strata, at distance pi/2 from each other.
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Proof. Let Σ0,Σ1 be the singular strata containing L0,L1, respectively. It is
enough to show that, for each leaf L in Σ1
d(L0,L) = pi/2.
Let σ(s) be a horizontal geodesic starting from p1 = γ(1) ∈ L1, and tangent to Σ1.
Now, suppose that for small enough s > 0, d(L0,Lσ(s)) < pi/2. Take a sequence
sn → 0, and let γn : [0, pi/2]→ Sn be a minimizing geodesic between L0 and Lσ(sn),
starting at p0 = γ(0). Let xn = γ
′
n(0), and consider a converging subsequence of
the xn’s, that we will sill call xn. Now, let x0 be the limit of the xn’s, and define
γ0(t) = exp(tx0).
We know that l(γn) = d(L0,Lσ(sn)) < pi/2, and therefore
dimLγn(t) < dimL0 + dimL1, ∀t ∈ (0, pi/2).
Taking the limit we know that the dimension of a leaf can only drop, therefore
dimLγ0(t) < dimL0 + dimL1. This contradicts the fact that γ0, as a geodesic
from L0 to L1, in (0, 1) meets only leaves of dimension equal to dimL0 + dimL1.
Therefore, d(L0,L) = pi/2 for all the leaves L in a neighborhood of L1. This implies
that the set of leaves L ∈ Σ1 such that d(L0,L) = pi/2 is open. Sinse this condition
is closed as well, we obtain the result.

As a first easy corollary, we now prove that Σ0 is a totally geodesic sphere.
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Corollary 3.0.10. The stratum Σ0 consists of a totally geodesic sphere S
k ⊆ Sn,
k ≥ 0.
From the homothetic transformation lemma, it is easy to see that each con-
nected component is a totally geodesic sphere. Suppose there are two connected
components Σ1, Σ2. Then either d(Σ1,Σ2) = pi (i.e. they consist of one point each,
and they are antipodal, therefore Σ = S0), or the minimizing geodesic connecting
them goes through leaves of dimension d ≤ 0 + 0 = 0. But this means that the
whole geodesic is in the 0-dimensional stratum, contradicting the hypotheses that
Σ1, Σ2 were connected components of the stratum.

Corollary 3.0.11. Every SRF (Sn,F) can be obtained as a join
(Sk,F0) ? (Sn−k−1,F1)
where F1 is a SRF without 0-dimensional leaves, and F0 has only 0-dimensional
leaves.
Proof. Given a SRF F on Sn, suppose the stratum Σ0 is nonempty, hence is
a totally geodesic sphere Sk. Consider the sphere Sn−k−1 at distance pi/2 from
Σ0: it is a saturated submanifold, since leaves stay at constant distance from Σ0.
Using the homotetic transformation lemma, one can see that F is actually the join
(Sn−k−1,F|Sn−k−1) ? (Σ0,F|Σ0).

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Corollary 3.0.12. Every SRF (Sn,F) with 1-dimensional regular leaves, is homo-
geneous.
Proof. As in Corollary 3.0.11, (Sn,F) = (Sk,F0) ? (Sn−k−1,F1), where F1 is a
regular 1-dimensional foliation, hence given by a R-action ρ : R −→ SO(n− k).
The initial foliation F is then given by the R-action ρ′ : R −→ SO(n+1), where
ρ′ is the composition of ρ with the standard embedding SO(n− k) ⊆ SO(n+ 1).

3.1 Minimality of singular strata
The goal of this section is to prove that the singular strata are minimal subman-
ifolds. This is the statement of Proposition 3.1.2. First we need to prove the
following:
Lemma 3.1.1. Let (Sn,F) be a SRF, p ∈ Σr, and (ν1pLp,Fp) the infinitesimal
foliation at p. If v, w ∈ ν1pLp belong to the same (infinitesimal) leaf, then κ(v) =
κ(w), where κ is the mean curvature form.
Proof. . Let us first assume that v is a regular point for the infinites-
imal foliation at p, and let γ(t) be the horizontal geodesic with initial values
(p, v). Also, let Lt = Lγ(t). Let e1, . . . , er be an orthonormal basis of Lp =
L0, and let E1(t), . . . , Er(t) their vertically parallel extensions along γ. Also, let
Jr+1(t), . . . Jr0(t) be the holonomy Jacobi fields along γ that vanish at p (we are
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implicitly defining r0 := dimLt, t ∈ (0, ε)). Since we are on a sphere, we know that
Ei := Ji/‖Ji‖, i = r+1 . . . r0 are vertically parallel, andE1(t), . . . , Er(t), Er+1(t), . . . Er0(t)
form an othonormal basis of Tγ(t)Lt, for t ∈ (0, ε). Also, for i = r + 1, . . . r0,
Sγ′(t)Ei(t) =
1
tan t
Ei(t)
Therefore, we have
κ(v) =
r∑
i=1
〈∇eiv, ei〉 = lim
t→0+
r∑
i=1
〈∇Ei(t)v, Ei(t)〉
= lim
t→0+
r0∑
i=1
〈∇Ei(t)v, Ei(t)〉 −
r0∑
i=r+1
〈∇Ei(t)v, Ei(t)〉
= lim
t→0+
κ(vt)− r0 − r
tan t
where vt = γ
′(t). Now, if v, w are regular and belong to the same infinitesimal leaf,
then vt, wt represent, for t small enough, the same basic vector field at different
points. in particular, κ(vt) = κ(wt), and from the computation above, κ(v) = κ(w).
The results now holds everywhere by continuity, since the regular set is dense.

Proposition 3.1.2. The singular strata are minimal.
Proof. Consider a point p in a singular stratum Σ, and the singular leaf p ∈ L ⊆ Σ.
We want to show that Σ is minimal at p. But first, we want to establish a relation
between the mean curvature of Σ and the mean curvature of L.
Let S, S the shape operators of L, Σ respectively. Let v1, . . . , vr an o.n. basis for
TpL, and wr+1, . . . , wt an o.n. basis for νpL∩TpΣ. For a horizontal vector x ∈ νpΣ,
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the mean curvature of Σ is
κΣ(x) =
r∑
i=1
〈Sxvi, vi〉+
t∑
j=r+1
〈Sxwr+j, wr+j〉
(∗)
=
r∑
i=1
〈Sxvi, vi〉 = κL(x)
Where (∗) holds because on the one hand 〈Sxvi, vi〉 = 〈Sxvi, vi〉, and on the other
hand
〈Sxwi, wi〉 = 〈x,∇νΣwiwi〉 = 0
since geodesics starting normal to a leaf and tangent to the stratum, stay in the
stratum. Hence we have that
κΣ = κL
∣∣
νΣ
In terms of mean curvature vectors: HΣ = prνΣ(HL).
But by Proposition 3.1.1, we claim that the normalized mean vector n0 =
HL/‖HL‖ lies in an infinitesimal leaf of dimension zero in ν1pL (i.e. the leaf through
n0 consists only of n0). In fact, if another vector n
′ ∈ ν1pL lies in the same leaf of
n0, then
‖HL‖ = 〈HL, n0〉 = κL(n0) = κL(n′) = 〈HL, n′〉 = ‖HL‖ cos θ
Thus θ = 0 and so n′ = n0. This proves that n0 lies on a zero dimensional leaf.
This is equivalent to saying that n0 lies in T
1
pΣ, hence that HL ∈ TpΣ, and therefore
HΣ = prνΣHL = 0.
And thus Σ is minimal at p.

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3.2 Connectedness
In this section we prove the following
Proposition 3.2.1. Suppose Σ is a k-dimensional compact stratum of Sn, such
that every horizontal geodesic starting at Σ meets Σ again for the first time at
distance pi or larger. Then (Sn,Σ) is k-connected. In particular, Σ is homeomorphic
to Sk.
Proof. Let ΩΣ,Σ(S
n) be the set of paths γ : [0, 1] −→ Sn starting and ending
in Σ, and let
E : ΩΣ,Σ(S
n) −→ R
be the energy function. Recall the following proposition (cf. [25], pag.180):
Proposition 3.2.2. Let M be a complete Riemannian manifold and A ⊆ M a
compact submanifold. If every geodesic in ΩA,A(M) has index ≥ k, then A ⊆M is
k-connected.
According to the proposition above it is enough to show that every geodesic
in ΩΣ,Σ(S
n) has index at least k. Let γ be such a geodesic. By assumption, this
geodesic has length which is a multiple of pi. Also, if it is longer than 2pi, the
parallel vector fields Vi along γ starting tangent to Σ give rise to a k-dimensional
subspace where the energy has negative second derivative, and therefore that the
index of γ is at least k. Assume then that γ has length pi, i.e. it connects a point
p ∈ Σ with it is antipodal point a(p) = −p. Remember that the antipodal map a
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is an isometry that preserves the foliation. In particular it preserves the vertical
and horizontal spaces, the A tensor and the S tensor, every strata, and their shape
operators.
Now consider the k-dimensional space of vector fields along γ, consisting of the
parallel vector fields starting tangent to Σ. Notice that in this case, if V is such
a vector, then V (pi) = −a∗(V (0)) ∈ T−pΣ, so these vector fields represent tangent
vectors in ΩΣ,Σ(S
n) at γ. Of course the proposition will be proved if we show that
the second variation of the energy along all these vector fields is negative. We
compute it:
E ′′(V, V ) = −
∫ 1
0
〈R(V (t), γ′(t))γ′(t), V (t)〉dt+〈Sγ′(pi)V (pi), V (pi)〉−〈Sγ′(0)V (0), V (0)〉
Now, first of all 〈R(V (t), γ′(t))γ′(t), V (t)〉 = pi‖V (0)‖2. Secondly,
〈Sγ′(pi)V (pi), V (pi)〉 = 〈Sa∗γ′(0) (−a∗V (0)) ,−a∗V (0)〉
= 〈−a∗
(
Sγ′(0)V (0)
)
,−a∗V (0)〉
= 〈Sγ′(0)V (0), V (0)〉
so the boundary terms in the second variation equation cancel out. Therefore
E ′′(V, V ) = −pi‖V (0)‖2 < 0
and the proposition is proved.

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3.3 Geometry of Σ1
The main goal of this section is to prove Proposition 3.3.5, which states that Σ1
consists of a disjoint union of totally geodesic spheres. First of all, since Σ0 is
empty, Σ1 is compact, and is minimal by Proposition 3.1.2. We will first prove that
it is a ruled submanifold in Sn. For this recall
Definition 3.3.1 (Ruled submanifolds). A ruled submanifold Mk ⊆ Mn is a sub-
manifold which is foliated by (k − 1)-dimensional totally geodesic submanifolds,
i.e. for every point p ∈ M there is a submanifold of M passing through q, totally
geodesic in M and of codimension 1in M .
Now, notice that for every point p ∈ Σ1 ⊆ Sn, one can “exp out” from p
the space νp(Lp) ∩ TpΣ1 and obtain a totally geodesic sphere, contained in Σ1 of
codimension 1, passing through p. Moreover, we can say the following:
Proposition 3.3.2. Every connected component of Σ1 is homeomorphic to a
sphere.
Proof. We will use Proposition 3.2.1. Therefore, we need to prove that any
horizontal geodesic leaving a certain connected component of Σ1 goes back to that
component at distance at pi or larger.
Suppose that there is a horizontal geodesic γ : [0, 1] → Sn starting at some
connected component of Σ1, ending at Σ1 and shorter than pi. Call L0 := Lγ(0),
and L1 := Lγ(1). Then by Lemma 3.0.8 the leaves in between must have dimension
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2, and dist(L0,L1) = pi/2. Moreover, the two strata containing L0 and L1 have
mutual distance pi/2, and in particular are not the same.
Therefore, every geodesic leaving some component of Σ1 can only meet the same
component at distance pi or 2pi, and possibly some other components at distance
multiple of pi/2). Thus Corollary 3.2.1 finishes the proof.

Summing up, every connected component of Σ1 is a compact, minimal, ruled
submanifold of Sn, which is homeomorphic to a sphere.
Minimal ruled submanifolds in space forms were studied extensively, and a clas-
sification can be found in [5]. Before stating the classification, we recall the defini-
tion of generalized helicoid :
Definition 3.3.3. LetK be a Killing vector field on Sn, andA(t) the one-parameter
group of isometries generated by the flow of K. Moreover, let Sk ⊆ Sn be a totally
geodesic submanifold which is perpendicular to K, and suppose that there is an
open set U ∈ Sk × R such that the map
X : Sk × R −→ Sn
(p, t) 7−→ A(t) · p
is regular in U . Then the map X
∣∣
U
is called generalized helicoid.
The main theorem in [5] classifies minimal ruled submanifolds in space forms.
In particular:
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Theorem 3.3.4. Let Σk be a minimal ruled submanifold of Sn. Then there exists
a generalized helicoid
X : Sk−1 × R −→ Sn
and an open set U ⊆ Sk−1 × R such that X restricted to U parametrizes Σ.
In particular if Σ is complete, then the map is globally definedX : Sk−1×R→ Σ.
Proposition 3.3.5. Each connected component of Σ1 is a totally geodesic sphere.
Proof. Consider a component C ⊆ Σ1. By what we said so far, we know that C
is a generalized helicoid. In particular there is a killing field K whose restriction to
C is tangent to C, and a totally geodesic k−1-dimensional sphere Sk−1 in C, whose
orbit under the flow of K generates all of C. Moreover, from [5], Proposition 3.20,
we know that there exists a closed geodesic γ in Σ1 which is preserved by K (i.e.
γ is an integral curve of K). We will identify the closed geodesic γ : [0, 2pi] −→ Sn
with its image.
For each t ∈ [0, 2pi], let S˜t the totally geodesic (k − 1)-sphere in C, passing
through γ(t). By definition of a generalized helicoid, K is everywhere orthogonal
to S˜t. Now, use the following notation:
• We write Sn as a spherical join Sn = γ ? Sn−2.
• We define St := S˜t ∩ Sn−2. St is a (k − 2)-sphere, and S˜t = St ? {±γ(t)}.
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• For each p ∈ St ⊆ Sn−2, let ψt : [0, pi/2] −→ Sn be the unit speed minimizing
geodesic from p to γ(t), and let ~tp := ψ
′
t(0). This defines a parallel unit vector
field ~t on ν(Sn−2)|St .
The geodesic γ can be chosen so that K is tangent to the Sn−2 orthogonal to γ.
Therefore, the flow of K gives a one parameter family t 7−→ St of totally geodesic
(k − 1)-spheres in Sn−2. Notice that if K is tangent to some St, then the spheres
St are all the same sphere S, and C is a join γ ? S, which is a totally geodesic
sphere. Now suppose that for some t1 < t2, t2 − t1 6= pi, St1 ∩ St2 6= 0, and suppose
p ∈ St1 ∩ St2 . Then at that point, we have that TpC can be written as
TpC = ~t1 ⊕ ~t2 ⊕ TpSt1 = ~t1 ⊕ ~t2 ⊕ TpSt2
(we are using here that t2−t1 6= pi, to know that ~t1 and ~t2 are linearly independent).
But the term ~t1 ⊕ ~t2 belongs to ν(Sn−2), so this is possible only if TpSt1 = TpSt2 ,
which means St1 = St2 . Moreover Kp belongs to TpC ∩ TpSn−2, and by what we
said before
TpC ∩ TpSn−2 = TpSt1 = TpSt2 .
Therefore, Kp ∈ TpSt1 , and the same thing can be said about all the other points
of St1 . It follows that K|St1 is tangent to St1 , and therefore C is a totally geodesic
sphere.
The only possibility left is the case St1 ∩ St2 = ∅ whenever t2 − t1 6= pi, which
implies S˜t1 ∩ S˜t2 = ∅. On the other hand, if t2 − t1 = pi it is easy to see that
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S˜t1 = S˜t2 . Let
σt : S˜t −→ S˜t+pi
be the flow of K at t = pi. Then C is diffeomorphic to
Sk−1 ×Z R
where the generator of Z sends (p, t) to (σt(p), t + pi). But this is a contradiction,
since C would not even be simply connected.

3.4 Constancy properties of A- and S-tensors
In this section, we slightly generalize lemma 4.3.2 of [17].
Proposition 3.4.1. Suppose M is a space form with a foliation F . Then, in the
regular part:
1. 〈SkXAXY,AXZ〉 is a basic function for every basic X, Y , and every k ∈ Z≥0.
2. If SX has all distinct eigenvalues, and eigenvectors V1, . . . Vn then for any
Y ∈ BL, 〈AXY, Vi〉 is basic for all i.
Proof of (1).
First of all notice that in constant curvature 〈AXY,AXZ〉 is basic for every basic
vector fields X, Y, Z. Moreover, notice that if f is a basic function and X is a basic
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vector field then X(f) is again basic, since for every V vertical vector,
V X(f) = XV (f) + [X, V ](f) = 0 + 0 = 0.
We now want to prove by induction that 〈SkXAXY,AXZ〉 is basic, or equivalently
that A∗XS
k
XAXY is a basic vector field. Suppose we know it already up to k (the
case k = 0 is true by what we said at the beginning). Then 〈SkXAXY,AXZ〉 is
basic, and so is X〈SkXAXY,AXZ〉. Assume now that ∇XX = 0 at a leaf L. We
can then compute X〈SkXAXY,AXZ〉 at L:
X〈SkXAXY,AXZ〉 = 〈∇X
(
SkXAXY
)
, AXZ〉+ 〈SkXAXY,∇X (AXZ)〉(3.4.1)
=
k−1∑
i=0
〈SiXS ′XSk−i−1X AXY,AXZ〉+
+〈SkXA′XY,AXZ〉+ 〈SkXAX(∇hXY ), AXZ〉+
+〈SkXAXY,A′XZ〉+ 〈SkXAXY,AX∇hXZ〉
where the notation T ′ was means∇vXT . In the equation before, the terms 〈SkXAXY,AX∇hXZ〉
and 〈SkXAX(∇hXY ), AXZ〉 are basic because of the induction hypothesis and because
∇hXY is basic if X, Y are. In particular the function
k−1∑
i=0
〈SiXS ′XSk−i−1X AXY,AXZ〉+ 〈SkXA′XY,AXZ〉+ 〈SkXAXY,A′XZ〉 (3.4.2)
is basic. Also, remember that the following hold ([17], pag. 44 and pag. 149):
A′XY = 2SXAXY (3.4.3)
S ′XV = c‖X‖2V + S2XV − AXA∗XV (3.4.4)
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Substituting the equations (3.4.3) and (3.4.4) into equation (3.4.2), we get that
kc〈Sk−1X AXY,AXZ〉+ (k + 2)〈Sk+1X AXY,AXZ〉 −
k−1∑
i=0
〈AXA∗XSk−i−1X AXY,AZ〉
is basic. The first term is basic by inductive hypothesis, and each term in the sum
on the right is basic, since we can write the terms as
〈A∗XSk−i−1X AXY,A∗XAXZ〉
that again by inductive hypothesis is the inner product of two basic vectors. In
particular, the only remaining term
(k + 2)〈Sk+1X AXY,AXZ〉
is basic, too.
Proof of (2).
Write AXY as a linear combination of the eigenvectors of SX
AXY =
n∑
i=1
aiVi
then
SkXAXY =
n∑
i=1
aiλ
k
i Vi
and if we look at a single leaf we get equations
ck = 〈SkXAXY,AXY 〉 =
n∑
i=1
a2iλ
k
i k = 0, . . . , r = dimL
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And we can write all these equations in matrix form
1 1 · · · 1
λ1 λ2 . . . λr
...
...
. . .
...
λr1 λ
r
2 · · · λrr

·

a21
a22
...
a2r

=

c1
c2
...
cr

The matrix on the left is a Vandermonde matrix, and since the eigenvalues are
distinct, is invertible. In particular the functions a2i are all constant.

48
Chapter 4
Classification of low dimensional
SRF in spheres
4.1 2-dimensional SRF on spheres
In this section we prove that 2-dimensional foliations are homogeneous. Let (Sn,F)
be a 2-dimensional SRF, which we assume to be without 0-dimensional leaves by
Proposition 3.0.11. By Proposition 3.3.5 Σ1 is a union of k disjoint totally geodesic
spheres. Let S be one such component, and S ′ be the sphere at distance pi/2 from
S. Both S and S ′ are saturated by leaves, Sn = S ? S ′, and F|S′ contains the
remaining k − 1 components of Σ1.
Notice that k > 0 since otherwise F would be regular and 2 dimensional, which
is not possible in a sphere. For the same reason, k > 1 otherwise F|S′ would be
regular and 2 dimensional as well. Also, if k = 2 then F|S′ is 1-dimensional. In
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fact, if it weren’t so, then by replacing S ′ with S ′ in the discussion above we could
write S ′ = S ′′ ? S ′′′, as a join of spheres where F|S′′ is 1-dimensional, and F|S′′′ is
regular and 2-dimensional.
We will now prove the result by induction on k. More precisely, we will prove
the following:
• If k = 2, then (Sn,F) = (S,F|S) ? (S ′,F|S′). Since F|S, F|S′ are 1-
dimensional, they are both homogeneous and hence so is F . Moreover, the
group acting on Sn is R2.
• If k > 2 and F|S′ is homogeneous by the action of R2, so is F .
Proof of (1).
Any horizontal geodesic from S to S ′ passes through 2-dimensional leaves, and
meets 1 dimensional leaves at the endpoints. The rigidity condition as in point (3)
of Proposition 3.0.8 are met, and therefore we have the splitting F = F|S ? F|S′ .
Since F|S, F|S′ are one dimensional, they are given by orbits of R-actions ρS, ρS′ ,
and therefore F is given by orbits of the R2-action ρS × ρS′ .
Proof of (2).
Let ρ : R y S, ρ′ : R2 y S ′ be the actions on S and S ′, respectively. Notice
first that since we are assuming that k > 2, S ′ contains 2-dimensional leaves. Take
p ∈ S, p′ ∈ S ′ a regular point, and consider the unit length (horizontal) geodesic γ
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from p′ to p. Given v ∈ R2 set v∗ ∈ Vp′ the action field corresponding to v, at the
point p′. Since p′ is at a regular point, there exists a unique holonomy Jacobi field Jv
along γ such that Jv(0) = v
∗. This Jacobi field is always vertical, and in particular
Jv(pi/2) ∈ Vp is given by some action field w∗ corresponding to a vector w ∈ R.
Consider the map pi : R2 → R given by v 7−→ w obtained as we just described: this
is a linear map, and the (isometric) linear action ρ′ ⊕ ρ ◦ pi : R2 y Sn gives rise to
a homogeneous SRF F ′. By definition, F|S = F ′|S, F|S′ = F ′|S′ , and F|γ = F ′|γ.
We want to show that F = F ′, which will prove that F is homogeneous. The way
we want to prove this is by showing that both foliations F ,F ′ are determined by
their restrictions on S, S ′ and γ. It is enough to show that F is uniquely determined
by its restrictions as just said.
First of all, F is uniquely determined on Cθ = cos(θ)Lp′ + sin(θ)Lp, for any
fixed θ. In fact, Cθ is isometric to Lp′ × Lp and hence is flat (both Lp and Lp′
are flat). Furthermore, Cθ is 3-dimensional, and it is saturated by 2-dimensional
flat leaves. Lifting F to F˜ in the universal cover C˜θ = R3, F˜ is a foliation by
parallel planes and therefore it is uniquely determined by the vertical space at a
single point. Then the same is true for F|Cθ , which is determined by the vertical
space Vcos(θ)p′+sin(θ)p = Vγ(θ).
Now consider any other point q = cos(σ)q′ + sin(σ)q, where q′ ∈ S ′ is again
regular, and q ∈ S. Again, set C ′σ = cos(σ)Lq′ + sin(σ)Lq, which is 3-dimensional
and is saturated by 2-dimensional leaves.
Let c be the minimizing geodesic between q and Cθ, and p be the end point
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of c. Then there is a neighborhood U of p in Lp such that f(x) = dist(U, x) is
regular around q, and the level sets of f give rise to a codimension 1 foliation in
C ′σ. By definition of SRF this foliation coincides with F around q, and therefore F
is determined on an open dense set of Sn. In particular, F = F ′ on an open dense
set of Sn, and by Lemma 4.4 of [21] they coincide everywhere.

4.2 3-dimensional SRF on spheres: subcases
Let (Sn,F) a SRF with 3-dimensional regular leaves and no 0-dimensional leaf. If
p is a point of a regular leaf L, we can subdivide Hp into
Hp = H0,p ∪H1,p ∪H2,p ∪H3,p where Hi,p :=
{
x ∈ Hp
∣∣∣ rank(Ax) = i}
Notice that if X is a basic vector field on some open set U , and p, q ∈ U belong to
the same leaf, then Xp ∈ Hi,p iff Xq ∈ Hi,q . Therefore, the decomposition of Hp
only depends on the leaf, and not on the specific point.
The discussion about 3-dimensional foliations will be divided into 5 cases:
I. There exists a point p and some x ∈ H0,p, such that Sx has 3 different eigen-
values.
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II. There exists a point p and some x ∈ H0,p, such that Sx has 2 different eigen-
values.
III. For some point p, H0,p = ∅, H1,p,H2,p 6= ∅.
IV. For every regular point p, H0,p = H1,p = ∅.
V. For every regular point p, H0,p = H2,p = ∅.
Proposition 4.2.1. There are no other cases to study.
Proof. First of all, notice that if there is any horizontal vector x such that Ax
has rank 3, then this foliation is substantial and therefore homogeneous by the work
of Grove and Gromoll [16]. We can then suppose that for every horizontal vector x,
Ax has rank at most 2. Cases I and II cover all the possible cases in which sone x
ha rank 0, since we cannot have an x such that Ax = 0 and Sx has 1 eigenvalue λ.
In fact, if this happened, then by lemma 3.0.6 the geodesic exp(tx) would meet a
0-dimensional singular leaf at time t = 1/tan(λ), which contradicts the assumption
of having no 0-dimensional leaves.
Suppose now that every Ax has rank 1 or 2, and take a regular point p. If we
are not in case III, then either every Ax, x ∈ Hp has rank 1, or every Ax, x ∈ Hp
has rank 2. Suppose they all have rank 1, and take a horizontal geodesic γ from p
to any other regular point q. By the formula
(∇vxA)xy = 2SxAxy
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(see [16], page 149) the rank of Aγ′(t) is constant, therefore rk (Aγ′(1)) = rk (Aγ′(0)) =
1. In particular there exists a vector γ′(1) ∈ Hq whose corresponding O’Neill tensor
has rank 1. We then have two possibilities:
• There exists another point q that falls in case III.
• For every point in the regular stratum H = H1, and this corresponds to case
V.

4.3 3-dimensional SRF on spheres: case I
Suppose there is a regular leaf L0 along which we have a basic vector field X which
is parallel (meaning A∗X = 0), and such that SX has 3 different eigenvalues λi, i =
1, 2, 3. Let Ei, i = 1, 2, 3 be the eigendistributions. Because of the Codazzi equation,
these distributions are autoparallel, and hence integrable and totally geodesic. In
fact, let V1, V2 ∈ Ei and W ∈ Ej with i 6= j. Then by the Codazzi equation:
〈(∇WS)X V1, V2〉 = 〈(∇V1S)XW,V2〉
The left hand side is equal to
〈∇W (SXV1), V2〉 − 〈SX∇WV1, V2〉 = λi〈∇WV1, V2〉 − λi〈∇WV1, V2〉 = 0
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The right hand side is equal to
〈∇V1(SXW ), V2〉 − 〈SX∇V1W,V2〉 = λj〈∇V1W,V2〉 − λi〈∇V1W,V2〉
= (λi − λj)〈W,∇V1V2〉
Therefore (λi−λj)〈W,∇V1V2〉 = 0, and since λi 6= λj we obtain ∇V1V2 ⊥ Ej. Since
Ej was chosen arbitrarily, ∇V1V2 ∈ Ei.
Since our eigendistributions are 1-dimensional, we can locally find vertical vector
fields Vi, i = 1, 2, 3, such that:
• 〈Vi, Vj〉 = δij.
• ∇LViVi = 0.
• SXVi = λiVi.
Where ∇L denotes the Levi-Civita connection on L.
Call E the vector space generated by the vector fields Vi.
We will now prove that E satisfies the conditions of Theorem 2.5.3, thus proving
that the foliation is homogeneous. The proof will proceed through the following
steps:
1. The Vi defined above are eigenvalues for any shape operator of basic fields,
and in particular SXE = E for any basic X.
2. E is preserved under the usual Lie Brackets, and in particular is a (finite
dimensional) Lie algebra.
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3. AXY ∈ E for any basic X, Y .
Proof of (1).
We use the Ricci equation
〈∇hU∇hVX −∇hV∇hUX −∇h[U,V ]X, Y 〉 = 〈[SX , SY ]U, V 〉
where again A∗X = 0. All the three terms on the left hand side are zero: in fact, if
V is any vertical vector field, ∇hVX = ∇hXV = −A∗XV = 0. Therefore [SX , SY ] = 0
for every Y and since SX has 3 different eigenvalues then the Vi defined above are
eigenvalues for any shape operator. In particular we have functions λi : Hp → R
such that
SY Vi = λi(Y )Vi.
Of course λi = λi(X). This tells us that the vectors B(Vi, Vi) are basic, that
B(Vi, Vj) = 0, and that the curvatures kij = sec(Vi, Vj) are constant.
Proof of (2).
Notice that
〈∇LViVj, Vi〉 = −〈Vj,∇LViVi〉 = 0
〈∇LViVj, Vj〉 = Vi
(
−1
2
‖Vj‖2
)
= 0
so ∇LViVj is either 0 if i = j, or is a multiple of Vk, where k is the third possible
index
∇LViVj = fijVk
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Deriving the equation 〈Vi, Vj〉 = δij we obtain
0 = Vk〈Vi, Vj〉 = 〈∇LVkVi, Vj〉+ 〈Vi,∇LVkVj〉 = fki + fkj (4.3.1)
that means f12 = −f13, f23 = −f21, f31 = −f32. Now consider the equation
fijfji = 〈∇LViVj,∇LVjVi〉 =
= −〈∇LVj∇LViVj, Vi〉
= −〈RL(Vj, Vi)Vj, Vi〉 − 〈∇LVi∇LVjVj, Vi〉 − 〈∇L[Vj ,Vi]Vj, Vi〉
= kij − (fji − fij)〈∇LVkVj, Vi〉
= kij + (fij − fji)fkj
Together with the equivalences among the functions fij found above, we get
−f12f23 = k12 − f31(f12 + f23)
−f23f31 = k23 − f12(f23 + f31)
−f31f12 = k31 − f23(f12 + f23)
If we denote b1 = f31f12, b2 = f12f23, b3 = f23f31, then the system above becomes a
system of linear equations in the indeterminates bi, which has a unique (constant!)
solution. From this, it follows immediately that the f 2ij =
bibj
bk
are constant, and
span {V1, V2, V3} is a 3-dimensional Lie algebra.
Proof of (3).
We know that SX has 3 different eigenvalues for the special X, and in particular
there are 3 different eigenvalues for almost all basic vector fields on L. Also, the
57
eigenvectors are V1, V2, V3 defined before. Then by Proposition 3.4.1 the inner
product 〈AZY, Vi〉, i = 1, 2, 3, is constant for all basic Y and all basic Z with 3
eigenvalues. In particular, A∗ZVi ∈ BL, and therefore AZE ⊆ BL. By continuity,
AZE ⊆ BL for all basic Z.

4.4 3-dimensional SRF on spheres: case II
In this section we suppose we are in case II, i.e. there is a leaf L0, with a horizontal
vector x ∈ Hp, p ∈ L0 such that A∗x = 0 and Sx has 2 different eigenvalues.
Again we want to prove that F is homogeneous. The strategy will be the
following:
1. We prove that there exists a global Killing vector field that preserves the
foliation, whose flow has a nonempty fixed point set N , and N is a totally
geodesic sphere Sk ⊆ Sn.
2. We show that N = Sk is preserved by the foliation, and therefore the orthog-
onal sphere Sn−k−1 is preserved as well.
3. If F|N has 1-dimensional leaves, we show that we can reduce orselves to case
I.
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4. If F|N has no 1-dimensional leaves, we prove that N = S2 with F|N consisting
of only one leaf, and the foliation splits as (Sn−k−1,F1) ? (S2,F|N)
Proof of (1).
Let X be the basic vector field such that Xp = x, let λ1, λ2 the different eigenvalues
of SX , and let E1, E2 be the corresponding eigen-distributions, such that dimEi = i.
Locally around a point q, let W be an unit length vector field spanning E1, and
V1, V2 an orthonormal frame of E2. We already know (cfr. for example [9], remark
1.3) that the eigen-distributions are parallel and the following equations hold:
∇LWW = 0, ∇LWVi = 0. (4.4.1)
Notice that along γ(t) := expp tX, the Jacobi field with initial value W will have
a zero when meeting a 2 dimensional leaf L2 at distance d1 = 1/ tanλ1. Similarly
the holonomy Jacobi fields with initial values in E2 will have a zero when meeting
a one dimensional leaf L1 at distance d2 = 1/ tanλ2.
From the Ricci equation, W is an eigenvalue of every shape operator. Moreover,
since W is the unique eigenvector of its eigenvalue, by lemma 3.4.1 〈AXY,W 〉 is
constant for all basic X, Y , and in particular A∗XW is basic for all basic X. As in
the proof of the Homogeneity Theorem 2.5.3, we argue that W is the restriction
to L0 of a global Killing field on Sn. In fact, let φt be the flow of W for time t:
because of the equations 4.4.1, we know that W is a Killing field along L0, and φt
is an isometry. Moreover W commutes with V1, V2 and thus φ
t
∗Vi = Vi ◦φt. Finally,
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define Φt : ν(L0)→ ν(L0) by
Φt(Xp) = Xφt(p)
for every basic vector field X.
We now apply the Fundamental Theorem of Submanifold Geometry:
Theorem 4.4.1 (Fundamental Theorem of Submanifold Geometry). Let M,N ⊆
Sn be two submanifolds, let f : M → N be an isometry and F : ν(M) → ν(N) a
bundle map over f . Suppose that the couple (F, f) preserves the shape operator
and the normal connection, i.e. for every sections X ∈ Γ(ν(M)) and V ∈ X(M)
the following equations are satisfied:
f∗(SMX V ) = S
n
F (X)(f∗V ) F
(∇⊥VX) = ∇⊥f∗V (F (X)).
Then there exists a global isometry h : Sn → Sn such that h|M = f , h∗|ν(M) = F .
In our case, M = N is an orbit of W , and TM is spanned by W , while ν(M) =
ν(L)⊕ span {V1, V2}. Furthermore f = φt|M and F is given by
F =
(
φt∗
) |span {V1,V2} ⊕ Φt.
We now check that the hypotheses of the fundamental theorem are satisfied: If X
is basic, SMXW = 〈SXW,W 〉W = SXW = λ1(X)W for some constant λ1(X), and
therefore
f∗(SMXW ) = λ1(X)φ
t
∗W = λ1(X)W ◦ φt =
= (SXW ) ◦ φt = SX◦φt(W ◦ φt) = SF (X)(f∗W )
60
This proves the first condition, for X basic.
Moreover,
SMViW = 〈∇LWVi,W 〉W = 0
and this proves the first condition, for the vectors Vi.
If X is basic, then ∇HWX = −A∗XW is basic, and
∇⊥WX = ∇HWX +
2∑
i=1
〈∇WX, Vi〉Vi = ∇HWX +
2∑
i=1
〈SXW,Vi〉Vi = ∇HWX
Therefore
Φt
(∇⊥WX) = Φt(∇HWX) = − (A∗XW ) ◦ φt
= −A∗X◦φt(W ◦ φt)
= −A∗ΦtX(φt∗W ) = ∇⊥φt∗WΦtX.
This proves the second condition, for X basic. Moreover
∇⊥WVi =
2∑
i=1
〈∇LWVi, Vi〉Vi +∇HWVi = 0
and this proves the second condition, for the vectors Vi.
Therefore, φt extends to a global isometry ψt, and since ψt∗|ν(M) = Φt preserves
basic fields, then ψt preserves the foliation. Thus the Killing vector field K =
d
dt
|t=0ψt restricts to W on L0, and to a holonomy Jacobi field along horizontal
geodesics. As a holonomy Jacobi field, it cannot be zero on the regular leaves, so
the fixed point set N := Fix(R) only intersects singular leaves.
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Proof of (2).
Notice first of all, since the R action preserves the leaves, it acts isometrically on
each of them. In particular, a one dimensional leaf is either acted on transitively,
or it is totally fixed, and this proves that F|N preserves one dimensional leaves.
For two dimensional leaves, notice that if the leaf is not fixed then the fixed
point set consists of a discrete set of points. Now, we know that the singular two
dimensional leaf L2 described above is totally contained in the fixed point set.
Suppose that another leaf intersects N at some point q. Then R acts almost ef-
fectively on TqLq by isometries. Let c : [0, 1] → N a horizontal geodesic from q to
q′ ∈ L1, and let J a holonomy Jacobi field along c, such that J(0) = v ∈ TqLq,
J(1) = w ∈ Tq′L1. If t ∈ R is an element acting on Sn, on one hand it preserves
c, and sends J to t∗J still a Jacobi field. On the other hand, since it preserves the
foliation, we know that t∗J is also a holonomy Jacobi field. But t∗J(0) = t∗v 6= v,
while t∗J(1) = t∗w = w. It follows that (J−t∗J) is a nonzero holonomy Jacobi field
that goes to zero at some “regular leaf” (in the singular stratum), and this can’t
be true. In particular, if a 2-dimensional leaf intersects N , it must be contained
in it. The result follows since we observed that no 3-dimensional leaves intersect N .
N is a totally geodesic sphere, and by the lemma above we know that it has
a 2-dimensional SRF, hence it is either N = S2 with only one leaf, or it is a
homogeneous foliation under the action of R2.
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Proof of (3).
If N 6= S2, then it contains at least 2 connected components of Σ1, which we
denote C2 and C3. Moreover, L1 is contained in a third component, call it C1.
The horizontal geodesic γ(t) = exp tx defined above meets L1 in p1 and L2 in q1.
Without loss of generality, we can assume that q1 can be written as cos(θ)p2 +
sin(θ)p3, for some θ ∈ (0, pi/2), where p2 ∈ C2, p3 ∈ C3. Take now the 2-sphere
spanned by p1, p2, p3, and consider the geodesic c passing through q1 and q2 =
cos(α)p1+ ∈ (α)p2, for some α ∈ (0, pi/2). The geodesic c satisfies the following
properties:
• It is horizontal, because it is horizontal at q1. In fact c′(0) is given by a
combination of γ′(d1) and s′(θ), where s(t) = cos(t)p2 + sin(t)p3 is horizontal.
• For an appropriate chice of α, c passes through 3-dimensional leaves.
• It meets Σ2 at 6 points, namely q1, q2, some q3 = cos(β)p1 + sin(β)p3, and
their antipodal points.
Therefore, taking a regular point c(), the vector c′() satisfies the hypotheses of
case I, and the foliation is homogeneous.
Proof of (4).
IfN = S2, then regular leaves have (common) universal cover S2×R. LetN ′ = Sn−3
be the totally geodesic sphere at distance pi/2 from N . Since N is saturated by
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leaves, so is any distance tube around N , and in particular N ′ is saturated as well.
N ′ is acted on by the isometries ψt without fixed points, and this gives a regular
1-dimensional foliation on N ′, whose leaves are contained in our original SRF. We
are going to show that the foliation on N ′ actually consists of this 1-dimensional
foliation. To do so, first notice that N ′ does not contain 2-dimensional leaves. In
fact, if there were one such a leaf L2, there would be a submersion Lreg → L2
that would induce a fibration F 1 → S2 × R → L2 with one dimensional fiber.
Looking at the exact sequence in homotopy, we obtain pi2(L2) = Z which implies
L2 is diffeomorphic to either S2 or RP2. But in either case, L2 cannot admit a
regular 1-dimensional foliation. In particular, there is only one component of Σ1
in N ′. In fact, if C1, C2 were two components of Σ1, then by Proposition 3.3.5 the
join C1 ? C2 would contain 2-dimensional leaves. Call N1 the component of Σ1 in
N ′. Then the sphere N2 ⊆ N ′ at distance pi/2 from N1 preserves the foliation as
well, and does not contain any 1-dimensional leaf. It has then to contain only 3-
dimensional leaves. The foliation in N2 is then regular, and by the result of Grove
and Gromoll in [16] it is homogeneous. In particular the leaves are covered by
spheres, but this contradicts the fact that regular leaves are covered by S2×R. As
a consequence N2 = ∅ and N ′ = N1 only contains 1-dimensional leaves, which is
what we wanted to prove. By Proposition 3.0.8, this implies that the foliation on
Sn is a join
(Sn,F) = (N,N) ? (N ′, ψt).
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4.5 3-dimensional SRF on spheres: case III
In this section we assume we are in case III, i.e. there is a regular point p ∈ Sn such
that for any x ∈ Hp, Ax has either rank 1 or 2. The strategy in this case consists
of 2 main steps:
1. First we show that A =
{
Axy
∣∣∣ x, y ∈ Hp} is 2-dimensional, and therefore the
orthogonal space Vp ∩ A is locally spanned by one vector field U .
2. Finally, we show that the sheaf on Lp locally consisting of U and span {AXY },
with X, Y basic, satisfies the condition of the homogeneity Theorem 2.5.3.
Here we heavily rely on the fact that, A 2-dimensional by the previous point,
then for almost every x ∈ Hp, Im (Ax) = A.
4.5.1 Step (1).
Remember we defined H1 :=
{
x ∈ Hp
∣∣∣ rk (Ax) = 1}. Call X = P(H1) ⊆ Ph−1, and
decompose X into its irreducible components
X = X1 ∪ . . . ∪ Xp.
Also, define Zariski open subsets Y1, . . .Yp ∈ H2
Yi =
{
y ∈ H2
∣∣∣ AyXi 6= 0}
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Lemma 4.5.1. Define the sets in V :
Zi = ∪x∈XiIm {Ax}
Then the following are true:
• Yi 6= 0 for all i, and hence they are all open dense sets in H2.
• For every y ∈ Yi, Zi ⊆ ImAy.
Proof.
• Suppose Yi = ∅. Then for all y ∈ H2, and all x ∈ Xi ⊆ H1, Ayx = 0. But
since H2 is open and dense in H, we obtain that AHx = AxH = 0, and this
means x ∈ H0, contradicting x ∈ H1.
• Take y ∈ Yi, and x ∈ Xi such that Ayx 6= 0. Since Xi is irreducible, Xi−kerAy
is open and dense in Xi. Now, the diagram below commutes,
P(Xi − kerAy)
P(Xi) P(V)
....
....
....
....
....
....
....
....
......
.......... ...
..........
..........
..........
..........
..........
..........
..........
..........
..........
..........
..........
..........
..........
...
Ay
.......................................................................................................................................................
.
[x] 7−→ [Im {Ax}]
And in particular every x ∈ Xi − kerAy gets mapped to Im {Ay}. By conti-
nuity, the whole Xi gets mapped in the same plane.

As a corollary, we have the following
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Lemma 4.5.2. There is a plane pi such that Im {Ay} = pi for all y ∈ H2.
Proof. There are two possibilities: either the Xi get mapped to the same line,
or not. Suppose first that not all Xi get mapped to the same line. Then for every
y ∈ Y1 ∩ . . . ∩ Yp the plane Im {Ay} contains all the Zi. But then all these planes
must be the same plane pi, and since Y1 ∩ . . .∩Yp is dense in H, then the image of
every Ax lands in pi.
Suppose now that every Xi gets mapped to the same line L, and for every
y ∈ H2, the plane Im {Ay} contains L. Suppose there are y, y′ ∈ H2 such that
Im {Ay} 6= Im {Ay′}. The set
A−1y (V − L) ∩ A−1y′ (V − L) ⊆ H2
is nonempty (and in particular is open and dense). If x belongs to that set, then
Axy, Axy
′ span a plane that does not contain L, and this is a contradiction. in
particular, Im {Ay} = Im {Ay′}.

In particular, there is a unit length vector field U such that A∗XU = 0 for every X.
At the same time, U⊥ is spanned by AXY , with basic X, Y .
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4.5.2 Step (2).
Define
BL = {basic vector fields}
A =
{
AXY
∣∣∣ X, Y ∈ BL}
C = 〈U〉
and E := A⊕ C. The goal of this part is to prove the following proposition
Proposition 4.5.3. The following properties hold:
1. 〈V1, V2〉 = cost. for all V1, V2 ∈ E .
2. SXE ⊆ E for every basic X.
3. [A,A] ⊆ E .
4. [A,C] ⊆ E .
In particular E is a Lie algebra.
Proof of (1).
Say V1 = AX1X2 + aU , V2 = AX3X4 + bU , where a, b are constants, and X1, . . . , X4
are basic. Then
〈V1, V2〉 = 〈AX1X2, AX3X4〉+ ab
So it remains to show that 〈AX1X2, AX3X4〉 is constant.
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It is enough to prove it for a dense set of possible X1, . . . X4, so we can suppose
that X1 ∈ H2, and that AX1X3, AX1X4 span Im {AX1}. One can replace X3, X4 by
linear combinations X¯3, X¯4 such that AX1X¯3, AX1X¯4 is an orthonormal basis. In
particular
AX1X2 = 〈AX1X2, AX1X¯3〉AX1X¯3 + 〈AX1X2, AX1X¯4〉AX1X¯4
= c1AX1X¯3 + c2AX1X¯4
and
〈AX1X2, AX¯3X¯4〉 = c1〈AX1X¯3, AX¯3X¯4〉+ c2〈AX1X¯4, AX¯3X¯4〉
is constant.
Proof of (2).
First of all, we show that
SXA ⊆ E
Again it is enough to prove it for a dense subset of X, so we can suppose X ∈ H2,
in particular, by what we proved before, every V ∈ A can be written as AXY for
some Y . Pick an orthonormal basis in E , {AXY1, AXY2, U}, and set
SXAXY = f1AXY1 + f2AXY2 + f3U.
We know immediately that
f1 = 〈SXAXY,AXY1〉
f2 = 〈SXAXY,AXY2〉
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are constant, by Lemma 3.4.1. Also, by using Lemma 3.4.1 again we know that
f 21 + f
2
2 + f
2
3 = 〈SXAXY, SXAXY 〉 = 〈S2XAXY,AXY 〉
is constant as well, hence f3 is constant too. In particular, SXAXY ∈ E .
We now prove that SXU ∈ E , in other words that
〈SXU,AXY 〉, 〈SXU,U〉
are constant. We already know that
〈SXU,AXY 〉 = 〈SXAXY, U〉
is constant, so we only need to show that 〈SXU,U〉 is constant. Suppose first
that SX has 3 eigenvalues, with eigenvectors V1, V2, V3. Take the othonormal basis
AXY1, AXY2, U as before. We know by Proposition 3.4.1 we know that AXY1 AXY2
can be written as combinations of the Vi’s with constant coefficients, hence so it
must be U ,
U =
3∑
i=1
aiVi.
Then
〈SXU,U〉 =
3∑
i=1
a2iλi
is constant.
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Proof of (3).
This part is taken directly from [16]. First of all, we show that [A,A] ⊆ [A,BL]⊕
[[A,BL],BL]: if X, Y ∈ BL, and T ∈ A,
2[AXY, T ] = [[X, Y ]
v, T ] = [[X, Y ], T ]− [[X, Y ]h, T ]
= −[[Y, T ], X]− [[T,X], Y ]− [[X, Y ]h, T ]
Now we are going to prove that [A,BL] ⊆ E : for this, remember once more that if
X ∈ H2, every AYZ can be written as AXY ′ for some Y ′. Hence
[X,AYZ] = [X,AXY
′] = ∇vXAXY ′ + SXAXY ′
= 3SXAXY
′ + AX∇hXY ′ − AY ′∇hXX
that implies [A, X] ⊆ A⊕ SXA ⊆ E .
The last thing to prove now is that [BL, [BL,A]] ⊆ E , and for this we only have
to show that [SXAXY, Z] ∈ E , for basic X, Y, Z. Now, this would be obvious if
SXA ⊆ A for all X ∈ BL, so we can suppose that for almost every X, SXA 6= A.
Here we can work with X, Y, Z generic basic vector fields, so i suppose that SXA 6=
A, SZA 6= A. But since A ⊆ E is a plane in 3-space, we can write
SXAXY = SZAZY1 + AZY2
so
[SXAXY, Z] = [SZAZY1, Z] + [AZY2, Z] = [SZAZY1, Z] + E
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So we just have to prove that [SZAZY1, Z] ∈ E :
[SZAZY1, Z] = S
2
ZAZY1 +∇vZSZAZY1
= S2ZAZY1 + S
′
ZAZY1 + SZ′AZY1 +
+SZA
′
ZY1 + SZAZ′Y1 + SZAZY
′
1
Where we denote X ′ = ∇hZX. Now using the formulas in (3.4.3) and (3.4.4) we
obtain
[SZAZY1, Z] = 4S
2
ZAZY1 + AZY1 − AZA∗ZAZY1
+SZ′AZY1 + SZAZ′Y1 + SZAZY
′
1 ∈ E
Proof of (4).
Here we have to prove that [C,A] ⊆ E . Let T ∈ A, and consider the Ricci equation
〈∇hT∇hUX −∇hU∇hTX −∇h[T,U ]X, Y 〉 = 〈[SX , SY ]T, U〉
⇒ 〈−∇hTA∗XU +∇hUA∗XT + A∗X [T, U ], Y 〉 = 〈[SX , SY ]T, U〉
for basic vector fields X, Y . The first term vanishes since A∗XU = 0. For the second
term, A∗XT = Z is basic, too, hence
∇hUA∗XT = ∇hUZ = −A∗ZU = 0.
Therefore, we obtained the formula
〈[U, T ], AXY 〉 = 〈[SX , SY ]T, U〉
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Now, the term on the right is constant, hence 〈[U, T ],A〉 = const. In order to finish
the proof, we need to show that 〈[U, T ], U〉 is constant as well.
Consider the orthonormal basis {U, V,W}, where V,W span A. In what follows
we will work in X(L)/E . Equivalently, we will consider everything up to an equiv-
alence ≡, where we say that if V1, V2 are vector fields along L, V1 ≡ V2 if and only
if V1− V2 ∈ E . By abuse of language, we will also define an equivalence ≡ between
functions, by saying that f ≡ g if and only if f − g is constant. Notice that:
• if f, g, h ≡ 0 as functions, then fU + gV + hW ≡ 0 as vector field.
• if V ≡ 0 as vector field, then 〈V , V 〉, 〈V ,W 〉, 〈V , U〉 ≡ 0 as functions.
• if V ≡ 0 and X is basic, then SXV ≡ 0 and A∗XV is basic.
• The goal of this section becomes to prove that [U, V ] ≡ 0, [U,W ] ≡ 0.
The result will follow from a sequence of simple remarks:
i) Since [A,A] ⊆ E , then 0 ≡ 〈[V,W ], V 〉 = 〈∇VW,V 〉−〈∇WV, V 〉 = 〈∇VW,V 〉.
In particular
∇VW = 〈∇VW,V 〉V + 〈∇VW,W 〉W + 〈∇VW,U〉U ≡ 〈∇VW,U〉U
in the same way, ∇WV ≡ 〈∇WV, U〉U .
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ii) Since 〈[A, U ],A〉 ≡ 0, we have that 〈∇UV,W 〉 ≡ 〈∇VU,W 〉, and so on.
Therefore
〈∇UV,W 〉 ≡ 〈∇VU,W 〉 ≡ −〈V,∇UW 〉 ≡ −〈V,∇WU〉 ≡
≡ 〈∇WV, U〉 ≡ 〈∇VW,U〉 = −〈∇UV,W 〉
and by looking at the end points of this chain of equivalences, we get that they
are all ≡ 0. By the previous case,
∇VW ≡ 〈∇VW,U〉U ≡ 0, ∇WV ≡ 〈∇WV, U〉U ≡ 0
iii) Define functions f = 〈∇VU, V 〉, g = 〈∇WU,W 〉. Using what said in the
previous point, ∇VU ≡ fV , and ∇WU = gW , ∇V V = −fU and ∇WW = −gU .
Moreover, notice that the goal of this section follows if we prove that f ≡ g ≡ 0.
iv) Consider the Codazzi equation (∇V S)XW = (∇WS)XV . By developing
both sides, we get
∇V (SXW )− S∇hVXW − SX(∇VW ) = ∇W (SXV )− S∇hWXV − SX(∇WV )
Notice that ∇hVX = −A∗XV is basic, and therefore S∇hVXW ≡ 0. In the same way
S∇hWXV ≡ 0, and the equation above becomes
∇V (SXW )−∇W (SXV ) ≡ SX([V,W ]) ≡ 0.
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Moreover,
∇V (SXW ) ≡ −〈SXW,V 〉fU + 〈SXW,U〉fV
∇W (SXV ) ≡ −〈SXV,W 〉gU + 〈SXV, U〉gW
By the Codazzi equation above we then have
f〈SXW,U〉 ≡ 0, g〈SXV, U〉 ≡ 0, (f − g)〈SXV,W 〉 ≡ 0.
There are now two possibilities: either f ≡ g ≡ 0, in which case we are done,
or 〈SXV,W 〉 = 〈SXV, U〉 = 〈SXU,W 〉 = 0. Suppose we are in this situation. Since
X was arbitrary, it follows that either f ≡ g ≡ 0, or {U, V,W} are eigenvectors of
every shape operator. Moreover, by the arbitrariness of the elements {V,W} we
either have that f ≡ g ≡ 0, or {U, V,W} are eigenvectors of every shape operator,
with V,W lying in the same eigenspace. Define SXU = µXU , SXV = λXV ,
SXW = λXW .
Using the Codazzi equation (∇US)XV = (∇V S)XU , we now get (µX − λX)f =
µA∗XV , and in the same way (µX − λX)g = µA∗XW . Therefore f ≡ g ≡ 0, unless
µX = λX and all shape operators are multiples of the identity. But this is not the
generic situation: in fact, suppose that along a horizontal geodesic, γ, we can write
Sγ′(t) = λtId. Then using the first formula from 2.5.2 we get
Aγ′A
∗
γ′ = (λ
′ − λ2 − 1)Id
This implies that Aγ′ has rank 3, which is not the case.
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Summing up, given an appropriate choice of leaf, we can suppose that the shape
operators are not all multiples of the identity, and therefore 〈∇UV, U〉, 〈∇UW,W 〉
are constant. This finishes the proof of Proposition 4.5.3.

4.6 3-dimensional SRF on spheres: case IV
In this section we assume we are in case IV, i.e. for every regular point p ∈ Sn and
for any x ∈ Hp, Ax has rank 2.
The strategy for this case is the following: first we prove that any foliation that
falls into case IV has very restrictive conditions on the singular set. Namely, the
singular set consists on a single two-dimensional singular leaf, which is homeomor-
phic to a 2-sphere. From this condition, we conclude that the only possible sphere
with such a foliation is S6, and using the Homogeneity Theorem 2.5.3 again, we
show that the only such foliation is homogeneous. From the topology of the singu-
lar set, this foliation must be the one induced by the irreducible representation of
SU(2) on R7.
If every horizontal vector has rank 2 some restrictions follow immediately:
• Every singular leaf has dimension 2. In fact, given a 1-dimensional leaf L1,
a regular leaf L0 and a horizontal geodesic γ : [0, 1] → Sn from L0 to L1,
there would be 2 linearly independent holonomy Jacobi fields J1, J2 along γ
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vanishing at t = 1. The initial vectors J1(0), J2(0) would be in the kernel of
A∗γ′(0) by Lemma 3.0.6 and therefore this operator would have rank at most
1, which contradicts our rank assumption H = H2.
• The singular locus is connected. Again, if C1, C2 were different components
and γ was a minimal (horizontal) geodesic between the components, as before
there would be a 2-dimensional family of holonomy Jacobi fields, vanishing
on either component. A contradiction would then follow as in the previous
case.
• Every horizontal geodesic through the regular part connecting two points in
the singular set has length pi. In fact if the length of such geodesic was less
then pi, we would have again a 2-dimensional family of holonomy Jacobi fields
vanishing on either end of the geodesic.
We can conclude that the singular locus Σ is a connected compact submanifold
of Sn with a 2-dimensional regular foliation. Moreover every horizontal geodesic
starting from Σ goes back to Σ after distance pi. From Proposition 3.2.1 it follows
that Σ is homeomorphic to a sphere. But we know from Ghys [13], Haefliger [18]
and Browder [6], (see also D. Lu [19]) that the only way a sphere can have a two
dimensional foliation is if Σ ' S2 consists of just one leaf.
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4.6.1 Some restrictions on the dimension of Sn
The fact that the singular strata consist of one single (compact) leaf imposes many
restrictions. First of all, the infinitesimal foliation at Σ is a regular one dimensional
foliation on Sn−3. In particular n− 3 must be odd, and n must be even.
Moreover we can consider a (regular) leaf away from the focal locus of Σ, whose
distance from Σ is not pi/2. If we take a point p in such a leaf then
Sx 6= 0, ∀x ∈ Hp.
In fact, suppose that Sx = 0 for some x, and let v ∈ Vp be such that A∗xv = 0.
Then by Lemma 3.0.6 the holonomy Jacobi field along γ(t) = expp(tv) meets Σ at
distance pi/2, which is a contradiction. Then the map
S : Hp −→ Sym2(Vp)
x 7−→ Sx
is injective as a map from an (n − 3)-dimensional space to a 6-dimensional one.
Therefore n− 3 ≤ 6 and n ≤ 9.
Thus the only possible spheres in case IV are S4, S6, and S8. We now show
that S4 and S8 cannot occur either, leaving S6 for the next paragraph. The case of
S4 is easy to rule out, since the foliation would have codimension one and therefore
A ≡ 0, and we are not in case IV.
Suppose now we are in S8, and fix a regular point p as before. We have dimHp =
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5. For each v ∈ Vp, Av is a skew-symmetric endomorphism of H, and hence Av can
have rank 0, 2, 4. In particular every Av has some kernel.
We will look more carefully at what possible ranks Av can have. Suppose Av0 = 0
for some v0, and pick another v1, with x ∈ kerAv1 . This would mean A∗xv1 = A∗xv0 =
0 and this contradicts the fact that A∗x has rank 2. Therefore, no A
v has rank 0.
Suppose now that rkAv1 = rkAv2 = 2 for some v1, v2 linearly independent. Then
kerAv1 and kerAv2 intersect at some nonzero vector x, and again we would have
a vector x such that rkA∗x = 1 < 2. This again contradicts our rank assumption.
Therefore dim
{
v
∣∣∣ rkAv = 2} ≤ 1.
Set V4 =
{
v ∈ Vp
∣∣∣ rkAv = 4}, and consider P(V4) ⊆ P(Vp). From what was
said so far, P(V4) misses at most one point from P(Vp) (call it v0) and therefore has
dimension 2. Consider now the space E ⊆ P(V4)×Hp defined by
E =
{
([v], x)
∣∣∣ Avx = 0}
The first projection pi1 : E → P(V4) is a line bundle over P(V4), and therefore E
has dimension 3, and the second projection to pi2 : E → Hp is not surjective. But
then we can pick any x in the complement of Im (pi2) ∪ kerAv0 , and for such an
x we would have rkA∗x = 3 6= 2. This contradicts the hypothesis of case IV, and
therefore S8 cannor have such a foliation.
For S6 one can actually prove that the irreducible SU(2) representation on R7
induces a foliation on S6 which satisfies the hypotheses of case IV. We want to
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prove that there are no other possible foliations on this sphere.
4.6.2 Foliations on S6 in case IV
Suppose we have a foliation on S6 that falls in case IV. At a regular point p, the
horizontal space Hp has dimension 3. Given v ∈ Vp the skew-symmetric endomor-
phism Av has rank 0 or 2. As in the discussion about S8, the case rkAv = 0 can
never occur, and therefore every Av has rank 2. We then have a bijection
φ¯ : P(Vp) −→ P(Hp)
such that x = φ¯(v) iff A∗xv = 0. Actually, the map φ¯ comes from a linear isomor-
phism Vp −→ Hp. In fact, consider the map
V −→ ∧2Hp ∗−→ Hp
v 7−→ Av
x ∧ y 7−→ x× y
and call φ : Vp → Hp the composition. Notice that if we identify a vector x ∧ y ∈
∧2Hp with the skey-symmetric map
(x ∧ y)(z) := 〈x, z〉y − 〈y, z〉x,
the second map in the composition sends α ∈ ∧2Hp to a vector ∗α ∈ kerα. In
particular ∗α spans kerα, since every nonzero map in ∧2Hp has a one-dimensional
kernel. Therefore
Av(φ(v)) = Av(∗Av) = 0.
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Of course, we can think of φ as taking vertical vector fields to horizontal ones. Set
E := φ−1(BL), ϕ := φ|E : E −→ BL, ψ := ϕ−1 : BL −→ E
where BL is the vector space of basic vector fields, in a neighborhood of p in Lp.
We want to prove E satisfies the hypotheses of the Homogeneity Theorem 2.5.3.
Namely, we will prove the following:
1. ϕ∗ sends BL to A. In particular A has dimension 3.
2. φ−1(BL) = A, and therefore A = E .
3. 〈V1, V2〉 is constant for any V1, V2 ∈ E .
4. SXE ⊆ E , for any X ∈ BL.
5. E is a Lie algebra.
Proof of (1).
Consider Vp, Hp with the inner product induced by the one in TpS6, and the product
on ∧2Hp, given by
〈α, β〉 = 1
2
3∑
i=1
〈α(ei), β(ei)〉
where {ei} is an o.n.b. of Hp. It is easy to check that the ∗-operator is an isometry
if ∧2Hp is endowed with this inner product.
It is also easy to check that ϕ∗(e1 × e2) = Ae1e2, where e1, e2 belong to an
orthonormal basis of BL. In fact,
〈ϕ∗(e1 × e2), V 〉 = 〈e1 × e2, ϕ(V )〉 = 〈∗(e1 ∧ e2), ∗AV 〉
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Under the identification of ∧2Hp with ∧2H∗p above, e1∧e2 sends e1 to e2, e2 to −e1,
and e3 to zero. The above inner product is then
〈e1 ∧ e2, AV 〉 = 1
2
(
〈e2, AV e1〉 − 〈e1, AV e2〉
)
= 〈Ae1e2, V 〉
Putting everything together, 〈ϕ∗(e1× e2), V 〉 = 〈Ae1e2, V 〉 and the claim is proved.
Proof of (2).
We have to check that 〈ϕ(AXY ), Z〉 is constant for any X, Y, Z ∈ BL. Considering
an orthonormal basis {e1, e2, e3} of BL, it is enough to show that 〈ϕ(Ae1e2), ek〉 is
constant for k = 1, 2, 3. But
〈ϕ(Ae1e2), ek〉 = 〈ϕ(Ae1e2), ei × ej〉
= 〈Ae1e2, ϕ∗(ei × ej)〉
= 〈Ae1e2, Aeiej〉
Since there are only 3 elements in the basis of BL, one of {ei, ej} is either e1 or e2,
and in that case we know that the inner product is constant.
Proof of (3).
This is an immediate consequence of E = A.
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Proof of (4).
Consider the self adjoint homomorphism ϕϕ∗ : BL → BL, and the orthonormal
basis {e1, e2, e3} of BL consisting of eigenvectors of ϕϕ∗. Then V1 := Ae2e3, V2 :=
Ae3e1, V3 := Ae1e2 are orthogonal in E . For example
〈V1, V2〉 = 〈ϕ∗e1, ϕ∗e2〉
= 〈e1, ϕϕ∗e2〉
= λ2〈e1, e2〉 = 0
Now, we want to show that SXAYZ ∈ E for X, Y, Z ∈ BL. It is easy to see that it
is enough to prove that Se1V1, Se1V2 ∈ E :
i) Say Se1V2 = f1V1 + f2V2 + f3V3. Then
f2 =
1
‖V1‖2 〈Se1V2, V2〉 =
1
‖V2‖2 〈Se1Ae3e1, Ae3e1〉
=
1
‖V2‖2 〈Se1Ae1e3, Ae1e3〉
is constant, and the same holds for f3. As for f1, we know
f 21‖V1‖2 + f 22‖V2‖2 + f 23‖V3‖2 = ‖Se1V2‖2
and since everything except possibly for f1 is constant, then f1 must be constant as
well, which means 〈Se1Ae1e3, Ae2e3〉 is constant. ii) Set Se1V1 = g1V1 + g2V2 + g3V3.
Then
g2 =
1
‖V2‖2 〈Se1Ae2e3, Ae3e1〉
= − 1‖V2‖2 〈Se1Ae1e3, Ae2e3〉
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which is constant, by the previous case. Finally, we see that g1 is constant as
follows:
‖V1‖2g1 = 〈Se1Ae2e3, Ae2e3〉
(∗)
= 〈∇ve1Ae2e3 + Se2Ae3e1 + Se3Ae1e2, Ae2e3〉
= 〈∇e1Ae2e3, Ae2e3〉+ 〈Se2Ae3e1, Ae2e3〉+ 〈Se3Ae1e2, Ae2e3〉
=
1
2
e1
(‖Ae2e3‖2)− 〈Se2Ae2e3, Ae1e3〉 − 〈Se3Ae3e2, Ae1e2〉
where in (∗) we used the formula in [17], pag.149. The last expression is a sum of
constant terms: the first is constant since ‖Ae2e3‖2 is a basic function, and e1 is a
basic vector field. The last two terms are constant because of what we said in the
previous case.
Proof of (5).
We use the Ricci equation. Notice first that for any V ∈ E , X ∈ BL, ∇hVX is basic:
in fact for any other Y basic,
〈∇hVX, Y 〉 = 〈∇hXV, Y 〉
= −〈A∗XV, Y 〉 = 〈V,AXY 〉
and the last term is constant. In particular, we have that for any V1, V2 ∈ E ,
X ∈ BL,
∇hV1∇hV2X = AV1AV2X ∈ BL,
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and the Ricci equation for X, Y ∈ BL, V1, V2 ∈ E becomes
〈AV1AV2X − AV2AV1X − A[V1,V2]X, Y 〉 = 〈[SX , SY ]V1, V2〉.
We can rewrite this equation as
〈[V1, V2], AXY 〉 = 〈[SX , SY ]V1, V2〉 − 〈[AV1 , AV2 ]X, Y 〉.
Now, the right hand side is constant for every X, Y basic, by what we said in the
previous cases. And since the AXY generate all of E , we obtain that [V1, V2] ∈ E .

4.7 3-dimensional SRF on spheres: case V
Suppose that we are in case five, i.e. for every regular point p ∈ Sn and every
x ∈ Hp, Ax has rank 1. The first thing to note is the following:
Lemma 4.7.1. If Hp = H1,p at some point p, then the subspace of Vp generated
by Axy, x, y ∈ Hp, is one dimensional.
Proof. Consider the map
Φ : P(Hp) −→ P(V)
[x] 7−→ [ImAx]
We need to show that the image of Φ is a point, and in order to do so we will show
that the differential Φ∗ vanishes everywhere. In fact, consider [x] ∈ P(H), and a
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curve [x(t)] around [x]. Let y ∈ Hp such that Axy 6= 0, and Ax′y 6= 0 for any x′ in
a neighborhood of x in Hp. In particular, around [x] ∈ P(Hp) we can see Φ as
Φ ([x(t)]) = [Ax(t)y] = [Ayx(t)]
But notice that since Ay has rank one, [Ayx(t)] is constant, and this proves the
lemma.

Now let U be a unit length vector field which is given by Axy. U is well defined up
to a sign, and we can in general define it locally. We will now divide the discussion
into two parts:
• We classify the SRF’s in case V with Σ1 = ∅: it turns out that the only
possibility is S5, with a homogeneous foliation arising from a reducible SO(3)
action.
• we prove that there are no SRF’s in case V with Σ1 6= ∅.
4.7.1 SRF’s in case V with Σ1 = ∅
Consider a point p in the regular part of Sn, let u := Up ∈ Vp, and define v, w
to be an orthonormal basis of u⊥ ∩ Vp. We can now think of shape operators as
3 by 3 matrices, since the orthonormal basis {u, v, w} will be fixed from now on.
Remember that since v, w are orthogonal to u, A∗xv = A
∗
xw = 0 for any x ∈ Hp.
Notice that if a shape operator Sx happened to be of the form diag(a, b, b), then the
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holonomy Jacobi fields along expp tx starting at p with initial values v, w, would
both vanish at the same time, and therefore there would be a one dimensional leaf.
SinceΣ1 = ∅, then the image of the map
S : Hp −→ Sym2(Vp)
x 7−→ Sx
is at most a 4 dimensional space, complementary to the space generated by the
matrices diag(a, b, b). Also, since the zero matrix is such a matrix, the map x 7−→ Sx
needs to be injective, and in particular dimHp ≤ 4. Therefore, n ≤ 7. Moreover,
the map
Au : Hp −→ Hp
x 7−→ A∗xu
is nonsingular. In fact, if A∗xu = 0, then A
∗
x would be identically zero, and this
cannot happen in case V . Since Au is also skew symmetric, then necessarily the
dimension of Hp needs to be even. Equivalently, n = dimHp + 3 needs to be odd,
and this restricts our attention to the cases n = 3, 5, 7. The case n = 3 is trivial.
We will first show that n = 7 is not possible either, and this will leave us with S5
only.
So, assume we are on S7. As usual, we fix a point p in the regular part of the
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foliation. First of all, define a two form
ω(x, y) := 〈Axy, u〉 = 〈Aux, y〉
on Hp, where u is the vector defined before. As already explained this two form
is non-degenerate. In particular, we can find a symplectic basis x1, x2, x3, x4 such
that
ω(x1, x3) = ω(x1, x4) = ω(x2, x3) = ω(x2, x4) = 0, ω(x1, x2) = ω(x3, x4) = 1.
Now consider an orthonormal frame U, V1, V2. This forms an orthonormal basis
u = Up, v1 = V1,p, v2 = V2,p at Vp. We already saw that A∗XV1 = A∗XV2 = 0. Using
the Ricci equation we get
ω(x, y)〈[w1, w2], u〉 = 〈[Sx, Sy]w1, w2〉, w1, w2 ∈ Vp, x, y ∈ Hp
where [w1, w2] = [W1,W2] for some extensions Wi of wi written as combinations of
{U, V1, V2} with constant coefficients. Define
α(w1, w2) := 〈[w1, w2], u〉
and hence
[Sx, Sy] = ω(x, y)α. (4.7.1)
We will show that α = 0 from which it follows that [Sx, Sy] = 0 and therefore
H ⊆ Sym2Vp would be a 4-dimensional space of commuting symmetric matrices.
That is impossible since there are at most 3-dimensional subspaces of commuting
matrices in Sym2Vp.
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Let us prove then, that α = 0. From equation (4.7.1), it follows immediately
that
[Sx1 , Sx3 ] = [Sx1 , Sx4 ] = 0 (4.7.2)
and
[Sx3 , Sx4 ] = 0 ⇐⇒ α = 0. (4.7.3)
Suppose that, in some basis, Sx1 can be written as
Sx1 =

c1 0 0
0 c2 0
0 0 c3

for distinct c1, c2, c3. From equation (4.7.2) it follows then that Sx3 , Sx4 are diagonal
as well, and therefore they commute and hence (4.7.3) implies α = 0.
The only other possibility is that Sx1 is of the form
Sx1 =

c1 0 0
0 c1 0
0 0 c2

where c1 6= c2 (we ruled out already the possibility that c1 = c2 since it would imply
the existence of 1-dimensional leaves). Then Sx3 , Sx4 , [Sx3 , Sx4 ] are of the form
Sx3 =
 S3 0
0 c3
 Sx4 =
 S4 0
0 c4
 [Sx3 , Sx4 ] =
 [S3, S4] 0
0 0

for some symmetric matrices S3, S4. From equation (4.7.1), it follows that [Sx1 , Sx2 ]
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is a nonzero multiple of [Sx3 , Sx4 ]. The generic form of Sx2 is
Sx2 =
 S2 b
bT d

and we can compute [Sx1 , Sx2 ] as
[Sx1 , Sx2 ] =
 0 (c1 − c2)b
(c2 − c1)bT 0

Now, the only way [Sx1 , Sx2 ] and [Sx3 , Sx4 ] can be nonzero multiples of each other
is when both are zero. But again, by (4.7.3) this means α = 0.
4.7.2 SRF’s in case V with Σ1 = ∅ on S5
Suppose we are dealing with a SRF in S5, falling in case V and without one-
dimensional leaves.
If a component of Σ2 has dimension k, then the infinitesimal foliation consists
of a regular 1-dimensional foliation on S4−k. In particular 4 − k is odd, and the
only possibility is k = 3. Therefore the singular stratum consists of a (possibly
disconnected) 3-dimensional manifold.
Moreover, the codimension is two and the foliation is infinitesimally polar. From
[21] it follows that for every horizontal geodesic, the crossing number
c := c(γ) =
∑
p∈γ
dimLreg − dimLp
is constant. In our case, c can be easily computed since by Lemma 3.0.6 it is twice
the number of eigenvectors of Sγ′(0) that lie in kerA
∗
γ′(0). We have many restrictions
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for this number:
• c must be even.
• Since every Sx has at most 3 eigenvalues, c ≤ 6.
• If c = 6, then all the eigenvalues of Sγ′(0) are in kerA∗γ′(0). In other words,
A∗γ′(0) = 0, and this is not possible in case IV.
• If c = 2 then every geodesic meets Σ2 in two, antipodal points. By Theorem
3.2.1, Σ2 ' Sk. But since Σ2 has a 2-dimensional regular foliation, the only
possibility is Σ2 ' S2 which contradicts the initial observation that Σ2 is
3-dimensional.
Therefore, the only possibility is that c = 4. We actually claim that any horizontal
geodesic meeting Σ2 perpendicularly, meets Σ2 again after every pi/2. In fact, if γ
is such a geodesic, parametrized in such a way that γ(0) ∈ Σ2, then γ(t) and γ(−t)
belong to the same leaf, since γ′(0) and −γ′(0) belong to the same infinitesimal leaf
around Σ2.
We now prove the following:
Proposition 4.7.2. The foliation has closed leaves, and Σ2 is foliated by totally
geodesic spheres.
Proof. We first prove that the foliation has closed leaves. Suppose the foliation
does not have closed leaves. Then the closure of the foliation is a 4-dimensional
SRF on S5, and each regular leaf is an isoparametric hypersurface. By the theory
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of isoparametric hypersurfaces (see for example [7]) we know that the there are two
singular leaves M+,M− f dimensions 4 −m+, 4 −m− respectively, and the shape
operator of any regular leaves has g ∈ {1, 2, 3, 4, 6} distinct eigenvalues, where
g,m+,m− are related by the equation
8 = 2(n− 1) = g(m+ +m−)
Since M+,M− are closures of leaves, their dimension is at least 2, and therefore
m+,m− ≤ 2, m+ + m− ≤ 4, and g = 8/(m+ + m−) = 2 or 4. If g = 2, then
m+ = m− = 2 and it is known that the foliation is (S21 , S
2)? (S22 , S
2). This foliation
is not the closure of any proper subfoliation. In fact if it were so, then the infinites-
imal foliation Fp at a point in one of the two F -singular S2 would have to be a
dense foliations on ν1pS
2 = S2, which we know does not exist. In the case g = 4, we
have m+ = m− = 1 and by a theorem of Cecil, Chi and Jensen ([8]) the only such
foliation is given by the action of S1 × SO(3) on R6 = R3 × R3, where SO(3) acts
diagonally on each copy of R3, while S1 rotates them. This foliation has a singular
leaf Ls given by RP2 with its canonical metric. Now, either the original foliation
contains Ls as a leaf, or the original foliation restricted Ls is dense. We will show
that it neither is. If Ls is a leaf of the original foliation, then it is a regular leaf, and
hence compact with finite fundamental group. But then all the leaves around Ls
are a finite cover of Ls, and therefore the foliation has closed leaves. If Ls is foliated
by dense leaves, this dense foliation lifts to S3 via the double cover S3 → Ls = RP3,
and gives a regular foliation on the round sphere with dense leaves. But by the
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work of Grove and Gromoll [16] there are no such foliations.
We now prove that the leaves in Σ2 are totally geodesic. Fix a regular point p,
a horizontal vector x, and the splitting Vp = 〈Up〉 ⊕ 〈Up〉⊥, where U is the unit-
length local vector field AXY for some X, Y orthogonal frame of H. As we said,
the geodesic γ(t) = expp tx meets the singular strata 4 times, and in particular
there are 2 eigenvectors of Sx in kerA
∗
x = 〈Up〉⊥. but this space is 2-dimensional,
so 〈Up〉⊥ is totally spanned by eigenvectors of Sx. Therefore Up is an eigenvector of
Sx. Since we choose p and x arbitrarily, the vector field U is always an eigenvector
of every shape operator.
Fix now a unit-length horizontal geodesic γ(t), let X(t) := γ′(t), Y (t) a hor-
izontally parallel unit-length vector field perpendicular to X, and define T (t) :=
AX(t)Y (t). T is clearly parallel to the vector field U defined before, but it does
not have constant norm: call f(t) := ‖T (t)‖2. From the discussion above, there is
a function λ(t) such that SX(t)T (t) = λ(t)T (t). From the equations (see [17], p.
44,194) :
(∇vXA)XY = 2SXAXY
(∇vXS)XT = S2XT +R(T,X)X − AXA∗XT
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we get:
T ′ := ∇vXT = ∇vX(AXY ) = 2SX(AXY ) = 2SXT = 2λT
f ′ = X〈T, T 〉 = 2〈T ′, T 〉 = 2〈2λT, T 〉 = 4λ〈T, T 〉 = 4λf
λ′T = (∇XS)XT = S2XT +R(T,X)X − AXA∗XT = λ2T + T − AXA∗XT
As for the last term in the last equation, notice that 〈A∗XT,X〉 = 0 and 〈A∗XT, Y 〉 =
〈T, T 〉 = f , so AX∗T = fY and
AXA
∗
XT = fAXY = fT.
Summing up, we get a system of nonlinear differential equations
f ′ = 4λf
λ′ = λ2 + 1− f
We have two kinds of solutions. One is the constant solution f ≡ 1, λ ≡ 0. The
others have the form 
λ(t) = sin 2t
c+cos 2t
f(t) = c
2−1
(c+cos 2t)2
when the initial conditions are h(0) = 0, f(0) = fmin =
c−1
c+1
. Notice that the
solutions have the following properties:
• they are periodic with period pi.
• If f(0) is a minimum, then f(pi/2) is a maximum and there are no other
critical points in between.
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• fmin · fmax = 1. In particular the lower fmin is, the higher is fmax
• f is symmetric around every critical point.
Now consider the orbit space ∆ := Sn/F . Since we are assuming that the
leaves are closed, ∆ is a metric space and by [21] is an orbifold (of dimension 2).
By a result of Lytchack ([20], corollary 1.7) and Alexandrino ([2], corollary 1.4),
since the foliation is closed and Sn is simply connected there are no exceptional
leaves, and therefore the regular part of ∆ is a manifold. Moreover, by looking
at the infinitesimal foliation at a singular leaf, we see that the tangent cone at
a singular point ps of ∆ is a cone over a quotient of ν
1
pΣ/ν
1
pF , under a group of
isometries that preserves the foliation. In this case (ν1pΣ, ν
1
pF) is just a 2-sphere
foliated by parallel small circles, and all isometries different from the identity fix
the equator. In this way, the tangent cone of ∆ would be a right corner, and one
of the sides would consist of regular leaves. But these leaves would have to be
exceptional, and we know that there are none. Therefore the tangent cone at ps is
just Cone(ν1pΣ/ν
1
pF) = Cone([0, pi]) = R × R+, which means ps is (topologically)
a boundary point. Therefore ∆ is topologically a manifold with boundary, where
the boundary corresponds to Σ2/F|Σ2 . Since the curvature of ∆ is positive and
the boundary is totally geodesic, it follows by Gauss-Bonnet that the boundary is
connected, and therefore the same is true for Σ2. Moreover, ∆ is diffeomorphic to
a disk.
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By O’Neill’s formulas the curvature of the quotient is given by kp := 1+3‖Axy‖2,
where {x, y} are an orthonormal basis of Hp at some point p over p. Consider now
a geodesic γ in ∆ starting at the boundary and leaving the boundary perpendic-
ularly. This corresponds to a horizontal geodesic starting at Σ2 and leaving Σ2
perpendicularly. By what we said before, such a geodesic meets Σ2 again after pi/2,
and the leaves it meets at times t and −t are the same. In the quotient, it means
that γ meets the boundary of ∆ again after pi/2, and γ(t) = γ(−t). If k(t) denotes
the curvature of ∆ at γ(t), we have that k(t) = 1+3f(t), where f(t) is the function
defined above. Since γ(t) = γ(−t), then f(t) = f(−t) and f(0) is a critical point.
But then all the other critical points are achieved after multiples of pi/2, and at
all these points γ is at the boundary of ∆. This implies that all the critical points
of the curvature are attained at the boundary. Moreover, if the minimum of the
curvature of ∆ is attained at p, then for every geodesic γ starting at p, γ(pi/2)
attains the maximum of the curvature of ∆.
Let γ1 be the geodesic leaving pmin perpendicularly, and let pmax := γ1(pi/2).
We claim that every geodesic starting at pmin goes to pmax at time pi/2. Suppose
not, and say that there is a geodesic γ2 starting at pmin and ending at q 6= pmax at
time pi/2. Let γ0 be the minimizing geodesic between pmax and q. Since γ1 hits the
boundary of ∆ perpendicularly, 〈−γ′1(pi/2), γ′0(0)〉 > 0. But then, since sec(δ) > 1,
by Toponogov’s theorem the length of γ2 would be strictly less than pi/2, which is
a contradiction.
Therefore all the geodesics starting at pmin end up at pmax at pi/2. In particular,
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the orbifold cover ∆˜ of ∆ is a 2-sphere with a rotationally symmetric metric. Let
g = h(t)dθ2 + dt2 be the metric around pmin along any unit length geodesic γ. We
know that
−h
′′(t)
h(t)
= sec(γ(t)) = 1 + 3f(t) = 1 + 3
c2 − 1
(c+ cos 2t)2
h(0) = h(pi/2) = 0
h′(0) = −h′(pi/2) = 1
Using the initial conditions h(0) = 0, h′(0) = 1 we obtain the solution
h(t) =
√
1 + c · sin(2t)
2
√
cos(2t) + c
.
Using now the condition h′(pi/2) = −1 we obtain 1 =
√
c+1
c−1 =
√
fmin. But since
fminfmax = 1, then fmax = 1 as well, and f is constantly 1. Therefore, the curvature
of ∆ is constantly 4, and ∆ = S2(1
2
)/Z2.
As a consequence of this, for every point p in the boundary of ∆, every geodesic
starting at p ends at a point q which does not depend on the geodesic chosen.
In Sn this means that every horizontal geodesic starting from a point p ∈ Σ2
meets the same leaf Lq after time pi/2, and vice versa. As a consequence, the normal
2-sphere ν
pi/2
p (Lp) exponentiates to a totally geodesic 2-sphere, contained in Lq. By
dimension reasons, Lq is a totally geodesic 2-sphere, and by symmetry the same is
true for Lp. In particular, Σ2 is foliated by totally geodesic spheres.

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The result above says in particular that Σ2 is a (minimal) ruled submanifold of
S5. From the discussion in paragraph 3.3 and [5], one can check that, up to rigid
transformation, the only possibility for Σ2 is to be the image of the map
S2 × S1 −→ S5
(v, θ) 7−→ (v cos θ, v sin θ)
and the foliation on Σ2 is given by the images of the S
2 × {θ}, as θ varies in S1.
This is isometric to the singular stratum of the homogeneous foliation induced by
the diagonal action of SO(3) on R6 = R3 × R3,
A 7−→
 A 0
0 A

Since the foliation has codimension 2, it is totally determined by its singular stra-
tum, together with its foliation. In particular, our foliation is isometric to the
homogeneous foliation described above.
4.7.3 SRF’s in case V with Σ1 6= ∅
Consider Sn ⊆ Rn+1. As we said, given a component C of Σ1, we can write
C = Sn ∩H
where the H is a linear subspace of Rn+1. Take
S0 := C = S
n ∩H, S1 := Sn ∩H⊥.
Notice the following:
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• Sn is isometric to the spherical join S0 ? S1.
• The foliation in Sn preserves S0 and therefore preserves S1.
If the foliation in S1 is 2-dimensional, then the foliation on S
n is the join
(Sn,F) = (S0,F|S0) ? (S1,F|S1)
It is easy to see that this foliation is homogeneous (under an isometric R3-action),
but it does not fall under case V. In fact, let γ : [0, pi/2] → Sn be a minimizing
geodesic from a point p0 ∈ S0, to a point p1 in a 2-dimensional leaf in S1 and which
goes through 3 dimensional leaves. By 3.0.8 Aγ′(t) = 0 for all t ∈ (0, pi/2).
The only possibility left is that there is some 3-dimensional leaf in S1, so we can
consider a point in such a leaf. We are now going to prove that S1 falls into case V
as well.
Notice that we can think of Hp as a subspace of Rn+1. Under this identification,
there is a splitting
Hp = H ⊕ (Hp ∩ TpS1).
If x ∈ H, then expp
(
pi
2
x
)
lies in S0. Take now a vertical vector v ∈ Vp, and consider
J(t) the holonomy Jacobi field satisfying J(0) = v. We can choose v so that
J(pi/2) 6= 0. Then J(pi/2) spans the vertical space of the (one dimensional) leaf
at expp
(
pi
2
x
)
, and therefore J ′(pi/2) ∈ H. Now, we know that J(t) = J(0) cos t +
J ′(0) sin t, so
J(pi/2) = J ′(0) = −Sxv − A∗xv = −Avx.
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where we used the fact that Sx = 0 for x ∈ H. It follows from this, that the skew-
symmetric endomorphism Av : Hp → Hp preserves H, and therefore it preserves
Hp ∩ TpS1.
Now consider S1. The horizontal distribution at a point p ∈ S1 is exaclty
Hp ∩ TpS1. Given a horizontal vector x ∈ Hp ∩ TpS1, the A∗-tensor of S1, A∗x is the
projection of the A∗x- tensor of S
n, onto Hp ∩ TpS1:
A
∗
x = prHp∩TpS1A
∗
x
But as we said before, A∗x already belongs to Hp ∩ TpS1, therefore A∗x = A∗x, and in
particular they have the same rank. Since we know that in our case A∗x has always
rank 1, the same must be true for A
∗
x, and S1 falls into case V.
Suppose (Sn,F) is a foliation in case V, in which Σ1 has k > 0 components. We
just proved that we can find another foliation (S1,F|S1) in case V, in which Σ1 has
k− 1 components. Continuing, we know that there is a foliation in case V, with Σ1
connected. We will show that this situation can never happen, and therefore the
only possibility in case V is that Σ1 = ∅.
So consider the case (Sn,F) and Σ1 = Sm. Then the subsphere Sm′ = Sn−m−1 ⊆
Sn at distance pi/2 from Σ1 is preserved by the foliation, and (S
m,F|Sm) is again
in case V, with Σ1 = ∅. From section (4.7.1) we know that the only possibility
is (S5, SO(3)). In particular, regular leaves are quotients of S3. Consider one
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such leaf, L, with trivial holonomy (we know there exists at least one such leaf)
and consider now a horizontal geodesic joining p ∈ L to some leaf L0 ⊆ Σ1. Let
x = γ′(0). Since the holonomy of L is trivial, there exists a global basic field X
with Xp = x, and the map q → expq(pi/2Xq) defines a submersion L → L0. But
this is a contradiction, since there are no Riemannian submersions from S3 to a
1-dimensional manifold.
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