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ABSTRAKT 
Předložená práce se zabývá základním popisem polysomnografického měření, 
morfologií spánku a jeho stádii. Dále jsou zde uvedeny vybrané metody zpracování 
elektroencefalografických signálů. Techniky zpracování jsou zejména zaměřeny 
na klasifikaci spánkových stádií. Praktická část práce se zabývá realizací tří metod 
klasifikace s využitím umělých neuronových sítí a ověřením funkčnosti těchto metod. 
Všechny algoritmy jsou zpracovány v prostředí programu Matlab. Příznakové vektory 
jsou získány pomocí výpočtu energií, Welchovy spektrální analýzy a Hilbert-Huangovy 
transformace. Pro klasifikaci jsou zde využity tři typy umělých neuronových sítí - 
rekurentní neuronová síť, dopředná síť a síť pro klasifikaci vzorů. Na základě 
příznakových vektorů je spánek klasifikován do stádií bdělost (W), spánek bez výskytu 
rychlých očních pohybů (NREM) a spánek s výskytem rychlých očních pohybů (REM). 
KLÍČOVÁ SLOVA 
Polysomnografie, PSG, elektroencefalogram, EEG, spánkové EEG, klasifikace, 
spánková stádia, umělá neuronová síť, AAN 
 
 
 
ABSTRACT 
This work deals with the basic description of polysomnography, sleep morphology and 
sleep stages. Furtherly, some methods to process electroencephalographic signals are 
mentioned. Those processing methods are mainly focused on sleep stage classification. 
The practical part deals with the realization of three classification algorithms using 
artificial neural networks and verifying the functionality of these methods. All 
algorithms are designed in Matlab. Feature vectors for individual methods are obtained 
using energy values, Welch's spectral analysis and Hilbert-Huang Transform. For 
classification three types of artificial neural networks were used - layer recurrent 
network, feedforward network and pattern recognition network. On  the basis of feature 
vectors, the sleep is divided into three stages - wakefulness (W), sleep without rapid eye 
movements (NREM) and sleep with rapid eye movements (REM). 
KEYWORDS 
Polysomnography, PSG, electroencephalogram, EEG, sleep EEG, classification, sleep 
stages, artificial neural network, AAN 
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Úvod 
Spánek je nedílnou součástí našeho každodenního života. Dochází při něm k regeneraci 
fyziologických i psychických funkcí těla. Téměř každý se během svého života setká s 
některou z poruch spánku, které výrazně ovlivňují kvalitu života. Jako každá nemoc, 
i spánkové poruchy vyžadují léčbu. Prvním krokem při léčbě je hledání příčiny poruchy 
spánku. Vyšetření spánku často probíhají ve spánkové laboratoři, metodou zvanou 
polysomnografie. Spánek byl rozdělen na několik stádií, která mají charakteristické 
projevy v biosignálech těla. Mnoho poruch se projevuje právě změnami v počtu či 
uspořádání spánkových stádií. Tyto změny je možné zaznamenat polysomnografickým 
vyšetřením, a dále je kvantitativně zhodnotit. Jelikož záznamy trvají obvykle několik 
hodin, jejich manuální vyhodnocování je velmi zdlouhavé. I proto je dnes kladen důraz 
na vývoj spolehlivých automatických klasifikačních algoritmů. 
Předložená práce se zabývá popisem jednotlivých signálů, získaných při 
polysomnografickém měření, a jednotlivými kroky klasifikace spánkových stádií na 
základě změn v těchto signálech. V práci jsou zmíněny dva dnes používané klasifikační 
standardy a rozdíly mezi nimi. Dále je práce zaměřena na klasifikaci pomocí 
elektroencefalografických a elektrookulografických signálů a je zde uveden přehled 
metod zpracování těchto signálů. 
Praktická část práce obsahuje realizaci tří klasifikačních metod v programovacím 
prostředí Matlab. Při zpracování byly použity reálné polysomnografické záznamy 
patnácti pacientů. Je zde popsána tvorba příznakových vektorů a klasifikačních 
algoritmů. V praktické části práce je rovněž zahrnuto vyhodnocení výsledků klasifikace 
pomocí jednotlivých metod.  
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1 Polysomnografie 
Studium spánku jako samostatná vědní disciplína vznikla v důsledku rozvoje nástrojů 
schopných detekovat a zaznamenat aktivitu mozku ve spánku a zároveň fyziologické 
pochody tento děj provázející. Pro samotné měření se dnes používá metoda zvaná 
polysomnografie (PSG). Termín byl poprvé navržen pány Hollandem, Dementem a 
Raynalem v roce 1974 k popisu nahrávání, analýz a interpretací vícenásobných, 
současně snímaných fyziologických parametrů. [1], [7] 
1.1 Polysomnografické měření 
Jako nástroj je PSG nezbytná při formulaci diagnóz spánkových poruch. Měření se 
provádí ve spánkové laboratoři a mělo by probíhat v době, kdy pacient obvykle spí, aby 
nedošlo k narušení cirkadiánního rytmu. Před zahájením je potřeba od pacienta získat 
kompletní medikaci a záznamy o zdravotním a psychickém stavu, pro pozdější 
vyhodnocování. PSG je komplexní měření, sestává ze záznamu elektroencefalogramu 
(EEG), elektromyogramu (EMG), elektrookulogramu (EOG), elektrokardiogramu 
(EKG) a snímání respiračních funkcí. [1], [3], [7] 
1.1.1 Elektroencefalogram 
Elektroencefalogram slouží ke sledování a záznamu elektrické aktivity mozku. Tato 
metoda poskytuje unikátní informace o funkci mozku v čase. Snímání může probíhat 
dvěma způsoby, buď přímo z povrchu mozkové kůry (invazivní metoda, také nazývaná 
elektrokortikogram) nebo z povrchu hlavy, tj. skalpové EEG (neinvazivní metoda). Pro 
povrchové snímání se nejčastěji používá mezinárodní systém „10-20“. Umístění je 
vypočítáno individuálně (na základě anatomického tvaru lebky) pro každého pacienta, 
viz Obr. 1. [1], [7], [9] 
 Konvencí bylo určeno, že elektrody na levé polovině hlavy jsou značeny lichými 
čísly a na pravé polovině sudými. Písmenné značení odkazuje na anatomické oblasti 
lebky - frontální polární (Fp), frontální (F), temporální (T), centrální (C), parietální (P) a 
okcipitální (O). Elektrody jsou obvykle vyrobeny z Ag/AgCl a mají miskovitý tvar pro 
nanesení vodivého gelu. Nejčastěji se pro vyšetření používají bipolární režimy snímání. 
[1] 
 Díky charakteristickým vlnám a rytmům je právě monitorování elektrické 
aktivity mozku jedním z nejpřínosnějších prostředků k rozlišení jednotlivých 
spánkových stádií. [1] 
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Při měření PSG je doporučené čtyřelektrodové zapojení (derivát systému 10-20) 
složené z elektrod F4-A1 (M1) nebo C4-A1 (M1) a O2-A1 (M1). Záložní elektrody by měly 
být na místech F3, C3, O1 a A2 (M2) pro případ, kdyby elektrody z pravé hemisféry 
selhaly během měření. Uznanou alternativou zapojení je také Fz-Cz, Cz-Oz a C4-A1 (M1). 
Jako záložní elektrody jsou pak brány Fpz, C3, O1 a A2 (M2). [7] 
 
Obr. 1.: Umístění elektrod pro EEG vyšetření, upraveno [11] 
Rytmy a artefakty spánkového EEG 
 alfa - sinusoidální rytmus o frekvenci 8-13 Hz, přítomný při zavřených očích, 
vyskytuje se v okcipitální oblasti, 
 beta - rytmus o frekvenci 12-30 Hz, zaznamenatelný při bdění i ospalosti, vyskytuje 
se ve frontální a centrální oblasti, 
 theta - vlny o frekvenci 4-8 Hz, hojně se vyskytující při spánku. 
 K komplex - ostrá negativní vlna bezprostředně následovaná pozitivním 
kmitem, vystupující ze signálu, celkové trvání přesahuje 0,5 s, 
 spánková vřetena -  skupina rozdílných vln o frekvenci 11-16 Hz s délkou 
trvání 0,5 s a více, 
 pomalé vlny (SWA - slow wave activity) - vlny o frekvenci 0,5-2 Hz a 
peak-to-peak amplitudou více než 75 V, s výskytem ve frontální oblasti; 
odpovídají vlnám delta, 
 pilovité vlny - skupina ostře tvarovaných nebo trojúhelníkovitých vln o 
frekvenci 2-6 Hz, mohou předcházet shluku REM, 
 vlny vertexového tvaru (vertex shape waves, V vlny) - ostře konturované 
vlny s trváním do 0,5 s, dobře rozlišitelné od aktivity pozadí, s maximálním 
výskytem v centrální oblasti, 
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 REM (rapid eye movements) - rychlé oční pohyby, spojité, nepravidelné 
signály s ostrými peaky, s iniciační výchylkou obvykle trvající do 500 ms, 
 SEM (slow eye movements) - pomalé oční pohyby, spojité pravidelné 
sinusoidální pohyby očí, s počáteční výchylkou obvykle trvající nad 500 ms 
(viz Obr. 2 a Obr. 3). [1], [3], [7] 
 
Obr. 2.: Vlny v EEG záznamu, upraveno [12] 
 
Obr. 3.: K-komplex a spánkové vřeteno, upraveno [10] 
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1.1.2 Elektrookulogram 
Elektrookulogram znázorňuje rozdíl potenciálů rohovky a sítnice při pohybech oka. 
Sítnice je oproti rohovce negativní, díky tomu vzniká v oku napěťové pole. Takto 
měřený EOG signál neměří potenciálové změny svalové aktivity ale oka jako takového. 
První z elektrod je umisťována 1 cm nad vnější koutek pravého oka, druhá se dává 1 cm 
pod vnější koutek levého oka. Doporučené derivace  pro PSG měření jsou E1-A1 (M1) a 
E2-A1 (M1). [1], [7] 
1.1.3 Elektromyogram 
Elektromyografie zachycuje sumaci aktivity mnoha individuálních motorických 
jednotek.  Při PSG měření jsou na bradu vyšetřovaného umístěny alespoň 3 elektrody 
pro případ, že se v jedné z nich objeví artefakty. První elektroda se dává doprostřed 
brady, asi 1 cm nad spodní okraj dolní čelisti, další dvě jsou vždy posunuty o 2 cm níže 
a o 2 cm doprava, resp. doleva. Nad žvýkacím svalem může být ještě přídavná elektroda 
pro detekci náhlé EMG aktivity způsobené skřípáním zubů. EMG bývá snímán i z 
předního holenního svalu (musculus tibialis anterior). [1], [2], [9] 
1.1.4 Elektrokardiogram 
Elektrokardiograf zaznamenává elektrickou aktivitu srdce. Využívá se dvousvodového 
zapojení: první elektroda je umístěna přímo pod pravou klíční kost, druhá na úroveň 
sedmého žebra levé poloviny hrudníku. Pro toto zapojení se užívají zlaté elektrody 
aplikované na povrch kůže pomocí samolepicích kroužků. Použito může být i 
třísvodové EKG, s elektrodami na pravém a levém zápěstí a na levém kotníku. [1], [9] 
1.1.5 Monitorování respiračních funkcí 
Během polysomnografie jsou monitorovány také respirační funkce. Jako spolehlivá  
neinvazivní metoda je brána respirační indukční pletysmografie. Piezoelektrické 
krystaly jsou vloženy do nastavitelných pásů, umisťovaných okolo hrudníku a břicha. 
Měří změny vznikající při úsilí při dýchání. Dech je snímán termistorovými senzory 
umístěnými před ústy a ústím nosních dírek. Okysličení krve je měřeno pulsním 
oxymetrem. Jedná se o neinvazivní transkutánní metodu, kdy je čidlo umístěno na prstu 
horní končetiny.  [1], [2] 
 Dále je přítomen detektor chrápání, pozice trupu pacienta a detektor osvětlení 
místnosti. [2] 
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1.2 Spánek a jeho stádia 
Přestože proběhlo několik raných pokusů o charakterizování průběhu spánku, jejich 
reálné využití neprokázalo při klasifikaci velkou spolehlivost. Vznikla potřeba vytvořit 
standardizovaný skórovací manuál. 
1.2.1 Standardy pro klasifikaci spánkových stádií 
Po několika výzkumných setkáních na začátku šedesátých let vznikl roku 1967 první 
standardizovaný manuál pro skórování normálního spánku pod vedením Allana 
Rechtschaffena a Anthonyho Kalese (R&K standard). Od publikace tohoto manuálu 
došlo k významnému prohloubení v našem chápání spánku. [7] 
Na základě standardu R&K lze spánek rozdělit do šesti základních stádií. Prvním 
stádiem je bdělost (W - wakefulness), dále stádia bez výskytu rychlých očních pohybů 
(NREM - non rapid eye movement), které se dělí na S1, S2, S3, S4 a poslední stádium s 
výskytem rychlých očních pohybů (REM- rapid eye movements) se nazývá REM. 
Tento standard byl častěji užíván v dřívějších letech. [1]  
 Dnes používaný standard vytvořila American Academy of Sleep Medicine - 
AASM. Ve skórování spánku pomocí AASM manuálu jsou jisté rozdíly oproti R&K 
standardu. Prvním stádiem zůstává bdělost - W, dále NREM stádia N1, N2, N3, kde N3 
slučuje předchozí stádia S3 a S4, charakteristická pomalými spánkovými vlnami. 
Posledním je stádium REM (R).  
Výstupem klasifikace je hypnogram, ve kterém je každé epoše spánku přiděleno 
odpovídající spánkové stádium. [7] 
1.2.2 Klasifikace podle AASM standardu 
Tato kapitola je věnována popisu klasifikace spánkových stádií podle standardu AASM.  
Stádium W 
 V EEG se vyskytuje rytmus alfa, který mizí v případě otevření očí. Oči mrkají, na EOG 
se objevují "čtecí pohyby" očí, vyskytují se i rychlé oční pohyby (REM). Epocha je 
vyhodnocena jako stádium W pokud více jak 50% záznamu je rytmus alfa, v případě, že 
je rytmus nerozeznatelný, hodnotí se přítomnost čtecích pohybů očí, REM signálu a 
mrkání s frekvencí 0,5-2 Hz. 
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Stádium N1 
V tomto stádiu jsou detekovány pomalé oční pohyby (SEM), elektrická aktivita s nízkou 
amplitudou a smíšenou frekvencí, nejčastěji mezi 4-7 Hz a vertex vlny. Epocha je 
určena jako stádium N1 pokud je alfa rytmus nahrazen smíšenými frekvencemi s nízkou 
amplitudou ve více než 50% epochy. Pokud pacient negeneruje alfa rytmus, detekce se 
řídí dalšími rytmy vyskytujícími se v tomto stádiu. 
Stádium N2 
N2 stádium je charakterizováno výskytem K komplexů a spánkových vřeten. Začátek 
stádia je definován, pokud v epoše nalezneme jeden či více K komplexů bez asociace se 
vzrušením nebo při výskytu jednoho či více spánkových vřeten. Jako N2 je 
klasifikována i epocha s nízkou amplitudou, smíšenou frekvencí EEG aktivity, pokud jí 
přechází K komplexy bez spojitosti se vzrušením nebo spánková vřetena. N2 stádium 
končí přechodem do stádia W, výskytem vzrušení v EEG (tyto epochy jsou 
klasifikovány jako N1 dokud nedojde k výskytu samostatného K komplexu nebo 
spánkového vřetena), významným pohybem těla následovaným pomalými očními 
pohyby, přechodem do N3 stádia nebo R stádia.  
Stádium N3 
Stádium N3 je stádiem pomalých vln. Epocha je klasifikována jako N3 pokud více jak 
20% trvání sestává z aktivity pomalých vln, bez ohledu na věk pacienta. Mohou 
přetrvávat spánková vřetena.  
Stádium R 
Toto stádium nese název podle charakteristických rychlých očních pohybů - REM. V 
EEG signálu mohou být pilovité vlny, EMG z brady dosahuje nejnižších hodnot ze 
všech stádií. Epocha je definována jako R stádium při výskytu REM, nízké amplitudy a 
smíšené frekvence v EEG a nízkém tonu bradového EMG. Jako R jsou definovány i ty 
epochy, které neobsahují REM, a to v případě, že následují epochu již určenou jako R 
stádium, neobsahují K komplexy a spánková vřetena, v EEG převažuje nízká amplituda 
se smíšenou frekvencí a tonus bradového EMG zůstává na nízkých hodnotách. Konec 
stádia je určen, pokud epocha přechází do stádia W nebo N3, zvýší se hodnota 
bradového EMG, objeví se významný pohyb těla následovaný SEM a nebo pokud se v 
první polovině epochy objeví K komplexy bez souvislosti se vzrušením či spánková 
vřetena. [7] 
1.2.3 Morfologie spánku 
Spánek lze rozdělit na několik fází. Dva hlavní typy spánku, střídající se během noci, 
jsou NREM a REM spánek. REM spánek se vyznačuje přítomností REM signálu, tedy 
rychlých očních pohybů. V NREM spánku tyto pohyby nejsou.  
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Za první fázi je bráno ještě bdění, tedy moment, kdy člověk usíná. Zahrnuje 2-5% 
z celkové doby spánku. Oči mohou být otevřené, s přítomností smíšené frekvence s 
nízkou amplitudou na EEG, alfa rytmus mizí, nebo zavřené; tehdy frekvence stoupá a 
alfa rytmus převažuje. Na EMG lze vidět vysokou svalovou aktivitu.  
Po usnutí nastává první fáze NREM spánku. Trvá přibližně 3-8% z celého spánku, 
na EEG je patrná nízká amplituda a smíšená frekvence, objevují se theta a vertex vlny. 
Oči vykazují pomalé pohyby, aktivita EMG je nižší oproti bdělosti. Snižuje se krevní 
tlak a tep. Druhá NREM fáze zabírá asi 44-55% spánku, je tedy nejdelším stádiem. Na 
EEG lze vidět nízkou amplitudu se smíšenou frekvencí a alespoň jeden K komplex nebo 
spánkové vřeteno. Na EOG mohou být občasné pomalé oční pohyby. EMG aktivita je 
nízká. Třetí a čtvrtá fáze NREM jsou označovány jako nejhlubší spánek. Dohromady 
trvají asi 10-15% doby trvání spánku. EMG aktivita je nízká, mohou se objevovat sny a 
náměsíčnost.  
REM fáze zabírá asi 20-25% spánku. V prvním cyklu trvá přibližně 5 minut a 
postupně se prodlužuje, v poslední periodě je obvyklá délka okolo 30 minut ale může 
trvat i hodinu. EEG signál má opět nízkou amplitudu a smíšenou frekvenci, přítomny 
jsou pilovité vlny. EOG je charakterizováno typickým signálem - REM. V této fázi 
spánku se zdají velmi živé a detailní sny, často nesmyslné; mohou být i noční můry. 
Objevují se svalové záškuby. Po skončení REM fáze dochází buď k probuzení, nebo 
navazuje stádium NREM1 a cyklus se opakuje. [1] 
1.3 Poruchy spánku 
Následující kapitola se zabývá popisem vybraných poruch spánku.  
1.3.1 Insomnie 
Insomnie neboli nespavost je jednou z mnoha poruch spánku. Její výskyt je poměrně 
častý, udává se, že jí trpí 10-15% populace. Má vliv na kvalitu i kontinuitu spánku. 
Projevuje se obtížným usínáním, neschopností udržet spánek, přes den únavou a 
poruchami koncentrace. Nemocný je podrážděný, pociťuje úbytek energie, ztrátu 
motivace, trpí bolestmi hlavy. Z medicínského hlediska je insomnie definována 
usínáním delším než 30 minut a to i po probuzení v noci, probuzení se dříve než 
30 minut před plánovaným ranním vstáváním, spánková efektivita je nižší než 85% a 
tyto problémy se opakují alespoň třikrát týdně.  
 Na záznamech polysomnografu je patrné, že u insomniků převládá ve spánku 
NREM1 stádium, zkracuje se délka pomalovlnného spánku a stádia se častěji mění. Při 
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usínání se objevuje více beta aktivity, která je typická pro stav bdění, psychické aktivity 
s otevřenýma očima.[2]  
1.3.2 Poruchy respiračních funkcí vázané na spánek 
Jednou z poruch dýchání je apnoe - zástava dýchání na dobu delší než 10 s. Může být 
rozlišena obstrukční, centrální a smíšená formu. Obstrukční se projevuje přetrvávající 
snahou o dýchání po čas zástavy. U centrální dýchací úsilí není přítomno. Smíšená 
apnoe začíná bez snahy o nádech, která se ale v průběhu objeví.  
 Hypopnoe je charakterizována poklesem dechových objemů na 50% a méně 
oproti normálním hodnotám po dobu delší než 10 s. Požadavek na definici hypopnoe 
ještě bývá doplněn poklesem saturace kyslíkem o minimálně 3-4%. [2] 
1.3.3 Další spánkové poruchy 
Mezi další spánkové poruchy patří např. hypersomnie. Jedná se o nadměrnou denní 
spavost. Podle studií trápí v lehčí formě 15-20% populace. Pacient s hypersomnií má 
tendence usínat přes den i přesto, že spal v noci dostatečně dlouhým spánkem. Denní 
spánek pak trvá i několik hodin. Idiopatické hypersomnie se projevují obtížným 
probouzením. Rekurentní hypersomnie trvají několik dní a periodicky se střídají s 
normálním spánkem. Pacient při nich spí i 24 hodin v kuse.  
 Záchvaty krátkodobého, několikaminutového spánku během dne se označují 
jako narkolepsie. Na polysomnografu jsou nejlépe charakterizované tzv. sleep onset 
REM, tedy REM fázemi konstantně prostupujícími záznamem.  
 Mezi spánkové poruchy řadíme i poruchy cirkadiánního rytmu, kdy dochází k 
přesunu spánku mimo obvyklou dobu. Zpožděná fáze spánku (delayed sleep phase) 
znamená posun usínání do pozdních nočních hodin a ranní probouzení je obtížné. 
Předsunutá fáze spánku (advanced sleep phase) se naopak projevuje usínáním velmi 
brzy večer a probouzením pouze pár hodin po půlnoci. Může dojít i k úplnému porušení 
rytmicity.  
 Parasomnie jsou různé abnormální projevy, mohou být vázané na konkrétní fázi 
spánku. K NREM stádiím se váže např. probuzení se zmateností, somnambulismus 
(náměsíčnost) nebo noční děsy (pláč, křik, tachykardie). Končí přerušením spánku v 
NREM fázi. V REM fázi se objevuje izolovaná spánková obrna (ztráta pohyblivosti 
všech svalů s výjimkou bránice a okohybných svalů), velmi časté jsou noční můry. 
Poruchy, které nejsou vázané na konkrétní fáze spánku, jsou například noční 
pomočování nebo groaning (mručení, sténání). [2]   
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2 Zpracování elektroencefalografického signálu 
Práce je zaměřena zejména na klasifikaci spánkových stádií z EEG signálu, proto jsou 
následující kapitoly věnovány zpracování EEG.  
2.1 Předzpracování 
Předzpracování je prvním krokem při zpracovávání a analýze EEG signálů. Obecně se 
jedná o kalibraci, normalizaci či odstranění trendu. Pro biomedicínské aplikace se 
nejčastěji využívá předzpracování ve formě odstranění artefaktů a segmentace. [4] 
2.1.1 Zpracování artefaktů 
EEG signály jsou obvykle zasaženy různými typy artefaktů. V biomedicínských 
signálech jsou za artefakty považovány vlny, které nesouvisí s vlastní snímanou 
fyziologickou aktivitou. Spánková EEG se mohou prolínat s jinými signály, které jsou v 
rámci PSG nahrávány současně.. Nejčastěji se objevující artefakty způsobené 
elektrickou aktivitou lidského těla jsou: 
 oční artefakty vznikající při pohybu očí, 
 svalové artefakty, pokrývající velký rozsah frekvencí, 
 artefakty způsobené depolarizací srdečního svalstva. 
Ostatní typy artefaktů: 
 síťový brum na frekvenci 50 Hz, 
 pohyby hlavy, těla a hrudníku, 
 změny v koncentraci elektrolytu v elektrodách, způsobené pocením. 
 Pokud se v signálu vyskytne úsek zcela zarušený artefakty, může dojít i k jeho 
vyřazení z analýzy. V některých případech je možné odhadnout hodnoty EEG signálu 
pomocí vhodných technik potlačujících artefakty. Nejsnáze lze artefakty odstranit 
vyhledáním zarušených epoch a jejich vynecháním z analýzy. Jednou z metod je 
sledovat každou výraznou změnu od normálních hodnot měřeného signálu. Energetické 
operátory mohou být užitečnými markery pro náhodné změny. [4], [14], [18] 
 Základní úpravou signálu je filtrace (dolní propust, horní propust, pásmová 
propust, pásmová zádrž). Pro její efektivní využití je potřeba, aby EEG signál a 
artefakty nebyly ve stejném frekvenčním pásmu. K odstranění artefaktů lze použít 
mnoho způsobů, využívajících např. Wienerovy filtry, adaptivní filtry, regresní analýzu 
ve frekvenční nebo časové oblasti. Výsledek je ovlivněn kvalitou referenčního měření a 
mírou rušení v EEG signálu. [4], [5] 
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2.1.2 Segmentace spánkových EEG 
Pro získání diskrétního časového měřítka signálu se užívá segmentace. Segmentace 
může být uniformní (stejně dlouhé úseky), nebo adaptivní. Takto získané úseky signálu 
se nazývají epochy.  
Uniformní segmentace obvykle dělí signál na epochy o délkách trvání 30, 20 nebo 
1 s. U segmentů delších než několik sekund je potřeba předpokládat nestacionaritu, 
neboť EEG signál je velmi proměnlivý. Volba výpočetního algoritmu také ovlivňuje 
délku segmentu, neboť některé metody vyžadují delší úsek signálu pro poskytnutí 
spolehlivých nezkreslených výsledků. [3], [4] 
Adaptivní filtrace může být zprostředkována např. pomocí klouzavého okna. 
Signál je procházen oknem, ve kterém je počítána hodnota pro každý vzorek. Hodnota 
udává pravděpodobnost, že je daný vzorek hranicí mezi dvěma segmenty. Jako hranice 
jsou potom zvoleny peakové hodnoty přepočítaného signálu. Pro výpočet 
pravděpodobnosti je okno rozděleno na dvě podokna, která se v jednom vzorku 
překrývají. Tento vzorek je hodnotou, pro kterou je pravděpodobnost počítána. V 
každém podokně je vypočítán charakteristický příznak (průměrná amplituda, průměrná 
frekvence, energetický operátor), a pravděpodobnost je vypočítána jako rozdíl těchto 
dvou hodnot. [17] 
2.2 Extrakce příznakového vektoru 
Data pro následnou analýzu zájmové části signálu jsou obvykle získávána pomocí 
tzv. příznakového vektoru. Příznakový vektor poskytuje informace o charakteru 
základního signálu. Obvykle bývá použito více metod, které se vzájemně doplňují. 
Nejčastější techniky extrakcí pro spánková EEG jsou popsány níže. [4] 
2.2.1 Analýza v časové oblasti 
Okamžité statistiky 
Do této kategorie spadají nejjednodušší funkce, zjišťující chování signálu v čase, a jsou 
zároveň i nejpoužívanější v rámci analýz spánkových EEG. Každý vzorek signálu je 
brán jako jednorozměrná hodnota a mezi vzorky nejsou uvažovány žádné souvislosti. 
Tyto statistiky zahrnují střední absolutní amplitudu, směrodatnou odchylku, rozptyl, 
strmost a špičatost, modus, medián či entropii. [4], [13] 
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Průchody nulou  
Průchody nulou jsou místa, kde signál křižuje osu x. Lze z nich snadno získat informace 
o frekvenci, neboť signál s vysokými kmitočty prochází osou x často, zatímco nižší 
výskyt protnutí signálu a osy x se pojí s nižšími kmitočty. Tato metoda může být 
vhodně doplněna charakterizováním vln mezi dvěma nulu protínajícími body. [4] 
 Hjorthovy parametry 
Metoda je založena na výpočtu rozptylu derivací křivky. Existují tři Hjorthovy 
parametry, které obecně charakterizují aktivitu, mobilitu a složitost EEG signálu. 
Mobilita a složitost signálu jsou vypočítány z odchylky signálu (var(x)) a její první a 
druhé derivace. Jsou velmi citlivé k šumu, proto je třeba signál před jejich aplikací 
vyfiltrovat. [13] 
2.2.2 Analýza ve frekvenční oblasti 
U spánkových EEG jsou příznakové vektory nejčastěji získávány ze spektrální oblasti. 
Jedná se o parametry poskytující informace o frekvenčním charakteru signálu. 
Spektrální analýza je široce rozšířená zejména z důvodu vizuálních skórovacích kriterií 
pro hodnocení spánkových EEG. Při užití těchto metod je kladen důraz na délku 
analyzovaného úseku signálu, neboť metoda je dostatečně přesná pouze v případě 
stacionarity. [4] 
Neparametrické metody odhadu spektra 
Neparametrické metody odhadu spektra patří mezi nejobecnější spektrální analýzy, jsou 
snadno proveditelné a výsledky lze dobře interpretovat. Nejčastěji jsou založeny na 
Fourierově transformaci, s využitím rychlé Fourierovy transformace (FFT).  
Základními metodami jsou periodogram a korelogram. U periodogramu se jedná o 
souborový průměr individuálních výkonových spekter. Metoda korelogramu sestává ze 
dvou kroků; nejprve je vypočten váhovaný odhad autokorelační funkce, následně je 
aplikována diskrétní Fourierova transformace.  
V reálném čase může být odhad výkonového spektra zprostředkován pásmovou 
lineární filtrací pomocí banky filtrů. [5] 
Koherenční spektrum 
Koherenční spektrum vyjadřuje podobnost frekvenčních složek dvou signálů. Jedná se o 
normalizovanou formu vzájemných spekter a lze získat ze vzájemné korelace. Může 
například vyjádřit odhad funkční propojenosti mozku. Specifickým využitím je detekce 
spánkových vřeten, kdy vzrůstá koherence dvou signálů na frekvenci okolo 13 Hz. [4], 
[16] 
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Parametrické metody odhadu spektra 
Využití odhadů spekter s pomocí modelů je výhodné z hlediska možnosti použití i pro 
relativně krátká data. Předpokladem zůstává, že data odpovídají frekvenčnímu modelu 
vzniku signálu. Základní model vychází z předpokladu bílého šumu, filtrovaného 
číslicovým filtem. Výstup filtru je pak modelový signál. Oblíbené jsou metody 
autoregresivního (AR) modelování, jejich výsledkem je soustava lineárních rovnic. 
Frekvenční rozlišení je obvykle mnohem vyšší než u neparametrických metod odhadu 
spektra při dané délce analyzovaného úseku. Základním problémem metody zůstává 
odhad modelu tak, aby dostatečně vyhovoval reálnému signálu. Metoda má zároveň 
nízkou adaptibilitu při výrazných změnách v hodnotách dat. [5]  
2.2.3 Časově-frekvenční analýza 
Časově-frekvenční analýza umožňuje rozklad signálu na časové i frekvenční složky 
zároveň. Je vhodná pro použití při zkoumání nestacionárních signálů. Možnost současné 
analýzy je při zkoumání spánkových EEG velmi důležitá, protože mnoho změn ve 
spánku je doprovázeno prudkou změnou amplitudy či frekvence. [4] 
Krátkodobá Fourierova transformace (STFT) 
Krátkodobá Fourierova transformace je nejjednodušší z časově-frekvenčních analýz. 
Obvykle se používá její druhá mocnina, známá jako spektrogram. Pro výpočet STFT 
jsou data rozdělena do krátkých úseků stejné délky, které se překrývají, a pro každý 
úsek je spočtena Fourierova transformace. Výsledek potom ukazuje vývoj frekvencí v 
čase tak, jak na sebe jednotlivé úseky navazují. Délka úseku určuje časové a frekvenční 
rozlišení. Čím je úsek delší, tím je lepší frekvenční rozlišení, na úkor zhoršení časového 
rozlišení. [4], [18], [20] 
Vlnková transformace 
Vlnková transformace reprezentuje signál s užitím funkce měněné v čase. Jednotlivé 
bázové funkce (vlnky) se vyskytují pouze na konečném časovém intervalu. Spektrální 
hodnota v daném úseku využití vlnky je tedy ovlivněna konkrétní částí signálu, nikoliv 
signálem celým. Vlnkové transformace mohou být spojité i diskrétní (viz [13]). 
Základem transformací je tzv. mateřská vlnka , jejíž konečný tvar závisí na měřítku a 
a časovém posunu . Je-li měřítko vlnky a stlačeno podél frekvenční osy, je zároveň 
vlnka rozšířena v čase. Vlnky kratší v čase dobře reprezentují vysokofrekvenční signály, 
delšími vlnkami se lépe charakterizují nízké frekvence. Při některých aplikacích ovšem 
vykazuje nedostatečné frekvenční rozlišení pro vysoké frekvence. [5], [6] 
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Matching pursuit (MP) 
Matching pursuit je adaptivní algoritmus, pomocí nějž lze aproximovat signál s 
použitím malého počtu váhovaných vektorů. Tyto vektory se nazývají časově-
frekvenční atomy, nejčastěji jde o upravené Gaussovy funkce - tzv. Gaborovy atomy.  
                 
(1) 
Koeficient an jsou váhy, člen gn je atom. Soubor těchto atomů je nazýván slovník. 
Velikost tohoto slovníku je velkou výhodou metody MP, neboť funkce jsou z 
matematického hlediska různého druhu, oproti vlnkové transformaci, která využívá 
modifikace stejné mateřské vlnky. Prvním krokem je vyhledání atomu g0, který nejlépe 
koreluje se signálem. Signál je pak reprezentován jako 
                  , (2) 
kde Rf je reziduum signálu. Dále je vyhledán atom, nejlépe korelující s reziduem Rf, a 
tento krok je opakován, dokud není dosažena požadovaná procentuální hodnota energie 
původního signálu.  
Výsledkem MP je set parametrů atomů aproximujících signál, kde jednotlivé 
parametry vymezují časově-frekvenční prostor konkrétního atomu. Každý atom se na 
aproximování podílí nezávisle na ostatních, čímž mohou být snadno odstraněny 
artefakty nebo šum. Zároveň mohou být snadno izolovány zájmové složky signálu, 
potřebné pro konkrétní analýzu. [4], [6]  
Hilbert-Huangova transformace 
Hilbert - Huangova transformace je analýza v časově-frekvenční oblasti. Prvním 
krokem je empirický rozklad signálu (Empirical Mode Decomposition, EMD); pak už 
následuje samotná transformace.  
Principem EMD je rozklad signálu do souboru nezávislých vlastních 
signálů (intrinsic mode function, IMF).  Všechny tyto signály musí splňovat 2 
požadavky. Prvním z nich je, že počet průchodů nulou a počet lokálních extrémních 
hodnot (tj. maxima a minima) se musí rovnat, nebo se mohou lišit maximálně o jednu 
hodnotu. Druhým požadavkem je, že pro každý bod musí být průměr obálek lokálních 
minim a lokálních maxim roven nule.  
Při výpočtu EMD jsou v signálu nejprve detekována zvlášť všechna lokální 
maxima a minima. Horní obálka u signálu je vypočítána interpolací maxim pomocí 
kubického splajnu, stejně tak je vytvořena spodní obálka l interpolací minim. Z obálek 
extrémů je vypočítána průměrná obálka m1=(u-l)/2 a ta je odečtena od původního 
signálu X(t). Tím je získána první komponenta h1.  
             (3) 
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Pokud tato komponenta nesplňuje požadavky pro IMF, stává se novými daty, pro 
která jsou počítány obálky a jejich průměr m1k do té doby, dokud h1k není IMF.  
                   (4) 
Ukončovací podmínkou pro výpočet nových komponent h1k je standardní 
odchylka SD, která je počítána pro dvě po sobě jdoucí komponenty h1(k-1) a h1k. 
Odchylka je počítána jako 
 
     
                      
 
       
    
 
 
   
  (5) 
kde T je počet vzorků v komponentě. Je-li hodnota odchylky v rozmezí 0,2 a 0,3, 
h1k se pak stává první komponentou IMF c1. Odečtením komponenty c1 od signálu X(t) 
je získáno reziduum r1, které se stává novým vstupním signálem. Pro reziduum jsou 
opět počítány obálky až do zisku druhé IMF komponenty c2, a celý proces pokračuje, 
dokud reziduum není už pouze monotónní nebo konstantní funkce. Původní signál pak 
lze vyjádřit jako: 
 
            
 
   
 (6) 
kde i značí počet IMF komponent a rn je poslední reziduum. [22] 
Pro signál X(t) v čase lze vypočítat Hilbertovu transformaci jako 
 
      
 
 
  
     
    
   
 
  
  (7) 
kde P značí Cauchyho hlavní hodnotu integrálu. X(t) a Y(t) pak tvoří komplexní pár. 
Argument (t) je pak vypočítán jako 
 
           
    
    
   (8) 
a okamžitá frekvence (instantaneous frequency) je získána ze vzorce  
 
   
     
  
  (9) 
 
Již dříve bylo prokázáno, že Hilbert-Huangova transformace je vhodný nástroj pro 
analýzu nestacionárních signálů. [22], [23] 
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2.3 Klasifikace příznaků 
Když jsou ze signálu získány potřebné příznaky, je možné provést klasifikaci - 
rozřazení částí signálu podle příslušnosti jednotlivých příznaků do konečné řady tříd.  
2.3.1 Umělé neuronové sítě 
 Umělé neuronové sítě (ANN - artifical neural network) byly původně navrženy pro 
pochopení funkcí mozku. Jedná se o matematické modely schopné simulovat celou řadu 
komplexních systémů. Základním stavebním prvkem sítě je neuron, jakožto 
matematický model s několika vstupy a jedním výstupem. Výstup neuronu je popsán 
rovnicí (10), kde x je vstupní vektor, w je vektor aktuálních vah a  je aktuální práh 
neuronu. Funkce f(α) je zvolenou přenosovou funkcí neuronu a argument α znázorňuje 
aktivaci neuronu.  
 
          
 
   
   (10) 
Klasická síť sestává ze vstupní vrstvy, výstupní vrstvy, a jedné či více skrytých 
vrstev mezi nimi. V každé vrstvě jsou neurony, které lineárně kombinují váhované 
vstupy a na základě zvolené funkce tvoří výstupy. Jedním z výše uvedených parametrů 
neuronové sítě jsou právě váhy. Jejich počáteční hodnota je nastavena manuálně nebo 
náhodně a konečná hodnota je přepočítávána během učení sítě. Učení sítě může 
probíhat na vstupní množině se známým požadovaným výstupem. Potom se jedná o 
učení s učitelem. Při učení bez učitele se síť snaží opravit vlastní chyby na základě 
zadaných kriterií. [4], [8], [19] 
Dalším typem AAN je Elmanova rekurzivní síť, která pracuje se 4 typy vrstev. 
Neurony vstupní vrstvy pouze předávají data (skryté) vrstvě. Ve skryté vrstvě pracuje 
ještě tzv. kontextová vrstva, která slouží k uchovávání předchozího výstupu 
odpovídajícího neuronu skryté vrstvy. Tyto hodnoty také slouží k výpočtu výstupu 
skryté vrstvy. Výstupní vrstva poskytuje výsledek práce neuronové sítě. [3] 
2.3.2 Fuzzy klasifikace 
Fuzzy množiny slouží k popsání tříd, které nemají ostře definované hranice. Fuzzy 
klasifikátory nepřísluší striktně pouze do jedné třídy, ale mají jistou míru příslušnosti ve 
všech třídách, obvykle z intervalu <0,1>. Jsou tedy vhodné pro klasifikaci reálných dat, 
kde není vždy jasná hranice mezi podskupinami. Fuzzy množinami lze popsat 
proměnné s lingvistickými hodnotami. Lingvistická proměnná nabývá slovních hodnot 
z dané množiny. [8], [21] 
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2.3.3 Shlukové analýzy 
Shlukování slouží k rozdělení souboru příznaků do podskupin, u kterých platí, že v 
rámci jedné podskupiny jsou si příznaky podobné a zároveň se liší od příznaků z jiné 
podskupiny. Často užívanou metodou je k-means. U tohoto algoritmu platí předpoklad, 
že oblast příznaků lze rozdělit do k podskupin s náhodně zvolenými středovými 
hodnotami. Je vypočítána vzdálenost každého příznaku od všech středů  a na základě 
nejmenších vzdáleností jsou příznaky rozděleny. Pro každou skupinu je pak určena 
nová hodnota středu tak, aby co nejvíce odpovídala reálné středové hodnotě. Tyto kroky 
se opakují, dokud není dosažena minimální kvadratická odchylka. [4], [15], [20] 
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2.4 Tabulka výsledků klasifikace stávajícími metodami 
V Tab. 1 jsou shrnuty výsledky klasifikace vybranými metodami, publikovanými 
ve vědeckých článcích.  
Tab. 1.: Tabulka výsledků různých klasifikačních metod 
  
Signál 
použitý pro 
analýzu 
Zisk 
příznakového 
vektoru 
Klasifikační 
algoritmus 
Úspěšnost klasifikace [%] 
W NREM REM 
 [3] 
EEG svod 
Fpz-Cz 
výpočet energie 
Elmanova 
rekurzivní 
neuronová síť 
70,80 (SE) 74,60 (SE) 89,50 (SE) 
 [15] 
EEG svod 
C4-A1 
Welchův odhad 
periodogramu,  
k-means 
váhování 
k-NN 
klasifikátor, 
C4.5 
rozhodovací 
stromy 
80,00 (SE) 53,86 (SE) 81,00 (SE) 
 [21] 
EEG svod 
C3-A2 
výkonová 
spektra 
genetický 
fuzzy 
klasifikátor 
86,40 (SE) 84,10 (SE) 85,50 (SE) 
 [27] 
EEG svod 
Pz-Oz 
časově-
frekvenční 
zobrazování 
pomocí Wigner-
Villovy 
distribuce 
metoda least 
squares 
support 
vector 
machine 
88,00 (A) 88,14 (A) 92,53 (A) 
 [28] 
variabilita 
srdečního 
rytmu 
empirical mode 
decomposition, 
diskrétní 
vlnková 
transformace 
lineární 
diskriminant 
90,49±1,52 
(A) 
71,19±2,10(A) 79,2±20 (A) 
kvadratický 
diskriminant 
90,56±1,20 
(A) 
63,01±3,30 
(A) 
78,11±1,99 
(A) 
 [29] 
variabilita 
srdečního 
rytmu 
statistické 
výpočty v časové 
i frekvenční 
oblasti, 
nelineární 
analýzy 
klasifikátor 
random 
forest, 
subjektivní 
testování 
71,8316,30 
(A) 
73,2522,92 
(A) 
93,823,19 
(A) 
A - accuracy, SE - senzitivita 
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3 Automatická klasifikace spánkových stádií  
Cílem praktické části práce bylo ověření funkčnosti vybraných metod klasifikace 
spánkových stádií. První zpracovaná metoda je vytvořená podle stávající metody 
klasifikace publikované ve vědeckém článku, další dvě metody byly při zpracování 
inspirovány již existujícími metodami klasifikace. Všechny metody byly realizovány v 
prostředí programu Matlab a výsledky zhodnoceny a porovnány mezi sebou.  
Automatická klasifikace spánkových stádií obvykle sestává ze čtyř kroků - zisk 
dat, předzpracování signálu, extrakce příznakového vektoru a klasifikace. Vstupem je 
záznam z polysomnografického vyšetření, výstupem jsou pak klasifikovaná stádia. 
Blokové schéma takového zpracování signálu je na Obr. 4. 
 
Obr. 4.: Blokové schéma automatické klasifikace spánkových stádií [3] 
Ve všech uvedených metodách byly použity reálné polysomnografické záznamy 
od 15 pacientů. Každý záznam obsahuje standardní sadu signálů. Všechny záznamy 
rovněž zahrnují hypnogram. Vzorkovací frekvence jednotlivých signálů je 256 Hz. 
Po získání signálu byly použity filtry dolní propust s mezní frekvencí 70 Hz a horní 
propust s mezní frekvencí 0,5 Hz. 
Pro učení sítě a posouzení úspěšnosti klasifikace byl použit hypnogram, 
vyhodnocený odborníkem podle standardu AASM (viz Obr. 5). Hypnogram obsahuje 
rozdělení epoch na stádia bdělost W, N1, N2, N3, R a neklasifikovatelné epochy 
(značené 0, 1, 2, 3, 5 a 9). Pro účely analýzy byl hypnogram zjednodušen na tři třídy - 
W odpovídá třídě W, NREM odpovídá fázím N1 až N3 a REM odpovídá třídě R. 
Neklasifikovatelné epochy byly z analýzy vyřazeny.  
 
Obr. 5.: Originální hypnogram  
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3.1 Klasifikace pomocí rekurzivní neuronové sítě s využitím 
energie signálu 
Tato metoda klasifikace spánkových stádií vychází ze studie Automatic sleep stage 
recurrent neural classifier using energy features of EEG signals [3]. Je založena na 
klasifikaci stádií podle standardu R&K a spánek dělí do pěti fází - W (bdělost), 
NREM1, NREM2, SWS (sjednocení stádií NREM3 a NREM4 do jediného, tzv. slow 
wave sleep, tedy spánek s výskytem pomalých vln) a REM. Metoda sestává z několika 
kroků: zisk dat, předzpracování signálu, extrakce příznakového vektoru a klasifikace. 
3.1.1 Popis metody 
Pro klasifikaci byl zvolen EEG svod Fpz-Cz. Signál ze svodu je přiveden na banku filtrů, 
pásmových propustí pro jednotlivá charakteristická frekvenční pásma. Každé pásmo je 
následně rozděleno na 30 s segmenty a pro každý segment je vypočítána jeho energie, 
jakožto příznak. Tyto příznakové vektory jsou vloženy na vstup neuronové sítě a dle 
výstupů je provedeno zařazení jednotlivých epoch do stádií. [3] 
3.1.2 Zisk příznakového vektoru 
Ze záznamů byl vybrán EEG svod Fz-Cz, viz Obr. 6. Pro jednotlivá stádia spánku je 
charakteristický výskyt určitých EEG vln. Tyto vlny byly ze signálu získány filtrací 
pomocí šesti pásmových propustí ve frekvenčních pásmech 8-13 Hz (alfa pásmo), 12-
30 Hz (beta pásmo), 4-8 Hz (theta pásmo), 0,5-2 Hz (delta pásmo), 2-6 Hz (pilovité 
vlny) a 12-14 Hz (spánková vřetena). Filtrace byla realizována pomocí funkce 
filtfilt, což je číslicový FIR filtr s nulovou fází. Koeficienty filtru byly navrženy 
funkcí fdesign.bandpass na základě požadovaných mezních frekvencí, zvlnění v 
propustném pásmu (2 dB) a utlumení nepropustného pásma (45 dB). Výsledná pásma 
po filtraci jsou na Obr. 8 a Obr. 8. 
 
Obr. 6.: Originální signál EEG, 30 s záznam 
Šest získaných profiltrovaných signálu bylo následně segmentováno na 30 s 
dlouhé epochy, při vzorkovací frekvenci 256 Hz to znamená 7680 vzorků na epochu.  
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Pro každý segment byla vypočítána energie podle rovnice (11)[3], kde N je počet 
vzorků v epoše a xi značí i-tý vzorek epochy. Po výpočtu energie byly všechny 
energetické vektory profiltrovány mediánovým filtrem s oknem délky 9 vzorků 
(v programu Matlab funkce medfilt1). Tím došlo k odstranění extrémních výchylek. 
 
     
 
 
 
 (11) 
Získané příznakové energetické vektory jsou vyneseny do grafů na Obr. 10 a Obr. 10. 
 
Obr. 7.: Filtrovaná pásma EEG signálu - vlny alfa, beta, theta 
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Obr. 8.: Filtrovaná pásma EEG signálu - vlny delta, spánková vřetena, pilovité vlny 
 
 
Obr. 9.: Energie epoch pro vlny alfa, beta, theta 
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Obr. 10.: Energie epoch pro vlny delta, spánkových vřeten, pilovitých vln 
3.1.3 Klasifikační algoritmus 
Pro klasifikaci byla použita rekurentní neuronová síť se šesti neurony ve skryté vrstvě, v 
Matlabu realizována funkcí layrecnet. Rekurentní síť má oproti běžným sítím ještě 
druhou skrytou vrstvu, tzv. kontextovou, která slouží k uchovávání předchozího výstupu 
odpovídajícího neuronu první skryté vrstvy. Blokový diagram sítě pak je na Obr. 11. 
Pro učení sítě byla zvolena metoda minimalizace kvadratické odchylky, v Matlabu mse. 
Trénovací funkcí byl Levenbergův-Marquardtův algoritmus, založený na metodě 
odhadu nejmenších čtverců (dle studie [3]), tedy funkce trainlm. 
 
Obr. 11 Rekurentní neuronová síť, blokový diagram v Matlabu 
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Jako přenosová funkce skryté vrstvy byla použita funkce tansig, sigmoidální 
hyperbolický tangens., viz Obr. 12 a). Nabývá hodnot <-1,1>. Přenosovou funkcí 
výstupní vrstvy je funkce purelin, což je lineární funkce s oborem hodnot všech 
reálných čísel,viz Obr. 12 b).  
  
Obr. 12.: a) Přenosová funkce sigmoidální hyperbolický tangens, b) Lineární přenosová funkce 
3.2 Klasifikace s využitím dopředné sítě a Welchovy 
spektrální analýzy 
Tato metoda vychází ze studie Efficient sleep stage recognition system based on EEG 
signal using k-means clustering based feature weighting [15]. Ve studii [15] byl pro 
klasifikaci použit EEG svod C4-A1. Signál z tohoto svodu byl rozdělen na 30 s epochy, 
a z jednotlivých epoch byla získána data pomocí Welchovy spektrální analýzy. Poté byl 
pro každou epochu vypočítán příznakový vektor. Získaná data byla váhována k-means 
shlukováním. Výsledná klasifikace byla provedena s využitím k-NN klasifikátoru a 
C4.5 rozhodovacího stromu [15].  
3.2.1 Zisk příznakového vektoru 
Zpracování v programu Matlab bylo inspirováno touto metodou. Pro zpracování byl 
použit EEG svod FzCz a EOG svod E1.  
Signál EEG byl profiltrován pásmovou propustí pro frekvenční pásmo 0,45 Hz - 
30 Hz. Koeficienty pro filtr byly opět navrženy funkcí fdesign.bandpass, se zvlněním 
2 dB v propustném pásmu a útlumem 45 dB. Pro samotnou filtraci byla použita funkce 
filtfilt (číslicový FIR filtr s nulovou fází). Od profiltrovaného signálu byla odečtena 
jeho mediánová hodnota.  
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Signál byl poté rozdělen na 30 s epochy. Pro každou epochu byl vypočítán odhad 
spektra pomocí funkce pwelch. Vzorkovací frekvence byla 256 Hz a pro výpočet bylo 
použito trojúhelníkové okno (příkaz triang). Ze získaných hodnot pro každou epochu 
bylo vypočítáno 5 příznaků - minimální hodnota (12), maximální hodnota (13), 
směrodatná odchylka (14) [15], průměrná hodnota (15) [15] a rozptyl (16) [15].  
              (12) 
              (13) 
 
       
           
 
   
   
 (14) 
 
    
         
 
 (15) 
 
   
           
  
   
   
  (16) 
Signál EOG byl profiltrován taktéž pásmovou propustí. Bylo použito frekvenční 
pásmo 0,3 Hz - 35 Hz, koeficienty filtru byly navrženy funkcí fdesign.bandpass 
se zvlněním 0,3 dB v propustném pásmu a útlumem 45 dB. Filtrace byla provedena 
pomocí funkce filtfilt. Signál byl po filtraci nasegmentován na 30 s epochy, pro 
které byl taktéž vypočítán odhad periodogramu funkcí pwelch. Parametry funkce byly 
stejné jako při výpočtech pro EEG signál. Z EOG záznamu byly počítány jen dva 
příznaky - minimální hodnota (12) a maximální hodnota (13) pro každou epochu. 
Ze získaných hodnot z EEG svodu a EOG svodu byl vytvořen příznakový vektor 
o 7 řádcích (viz Obr. 13 a Obr. 14).  
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Obr. 13.: Příznakový vektor; hodnoty maxim, minim, průměru, směrodatné odchylky a rozptylu 
 
Obr. 14.: Příznakový vektor, hodnoty maxim a minim pro EOG signál 
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3.2.2 Klasifikační algoritmus 
Pro klasifikaci byla použita dopředná neuronová síť. V programu Matlab je iniciována 
příkazem feedforwardnet. Ve vstupní vrstvě bylo 7 neuronů, ve skryté vrstvě sítě bylo 
6 neuronů, výstupní vrstva obsahovala 3 neurony. Pro trénování sítě byl použit 
Levenbergův-Marquardtův algoritmus, v programu Matlab pod funkcí trainlm. 
Blokové schéma sítě je na Obr. 15. 
 
Obr. 15.: Dopředná neuronová síť, blokový diagram v Matlabu 
Jako přenosová funkce skryté vrstvy byla použita funkce sigmoidální 
hyperbolický tangens, v programu Matlab realizována příkazem tansig. Tato funkce 
má obor hodnot <-1, 1>, graf viz Obr. 12 a). Přenosovou funkcí výstupní vrstvy pak 
byla lineární funkce, v programu Matlab příkaz purelin. Obor hodnot této funkce jsou 
všechna reálná čísla. Graf funkce je na Obr. 12 b). 
3.3 Klasifikace s využitím dopředné sítě a Hilbert-Huangovy 
transformace 
Hilbert-Huangova transformace poskytuje analýzu v časové i frekvenční oblasti. 
Podrobně je popsána v kapitole 2.2.3. Úspěšně byla použita pro tvorbu příznakového 
vektoru i ve studii [23], kde byl pro zpracování dále použit výpočet Rényiho entropie. 
Klasifikačním algoritmem pak zde byl klasifikátor Random forest, který využívá soubor 
váhovaných rozhodovacích stromů. V této práci byla Hilbert-Huangova transformace 
použita pro tvorbu příznakového vektoru. Následná klasifikace byla provedena opět 
prostřednictvím neuronové sítě. 
3.3.1 Zisk příznakového vektoru 
Při programovém zpracování byl opět použit EEG signál FzCz. Signál byl rozdělen na 
epochy po 30 s. Komponenty IMF pro každou epochu byly vypočítány funkcí 
eemd [25], která je volně ke stažení. Ve vstupu funkce se předem definuje požadovaný 
počet IMF komponent. Pro výpočet bylo použito 10 komponent (viz Obr. 16 a Obr. 17), 
které pro tuto analýzu stačí. Další komponenty už neobsahují užitečná frekvenční data.  
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Obr. 16.: IMF komponenty c1 - c5, pacient 015, 1. epocha 
 
Obr. 17.: IMF komponenty c6 - c10, pacient 015, 1. epocha 
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Pro všechny komponenty každé epochy byla vypočítána Hilbertova transformace. 
V programu Matlab je realizována funkcí hilbert. Výstupem této transformace jsou 
komplexní dvojice čísel. Argument těchto čísel je vypočítán funkcí angle. Následně 
funkce unwrap upravuje hodnoty argumentu v radiánech přičítáním násobků 2, 
pokud skoky mezi sousedními hodnotami jsou větší nebo rovny nastavené výchozí 
hodnotě. Okamžitá frekvence je pak získána z upravených hodnot argumentu pomocí 
funkce diff, která od sebe odečítá vždy sousední vzorky. Výsledky vektor je tedy o 
jeden vzorek kratší, než původní. Vzorkovací frekvence je zohledněna přepočtem - 
vynásobením vzorkovací frekvencí (256 Hz) dělenou 2. 
Matice amplitud je pak získána jakožto absolutní hodnota signálu po Hilbertově 
transformaci, matice frekvencí jsou absolutní hodnoty okamžitých frekvencí. Z hodnot 
frekvencí a amplitud je vytvořen spektrogram. Získaná matice o 640 řádcích a 7679 
sloupcích představuje amplitudy pro frekvence 0,1-64 Hz s krokem 0,1 Hz pro jednu 
epochu signálu, tj. 30 s.  
Zprůměrováním řádků odpovídajících frekvenčních pásem byly vytvořeny 
vektory příznaků pro pásmo alfa (8 - 13 Hz), beta (12 - 30 , delta (0,5 - 2 Hz), theta (4 - 
8 Hz), spánková vřetena (12 - 14 Hz), pilovité vlny (2 - 6 Hz) [3] a K-komplexy (0,5 - 
0,9 Hz) [24]. Z těchto vektorů bylo vypočítáno 7 příznakových hodnot pro každou 
epochu jakožto suma vektoru. Výsledný příznakový vektor pro všechny epochy byl 
profiltrován mediánovým filtrem s délkou okna 9, v programu Matlab realizovaným 
funkcí medfilt1. Porovnání příznakového vektoru bez mediánové filtrace a s ní je 
vyneseno v grafu na Obr. 18. Filtrované příznakové vektory pro všechna pásma jsou 
pak na Obr. 19 a Obr. 20. 
 
Obr. 18.: Porovnání příznakového vektoru bez mediánové filtrace a s filtrací 
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Obr. 19.: Příznakový vektor pro pásma alfa, beta, theta, delta 
 
Obr. 20.: Příznakový vektor pro spánková vřetena, pilovité vlny, K-komplexy 
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3.3.2 Klasifikační algoritmus 
Pro klasifikaci byla použita sít rozpoznávající vzory, v programu Matlab pod příkazem 
patternnet. Jedná se o dopřednou síť, používanou zejména pro klasifikaci. Ve vstupní 
vrstvě má 7 neuronů, ve skryté vrstvě jich je 5. Výstupní vrstva obsahuje 3 neurony. 
Přenosovou funkcí skryté vrstvy je sigmoidální hyperbolický tangens (funkce tansig, 
viz Obr. 12 a)). Jako přenosová funkce výstupní vrstvy je použita normalizovaná 
exponenciální funkce (funkce softmax). Jako trénovací algoritmus byl použit opět 
algoritmus Levenbergův-Marquardtův. Blokové schéma sítě je na Obr. 21 
 
Obr. 21.: Blokové schéma, síť pro klasifikaci vzorů 
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4 Výsledky 
Pro zpracování byla použita data z celonočního PSG měření od 15 vybraných pacientů 
(označených 005, 010, 012, 015, 016, 020, 022, 026, 030, 031, 035, 035, 041, 046, 053), 
trpících spánkovou apnoe. V Tab. 2 je uveden počet epoch jednotlivých stádií pro 
každého pacienta individuálně.  
Tab. 2.: Počet epoch spánkových stádií pro jednotlivé pacienty 
  Počet epoch jednotlivých stádií 
číslo pacienta W NREM REM Celkem 
005 134 567 121 822 
010 212 549 115 876 
012 23 741 115 879 
015 334 417 44 795 
016 120 622 92 834 
020 92 607 96 795 
022 429 354 33 816 
026 238 614 115 967 
030 174 777 36 987 
031 92 536 141 769 
035 152 677 61 890 
036 67 647 163 877 
041 197 601 112 910 
046 106 499 177 782 
053 218 379 205 802 
 
Pro hodnocení úspěšnosti klasifikace byl použit výpočet senzitivity (17)  a 
pozitivní prediktivity (18) [16] . TP, true positive, znamená, že epocha byla 
klasifikována správně. Hodnota FN, false negative, značí, že algoritmus danou epochu 
vyhodnotil jako jinou. Hodnota FP, tj. false positive naopak znamená, že daná epocha 
byla klasifikována, přestože se jedná o epochu jinou. Poslední hodnotou je pak TN, true 
negative, která znamená, že daná epocha neměla být klasifikována a ani klasifikována 
nebyla. 
 
    
  
     
 (17) 
 
    
  
     
 (18) 
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Výsledkem klasifikace neuronovou sítí je tzv. confusion matrix. Jedná se o matici, 
ve které hodnoty v řádcích jsou výstup sítě a hodnoty ve sloupcích zastupují skutečné 
(požadované) hodnoty. Hlavní diagonála zleva znázorňuje počet shod (tj. výstup je 
shodný s reálnou hodnotou, TP). Sloupec zcela vpravo jsou hodnoty pozitivní 
prediktivity daného stádia, řádek zcela dole jsou hodnoty senzitivity daného stádia. Pole 
v pravém dolním rohu je celková úspěšnost klasifikace. Zbylé hodnoty v řádcích značí, 
že dané stádium bylo klasifikováno falešně pozitivně, zatímco zbylé hodnoty 
ve sloupcích znamenají, že dané stádium bylo klasifikováno falešně negativně. 
 
Obr. 22.: Confusion matrix 
Matice na Obr. 22 znázorňuje výsledky klasifikace metodou s využitím Welchovy 
spektrální analýzy a sítě klasifikující vzory pro všech 15 pacientů. Z matice lze určit, že 
564 epoch W bylo správně klasifikováno jako W stádium, 256 epoch W bylo falešně 
negativních jako NREM stádium a 43 epoch W bylo falešně negativních jako REM 
stádium . Naopak 174 NREM epoch a 56 REM epoch bylo falešně pozitivních jako W 
stádium. Senzitivita pro stádium W je pak 65,4% a pozitivní prediktivita (procentuální 
pravděpodobnost, že epocha klasifikovaná jako W, je skutečně W) je 71%.  
Při testování byla použita i metoda tzv. Leave-one-out cross-validation (LOOCV). 
Jedná se o limitní případ křížové validace, kde trénovací množina je tvořena všemi 
podmnožinami dat, kromě jedné. Ta slouží jako testovací množina. V průběhu testování 
se všechny podmnožiny vystřídají na pozici trénovací i testovací množiny. [26] 
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4.1 Zhodnocení úspěšnosti klasifikace s využitím rekurentní 
sítě a energetických příznaků 
První testování této metody bylo provedeno se dvěma druhy rekurentních sítí. První 
z nich byla Elmanova rekurentní síť, v programu Matlab pod funkcí elmannet. Druhou 
sítí byla rekurentní neuronová síť se zpožděním (funkce layrecnet). Obě sítě pracují 
na stejném principu, tedy při počítání s každým vzorkem uvažují i výstup předešlého 
vzorku. Elmanova síť se od obyčejné rekurentní sítě liší v použitých vnitřních funkcích 
a dnes se pro výpočty už příliš nedoporučuje.  
U rekurentní sítě byl problém s tvorbou trénovací a testovací množiny. Protože síť 
při výpočtech používá právě i výstup předchozího vzorku, byla snaha zachovat 
posloupnost příznakového vektoru na vstupu. Prvním pokusem bylo použít první třetinu 
příznakového vektoru na testování a zbylé dvě třetiny na testování. Na takováto data se 
síť ovšem vůbec nenaučila, proto musela být trénovací množina pozměněna.  
Při dalším pokusu byly z posledních dvou třetin příznakového vektoru získány 
matice pro jednotlivá stádia, a na základě velikosti nejmenší z nich byla vytvořena 
trénovací množina v poměru 1:1:1. Nepodařilo se sice zachovat kontinuitu dat trénovací 
množiny, ale výsledky byly o něco lepší. Přesto u REM stádia při testování na všech 
pacientech senzitivita zřídka kdy přesáhla 50%.  
Obě sítě byly tedy trénovány a testovány na datech všech 15 pacientů s různými 
počty neuronů ve skryté vrstvě. Pro tvorbu trénovací množiny byl použit postup 
uvedený výše. Výsledky testování Elmanovy sítě znázorňuje graf na Obr. 23, pro 
rekurentní síť pak na Obr. 24.  
 
Obr. 23.: Graf senzitivity a pozitivní prediktivity pro různé počty neuronů skryté vrstvy při 
klasifikaci Elmanovou sítí 
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Obr. 24.: Graf senzitivity a pozitivní prediktivity pro různé počty neuronů skryté vrstvy při 
klasifikaci rekurentní sítí 
Oba grafy mají velice podobný průběh - do hodnoty 6 neuronů senzitivita pomalu 
vzrůstá, pak je patrný mírný pokles. Vyšší hodnoty senzitivity než při počtu 6 neuronů 
již nejsou patrné. Přestože výsledky Elmanovy sítě byly nepatrně lepší, její použití se 
nedoporučuje. Pro další analýzy byla tedy použita rekurentní  síť se 6 neurony ve skryté 
vrstvě.  
Dalším testováním bylo učení sítě na každého pacienta zvlášť. Trénovací množina 
byla nejprve vytvořena stejným způsobem, jako při testování dvou typů sítí. První 
třetina příznakového vektoru konkrétního pacienta byla ponechána jako testovací 
množina a ze zbylých dvou třetin byly utvořeny stejně velké matice všech stádií. Tyto 
matice byly spojeny a tím vznikla trénovací množina. Výsledky tohoto testování jsou 
v Tab. 3. Z tabulky je patrné, že testování mělo celkově velmi špatné výsledky. 
Chybějící senzitivita u REM stádií a související nulová pozitivní prediktivita značí, že 
se dané stádium vůbec neobjevilo v testovací množině.  U pacienta č. 015 síť na 
výstupu vůbec neklasifikovala W stádium.  
Byla tedy vytvořena nová trénovací a testovací množina. Pro testování byla 
použita druhá třetina příznakového vektoru. Tím by se dala vyloučit možnost, že 
pacienti v první třetině spánku vůbec neměli REM stádium. Pro trénovací množinu byla 
použita data z první a třetí třetiny příznakového vektoru. Data byla opět rozdělena do 
matic podle příslušného stádia a pak na základě velikosti REM či W matice byla 
seskupena trénovací množina se zastoupením všech stádií v poměru 1:1:1. Výsledky 
testování s touto množinou jsou uvedeny v Tab. 4.  
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Tab. 3.: Výsledky učení sítě pro jednotlivé pacienty, nevhodně složená trénovací množina 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 47,60 72,40 50,00 25,60 94,50 13,50 
010 58,60 80,40 48,10 48,20 95,10 40,00 
012 0,00 62,50 - 0 98,90 0,00 
015 0,00 58,80 - - 79,40 0,00 
016 52,20 69,40 65,20 46,20 90,10 23,10 
020 30,00 72,80 - 13,40 92,90 0,00 
022 8,00 45,00 - 86,70 59,00 0,00 
026 16,70 87,10 66,70 17,40 96,30 6,30 
030 69,90 40,30 - 45,30 85,80 0,00 
031 58,80 84,10 58,10 52,60 93,10 36,70 
035 20,00 92,20 - 50,00 93,70 0,00 
036 2,60 70,60 97,50 3,80 94,40 36,80 
041 57,30 70,00 - 67,00 94,60 0,00 
046 39,10 8,60 76,20 28,10 94,10 39,00 
053 33,30 47,30 48,10 20,00 78,00 31,30 
 
Tab. 4.: Výsledky učení sítě pro jednotlivé pacienty, jiný způsob tvorby trénovací množiny 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 82,60 74,30 75,70 38,80 94,60 49,10 
010 41,80 63,60 82,40 61,30 88,60 14,30 
012 16,70 62,00 0,00 1,3 98,30 0,00 
015 69,20 56,50 - 75,00 86,70 0,00 
016 100,00 70,60 43,80 16,00 93,30 29,20 
020 48,40 48,30 57,40 18,50 90,60 35,20 
022 36,70 54,90 - 62,50 62,60 0,00 
026 45,00 64,00 85,70 79,40 70,20 6,20 
030 49,00 77,50 77,80 60,00 89,00 23,00 
031 52,90 78,00 76,20 40,90 94,50 53,90 
035 91,30 66,20 41,70 21,00 98,70 44,40 
036 16,70 67,30 74,60 2,70 92,50 52,10 
041 69,30 75,00 90,50 85,20 90,70 26,80 
046 8,00 43,60 96,80 6,90 92,60 40,70 
053 41,50 47,60 41,30 22,10 80,20 27,10 
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Ve výsledcích v Tab. 4 je patrné snížení počtu pacientů, v jejichž testovací 
množině nebyly epochy REM vůbec zastoupeny. Jedná se již pouze o pacienty č. 015 a 
022. Porovnáním s Tab. 2 je vidět, že se jedná o pacienty s velmi nízkým počtem těchto 
fází. Lze tedy říci, že tito pacienti měli REM stádium spánku pouze v poslední třetině 
trvání spánku. Celkově ovšem nízká prediktivita REM i W stádia v tomto testování 
značí, že mnoho těchto epoch bylo falešně pozitivních.  
Posledním testováním byla metoda Leave-one-out cross-validation. Výsledky jsou 
uvedeny v Tab. 5. Do testovací množiny byla použita data pacienta, uvedeného vždy 
v levém sloupci tabulky. Data zbylých pacientů byla použita jako trénovací množina. 
Pro testování rekurentní sítě nebyla data ani jedné z množin promíchávána, aby byla 
zachována jejich posloupnost. 
Tab. 5.: Výsledky Leave-one-out testování, metoda s využitím energetických příznakových 
vektorů 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 83,60 92,90 0,00 54,40 85,60 - 
010 52,40 83,60 0,90 44,90 73,30 33,30 
012 26,10 99,50 0,90 50 85,10 100,00 
015 32,60 95,20 11,40 85,80 60,30 50,00 
016 63,30 75,10 0,00 27,70 84,90 0,00 
020 72,80 83,70 0,00 27,80 91,70 - 
022 79,50 58,20 0,00 66,50 68,00 - 
026 35,70 98,40 0,00 81,70 70,00 - 
030 10,90 99,60 0,00 100,00 81,60 0,00 
031 40,20 99,30 1,40 88,10 73,40 100,00 
035 68,40 81,20 0,00 40,90 89,60 0,00 
036 0,50 98,90 3,10 33,30 74,30 38,50 
041 34,50 97,20 0,90 78,20 71,60 14,30 
046 24,50 97,20 0,00 61,90 65,60 0,00 
053 60,10 79,80 0,00 45,60 59,80 0,00 
 
Z chybějících hodnot pozitivní prediktivity je patrné, že síť na výstupu vůbec 
neklasifikovala REM stádium hned u několika pacientů (č. 005, 020, 022,026). Celkově 
jsou hodnoty senzitivity pro REM stádia ve většině případů nulová. Při tomto typu 
testování se rekurentní síť vůbec neosvědčila.  
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Při testování byla vyzkoušena i tvorba trénovací i testovací množiny stejným 
způsobem, jako u následujících dvou metod. Data byla rozdělena na dvě třetiny, tvořící 
trénovací množinu, a třetinu tvořící testovací množinu, Každá množina zvlášť byla 
promíchána, čímž se odstranila posloupnost dat. Pro některá testování a různé pacienty 
byly výsledky nepatrně lepší, přesto vykazovaly velmi nízkou úspěšnost klasifikace 
REM fází. Při testování se tedy buď nepodařilo dosáhnout optimálně vytvořené 
trénovací množiny, nebo není rekurentní síť vhodná pro klasifikaci těchto dat.  
4.2 Zhodnocení úspěšnosti klasifikace s využitím dopředné 
neuronové sítě a Welchovy spektrální analýzy 
Testování úspěšnosti klasifikace pomocí této metody bylo provedeno více způsoby. 
Prvním testováním byla klasifikace dvěma typy neuronových sítí. Testována byla 
dopředná síť feedforwardnet a síť pro klasifikaci vzorů patternnet. Trénovací a 
testovací množina byly vytvořeny z dat všech 15 pacientů tak, že do trénovací množiny 
připadly vždy 2/3 epoch všech stádií a zbylé epochy tvořily testovací množinu.  
 
Obr. 25.: Graf senzitivity a pozitivní prediktivity pro různé počty neuronů skryté vrstvy při 
klasifikaci dopřednou sítí 
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Obr. 26.: Graf senzitivity a prediktivity pro různé počty neuronů ve skryté vrstvě při klasifikaci 
sítí patternnet 
Výsledné senzitivity a pozitivní prediktivity jsou získány vždy zprůměrováním tří 
výsledků klasifikace. U sítě, klasifikující vzory (viz Obr. 26) jsou hodnoty senzitivity a 
pozitivní prediktivity velmi podobné. Dopředná síť (viz Obr. 25) vykazuje vyšší 
hodnotu senzitivity i prediktivity, než druhá testovaná síť. Od 6 neuronů výše už se 
hodnota senzitivity a pozitivní prediktivity příliš nemění. Tento typ sítě spolu 
se 6 neurony ve skryté vrstvě byly použity pro další analýzy.  
Dalším z testování bylo učení sítě na každém pacientovi zvlášť. Tím lze ověřit 
použitelnost příznakového vektoru pro klasifikaci. Trénovací množina byla pro každého 
pacienta vytvořena vždy ze 2/3 všech epoch W, NREM i REM. Zbylá data tvořila 
testovací množinu. V tomto případě tedy trénovací množina byla větší, než testovací 
množina. Výsledky tohoto testování jsou uvedeny v Tab. 6. V tabulce jsou rozepsány 
hodnoty senzitivity a pozitivní prediktivity v procentech pro všechna klasifikovaná 
spánková stádia a jednotlivé pacienty.  
V Tab. 6 nechybí žádné hodnoty u pozitivní prediktivity, což znamená, že síť na 
výstupu klasifikovala u každého pacienta všechna stádia. U pacienta č. 012 byla ovšem 
všechna W stádia falešně pozitivní. U 100% senzitivity REM stádií je obvykle nízká 
prediktivita (až na pacienty č. 010 a 041), což znamená, že síť vyhodnotila velké 
množství epoch jako falešně pozitivní REM. Vysoké hodnoty prediktivity značí, že 
u daného stádia byl malý počet falešně pozitivních epoch.   
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Tab. 6.: Výsledky učení sítě pro jednotlivé pacienty, trénovací množina tvořena 2/3 epoch všech 
spánkových stádií 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 53,30 85,20 92,50 88,90 98,80 44,00 
010 67,60 77,60 100,00 59,30 86,60 80,90 
012 0,00 99,20 71,10 0 96,50 100,00 
015 61,30 84,90 100,00 82,90 77,10 50,00 
016 50,00 81,60 45,20 52,60 93,90 23,30 
020 35,50 59,40 100,00 91,70 96,80 24,80 
022 44,10 65,30 100,00 77,80 66,40 14,70 
026 93,70 78,00 84,20 83,10 95,80 48,50 
030 32,80 74,90 100,00 57,60 90,70 14,60 
031 96,80 86,00 95,70 81,10 98,70 70,30 
035 82,40 70,80 100,00 65,60 98,20 28,60 
036 45,50 81,90 50,00 62,50 83,50 42,20 
041 60,60 95,00 100,00 95,20 89,20 77,10 
046 51,40 76,50 98,30 90,00 95,50 54,20 
053 32,90 48,50 86,80 32,90 52,90 74,70 
 
Při třetím testování byla použita metoda tzv. Leave-one-out cross validation. 
Testovací množina byla tvořena vždy daty pacienta, uvedeného v levém sloupci, 
zatímco síť se trénovala na všech zbylých datech. Výsledky jsou uvedeny v Tab. 7  
Tab. 7.: Výsledky Leave-one-out testování, metoda Welchovy spektrální analýzy 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 58,20 98,80 0,00 88,60 77,70 0,00 
010 53,30 89,60 78,30 68,90 81,70 81,80 
012 60,90 98,40 76,50 35,90 97,90 92,60 
015 87,70 77,90 72,70 76,90 87,80 72,70 
016 77,50 79,60 32,60 47,90 94,50 25,90 
020 34,80 87,60 82,30 78,00 88,80 51,00 
022 72,70 36,20 45,50 62,70 64,30 12,60 
026 60,10 96,40 17,40 87,70 77,50 50,00 
030 42,50 98,20 0,00 85,10 85,10 0,00 
031 54,30 99,10 0,00 90,90 74,40 - 
035 84,90 88,30 47,50 62,90 96,30 45,30 
036 43,30 80,80 53,40 21,00 94,40 47,00 
041 68,50 97,50 74,10 92,50 88,10 83,80 
046 43,40 91,40 78,00 53,50 89,10 75,00 
053 67,90 74,30 38,00 64,30 63,40 62,40 
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Na výsledcích tohoto testování je vidět, že u pacienta č. 031 síť nevyhodnotila 
žádnou epochu jako REM. U pacientů č. 005 a 030 byly všechny REM epochy falešně 
pozitivní.  
4.3 Zhodnocení úspěšnosti klasifikace s využitím umělé 
neuronové sítě pro klasifikaci vzorů a Hilbert-Huangovy 
transformace  
Pro vyhodnocení úspěšnosti klasifikace touto metodou bylo rovněž provedeno několik 
různých testování. Prvním testováním byla závislost senzitivity a pozitivní prediktivity 
na počtu neuronů ve skryté vrstvě. Výsledné hodnoty byly získány zprůměrováním 
výsledků tří testování. Graf s výsledky je na Obr. 27. Obě hodnoty pomalu narůstaly do 
počtu 5 neuronů, pak se již výrazně nezlepšily. Při všech dalších testováních byla tedy 
použita neuronová síť pro rozpoznávání vzorů (patternnet) s 5 neurony ve skryté 
vrstvě.  
 
Obr. 27.: Graf senzitivity a pozitivní prediktivity pro různý počet neuronů skryté vrstvy 
Pro posouzení použitelnosti příznakového vektoru byla opět sít učena na 
jednotlivé pacienty. Toto testování bylo provedeno dvakrát s rozdílně vytvořenými 
trénovacími a testovacími množinami z důvodu, že výsledky testování s první trénovací 
množinou obsahovaly příliš mnoho nulových hodnot.  
První trénovací množina byla tedy tvořena vždy 2/3 všech stádií, zbylá 1/3 pak 
tvořila testovací množinu. Výsledky jsou uvedeny v Tab. 8.  
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Tab. 8.: Výsledky klasifikace pro jednotlivé pacienty, pevně daná tvorba trénovací množiny 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 91,10 92,10 50,00 68,30 96,70 58,80 
010 74,60 72,10 100,00 55,80 88,00 80,90 
012 0,00 93,10 94,70 - 96,60 65,50 
015 0,00 93,10 94,70 - 96,60 65,50 
016 55,00 86,50 87,10 61,10 89,90 62,80 
020 64,50 84,70 0,00 68,30 84,70 - 
022 82,50 66,90 0,00 70,20 76,00 - 
026 78,50 82,00 94,70 100,00 97,70 40,90 
030 0,00 100,00 0,00 - 78,70 - 
031 100,00 76,00 87,20 48,40 96,50 78,80 
035 80,40 67,70 65,00 51,90 96,80 21,70 
036 0,00 82,40 90,70 - 89,40 52,70 
041 66,70 93,50 100,00 84,60 90,30 84,10 
046 88,60 74,10 94,90 63,30 96,10 67,50 
053 67,10 61,40 94,10 54,40 87,10 71,10 
 
Tab. 9.: Výsledky klasifikace pro jednotlivé pacienty, adaptivní tvorba trénovací množiny 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 94,30 78,10 37,50 56,80 99,60 20,00 
010 77,00 61,90 100,00 55,60 95,60 38,80 
012 0,00 70,40 86,00 0,00 98,20 29,60 
015 50,50 71,20 93,30 64,20 61,00 56,00 
 
94,90 80,00 90,30 45,20 98,90 56,00 
020 74,20 53,50 100,00 25,00 100,00 20,50 
022 40,80 69,40 27,30 63,80 45,90 30,00 
026 67,70 74,20 100,00 79,60 100,00 23,60 
030 31,30 57,90 100,00 83,90 81,60 3,90 
031 100,00 70,00 85,00 24,40 98,00 80,00 
035 29,70 80,30 100,00 76,70 98,20 10,60 
036 59,10 21,10 16,90 3,10 97,30 17,20 
041 66,40 89,60 100,00 69,80 92,80 66,10 
046 97,10 43,40 84,90 17,40 99,20 84,10 
053 92,60 308,00 98,50 34,10 96,40 63,20 
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Druhá trénovací množina byla vytvářena v poměru 1:3:1 v závislosti na množství 
W a REM fází. Pokud bylo méně epoch REM, trénovací množina sestávala z 2/3 všech 
REM epoch, stejného počtu W epoch a trojnásobného počtu NREM epoch. Pokud bylo 
méně epoch W, byla množina obdobně vytvořena na základě 2/3 všech W epoch Zbylá 
data vždy utvořila testovací množinu. Pouze pro pacienta č. 053 byl počet NREM epoch 
taktéž 2/3 délky W nebo REM, protože tento pacient měl velmi podobné množství 
všech stádií. U tohoto způsobu tvorby trénovací a testovací množiny byla testovací 
množina větší, než trénovací. Výsledky testování jsou uvedeny v Tab. 9, kde jsou opět 
rozepsány hodnoty senzitivity a pozitivní prediktivity v procentech.  
Při porovnání obou tabulek si lze povšimnout, že některé hodnoty se mezi sebou 
výrazně liší. První trénovací množina má výrazně vyšší počet nulových hodnot 
senzitivity pro stádia W a REM. Nulová hodnota senzitivity společně s chybějící 
hodnotou pozitivní prediktivity značí, že síť dané stádium nevyhodnotila na výstupu ani 
jednou. V Tab. 8 je tomu tak u pacientů 012, 015, 030 a 036 pro W stádium a pro 
pacienty 020, 022 a 030 pro REM stádium. Podle dat v Tab. 2 lze říci, že nulový počet 
klasifikovaných stádií ve většině případů odpovídá tomu, že pacientova data obsahovala 
daných stádií velmi nízký počet.  
Druhá trénovací množina má u některých pacientů nižší hodnoty senzitivity pro 
NREM stádium, zřejmě způsobené právě tím, že v trénovací množině bylo toto stádium 
zastoupeno v nižším počtu Při takto vytvořené trénovací množině je ve výsledku 
mnohem nižší počet nulových senzitivit pro REM stádium. Zároveň ale nízká 
prediktivita REM a W spolu s nižší senzitivitou NREM značí, že síť vyhodnotila velké 
množství NREM fází jako falešně pozitivní REM a W stádia.  
Posledním testováním byla opět metoda Leave-one-out cross validation. Tab. 10 
obsahuje výsledky tohoto testování. Při testování pacienta 005 nedošlo k žádné 
klasifikaci REM stádia. U pacienta 012 vůbec nedošlo k natrénování sítě na W stádium, 
ze všech pacientů měl ovšem epoch tohoto stádia nejméně (viz Tab. 2).  
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Tab. 10.: Výsledky Leave-one-out testování, metoda HHT 
  Senzitivita [%] Pozitivní prediktivita [%] 
pacient W NREM REM W NREM REM 
005 85,80 97,20 0,00 75,20 82,40 - 
010 75,90 91,60 95,70 84,30 91,80 80,30 
012 0,00 98,50 84,30 - 96,40 79,50 
015 91,60 83,70 93,20 83,40 93,60 74,50 
016 66,70 94,20 73,90 76,90 92,10 72,30 
020 73,90 78,60 68,80 43,90 90,30 58,90 
022 74,10 76,30 12,10 75,40 71,20 26,70 
026 81,50 96,70 27,00 92,40 82,60 81,60 
030 71,80 94,20 25,00 73,50 90,70 90,00 
031 75,00 96,60 36,20 82,10 82,20 92,70 
035 78,90 83,20 75,40 68,60 97,60 33,30 
036 22,40 83,50 98,80 75,00 95,60 55,10 
041 72,10 94,70 100,00 87,10 92,80 83,60 
046 66,00 91,00 28,20 37,60 85,30 78,10 
053 63,30 95,50 78,00 89,00 75,30 98,80 
4.4 Porovnání úspěšnosti klasifikace jednotlivými metodami 
Pro porovnání úspěšnosti klasifikace při testování metodou Leave-one-out byly použity 
průměrné hodnoty senzitivity a prediktivity od všech pacientů pro každou použitou 
klasifikační metodu. Výsledky porovnání senzitivit jsou znázorněny v grafu na Obr. 28, 
výsledky porovnání pozitivních prediktivit jsou znázorňuje graf na Obr. 29.  
 
Obr. 28.: Sloupcový graf senzitivit pro všechna stádia a jednotlivé metody 
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Obr. 29.: Sloupcový graf pozitivních prediktivit pro všechna stádia a jednotlivé metody 
Pro stádium W vychází nejvyšší průměrná senzitivita pro metodu klasifikace s 
využitím Hilbert-Huangovy transformace a sítě klasifikující vzory. Tato metoda má 
nejvyšší průměrnou senzitivitu i pro NREM stádium. Naopak nejvyšší průměrná 
senzitivita pro REM stádium byla u metody využívající Welchovu spektrální analýzu a 
dopřednou síť. Celkově nejnižší senzitivita byla pro REM stádium a metodu s využitím 
energetického příznakového vektoru a rekurentní sítě. Tato metoda má nejnižší 
průměrnou senzitivitu i pro stádium W.  
Při porovnání průměrných hodnot pozitivní prediktivity jsou nejlepší výsledky pro 
všechna stádia u metody s využitím Hilbert-Huangovy transformace a sítě klasifikující 
vzory. Nejhorší výsledky průměrné pozitivní prediktivity pro všechna stádia jsou u 
metody s využitím energetického příznakového vektoru a rekurentní sítě. Celkově 
nejvyšší průměrná prediktivita vychází u všech metod pro stádium NREM, což by 
odpovídalo skutečnosti, že u většiny pacientů je toto stádium nejvíce zastoupené.  
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Dále byla porovnána úspěšnost klasifikace pro všech 15 pacientů najednou. V 
grafu na Obr. 30 jsou znázorněny hodnoty odpovídající parametrům sítě, použitým při 
všech testováních.  
 
Obr. 30.: Sloupcový graf senzitivit a pozitivních prediktivit pro jednotlivé klasifikační metody 
Nejvyšší senzitivita i pozitivní prediktivita pro učení sítě na datech všech pacientů 
vychází pro metodu s využitím Hilbert-Huangovy transformace a sítě klasifikující 
vzory. Celkově nejnižší hodnoty jsou u metody s využitím energetického příznakového 
vektoru a rekurentní sítě.  
Porovnání úspěšnosti klasifikace při učení sítě na jednotlivých pacientech je 
složitější, protože výsledky v rámci jednotlivých metod se lišily v závislosti na tvorbě 
trénovací množiny. Celkově nejnižší úspěšnost tohoto testování je zřejmě u metody s 
využitím energetických příznakových vektorů a rekurentní sítě, ovlivněné špatně 
vytvořenou trénovací a testovací množinou. Výsledky testování metody s využitím 
Welchovy spektrální analýzy a dopředné sítě jsou přibližně srovnatelné s metodou s 
využitím Hilbert-Huangovy transformace a sítě klasifikující vzory, ovšem pouze při 
trénovací množině vytvořené adaptivně v závislosti na počtu W a REM fází.  
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5 Závěr 
Úvod této bakalářské práce je věnován rešerši problematiky polysomnografického 
měření. Je zde popsán princip a význam polysomnografie a všechna měření, ze kterých 
sestává. Dále je zde uveden popis několika metod klasifikace spánkových stádií se 
zaměřením zejména na využití elektroencefalografického signálu.  
Praktická část práce se zabývá popisem a realizací tří metod klasifikace 
v programu Matlab. Ze stávajících metod byla vybrána klasifikace pomocí Elmanovy 
rekurentní umělé neuronové sítě s využitím energetických vektorů EEG signálu, 
publikovaná ve studii [3].Příznakový vektor byl vytvořen podle uvedené metody, při 
většině testování ale byla Elmanova síť nahrazena doporučovanou rekurentní sítí. 
Výsledky klasifikace jsou uvedeny v kapitole 4.1. Oproti výsledkům prezentovaným 
v původní studii jsou získané výsledky výrazně horší. Vzhledem k velmi nízkým 
hodnotám senzitivity a pozitivní prediktivity zejména pro REM stádium by v tomto 
provedení metoda reálně nemohla být použita pro klasifikaci.  
Jako další byla zpracována metoda klasifikace pomocí dopředné neuronové sítě 
s využitím Welchovy spektrální analýzy. Tvorba příznakového vektoru byla inspirována 
metodou publikovanou ve studii [15]. Příznakový vektor byl navíc ještě rozšířen 
o výpočet rozptylu a o hodnoty minim a maxim obdobně zpracovaného signálu EOG. 
Pro klasifikaci byla použita dopředná neuronová síť. Výsledky testování klasifikace 
touto metodou jsou uvedeny v kapitole 4.2. Oproti výše uvedené metodě jsou výsledky 
lepší. I přesto při Leave-one-out křížové validaci byla zaznamenána nižší senzitivita pro 
W stádium a nižší pozitivní prediktivita pro REM stádium.  
Poslední realizovaná metoda byla metoda klasifikace pomocí sítě klasifikující 
vzory s využitím Hilbert-Huangovy transformace. Výsledky této metody jsou popsány 
v kapitole 4.3. Tato metoda měla nejvyšší hodnoty senzitivity i pozitivní prediktivity 
téměř ve všech analýzách. Pouze senzitivita pro REM stádia při Leave-one-out křížové 
validaci byla nižší. Z celkového porovnání vychází tato metoda nejlépe.  
Při posuzování výsledků je nutné zohlednit, že data pochází od pacientů 
s diagnostikovaným metabolickým syndromem, tudíž s početným výskytem spánkové 
apnoe. Jejich spánek z důvodu častého probouzení obvykle není charakterizován 
typickými cykly, ve kterých spánek postupně prochází stádii W, NREM a REM. Někteří 
z pacientů měli velmi nízký počet epoch REM stádia (viz Tab. 2), což také může 
ovlivnit výsledek klasifikace.  
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Testování jednotlivých metod ukázalo, že výsledek klasifikace závisí nejen na 
zpracování příznakového vektoru, ale ve velké míře také na tvorbě trénovací a testovací 
množiny pro neuronovou síť. Taktéž volba typu umělé neuronové sítě a počet neuronů 
ve skryté vrstvě může ovlivnit výsledek.   
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Seznam zkratek 
PSG  polysomnografie, komplexní vyšetření spánku 
EEG  elektroencefalografie, záznam elektrických signálů mozku 
EOG  elektrookulografie, záznam signálů vznikajících při pohybu očí 
EMG  elektromyografie, záznam svalové aktivity 
EKG  elektrokardiografie, záznam signálů vznikajících při činnosti srdce 
REM  rapid eye movement, tj. rychlé oční pohyby; také označení 
spánkového stádia s typickým výskytem těchto pohybů  
NREM  non-rapid eye movement, spánkové stádium s nepřítomností rychlých 
očních pohybů 
SEM  slow eye movement, tj. pomalé oční pohyby 
W  wakefullness, označení bdělosti jakožto spánkového stádia  
SWS  slow wave sleep, tj. spánek s výskytem pomalých vln 
AASM  American Academy of Sleep Medicine, tj. Americká akademie 
spánkové medicíny; taktéž zkratka pro skórovací manuál 
R&K  Rechtschaffen& Kales, skórovací manuál pro klasifikaci spánkových 
stádií  
MP  Matching Pursuit, metoda zpracování signálu v časově-frekvenční 
oblasti 
ANN  artifical neural network, tj. umělá neuronová síť 
FFT  Fast Fourier Transform, tj. rychlá Fourierova transformace 
STFT  Short Time Fourier Transform, tj. krátkodobá Fourierova 
transformace 
Ag/AgCl  stříbrná elektroda pokrytá vrstvou chloridu stříbrného 
EMD  Empirical mode decomposition, metoda rozkladu signálu 
IMF  Intrinsic Mode Function, vnitřní funkce (signál) 
LOOCV  Leave-one-out cross-validation, metoda křížové validace 
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Seznam příloh 
K práci je přiloženo CD, které obsahuje elektronickou verzi práce, zdrojové kódy 
jednotlivých metod zpracované v programu Matlab a textový soubor, popisující tyto 
kódy.  
