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Abstract 14 
We evaluated the potential of a multi-temporal Multiple Endmember Spectral Mixture 15 
Analysis (MESMA) for invasive species mapping in Hawaiian rainforests. Earth Observing-1 16 
Hyperion time series data were compiled in a single image cube and ingested into MESMA. 17 
While the temporal analysis provided a way to incorporate species phenology, a feature 18 
selection technique automatically identified the best time and best spectral feature set to 19 
optimize the separability among the native and invasive tree species in our study area. We 20 
initiated an alternative Separability Index (SI)-based feature selection approach in which a 21 
boundary condition reduced the amount of correlation in the selected spectral subset. We 22 
hypothesized that redundant spectral information could be avoided, and improved plant 23 
detection accuracy could be achieved, with reduced computational time due to the selection of 24 
fewer bands in the mixture analysis. Our analysis showed a systematic increase in the 25 
invasive species detection success when we compared the output of multi-temporal MESMA 26 
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(Kappa = 0.78) with that of the traditional unitemporal approach (Kappa = 0.51 - 0.69). Even 27 
for unitemporal MESMA, in which only a single input image was used, the band selection 28 
strategy was beneficial both in plant detection accuracy and computational time. We could 29 
further demonstrate that, despite a lack of imagery covering all phenological events, a proper 30 
band selection strategy can emphasize subtle spectral and phenological differences between 31 
species and can thereby partly compensate for this lack of data. This creates opportunities for 32 
mapping in areas where cloud cover is a limiting factor for building extended spectral image 33 
time series. This approach is sufficiently general and inherently adaptive, thereby supporting 34 
species mapping using Hyperion and forthcoming space-borne imaging spectrometers.  35 
 36 
1. Introduction 37 
The rapid spread of non-native invasive plant species is currently considered one of the most 38 
significant threats to global biodiversity and ecosystem functioning (Vitousek et al., 1997). 39 
Remote detection, mapping and monitoring of biological invasion are critical components of 40 
conservation and management efforts, but the high spectral similarity between plant species  41 
often complicates spectral image interpretation (Zhang et al., 2006). Recent developments in 42 
hyperspectral remote sensing offer potential advantages. As opposed to traditional multi-43 
spectral sensors, hyperspectral sensors provide detailed spectra allowing a better 44 
discrimination between plant species (Clark et al., 2005). Airborne hyperspectral sensors have 45 
demonstrated potential for invasive species mapping (e.g., Underwood et al., 2003; Parker & 46 
Hunt, 2004; Glenn et al., 2005; Lawrence et al., 2006; Hestir et al., 2008) but the relatively 47 
high cost of aerial surveys and the consequent lack of year-round monitoring are known 48 
limitations for setting up a continuous monitoring program over large areas (review by He et 49 
al., 2011). 50 
 51 
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Space-borne hyperspectral sensors, such as the Earth Observing-1 Hyperion, the upcoming 52 
Environmental Mapping and Analysis Program (EnMap), Hyperspectral Infrared Imager 53 
(HyspIRI) and Precursore Iperspettrale della Missione Applicativa (Prisma) missions, might 54 
provide a powerful alternative. Space-borne imaging spectroscopy provides spectral detail, 55 
systematic revisits and global coverage, but inevitably comes with a decreased spatial detail. 56 
Hyperion’s ground sampling distance of 30 m consequently results in image pixels composed 57 
of mixtures of different ground components (e.g. invasive species, native species, soil, 58 
shadow), potentially limiting the ability for invasive species detection (Huang & Asner, 59 
2009). Multiple Endmember Spectral Mixture Analysis (MESMA), a common technique 60 
providing sub-pixel cover distribution maps, is generally used to address this mixture problem 61 
(Roberts et al., 1998). Its accuracy remains moderate, however, when dealing with mixtures 62 
composed of highly similar vegetation endmembers (review by Somers et al., 2011). 63 
 64 
Hyperion’s ability to systematically revisit targeted areas, opens new perspectives to reduce 65 
these spectral similarity issues. By combining spectral information from different periods of 66 
the growing season, phenological differences between plant species can be captured, 67 
consequently improving overall detection and mapping accuracy. Although this hypothesis is 68 
well acknowledged, the number of studies evaluating seasonal spectral separability among 69 
plant species is limited. The effects of vegetation phenology on species mapping in the 70 
Californian chaparral were studied by Dennison & Roberts (2003). More recently, Hesketh & 71 
Sanchez-Azofeifa (2012) evaluated the seasonal leaf-level spectral separability in the dry 72 
forests of Panama. In our previous work, we clearly demonstrated the benefits of integrating 73 
Hyperion time series data in MESMA for invasive species mapping in the Hawaiian 74 
rainforests (Somers & Asner, 2012a). We observed a significant increase in invasive species 75 
detection success when spectral information from different moments in the growing season 76 
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was integrated into MESMA. We developed a multi-step method that resulted in a composite 77 
image built from the four spectral regions (visible (VIS), near-infrared-1 (NIR1), NIR2, and 78 
short-wave infrared (SWIR)), each taken from different months. Although we could clearly 79 
demonstrate the benefit of such a multi-temporal hyperspectral unmixing approach for 80 
invasive species detection, the simple image stacking approach is not optimal because:  81 
(1) it does not allow us to address or highlight subtle phenological events that often only 82 
express themselves as spectral differences among narrow wavebands, rather than by changing 83 
the reflectance of all bands in one of the four broad spectral regions (e.g. changes in 84 
chlorophyll a pigmentation will only result in notable changes in a small waveband zone 85 
around the 680 nm absorption peak; Richardson et al., 2002). Some of these subtle but 86 
possibly important phenological events and spectral differences will, as such, be masked or 87 
missed in our simplified image stacking approach since, for each broad spectral region, the 88 
spectral information is extracted from the same image or from the same month.  89 
(2) the stacking approach does not allow us to include spectral information from the same 90 
spectral bands but from a different moment in the growing season. Each band could only be 91 
used once. Again this means that we are not able to incorporate phenology fully because it is 92 
possible that two independent phenological events (e.g. one in winter, the other one in 93 
summer) both affect the same spectral region. Optimal spectral separability between the 94 
species would thus require the same band from two seasons to be incorporated into MESMA. 95 
 96 
We hypothesize that to fully exploit the differences in plant phenology and optimize spectral 97 
separabality between the native and invasive species, we need to integrate multi-temporal 98 
unmixing and automated feature extraction. Asner & Lobell (2000) were the first to highlight 99 
the benefits of feature selection in spectral mixture analysis. Previous studies had already 100 
revealed that the SWIR2 spectral information (2000-2500 nm) is useful to separate leaf, litter 101 
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and soil material (Roberts et al., 1993; Asner et al., 2000; Daughtry, 2001). Asner & Lobell 102 
(2000), therefore only used SWIR2 information in their iterative and automated spectral 103 
unmixing algorithm called AutoSWIR. Although successfully tested in several ecosystems, 104 
the applicability of AutoSWIR requires high-fidelity SWIR2 measurements, which are not 105 
currently available from Earth-orbiting imaging spectrometers. Somers et al. (2010) presented 106 
an alternative, more flexible band selection approach for unmixing, referred to as Stable Zone 107 
Unmixing (SZU). The wavelength sensitivity towards spectral variability is assessed prior to 108 
unmixing using the Stability Index (SI), defined as the ratio of the inter-class to the intra-class 109 
endmember variability. As opposed to AutoSWIR, SZU has the advantage of automatically 110 
adapting the selected spectral subset to each specific scenario, i.e. the sensor performance, the 111 
spectral heterogeneity of the image scene and the spectral separability among the presented 112 
endmembers or land cover classes. Although successfully tested on in situ measured 113 
hyperspectral data, the performance of the SZU on actual hyperspectral images has not yet 114 
been evaluated.  115 
 116 
Although not accounted for in AutoSWIR and SZU, we acknowledge that adjacent 117 
wavebands in hyperspectral imagery are often highly correlated (Delalieux et al., 2007). 118 
Potential additional gains in detection accuracy as well as in the computational/running time 119 
are, however, expected when only de-correlated spectral information is considered in the 120 
mixture analysis. Although statistical feature selection methods based on Principal 121 
Components Analysis (PCA; Miao et al., 2006) and Discrete Cosine Transform (DCT; Li, 122 
2004) can significantly reduce the dimensionality of spectral data, they do not systematically 123 
improve abundance estimations (Li, 2004). These statistical band selection techniques select 124 
de-correlated spectral features that explain most of the observed spectral variation in the 125 
image. Yet, these spectral subsets do not necessarily optimize the spectral separability 126 
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between the present endmembers (e.g., natives vs invasives) as is the case for the SI-based 127 
band selection in SZU. We therefore propose an alternative SI-based selection protocol in 128 
which an additional boundary condition reduces the amount of correlation in the selected 129 
spectral subset. It is anticipated that such an approach should improve the accuracy of SZU 130 
and other spectral unmixing approaches.  131 
 132 
The main objective of this study was to evaluate the potential of combining a time series of 133 
hyperspectral images and an automated feature selection technique in MESMA for species 134 
detection and mapping in rainforests. While the temporal analysis provides a way to 135 
incorporate vegetation phenology, the feature selection technique automatically identifies the 136 
best time and best spectral feature set to optimize the separability among the endmembers, 137 
potentially boosting the accuracy of plant species detection. A modified SI-based feature 138 
selection approach in which a boundary condition is set that forces the selection of de-139 
correlated wavebands is tested on a time series of six Hyperion images covering a Hawaiian 140 
rainforest area. The ultimate goal is to improve the detection of invasive tree species in this 141 
complex rainforest ecosystem, as a model approach for use in any forested region. 142 
 143 
2. Materials and Methods 144 
 145 
2.1.Study Area & Species Phenology 146 
Our study was conducted in a 300 ha montane rainforest area (19° 24’ 00” N, 115° 14’ 50” 147 
W) in the Hawaii Volcanoes National Park (HAVO) on the Island of Hawaii (Figure 1). The 148 
HAVO area is located at approximately 1,200 m above sea level and is characterized by a 149 
mean annual rainfall of 2,500 mm (Giambelluca et al., 1986). Daily average temperatures 150 
vary between 14°C in winter and 17°C in summer (Armstrong, 1983). The native Hawaiian 151 
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forests in our study area were once entirely dominated by the Metrosideros polymorpha tree 152 
species with an understory mostly comprised of ferns Cibotium glaucum and Dicranopteris 153 
linearis (Vitousek et al., 1987). However, in the last 50-60 years, these native forests have 154 
progressively been invaded by the nitrogen (N) fixing tree Morella faya, introduced from the 155 
Azores into Hawaii about fifty years ago (Vitousek et al., 1987). By enriching the N content 156 
of the otherwise low fertility soils, while shading out nearly all other species, Morella faya is 157 
drastically altering the nutrient balance and structure of the native Metrosideros forests (Hall 158 
& Asner, 2007), and is seen as one of the main threats to native biodiversity (Vitousek & 159 
Walker, 1989).  160 
 161 
[Insert Figure 1 around here] 162 
 163 
Ground-based measurements (Asner et al., 2008b) show that the Metrosideros trees in this 164 
area are approximately 20 m tall and have a leaf area index (LAI) of about 3. With a LAI > 5 165 
the Morella trees have a competitive advantage over the native vegetation (Vitousek & 166 
Walker, 1989). In summer the difference in LAI between both species is even more 167 
pronounced due to intensive leaf flushing in Morella. The Morella trees exploit the favorable 168 
summer conditions with moderate rainfall and high photosynthetic active radiation to expand 169 
their canopy (Whiteaker & Gardner, 1992). By contrast, Metrosideros is a slow-growing 170 
hardwood native with a relatively stable canopy all year long, with only some minor increases 171 
in LAI in the summer (~1/2 LAI unit; Asner et al., 2006). This difference in LAI phenology 172 
spectrally translates itself in a higher NIR reflectance for Morella compared to Metrosideros. 173 
Similar to the trend in LAI the separability between the species NIR reflectances 174 
progressively increases towards the summer period, declining again in autumn and winter. 175 
This pattern was demonstrated when we recently analyzed the seasonal spectral properties of 176 
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Metrosideros and Morella trees in the Hawaii Volcanoes National Park (in which our study 177 
area is located) using a four-year time series of Hyperion imagery (Somers and Asner, 178 
2012b). The linkage between ground phenology and satellite phenology is illustratively 179 
shown in Figure 2.  180 
 181 
[Insert Figure 2 around here] 182 
The volcanic soils in the study area have little to no profile development and are very low in 183 
available N content (Vitousek et al., 1983). These low fertility soils explain the relatively low 184 
leaf N content of the native Metrosideros vegetation (0.7-0.9%). Due to its N-fixing capacity, 185 
the leaf N concentrations of Morella (1.5-1.9%; Asner et al., 2008b) are much higher. 186 
Consequently its litter systematically enriches soil fertility and in turn alters the ecosystem’s 187 
nutrient balance (Vitousek et al., 1983; Vitousek & Walker, 1989). In addition, similar to 188 
most other invaders, Morella shows higher leaf chlorophyll (Chl-a for Morella 53  g/cm² vs 189 
40  g/cm²; Chl-b for Morella 20  g/cm² vs 15  g/cm² for Metrosideros) and carotenoid 190 
concentrations (18  g/cm² and 12  g/cm² for Morella and Metrosideros respectively), and 191 
consequently shows lower reflectance in the visible wavebands due to an increased 192 
photosynthetic capacity and light-use efficiency compared to Metrosideros (Asner et al., 193 
2008b). During the winter, photosynthetic active radiation is low while rainfall is high. These 194 
unfavorable conditions cause a systematic yellowing of Morella foliage during the summer to 195 
winter transition period. In the winter-summer transition period, conditions change and leaf 196 
chlorophyll starts to built up again causing a progressive reduction in visible reflectance due 197 
to higher absorption of photosynthetic active radiation (Asner et al., 2006).  Destructive field 198 
measurements show low leaf water (45-55% mass basis) concentrations for Metrosideros 199 
forests and moderate leaf water (50-65%) concentrations for the stands dominated by Morella 200 
in the study area (Asner & Vitousek, 2005). This is supported by lower NIR1 and SWIR 201 
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reflectances for Morella compared to Metrosideros. During the hot summer conditions the 202 
differences in leaf water content, and consequently in NIR1 and SWIR reflectance, tend to 203 
minimize.  204 
 205 
2.2. Field Observations  206 
For our study we had a set of 60 field observations of tree species locations (27 for Morella 207 
faya and 33 for Metrosideros polymorpha; average uncertainty of ~2 m) acquired in January 208 
2005. The validation samples were collected using a stratified random approach in which 209 
classes of mapped species were used to create the sampling strata. Within each stratum, a 210 
random point was selected using a random number generator for a grid based on the imagery 211 
(Asner & Vitousek 2005). Each point indicates the presence of the species in the Hyperion 212 
image pixel.  213 
 214 
2.3.Hyperion time series 215 
For this study a time series of six cloud-free Hyperion image scenes covering our study area 216 
was available. We only used the images from August 2004 to July 2005 to coordinate 217 
classification results to the ground observations acquired in January 2005, i.e. all images fell 218 
within half a year of the field observations (section 2.2.). The EO-1 Hyperion sensor collects 219 
spectral information in 220 wavebands ranging from 400 to 2500 nm at a spatial resolution of 220 
30 m (Pearlman et al., 2003). The images were acquired in August, September, October 2004 221 
and January, March, July 2005 covering most of the major phenological events occurring 222 
within one year, i.e. flushing of Morella canopy in summer months (July, August, 223 
September), gradual yellowing of Morella leaves in the summer to winter transition period 224 
(October, January), gradual built up of chlorophyll and expansion of Morella canopy in the 225 
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summer-winter transition period (March) and the increased difference in canopy water content 226 
between both species in winter (January) (see section 2.1.; Figure 2).  227 
The time series data were geo-referenced and radiometrically processed at the Carnegie 228 
Institution for Science, Stanford, California. The ACORN-5LiBatch (Imspec LLC, Palmdale, 229 
CA) atmospheric correction model (visibility = 50 km, water vapor retrieved using the 940 230 
and 1140 nm absorption bands) was used to process each image to apparent surface 231 
reflectance. Subsequently, a destriping algorithm was applied to compensate for 232 
miscalibration between cross-track detectors. The down-track columns were summed, 233 
producing 256 values containing both a reflectance and calibration offset component; the 234 
reflectance was approximated by applying a Lee (1986) filter across the 256 values. Further, a 235 
cubic spline curve was fit to the 940 and 1140 nm water absorption bands to reduce the 236 
modeling effects introduced by atmospheric correction. Full details on the preprocessing can 237 
be found in Asner & Heidebrecht (2003). Due to its low signal to noise ratio (SNR) the 1800-238 
2500 nm Hyperion wavebands were not considered in further analysis.  239 
 240 
2.4. Multiple Endmember Spectral Mixture Analysis 241 
Multiple Endmember Spectral Mixture Analysis (MESMA; Roberts et al., 1998) was used to 242 
translate each Hyperion reflectance image into sub-pixel cover fraction maps of Metrosideros 243 
and Morella. MESMA modeled a mixed spectrum as a combination of its constituent spectral 244 
components or spectral endmembers (i.e. native and invasive tree species in our case) 245 
weighted by their fractional cover in the pixel:  246 
  Mfr   with   
m
j j
f
0
    and  10  jf    (1) 247 
where M is a n × m matrix of which each column corresponds to the spectral signal of a 248 
specific endmember or ground cover class and each row corresponds to a specific waveband. f 249 
is a column vector [f1,…,fm]
T
 that denotes the sub-pixel cover fractions occupied by each of 250 
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the m endmembers in the pixel. The portion of the spectrum that cannot be modeled is 251 
expressed as a residual term, ε. Sub-pixel endmember fractions were obtained by solving for 252 
the corresponding vector f such that 
2
i was minimized within the constraints of (1).  253 
 254 
In MESMA the endmember matrix M is allowed to vary on a per pixel basis to better model 255 
the inherent spectral variability within an image scene. In an iterative procedure, different 256 
endmember combinations, systematically selected from a spectral library, are used to 257 
decompose each pixel. The model with the best fit, i.e. with the lowest root mean square error 258 
(RMSE) in the reconstruction of the original pixel, is assigned to the pixel.  259 
 260 
Species specific spectral libraries for Morella and Metrosideros were required as input in 261 
MESMA. These were obtained from patches with approximately 100% Morella or 262 
Metrosideros cover as identified through a combination of field observations and an airborne, 263 
very high resolution image dataset (Asner & Vitousek, 2005). The  264 
Hyperion pixels that were located within these patches were selected to extract the species-265 
specific spectral information from the Hyperion time series. For each species 25 pixels from 266 
five individual patches were extracted. Shadowing and shading effects were treated as an 267 
integral part of the spectral properties of each species and were therefore not included as a 268 
separate endmember in MESMA, as per the techniques of Asner et al. (2008a). 269 
 270 
2.5.    Spectral Feature Selection for MESMA  271 
 272 
2.5.1. Stable Zone Unmixing 273 
To optimize the spectral separability between Morella and Metrosideros, we implemented the 274 
principles of Stable Zone Unmixing (SZU; Somers et al., 2010) into MESMA. This 275 
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automated feature extraction technique tries to maximize the spectral separability among 276 
endmembers by focusing the unmixing analysis on a subset of wavebands. First, the 277 
wavelengths’ sensitivity to spectral separability between the endmember libraries (of Morella 278 
and Metrosideros; as described in section 2.4) was evaluated using the Stability (or 279 
Separability) Index (SI), defined as the ratio of the inter-class and the intra-class variability: 280 
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 282 
where Rmean,1,i and Rmean,2,i are the mean reflectance values at wavelength i for endmember 283 
class 1 (e.g., Metrosideros) and endmember class 2 (e.g., Morella), respectively, whereas i,1  284 
and i,2  are the standard deviations of class 1 and 2, respectively. Higher SI values indicate 285 
better separability of the species in that specified waveband. By removing features from the 286 
analysis, however, spectral information is inevitably lost. Our aim was to obtain optimal cover 287 
fraction estimates and therefore a tradeoff was required between the number of spectral 288 
features included in the mixture analysis (i.e., ~ information) and the average SI of the 289 
considered features (i.e., ~ endmember variability/separability, noise).  290 
 291 
The tradeoff protocol is summarized as follows: (i) the available wavebands are ordered 292 
according to its SI; (ii) the relative change in SI between successive (ordered) wavebands, dSI, 293 
is evaluated against a tradeoff point. The tradeoff point, q, is the value of dSI at which fraction 294 
estimate accuracy does not change when additional spectral features are removed from the 295 
mixture analysis. For dSI > q accuracy drops when additional features are removed, the 296 
opposite is true for dSI < q. This inherently implies that the difference between q and dSI (dq) 297 
quantifies the amplitude by which fraction estimate accuracy increases/decreases by removing 298 
additional spectral features from the mixture analysis. In Somers et al. (2010) the tradeoff 299 
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point was optimized for a set of simulated hyperspectral scenes covering natural, semi-natural 300 
and urban environments. For each scene the correct cover fraction distribution was known 301 
(since it were simulations) and in an iterative process the tradeoff point q resulting in the 302 
highest unmixing accuracy was determined. Results showed that for all scenes the optimal 303 
tradeoff q was 0.015 a value which was also adopted in this study; (iii) the accumulated dq 304 
curve was calculated (DSI) and the trend of this curve was shown to demonstrate a consistent 305 
resemblance with the MESMA accuracy. In previous work the robustness of the approach was 306 
demonstrated for a set of urban and natural environments under differing conditions (Somers 307 
et al., 2010). Consequently, DSI modeled the trend in unmixing accuracy and its maximum 308 
indicated the number of wavebands needed for optimal cover fraction estimations. 309 
 310 
2.5.2. Reducing spectral correlation in the selected subset 311 
Here we propose an alternative SI driven feature selection approach, referred to as 312 
uncorrelated SZU (uSZU), in which a boundary condition reduces the amount of correlation 313 
in the selected spectral subset. We hypothesize that redundant spectral information could be 314 
avoided and improved accuracy could be achieved with reduced computational time due to 315 
the selection of fewer bands in the mixture analysis. 316 
 317 
Similar to SZU, uSZU starts with an analysis of the spectral libraries of Metrosideros and 318 
Morella (see 2.4.). For each spectral band the SI value is calculated according to (2). The 319 
actual selection process, schematically overviewed in Figure 3, then begins by selecting the 320 
waveband or spectral feature with the highest SI value. Subsequently, the spectral correlation 321 
(Corr) of the selected band (X) with all the other wavebands (Y) is calculated as the 322 
covariance (Cov) divided by the product of the standard deviations ( ) of the different 323 
wavebands: 324 
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 327 
Based on this spectral correlation matrix all bands that have a correlation with the selected 328 
waveband higher than a threshold c are discarded.  329 
 330 
From the set of remaining wavebands (i.e., the selected band was not considered nor were the 331 
bands that were removed in the thresholding process), the band that now has the highest SI is 332 
selected as the second feature. Again, the bands that display a high correlation with this 333 
selected band are discarded from the remaining band set. However, the correlation threshold 334 
now decreases to c-i. This means that in this second run more wavebands are discarded from 335 
the analysis as all bands that now display a correlation with the selected band > c-i (instead of 336 
> c in the first run) are removed from the analysis. Subsequently, a third band is selected as 337 
the one with the highest SI in the remaining set and all remaining bands that display a 338 
correlation with that selected band > (c-2×i) are removed from the analysis. This process 339 
continues until no more spectral features can be selected (or all bands are either selected for, 340 
or removed from, the analysis; Figure 3). 341 
 342 
[Insert Figure 3 around here] 343 
 344 
Note that the correlation threshold progressively decreases with each newly selected band. 345 
The rationale for this is that we are seeking to balance the relation between the spectral 346 
separability (SI) and the spectral correlation in the final subset. With each run (or selection of 347 
a new band) the SI of the selected band decreases. The bands that are selected in the 348 
beginning of the process also display relatively high SI values. Yet, bands that are only 349 
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selected after several runs most likely display much lower SI values, meaning that these bands 350 
had a significant overlap between the endmembers or tree species’ reflectances and therefore 351 
are of low value in the unmixing process (Figure 3). By progressively decreasing the 352 
correlation threshold we are also progressively increasing the number of bands that are 353 
removed from the analysis. In the beginning of the process the correlation threshold is high, 354 
resulting in only a few very highly correlated bands that are removed from the analysis. 355 
However, when the process continues, the maximum SI values decrease resulting in the 356 
selection of bands that display a lower separability (lower SI) but at the same time the number 357 
of wavebands that are removed from the remaining data set also drastically increases due to 358 
the decreased correlation threshold (Figure 3). The decreasing threshold forces the selected 359 
subset to be composed of more bands with the highest discriminative power (highest SI), but 360 
possibly displaying a somewhat stronger inter-correlation. Consequently, fewer bands that are 361 
less correlated, but contain very similar spectral information between the endmembers (low 362 
SI), are included.  363 
 364 
2.6.  Multi-temporal MESMA 365 
In an attempt to further reduce the spectral similarity among Morella and Metrosideros and 366 
improve the detection and map accuracy, we implemented a multi-temporal MESMA. An 367 
image cube was built composed of the spectral information of multiple Hyperion images and 368 
used as input into MESMA (Somers & Asner, 2012a). Similar temporal spectral composites 369 
were generated for the species specific endmember libraries (see 2.4.). Subsequently, we 370 
applied the concepts of SZU and uSZU on these multi-temporal data providing subpixel 371 
estimates of Morella and Metrosideros.  372 
 373 
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In an operational setting, the available images are likely to change from year to year, because 374 
of variable weather conditions. The robustness of our multi-temporal MESMA was therefore 375 
evaluated using five different scenarios, drawing upon a different set of available images (and 376 
phenology). In the first scenario all six images of the time series were combined. As 377 
mentioned before, this set of images embeds different phenological differences between 378 
Morella and Metrosideros, i.e., flushing of Morella in summer, progressive yellowing of 379 
Morella leaves in winter, and chlorophyll built up in spring as well as increasing differences 380 
in water content concentrations between both species in winter. In the subsequent scenarios 381 
we used an iterative process of systematically removing the image showing the highest 382 
detection success (the “best” image in terms of invasive species detection success) at each 383 
iteration. Fewer images inherently result in fewer phenological differences/events expressed 384 
in the spectral data.    385 
 386 
2.7. Validation 387 
The traditional MESMA, including all available spectral wavebands, and the SZU and the 388 
uSZU alternatives were applied to the Hyperion time series data. The unmixing techniques 389 
were applied on all images individually (unitemporal approach) as well as on the multi-390 
temporal scenarios described in 2.6. The relative performance of the different MESMA 391 
approaches was assessed through a soft to hard classification conversion as per the technique 392 
of Somers & Asner (2012a). The sub-pixel cover maps of Morella provided by MESMA were 393 
cross-referenced to the field observations of known tree positions described in section 2.2. All 394 
sub-pixel cover fraction values exceeding a predefined threshold were assigned to Morella, all 395 
fraction values below this threshold were assigned to Metrosideros. All possible thresholds 396 
(between 1-100% in steps of 1%) were iteratively evaluated in order to identify the optimal 397 
threshold. 398 
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 399 
3. Results 400 
3.1. Unitemporal MESMA 401 
In this section we focus on the unitemporal implementation of MESMA, i.e. applied on a 402 
single image. The traditional MESMA analysis, including all available 117 wavebands, 403 
revealed a seasonal trend in the detection success of Morella, as shown in Figure 4. Highest 404 
Kappa coefficients were observed in summer and winter months while a clear drop in 405 
accuracy occurred in March and October. The higher accuracy for July and August can be 406 
explained by the difference in NIR reflectance due to intensive leaf flushing in Morella. The 407 
higher detection accuracy in winter can be explained by both the yellowing of Morella leaves 408 
and the increase in leaf water content differences between Morella and Metrosideros. Both 409 
phenological events express themselves by differences in the visible and SWIR reflectance 410 
domains respectively. Optimal Kappa values for the summer period (July – October) were 411 
obtained for a MESMA threshold around 25% (i.e., in the hard classification, all cover 412 
fraction values exceeding this threshold were assigned to Morella, all fraction values below 413 
this threshold were assigned to Metrosideros), while a shift towards 45% was observed for 414 
March and January. In the remainder of the text we only reported on the optimal Kappa 415 
coefficients, in order to allow a transparent evaluation of the different unmixing techniques. 416 
 417 
[Insert Figure 4 around here] 418 
 419 
The SZU analysis, for which results are summarized in Table 1, reinforces our hypothesis that 420 
a SI-based waveband selection improves Morella detection. For all six images, an increase in 421 
Kappa was observed (Table 1). Also, after band selection between 63 (August) and 105 422 
(October) spectral bands were used in the MESMA analysis (Table 1). An additional benefit 423 
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of the SZU was that the computational time was approximately 10 to 50% shorter compared 424 
to the traditional analysis including all of the original 117 wavebands.  425 
 426 
[Insert Table 1 around here] 427 
 428 
The adaptive character of SZU is clearly demonstrated in Figure 5, showing for each image 429 
the selected wavebands and corresponding SI values. For each image, SZU selected a 430 
different set of wavebands corresponding to the spectral dynamics of Morella and 431 
Metrosideros. The waveband selection process was inherently driven by plant phenology. 432 
This can be illustrated by focusing on the SWIR reflectance. As mentioned in section 2.1, the 433 
foliar water concentrations of Morella and Metrosideros differed slightly in winter but were 434 
almost identical in summer, resulting in similar SWIR reflectance. Our separability (SI) 435 
analysis nicely mirrored this phenological event by showing SI values for the SWIR 436 
reflectance of 0.6 in January-March, and 0.4 in August-July (Figure 5). Driven by these 437 
relative differences in SI, SZU automatically discarded the SWIR reflectance in summer 438 
while retained this information in winter, improving the invasive species detection success in 439 
both cases.  440 
 441 
[Insert Figure 5 around here] 442 
  443 
Notwithstanding these promising results, it is clear that the spectral subsets selected by SZU 444 
still contain many highly correlated adjacent and therefore possibly redundant wavebands 445 
(Figure 5). We therefore anticipated that further improvements in classification accuracy (and 446 
computing time) were feasible and we applied an adapted SI driven waveband selection 447 
procedure reducing the overall correlation within the spectral subset (see 2.4.2.). The optimal 448 
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Kappa coefficients for this new uSZUi approach, at different levels of i (i.e. the iterative factor 449 
by which the correlation threshold decreased, see 2.4.2.), are shown in Table 1.  450 
 451 
In general, uSZUi systematically improved the detection success of Morella compared to the 452 
traditional MESMA including all original 117 wavebands (Table 1). The exception is January, 453 
which for uSZU0.005 (i = 0.005) showed a drop in Kappa from 0.66 to 0.60. Furthermore, the 454 
number of selected wavebands was drastically reduced to 32 to 45 bands for uSZU0.001, 12 to 455 
23 bands for uSZU0.005, and 8 to 15 bands for uSZU0.01, resulting in an average gain in 456 
computational time compared to the traditional MESMA of respectively 65%, 70% and 85%.  457 
 458 
The spectral subsets selected by uSZU0.005 are shown in Figure 5. The number of highly 459 
correlated adjacent wavebands was greatly reduced while critical phenological events were 460 
better highlighted. In August most of the selected bands are from the NIR plateau. This makes 461 
sense since the intensive flushing of Morella is the major phenological event in this month 462 
causing a significant difference in NIR reflectance. In September and October, conditions for 463 
Morella start to become suboptimal causing yellowing of its canopy. This reflects itself in a 464 
more significant contribution of visible wavebands in the uSZU selected subsets.   465 
 466 
Compared to SZU we observed a slight increase in invasive species detection success, except 467 
for March (i = 0.001) and July (i = 0.01) where a small drop in Kappa was observed (Table 1). 468 
The reduction in computational time compared to SZU was on average 40%, 65% and 75% 469 
for uSZU0.001, uSZU0.005 and uSZU0.01, respectively. In order to further justify the selection of 470 
de-correlated wavebands, we compared our results to the ones obtained by a SZU approach, 471 
referred to as SZU0.005, in which the same number of wavebands were selected as in 472 
uSZU0.005, however, spectral correlation was not taken into account (i.e., only the wavebands 473 
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with the highest SI values were selected irrespective of their level of inter-correlation). Kappa 474 
coefficients were systematically lower compared to the traditional SZU as well as uSZU0.005, 475 
which nicely confirmed our hypothesis (Table 1). Some of the critical phenological events are 476 
masked by only selecting the wavebands with the highest SI. For instance, in January the 23 477 
bands displaying the highest SI values are all visible bands. This is due to the yellowing of 478 
Morella leaves. However, differences in leaf water content between Morella and 479 
Metrosideros are also most expressed in winter. While SZU0.005 only selects 23 visible bands, 480 
SZU and uSZU account for the difference in leaf water content by, in addition to visible 481 
bands, also including SWIR reflectance bands to their analysis. Thereby they better modeled 482 
the differences in plant phenology which on its turn improves the detection success.    483 
  484 
The correlation parameter i, used to steer the waveband selection process in uSZUi (see 485 
2.4.2.), obviously had an influence on the type and number of selected wavebands and the 486 
invasive species detection success (Table 1). The best accuracies were generally obtained for 487 
uSZU0.005. For uSZU0.01 (i.e., i = 0.01) the selected subsets became relatively small and 488 
notwithstanding a 33% improvement in run time, the Morella detection success was generally 489 
reduced compared to uSZU0.005. Recall that uSZUi started with the selection of the waveband 490 
with the highest SI, while all remaining wavebands that were strongly correlated to this 491 
selected band were removed from the analysis. In a second run, a new band (highest SI) was 492 
selected and again all wavebands that were highly correlated to this band were removed from 493 
analysis. This procedure continued until no bands were left to select or remove (see Figure 3). 494 
With each run (or selection of a new band), the correlation tradeoff or threshold decreased, 495 
indicating that once the first band was selected, the correlation threshold for uSZU0.001 became 496 
1-0.001 (i.e., i) = 0.999. For uSZU0.01 the threshold was 1-0.01=0.990. So while in uSZU0.001 497 
all bands with a correlation > 0.999 were removed from the analysis, uSZU0.01 removed all 498 
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bands with a correlation >0.990. After selection of the second waveband, the threshold for 499 
uSZU0.001 was reduced to 0.999-0.001=0.998 while for uSZU0.01 all wavebands that had a 500 
correlation with the selected band higher than 0.990-0.01=0.980 were removed from the 501 
analysis. Results showed that for uSZU0.01 the band selection process was severe and too 502 
many wavebands were removed at the expense of relevant information (Figure 6). This 503 
contrasts the result for uSZU0.001, in which the remaining subset size was too big, i.e. too 504 
many correlated wavebands were present, also resulting in a drop in Kappa compared to 505 
uSZU0.005 (Table 1). 506 
 507 
As illustrated above, the key aspect of our uSZUi band selection approach is the correlation 508 
threshold, which systematically increased each time a new waveband was added to the subset. 509 
The removal of correlated bands became more progressed/severe with decreasing SI. This was 510 
needed to balance the relation between the spectral separability (SI) and the spectral 511 
correlation in the final subset. By progressively decreasing the correlation threshold we could 512 
exclude the wavebands that showed the highest overlap in reflectance between our tree 513 
species (lowest SI) in the analysis. This is illustrated in Figure 6, which shows the difference 514 
between the subsets selected by uSZU0.01 and those selected with a fixed correlation threshold 515 
of 0.96, i.e. uSZUfixed. In this case, more bands were retained and the retained bands on 516 
average had a lower SI, resulting in a decrease in the invasive species detection success, as 517 
illustrated in Table 1. By using a fixed threshold some of the critical phenological events are 518 
masked from the spectral subset; e.g. as mentioned before the NIR bands are the most 519 
distinctive bands in July, August as they mirror the flush in Morella. Yet, when a fixed 520 
correlation threshold is used, the contribution of these NIR bands in the final subset is minor 521 
as most of the selected bands now come from the blue reflectance which shows a relatively 522 
low SI value and does not reflect any known important phenological event (Figure 6).  523 
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 524 
3.2. Multi-temporal MESMA 525 
Thus far, our analysis has focused on the application of MESMA on individual images 526 
(unitemporal MESMA). Yet previous work already demonstrated the benefits of combining 527 
spectral information of different periods in the growing season (or different images) to detect 528 
Morella faya infestations in the native Metrosideros forests of our study area (Somers & 529 
Asner, 2012a). When all six images of the times series were combined in a single data cube 530 
(i.e., 117 x 6 = 702 spectral bands) and implemented in MESMA, a Kappa of 0.73 was 531 
obtained (Table 2), compared to 0.69, the maximum Kappa that could be obtained with the 532 
unitemporal MESMA approach. It should be mentioned that this improvement for multi-533 
temporal MESMA came at the expense of a significant increase in running time. With 702 534 
bands to be processed, the multi-temporal approach was about 80% slower than the 535 
unitemporal approach, in which only 117 spectral bands were used. 536 
 537 
The temporal analysis allowed us to capture plant phenology. As opposed to the unitemporal 538 
analysis, spectral unmixing was now able to optimize the spectral difference between 539 
Metrosideros and Morella by simultaneously accounting for the summer flushing of Morella 540 
(NIR in August), the yellowing of Morella leaves in the summer to winter transition period 541 
(VIS in September-January) and the increased difference in canopy water content in winter 542 
(SWIR in January). Yet our experimental results demonstrate that a multi-temporal MESMA 543 
did not always result in better Morella detection (Table 2). To simulate the fact that the set of 544 
available images can change from year to year, because of variable weather conditions, we 545 
tested the multi-temporal MESMA for five different scenarios, drawing upon a different set of 546 
available images. Starting from all six available images, in each subsequent scenario the 547 
image showing the highest detection success in the unitemporal analysis (Table 1) was 548 
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removed. While the first scenario (scenario I, Table 2) contained the spectral information of 549 
all six images (and thus embedded all major phenological events), the last scenario (scenario 550 
V, Table 2) only incorporated the spectra of March and October, i.e. the two months showing 551 
the lowest detection success in the unitemporal approach (Table 1, section 3.1.). Analysis 552 
showed that for scenarios I-III the multi-temporal analysis was effective (Table 2). However, 553 
for scenarios IV & V this was not the case as here the spectral compositing showed a 554 
significant reduction in the detection success of Morella (Table 2). This can be explained by 555 
the fact that in March and October the subtle differences in phenology between Metrosideros 556 
and Morella are moderate and constrained to some visible (start of chlorophyll built up in 557 
Morella) and SWIR (start of depletion of water content in Morella) bands in March and 558 
visible (start of chlorosis in Morella) and NIR (differences in LAI) bands in October (Figure 559 
7). Consequently, most of the bands in the temporal composite of March and October are 560 
bands that show a low SI or a significant spectral overlap between both species (i.e. 561 
‘overlapping bands’) while only a few bands show some distinct differences (i.e. ‘information 562 
bands’). The multi-temporal unmixing solution will be biased towards the overwhelming 563 
amount of ‘overlapping bands’ compared to ‘information bands’ resulting in a drop in 564 
detection success. 565 
 566 
When the concepts of SZU were implemented in multi-temporal MESMA, we generally 567 
observed a consistent increase in Kappa (Table 2). The selected subsets remained fairly large, 568 
i.e. ~ 75 % of the original dataset. Consequently, compared to the full multi-temporal 569 
approach the average reduction in computational time was only ~ 25% (Figure 7; Table 2).  570 
However, by removing the correlated bands in the selected subset through uSZUi, the size of 571 
the selected subsets was dramatically decreased to 15-25% for uSZU0.001, 5-11% for 572 
uSZU0.005, 3-7% for uSZU0.01, resulting in a run time that was decreased by ~ 80%, 90% and 573 
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95% respectively (Figure 7). However, even more importantly, we also noticed an increase in 574 
the detection success of Morella compared to the traditional MESMA and SZU (except for 575 
scenario II where only an increase in accuracy compared to SZU was observed when i was 576 
increased to 0.01 (uSZU0.01 in Table 2)). The general increase in detection success can be 577 
explained by the fact that, similar to the unitemporal approach, the selected subset better 578 
highlights the phenological differences between Metrosideros and Morella. In other words, it 579 
masks the “overlapping bands”. This is illustrated in Figure 7. In general, one can state that 580 
from January, March and July green reflectance bands are selected as a result of the 581 
progressive chlorophyll buildup of the Morella leaves in response to the progressively more 582 
intense photosynthetic active radiation in the winter to summer transition period. In 583 
September, October and January, the opposite occurs, in which red reflectance bands are 584 
selected as a consequence of the yellowing of Morella due to unfavorable winter conditions. 585 
The effect of leaf flushing in Morella is included in the analysis by the selection of NIR bands 586 
from July, August and September, while the higher leaf water content for Morella in winter 587 
expresses itself in the selection of SWIR bands from January and March. For Scenario V 588 
(results not shown) this implies that the uSZU only selected some green and SWIR bands in 589 
March and some red and NIR bands in October, corresponding to the subtle phenological 590 
differences between Metrosideros and Morella observed in these times of year. All 591 
“overlapping bands” were now removed from the temporal composite resulting in a 592 
significant higher detection success for the March-October temporal composite (Kappa = 593 
0.60, Table 2) compared to the unitemporal results of both months (KappaMarch=0.51, 594 
KappaOctober=0.53).  595 
 596 
Overall, higher Kappa’s were observed for uSZU0.01. SZU0.005, i.e. SZU using the same 597 
number of selected bands as was used in uSZU0.005, also provided relatively good results, yet 598 
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still not as good as its uSZU equivalent (Table 2). Also the use of a fixed correlation 599 
coefficient (i.e. 0.96, uSZUfixed) did not match the accuracy of the uSZU approach this again 600 
due to the selection of more ‘unstable’ (lower SI) wavebands (Table 2) and the masking of 601 
critical phenological events.  602 
 603 
4. Discussion & Conclusions 604 
Applying SZU on individual images (unitemporal approach, 3.1.) resulted in a systematic 605 
increase of the invasive species detection success compared to traditional MESMA (Table 1),  606 
which corroborates the results of Somers et al. (2010). However, in contrast to previous 607 
studies, we now were able to verify the benefits of SZU when applied in an actual 608 
mapping/detection context using satellite imagery. The study of Somers et al. (2010) only 609 
tested the approach using simulated image data compiled from in situ measured reflectance 610 
spectra but never verified the true potential of the approach on actual remote sensing data. 611 
The benefits of SZU were threefold. By carefully selecting wavebands that optimized the 612 
separability between the considered endmembers, we not only achieved a higher detection 613 
accuracy, but we could further reduce the computational time by 10 to 50 % (Table 1). In 614 
contrast to AutoSWIR (Asner & Lobell, 2000), SZU had the additional advantage of being 615 
able to automatically adapt to the considered scenario or image scene. While in each image of 616 
the time series AutoSWIR is focused on the SWIR2 reflectance, the SZU selected subsets that 617 
automatically changed throughout the year (Figure 5b). Band selection was guided by the 618 
spectral separability among the endmembers present, which in our vegetation monitoring 619 
context was strongly driven by the phenological differences among the target plant species.  620 
 621 
The benefits of SZU were much less expressed in the multi-temporal MESMA analysis 622 
though (Table 2). When the spectral information of different images was combined, the SI 623 
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driven band selection selected too many bands, i.e. ~ 75% of the available band set (Table 2; 624 
Figure 7). In SZU band selection is driven by the relative change in SI between consecutive 625 
wavebands (when ordered according to decreasing SI, i.e.  dSI, see 2.4.1). In short, as long as 626 
the decrease in SI between consecutive bands was small, no bands were removed from the 627 
analysis. Only when the difference in SI increased drastically, were bands removed. This is 628 
illustrated in Figure 8, showing the average decrease in SI for the unitemporal images and the 629 
temporal composite containing the spectral information of all six images. The average number 630 
of wavebands selected by SZU in the unitemporal approach was 84 which corresponded to the 631 
clear drop in the unitemporal SI profile (Figure 8b). The multi-temporal SI profile, on the 632 
other hand, declined much slower such that as many as 544 bands were retained in the 633 
unmixing analysis resulting in only a slight increase in Kappa (and decrease in computational 634 
time) compared to the multi-temporal MESMA model including all 702 wavebands. The 635 
increased correlation that often occurs between similar spectral wavebands at different 636 
moments of the year (Somers & Asner, 2012b) might explain the relatively high number of 637 
bands retained in the multi-temporal SZU. This implies that the multi-temporal SZU selects 638 
too many “overlapping bands” (i.e. bands in which the spectral properties of Metrosideros 639 
and Morella strongly overlap) and fails to properly highlight the crucial phenological events 640 
that allow optimization of the spectral differences between both species (Figure 7).    641 
 642 
By reducing the correlation in the selected subsets through uSZU we overcame this problem. 643 
The size of the selected subsets, and consequently the computational time of the unmixing 644 
process, was drastically reduced while a more effective detection of Morella was achieved. 645 
This occurred for both the unitemporal and the multi-temporal approach (Tables 1 & 2; 646 
Figures 5c and 7c). The approach nicely highlights the crucial phenological differences 647 
between Morella and Metrosideros, e.g. summer flushing in Morella canopies (NIR in 648 
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August), progressive yellowing of Morella leaves in the summer to winter transition period 649 
(VIS in September), and the increased difference in canopy water content in winter (SWIR in 650 
January). Compared to the traditional MESMA and SZU approaches the multi-temporal 651 
uSZU results were less dependent on the available spectral information (i.e. the different 652 
scenarios). This was especially true for uSZU0.005. The optimal Kappa of 0.75 was achieved 653 
for scenario I, containing the spectral information of all six images (and thereby embeds most 654 
of the major phenological events), but also for scenario IV in which only the spectral 655 
information of January, March and October was available (Table 2). Recall that January, 656 
March and October, were the months showing the lowest Kappa in the unitemporal approach 657 
(Table 1). Although, spectral differences between Morella and Metrosideros in March and 658 
October were present, they were mainly constrained to a few narrow waveband zones. 659 
Consequently, most of the bands in the March and October images were bands that showed a 660 
significant spectral overlap between both species while only a few bands showed some 661 
relevant differences. It was expected that without further band selection the temporal 662 
composite of January, March and October would not result in a high Morella detection 663 
success, as shown in Table 2. However, by carefully masking the “overlapping”, and 664 
highlighting the “discriminative” bands the subtle phenological differences between Morella 665 
and Metrosideros were highlighted, resulting in an improvement of the detection success. 666 
This is an important observation because this stresses the fact that despite the lack of imagery 667 
covering all phenological events, a proper band selection strategy emphasizing the subtle 668 
spectral and phenological differences between species can partly compensate for this lack of 669 
data. This opens perspectives for mapping efforts in areas where cloud cover is a limiting 670 
factor for building extended spectral image time series.  671 
 672 
 673 
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Overall, we demonstrated the benefits of multi-temporal hyperspectral unmixing, but also 674 
showed that a proper feature selection strategy is required to emphasize plant phenology and 675 
fully optimizing the invasive species detection success. These conclusions extend and 676 
strengthen the findings of Somers et al. (2011), showing that an integration of different 677 
conceptual approaches (i.e., iterative mixture cycles, feature selection, temporal analysis) is 678 
needed to optimally address endmember variability issues in spectral mixture analysis. 679 
Despite the promising results, we acknowledge that further research is still required to 680 
optimize uSZU. Currently, we are evaluating an approach to expand uSZU to more complex 681 
forest scenes with a mosaic of species. Relying on the iterative mixture analysis principles of 682 
MESMA, we are exploring a modified unmixing strategy in which each pixel is evaluated 683 
using different spectral subsets, each tuned towards maximal separability of a specific 684 
endmember class combination or species mixture. A SI class matrix is therefore evaluated 685 
according the uSZU principles. Instead of using the same spectral subset to unmix each image 686 
pixel, our modified approach would allow the spectral subsets to vary on a per pixel basis 687 
such that each pixel is evaluated using a spectral subset tuned towards maximal separability of 688 
its specific endmember class combination or species mixture, and this according the feature 689 
selection principles presented in uSZU. Second, although our results generally showed an 690 
increase in accuracy compared to traditional MESMA and SZU, uSZU was highly sensitive to 691 
the correlation threshold parameter i (see 2.4.2; Tables 1 & 2; Figures 5 & 6). While the most 692 
accurate results for the unitemporal approach were obtained for i = 0.005, highest accuracies 693 
for the multi-temporal approach were obtained for i = 0.01. Further research should not only 694 
verify the robustness of uSZU in other regions or ecosystems but also the relationship 695 
between i and the uSZU output requires additional investigation.  696 
 697 
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Although the concepts of multi-temporal classification and the combined feature selection 698 
approach are in this study specifically calibrated for spectral unmixing, other pixel-based 699 
classification techniques for tropical forest mapping (e.g., Cochrane, 2000; Thenkabail et al., 700 
2004; Papes et al., 2010; Heumann, 2011) can benefit from the presented concepts.  701 
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