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O Cloud Computing tem emergido como sendo um novo paradigma para entrega de servic¸os
atrave´s da Internet. Neste mercado em expansa˜o, o servic¸o de PaaS (Platform-as-a-Service)
tem sido objeto de grande interesse por parte das mais variadas organizac¸o˜es permitindo o
fa´cil deployment de aplicac¸o˜es sem necessidade de uma infraestrutura dedicada, instalac¸a˜o
de dependeˆncias ou configurac¸a˜o de servidores. No entanto, cada fornecedor de soluc¸a˜o
PaaS acaba por gerar um lock-in do utilizador a`s suas caracter´ısticas proprieta´rias, tecno-
logias ou APIs (Application Programming Interfaces). Ale´m disso, dando como garantida
a conectividade ate´ aos clientes, a rede de operadores como seja o caso da Portugal Telecom
(PT) acaba por servir apenas de dumb-pipe entre o fornecedor e os seus clientes.
Este projeto foca-se na especificac¸a˜o, desenvolvimento e avaliac¸a˜o de uma camada de
abstrac¸a˜o que visa unificar os processos de gesta˜o e aquisic¸a˜o de informac¸a˜o sobre aplicac¸o˜es
e bases de dados criadas atrave´s de diversos PaaS, de modo a combater o lock-in existente no
mercado. Neste sentido, um utilizador de PaaS pode selecionar a plataforma mais adequada
para uma aplicac¸a˜o interagindo de forma ideˆntica com qualquer fornecedor suportado,
tendo tambe´m a possibilidade de migrar aplicac¸o˜es entre fornecedores distintos. Assim
sendo, um operador como a PT tem agora a possibilidade de agir como um mediador entre




Cloud Computing has emerged as a new paradigm for services delivering over the Internet.
In this growing market, PaaS (Platform-as-a-Service) service model has been the subject
of great interest from several organizations allowing a straightforward deployment of ap-
plications without the need for a dedicated infrastructure, dependencies installation or
server configuration. However, each PaaS provider generates a lock-in to their proprietary
features, technologies or APIs (Application Programming Interfaces). Moreover, giving
connectivity to their customers as guaranteed, the network of operators such as Portugal
Telecom (PT), acts only as dumb-pipe between the provider and its customers.
This project focuses on the specification, development and test of an abstraction layer
that aims to unify the management and information processes of applications and databases
created in PaaS environments, in order to struggle the existing lock-in in the market. As
result, a PaaS user will have the opportunity for selecting the most appropriate platform
for an application, interacting seamlessly with any supported vendor, as also having the
opportunity to attain the portability of applications among distinct PaaS providers. Thus,
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1.1 Enquadramento e Motivac¸a˜o
Com o crescimento exponencial da Internet e das tecnologias de processamento e arma-
zenamento, os prec¸os dos recursos computacionais foram reduzidos tornando-se acess´ıveis
a`s grandes massas. Isso fez com que as aplicac¸o˜es entregues pela web, e agora acess´ıveis
por mu´ltiplos terminais, despoletassem um novo mercado atrativo para a indu´stria das
TI (Tecnologias de Informac¸a˜o). Ale´m de uma buzzword como o pro´prio termo web o e´,
cloud computing e´ uma evoluc¸a˜o de va´rios paradigmas tecnolo´gicos das u´ltimas de´cadas
transformando o sonho do computing as a utility numa realidade [1]. O potencial de tal
modelo preconiza um grande impacto na indu´stria das TIs onde os recursos computacio-
nais e o software sa˜o entregues aos utilizadores finais atrave´s de um paradigma pay-per-use
[2]. A analogia do cloud computing aos servic¸os tradicionais como eletricidade, ga´s ou
a´gua verifica-se sempre presente. Os utilizadores podem aceder aos servic¸os quando o pre-
tenderem, independentemente das suas localizac¸o˜es e sendo cobrados pelos fornecedores
relativamente aos n´ıveis de utilizac¸a˜o [3].
Nos u´ltimos anos, sensivelmente desde de 2009, teˆm surgido diversos fornecedores e
start-ups1 de soluc¸o˜es PaaS que competem entre si arduamente focando-se nos aspetos
inovadores que os possam diferenciar face ao utilizador. Portanto, cada fornecedor tem
intrinsecamente associado diferentes linguagens de programac¸a˜o, frameworks, Database-
as-a-Service, taxonomias, modelos de nego´cio, ferramentas de desenvolvimento e APIs
1 organizac¸o˜es rece´m-criadas que esta˜o em fase de desenvolvimento e pesquisa de mercados.
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para interac¸a˜o por terceiros. Por um lado, esta mescla de fornecedores favorece o processo
de selec¸a˜o por parte do utilizador que tem a oportunidade de avaliar as diferentes ofertas
sem instalar, configurar ou manter alguma dependeˆncia. Pore´m, em contrapartida, surge
a possibilidade de existir um lock-in do utilizador a um fornecedor espec´ıfico e a`s suas
caracter´ısticas proprieta´rias. Ate´ ao momento, e apo´s um utilizador formar uma relac¸a˜o
de nego´cio com um fornecedor, o mesmo fica vulnera´vel aos processos de interac¸a˜o, a` API
disponibilizada e aos modelos de nego´cios que podem ser sujeitos a alterac¸a˜o repentina. A
interoperabilidade entre fornecedores de servic¸os cloud tem surgido na comunidade como
sendo um to´pico de preocupac¸a˜o geral associado a` tema´tica do inter-cloud [4]. A n´ıvel
empresarial se este conceito se aplicasse, faria com que mais organizac¸o˜es diminu´ıssem a
sua reticeˆncia na adesa˜o ao cloud computing, neste caso soluc¸o˜es PaaS, de forma a gerirem
e migrarem aplicac¸o˜es transparentemente entre diferentes fornecedores.
A Portugal Telecom Inovac¸a˜o (PTIN), empresa do grupo PT onde foi desenvolvido este
projeto, podera´ fornecer os alicerces para a entrada no mercado de cloud de uma abordagem
mediadora entre os utilizadores e os fornecedores de PaaS. Consequentemente sera´ oferecida
aos clientes a capacidade de controlar va´rias plataformas de forma centralizada abstraindo
as diferenc¸as intr´ınsecas na interac¸a˜o com cada fornecedor suportado.
1.2 Objetivos
Este trabalho tem como principal objetivo definir e desenvolver uma camada de abstrac¸a˜o
que visa unificar os processos de gesta˜o e aquisic¸a˜o de informac¸a˜o de aplicac¸o˜es criadas
atrave´s de diversos PaaS, de modo a combater o lock-in existente no mercado. Inicialmente
devera´ ser realizada uma ana´lise dos conceitos relacionados com o cloud computing como
tambe´m de algumas iniciativas de interoperabilidade entre fornecedores de soluc¸o˜es de
cloud ja´ existentes na comunidade. Depois deste estudo, sera´ necessa´rio investigar algumas
das principais plataformas que surgem no mercado com o intuito de implementar uma
soluc¸a˜o que agregue as diferentes ofertas de forma transparente para o utilizador. Essa
soluc¸a˜o verificar-se-a´ u´til na unificac¸a˜o e centralizac¸a˜o da criac¸a˜o, gesta˜o e monitorizac¸a˜o de
aplicac¸o˜es em diversos PaaS. Ale´m disso, a informac¸a˜o de estado devolvida aos utilizadores
dar-lhes-a´ a oportunidade para migrar aplicac¸o˜es para outros fornecedores pertencentes ao
ecossistema.
Desta forma, sa˜o enumerados os seguintes objetivos parcelares delineados para este
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trabalho:
• Investigar conceitos associados ao cloud computing, Platform-as-a-Service e conceitos
SOA (Service-Oriented Architecture).
• Analisar iniciativas ja´ existentes que visam unificar a gesta˜o de recursos efetuada
atrave´s de diversos fornecedores de soluc¸o˜es cloud.
• Explorar os va´rios fornecedores de PaaS existentes no mercado bem como as tecno-
logias, ferramentas e modos de operac¸a˜o suportados.
• Especificar e implementar uma soluc¸a˜o que agregue as varias soluc¸o˜es de PaaS sele-
cionadas, centralizando todos os processos de criac¸a˜o, gesta˜o e monitorizac¸a˜o, dando
tambe´m ao utilizador a possibilidade de migrar aplicac¸o˜es entre fornecedores.
• Definir casos de estudo para testar a soluc¸a˜o em cena´rios reais, avaliando os resultados
obtidos como o seu desempenho.
1.3 Suma´rio das Principais Contribuic¸o˜es
A principal contribuic¸a˜o deste trabalho e´ o desenvolvimento de uma soluc¸a˜o que permita
combater o lock-in existente no mercado de fornecedores de plataformas. Consequente-
mente foi desenvolvida uma plataforma denominada por PaaSManager que permite aos
utilizadores destes ambientes operarem as suas aplicac¸o˜es de forma unificada e centralizada
qualquer que seja o PaaS onde a aplicac¸a˜o esta´ hospedada. Como fruto de uma parte signi-
ficativa deste trabalho, foi publicado o artigo [5], apresentado na confereˆncia internacional
CLOSER 2012 [6]. Adicionalmente, foi publicado um outro artigo [7], que abrange um
dos casos de estudo propostos, na confereˆncia CRC 2012 [8]. E por fim, foi submetido um
artigo, que incide exclusivamente na soluc¸a˜o PaaSManager, na confereˆncia SAC 2013 [9].
De momento o artigo encontra-se em processo de revisa˜o.
1.4 Organizac¸a˜o da Dissertac¸a˜o




• Introduc¸a˜o: este cap´ıtulo fez o enquadramento e a contextualizac¸a˜o do trabalho, ao
apresentar o tema geral e os objetivos do trabalho a desenvolver.
• Estado da Arte: aborda a base teo´rica que ira´ permitir a especificac¸a˜o e a imple-
mentac¸a˜o de uma camada de abstrac¸a˜o que agregue as ofertas de diferentes forne-
cedores de PaaS. Sa˜o apresentados os conceitos associados ao cloud computing, os
treˆs principais modelos de servic¸os, as iniciativas de interoperabilidade existentes e a
tema´tica relacionada com o desenvolvimento de aplicac¸o˜es segundo conceitos SOA.
• Especificac¸a˜o e Desenvolvimento do PaaSManager : aborda todo o trabalho desen-
volvido, desde da ana´lise efetuada a`s diferentes plataformas, passando pela a especi-
ficac¸a˜o da arquitetura e o pro´prio desenvolvimento dos diversos mo´dulos da soluc¸a˜o
PaaSManager. Igualmente sera´ detalhado o funcionamento de uma framework de
servic¸os baseados em informac¸a˜o de contexto desenvolvida na PTIN que sera´ utili-
zada em um dos casos de estudo.
• Ensaios e Avaliac¸a˜o: demonstra os va´rios casos de estudos convencionados, a me-
todologia de testes utilizada e a avaliac¸a˜o dos resultados obtidos. O intuito e´ o de
validar a soluc¸a˜o em cena´rios reais.
• Concluso˜es: neste u´ltimo cap´ıtulo sa˜o apresentadas as principais concluso˜es obtidas
de todo o trabalho. E´ realizada uma ana´lise de todos os cap´ıtulos e as principais
contribuic¸o˜es desta dissertac¸a˜o. Por fim, sa˜o expostas algumas das futuras melhorias
que podera˜o ser efetuadas na soluc¸a˜o proposta.
• Apeˆndice A: no apeˆndice A encontra-se documentada a API do PaaSManager de-
talhando os va´rios me´todos suportados, como os paraˆmetros de entrada necessa´rios




Neste cap´ıtulo sera˜o destacados os conceitos associados ao cloud computing e respetivos
modelos, IaaS (Infrastructure-as-a-Service), PaaS e SaaS (Software-as-a-Service). Posteri-
ormente sera˜o apresentadas algumas iniciativas de interoperabilidade entre fornecedores de
cloud que visam unificar o aprovisionamento e a gesta˜o de servic¸os. Por fim, os princ´ıpios
SOA e sinergias existentes com o cloud computing sera˜o tambe´m abordados.
2.1 Definir Cloud Computing e a sua Evoluc¸a˜o
O conceito que deu origem ao cloud computing na˜o e´ de todo moderno. O termo data da
de´cada de 60 quando John McCarthy, um cientista americano reconhecido pelos seus estu-
dos na a´rea da inteligeˆncia artificial, afirmou que um dia a computac¸a˜o seria organizada e
entregue como uma utilidade pu´blica [10]. Por sua vez em 1969, Leonard Kleinrock, um dos
cientistas responsa´veis pela ARPANET (Advanced Research Projects Agency Network),
declarou que no futuro as redes de computadores se tornariam muito mais sofisticadas ser-
vindo utilizadores em todo o mundo nas suas pro´prias habitac¸o˜es ou escrito´rios [3]. Ambos
estavam corretos, mas no entanto apenas no se´culo XXI, e apo´s a explosa˜o da web como
hoje a conhecemos, o termo cloud ganhou popularidade para caracterizar os modelos de
nego´cio da entrega de servic¸os atrave´s da Internet [11]. A falta de uma definic¸a˜o norma-
lizada gerou ceticismo e confusa˜o sendo que ainda hoje na˜o existe uma definic¸a˜o u´nica e
consensual aceite pela comunidade. Pore´m o NIST (National Institute of Standards and
Tecnology) definiu o cloud computing como sendo “um modelo que permite o acesso ub´ıquo,
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conveniente e on-demand atrave´s da Internet, a um conjunto partilhado e configura´vel de
recursos computacionais (por exemplo, redes, servidores, armazenamento e aplicac¸o˜es) que
podem ser rapidamente aprovisionados e libertados com um esforc¸o mı´nimo de gesta˜o ou
de interac¸a˜o com o fornecedor de servic¸o” [12].
Na˜o sendo um conceito completamente novo, diversas tecnologias como grid compu-
ting, cluster computing, utility computing ou a virtualizac¸a˜o fazem parte dos princ´ıpios
fundamentais do cloud computing [13]. A Figura 2.1 apresenta a evoluc¸a˜o ocorrida ao
longo das u´ltimas de´cadas desde da afirmac¸a˜o de John McCarthy, passando pela origem
da virtualizac¸a˜o e do grid computing ate´ ao lanc¸amento dos primeiros servic¸os comerciais
baseados na cloud pela Amazon. Nos dias de hoje, as buzzwords mais debatidas abordam o
modelo cloud 2.0, que descreve a integrac¸a˜o de servic¸os web 2.0 com aplicac¸o˜es baseadas na
cloud, e a inter-cloud que fomenta a interoperabilidade de servic¸os de cloud entre diversos
fornecedores [11],[14],[15].
Figura 2.1: Evoluc¸a˜o do cloud computing [16]
O crescimento e a maturac¸a˜o da cloud continuara´ a seguir esta tendeˆncia de evoluc¸a˜o
constante prevendo-se que durante esta de´cada a maior parte dos utilizadores da Internet
sejam cada vez mais consumidores ativos de soluc¸o˜es hospedadas na cloud. Como prova
disso, a Market Research Media realizou um estudo a pedido do governo norte-americano,
prevendo que ate´ 2015 o mercado de cloud computing cresc¸a cerca de 40% [17]. Por sua vez,
O IDC (International Data Corporation), analisou o nu´mero de novos empregos gerados
direta e indiretamente com este crescimento obtendo resultados de 13,8 milho˜es de novos
postos de trabalho em 2015, como se pode verificar na Figura 2.2.
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Figura 2.2: Previsa˜o de empregabilidade devido ao cloud computing [18]
2.2 Caracter´ısticas Fundamentais
Normalmente, qualquer planeamento de capacidade de recursos computacionais, confi-
gurac¸a˜o de sistemas, atualizac¸o˜es de software, problemas na rede ele´trica ou desastres na-
turais, e´ suportado pelas pro´prias organizac¸o˜es e respetivos departamentos te´cnicos. Em
certos casos, todas estas responsabilidades podem se verificar penosas e insustenta´veis se
por exemplo ocorrer alguma falha te´cnica na infraestrutura ou se, por um certo motivo,
os servidores na˜o estiverem dispon´ıveis para atenderem toda a procura dos clientes. No
entanto, estes comprometimentos podem ser transferidos para terceiros, nomeadamente
fornecedores comerciais de soluc¸o˜es de cloud, que normalmente possuem data centers em
diversos pontos geogra´ficos com equipas te´cnicas especializadas 24 horas por dia. Com
esta migrac¸a˜o, sa˜o reduzidos os custos associados a` manutenc¸a˜o de infraestrutura e a`
contratac¸a˜o e treino de equipas especializadas que fornec¸am a resilieˆncia necessa´ria em si-
tuac¸o˜es adversas. Por outro lado, o aprovisionamento de recursos computacionais torna-se
automatizado de forma a cobrir a procura necessa´ria pelos clientes sem existir investimento
em novos elementos de hardware (CapEX1).
A Figura 2.3 descreve sucintamente como o modelo tradicional e o cloud computing
reagem a` variac¸a˜o da capacidade necessa´ria para uma atender a procura dos utilizadores
a um certo servic¸o. A curva a` laranja representa como essa pro´pria procura se comporta
ao longo tempo. A curva e´ rigorosamente acompanhada pela oferta cloud devido a sua
caracter´ıstica de ra´pida elasticidade que permite escalar facilmente os recursos computaci-
1 capital investido na aquisic¸a˜o de bens.
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onais. No entanto, como se observa na linha verde, o modelo tradicional na˜o acompanha
a ocorreˆncia de picos de procura. Em certas situac¸o˜es de carga, a infraestrutura pode re-
velar sobrecapacidade, ou em casos opostos, subcapacidade que consequentemente resulta
na degradac¸a˜o da experieˆncia de utilizac¸a˜o de um servic¸o.
Figura 2.3: Cloud Computing vs. Modelo Tradicional [19]
As vantagens de utilizar soluc¸o˜es cloud sa˜o diversas cobrindo desde aspetos te´cnicos a
econo´micos. Em suma, as caracter´ısticas fundamentais do cloud computing [10],[20],[21]
sa˜o enumeradas seguidamente:
On-Demand : Esta capacidade possibilita o aprovisionamento de recursos computaci-
onais por parte do utilizador conforme as suas necessidades sem precisar de existir uma
interac¸a˜o direta com o fornecedor do servic¸o.
Ra´pida Elasticidade: E´ um dos principais alicerces que suporta o cloud computing.
Para o utilizador existe a ilusa˜o que os recursos fornecidos sa˜o infinitos, os mesmos podem
ser elasticamente aprovisionados e libertos em qualquer per´ıodo de forma a cobrirem a
procura dos clientes.
Pay-per-use: Os utilizadores sa˜o cobrados pelo fornecedor consoante a utilizac¸a˜o dos
recursos disponibilizados. Esta modalidade proporciona uma melhor gesta˜o e otimizac¸a˜o
econo´mica do servic¸o contratado quando existem picos de consumos.
8
2.3. TIPOS DE CLOUD
Investimento Inicial Reduzido: Tradicionalmente as organizac¸o˜es das mais diversas
a´reas, realizam um grande investimento inicial (CapEX) para adquirir hardware, licenc¸as de
software ou contratar funciona´rios especializados nas TI (se for o caso). Com o paradigma
da cloud, existe um reduzido investimento inicial sendo que os recursos contratados sa˜o
pagos relativamente a` utilizac¸a˜o. Portanto o CapEx e´ transformado em OpEx2 o que se
verifica bene´fico e flex´ıvel para o balanc¸o econo´mico de qualquer organizac¸a˜o.
Pool de Recursos Partilhada: Os va´rios servidores f´ısicos e virtuais presentes em
um determinado data center de um fornecedor, podem ser partilhados por diferentes uti-
lizadores. Esta propriedade de multi-tenancy reduz drasticamente os custos associados,
suportando va´rios sistemas operativos e aplicac¸o˜es de diversos utilizadores em um menor
nu´mero de componentes de hardware. Ale´m disso, torna mais eficiente e ra´pido os processos
de atualizac¸a˜o ou patching do software disponibilizado.
Acesso Ub´ıquo: Um acesso simples e heteroge´neo e´ normalmente o modelo utilizado
para aceder aos servic¸os de cloud hospedados em diversos data centers localizados pelo
globo. Um terminal com acesso a` Internet, tal como um smartphone ou um computador
porta´til, pode facilmente consumir esses servic¸os.
2.3 Tipos de Cloud
Diferentes utilizadores exigem diferentes requisitos desde de custos, QoS (Quality-of-Service)
ou seguranc¸a. Enquanto certos utilizadores podem-se encontrar mais empenhados em re-
duzir custos de investimento inicial, outros podem requerer um certo n´ıvel de seguranc¸a
no armazenamento de dados ou ate´ estarem interessados em agregar os va´rios requisitos
de forma a possu´ırem a soluc¸a˜o que reconhecem mais interessante para o seu nego´cio [10].
Assim sendo, o cloud computing abrac¸ou va´rias formas de organizar os recursos em di-
versos ambientes tendo cada um as suas caracter´ısticas mais ou menos vantajosas para os
utilizadores.
2 capital investido na manutenc¸a˜o e operac¸a˜o de bens.
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2.3.1 Cloud Pu´blica
Este tipo de cloud tem como ponto-chave a comercializac¸a˜o por parte de um fornecedor
de uma oferta de servic¸os ao pu´blico em geral ou a organizac¸o˜es que operam em diversas
a´reas. Este paradigma e´ o mais popular no cloud computing, permitindo a requisic¸a˜o de
recursos como servidores, armazenamento, processamento e aplicac¸o˜es on-demand atrave´s
da Internet. Os benef´ıcios sa˜o diversos para quem utiliza este ge´nero de ambientes, ja´ que
na˜o e´ necessa´rio efetuar algum investimento inicial em infraestrutura ou um extenso plane-
amento pre´vio de capacidade [22]. Sendo multi-tenant, ou seja, com diversos utilizadores a
operarem recursos no mesmo ambiente, os prec¸os praticados pelos fornecedores verificam-
se mais reduzidos do que em outro tipo de soluc¸o˜es. No entanto, algumas organizac¸o˜es
e respetivos administradores de sistemas podem revelar reticeˆncia na colocac¸a˜o de dados
cr´ıticos e servic¸os fora do per´ımetro das firewalls corporativas. Nestas situac¸o˜es, outras
soluc¸o˜es baseadas nas pro´prias premissas podem-se verificar mais atrativas para estes tipos
de nego´cios [14]. A Figura 2.4 realc¸a a interac¸a˜o dos utilizadores, sejam particulares ou
empresariais, com os fornecedores de servic¸os de cloud pu´blica.
Figura 2.4: Cloud pu´blica [23]
2.3.2 Cloud Privada
Esta abordagem, nomeadamente conhecida por cloud privada, expo˜e as potencialidades
da construc¸a˜o e operac¸a˜o de recursos dedicados como hardware e software exclusivamente
para consumo da organizac¸a˜o ou arrendamento a terceiros. Este paradigma oferece um
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grande controlo no desempenho, eficieˆncia, fiabilidade e seguranc¸a, contudo, tem vindo
a ser criticado fortemente por ir contra os princ´ıpios fundamentais do cloud computing
sendo considerada uma soluc¸a˜o menos o´tima para os utilizadores. As organizac¸o˜es que
implementam esta abordagem de cloud privada necessitam de adquirir e operar os recur-
sos computacionais nas suas premissas como ja´ ocorre no paradigma tradicional das TIs
[14],[20]. Como vantagem, a infraestrutura previamente adquirida podera´ ser reaprovei-
tada maximizando o ROI3 (Return on Investment) da organizac¸a˜o detentora, sendo que
em alguns casos, a mesma suporta requisitos espec´ıficos que uma cloud pu´blica podera´ na˜o
fornecer a partida. A Figura 2.5 apresenta o paradigma de cloud privada dentro de uma
organizac¸a˜o.
Figura 2.5: Cloud privada [23]
2.3.3 Cloud Hı´brida
Este tipo de cloud e´ um h´ıbrido entre a cloud pu´blica e a cloud privada que visa a atenuar
as limitac¸o˜es inerentes em cada um dos paradigmas. A cloud h´ıbrida e´ uma composic¸a˜o
de recursos contratados na cloud pu´blica e recursos dedicados oferecendo a`s organizac¸o˜es a
possibilidade de operar entre diferentes clouds. Esta abordagem e´ caracterizada pelo maior
controlo e seguranc¸a comparado ao servic¸o pu´blico mas mantendo uma ra´pida elasticidade
e aprovisionamento on-demand [14]. Atrave´s de interfaces normalizadas ou proprieta´rias
e´ poss´ıvel migrar os recursos entre os ambientes pu´blicos e privados. Este processo, conhe-
cido por cloud bursting, verifica-se essencial na ocorreˆncia de picos de tra´fego ou situac¸o˜es
3 estimativa dos benef´ıcios obtidos em relac¸a˜o ao capital investido.
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adversas no qual a transfereˆncia de recursos proporciona uma co´pia de seguranc¸a e um
aumento do desempenho e fiabilidade nos servic¸os dispon´ıveis para os clientes. Para al-
guns elementos da comunidade, este paradigma h´ıbrido e´ considerado o ideal para qualquer
utilizador que pretenda adotar o cloud computing maximizando o ROI e mantendo a fle-
xibilidade e a seguranc¸a exigida. A Figura 2.6 destaca a associac¸a˜o de servic¸os de cloud
pu´blica com servic¸os de cloud privada formando uma cloud h´ıbrida.
Figura 2.6: Cloud h´ıbrida [23]
2.4 Modelo de Servic¸os
De modo a clarificar conceitos e os fornecedores definirem os seus n´ıveis de atuac¸a˜o no
mercado emergente de cloud computing, foi necessa´rio estabelecer fronteiras entre os va´rios
servic¸os que podem ser disponibilizados. A definic¸a˜o de um modelo por camadas, que
igualmente pode ser encontrado em outras tecnologias como a pilha TCP-IP, fazia todo
o sentido ser aplicado num ambiente de cloud. De momento ainda permanece um debate
ativo entre elementos da comunidade sobre a totalidade das camadas existentes e o que
cada uma engloba. Sendo poss´ıvel encontrar na literatura modelos com 11 camadas [21], o
modelo mais comum e mais utilizado e´ definido por apenas 3 camadas como e´ apresentado
na Figura 2.7.
Os treˆs elementos que perfazem este modelo sa˜o o Infrastructure-as-a-Service (IaaS), o
Platform-as-a-Service (PaaS) e o Software-as-a-Service (SaaS). Uma analogia que permite
entender o enquadramento de cada n´ıvel da pilha e´ a seguinte: por si so´, a infraestrutura
na˜o e´ u´til – ela apenas existe esperando que algue´m a torna produtiva de forma a resolver
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Figura 2.7: Modelo de servic¸os
um problema em particular. Imagine-se um sistema de transporte, mesmo com diversas
estradas constru´ıdas as mesmas na˜o seriam u´teis sem a existeˆncia de automo´veis que trans-
portassem pessoas e bens. Podemos assim considerar que as estradas sa˜o a infraestrutura
e os automo´veis sa˜o a plataforma, que por sua vez assenta na infraestrutura e transporta
pessoas e bens. Essas entidades transportadas podem ser consideradas as aplicac¸o˜es que
sa˜o entregues pela Internet [24].
Este modelo e´ orientado ao fornecimento de servic¸os onde cada camada sustenta a
camada superior. Assim sendo, cada camada pode ser vista como um cliente da camada
abaixo. Este conceito abre oportunidades de nego´cio para fornecedores especializados numa
camada, contratando o servic¸o ao fornecedor da camada inferior, ou enta˜o para fornecedores
que ambicionam atuar transversalmente com o objetivo de cobrir um grande nu´mero de
utilizadores [25]. Na Figura 2.8, observa-se os principais fornecedores existentes nas treˆs
ofertas de servic¸os de cloud onde se verifica um grande domı´nio da Amazon, Google e
Microsoft.
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Figura 2.8: Principais fornecedores de soluc¸o˜es cloud
2.4.1 Infrastructure-as-a-Service
Infrastructure-as-a-service e´ a forma de entregar remotamente recursos de infraestrutura
como servidores, armazenamento ou rede, on-demand. Com este servic¸o e´ poss´ıvel solicitar,
por exemplo, uma nova instaˆncia de um servidor ficando a mesma operacional logo apo´s
esse pedido. Quando ja´ na˜o for necessa´rio, o servidor podera´ ser suprimido libertando os
recursos alocados. Este modelo e´ normalmente utilizado atrave´s dos treˆs tipos de cloud
detalhados na secc¸a˜o 2.3. No caso da cloud pu´blica, a infraestrutura e´ partilhada com
outros utilizadores atrave´s da Internet e contratada num modelo pay-per-use. Os recursos
sa˜o ela´sticos podendo ser facilmente escalados acompanhando a exigeˆncia dos utilizado-
res. Para assegurar a disponibilidade e fiabilidade, a noc¸a˜o da localizac¸a˜o geogra´fica da
infraestrutura contratada e´ uma das valeˆncias deste n´ıvel da pilha. Um fornecedor com
data centers localizados em diversos pontos geogra´ficos assegura a redundaˆncia e balan-
ceamento de carga no caso de falhas possibilitando ao utilizador selecionar a zona mais
vantajosa para o seu nego´cio. Em todo este servic¸o existe um compromisso por parte dos
fornecedores na entrega dos recursos com o intuito de garantir e respeitar os acordos es-
tabelecidos atrave´s de um SLA (Service Level Agreement). Alguns fornecedores como a
Amazon garantem a disponibilidade de servic¸o acima dos 99,95% afirmando que se esse
valor na˜o for cumprido, o utilizador podera´ receber uma nota de cre´dito igual a 10% da
sua fatura [26]. O acesso remoto aos recursos contratados e´ realizado atrave´s de interfaces
bem definidas variando de fornecedor para fornecedor. Certos fornecedores disponibilizam
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interfaces gra´ficos web, CLIs (Command-Line Interfaces) ou APIs. Os interfaces gra´ficos
podem ser preferidos por alguns utilizadores que em alguns passos simples desejam aprovi-
sionar e monitorizar os recursos contratados. Por sua vez, a CLI oferece a oportunidade de
executar scripts que realizem tarefas programadas. As APIs facultam o desenvolvimento
de mo´dulos de software que recorrem a pedidos HTTP (Hypertext Transfer Protocol) para
interagir diretamente com a infraestrutura atrave´s das diversas funcionalidades de gesta˜o
expostas pelo fornecedor [13]. Atrave´s da abordagem da cloud pu´blica, este servic¸o e´ de
facto interessante para as organizac¸o˜es ou start-ups de diversas a´reas que na˜o possuam
capital suficiente para investir em infraestrutura (CapEX) ou que apenas necessitam de
recursos num curto espac¸o de tempo devido a necessidades internas. Estes utilizadores
teˆm a possibilidade de usufruir deste modelo transformando o CapEX em despesas ope-
racionais (OpEX) e acompanhando facilmente a procura dos clientes ao longo do tempo.
No entanto, se um utilizador ja´ possuir uma infraestrutura dedicada em rede privada que
cumpra os n´ıveis de desempenho exigidos, ou se existirem requisitos de seguranc¸a ou de
legalidade inerente a`s suas atividades, outras soluc¸o˜es de cloud privada ou h´ıbrida podera˜o
verificar-se mais adequadas [27].
Os grandes fornecedores de IaaS sa˜o sem surpresa grandes nomes do mundo das TIs. A
Amazon, Rackspace, GoGrid, Microsoft, IBM, e a Google mais recentemente, sa˜o alguns




A Amazon com o AWS (Amazon Web Services) [28] e´ um pioneiro e um dos
maiores fornecedores no mercado de cloud computing introduzindo o servic¸o
de IaaS em 2006. A sua oferta varia entre as diversas a´reas que perfazem o
modelo: EC2 (servidores com sistema operativo Windows ou Linux), S3 (ar-
mazenamento de dados), RDS (base de dados relacionais), Elastic MapReduce
(processamento de dados), entre outros. Com estes servic¸os a Amazon oferece aos utiliza-
dores a possibilidade de usufru´ırem deste vasto cata´logo de recursos computacionais para
estabelecerem o seu nego´cio baseado num modelo pay-per-use. As diversas APIs RESTful
disponibilizadas sa˜o bastante completas sendo consideradas uma normalizac¸a˜o entre a co-
munidade. As funcionalidades disponibilizadas pelas APIs abrangem o aprovisionamento e
toda a gesta˜o necessa´ria dos recursos nos diversos servic¸os. A seguranc¸a e a geolocalizac¸a˜o
sa˜o igualmente uma forte aposta da Amazon. A AWS dete´m data centers em localizac¸o˜es
estrate´gicas com per´ımetros de seguranc¸a f´ısicos e espalhados pelos va´rios continentes de
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forma a garantir a redundaˆncia e a protec¸a˜o contra desastres ou outras situac¸o˜es adversas.
2.4.2 Platform-as-a-Service
Ate´ este momento, o IaaS continua a ser o modelo de servic¸o cloud mais utilizado e com
mais sucesso na a´rea. Todavia o Platform-as-a-Service, sendo orientado ao desenvolvi-
mento de aplicac¸o˜es, possui o potencial para abstrair as organizac¸o˜es de todos os processos
de manutenc¸a˜o e configurac¸a˜o de servidores, bem como de instalac¸a˜o de dependeˆncias [29].
Um fornecedor de PaaS oferece um ambiente integrado simples e intuitivo para desenvolver,
testar, monitorizar e hospedar aplicac¸o˜es web e respetivas bases de dados. Estas platafor-
mas teˆm o intuito de diminuir a complexidade e o tempo alocado em todos os processos
do ciclo de vida de uma aplicac¸a˜o, suportando as caracter´ısticas inerentes ao cloud com-
puting. Apesar do mercado de PaaS ainda se encontrar numa fase precoce, o modelo de
nego´cio suportado podera´ se tornar num componente important´ıssimo na cadeia de valor
da indu´stria de software. A Forrester estimou que em 2016 o volume gerado devido ao
mercado de PaaS poderia atingir os 15,2 mil milho˜es de do´lares [30], e por sua vez a Gart-
ner, anunciou que 2013 sera´ o ano do Platform-as-a-Service no qual ira˜o surgir diversos
avanc¸os significativos. No seio de uma organizac¸a˜o, o impacto destes ambientes, tanto
a n´ıvel te´cnico e econo´mico, e´ enorme. Os va´rios profissionais das TIs, nomeadamente,
programadores, administradores de sistemas e ate´ gestores empresariais, sa˜o abrangidos
por esta revoluc¸a˜o. Para o programador, o ambiente fornecido por um PaaS permite que
ele se foque mais no desenvolvimento de co´digo em vez de na configurac¸a˜o e manutenc¸a˜o
das dependeˆncias subjacentes. Cada plataforma suporta diferentes ambientes de execuc¸a˜o
existindo alguns fornecedores especializados na oferta de linguagens de programac¸a˜o ou
ferramentas espec´ıficas. No mercado e´ poss´ıvel encontrar plataformas que suportam am-
bientes Java, Python, Ruby ou apenas .NET, atrave´s de servidores web e aplicacionais
populares. As frameworks disponibilizadas variam desde de Ruby on Rails, Spring ou Java
EE e a persisteˆncia desde de SQL, MySQL ou NoSQL. Consequentemente, os programa-
dores desfrutam da oportunidade de testar facilmente diversas plataformas com intuito de
encontrar o fornecedor de PaaS que cumpra os requisitos exigidos. Pore´m, e´ sempre indis-
pensa´vel que os envolvidos avaliem quais aplicac¸o˜es fazem mais sentido migrar para a cloud
e qual o impacto que esse processo ira´ ter na organizac¸a˜o. Essa tema´tica ira´ ser discutida
na secc¸a˜o 2.4.3. Um PaaS e´ bastante u´til para projetos de desenvolvimento que envolvam
diversas equipas que pretendem automatizar todo o ciclo de vida de uma aplicac¸a˜o de
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forma interativa e incremental baseando-se em metodologias de desenvolvimento a´gil de
software. O fluxo de desenvolvimento que e´ evidenciado num ambiente cloud na˜o e´ em
nada discrepante do normalmente utilizado no modelo tradicional:
• Especificar
• Desenvolver
• Testar e Integrar
• Declarar versa˜o
Apo´s estas etapas, a aplicac¸a˜o podera´ ser otimizada e colocada em produc¸a˜o se for
o caso. Como as equipas de desenvolvimento e testes partilham a mesma plataforma, e´
aumentada a eficieˆncia dos processos e sa˜o reduzidos os conflitos e erros que possam surgir
durante todo o ciclo de vida aplicacional. Na maioria dos PaaS, todas as particularidades
associadas a infraestrutura sa˜o de certa forma ocultadas sendo que o aprovisionamento
automa´tico de recursos computacionais faz parte das responsabilidades dos fornecedores
contratados. Ale´m disso, sa˜o tambe´m geridos todos os mecanismos de recuperac¸a˜o em
caso de falhas, balanceamento de carga e seguranc¸a, como autenticac¸a˜o e autorizac¸a˜o [31].
Os administradores de sistemas, que incluem como tarefas te´cnicas, a ana´lise de logs, a
atualizac¸a˜o de software ou ate´ a manutenc¸a˜o de discos r´ıgidos, podem agora se focar em
manter os sistemas complexos operacionais em vez de servidores e sistemas operativos. Por
outro lado, os gestores tambe´m apreciam a flexibilidade que o PaaS pode trazer para as suas
organizac¸o˜es. Em poucos dias um simples proto´tipo de um servic¸o pode ser lanc¸ado para
produc¸a˜o sem existir um grande investimento inicial por parte da organizac¸a˜o detentora.
Subitamente, a inovac¸a˜o cessa de estar no horizonte de quem possui avultados recursos
econo´micos para transforma´-la num produto comercializa´vel.
No mercado surgem diversos fornecedores de PaaS cada um oferecendo um servic¸o
diferenciado para o utilizador. Ale´m dos tita˜s Amazon, Google e Windows, emergem
ofertas especializadas em linguagens de programac¸a˜o espec´ıficas, caso do CloudBees, e
igualmente soluc¸o˜es open-source, nomeadamente o OpenShift da Red Hat e o CloudFoundry
da VMware. O Heroku da Salesforce.com surge como um dos principais fornecedores de
PaaS especializado em linguagens open-source tais como Ruby e Python e suportando
Git como ferramenta de controlo de revisa˜o. Dessa forma sera´ feita uma s´ıntese desses
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O CloudBees [32] foi fundado em 2010 e e´ um PaaS inteiramente dire-
cionado ao desenvolvimento de aplicac¸o˜es Java. Portanto, suporta qualquer
linguagem de programac¸a˜o e framework que executem sobre uma JVM (Java
Virtual Machine), nomeadamente, Java, JRuby, Scala, Play, Grails, Spring,
etc. O CloudBees fornece dois servic¸os, sendo um deles orientado ao desenvolvimento
e teste de aplicac¸o˜es, e outro orientado apenas ao deployment e execuc¸a˜o das mesmas.
Atrave´s do DEV@Cloud, o utilizador tem acesso a ferramentas como Jenkins, Maven, So-
nar e reposito´rios Git e SVN de modo a controlar todo o ciclo de vida da aplicac¸a˜o. Por sua
vez atrave´s do RUN@Cloud, podera´ efetuar rapidamente o deployment de uma aplicac¸a˜o,
ja´ criada anteriormente, adquirindo acesso a todas as funcionalidades de gesta˜o, monito-
rizac¸a˜o e logging. Para interac¸a˜o por parte de utilizadores o CloudBees fornece diversas
interfaces, como o pro´prio interface gra´fico web, um plugin para Eclipse, um SDK (Software
Development Kit) e uma API RESTFul. No entanto, a API apenas permite controlar as
funcionalidades inerentes ao modelo de execuc¸a˜o RUN@Cloud. O modelo de nego´cio supor-
tado fornece 2 planos de subscric¸a˜o pay-per-use. O plano Free e´ o´timo para os utilizadores
que desejam testar a plataforma de forma gratuita mas estando limitado a 5 aplicac¸o˜es, 5
base de dados MySQL e uma instaˆncia de servidor por aplicac¸a˜o. Por outro lado, o plano
Enterprise oferece as funcionalidades de recuperac¸a˜o em caso de falhas, balanceamento
de carga, seguranc¸a e escalabilidade tanto horizontal atrave´s de instaˆncias como vertical
atrave´s de app-cells. No contexto do CloudBees, um app-cell e´ uma porc¸a˜o de um servi-
dor e possui 128MB de memo´ria RAM. Por sua vez, uma instaˆncia como o pro´prio nome
indica, e´ uma instaˆncia de um servidor. Existe uma relac¸a˜o entre ambos os conceitos, ja´
que uma instaˆncia podera´ suportar no ma´ximo 10 app-cells. A n´ıvel de infraestrutura, o
CloudBees assenta por omissa˜o no servic¸o pu´blico fornecido pela AWS, todavia para como-
didade dos utilizadores, possibilita outras opc¸o˜es como a HP, a OVH.com ou uma qualquer




O CloudFoundry [33] e´ um PaaS que possui uma abordagem dissemelhante
em comparac¸a˜o a quase todas as restantes plataformas do mercado por ser
completamente open-source com licenc¸a Apache v2. Lanc¸ado em 2011 pela
VMware, o CloudFoundry prima por suportar diversos ambientes de execuc¸a˜o:
Java, Scala, Ruby, Node.js, etc.; frameworks : Spring, Sinatra, Rails etc.; base
de dados: MySQL, MongoDB, Redis, PostgreSQL; sem estar fixo a uma u´nica
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infraestrutura. O utilizador tem a oportunidade de alterar o co´digo fonte do pro´prio PaaS
e assenta´-lo sobre qualquer servic¸o de infraestrutura ao seu dispor, seja pu´blico ou privado.
Com este paradigma multi-cloud e open-source, o CloudFoundry tem recebido um exaustivo
reconhecimento no mundo das plataformas sendo apelidado de Linux do cloud computing.
Por detra´s deste sucesso, existe uma forte comunidade de utilizadores e organizac¸o˜es como
a ActiveState ou a Joyent que teˆm participado arduamente no desenvolvimento do Cloud-
Foundry. Ale´m disso, o co´digo fonte da plataforma foi utilizado como base para algumas
soluc¸o˜es comerciais como o AppFog, Stackato e outras soluc¸o˜es gratuitas como o IronFoun-
dry. Para a interac¸a˜o por parte de utilizadores, existem diversas interfaces como uma CLI,
um plugin para Eclipse e uma API RESTFul. O co´digo fonte e documentac¸a˜o da pro´pria
plataforma como tambe´m de todas as interfaces de utilizador encontram-se dispon´ıveis
em reposito´rios pu´blicos do GitHub. De momento, o CloudFoundry na˜o possui nenhum
modelo de nego´cio devido a u´ltima versa˜o ainda ser beta, pore´m e´ fornecida uma soluc¸a˜o
pu´blica limitada a 16 bases de dados e 20 aplicac¸o˜es. A n´ıvel de recursos, a soma de
memo´ria RAM alocada por todas as aplicac¸o˜es esta´ limitada a 2GB sendo que o utilizador
pode escalar horizontalmente a aplicac¸a˜o ate´ ao ma´ximo de 16 instaˆncias por detra´s de um
balanceador de carga. O CloudFoundry promete mais desenvolvimentos e novidades num
futuro breve que podera´ passar por uma soluc¸a˜o comercial.
Figura 2.16:
Heroku
O Heroku [34] surgiu em 2007 como sendo um PaaS orientado exclu-
sivamente ao desenvolvimento de aplicac¸o˜es em Ruby. Apo´s ser adquirido
pela Salesforce.com em 2010, o Heroku evoluiu suportando mais tecnologias e
tornando-se um dos PaaS mais utilizados e ce´lebres do mercado. De momento, e´ estimado
que suporte mais de 1,5 milha˜o de aplicac¸o˜es de todo o tipo de linguagens de programac¸a˜o
desde de Java, Scala, Python, Ruby, PHP ou Node.js. com base de dados PostgreSQL
ou Redis. O Heroku possui um amplo cata´logo de addons que permite aos utilizadores
adicionarem diversos tipos de base de dados SQL e NoSQL, servic¸os de monitorizac¸a˜o,
logging, faturac¸a˜o, teste, etc. Para interac¸a˜o por parte de utilizadores, o Heroku fornece
diversas interfaces como o pro´prio interface gra´fico web, uma CLI, um plugin para Eclipse,
Git e uma API RESTFul. O Git tem-se tornado um de facto no mercado de PaaS sendo
cada vez mais utilizado como ferramenta de deployment e controlo de revisa˜o de co´digo
fonte em diversos PaaS, na˜o sendo excec¸a˜o no Heroku. O modelo de nego´cio suportado
e´ pay-per-use onde o utilizador tem acesso a`s funcionalidades de recuperac¸a˜o em caso de
falhas, balanceamento de carga, seguranc¸a e escalabilidade de processos. Ao contra´rio de
outros fornecedores, o Heroku tem uma abordagem diferente em relac¸a˜o a escalabilidade.
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Em vez de serem alocadas novas instaˆncias de servidores de forma a suportar elasticamente
os pedidos a` aplicac¸a˜o, o Heroku foca-se em processos denominados de dynos. Um dyno
possui 512MB de memo´ria RAM estando completamente isolado atrave´s de LXC (Linux
Containers) de forma a na˜o afetar o correto funcionamento de outros dynos existentes. Um
dyno pode ser de tipo web, de modo a aumentar o desempenho e o atendimento de pedidos
HTTP, e de tipo worker, para executar background jobs e fornecer mais capacidade de pro-
cessamento a aplicac¸a˜o. A infraestrutura que suporta o Heroku e´ fornecida inteiramente
pela AWS na˜o existindo nenhuma informac¸a˜o sobre a possibilidade de utilizar outros IaaS
ou uma abordagem de cloud privada.
Figura 2.18:
OpenShift
O OpenShift [35] e´ um PaaS lanc¸ado pela Red Hat em 2011, no entanto
em 2012, tornou-se uma soluc¸a˜o open-source e multi-cloud de certa forma
semelhante a plataforma CloudFoundry. Ate´ ao momento, o OpenShift su-
porta um grande nu´mero de ambientes de execuc¸a˜o: Java, Ruby, PHP, Perl,
Python, Node.js, etc.; frameworks : CakePHP, Django, Spring, Sinatra, Rails
etc.; base de dados: MySQL, Redis, PostgreSQL, SQLite; sendo o u´nico PaaS
que suporta totalmente Java EE6. O OpenShift possui uma grande comunidade de utili-
zadores bastante participativos utilizando diversos reposito´rios pu´blicos no GitHub onde
se encontra alojada toda a documentac¸a˜o e o co´digo fonte da plataforma. Para a interac¸a˜o
por parte de utilizadores, existem diversas interfaces como o pro´prio interface gra´fico web,
uma CLI, um plugin para Eclipse, Git e uma API RESTFul. Em semelhanc¸a ao Heroku,
o OpenShift promove o Git como ferramenta para o deployment e controlo de revisa˜o do
co´digo fonte das aplicac¸o˜es. O modelo de nego´cio disponibilizado pelo OpenShift e´ rea-
lizado atrave´s de planos de subscric¸a˜o pay-per-use. O plano FreeShift e´ atraente para os
utilizadores que pretendem testar a plataforma de forma gratuita mas estando limitado a
3 small gears. Por outro lado, o plano MegaShift oferece as funcionalidades de recuperac¸a˜o
em caso de falhas, balanceamento de carga, seguranc¸a e escalabilidade atrave´s de um maior
nu´mero de small ou medium gears. No contexto do OpenShift, um gear e´ uma porc¸a˜o li-
mitada de memo´ria e espac¸o em disco. Um gear poder ser de tipo small gear, limitado a
512MB de memo´ria RAM e 1GB de espac¸o em disco, ou de tipo medium gear, limitado
a 1GB de memo´ria RAM e 1GB de espac¸o em disco. O utilizador tem a oportunidade
para escalar horizontalmente a aplicac¸a˜o ate´ ao nu´mero ma´ximo de 16 gears por detra´s
de um balanceador de carga. A n´ıvel de infraestrutura, a oferta pu´blica do OpenShift e´
arquitetada no topo de servidores da AWS com sistema operativo Red Hat Enterprise Li-
nux (RHEL). Pore´m, sendo um PaaS multi-cloud, o OpenShift podera´ ser assentado sobre
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O AWS Elastic Beanstalk [36] surgiu em 2010 sendo um PaaS constru´ıdo
exclusivamente sobre o servic¸o de IaaS da Amazon: EC2, S3, SimpleDB, Elas-
tic Load Balancing, etc. De momento, o Beanstalk ainda se encontra numa
versa˜o beta fornecendo aos utilizadores ambientes de execuc¸a˜o Java, PHP,
.NET, base de dados NoSQL, atrave´s do Amazon DynamoDB, e base de da-
dos MySQL, SQL Server ou Oracle, atrave´s do Amazon RDS. Para interac¸a˜o
por parte de utilizadores, existem diversas interfaces como o pro´prio interface gra´fico web,
uma CLI, um plugin para Eclipse e Visual Studio, um SDK (Software Development Kit),
Git e uma API RESTFul bastante documentada. O modelo de nego´cio suportado pelo
Beanstalk e´ puramente pay-per-use onde o utilizador tem acesso a`s funcionalidades de
recuperac¸a˜o em caso de falhas, balanceamento de carga, seguranc¸a e escalabilidade. Ana-
logamente aos restantes modelos de nego´cio da AWS o utilizador e´ cobrado em relac¸a˜o ao
tempo alocado por cada instaˆncia, balanceador de carga, armazenamento para a aplicac¸a˜o
e a largura de banda de sa´ıda dos servidores, sendo que a largura de banda de entrada
e´ gratuita. Uma caracter´ıstica particular do Beanstalk e´ o de permitir selecionar a loca-
lizac¸a˜o geogra´fica do servidor onde sera´ hospedada a aplicac¸a˜o, desde dos Estados Unidos,
Irlanda ou Japa˜o. Assim sendo, a linha que separa a oferta de PaaS da oferta de IaaS da





O GAE (Google App Engine) [37] foi lanc¸ado em 2008 pela Google como
uma versa˜o de preview sendo que apenas em 2011 surgiu como uma versa˜o
esta´vel e final. O GAE suporta como ambientes de execuc¸a˜o: Java, Python,
Go; frameworks : Spring, Django, Struts; e base de dados proprieta´rias: Go-
ogle Cloud SQL e Google Datastore; sendo que a u´ltima opera com uma
sintaxe proprieta´ria denominada de GQL. Este tipo de abordagem pode tra-
zer obsta´culos para portabilidade das aplicac¸o˜es devido a`s tecnologias pro-
prieta´rias que a plataforma da Google suporta. Em contrapartida, o GAE possui uma
excelente integrac¸a˜o com va´rias APIs Google nomeadamente de autenticac¸a˜o OAuth, cor-
reio eletro´nico, instant messaging, URL (Uniform Resource Locator) Fetch, memcache,
Blobstore, Mapreduce, etc. Para a interac¸a˜o por parte de utilizadores, o GAE disponibi-
liza diversas interfaces como o pro´prio interface gra´fico web, uma CLI, um SDK (Software
Development Kit), um plugin para Eclipse e uma API RESTFul. A documentac¸a˜o dis-
ponibilizada e´ extensa cobrindo todo o tipo de funcionalidades que um utilizador podera´
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usufruir da plataforma. O modelo de nego´cio utilizado pelo GAE e´ pay-per-use, no entanto,
revela-se bastante complexo devido a contabilizar todo o tipo de recursos e operac¸o˜es que
as aplicac¸o˜es hospedadas podera˜o efetuar. Desta forma, o utilizador e´ cobrado em relac¸a˜o
ao tempo alocado por instaˆncia, armazenamento da aplicac¸a˜o, correio eletro´nico enviado,
espac¸o utilizado por logs, mensagens XMPP (Extensible Messaging and Presence Proto-
col), largura de banda de sa´ıda dos servidores e todas as operac¸o˜es efetuadas a`s bases de
dados. Ale´m disso, existem limites por minuto ou por hora para todos os pedidos efetu-
ados a`s APIs nativas dos va´rios servic¸os disponibilizados pela Google. Com este ge´nero
de modelo, o utilizador necessita de ter em atenc¸a˜o a qualidade e o desempenho das suas
aplicac¸o˜es web no processo de desenvolvimento de forma a ser o mais bene´fico poss´ıvel
a n´ıvel de faturac¸a˜o. Analogamente ao Beanstalk, o GAE subsiste sobre os recursos de
infraestrutura da pro´pria organizac¸a˜o, neste caso a Google.
As Tabelas 2.1 e 2.2, resumem as principais caracter´ısticas de cada plataforma aqui
detalhadas.
Tabela 2.1: Resumo das caracter´ısticas dos PaaS analisados
Plataformas Linguagens Frameworks Base de Interfaces de IaaS
Dados Utilizador
CloudBees Java Grails MySQL Web GUI AWS
JRuby Java Web SDK HP
Scala Play! API OVH.com
Spring Plugin Eclipse IaaS privado
Rails
CloudFoundry Java Grails MongoDB CLI Multi-Cloud
Node.js Java Web MySQL API




Heroku Java Grails Addons: Web GUI AWS
Node.js Django PostgreSQL CLI
Ruby Spring MySQL Git
Python Rails Redis API
Sinatra etc. Plugin Eclipse
OpenShift Java JavaEE6 MongoDB Web GUI Multi-Cloud
Ruby Spring MySQL CLI
PHP Django PostgreSQL Git
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Python Rails SQLite API
Perl Sinatra Plugin Eclipse
Zend
AWS Java - DynamoDB Web GUI AWS







Google Java Spring Cloud SQL Web GUI Google
App Python Django Datastore SDK
Engine Go Struts API
Plugin Eclipse
Tabela 2.2: Resumo das caracter´ısticas dos PaaS analisados (continuac¸a˜o)
Plataformas Taxonomia Monitorizac¸a˜o SLA Modelos de
Nego´cio
CloudBees Instaˆncia Web GUI Estado do Servic¸o: Planos:
App-Cell New Relic http://status. Free
AppDynamics cloudbees.com/ Enterprise
Logs
CloudFoundry Instaˆncia API N/A N/A
Logs
Heroku Web Dyno New Relic Estado do Servic¸o: Pay-per-use
Worker Dyno Logs https://status.
heroku.com/
OpenShift Gear Web GUI N/A Planos:
Logs FreeShift
MegaShift
AWS Instaˆncia Web GUI AWS SLA4 Pay-per-use
Beanstalk CloudWatch 99.95%
Logs
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Da mesma forma, foram investigados outros fornecedores de PaaS existentes no mercado
que oferecem ambientes de execuc¸a˜o para linguagens de programac¸a˜o espec´ıficas. A Tabela
2.3 agrupa as plataformas estudadas resumindo as suas posic¸o˜es no mercado.
Tabela 2.3: Outras plataformas existentes
Linguagens Plataformas
Java AppFog, AppHarbor, Cumulogic, DotCloud,
IronFoundry, Microsoft Azure, Playapps, WSO2 Stratos
Node.js AppFog, DotCloud, Joyent, Nodejitsu
Nodester
PHP AppHarbor, DotCloud, EngineYard, IronFoundry
PHPFog, Microsoft Azure
Python AppFog, DotCloud, IronFoundry
.NET AppHarbor, IronFoundry , Microsoft Azure




No n´ıvel mais alto da pilha de cloud computing surge o Software-as-a-Service que, em
termos elementares, e´ definido por aplicac¸o˜es que sa˜o entregues atrave´s da Internet. Como
cliente de SaaS, o mesmo na˜o necessita de instalar nenhum software no seu terminal, nem
de se preocupar onde o mesmo se encontra hospedado ou que linguagem de programac¸a˜o
foi utilizada no seu desenvolvimento. Este conceito de entrega de servic¸os na˜o e´ novo re-
montando a` de´cada de 60 e 70. Pore´m, apenas na de´cada de 90 com a explosa˜o verificada
devido ao surgimento da world wide web, este paradigma chegou a`s grandes massas. Algu-
mas das aplicac¸o˜es variavam desde do correio eletro´nico, processadores de texto ou simples
calenda´rios [38]. Com a introduc¸a˜o do cloud computing nos anos 2000, brotaram diversos
fornecedores como a Salesforce.com, com a sua aplicac¸a˜o de CRM (Customer Relationship
Management), a Google, com os seus diversos servic¸os, Gmail ou Google Maps, o Twitter,
com a sua rede social e a Amazon, com a sua plataforma de come´rcio online operando
sobre infraestruturas de cloud. Em certos casos, os fornecedores de SaaS esta˜o alheios a
infraestrutura ou plataforma contratada colocando a sua equipa te´cnica apenas focada na
melhoria e desenvolvimento de novos produtos para os seus clientes. A Figura 2.23 elucida
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a cadeia de valor do mercado de SaaS desde da infraestrutura ou plataforma cloud ate´ ao
cliente final.
Figura 2.23: Cadeia de valor do mercado de SaaS [2]
A entrega de aplicac¸o˜es atrave´s da Internet aliciou igualmente organizac¸o˜es de diversas
dimenso˜es, que consideraram a migrac¸a˜o ou desenvolvimento de aplicac¸o˜es para a cloud
como sendo uma oportunidade de nego´cio ou de mera reestruturac¸a˜o de equipas e custos.
Existem vantagens e desvantagens neste processo. Inicialmente e´ necessa´rio eleger quais
aplicac¸o˜es fazem mais sentido envolver e posteriormente quais fornecedores, de IaaS ou de
PaaS, sa˜o mais adequados para suportar a aplicac¸a˜o em causa com o plano de nego´cio que
a organizac¸a˜o se depare como mais vantajoso. Para a eleic¸a˜o das aplicac¸o˜es e´ indispensa´vel
compreender as suas caracter´ısticas, o aˆmbito ou a durac¸a˜o de tempo em que sera˜o utiliza-
das. Portanto, aplicac¸o˜es com grande interac¸a˜o web ou mo´vel, aplicac¸o˜es com o propo´sito
de serem utilizadas durante um curto espac¸o de tempo devido a um projeto, ou aplicac¸o˜es
que podera˜o estar sujeitas a picos de procura bastante frequentes, sera˜o as principais candi-
datas a serem migradas ou desenvolvidas para um ambiente de cloud. No entanto, existem
situac¸o˜es em que este processo na˜o sera´ o mais adequado ou na˜o ira´ trazer vantagens a
n´ıvel econo´mico para a organizac¸a˜o detentora do software. E´ caso de aplicac¸o˜es que tran-
sacionam dados cr´ıticos sujeitos a regulac¸o˜es ou barreiras legais, ou enta˜o aplicac¸o˜es que
podem ser facilmente hospedadas nas premissas da organizac¸a˜o devido a infraestrutura
privada ja´ existente [13].
Como e´ o´bvio neste n´ıvel da pilha, a quantidade de fornecedores e´ imensa desde do
Yahoo, Google, Salesforce.com, SAP, Microsoft entre outros. Dessa forma sera´ feita uma
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A gigante Google [39], uma l´ıder no mercado de SaaS, fornece diversas
aplicac¸o˜es orientadas a`s grandes massas, organizac¸o˜es e a´rea da educac¸a˜o.
Em 2006 foi lanc¸ado o seu servic¸o mais popular, o Gmail, um cliente de cor-
reio eletro´nico com suporte inicial de 2 GB de armazenamento. Ao longo
dos u´ltimos anos, surgiram um imenso nu´mero de servic¸os que reforc¸aram o
cata´logo Google Apps suportando as mais diversas atividades dos clientes. Desses servic¸os
alguns foram evoluindo, outros permaneceram ativos e outros foram eliminados ou absorvi-
dos. O vasto cata´logo fornece aplicac¸o˜es desde do Google Maps, uma aplicac¸a˜o com suporte
a mapas mundiais, o Google Docs, para partilha de documentos atrave´s de um editor de
texto, o Google Talk, um instant messaging, o Google Drive, um servic¸o de armazenamento
e de sincronizac¸a˜o de arquivos online, entre outros. Todos estes servic¸os possuem APIs
especificadas onde uma grande comunidade de utilizadores participa. Atrave´s destas inter-




A Salesforce.com [40] surgiu no mercado do cloud computing por volta
de 2006 possuindo uma infraestrutura multi-tenant semelhante ao que a
AWS e a Google suportam. Nos dias de hoje todos os rendimentos da Sa-
lesforce.com sa˜o baseados no mercado de cloud mantendo um crescimento
anual bastante razoa´vel que permitiu a aquisic¸a˜o de diversas organizac¸o˜es das TIs, exemplo
da ce´lebre plataforma Heroku. No entanto, a soluc¸a˜o que proporcionou esta expansa˜o e
reconhecimento foi de facto a aplicac¸a˜o de CRM que e´ l´ıder no mercado de SaaS empresari-
ais. A Salesforce.com CRM consiste em 2 elementos: The Sales Cloud, uma aplicac¸a˜o para
as organizac¸o˜es gerirem os seus recursos humanos e processos mais eficazmente, e The
Service Cloud uma plataforma para colaborac¸a˜o em tempo real, partilha de informac¸a˜o
empresarial, contactos e processos entre departamentos ou parceiros. Todos estes servic¸os
podem ser completamente integrados com o Google Apps, Facebook ou LinkedIn atrave´s
de uma composic¸a˜o de APIs de cada fornecedor.
2.5 Iniciativas de Interoperabilidade
Como mencionado, o principal objetivo deste trabalho emerge da preocupac¸a˜o atual da
comunidade sobre os obsta´culos da interoperabilidade entre fornecedores de soluc¸o˜es cloud,
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nomeadamente de Platform-as-a-Service. Existem dois principais fatores que originaram
este efeito: as soluc¸o˜es de cloud na˜o terem sido desenhadas para uma poss´ıvel agregac¸a˜o,
bem como a atual competic¸a˜o que permanece entre os grandes fornecedores devido aos seus
interesses na disponibilizac¸a˜o de servic¸os diferenciados [4]. A tema´tica da inter-cloud tem
progredido nos u´ltimos anos envolvendo va´rios projetos sem fins lucrativos e organismos
de normalizac¸a˜o com o objetivo de atingir a interoperabilidade em ambientes cloud. Com
esta soluc¸a˜o, os utilizadores deixariam de estar ta˜o vulnera´veis a um fornecedor espec´ıfico
e a`s suas caracter´ısticas proprieta´rias obtendo a oportunidade de comparar, gerir e migrar
informac¸a˜o entre fornecedores heteroge´neos [41]. Por outro lado, start-ups de soluc¸o˜es
cloud avistariam a sua posic¸a˜o no mercado reforc¸ada podendo adquirir mais facilmente
uma razoa´vel quota de mercado.
A maior parte do esforc¸o que tem vindo a ser efetuado nesta a´rea envolve apenas a
camada de Infrastructure-as-a-Service. No entanto, mais recentemente, surgiram alguns
projetos que subiram na pilha do modelo de servic¸os investigando como seria exequ´ıvel
agregar a oferta de fornecedores de PaaS. A interoperabilidade entre fornecedores e´ poss´ıvel
ser atingida atrave´s de variadas formas as quais foram e encontram-se a ser exploradas.
Tipicamente os estudos realizados realc¸am 3 tipos de abordagem:
• Gesta˜o unificada/API normalizada
• Modelo de dados comum
• Cloud Broker
Como este trabalho se foca na especificac¸a˜o e desenvolvimento de uma camada de abs-
trac¸a˜o que permita uma gesta˜o unificada de va´rios fornecedores, apenas os estudos que
possuem essa abordagem sera˜o destacados. Para a camada de infraestrutura, o OCCI-WG
[42] (Open Cloud Computing Interface Working Group) foi formado em 2009 pela OGF
(Open Grid Forum) com o objetivo de eliminar o lock-in existente com o desenvolvimento
de uma API que permita gerir e escalar recursos computacionais de va´rios fornecedores de
IaaS. Como resultado deste estudo, surgiu uma interface RESTful denominada de OCCI
que torna poss´ıvel ao utilizador desenvolver ferramentas que o possam auxiliar na gesta˜o de
recursos computacionais, deixando como trabalho futuro o desenvolvimento das funciona-
lidades de monitorizac¸a˜o e controlo de faturac¸a˜o. As principais implementac¸o˜es do OCCI
suportam ate´ ao momento o OpenStack, OpenNebula, sendo que o grupo afirma tambe´m
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existir uma implementac¸a˜o para a API do EC2 da AWS. A n´ıvel de PaaS e SaaS, a OGF
assegura que o OCCI suporta igualmente estes modelos, contudo cada n´ıvel possui dife-
rentes requisitos que na˜o podem ser generalizados. Pore´m, a documentac¸a˜o fornecida pela
OGF abrange somente a gesta˜o de recursos de infraestrutura como rede, armazenamento
e servidores virtuais. Outro projeto interessante que se foca na a´rea de IaaS e´ conhecido
por Apache DeltaCloud [43]. Esta iniciativa da Red Hat e da Apache Software Foundation
surgiu em 2010 com o objetivo de criar uma API open-source capaz de interagir com as
diversas APIs nativas dos fornecedores de IaaS tanto pu´blicos como privados. Como resul-
tado foi implementada uma API RESTFul em Ruby que abstrai todas as diferenc¸as dos
va´rios fornecedores. Esta interface possibilita ao utilizador criar, gerir e obter informac¸a˜o
sobre instaˆncias de servidores e armazenamento em qualquer um dos fornecedores supor-
tados de forma centralizada. Ate´ ao momento, o DeltaCloud suporta um elevado nu´mero
de APIs desde EC2 e S3 da AWS, Eucalyptus, IBM SBC, GoGrid, OpenNebula, Racks-
pace, RHEV-M, RimuHosting, Terremark, VMware vSphere, OpenStack, Microsoft Azure
e Google Storage. Sendo um projeto licenciado pela Apache, qualquer indiv´ıduo podera´
contribuir na implementac¸a˜o como tambe´m no desenvolvimento de clientes HTTP ale´m
do cliente Ruby fornecido e dispon´ıvel para download. A Figura 2.28 elucida o funciona-
mento geral do DeltaCloud interagindo com as diversas APIs dos fornecedores e expondo
as funcionalidades suportadas atrave´s das interfaces de cliente.
Figura 2.28: Arquitetura Apache DeltaCloud [43]
Subindo um n´ıvel no modelo de servic¸os emergem algumas iniciativas que visam permi-
tir igualmente a interoperabilidade mas entre fornecedores de PaaS. Do lado da comunidade
europeia surge o projeto Cloud4SOA [44] do FP7 (Seventh Framework Programme). O
projeto Cloud4SOA iniciou-se em 2010 e tem como visa˜o resolver os problemas de intero-
perabilidade semaˆntica existentes entre fornecedores de PaaS. Dessa forma espera reduzir o
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lock-in dos utilizadores facilitando os processos de criac¸a˜o e gesta˜o das aplicac¸o˜es hospeda-
das em diferentes plataformas. Para isso foi definida uma arquitetura que utiliza modelos
e te´cnicas de semaˆntica de modo a recolher informac¸a˜o sobre cada fornecedor e abstrair
as diversas APIs nativas. Com esta framework, o utilizador tera´ acesso a`s diversas funcio-
nalidades do ciclo de vida de uma aplicac¸a˜o em um ambiente PaaS de forma centralizada.
Esta iniciativa apenas finalizara´ em meados do ano de 2013 sendo que ate´ ao momento
possui alguns resultados encorajadores e importantes para esta a´rea de investigac¸a˜o. Em
2010 e´ igualmente iniciada uma outra iniciativa, no entanto, envolvendo alguns dos tita˜s do
mercado como a Oracle, Rackspace, RedHat, CloudBees, Huawei, Cloudsoft Corporation
e Software AG. Pore´m apenas em finais de Agosto de 2012 este grupo foi anunciado publi-
camente. Os seus principais objetivos sa˜o especificar e desenvolver uma API open-source
intitulada de CAMP (Cloud Application Management for Platforms) [45], que permite
criar, gerir e monitorizar aplicac¸o˜es e bases de dados atrave´s de va´rios fornecedores, de
forma centralizada e independente da plataforma. Apesar de existirem diversos fornecedo-
res que oferecem ambientes com diferentes tecnologias, o CAMP aproveita as similaridades
inerentes no ciclo de vida aplicacional com o intuito de criar uma soluc¸a˜o gene´rica e unifi-
cada. A API especificada [46] e´ RESTFul suportando JSON (JavaScript Object Notation)
como modelo de dados para interagir com os diversos recursos, nomeadamente, platafor-
mas, aplicac¸o˜es, bases de dados, etc. O CAMP igualmente definiu uma taxionomia para
as ferramentas de desenvolvimento (Netbeans, Eclipse, Vim, etc.) designando-as por ADE
(Application Development Environment). Atrave´s de plugins que podera˜o ser implementa-
dos, os utilizadores tera˜o a possibilidade de desenvolver o co´digo de fonte de uma aplicac¸a˜o
no ADE realizando o respetivo deployment para o fornecedor desejado. O CAMP e´ definido
por ser uma soluc¸a˜o completamente agno´stica a`s linguagens de programac¸a˜o e frameworks.
Portanto, a portabilidade e´ uma forte aposta de forma a permitir a migrac¸a˜o de aplicac¸o˜es
entre diferentes fornecedores de PaaS. Para garantir essa portabilidade, foi definido o PDP
(Platform Deployment Package) que e´ um arquivo que reside juntamente com o co´digo
fonte de uma aplicac¸a˜o contendo a descric¸a˜o de dependeˆncias, meta-dados, configurac¸o˜es
necessa´rias para a aplicac¸a˜o e certificados de seguranc¸a. Com esta iniciativa os diversos
parceiros pretendem revolucionar o mercado de PaaS, tendo submetido o CAMP a OA-
SIS (Organization for the Advancement of Structured Information Standards) esperando
que daqui por 18 meses seja adotado como a primeira normalizac¸a˜o de ambientes PaaS.
A reac¸a˜o da comunidade a esta especificac¸a˜o tem sido mista, tecendo alguns elogios mas
tambe´m algumas du´vidas de como o mercado podera´ se adaptar e absorver tal soluc¸a˜o. E´
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necessa´rio esperar que esta especificac¸a˜o amadurec¸a e que a primeira implementac¸a˜o da
API esteja dispon´ıvel para ser utilizada e integrada pelos utilizadores.
Como o servic¸o e a definic¸a˜o de que e´ realmente um PaaS ainda se encontra numa
fase precoce, na˜o tem existido muitos esforc¸os ou estudos significativos que investigam esta
a´rea. Ale´m disso, o mercado esta´ em constante evoluc¸a˜o sendo que cada fornecedor suporta
diferentes tecnologias e ferramentas de desenvolvimento de forma a se poder diferenciar
face aos utilizadores. Contudo, o impacto destas plataformas a n´ıvel empresarial podera´
verificar-se important´ıssimo e atraente para as organizac¸o˜es de diversos nego´cios. Portanto
espera-se que surgem avanc¸os expressivos neste n´ıvel de servic¸o de cloud nos pro´ximos
anos.
2.6 Service-Oriented Architecture
Os sistemas distribu´ıdos sa˜o por base heteroge´neos possuindo cada um deles diferentes
propo´sitos, paradigmas, modelo de dados ou linguagens de programac¸a˜o. Hoje em dia, es-
tes sistemas sa˜o cada vez maiores e mais complexos, portanto mais dif´ıceis de monitorizar,
operar e integrar com novas soluc¸o˜es. De forma a manter a escalabilidade necessa´ria para
prorrogar com novos mo´dulos e processos, a flexibilidade e´ a u´nica soluc¸a˜o. O SOA surgiu
nos finais da de´cada de 90 sendo uma perspetiva que define como os servic¸os podem ser
concebidos para suportar os requisitos dos utilizadores independentemente do sistema ou
infraestrutura subjacente [47]. Alguns dos alicerces do cloud computing assentam forte-
mente em conceitos SOA, considerando-se que a utilizac¸a˜o de ambos e´ a abordagem mais
eficaz para alavancar as arquiteturas existentes no seio de qualquer organizac¸a˜o.
O SOA na˜o e´ uma framework nem uma tecnologia, na˜o e´ algo que se possa adquirir
ou instalar, apenas visa flexibilizar a manutenc¸a˜o de grandes sistemas e processos sendo
orientado em 3 conceitos:
Servic¸os: Para uma organizac¸a˜o, os servic¸os representam o valor de nego´cio atrave´s das
TIs. Eles podem ser simples ou mais complexos atrave´s das diversas operac¸o˜es especificadas
durante o processo de desenvolvimento. Normalmente os servic¸os sa˜o expostos atrave´s de
interfaces ou contratos que abstraem os seus detalhes te´cnicos, por exemplo um WSDL
(Web Service Description Language), promovendo a reutilizac¸a˜o e a interoperabilidade
com outras aplicac¸o˜es. A Figura 2.29 caracteriza um servic¸o num contexto SOA.
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Figura 2.29: Representac¸a˜o de um servic¸o em SOA [48]
Interoperabilidade: A harmonizac¸a˜o e´ um fator importante para o funcionamento efi-
caz de qualquer sistema. Cada sistema pode utilizar diferentes paradigmas, protocolos,
linguagens de programac¸a˜o ou operar em diversos departamentos e organizac¸o˜es. Por sua
vez, o SOA na˜o combate esta heterogeneidade mas sim agiliza-a. Para manter os servic¸os
interopera´veis, o SOA recorre a normalizac¸o˜es como o HTTP que por sua vez e´ utilizado
pelo SOAP (Simple Object Access Protocol) e REST (Representational State Transfer).
Loose Coupling: Para que um sistema seja flex´ıvel, escala´vel e tolera´vel a falhas, e´
imperativo minimizar todas as suas dependeˆncias desenhando-o de forma modular. Assim
sendo, qualquer modificac¸a˜o que seja fundamental efetuar tera´ um impacto mı´nimo na
arquitetura. Ale´m disso, e´ poss´ıvel obter a flexibilidade e a escalabilidade exigida com o
intuito de evitar bottlenecks ou a expansa˜o cao´tica do sistema que dificulta a sua manu-
tenc¸a˜o.
Como ja´ foi amplamente discutido, o cloud computing tem como princ´ıpio fundamental
dar aos utilizadores a flexibilidade para contratarem recursos computacionais on-demand
num paradigma pay-per-use. Atrave´s da infraestrutura ou plataforma contratada, os uti-
lizadores podem expor aplicac¸o˜es para consumo por parte de clientes e APIs para desen-
volvimento por parte de terceiros. A este n´ıvel, o SOA e o cloud computing partilham
o mesmo fundamento ao serem ambos orientados ao servic¸o, ou seja, ao valor de nego´cio
[49]. No entanto, o SOA tem muito mais para oferecer. Ale´m de promover a agilidade e
a reutilizac¸a˜o, o SOA tambe´m coadjuva eficientemente na eleic¸a˜o dos servic¸os que sejam
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bons candidatos a serem migrados para a cloud pu´blica ou a manterem-se nas premis-
sas da organizac¸a˜o [21]. A flexibilidade obtida atrave´s do SOA aliada a`s caracter´ısticas
fundamentais do cloud computing, podera´ ser a chave para a eficieˆncia das arquiteturas
distribu´ıdas a curto e me´dio prazo.
2.7 Suma´rio
Neste cap´ıtulo foram abordados os conceitos associados ao cloud computing bem como o
modelo de servic¸os, focando-se essencialmente no servic¸o de PaaS e nos principais fornece-
dores existentes no mercado. As iniciativas de interoperabilidade e as suas considerac¸o˜es
servira˜o de base para a especificac¸a˜o e implementac¸a˜o de uma camada de abstrac¸a˜o que
agrega as APIs nativas de diferentes ofertas de PaaS. Como sera´ abordado no pro´ximo
cap´ıtulo, essa camada verificar-se-a´ u´til na unificac¸a˜o e centralizac¸a˜o da criac¸a˜o, gesta˜o e
monitorizac¸a˜o de aplicac¸o˜es em diversas plataformas. Igualmente apresentou-se as vanta-
gens do desenvolvimento de aplicac¸o˜es para a cloud orientado aos princ´ıpios SOA.
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Cap´ıtulo 3
Especificac¸a˜o e Desenvolvimento do
PaaSManager
Neste cap´ıtulo, apo´s uma descric¸a˜o geral das funcionalidades a desenvolver, sera´ descrita
a ana´lise efetuada a`s diversas APIs dos fornecedores de PaaS selecionados, que serviu de
base para a especificac¸a˜o e desenvolvimento da soluc¸a˜o agregadora PaaSManager. Um
enquadramento da arquitetura do PaaSManager e do funcionamento interno dos va´rios
mo´dulos que constituem o sistema sera´ realizado a partir de diagramas ilustrativos. Por
fim, sera´ detalhado o funcionamento de alguns dos servic¸os baseados em informac¸a˜o de
contexto que constituem a framework de contexto desenvolvida na PTIN. Alguns destes
servic¸os sera˜o portados para a cloud recorrendo a soluc¸a˜o desenvolvida.
3.1 Funcionalidades Gerais da Soluc¸a˜o
Nesta secc¸a˜o pretende-se enquadrar os requisitos estabelecidos no aˆmbito deste trabalho,
especificando as principais funcionalidades que foram propostas para o desenvolvimento
do PaaSManager. O sistema teria de abstrair as diferenc¸as entre plataformas hetero´genas
suportando as operac¸o˜es implementadas pelas APIs nativas dos fornecedores. Assim sendo,
um utilizador teria acesso de forma centralizada a um ecossistema de PaaS atrave´s de
interfaces de cliente desenvolvidas, ou enta˜o, atrave´s de um qualquer mo´dulo que o pro´prio
poderia integrar. As funcionalidades propostas reu´nem:
• Criar e Gerir aplicac¸o˜es e bases de dados
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• Obter informac¸a˜o sobre aplicac¸o˜es e bases de dados
• Monitorizar aplicac¸o˜es em tempo-real
• Migrar aplicac¸o˜es entre fornecedores que suportem as tecnologias necessa´rias
Dessa forma, foram estudadas as ofertas pu´blicas de alguns dos fornecedores de PaaS
com o objetivo de entender as disparidades inerentes, nomeadamente, as tecnologias e
ferramentas suportadas, as APIs nativas, etc. Como resultado dessa ana´lise, alguma da
informac¸a˜o obtida foi ja´ mencionada na secc¸a˜o 2.4.2, sendo que a descric¸a˜o sobre as APIs
das plataformas suportadas sera´ agora descrita na secc¸a˜o 3.2.
3.2 Ana´lise das APIs dos PaaS Suportados
Cada fornecedor de PaaS disponibiliza uma API para os utilizadores interagirem com a pla-
taforma. Atrave´s dessa interface sa˜o expostas diversas funcionalidades que permitem criar,
gerir e obter informac¸a˜o sobre aplicac¸o˜es e bases de dados. Pore´m, do leque de me´todos
disponibilizados foi fundamental eleger as funcionalidades ideˆnticas ou semelhantes que
sa˜o partilhadas entre as va´rias APIs analisadas. Apenas dessa forma seria poss´ıvel obter
a interoperabilidade necessa´ria para o utilizador interagir de igual forma com diferentes
PaaS que possuem diferentes APIs.
Das plataformas investigadas na secc¸a˜o 2.4.2, foram selecionadas para o ecossistema
4 fornecedores: CloudBees, CloudFoundry, IronFoundry e Heroku. Todos os fornecedo-
res possuem diferentes APIs, ferramentas de monitorizac¸a˜o e de deployment, em excec¸a˜o
do CloudFoundry e do IronFoundry que partilham uma implementac¸a˜o de API ideˆntica,
pore´m tecnologias discrepantes. Seguidamente sera˜o detalhadas as interfaces e ferramentas
suportadas por cada fornecedor para que fosse poss´ıvel proceder a` especificac¸a˜o te´cnica dos
requisitos propostos.
3.2.1 CloudBees
O CloudBees e´ um PaaS orientado exclusivamente ao desenvolvimento de aplicac¸o˜es que
executem sobre uma JVM. Portanto o CloudBees suporta todos os ambientes de execuc¸a˜o
e frameworks fundamentais para os programadores que necessitem de desenvolver uma
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aplicac¸a˜o baseada em Java. Esta plataforma fornece dois servic¸os, o DEV@Cloud e o
RUN@Cloud. Todavia, a API disponibilizada (api.cloudbees.com/api) suporta somente
o modelo de execuc¸a˜o RUN@Cloud que permite realizar o deployment de uma aplicac¸a˜o
para o CloudBees, apo´s a mesma ja´ ter sido criada e testada no ambiente de trabalho do
utilizador. Esse processo e´ sempre efetuado atrave´s do deployment do ficheiro .war de uma
aplicac¸a˜o. A API RESTFul disponibilizada na˜o se encontra extensamente documentada
no portal do CloudBees. No entanto, atrave´s de um cliente disponibilizado no GitHub1,
e´ poss´ıvel analisar os diversos me´todos suportados. A Tabela 3.1 resume as principais
funcionalidades expostas pela API mencionada.
Tabela 3.1: Me´todos suportados pela API do CloudBees
Me´todos Suportados Descric¸a˜o
applicationDeployArchive deploy do ficheiro .war de uma aplicac¸a˜o
applicationStart start de uma aplicac¸a˜o
applicationStop stop de uma aplicac¸a˜o
applicationRestart restart de uma aplicac¸a˜o
applicationDelete elimina uma aplicac¸a˜o
applicationScale scaling manual de uma aplicac¸a˜o
ate´ ao respetivo nu´mero de instaˆncias
applicationGetSourceUrl devolve URL ativo de uma aplicac¸a˜o
getApplicationConfiguration devolve paraˆmetros de configurac¸a˜o
de acesso a uma base de dados
configurationParametersUpdate insere paraˆmetros de configurac¸a˜o
de acesso a uma base de dados
configurationParametersDelete elimina paraˆmetros de configurac¸a˜o
de acesso a uma base de dados
configurationParameters devolve lista de paraˆmetros de configurac¸a˜o
efetuada em uma aplicac¸a˜o
applicationInfo devolve informac¸a˜o u´til sobre uma aplicac¸a˜o
applicationList devolve lista de aplicac¸o˜es criadas
tailLog devolve logs de uma aplicac¸a˜o
databaseCreate cria base de dados
databaseDelete elimina uma base de dados
databaseList devolve lista das bases de dados criadas
databasePassword altera a palavra-chave de uma base de dados
databaseSnapshotCreate cria um snapshot
dos dados atuais de uma base de dados
1https://github.com/cloudbees/cloudbees-api-client
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databaseSnapshotDelete elimina um snapshot
de uma base de dados
databaseSnapshotDeploy deploy de um snapshot
de uma base de dados
databaseSnapshotList devolve lista dos snapshots criados
de uma base de dados
Os me´todos detalhados da˜o ao utilizador a oportunidade para criar, gerir e obter in-
formac¸a˜o sobre aplicac¸o˜es e bases de dados. No caso da monitorizac¸a˜o, apesar do Cloud-
Bees disponibilizar na sua interface web as estat´ısticas de monitoria sobre uma aplicac¸a˜o,
na˜o existe nenhum me´todo da API que permita recolher este tipo de me´tricas. Pore´m, o
CloudBees dete´m um ecossistema de SaaS vindo de parcerias efetuadas com diversas orga-
nizac¸o˜es permitindo serem adicionados novos mo´dulos para o processo de desenvolvimento
ou serem obtidas diversas informac¸o˜es sobre as aplicac¸o˜es criadas. Neste caso, surgem uma
parceria com 2 APMs (Application Performance Management), o NewRelic e o AppDyna-
mics. O NewRelic e´ de fato o APM mais ce´lebre e completo do mercado fornecendo va´rias
me´tricas sobre aplicac¸o˜es e bases de dados on-demand. Em cada instaˆncia de servidor onde
executa a aplicac¸a˜o, e´ instalado um agente que recolhe estat´ısticas em tempo-real sobre o
ambiente que suporta uma aplicac¸a˜o. Essa informac¸a˜o e´ u´til para o utilizador melhorar ou
solucionar eventuais problemas relacionados com as suas aplicac¸o˜es. O NewRelic possui
uma API RESTFul disponibilizada no GitHub2 com toda a documentac¸a˜o necessa´ria para
compreender o funcionamento e as me´tricas suportadas. A Tabela 3.2 resume as me´tricas
devolvidas pela API.
3.2.2 CloudFoundry
Por sua vez, o CloudFoundry suporta diversas tecnologias desde de Java, Ruby, Node.js
e respetivas frameworks. A API RESTFul disponibilizada (api.cloudfoundry.com) per-
mite realizar o deployment de uma aplicac¸a˜o para o CloudFoundry, apo´s a mesma ja´ ter
sido criada e testada no ambiente de trabalho do utilizador. Ao executar esse processo
e´ fundamental declarar a framework que e´ usada pela aplicac¸a˜o para que o CloudFoun-
dry prepare o respetivo ambiente de execuc¸a˜o. A interface na˜o se encontra documentada,
2https://github.com/newrelic/newrelic api
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Tabela 3.2: Me´tricas de monitorizac¸a˜o suportadas pela API do NewRelic
Me´tricas Suportadas Descric¸a˜o
Apdex Mede a experieˆncia do utilizador numa escala de 0 a 1
baseando-se no Response Time do acesso a uma aplicac¸a˜o
CPU Percentagem de utilizac¸a˜o de CPU (%)
Memory Memo´ria RAM utilizada (MB)
Response Time Tempo de resposta de acesso (ms)
Throughput Atividade das transac¸o˜es web (rpm)
Database Percentagem de utilizac¸a˜o de uma base de dados (%)
pore´m, atrave´s de um cliente disponibilizado no GitHub3, e´ poss´ıvel analisar os diversos
me´todos suportados. A Tabela 3.3 resume as principais funcionalidades expostas pela API.
Tabela 3.3: Me´todos suportados pela API do CloudFoundry
Me´todos Suportados Descric¸a˜o
createApplication cria aplicac¸a˜o
uploadApplication deploy do co´digo fonte de uma aplicac¸a˜o
startApplication start de uma aplicac¸a˜o
stopApplication stop de uma aplicac¸a˜o
restartApplication restart de uma aplicac¸a˜o
deleteApplication elimina uma aplicac¸a˜o
deleteAllApplications elimina todas as aplicac¸o˜es criadas
updateApplicationInstances scaling manual de uma aplicac¸a˜o
ate´ ao respetivo nu´mero de instaˆncias
updateApplicationEnv atualiza as varia´veis de ambientes
de uma aplicac¸a˜o
updateApplicationMemory atualiza a memo´ria RAM
de uma aplicac¸a˜o
getDefaultApplicationMemory devolve valor de omissa˜o de memo´ria RAM
necessa´ria para uma framework
getApplicationInstances devolve informac¸a˜o u´til sobre as instaˆncias
de uma aplicac¸a˜o
getApplication devolve informac¸a˜o u´til sobre uma aplicac¸a˜o
getApplications devolve lista das aplicac¸o˜es criadas
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getCrashes devolve erros ocorridos nas instaˆncias
de uma aplicac¸a˜o
createService cria base de dados
deleteService elimina uma base de dados
deleteAllServices elimina todas as bases de dados criadas
bindService realiza a associac¸a˜o de uma base de dados
a uma aplicac¸a˜o
unbindService elimina a associac¸a˜o de uma base de dados
a uma aplicac¸a˜o
getService devolve informac¸a˜o u´til sobre uma base de dados
getServices devolve lista das bases de dados criadas
updateApplicationServices atualiza as bases de dados
associadas a uma aplicac¸a˜o
getServiceConfigurations devolve paraˆmetros de configurac¸a˜o
de acesso a uma base de dados
Os me´todos detalhados da˜o igualmente ao utilizador a capacidade para criar, gerir e
obter informac¸a˜o sobre aplicac¸o˜es e bases de dados. Ao contra´rio do CloudBees, a API
nativa do CloudFoundry disponibiliza estat´ısticas em tempo-real sobre cada instaˆncia de
servidor onde executa a aplicac¸a˜o. Portanto, essa informac¸a˜o pode ser invocada de modo a
se observar o comportamento atual da aplicac¸a˜o como tambe´m para se solucionar eventuais
problemas relacionados com a mesma. A Tabela 3.4 resume as me´tricas devolvidas pela
API.
Tabela 3.4: Me´tricas de monitorizac¸a˜o suportadas pela API do CloudFoundry
Me´tricas Suportadas Descric¸a˜o
Disk Quota Espac¸o em disco total alocado para uma aplicac¸a˜o (GB)
Disk Espac¸o em disco utilizado (MB)
Usage CPU Percentagem de utilizac¸a˜o de CPU (%)
Memory Quota Memo´ria RAM total alocada para uma aplicac¸a˜o (MB)
Memory Memo´ria RAM utilizada (MB)
Uptime Tempo de atividade da instaˆncia (horas:min:segs)
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3.2.3 IronFoundry
Em comparac¸a˜o ao CloudFoundry, o IronFoundry adiciona o suporte de um maior nu´mero
de tecnologias desde de .NET, PHP, Python, Erlang, e respetivas frameworks. A API
RESTFul disponibilizada e´ ideˆntica a` fornecida pelo CloudFoundry, todavia, com um end-
point diferente (api.ironfoundry.me). Atrave´s dos me´todos expostos o utilizador tem a
possibilidade para criar, gerir, obter informac¸a˜o sobre aplicac¸o˜es e bases de dados, ale´m
das estat´ısticas em tempo-real das instaˆncias onde executa uma aplicac¸a˜o.
3.2.4 Heroku
O Heroku e´ um PaaS orientado a diversas linguagens como Java, Python, Ruby, PHP
ou Node.js. Ao contra´rio das outras plataformas, a API disponibilizada (api.heroku.com)
na˜o suporta nenhum me´todo que permita realizar o deployment de uma aplicac¸a˜o. Como
alternativa e´ imprescind´ıvel o utilizador possuir alguma experieˆncia na ferramenta Git de
forma a executar as diversas ac¸o˜es de gesta˜o de co´digo fonte. Ao criar uma aplicac¸a˜o, o
Heroku fornece um reposito´rio remoto para que seja realizado o deployment atrave´s de
um comando git-push. A API RESTFul4 encontra-se extensivamente documentada sendo
que os me´todos podem ser testados online. Por sua vez, e´ igualmente disponibilizado
um cliente no GitHub5 para testes e desenvolvimento. A Tabela 3.5 resume as principais
funcionalidades expostas pela API.
Tabela 3.5: Me´todos suportados pela API do Heroku
Me´todos Suportados Descric¸a˜o
createApp cria aplicac¸a˜o
setMaintenanceMode se o valor colocado for “1” e´ efetuado o stop
de uma aplicac¸a˜o, caso o valor seja “0”
e´ efetuado o start da mesma
restart restart de uma aplicac¸a˜o
destroyApp elimina uma aplicac¸a˜o
appExists devolve se uma aplicac¸a˜o em concreto ja´ foi criada
renameApp altera o nome de uma aplicac¸a˜o
addConfig insere varia´veis de ambiente em uma aplicac¸a˜o
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listConfig devolve lista de varia´veis de ambiente de uma aplicac¸a˜o
addCollaborator adiciona um utilizador responsa´vel
por uma aplicac¸a˜o
removeCollaborator elimina um utilizador responsa´vel
por uma aplicac¸a˜o
listCollaborators devolve lista de utilizadores responsa´veis
por uma aplicac¸a˜o
getApp devolve informac¸a˜o u´til sobre uma aplicac¸a˜o
listApps devolve lista das aplicac¸o˜es criadas
getReleaseInfo devolve informac¸a˜o sobre uma release
de uma aplicac¸a˜o
listReleases devolve lista de releases
de uma aplicac¸a˜o
rollback reverte uma aplicac¸a˜o a uma release anterior
getLogs devolve logs de uma aplicac¸a˜o
addAddon associa um addon a uma aplicac¸a˜o
removeAddon elimina a associac¸a˜o de um addon
a uma aplicac¸a˜o
listAppAddons devolve lista de addons associados
a uma aplicac¸a˜o
restartProcessByName restart de um processo pelo nome
configurado
restartProcessByType restart de um processo pelo tipo
estipulado (web ou worker)
scaleProcess scaling manual de uma aplicac¸a˜o
ate´ ao respetivo nu´mero de processos
listProcesses devolve lista de processos de uma aplicac¸a˜o
Os me´todos detalhados da˜o ao utilizador a possibilidade para criar, gerir e obter in-
formac¸a˜o sobre aplicac¸o˜es e bases de dados. Analogamente ao CloudBees e atrave´s do
amplo de cata´logo de addons, e´ poss´ıvel recolher estat´ısticas em tempo-real sobre uma
aplicac¸a˜o atrave´s do NewRelic. As me´tricas suportadas sa˜o ideˆnticas ao que foi resumido
anteriormente na Tabela 3.2.
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3.3 Especificac¸a˜o da Soluc¸a˜o
Nesta secc¸a˜o procede-se a` descric¸a˜o da arquitetura proposta bem como dos respetivos
mo´dulos que foram especificados para o desenvolvimento do PaaSManager. Apo´s terem
sido analisadas as APIs dos diversos fornecedores, sera˜o igualmente descritos os va´rios
me´todos escolhidos e implementados que da˜o ao utilizador uma experieˆncia completamente
transparente e independente da plataforma suportada.
3.3.1 Arquitetura Lo´gica
No desenho da arquitetura do PaaSManager teve-se em atenc¸a˜o a modularidade prepon-
derante que permite que todo o sistema continue em completo funcionamento mesmo que
alguma API de um fornecedor ou uma API de monitorizac¸a˜o na˜o esteja a operar correta-
mente. Consequentemente, cada API foi implementada por diferentes mo´dulos de software
e gerida por entidades u´nicas orientadas aos grupos de servic¸os de gesta˜o e de informac¸a˜o,
respeitando os princ´ıpios IoC/DI (Inversion of Control/Dependency Injection). Por fim,
uma interface RESTFul expo˜e as va´rias operac¸o˜es especificadas para serem invocadas. Na
Figura 3.1 observa-se os diversos mo´dulos que integram o PaaSManager como as iterac¸o˜es
existentes entre os mesmos.
Toda a implementac¸a˜o foi realizada em Java recorrendo a` plataforma JavaEE6 (Java
Enterprise Edition 6) devido a` o´tima integrac¸a˜o com EJBs (Enterprise Java Beans), web
services e camadas de persisteˆncia. O servidor aplicacional JBoss 7.1.1 foi o servidor
selecionado para suportar o PaaSManager no ambiente de desenvolvimento e teste. Para
clareza e organizac¸a˜o do grande nu´mero de dependeˆncias, a ferramenta Maven foi utilizada
para a gesta˜o do projeto. Por fim, todo o co´digo fonte do PaaSManager reside em diversos
reposito´rios remotos Git que possuem branches de verso˜es esta´veis e de verso˜es de teste.
Na secc¸a˜o 3.4 os va´rios componentes que constituem a arquitetura especificada na Figura
3.1 sera˜o detalhados.
3.3.2 Me´todos Suportados pelo PaaSManager
O PaaSManager foi desenhado com o propo´sito de centralizar as diferentes ofertas de for-
necedores de PaaS existentes no mercado. Para que isso fosse exequ´ıvel foram estudadas
as APIs expostas pelas plataformas selecionadas. Como resultado, especificaram-se alguns
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Figura 3.1: Arquitetura do PaaSManager
me´todos essenciais com base nas semelhanc¸as presentes entre as va´rias APIs. Nos casos
em que a ordem de semelhanc¸a fosse reduzida, foi fundamental proceder a desenvolvimen-
tos orientados a dar transpareˆncia total ao utilizador. Nos restantes casos, os me´todos
expostos que na˜o eram partilhados pelos remanescentes PaaS do ecossistema, na˜o foram
implementados. Desta forma, a introduc¸a˜o do suporte de uma nova plataforma diminuiria
as modificac¸o˜es que teriam de ser realizadas nos diversos mo´dulos facilitando todo o pro-
cesso de integrac¸a˜o. Analogamente foi esta a abordagem utilizada no desenvolvimento do
Apache DeltaCloud com o intuito de suportar apenas as operac¸o˜es mais essenciais parti-
lhada entre os va´rios fornecedores de IaaS. Ale´m da ordem de semelhanc¸a, a selec¸a˜o das
operac¸o˜es suportadas pelo PaaSManager teve em considerac¸a˜o fornecer ao utilizador os
processos fundamentais do ciclo de vida de uma aplicac¸a˜o, como e´ observado na Figura
3.2.
Portanto, o utilizador tem a possibilidade de controlar uma aplicac¸a˜o desde da sua
criac¸a˜o ate´ a sua eliminac¸a˜o de um dos PaaS suportados. Estas operac¸o˜es representadas
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Figura 3.2: Ciclo de vida de uma aplicac¸a˜o
na Figura 3.2 fazem parte de um vasto leque de servic¸os que foram divididos em 2 grupos
que reu´nem as va´rias funcionalidades implementadas:
• Servic¸os de Gesta˜o
• Servic¸os de Informac¸a˜o
Cada grupo agrega um conjunto de operac¸o˜es conforme os seus propo´sitos isolando as
funcionalidades relacionadas com a gesta˜o de aplicac¸o˜es e de bases de dados, das funciona-
lidades de obtenc¸a˜o de informac¸a˜o. Assim sendo, esta fragmentac¸a˜o potencia o desenvolvi-
mento por terceiros de mo´dulos que apenas se foquem nas func¸o˜es realmente pretendidas.
Na Tabela 3.6 observa-se os me´todos suportados pelo PaaSManager, bem como o mapea-
mento com as respetivas operac¸o˜es invocadas em cada API de fornecedor que serviram de
base para a construc¸a˜o desta camada de abstrac¸a˜o.
Tabela 3.6: Me´todos Suportados pela API do PaaSManager
CloudBees CloudFoundry Heroku Servic¸os Descric¸a˜o
IronFoundry de Gesta˜o




CAPI´TULO 3. ESPECIFICAC¸A˜O E DESENVOLVIMENTO DO PAASMANAGER
application upload Git deployApp deploy do co´digo
DeployArchive Application fonte de uma
aplicac¸a˜o em um
determinado PaaS
application upload Git migrateApp efetua a migrac¸a˜o
DeployArchive Application de uma aplicac¸a˜o
para um
determinado PaaS
application start set startApp start
Start Application Maintenance de uma aplicac¸a˜o
Mode = ‘0’
application stop set stopApp stop
Stop Application Maintenance de uma aplicac¸a˜o
Mode = ‘1’
application restart restart restartApp restart
Restart Application de uma aplicac¸a˜o
application delete destroy deleteApp elimina
Delete Application Application uma aplicac¸a˜o
application update scale scaleApp scaling manual
Scale Application Processes de uma aplicac¸a˜o
Instances ate´ ao nu´mero
de instaˆncias
application upload Git updateApp atualiza o
DeployArchive Application co´digo fonte
de uma aplicac¸a˜o
database createService addAddon create associa uma
Create bindService Service base de dados
a uma aplicac¸a˜o
database deleteService removeAddon delete elimina uma
Delete unbindService Service base de dados
CloudBees CloudFoundry Heroku Servic¸os de Descric¸a˜o
IronFoundry Informac¸a˜o
applicationInfo getApplication listProcesses getApp devolve o
getCrashes Status estado de
uma aplicac¸a˜o
newRelic getApplication newRelic getApp devolve
API Stats API Statistics estat´ısticas em
em tempo-real
de uma aplicac¸a˜o
applicationInfo getApplication listApps getApp devolve info.
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getCrashes listProcesses Info sobre uma
aplicac¸a˜o
applicationInfo getApplication listApps getApp devolve lista
getCrashes listProcesses ListInfo e info. sobre
as aplicac¸o˜es
databaseInfo getService listApp getService devolve info.




databaseInfo getService listApp getService devolve lista
Addons AppListInfo e info. sobre
as bases de dados
associadas a uma
aplicac¸a˜o
databaseInfo getService listApp getService devolve info.
Addons ListInfo sobre as
bases de dados
tailLog - getLogs getAppLogs devolve info.
de logs de
uma aplicac¸a˜o







Os me´todos especificados pelo PaaSManager da˜o ao utilizador a capacidade para con-
trolar todo o ciclo de vida de uma aplicac¸a˜o e respetivas bases de dados. Em certas
operac¸o˜es foi necessa´rio proceder a transformac¸o˜es, nomeadamente, suportar Git para o
deployment e atualizac¸a˜o do co´digo fonte devido ao Heroku, como de igual forma agregar
diversos me´todos da API dos fornecedores para se obter o resultado pretendido. A escalabi-
lidade e respetiva taxonomia foram unificadas sendo agora poss´ıvel escalar horizontalmente
cada aplicac¸a˜o atrave´s de mais instaˆncias.
Em relac¸a˜o a` monitorizac¸a˜o, cada fornecedor suporta diferentes paradigmas, no caso
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do CloudBees e Heroku atrave´s do NewRelic, e no caso do CloudFoundry e IronFoundry
atrave´s da API nativa. Portanto, o me´todo getAppStatistics foi projetado de forma a unifi-
car a monitorizac¸a˜o devolvendo uma mensagem com um formato u´nico, pore´m, preenchida
com as respetivas me´tricas suportadas. Ale´m desse me´todo, o getAppStatus e o getAppLogs
devolvem informac¸a˜o valiosa para o utilizador ter acesso ao estado atual de uma aplicac¸a˜o
ou a`s diversas situac¸o˜es ocorridas. Para cumprir a portabilidade transparente entre forne-
cedores de PaaS, foi implementado o me´todo migrateApp que efetua a migrac¸a˜o de uma
aplicac¸a˜o para uma nova plataforma se a mesma suportar as tecnologias necessa´rias para
a aplicac¸a˜o executar corretamente. Ainda surge o me´todo getPaaSOffering que foi dese-
nhado com o objetivo de devolver informac¸a˜o relacionada com as tecnologias e me´tricas
de monitorizac¸a˜o suportadas pelas va´rias plataformas, que sera´ u´til para outras operac¸o˜es
como tambe´m para um dos casos de estudo discutidos no cap´ıtulo 4. O funcionamento dos
diversos me´todos sera´ detalhado ao longo das pro´ximas secc¸o˜es enquadrando-se no desenho
e implementac¸a˜o da arquitetura proposta.
3.4 Mo´dulos do PaaSManager
Nesta secc¸a˜o procede-se a` ana´lise do desenho e da implementac¸a˜o dos va´rios mo´dulos que
constituem o PaaSManager apresentado na Figura 3.1. Igualmente sera˜o descritas as in-
terac¸a˜o existentes entre os diversos componentes por forma a compreender o funcionamento
global do sistema.
3.4.1 PaaSManager API
A API do PaaSManager e´ o elemento que expo˜e as va´rias funcionalidades suportadas de
forma transparente para o utilizador. A lo´gica e transformac¸o˜es efetuadas sa˜o abstra´ıdas
pela interface permitindo uma fa´cil integrac¸a˜o com outros mo´dulos de software ou com
qualquer cliente HTTP, seja CLI, browser, ou cURL. A selec¸a˜o do desenvolvimento de
uma API RESTFul resulta das inerentes vantagens de uma abordagem leve e orientada a`
web. O REST, que suporta o conjunto de princ´ıpios arquiteturais fundamentais dos sis-
temas RESTFul, permite realizar pedidos HTTP atrave´s dos va´rios verbos GET, POST,
PUT, DELETE com o intuito de manipular os resources pretendidos. Um resource e´ um
conceito fundamental do REST sendo considerado como uma entidade f´ısica ou abstrata.
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Para expor as diversas entidades, sa˜o utilizados URIs (Uniform Resource Identifiers) de
modo a serem associados enderec¸os HTTP (URLs) de acesso aos resources. Por sua vez a
manipulac¸a˜o e execuc¸a˜o de operac¸o˜es aos pro´prios resources sa˜o efetuadas atrave´s de pe-
didos aos URIs definidos, sendo que as respostas devolvidas sa˜o tipicamente representadas
atrave´s de HTML (HyperText Markup Language), XML (Extensible Markup Language)
ou JSON [50]. A abordagem RESTful tem vindo a ser amplamente utilizada pelas diversas
APIs que se pode encontrar na Internet, seja de fornecedores de soluc¸o˜es de cloud, redes
sociais, servic¸os de v´ıdeo on-line, etc. Portanto este paradigma foi igualmente adotado
para o desenvolvimento da API do PaaSManager abrac¸ando as boas pra´ticas do REST.
Cada me´todo especificado anteriormente na Tabela 3.6 possui um URI de acesso que da´ a
possibilidade para manipular entidades atrave´s dos verbos GET, POST, PUT e DELETE.
Por sua vez, foram definidas 2 entidades root mgmt e info, das quais teˆm associadas
respetivamente mais 2 entidades: apps e services. Estas associac¸o˜es surgem por um lado
para diferenciar as operac¸o˜es de gesta˜o das operac¸o˜es obtenc¸a˜o de informac¸a˜o, e por outro






A partir destes enderec¸os sa˜o constru´ıdos os restantes identificadores de cada operac¸a˜o
suportada pelo PaaSManager. No desenho dos mesmos foram consideradas as boas pra´ticas
definidas por Roy T.Fielding [51] de manter os enderec¸os o mais simples e intuitivo poss´ıvel
com o objetivo de ser pragma´tico para os utilizadores. As respostas devolvidas pela inter-
face produzem representac¸o˜es de informac¸a˜o em XML e JSON permitindo assim a selec¸a˜o
do formato mais adequado. Pode-se observar na documentac¸a˜o da API (no Apeˆndice A)
os diversos me´todos e respetivos paraˆmetros de entrada, como igualmente alguns exemplos
de pedidos e respostas. No aˆmbito da autenticac¸a˜o e autorizac¸a˜o no sistema, em todos os
pedidos a` API e´ obrigato´rio o envio de uma api-key que identifica o utilizador registado
no PaaSManager. Para a autenticac¸a˜o e autorizac¸a˜o nos fornecedores de PaaS o modelo
adotado, mediante poss´ıveis questo˜es de nego´cio da PT e comodidade para o utilizador,
47
CAPI´TULO 3. ESPECIFICAC¸A˜O E DESENVOLVIMENTO DO PAASMANAGER
foi o do PaaSManager atuar como uma entidade mediadora e independente, ou seja, para
cada plataforma possuir uma conta e respetivas chaves de acesso a` API nativa. Conse-
quentemente, o utilizador final na˜o necessita de se registar em cada um dos fornecedores
para usufruir dos servic¸os. Pore´m, facilmente seria poss´ıvel permutar este modelo para um
paradigma compara´vel ao que foi adotado pela API do DeltaCloud, no qual cada utiliza-
dor possui previamente uma conta no fornecedor colocando as suas credenciais em todos
os pedidos a` API.
3.4.2 Servic¸os de Gesta˜o
O Management Resources que integra a Figura 3.1, e´ o mo´dulo que conte´m o algoritmo
de decisa˜o responsa´vel por executar o me´todo pretendido implementado pelo respetivo
adapter 6 de PaaS. Ao n´ıvel de operac¸o˜es de gesta˜o, surgem 4 adapters : CloudBees Mgmt,
CloudFoundry Mgmt, IronFoundry Mgmt e Heroku Mgmt. Esses adapters sa˜o EJBs state-
less com toda a lo´gica que implementa os me´todos relacionados com os servic¸os de gesta˜o
que sa˜o expostos pela API dos respetivos PaaS. As respostas devolvidas pelos adapters
de PaaS sa˜o unificadas, tendo sido definidas classes Java mapeadas para respostas XML
atrave´s de JAXB (Java Architecture for XML Binding) e para respostas JSON atrave´s de
Jettison. Ale´m das APIs dos fornecedores de plataformas, os va´rios adapters interagem
diretamente com outros elementos fundamentais de forma a cumprir as diversas atividades
associadas aos servic¸os de gesta˜o. Por exemplo, a base de dados central MySQL mante´m
estado das aplicac¸o˜es criadas, para que na˜o seja necessa´rio enviar em todos os pedidos a`
API do PaaSManager o identificador do fornecedor de PaaS onde a aplicac¸a˜o se encontra
hospedada. E por outro lado, um servidor Git, onde e´ criado um reposito´rio por aplicac¸a˜o
possibilitando ao utilizador manter remotamente va´rias verso˜es do co´digo fonte. Os re-
posito´rios Git sa˜o essenciais para algumas das operac¸o˜es suportadas pelo PaaSManager,
nomeadamente, createApp, deployApp, udpateApp e migrateApp.
Processo de Criac¸a˜o de uma Aplicac¸a˜o
A Figura 3.3 ilustra o processo ocorrido durante o me´todo createApp que e´ a primeira
operac¸a˜o invocada quando um utilizador pretende criar uma aplicac¸a˜o numa determinada
plataforma. O pedido recebido pela API do PaaSManager e´ instantaneamente enviado
6Padra˜o utilizado para adaptar as interfaces de cada fornecedor de plataforma.
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ao mo´dulo de gesta˜o, o Management Resources, que direciona a mensagem para o adapter
do PaaS pretendido. Por sua vez, a pro´pria lo´gica do adapter cria um reposito´rio Git
para a aplicac¸a˜o e invoca o me´todo da API do fornecedor da plataforma para preparar o
ambiente de execuc¸a˜o. Se o processo concluir com sucesso, alguma informac¸a˜o de estado
da aplicac¸a˜o, como o identificador do PaaS, da aplicac¸a˜o e do utilizador responsa´vel, etc., e´






























Figura 3.3: Diagrama de sequeˆncia no processo de criac¸a˜o de uma aplicac¸a˜o
Processo de Deployment de Co´digo Fonte
O deployment do co´digo fonte foi unificado para que o utilizador na˜o necessite de se pre-
ocupar com as diferentes ferramentas oferecidas pelos fornecedores, nem se tera´ de enviar
para a plataforma um ficheiro .war ou todo o co´digo fonte da aplicac¸a˜o. A Figura 3.4
ilustra o processo ocorrido durante o me´todo deployApp. O pedido recebido pela API e´
instantaneamente enviado ao mo´dulo de gesta˜o, Management Resources, que realiza uma
busca a base de dados central com o objetivo de adquirir a identificac¸a˜o da plataforma
onde se encontra criada a aplicac¸a˜o. Atrave´s do resultado obtido e´ invocado o adapter
do PaaS pretendido, que por sua vez, executa os comandos git-add e git-commit no repo-
sito´rio da aplicac¸a˜o. Apo´s este processo, e´ efetuado o deployment na plataforma conforme
o paradigma associado. No caso do CloudBees, e´ feita uma pesquisa no reposito´rio ate´ ser
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encontrado o ficheiro .war da aplicac¸a˜o. Para o CloudFoundry e IronFoundry e´ realizado o
mesmo processo para aplicac¸o˜es baseadas em Java, pore´m, para as restantes e´ enviado um
ficheiro .zip que conte´m todo o co´digo fonte. Por fim para Heroku e´ executado um comando
git-push para o reposito´rio remoto criado exclusivamente para a aplicac¸a˜o. Numa situac¸a˜o
de sucesso, e´ iniciado o motor de monitorizac¸a˜o com o objetivo de recolher estat´ısticas
em tempo-real sobre a aplicac¸a˜o, armazenando-as na base de dados central. Finalmente e´
devolvida uma resposta em XML ou JSON ao utilizador. A estrate´gia de funcionamento


































Figura 3.4: Diagrama de sequeˆncia no processo do deployment do co´digo fonte
de uma aplicac¸a˜o
Processo de Migrac¸a˜o de uma Aplicac¸a˜o
A portabilidade de uma aplicac¸a˜o para um novo fornecedor torna-se fulcral para os utili-
zadores que, apo´s analisarem o comportamento da mesma, pretendem testar ou averiguar
se e´ poss´ıvel obter um melhor desempenho em outro ambiente PaaS. Por outro lado, as
questo˜es de nego´cio tambe´m podera˜o pesar na decisa˜o de migrar para uma plataforma que
lhe oferec¸a outro modelo mais vantajoso para a atividade pretendida. No aˆmbito deste tra-
balho, este processo de migrac¸a˜o na˜o visa definir nenhum modelo normalizado que possa
ser partilhado pelos fornecedores heteroge´neos, mas sim adaptar a camada de abstrac¸a˜o
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ao que ja´ e´ exposto pelas APIs dos fornecedores. Portanto, a abordagem utilizada obriga
a uma pre´via ana´lise se a plataforma para onde o utilizador quer migrar a aplicac¸a˜o, su-
porta as tecnologias necessa´rias para a mesma executar, por exemplo Java, PHP, etc. Dos
fornecedores implementados, apenas o Heroku permite que se efetue a recolha do co´digo
fonte atrave´s de comandos Git, particularmente, o comando git-pull. Dos restantes PaaS
do ecossistema, na˜o e´ permiss´ıvel aceder ao co´digo da aplicac¸a˜o apo´s o processo de deploy-
ment. Consequentemente surgiu a necessidade da instalac¸a˜o de um servidor Git central que
armazenasse o co´digo fonte das aplicac¸o˜es e respetivas verso˜es. Esta abordagem podera´
questionar a escalabilidade da arquitetura, pore´m, a eliminac¸a˜o de aplicac¸o˜es pelos utili-
zadores responsa´veis ira´ sempre implicar a supressa˜o dos reposito´rios associados de forma
a manter o sistema limpo de co´digo desnecessa´rio. Por outro lado, de forma a manter o
processo de migrac¸a˜o minimamente transparente para o cliente, sera´ necessa´rio que o URL
da aplicac¸a˜o migrada seja o mesmo podendo ser efetuado atrave´s da atualizac¸a˜o de DNS
(Domain Name System).
A Figura 3.5 resume os passos principais que sa˜o executados durante um processo de
migrac¸a˜o de uma aplicac¸a˜o. Inicialmente e´ consumado o pedido a` API sendo encaminhado
ao Management Resources. Por sua vez, a base de dados central e´ inquirida de forma a
se obter a identificac¸a˜o da plataforma onde a aplicac¸a˜o esta´ hospedada como tambe´m da
framework de suporte. Apo´s o adapter possuir essa informac¸a˜o, e´ analisado se o PaaS
para onde a aplicac¸a˜o sera´ migrada suporta a framework necessa´ria. Na circunstaˆncia
de existir conformidade, o co´digo da aplicac¸a˜o mantido no reposito´rio e´ portado para
a nova plataforma. O estado f´ısico da aplicac¸a˜o no novo PaaS e´ analisado sendo que,
numa situac¸a˜o de sucesso, a aplicac¸a˜o existente na plataforma anterior e´ eliminada. Para
concluir o processo, a informac¸a˜o de estado na base de dados central e´ atualizada sendo
iniciado o motor de monitorizac¸a˜o associado ao novo fornecedor. Pore´m, se o estado
f´ısico da aplicac¸a˜o na˜o corresponder ao esperado, a aplicac¸a˜o que ja´ operava no PaaS
inicial e´ mantida em funcionamento sendo devolvida uma resposta de insucesso para o
utilizador. O PaaS Manager ate´ ao momento apenas suporta migrac¸a˜o de aplicac¸o˜es
que na˜o possuem persisteˆncia devido a`s limitac¸o˜es que esse caso poderia colocar. Essas
limitac¸o˜es englobariam efetuar uma co´pia de toda a base de dados da aplicac¸a˜o para
um local central sem inserir inconsisteˆncias, bem como realizar igualmente uma auto-
reconfigurac¸a˜o no co´digo fonte da aplicac¸a˜o para a mesma aceder a nova base de dados
criada. Pore´m, atrave´s do me´todo getServiceInfo e´ devolvido ao utilizador as credenciais
de acesso a uma base de dados para o mesmo importar ou exportar os dados manualmente
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Figura 3.5: Processo da migrac¸a˜o de uma aplicac¸a˜o para um novo fornecedor
de PaaS
3.4.3 Servic¸os de Informac¸a˜o
O Information Resources presente na Figura 3.1, e´ o mo´dulo responsa´vel por executar o
me´todo pretendido implementado pelo adapter do PaaS desejado para as operac¸o˜es de
aquisic¸a˜o de informac¸a˜o. Analogamente ao Management Resources, surgem 4 adapters :
CloudBees Info, CloudFoundry Info, IronFoundry Info e Heroku Info. Esses adapters sa˜o
EJBs stateless com toda a lo´gica que implementa os me´todos relacionados com os servic¸os
de informac¸a˜o que sa˜o expostos pela API dos respetivos PaaS. As respostas devolvidas
pelos adapters de PaaS sa˜o igualmente unificadas sendo definidas em XML e JSON. As
operac¸o˜es especificadas da˜o ao utilizador toda a informac¸a˜o essencial sobre o comporta-
mento das aplicac¸o˜es criadas nas diversas plataformas, podendo ser utilizada para ativac¸a˜o
de processos de migrac¸a˜o. Ale´m disso, foi desenhado um mo´dulo interno que disponibiliza
todas as tecnologias e me´tricas de monitorizac¸a˜o suportadas pelos va´rios fornecedores de
PaaS de forma esta´tica. Essa informac¸a˜o devolvida e´ utilizada na operac¸a˜o de migrac¸a˜o
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de aplicac¸o˜es podendo ser igualmente utilizada como forma de informar o utilizador sobre
o que cada plataforma lhe podera´ oferecer a n´ıvel tecnolo´gico. Para a mensagem unificada
das tecnologias e me´tricas suportadas, foi especificado um modelo com 4 tipos de dados:
runtimes, frameworks, services e monitoringMetrics. Esta especificac¸a˜o permitiu harmoni-
zar toda a informac¸a˜o sobre o que cada plataforma suporta com o intuito da operac¸a˜o ser
aplicada em cena´rios reais, sendo um deles analisado num dos casos de estudo apresentado
no cap´ıtulo 4. No modelo definido, os 3 primeiros tipos de dados representam as tecno-
logias suportadas, sendo o u´ltimo as me´tricas de monitorizac¸a˜o que sa˜o disponibilizadas
pelos va´rios fornecedores. Os runtimes apresentam as linguagens de programac¸a˜o que cada
PaaS suporta, as frameworks, como o pro´prio nome indica, as frameworks disponibilizadas,
e os services as bases de dados. O nome services foi selecionado por representar um maior
n´ıvel de abstrac¸a˜o de modo a se poder incluir futuramente no cata´logo ferramentas e outros
servic¸os que possam ser associados a`s aplicac¸o˜es. Por fim, o monitoringMetrics representa
a lista de me´tricas suportadas por cada PaaS como foi analisado na secc¸a˜o 3.2.
A t´ıtulo de exemplo refira-se um dos me´todos suportados que possibilita ao utiliza-
dor obter o estado f´ısico de uma aplicac¸a˜o a executar em uma plataforma. A Figura 3.6
ilustra o processo ocorrido durante o me´todo getStatus. De forma a dar um simples en-
tendimento aos utilizadores, foram especificados 4 estados: running, stopped, crashed e
unknown. No processo de obtenc¸a˜o de estado, o pedido efetuado a API do PaaSManager e´
instantaneamente enviado ao mo´dulo de informac¸a˜o, Informac¸a˜o Resources, que direciona
a mensagem para o adapter do PaaS pretendido. Por sua vez, a pro´pria lo´gica do adapter
invoca o me´todo da API da plataforma associada. Conforme a informac¸a˜o de estado de-
volvida, a mesma e´ mapeada para um dos 4 estados definidos com o intuito de unificar a
resposta XML ou JSON para o utilizador.
3.4.4 Motor de Monitorizac¸a˜o
A monitorizac¸a˜o em tempo-real de aplicac¸o˜es permite dar ao utilizador a informac¸a˜o ne-
cessa´ria sobre o comportamento das mesmas nos diferentes PaaS suportados. Ate´ ao mo-
mento na˜o existe um consenso nem nenhum modelo normalizado de monitorizac¸a˜o parti-
lhado entre os maiores fornecedores. Nos u´ltimos anos, os estudos efetuados nesta a´rea
tentam definir frameworks de monitorizac¸a˜o como tambe´m um modelo de me´tricas que se
verifique apropriado para uma gesta˜o eficiente de aplicac¸o˜es na cloud [52],[53]. A lista de
me´tricas ideais para a monitorizac¸a˜o e´ bastante extensa, incluindo me´tricas de disponibi-
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Figura 3.6: Diagrama de sequeˆncia no processo de obtenc¸a˜o de estado de uma
aplicac¸a˜o
lidade, tempo de resposta, memo´ria RAM, utilizac¸a˜o de CPU, acessos a bases de dados,
transac¸o˜es web, threads, sesso˜es de utilizadores, entre outras. Desta lista, as me´tricas po-
dem ser mensura´veis de forma direta, como por exemplo acessos a bases de dados, sesso˜es
de utilizadores, ou por outro lado mensura´veis de forma calculada a partir de 2 ou mais
me´tricas, como e´ o caso do tempo de resposta, utilizac¸a˜o de CPU, etc. [54]. Uma nor-
malizac¸a˜o do modelo de monitorizac¸a˜o faria com que os SLAs definidos pelos fornecedores
fossem compara´veis e o utilizador pudesse testar a mesma aplicac¸a˜o em 2 ambientes he-
teroge´neos com o objetivo de obter informac¸a˜o sobre o comportamento dos ambientes
disponibilizados. No entanto, ao n´ıvel do servic¸o de PaaS, cada fornecedor possui diferen-
tes me´tricas e formas de monitorizar as aplicac¸o˜es sendo que grande parte da informac¸a˜o
relacionada com os recursos de infraestrutura e´ abstra´ıda para o utilizador. Como foi anali-
sado na secc¸a˜o 3.2, o CloudBees e o Heroku possuem parceria com APMs, nomeadamente,
o NewRelic que permite a monitorizac¸a˜o de aplicac¸o˜es atrave´s da instalac¸a˜o de agentes
nas instaˆncias onde as pro´prias executam. Por outro lado, o CloudFoundry e IronFoundry
devolvem outro tipo de estat´ısticas diretamente atrave´s da API nativa.
Neste contexto, ao contra´rio do que foi realizado nas restantes funcionalidades do PaaS-
Manager, o motivo do desenvolvimento de um motor de monitorizac¸a˜o na˜o foi o de unificar
o modelo de me´tricas mas sim o de disponibilizar ao utilizador as diferentes estat´ısticas de
forma centralizada. Assim sendo, cada fornecedor podera´ oferecer mais ou menos valias na
opinia˜o do utilizador conforme a informac¸a˜o de monitorizac¸a˜o que o sujeito pretende obter.
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Desta forma foi especificado um mo´dulo denominado por Monitoring Engine, apresentado
na Figura 3.1, que efetua a recolha em tempo-real das me´tricas expostas pelas diferentes
plataformas do ecossistema. A informac¸a˜o obtida e´ depois armazenada na base de dados
central para ser devolvida ao utilizador atrave´s de pedidos a` API do PaaSManager.
O processo de recolha e armazenamento na base de dados cabe a cada adapter relacio-
nado com os servic¸os de gesta˜o. Apo´s a aplicac¸a˜o ter sido portada para uma plataforma,
e´ ativada uma thread do motor de monitorizac¸a˜o que se mantem ativa ate´ que o estado da
aplicac¸a˜o esteja em modo stopped ou enta˜o ate´ que seja eliminada. O processo e´ definido
por uma recolha s´ıncrona efetuada todos os minutos a` API do NewRelic ou a` API nativa,
conforme o PaaS onde a aplicac¸a˜o se encontra hospedada. Na Figura 3.7 observa-se os



















Figura 3.7: Processo de monitorizac¸a˜o efetuado pelo Monitoring Engine
Enquanto as estat´ısticas sa˜o armazenadas na base de dados, o utilizador pode invocar
o me´todo getStatistics que faz com que os adapters de servic¸os de informac¸a˜o proces-
sem os valores estat´ısticos devolvendo uma resposta em XML ou JSON. No conteu´do da
resposta, sa˜o assinaladas as instaˆncias onde a aplicac¸a˜o executa como as me´tricas reco-
lhidas conforme o modelo de monitorizac¸a˜o da plataforma. Com este tipo de informac¸a˜o,
e´ poss´ıvel criar diagramas ilustrativos, relato´rios ou despoletar eventos para o utilizador
obter o conhecimento pormenorizado sobre comportamento das aplicac¸o˜es que dete´m.
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3.4.5 Modelo de Dados
Ao fim de se poder manter o estado das va´rias aplicac¸o˜es que podera˜o ser criadas atrave´s
do PaaSManager, surgiu a necessidade de definir uma estrutura de suporte aos va´rios
mo´dulos que constituem o sistema. A construc¸a˜o do modelo teve em atenc¸a˜o a relac¸a˜o que
existe entre um utilizador responsa´vel e as aplicac¸o˜es criadas, com o intuito de poderem
existir aplicac¸o˜es com identificac¸o˜es ideˆnticas pore´m de diferentes utilizadores. Por outro
lado, cada aplicac¸a˜o podera´ estar associada a uma ou mais bases de dados, sendo essa
informac¸a˜o u´til para algumas das operac¸o˜es de gesta˜o e informac¸a˜o do PaaSManager. Para
a monitorizac¸a˜o foi igualmente indispensa´vel o armazenamento das estat´ısticas recolhidas
para serem posteriormente gerados diagramas ilustrativos e relato´rios para o utilizador.
A Figura 3.8 detalha o modelo constitu´ıdo por 7 entidades. No entanto este modelo
e´ facilmente escala´vel podendo ser estendido com o suporte a novos PaaS apenas atrave´s
da criac¸a˜o de entidades orientadas a` monitoria em cada plataforma. A entidade developer
representa o detentor das aplicac¸o˜es registado no sistema sendo composta pelo atributo,
idDeveloper, e pelo atributo da chave de acesso a` API, apiKey. Como e´ natural, cada
utilizador podera´ deter responsabilidade sobre va´rias aplicac¸o˜es. Portanto surge a enti-
dade application com o atributo idApplication, a identificac¸a˜o, appID, a representac¸a˜o da
framework utilizada, appFramework, a plataforma onde esta´ hospedada, paasProvider, e a
chave estrangeira, idDeveloper, que associa a aplicac¸a˜o a um utilizador. O atributo app-
Framework e´ essencial no processo de migrac¸a˜o para ser confirmado se o PaaS para onde o
utilizador tenciona migrar a aplicac¸a˜o suporta as tecnologias necessa´rias para ela executar
com sucesso. As bases de dados esta˜o representadas pela entidade service que e´ composta
pelo atributo idService, a identificac¸a˜o, serviceID, e a chave estrangeira, idApplication, que
associa uma base de dados a uma aplicac¸a˜o. A monitorizac¸a˜o orientada a cada plataforma
fez com que fosse indispensa´vel definir entidades distintas. Apesar de alguns dos PaaS
partilharem o mesmo modelo de me´tricas foi prefer´ıvel separar os dados recolhidos por
plataforma com o intuito de manter a informac¸a˜o mais organizada para a pesquisa. Em
cada entidade observa-se a identificac¸a˜o da instaˆncia de servidor de onde foram recolhidas
as estat´ısticas, os atributos relacionados com as me´tricas, o timestamp da medic¸a˜o, e a




Figura 3.8: Modelo de dados de suporte a` operac¸a˜o do PaaSManager
3.5 Context-as-a-Service
Apo´s a apresentac¸a˜o da arquitetura e funcionamento interno do PaaSManager, esta secc¸a˜o
analisa uma framework de servic¸os baseados em informac¸a˜o de contexto que foi desenvol-
vida na PTIN. Este proto´tipo sera´ parcialmente portado para a cloud atrave´s do PaaSMa-
nager num caso de estudo definido no cap´ıtulo 4. Consequentemente sera˜o destacados os
diversos componentes que constituem o sistema bem como a interac¸a˜o existente entre os
va´rios mo´dulos.
57
CAPI´TULO 3. ESPECIFICAC¸A˜O E DESENVOLVIMENTO DO PAASMANAGER
3.5.1 Visa˜o Geral
Context-as-a-Service traz a oportunidade de usar a informac¸a˜o gerada pelos clientes num
ambiente mo´vel para selecionar e entregar conteu´do mais adequado para os mesmos (por
exemplo, v´ıdeos, fotos, etc.). Estes meta-dados podem caracterizar qualquer situac¸a˜o do
cliente, tal como, a sua posic¸a˜o, geˆnero, como simultaneamente interesses de musicais ou
sociais. Portanto, os sistemas sens´ıveis a informac¸a˜o de contexto provam ser o futuro dos
servic¸os de Internet mo´vel para encontrar e agrupar utilizadores com interesses comuns
entregando o conteu´do mais adequado [55]. Naturalmente, os espac¸os pu´blicos podera˜o
tornar-se espac¸os pu´blicos inteligentes oferecendo uma variedade de servic¸os mo´veis que
reagem tanto ao ambiente como a`s condic¸o˜es do cliente. No aˆmbito do projeto FP7 C-CAST
[56] que finalizou em 2010, a PTIN desenvolveu uma framework composta de diversos
servic¸os que reagem a informac¸a˜o de contexto de um utilizador. A proliferac¸a˜o de tais
servic¸os mo´veis pode, em alguns casos, gerar uma sobrecarga na infraestrutura subjacente
se na˜o for escala´vel. A fim de preservar o desempenho adequado, o PaaSManager ira´
permitir portar para um ou mais fornecedores de PaaS alguns dos servic¸os de contexto
que constituem o sistema, como igualmente monitorizar o comportamento dos mesmos de
forma centralizada.
3.5.2 Arquitetura
A arquitetura, apresentada na Figura 3.9, e´ composta por va´rios mo´dulos que permitem
recolher e processar informac¸a˜o relativa ao terminal mo´vel do cliente. Como componente
central e fundamental da framework surge um servidor XMPP denominado por Context
Broker. Este servidor tem um papel ativo nos processos efetuados pelos 3 servic¸os de
contexto: Context Enabler, Group Manager Enabler e Content Selection Enabler. Por fim
existe um servidor de conteu´dos multime´dia (Content Provider) e va´rios servic¸os exter-
nos que podem ser inquiridos de modo a devolver informac¸a˜o de contexto complementar.
Dos componentes que constituem a framework apenas alguns dos servic¸os baseados em




3.5.3 Mo´dulos da Framework de Contexto
De seguida sera´ apresentado o funcionamento e as caracter´ısticas do servidor XMPP Con-
text Broker como dos 3 servic¸os de contexto. Dos componentes que constituem a arqui-
tetura, praticamente todos os mo´dulos da framework foram desenvolvidos no aˆmbito do
C-CAST. Portanto e´ natural que os va´rios detalhes que envolveram a especificac¸a˜o e o
desenvolvimento dos mo´dulos na˜o sejam minuciosamente descritos.
Figura 3.9: Arquitetura da framework de contexto
Context Broker
O CxB (Context Broker) e´ um servidor XMPP da Ignite Realtime [57] que foi selecionado
por ser open-source e desenvolvido em Java. O Openfire inclui diversos XEPs (XMPP Ex-
tension Protocols) que fornecem as funcionalidades fundamentais para a framework de con-
texto como por exemplo o indispensa´vel XEP-0060 Publish-Subscribe. O CxB e´ responsa´vel
por agregar toda a informac¸a˜o de contexto dos va´rios clientes registados controlando o fluxo
de mensagens entre os diversos componentes da arquitetura. Os dados publicados por esses
componentes sa˜o definidos por XML schemas que permitem um mais fa´cil processamento
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e integrac¸a˜o de novos mo´dulos na framework. Toda a comunicac¸a˜o entre os va´rios mo´dulos
e´ realizada de forma ass´ıncrona atrave´s do protocolo XMPP que executa no topo da pi-
lha TCP/IP. O XMPP e´ largamente usado nos sistemas de instant-messaging por ser um
protocolo aberto e preparado para as interac¸o˜es de publish/subscribe.
Context Enabler
O CtxE (Context Enabler) e´ o u´nico componente desta arquitetura que foi desenhado e
desenvolvido durante este trabalho. E´ um web service SOAP em Java com o propo´sito
de subscrever e devolver informac¸a˜o de contexto sobre um utilizador em espec´ıfico, inte-
ragindo diretamente com o CxB. A existeˆncia deste servic¸o permite o loose coupling e a
reutilizac¸a˜o segundo os conceitos SOA podendo o mesmo ser integrado com outros sistemas
simultaneamente.
Group Manager Enabler
O GME (Group Manager Enabler) tem por base um motor de regras responsa´vel por
identificar, criar e gerir grupos de clientes a partir de informac¸a˜o de contexto. O GME
subscreve a informac¸a˜o existente no CxB de forma a estabelecer grupos baseados nas va´rias
condic¸o˜es pre´-configuradas pelo administrador do servic¸o: localizac¸a˜o, prefereˆncias sociais,
informac¸a˜o capturada por sensores, presenc¸a, geˆnero, etc. [58]. O web service CtxE surge
como um intermedia´rio neste processo subscrevendo a informac¸a˜o de contexto presente no
CxB e devolvendo-a ao GME atrave´s de notificac¸o˜es XMPP. Existem 3 estados de operac¸a˜o
no GME:
• Formac¸a˜o de grupos
• Atualizac¸a˜o de grupos
• Remoc¸a˜o de grupos
A primeira fase do GME e´ a de formac¸a˜o de grupos. Essa formac¸a˜o ocorre atrave´s
da ana´lise da informac¸a˜o de contexto dos clientes que se encontrem online de forma a
colocar os utilizadores nos grupos correspondentes. As regras para a formac¸a˜o de grupos
sa˜o pre´-configuradas pelo administrador num ficheiro XML e armazenadas numa base de
dados MySQL. Quando surge uma alterac¸a˜o na informac¸a˜o de contexto de um utilizador,
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por exemplo quando um utilizador se move de local ou atualiza alguma informac¸a˜o no
seu perfil de rede social, esta alterac¸a˜o de estado podera´ despoletar uma atualizac¸a˜o na
formac¸a˜o grupos. Nesta circunstaˆncia o GME gera notificac¸o˜es para todos os componentes
que tiverem subscrito a informac¸a˜o de grupos. Por fim, quando um ou mais grupos sa˜o
removidos atrave´s da configurac¸a˜o do administrador, o CxB e´ notificado desta alterac¸a˜o
como os restantes mo´dulos. O GME foi definido no C-CAST como sendo uma aplicac¸a˜o
Java (.jar) que executava em um servidor Jetty. Pore´m, procedeu-se a algumas alterac¸o˜es
que permitiram a migrac¸a˜o para um ambiente de cloud, nomeadamente, transformar a
aplicac¸a˜o para um ambiente web de forma a executar num servidor mais encontrado na
oferta dos fornecedores de PaaS, como por exemplo o Apache Tomcat.
A Figura 3.10 descreve os va´rios estados operacionais do GME como a interac¸a˜o XMPP
















Figura 3.10: Diagrama de sequeˆncia do Group Manager Enabler
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Content Selection Enabler
O CSE (Content Selection Enabler) tem por base um motor de regras responsa´vel pela
selec¸a˜o dos conteu´dos (por exemplo, v´ıdeos, fotos, etc.) mais adequados para um cliente
ou para grupos de clientes. Este mo´dulo atua como um elemento essencial na decisa˜o e
entrega de conteu´dos baseados em informac¸a˜o de contexto. O CSE subscreve a informac¸a˜o
de grupos gerada pelo GME, selecionando do conteu´do alojado em um servidor (Content
Provider) qual ou quais sa˜o os mais adequados para serem transmitidos aos utilizadores.
Esse processo e´ efetuado atrave´s da ana´lise dos meta-dados relacionados com o conteu´do
que indicam as caracter´ısticas do mesmo. Os modos de operac¸a˜o do CSE despoletam
quando surgem notificac¸o˜es do GME e do Content Provider de forma a selecionar, atualizar
ou remover conteu´dos da lista de reproduc¸a˜o que e´ enviada aos terminais mo´veis dos
clientes. Apo´s o processo de selec¸a˜o, que pode ser por base no dialeto, localizac¸a˜o, interesses
do utilizador, ou por exemplo a hora atual do dia, e´ realizada a entrega de uma lista
de reproduc¸a˜o com um ou mais conteu´dos selecionados. Por sua vez, o cliente tem a
possibilidade de escolher da lista qual o conteu´do que deseja visualizar bem como a ordem
em que os mesmos sera˜o executados. Portanto, o CSE podera´ ser mais ou menos complexo
dependendo do algoritmo do motor de regras que e´ utilizado por base para as va´rias
operac¸o˜es.
A Figura 3.11 descreve os va´rios estados operacionais do CSE e a interac¸a˜o existente
com os mo´dulos de suporte e com o cliente.
3.6 Suma´rio
Neste cap´ıtulo foi detalhada a especificac¸a˜o e desenvolvimento da camada agregadora de
fornecedores de PaaS, denominada por PaaSManager. Inicialmente foram analisadas as
APIs dos va´rios fornecedores de PaaS suportados com o intuito de definir as operac¸o˜es que
seriam implementadas pela soluc¸a˜o. De seguida, foi ilustrada a arquitetura e o funciona-
mento dos va´rios mo´dulos que constituem o PaaSManager. Por u´ltimo, foi introduzida a
framework da PTIN de servic¸os baseados em informac¸a˜o de contexto que sera´ parcialmente




















Figura 3.11: Diagrama de sequeˆncia do Content Selection Enabler
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Neste cap´ıtulo sa˜o apresentados alguns dos casos de estudos delineados de modo a validar a
soluc¸a˜o PaaSManager em cena´rios reais. Estes casos de estudo abrangem as diversas funci-
onalidades suportadas sendo poss´ıvel verificar a especificac¸a˜o efetuada dos va´rios mo´dulos
que constituem o sistema. Sa˜o ainda apresentados os resultados provenientes de uma
ana´lise de desempenho, de forma a avaliar o comportamento da arquitetura com diversos
utilizadores em simultaˆneo.
4.1 Cena´rios de Estudo
Esta secc¸a˜o tem como objetivo descrever os casos de estudos definidos para a validac¸a˜o
do PaaSManager. Cada cena´rio retrata a utilidade da soluc¸a˜o tanto no ponto de vista de
utilizadores comuns como empresariais. Atrave´s da camada de abstrac¸a˜o desenvolvida, as
va´rias funcionalidades suportadas fornecem a oportunidade para os utilizadores criarem,
gerirem e monitorizarem aplicac¸o˜es e base de dados hospedadas em diversos fornecedores
de PaaS. A partir das operac¸o˜es expostas, novos mo´dulos podera˜o ser constru´ıdos para
interagir com a API disponibilizada e utilizar a informac¸a˜o devolvida para diferentes fins.
Os cena´rios concebidos envolvem a integrac¸a˜o de um sistema que utilize o PaaSManager
de modo a recomendar ao utilizador qual o PaaS mais adequado, por exemplo, perante
o perfil de dependeˆncias te´cnicas de uma aplicac¸a˜o. No caso de estudo apresentado na
secc¸a˜o 4.2, sera˜o portadas algumas das aplicac¸o˜es que constituem a framework de servic¸os
baseados em informac¸a˜o de contexto da PTIN previamente descrita na secc¸a˜o 3.5. Apo´s
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proceder a criac¸a˜o da aplicac¸a˜o no ambiente recomendado, sera´ poss´ıvel gerir e monitorizar
os recursos atrave´s de um u´nico interface que agrega todas as operac¸o˜es suportadas e
informac¸a˜o relacionada.
Adicionalmente, na secc¸a˜o 4.3 sera´ apresentado um outro caso de estudo onde sa˜o apre-
sentados e visualizados diversos resultados obtidos provenientes dos testes de desempenho
efetuados ao PaaSManager. Para testar a soluc¸a˜o foram selecionados alguns dos me´todos
fundamentais de forma a serem avaliados diferentes aspetos e depurado onde seria poss´ıvel
proceder a otimizac¸o˜es.
4.2 Recomendador de Platform-as-a-Service
Cada aplicac¸a˜o possui dependeˆncias espec´ıficas que podem ser ta˜o distintas como a mesma
ser desenvolvida em Java ou Python ate´ necessitar de uma base de dados SQL ou NoSQL.
Para um utilizador que pretenda portar as suas aplicac¸o˜es para um ambiente de cloud, ele
precisara´ de examinar as diversas ofertas existentes no mercado, conhecer as tecnologias
suportadas, estudar e testar os interfaces cliente, as APIs fornecidas, etc. Logo, torna-se
essencial facilitar esse processo tornando-o mais co´modo e atraente para os utilizadores
de Platform-as-a-Service. Dessa forma surgiu a plataforma CSB (Cloud Service Broker)
que foi desenvolvida no aˆmbito de um projeto do Instituto de Telecomunicac¸o˜es de Aveiro
suportado pela PTIN. O CSB visa efetuar a recomendac¸a˜o baseada em regras definidas e
analisadas pelo seu motor de regras. As suas caracter´ısticas principais sa˜o dar assisteˆncia
no processo de recomendac¸a˜o e fornecer todas as operac¸o˜es suportadas pelo PaaSManager
atrave´s de um u´nico interface. Portanto, o utilizador tem assim acesso a todo o ciclo de vida
de uma aplicac¸a˜o hospedada no PaaS recomendado pelo CSB. Ale´m dos requisitos te´cnicos
de uma aplicac¸a˜o, o algoritmo de recomendac¸a˜o podera´ ser estendido suportando diversas
exigeˆncias. Sa˜o alguns exemplos a gerac¸a˜o de notificac¸o˜es quando certos patamares nos
valores de monitorizac¸a˜o forem ultrapassados, de forma a respeitar os contratos definidos
pelo pro´prio utilizador; ou enta˜o a recomendac¸a˜o por base nos modelos de nego´cio que se
verifiquem mais adequados para o pro´prio detentor de uma aplicac¸a˜o.
A arquitetura deste cena´rio inclui ale´m do PaaSManager, a plataforma CSB e as in-
terfaces cliente: web, CLI e Git. Atrave´s da interface web e CLI o utilizador tera´ acesso
a`s operac¸o˜es dos servic¸os de gesta˜o e de informac¸a˜o suportados pelo PaaSManager. No
momento da criac¸a˜o de uma aplicac¸a˜o, sera´ preenchido o formula´rio que constitui o per-
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fil tecnolo´gico da aplicac¸a˜o, nomeadamente, os runtimes, frameworks e services (base de
dados). Consequentemente o CSB invoca o me´todo getPaaSOffering que retorna as tec-
nologias suportadas por cada plataforma do ecossistema, comparando com a informac¸a˜o
inserida no perfil. Ao utilizador e´ devolvido uma lista ordenada com os fornecedores re-
comendados. Em relac¸a˜o ao Git, e analogamente ao Heroku e OpenShift, esta ferramenta
foi definida como a interface de deployment do co´digo fonte de uma aplicac¸a˜o para a pla-
taforma pretendida. Portanto teve-se em atenc¸a˜o que do ponto de vista do utilizador,
interagir com esta arquitetura na˜o se verifique mais complexo do que interagir diretamente
com um fornecedor em espec´ıfico. A Figura 4.1 apresenta a arquitetura especificada para














Figura 4.1: Arquitetura do caso de estudo recomendador de Platform-as-a-
Service
Atrave´s das interfaces disponibilizadas sera˜o portadas algumas das aplicac¸o˜es que cons-
tituem a framework de servic¸os baseados em informac¸a˜o de contexto da PTIN. A plata-
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forma CSB ira´ recomendar qual ou quais os PaaS mais adequados para suportar estes
servic¸os conforme o perfil tecnolo´gico inserido. Apo´s este processo de recomendac¸a˜o, as
aplicac¸o˜es sera˜o criadas e consequentemente sera´ realizado o deployment do co´digo fonte
associado. Finalmente, em caso de sucesso, a interface permitira´ a monitorizac¸a˜o em
tempo-real devolvendo informac¸a˜o sobre o comportamento dos servic¸os de contexto num
ambiente de cloud. Para este cena´rio foram selecionados, da framework de contexto, o web
service CtxE e a aplicac¸a˜o web GME previamente descritos na secc¸a˜o 3.5. No caso do CtxE
a decisa˜o foi estabelecida devido a ser um servic¸o simples que podera´ ser reutilizado por
outros sistemas em simultaˆneo. Por sua vez o GME foi selecionado por possuir um interface
web e estar sujeito a diversas notificac¸o˜es vindas de outros mo´dulos da arquitetura.
4.2.1 Processo de Criac¸a˜o de Aplicac¸o˜es
A primeira operac¸a˜o invocada pretende criar uma aplicac¸a˜o na plataforma recomendada.
Os passos para completar essa tarefa sa˜o simples e pragma´ticos. Inicialmente o utilizador
na˜o possui nenhuma aplicac¸a˜o registada, portanto e´ necessa´rio definir uma identificac¸a˜o
para a aplicac¸a˜o e preencher o perfil tecnolo´gico para o CSB analisar qual o PaaS mais ade-
quado. Para o CtxE foi selecionado o runtime Java 1.6, framework Java EE6 Web Profile
e nenhuma base de dados. Consequentemente o CSB devolve uma lista ordenada indicando
o ou os PaaS mais adequados para suportar esta aplicac¸a˜o. Neste caso, o CloudFoundry foi
anunciado como sendo o ideal e portanto foi o PaaS selecionado para receber o CtxE, como
e´ apresentado na Figura 4.2. Ao selecionar o CloudFoundry e´ automaticamente criado um
reposito´rio Git no PaaSManager no qual sera´ colocado o co´digo fonte para posterior de-
ployment. Igualmente e´ armazenada na base de dados central a informac¸a˜o de estado
da aplicac¸a˜o (identificador da plataforma, identificador da framework utilizada, etc.). Do
lado do fornecedor de plataforma, sa˜o registados os dados aplicacionais e e´ preparado o
ambiente de execuc¸a˜o. Por fim, a Figura 4.3 ilustra a informac¸a˜o que e´ devolvida apo´s o
processo de criac¸a˜o do CtxE na plataforma selecionada.
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Figura 4.2: Definir identificac¸a˜o e perfil tecnolo´gico do Context Enabler
Figura 4.3: Informac¸a˜o devolvida sobre o Context Enabler
Para o GME os mesmos passos tera˜o de ser repetidos sendo inicialmente registada a
aplicac¸a˜o. Ao preencher o perfil tecnolo´gico, e´ selecionada desta vez uma base de dados
MySQL e respetiva versa˜o. Conforme a informac¸a˜o inserida no perfil GME, o CSB anun-
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cia que o CloudBees surge como sendo o PaaS ideal para suportar a aplicac¸a˜o, como e´
apresentado na Figura 4.4. Ao selecionar o CloudBees, e´ apresentada a informac¸a˜o sobre
o estado atual do GME como se pode observar na Figura 4.5. Por fim, na Figura 4.6 e´
apresentada a lista de aplicac¸o˜es que foram criadas ate´ ao momento.
Figura 4.4: Definir identificac¸a˜o e perfil tecnolo´gico do Group Manager Enabler
Figura 4.5: Informac¸a˜o devolvida sobre o Group Manager Enabler
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Figura 4.6: Lista de aplicac¸o˜es criadas
4.2.2 Processo de Deployment de Co´digo Fonte
Apo´s o processo anteriormente descrito, o co´digo fonte de cada servic¸o podera´ ser enviado,
atrave´s do comando git-push, para os respetivos reposito´rios Git criados anteriormente.
No caso do Context Enabler para o ssh://cgoncalves@fog.av.it.pt/acm/contextenabler e no
caso do Group Manager Enabler para o ssh://cgoncalves@fog.av.it.pt/acm/groupmanager.
Desta forma o co´digo fonte do CtxE e´ deployed na respetiva plataforma encontrando-se
em modo running como e´ apresentado na Figura 4.7. Sendo um web service SOAP e´
poss´ıvel observar o contrato WSDL em contextenabler.cloudfoundry.com/CtxEnabler?wsdl
na Figura 4.8.
Para o GME o processo e´ ligeiramente diferente devido a ter uma base de dados as-
sociada. Neste momento e´ necessa´rio proceder a algumas alterac¸o˜es no co´digo fonte do
GME. As alterac¸o˜es efetuadas incluem implementar o WSDL do CtxE, que se encontra
hospedado no CloudFoundry, e tambe´m colocar a identificac¸a˜o e credenciais de acesso da
base de dados rece´m-criada. Apo´s estas atualizac¸o˜es no co´digo e´ poss´ıvel proceder ao de-
ployment atrave´s de comandos Git. Desta forma, o GME encontra-se em modo running
como e´ apresentado na Figura 4.9. O interface web do servic¸o, ilustrado na Figura 4.10, ja´
possui alguns grupos registados pelo administrador.
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Figura 4.7: Processo de deployment do Context Enabler efetuado com sucesso
Figura 4.8: Context Enabler no CloudFoundry
Apo´s as duas aplicac¸o˜es da framework de contexto estarem hospedadas num ambiente
cloud, procedeu-se a um teste de funcionamento atrave´s de uma simples aplicac¸a˜o mo´vel
de instant-messaging que partilha a posic¸a˜o GPS de um utilizador mo´vel. Neste caso foi
partilhada a posic¸a˜o referente a Aveiro atrave´s de mensagens XMPP enviadas ao Context
Broker. Essa informac¸a˜o e´ depois consumida e processada pelas 2 aplicac¸o˜es colocando o
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Figura 4.9: Processo de deployment do Group Manager Enabler efetuado com
sucesso
Figura 4.10: Group Manager Enabler no CloudBees
cliente no grupo de utilizadores presentes em Aveiro como e´ ilustrado na Figura 4.11. Se
mais utilizadores se encontrarem on-line e a suas informac¸o˜es de contexto coincidirem com
os grupos criados no GME, os utilizadores sera˜o agrupados e podera˜o, atrave´s do CSE,
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receber uma lista de reproduc¸a˜o com os conteu´dos mais adequados.
Figura 4.11: Utilizador on-line e pertencente ao grupo de utilizadores em Aveiro
4.2.3 Processo de Monitoria
Ale´m de ser monitorizado o estado de uma aplicac¸a˜o, existem outras formas de obter
informac¸a˜o sobre o seu comportamento num ambiente PaaS. Por um lado atrave´s dos logs
do servidor aplicacional onde executa o CtxE, como e´ ilustrado na Figura 4.12. Por outro
lado, atrave´s das estat´ısticas recolhidas diretamente atrave´s da API do CloudFoundry.
Neste u´ltimo, e´ poss´ıvel aceder a um histo´rico de recolhas efetuadas nas u´ltimas horas ou
dias pelo motor de monitorizac¸a˜o, sendo ilustrado na Figura 4.13.
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Figura 4.12: Logs do Context Enabler
Figura 4.13: Monitorizac¸a˜o em tempo-real do Context Enabler
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4.3 Ana´lise de Desempenho do PaaSManager
Esta secc¸a˜o tem como objetivo mostrar alguns resultados obtidos nos testes de desempenho
efetuados ao PaaSManager. Consequentemente sera´ analisado o comportamento do sistema
durante algumas das va´rias operac¸o˜es suportadas em determinados cena´rios de carga.
4.3.1 Ambiente de Testes e Metodologia
Para testar a soluc¸a˜o foram selecionados alguns dos me´todos fundamentais de forma a
serem avaliados diferentes aspetos e depurado onde seria poss´ıvel proceder a otimizac¸o˜es.





A ferramenta Apache JMeter [59] foi utilizada para efetuar os testes de carga ao PaaS-
Manager. Com o JMeter e´ poss´ıvel simular o acesso de diversos clientes em simultaˆneo aos
recursos dispon´ıveis medindo o desempenho de um servic¸o ou de um sistema. A principal
me´trica devolvida, e consequentemente analisada, foi o tempo de resposta. Como e´ o´bvio
esta me´trica e´ bastante varia´vel e depende de diversos fatores tais como da rede e respe-
tiva atividade, a geolocalizac¸a˜o f´ısica dos fornecedores de PaaS, a proximidade ao servidor
aplicacional onde executa o PaaSManager, como igualmente dos recursos computacionais
da pro´pria ma´quina que o suporta. A ma´quina utilizada para albergar o PaaSManager
possu´ıa 3 GB de memo´ria RAM, um processador Intel R©DualCoreTMde 2 GHz e, como
sistema operativo, o Ubuntu 12.04 LTS.
Os valores obtidos serviram de refereˆncia para compreender o comportamento que o
sistema dete´m em operac¸o˜es essenciais. Por um lado, de forma a se observar o overhead
que e´ acrescido pelo PaaSManager em cada pedido efetuado, e por outro, de forma a
ser analisada a escalabilidade da soluc¸a˜o com diferentes nu´meros de utilizadores. Para
cada um dos me´todos selecionados foram realizados ensaios com 10 e 30 utilizadores em
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simultaˆneo, obtendo-se a me´dia e o desvio padra˜o associado a cada operac¸a˜o efetuada
nas diferentes plataformas que constituem o ecossistema. Esse nu´mero de utilizadores foi
escolhido devido ao PaasManager utilizar apenas uma conta para cada PaaS. Assim sendo,
um grande nu´mero de pedidos poderia se refletir num bloqueamento da conta ou num efeito
de throttling por parte dos fornecedores. E´ necessa´rio realc¸ar que o objetivo desta ana´lise
na˜o e´ comparar diretamente a eficieˆncia de cada fornecedor mas sim o desempenho da
arquitetura desenvolvida.
4.3.2 Me´todos Avaliados
Seguidamente sa˜o apresentados os resultados obtidos nos diversos testes efetuados ao PaaS-
Manager. Os dados apresentados nesta secc¸a˜o foram divididos em 2 se´ries: PaaSManager
e PaaSManager+PaaS API, que respetivamente isolam o tempo consumido apenas no pro-
cessamento interno dos pedidos no PaaSManager, do tempo consumido em todo o processo
de uma operac¸a˜o incluindo a solicitac¸a˜o a` API da plataforma em questa˜o.
createApp
O processo do me´todo createApp, detalhado na Figura 3.3 anteriormente apresentada,
envolve a inicializac¸a˜o de um reposito´rio Git para a aplicac¸a˜o, a preparac¸a˜o do ambiente
de execuc¸a˜o num PaaS espec´ıfico e, finalmente, o armazenamento de informac¸a˜o de estado
na base de dados central.
Com um total de 10 utilizadores em simultaˆneo a criarem respetivamente uma aplicac¸a˜o,
foram obtidos os resultados apresentados na Figura 4.14. Em relac¸a˜o a` se´rie PaaSManager,
o CloudBees e o Heroku possuem os resultados mais baixos sendo inferiores a 60 ms. Na
ordem dos 500 ms encontra-se a me´dia do CloudFoundry e IronFoundry. Esta discrepaˆncia
surge devido a lo´gica interna da operac¸a˜o createApp ser diferente em cada um dos adapters
de PaaS. Como e´ o´bvio, na se´rie PaaSManager+PaaS API, verifica-se que o tempo de
resposta depende fundamentalmente da API nativa de cada fornecedor. Neste caso, o
Heroku relevou o maior valor obtido no ecossistema, cerca de 2023 ms para completar o
processo createApp. Por outro lado, o CloudFoundry e o IronFoundry apresentaram um
valor de me´dio de 1200 ms enquanto o CloudBees, sendo o u´nico PaaS que na˜o suporta
este me´todo na sua API, na˜o possuiu nenhum valor identificado.
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PaaSManager PaaSManager+PaaS API 
Figura 4.14: Tempo de resposta – createApp 10 utilizadores
Para a mesma operac¸a˜o foi testado tambe´m o acesso de 30 utilizadores em simultaˆneo.
Os resultados, que sa˜o observados na Figura 4.15, na˜o revelam grande discrepaˆncia relati-
vamente aos tempos recolhidos no teste com 10 utilizadores, ilustrando um bom compor-





























PaaSManager PaaSManager+PaaS API 
Figura 4.15: Tempo de resposta – createApp 30 utilizadores
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deployApp
O me´todo deployApp, especificado na Figura 3.4 anteriormente apresentada, abrange diver-
sos processos incluindo o upload do co´digo fonte da aplicac¸a˜o para o respetivo reposito´rio
Git, o deployment para o PaaS selecionado invocando o me´todo da API nativa, e por fim a
inicializac¸a˜o do motor de monitorizac¸a˜o. Para esta avaliac¸a˜o, o web service Context Ena-
bler, com 8 MB de dimensa˜o, foi a aplicac¸a˜o escolhida de forma a serem obtidos dados que
pudessem ser comparados independentemente da plataforma.
Com 10 utilizadores a realizarem o deployment em simultaˆneo, foram obtidos os re-
sultados apresentados na Figura 4.16. A se´rie PaaSManager revela valores de tempo de
resposta entre os 600 e os 1200 ms que inclui o upload do co´digo fonte e respetivo com-
mit para o reposito´rio Git. Pore´m na se´rie PaaSManager+PaaS API, surge uma grande
proemineˆncia do CloudBees em relac¸a˜o aos restantes fornecedores. O pedido atingiu uma
me´dia de aproximada de 94655 ms, nos quais mais de 90% do tempo de resposta e´ utilizado
apenas pelo processamento da API nativa do CloudBees. Por outro lado, o Heroku possuiu
um tempo de deployment mais reduzido, cerca de 63000 ms, enquanto o CloudFoundry e
IronFoundry revelaram tempos mais baixos, aproximadamente 6500 ms.
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Figura 4.16: Tempo de resposta – deployApp 10 utilizadores
Para a mesma operac¸a˜o foi testado o acesso de 30 utilizadores em simultaˆneo. Os
resultados, apresentados na Figura 4.17, na˜o revelaram grande discrepaˆncia relativamente
aos tempos recolhidos no teste com 10 utilizadores. Mais uma vez e´ constatada uma boa
escalabilidade do sistema sendo que em ambos os cena´rios estudados apenas uma parte
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reduzida do tempo de resposta se deve ao PaaSManager.
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Figura 4.17: Tempo de resposta – deployApp 30 utilizadores
migrateApp
A operac¸a˜o migrateApp, cujo processo foi detalhado na Figura 3.5, inclui diversos procedi-
mentos que permitem a portabilidade de aplicac¸o˜es entre diferentes fornecedores de PaaS
presentes no ecossistema. Inicialmente e´ confirmado se a plataforma para onde a aplicac¸a˜o
sera´ migrada suporta as tecnologias fundamentais para a sua correta execuc¸a˜o. Em caso
de sucesso, sa˜o ativados os procedimentos necessa´rios para a criac¸a˜o e o deployment da
aplicac¸a˜o na nova plataforma. Por fim a aplicac¸a˜o existente no PaaS anterior e´ eliminada.
Para esta avaliac¸a˜o foram testados todos os casos poss´ıveis de migrac¸a˜o entre os fornecedo-
res de plataformas. O web service Context Enabler, por ser suportado em todos os PaaS,
foi a aplicac¸a˜o selecionada.
Alternativamente aos restantes testes e por limitac¸o˜es inerentes a`s APIs dos fornecedo-
res, na˜o foram realizados testes de acesso simultaˆneo mas sim efetuados 30 testes isolados
que posteriormente serviram para calcular a me´dia do tempo de resposta. Para a se´rie Pa-
aSManager, que apenas inclui os processos de 1 a 5 apresentados na Figura 3.5, observam-se
tempos bastantes aproximados entre os 1200 e os 1300 ms em todas as transic¸o˜es efetuadas.
A Tabela 4.1 resume os resultados obtidos.
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Tabela 4.1: Tempo de resposta - migrateApp - se´rie PaaSManager(ms)
PaaSManager CloudBees CloudFoundry IronFoundry Heroku
CloudBees - 1271,5 1191,4 1221,6
CloudFoundry 1260,7 - 1195,5 1262,2
IronFoundry 1287,7 1195,3 - 1319,0
Heroku 1213,2 1203,7 1230,4 -
Por sua vez, a se´rie PaaSManager+PaaS API envolve todo o processo de migrac¸a˜o
incluindo a invocac¸a˜o dos me´todos createApp, deployApp, getAppStatus e deleteApp atrave´s
das APIs dos fornecedores. E´ evidente que para cada plataforma obteve-se em me´dia o
agregado do tempo de resposta das va´rias operac¸o˜es. Os valores obtidos sa˜o apresentados
na Tabela 4.2.
Tabela 4.2: Tempo de resposta - migrateApp - se´rie PaaSManager+PaaS
API (ms)
PaaSManager+ CloudBees CloudFoundry IronFoundry Heroku
PaaS API
CloudBees - 14454,2 13628,4 75451,7
CloudFoundry 103536,0 - 11090,5 75130,8
IronFoundry 102339,1 10257,6 - 74708,6
Heroku 101418,4 12241,7 11863,8 -
getAppStatus
O me´todo getAppStatus, detalhado anteriormente na Figura 3.6, adquire informac¸a˜o de
estado sobre uma aplicac¸a˜o verificando-se fundamental para obter conhecimento sobre o
comportamento da mesma. Este processo inclui o pedido a base de dados central de forma
a obter a identificac¸a˜o do PaaS onde a aplicac¸a˜o se encontra hospedada para assim ser
invocado a operac¸a˜o do respetivo adapter.
Com um total de 10 utilizadores em simultaˆneo, foram obtidos os resultados apresen-
tados na Figura 4.18. A se´rie PaaSManager mostra valores de tempo de resposta entre
os 60 e os 600 ms. Esta se´rie apenas inclui o processo de aquisic¸a˜o da identificac¸a˜o da
plataforma ate´ ser invocado o respetivo adapter de PaaS. Na se´rie PaaSManager+PaaS
API, o CloudFoundry, IronFoundry e Heroku registaram os valores mais elevados entre os
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1200 e 1300 ms nos pedidos a`s APIs nativas. No caso dos adapters do CloudFoundry e
IronFoundry existe uma verificac¸a˜o nos logs de cada instaˆncia onde a aplicac¸a˜o executa
com o intuito de detetar erros de funcionamento, explicando assim a maior contribuic¸a˜o

































PaaSManager PaaSManager+PaaS API 
Figura 4.18: Tempo de resposta – getAppStatus 10 utilizadores
Igualmente foi testado o acesso de 30 utilizadores em simultaˆneo. Os resultados apre-
sentados na Figura 4.19, revelam unicamente um ligeiro aumento da me´dia do tempo de
resposta obtido. Em termos gerais, e tendo em conta a magnitude dos valores obtidos
em ambos os cena´rios, o PaaSManager parece responder mais uma vez bem a cena´rios de
aumento de carga.
4.3.3 Ana´lise de Resultados
Os resultados obtidos revelaram que, em geral, o PaaSManager na˜o introduz um overhead
significativo em algumas nas operac¸o˜es fundamentais, caso do createApp e deployApp. No
caso da operac¸a˜o getAppStatus para o CloudFoundry e IronFoundry, uma razoa´vel per-
centagem do tempo obtido e´ utilizada no processamento do pedido por parte do PaaSMa-
nager. Pore´m verificou-se que interagir com o PaaSManager acaba por na˜o colocar mais
complexidade nem originar um muito maior tempo de resposta em comparac¸a˜o a interagir
diretamente com cada plataforma. Para combater algumas das situac¸o˜es verificadas, sera´
poss´ıvel proceder a algumas otimizac¸o˜es que podera˜o ser conduzidas, principalmente nos





































PaaSManager PaaSManager+PaaS API 
Figura 4.19: Tempo de resposta – getAppStatus 30 utilizadores
resposta no processamento interno dos pedidos pelo PaaSManager.
A migrac¸a˜o, sendo definida por uma agregac¸a˜o de va´rias operac¸o˜es, na˜o permite ser
comparada diretamente com algum dos me´todos expostos pelas APIs nativas dos fornece-
dores suportados. Assim sendo, os resultados obtidos apenas ilustram como a soluc¸a˜o se
comporta no processo de portabilidade entre diferentes PaaS.
4.4 Suma´rio
Neste cap´ıtulo foram demonstrados alguns dos casos de estudos propostos para a validac¸a˜o
da soluc¸a˜o. Atrave´s de um recomendador de Platform-as-a-Service foram enaltecidas as
potencialidades da arquitetura desenvolvida. Um interface web permitiu fornecer aos utili-
zadores uma gesta˜o unificada das aplicac¸o˜es e bases de dados criadas em diversos ambientes
de PaaS. Por fim, foram realizados testes de carga a certas operac¸o˜es suportadas pelo Pa-
aSManager com o intuito de se observar o comportamento dos mo´dulos especificados e
desenvolvidos. Os resultados obtidos revelaram que a arquitetura na˜o coloca um overhead
significativo nem uma maior complexidade na interac¸a˜o com cada PaaS final na maioria
das operac¸o˜es suportadas.
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Neste cap´ıtulo sera´ feita a s´ıntese de todo o trabalho desenvolvido durante este projeto,
como tambe´m dos principais resultados obtidos ao longo das va´rias etapas conduzidas. Por
fim, sera˜o apresentados alguns dos to´picos de trabalho futuro.
5.1 Resumo do Trabalho Desenvolvido
De forma a adquirir os conhecimentos fundamentais para a elaborac¸a˜o e desenvolvimento
do PaaSManager, foram estudados os diversos conceitos associados ao cloud computing,
alguns dos fornecedores de PaaS com maior quota no mercado, como igualmente as inici-
ativas de interoperabilidade existentes nesta a´rea de investigac¸a˜o e o desenvolvimento de
aplicac¸o˜es segundo conceitos SOA. O cloud computing caracteriza-se fundamentalmente
por ser on-demand, com modelos de nego´cio pay-per-use, promovendo uma ra´pida elasti-
cidade de recursos computacionais que acompanha a procura em tempo-real. Os servic¸os
de cloud sa˜o geralmente organizados em 3 tipos: Infrastructure-as-a-Service, Platform-
as-a-Service e Software-as-a-Service, que se complementam ao longo de um modelo por
camadas. Apesar de terem sido estudados os 3 servic¸os, o servic¸o de PaaS foi o mais dis-
cutido ao longo deste trabalho sendo enaltecidas as suas vantagens e analisados os va´rios
fornecedores existentes no atual mercado. Nos u´ltimos anos surgiram algumas iniciati-
vas de interoperabilidade entre fornecedores de soluc¸o˜es cloud incidindo nomeadamente no
servic¸o de IaaS. Pore´m, sendo objetivo deste trabalho definir uma soluc¸a˜o para a camada
de PaaS, foram investigadas algumas iniciativas relevantes seja o exemplo do CAMP. Por
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fim, os conceitos SOA aliados ao cloud computing permitiram retirar conhecimento sobre
como estas duas a´reas se interligam trazendo benef´ıcios para o desenvolvimento de servic¸os
fia´veis e interopera´veis.
O desenho da soluc¸a˜o envolveu inicialmente uma ana´lise das APIs das diversas pla-
taformas selecionadas bem como a definic¸a˜o de funcionalidades essenciais que a camada
agregadora de fornecedores de PaaS deveria suportar. Esta atividade permitiu especificar
va´rios mo´dulos que sustentassem operac¸o˜es relacionadas com a gesta˜o e a aquisic¸a˜o de in-
formac¸a˜o sobre aplicac¸o˜es e bases de dados e processos de migrac¸a˜o de aplicac¸o˜es. Um dos
mo´dulos, designado por Management Resources, e´ responsa´vel por suportar apenas as fun-
cionalidades de gesta˜o tendo sido ilustrados alguns diagramas de sequeˆncia de operac¸o˜es
fundamentais, nomeadamente, criar uma aplicac¸a˜o, realizar o deployment do respetivo
co´digo fonte e migrar aplicac¸o˜es entre diferentes fornecedores. O mo´dulo Information Re-
sources, que implementa me´todos de aquisic¸a˜o de informac¸a˜o sobre aplicac¸o˜es e bases de
dados, foi detalhado tendo sido igualmente apresentado um diagrama de sequeˆncia de uma
operac¸a˜o de aquisic¸a˜o de estado de uma aplicac¸a˜o. Para a monitorizac¸a˜o surge o Monito-
ring Engine que e´ um elemento indispensa´vel para a recolha de estat´ısticas em tempo-real,
pore´m, orientada a`s me´tricas que cada plataforma fornece. Todas estas funcionalidades
sa˜o depois expostas atrave´s de uma API RESTFul que abstrai as diferenc¸as entre os va´rios
fornecedores suportados. Para finalizar, foi apresentada a framework de servic¸os baseados
em informac¸a˜o de contexto da PTIN que e´ constitu´ıda por algumas aplicac¸o˜es que sera˜o
portadas para um ambiente PaaS atrave´s da arquitetura desenvolvida.
Para avaliar o PaaSManager em cena´rios reais foram definidos casos de estudo. Um
dos cena´rios propostos tinha por base um mo´dulo que recomenda ao utilizador qual a pla-
taforma mais adequada para uma aplicac¸a˜o, por exemplo, perante o perfil de dependeˆncias
te´cnicas da mesma. Atrave´s de um interface web integrado com esse recomendador e por
sua vez com o PaaSManager, foi poss´ıvel criar, gerir e monitorizar algumas das aplicac¸o˜es
de contexto de forma unificada qualquer que fosse o fornecedor de plataforma. Finalmente
foram realizados testes de carga para avaliar o desempenho da soluc¸a˜o PaaSManager. Os
resultados obtidos revelaram que a arquitetura na˜o introduzia um overhead significativo
na maior parte das operac¸o˜es suportadas. Sendo assim, interagir com o PaaSManager na˜o
coloca mais complexidade nem origina um muito maior tempo de resposta em comparac¸a˜o
a interagir diretamente com cada fornecedor.
Em suma, esta soluc¸a˜o e´ neste momento uma das u´nicas nesta a´rea de investigac¸a˜o de
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interoperabilidade em ambientes PaaS que possui uma implementac¸a˜o esta´vel e com resul-
tados operacionais. Recentemente a tema´tica discutida ao longo deste trabalho tem vindo
a receber uma grande atenc¸a˜o por parte da comunidade, esperando-se novas iniciativas e
projetos que tencionem dar aos utilizadores a oportunidade de controlar va´rias plataformas
de forma unificada.
5.2 Principais Contribuic¸o˜es
A principal contribuic¸a˜o desta dissertac¸a˜o foi a definic¸a˜o e desenvolvimento de uma ca-
mada de abstrac¸a˜o que visasse unificar os processos de gesta˜o e aquisic¸a˜o de informac¸a˜o
sobre aplicac¸o˜es criadas atrave´s de diversos PaaS, de modo a combater o lock-in existente
no mercado. Esta tema´tica tem vindo a ser muito discutida na a´rea de investigac¸a˜o da
interoperabilidade e portabilidade em ambientes cloud. Apesar da existeˆncia de algumas
iniciativas de projetos europeus ou de cooperac¸a˜o entre grandes empresas, este trabalho
verifica-se como sendo das primeiras implementac¸o˜es com resultados pra´ticos. Ale´m disso,
o sistema desenvolvido foi integrado com um recomendador de PaaS e respetivo interface
web de gesta˜o que podera´ tornar-se atrativo para os utilizadores deste tipo de servic¸os de
cloud. Como fruto de uma parte significativa deste trabalho, foi publicado o artigo [5],
apresentado na confereˆncia internacional CLOSER 2012 [6]. Adicionalmente, foi publicado
um outro artigo [7], que abrange um dos casos de estudo propostos, na confereˆncia CRC
2012 [8]. E por fim, foi submetido um artigo, que incide exclusivamente na soluc¸a˜o PaaS-
Manager, na confereˆncia SAC 2013 [9]. De momento o artigo encontra-se em processo de
revisa˜o.
5.3 Trabalho Futuro
Apo´s o desenvolvimento do PaaSManager e da sua aplicac¸a˜o em cena´rios reais atrave´s
de um recomendador como o Cloud Service Broker, surgem novos desenvolvimentos que
podera˜o ser efetuados orientados aos utilizadores de PaaS.
A importac¸a˜o de informac¸a˜o para as bases de dados criadas, como a sua posterior
exportac¸a˜o, permitira´ uma ra´pida e atrativa migrac¸a˜o de aplicac¸o˜es ja´ existentes para
ambientes cloud. Para isso tera˜o de ser averiguadas as diferentes formas de acesso que cada
PaaS fornece de forma a suportar estas novas funcionalidades atrave´s do PaaSManager. A
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lo´gica destas operac¸o˜es podera´ ser reutilizada para desenvolver um me´todo de migrac¸a˜o de
base de dados entre diferentes fornecedores.
Com o grande nu´mero de PaaS existentes no mercado, novos adapters podera˜o ser
implementados estendendo o ecossistema de fornecedores suportados. Alguns exemplos de
fornecedores sa˜o por exemplo o Red Hat OpenShit, o AppFog entre outros. Este processo
envolvera´ estudar a`s suas APIs, encontrar as semelhanc¸as nos processos e funcionalidades
suportadas, de forma a desenvolver os mo´dulos necessa´rios integrando-os com a lo´gica ja´
existente no Management Resources e Information Resources.
Dentro do grupo PT, existe a iniciativa SmartCloudPT que se foca maioritariamente
no fornecimento de servic¸os de IaaS e SaaS para as empresas. No entanto, com o ele-
vado crescimento do interesse em soluc¸o˜es orientadas ao desenvolvimento e deployment de
aplicac¸o˜es, os resultados obtidos neste projeto podera˜o ser integrados com essa iniciativa
e hospedados num ambiente cloud. Ale´m disso, novos cena´rios que envolvam ambientes
de PaaS h´ıbridos e privados sobre a infraestrutura SmartCloudPT, sera˜o analisados com
o intuito de adquirir o conhecimento que permita a Portugal Telecom fornecer soluc¸o˜es
Platform-as-a-Service mais orientadas ao requisitos de cada utilizador.
Por fim com a importaˆncia que a iniciativa CAMP esta´ a obter nesta a´rea de inves-
tigac¸a˜o, faz todo o sentido que a API que sera´ disponibilizada seja implementada pelo
PaaSManager. Por um lado, devido a possibilitar a extensa˜o do ecossistema atual com as
plataformas suportadas pelo CAMP, e por outro lado, devido ao PaaSManager tornar-se
provavelmente das primeiras soluc¸o˜es que suportam esta recente e interessante iniciativa.
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API RESTful do PaaSManager
Neste apeˆndice encontra-se documentada a API do PaaSManager detalhando os va´rios
me´todos suportados, bem como os paraˆmetros de entrada necessa´rios para cada operac¸a˜o
e alguns exemplos de pedidos e respostas JSON.
A.1 Servic¸os de Gesta˜o
A.1.1 createApp : ApplicationCreateResponse
Descric¸a˜o





paasProvider String Identificac¸a˜o do PaaS
appID String Identificac¸a˜o da aplicac¸a˜o
appFramework String Identificac¸a˜o da framework suportada pela aplicac¸a˜o
Request
POST ”api-key:key”http://”server”/paasmanager/v1/mgmt/apps/create/ cloudbees/a-
plicacaoteste? appFramework=JAVA EE6 WEB PROFILE
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” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” c r ea ted ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.2 deployApp : ApplicationCreateResponse
Descric¸a˜o






appID String Identificac¸a˜o da aplicac¸a˜o






” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” deployed ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
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A.1.3 migrateApp : ApplicationCreateResponse
Descric¸a˜o





appID String Identificac¸a˜o da aplicac¸a˜o








” paasProvider ” : ”CLOUDFOUNDRY” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” deployed ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . c loudfoundry . com”
}
A.1.4 startApp : ApplicationStartResponse
Descric¸a˜o
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” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” s t a r t e d ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.5 stopApp : ApplicationStopResponse
Descric¸a˜o











” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” stopped ” ,
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”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.6 restartApp : ApplicationRestartResponse
Descric¸a˜o











” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” r e s t a r t e d ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.7 deleteApp : ApplicationDeleteResponse
Descric¸a˜o
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” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” de l e t ed ”
}
A.1.8 scaleApp : ApplicationScaleResponse
Descric¸a˜o






appID String Identificac¸a˜o da aplicac¸a˜o
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” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” s c a l e d to 4 i n s t a n c e s ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.9 updateApp : ApplicationCreateResponse
Descric¸a˜o





appID String Identificac¸a˜o da aplicac¸a˜o






” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o t e s t e ” ,
” appStatus ” : ” deployed ” ,
”appUrl ” : ” a p l i c a c a o t e s t e . paasmanager . c loudbees . net ”
}
A.1.10 createService : ServiceCreateResponse
Descric¸a˜o
Este me´todo associa uma base de dados a uma determinada aplicac¸a˜o
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appID String Identificac¸a˜o da aplicac¸a˜o associada a base de dados
serviceID String Identificac¸a˜o da base de dados
serviceVendor String Identificac¸a˜o do vendor da base de dados
Request
POST ”api-key:key”http://”server”/paasmanager/v1/mgmt/services/create/webapp/




”appID” : ”webapp ” ,
” s e rv i c e ID ” : ” c loud db app ” ,
” serv iceVendor ” : ”POSTGRESQL 9 0”
}
A.1.11 deleteService : ServiceDeleteResponse
Descric¸a˜o





appID String Identificac¸a˜o da aplicac¸a˜o associada a base de dados









” paasProvider ” : ”CLOUDFOUNDRY” ,
”appID” : ”webapp ” ,
” s e rv i c e ID ” : ” c loud db app ” ,
” s e r v i c e S t a t u s ” : ” de l e t ed ”
}
A.2 Servic¸os de Informac¸a˜o
A.2.1 getAppStatus : ApplicationStatusResponse
Descric¸a˜o











” paasProvider ” : ”CLOUDFOUNDRY” ,
”appID ” : ”webapp ” ,
” appStatus ” : ” running ” ,
”appUrl ” : ” apl icacaoweb . c loudfoundry . com”
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}
A.2.2 getAppStatistics : ApplicationStatisticsResponse
Descric¸a˜o











” a p p l i c a t i o n ” : {
” in s t ance ” : [
{
” id ” : ”1” ,
” date ” : ”2012−08−05 1 6 : 1 6 : 0 4 . 0 ” ,
” metr ic ” : [
{
”name ” : ” diskquota ” ,
” metr icValue ” : ”2048” ,
” un i t ” : ”MB”
} ,
{
”name ” : ” usage cpu ” ,
” metr icValue ” : ”0 .0” ,
” un i t ” : ”%”
} ,
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{
”name ” : ” d i sk ” ,
” metr icValue ” : ”11” ,
” un i t ” : ”MB”
} ,
{
”name ” : ”uptime ” ,
” metr icValue ” : ”58h :33m:49 s ” ,
” un i t ” : ”h :m: s ”
} ,
{
”name ” : ”memquota” ,
” metr icValue ” : ”512” ,
” un i t ” : ”MB”
} ,
{
”name ” : ”memory” ,
” metr icValue ” : ”135 .01” ,
” un i t ” : ”MB”
} ,
{
”name ” : ” fdsquota ” ,
” metr icValue ” : ”256” ,
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A.2.3 getAppInfo : ApplicationInfoResponse
Descric¸a˜o











” paasProvider ” : ”CLOUDFOUNDRY” ,
”appID ” : ”webapp ” ,
” appStatus ” : ” running ” ,
”appUrl ” : ” apl icacaoweb . c loudfoundry . com” ,
”appMemory ” : {
” value ” : ”512” ,
” un i t ” : ”MB”} ,
” appInstances ” : ”2” ,
”appFramework ” : ”JAVA EE6 WEB PROFILE” ,
” appServ i ce s ” :
” s e rv i c e ID ” : [
”mysql−t e s t e ” ,
”mongodb ” ]
}
A.2.4 getAppListInfo : ApplicationListInfoResponse
Descric¸a˜o
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” app l i ca t i on In foResponse ” : [
{
”appFramework ” : ”JAVA EE6 WEB PROFILE” ,
” appStatus ” : ” running ” ,
”appID ” : ”CtxE” ,
”appUrl ” : ”CtxE . c loudfoundry . com” ,
”appMemory ” : {
” value ” : ”512” ,
” un i t ” : ”MB”} ,
” appServ i ce s ” : {
” s e rv i c e ID ” : [ ]
}
” paasProvider ” : ”CLOUDFOUNDRY” ,
” appInstances ” : ”1”
} ,
{
”appFramework ” : ”JAVA WEB APP” ,
” appStatus ” : ” running ” ,
”appID ” : ”xpto ” ,
”appUrl ” : ”xpto . c loudfoundry . com” ,
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”appMemory ” : {
” value ” : ”512” ,
” un i t ” : ”MB”} ,
” appServ i ce s ” : {
” s e rv i c e ID ” : [
”mysql−t e s t e ” ,
”mongodb ” ]
} ,
” paasProvider ” : ”CLOUDFOUNDRY” ,




A.2.5 getServiceInfo : ServiceInfoResponse
Descric¸a˜o





appID String Identificac¸a˜o da aplicac¸a˜o associada a base de dados
serviceID String Identificac¸a˜o da base de dados
Request




” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
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” s e rv i c e ID ” : ” c loud db app ” ,
” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ” foo−barU ” ,
” serv icePassword ” : ” foo−barP ” ,
” s e r v i c e U r l ” : ” ec2−50−19−213−178.compute−1.amazonaws . com”
}
A.2.6 getServiceAppListInfo : ServiceInfoListResponse
Descric¸a˜o
Este me´todo devolve lista e respetiva informac¸a˜o sobre bases de dados associadas a











” Serv i c e In foResponse ” : [
{
” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
” s e rv i c e ID ” : ” c loud db app ” ,
” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ” foo−barU ” ,
” serv icePassword ” : ” foo−barP ” ,
” s e r v i c e U r l ” : ” ec2−50−19−213−178.compute−1.amazonaws . com”
} ,
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{
” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
” s e rv i c e ID ” : ” database ” ,
” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ”123” ,
” serv icePassword ” : ”abc ! ” ,




A.2.7 getServiceListInfo : ServiceInfoListResponse
Descric¸a˜o












” Serv i c e In foResponse ” : [
{
” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
” s e rv i c e ID ” : ” c loud db app ” ,
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” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ” foo−barU ” ,
” serv icePassword ” : ” foo−barP ” ,
” s e r v i c e U r l ” : ” ec2−50−19−213−178.compute−1.amazonaws . com”
} ,
{
” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
” s e rv i c e ID ” : ” database ” ,
” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ”123” ,
” serv icePassword ” : ”abc ! ” ,
” s e r v i c e U r l ” : ” ec2−50−19−213−178.compute−1.amazonaws . com”
} ,
{
” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ” a p l i c a c a o ” ,
” s e rv i c e ID ” : ”mysql−db−app ” ,
” serv iceVendor ” : ”MYSQL 5 0 51 ” ,
” serviceUsername ” : ” user ” ,
” serv icePassword ” : ”passwd ” ,




A.2.8 getAppLogs : ApplicationLogsResponse
Descric¸a˜o
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” paasProvider ” : ”CLOUDBEES” ,
”appID ” : ”webapp ” ,
”appLog ” : ” conteudo do log ” ,
}
A.2.9 getPaaSOffering : PaasProviders
Descric¸a˜o
Este me´todo devolve lista de tecnologias e me´tricas de monitorizac¸a˜o suportadas pelos









” paasProvider ” : [
{
”name ” : ”CLOUDBEES” ,
” s e r v i c e s ” : {
” s e r v i c e ” : [
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{
”name ” : ”MySQL” ,
” ve r s i on ” : ” 5 . 0 . 5 1 ” ,
” i n f o ” : ” i n f o ” ,




” runtimes ” : {
” runtime ” : [
{
”name ” : ”Java ” ,
” ve r s i on ” : ”1 .6” ,
” i n f o ” : ” i n f o ” ,
” id ” : ”JAVA 1 6”
} ,
{
”name ” : ” Sca la ” ,
” ve r s i on ” : ”” ,
” i n f o ” : ” i n f o ” ,




” frameworks ” : {
” framework ” : [
{
”name ” : ” Gr a i l s ” ,
” v e r s i on ” : ”” ,
” i n f o ” : ” i n f o ” ,
” id ” : ”GRAILS”
} ,
{
”name ” : ”Java EE6 Web P r o f i l e ” ,
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” ve r s i on ” : ”” ,
” i n f o ” : ” i n f o ” ,
” id ” : ”JAVA EE6 WEB PROFILE”
} ,
{
”name ” : ”Play ! ” ,
” v e r s i on ” : ”” ,
” i n f o ” : ” i n f o ” ,
” id ” : ”PLAY”
} ,
{
”name ” : ” Spring ” ,
” ve r s i on ” : ”” ,
” i n f o ” : ” i n f o ” ,





” monitor ingMetr i c s ” : {
” metr ic ” : [
{
”name ” : ”apdex ” ,
” i n f o ” : ” i n f o ” ,
} ,
{
”name ” : ” usagecpu ” ,
” i n f o ” : ” i n f o ” ,
} ,
{
”name ” : ”memory” ,




A.3. CO´DIGOS DE ESTADO
”name ” : ” responset ime ” ,
” i n f o ” : ” i n f o ” ,
} ,
{
”name ” : ” throughput ” ,
” i n f o ” : ” i n f o ” ,
} ,
{
”name ” : ” usagedatabase ” ,





A.3 Co´digos de Estado
Co´digo de Estado Descric¸a˜o
200 OK The operation was successful
400 Bad Request The request cannot be fulfilled due to bad syntax
401 Unauthorized You are attempting to access the API with invalid credentials
404 Not Found The API endpoint or resource you are attempting to fetch
does not exist
500 Internal Server Error The server encountered an unexpected
condition which prevented it from fulfilling the request
Response JSON (Erro)
{
” errorCode ” : ” codigo de estado ” ,
” errorMessage ” : ”mensagem de e r ro ”
}
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