A model for transport of solutes in a porous medium participating in a dissolution/precipitation reaction, in general not in equilibrium, is studied. Ignoring di usion/dispersion the initial value problem for piecewise constant initial states is studied, which e.g. for ionic species include a change of the ionic composition of the solution. The mathematical solution, nearly explicitly found by the method of characteristics up to the (numerical) solution of an integral equation for the position of the dissolution front, exhibit a generalized expanding plateau-structure determined by the dissolution front and the water ow (or salinity) front.
Introduction
In this paper we continue our study of chemistry a ected transport processes in porous media from Knabner et.al. 3] , here after referred to as Part 1. The transported solutes are participants in a precipitation-dissolution reaction, which in general is not in equilibrium, but is kinetically controlled. In Part 1 we have set up a model which for spatially one-dimensional ow regimes with constant water content, bulk density, pore velocity q cm/s] and di usion/dispersion coe cient D cm In (1)- (4), c 1 = u is kept as an unknown and c 2 is substituted by means of (6) . For a spatially independent batch situation the function c would be constant due to (4), i.e. all possible values of concentrations c 1 (t); c 2 (t) lie in an a ne subspace of the one-dimensional stoichiometric subspace of the reaction, de ned by the condition c = 0. In the case of ionic species, it is also possible to consider c as the scaled total (positive) electric charge of the solution. This observation helps us in distinguishing two principal situations with respect to a speci cation by means of initial conditions. We will consider piecewise constant states at t = 0, i.e.
u(x; 0); v(x; 0); c(x; 0) = ( u ; v ; c for x < 0 u ; v ; c for x > 0
We can relate these solutions to solutions of a corresponding boundary value problem for x > 0; t > 0 by considering u ; v ; c as initial conditions and u ; v ; c as boundary conditions. Thus there are two situations c = c and therefore c(x; t) = c = constant (8) or c 6 = c
In case (8) the boundary(/initial) conditions are compatible in the sense that they belong to the same a ne stoichiometric subspace of the reaction or for ionic species that the injected uid has the same ionic composition as the resident uid. This situation is the only one which leads to travelling wave solutions being the subject of Part 1. Here we concentrate on case (9), i.e. on incompatible boundary(/initial) conditions. In this paper we show how to obtain solutions of this problem in the presence of a dissolution front, i.e. a curve in the (x; t)-plane separating the region where v = 0 from the region where v > 0. To ensure that a dissolution front exists for all t 0, one needs v = 0 and v > 0:
If initially crystalline solid is everywhere present in the ow domain, i.e. v > 0 as well, then a dissolution front may occur after a certain nite time interval. Conditions for which this happens are discussed in Section 3. 
where (6) is used and thus only the variable u (c=m) + , where a + = a for a u, a + = 0 for a < 0, is allowed to insure c 1 0, c 2 0. In general the function g has the following properties to be used later on: g( ; c) is strictly monotone increasing for u (c=m) + , g( ; c) is smooth for u (c=m) + (at least Lipschitz-continuous). We need the existence of a (unique) u S = u S (c) (c=m) + such that g(u; c) = K (12) i.e. u S is the solubility for given c. Due to the properties of the function g given above, the following condition ful lled by (11) is su cient for (12): g c m + ; c = 0:
When we require (10), we additionally assume the initial states to be in chemical equilibrium, i.e. c m + u u S (c ) and u = u S (c ):
If solid is present everywhere, this would not lead to the appearance of a dissolution front (see 66),(67)), thus we allow in this case for an initial state for x < 0 not in equilibrium, which might be thought of as the consequence of an instantaneous removal of saturated uid.
If dispersive transport is negligible compared to the advective transport, it is reasonable to let D ! 0,
i.e. to cancel the corresponding terms in (1)- (4) and to obtain @ @t (u + v) + q @u @x = 0 (15) @v @t = kfg(u; c) ? wKg (16) 0 w 1 and w(x; t) = 1 if v(x; t) > 0 (17) @c @t + q @c @x = 0 (18) for ?1 < x < 1; t > 0: The initial value problem (15){(18) and (7) is known as a Riemann problem. In this paper we consider the analytical and numerical construction of a solution of this Riemann problem. For dominating advective transport we expect a good approximation of the solutions of (1){(4) and (7) ignoring only certain smoothing e ects (see the comparison in Section 5). On the other hand, the treatment of the hyperbolic system by means of the method of characteristics allows a nearly explicit construction of the solution and thus gives detailed information about the qualitative structure of the solution. The function c is found directly, without apriori knowledge about u; v and w. It follows from (18) and (7) that for all t 0 c(x; t) = c for x < q t; c for x > q t:
To be speci c, we assume in the following c > c : (20) The other case can be treated in exactly the same way or transformed to the above situation, which basically corresponds to a renumbering of the dissolved reaction participants. A further property, which holds true for the example (11), is the monotone dependence of the solubility u S (c) on c, i.e. in particular u S (c ) > u S (c ): (21) In the analysis we will not make use of this property, but in the gures it is assumed to hold true or implied by the choice of example (11). The outline of the paper is as follows: We rst construct a solution of the Riemann problem in the case of equilibrium reactions. That is, we take`k = 1' in equation (16) and replace it by g(u; c) = w K:
In Section 3.1 we use the method of characteristics, which leads to an explicit representation of the solution, but still dependent on the dissolution front x = s(t). For this free boundary, which necessarily exhibits a waiting time (55), we derive an integral equation (DFE) ((61)), which in Section 4 can be transformed to a linear Volterra equation of the second kind, due to various properties of solution. This settles the existence of a solution of (DFE), which then can be used to de ne a solution of the Riemann problem. In Section 3.2 this procedure is extended to the treatment of v ; v > 0; u u S (c ). In Section 5 an algorithm for the precise approximation of solutions is modelled according to the above procedure. The analysis of multi component reactive systems with pure advective transport by means of the corresponding hyperbolic systems has a certain tradition in the chemical engineering literature. Although the situation considered usually allows for more species and reactions as considered here, most of these papers have to restrict themselves to equilibrium reactions and a constant number of phases (see e.g. Schweich et.al. 5] and the literature cited there). The simple situation studied in this paper is just characterized by the opposite by non-equilibrium and the appearance of a dissolution front.
Equilibrium
When studying the transport process at equilibrium we replace the rst order equation (16) 
where c is given by (19). In this section we construct a solution of this system in the domain ?1 <
x < +1 for t > 0, which satis es at t = 0 the piecewise constant initial distribution (7) . We recall that the constant states in (7) ful ll conditions (14). To emphasize the role of the dissolution front we impose condition (10) as well. This simple case is treated for further comparison and introduction of the techniques to be used. In fact the result of this section is well-known in the chemical engineering literature (at least formally) and a special case of e.g. Bryant et.al. 1]. For the construction, the following two observations are essential. The rst one relates to equation (24) and says that if v(x; t) > 0 then w(x; t) = 1 and by (24) g(u(x; t); c(x; t)) = K
In addition, if x > qt then u(x; t) = u S (c ) = u and if x < qt then u(x; t) = u S (c ):
The second one is the Rankine-Hugoniot shock condition for solutions of (23). This condition which is based on a mass-conservation argument (see for instance Whitham 7] or LeVeque 4] , says that discontinuities or shocks in solutions of equation (23) propagate with
Here the quantities between the brackets denote the size of the jump discontinuity in u and v across the location of the shock. Now suppose a dissolution front x = s(t) exists such that v(x; t) = 0 for x < s(t) > 0 for x > s(t):
On physical grounds one expects s(t) qt for all t > 0, because q denotes the averaged pore velocity of the uid: i.e. ahead of the front x = qt one expects to nd the initial states u = u and v = v . The mathematical argument is the following. Suppose the dissolution front moves ahead of the uid front, as in Figure 1 . Since w(x; t) = 1 for x > s(t) we nd from (26) that u = u S (c ) in the shaded region in Figure 1 . Next selectt > 0 such that s(t) > qt and _ s(t) > q;
where the dot denotes di erentiation. In other words, we have selected a timet at which the speed of the dissolution front exceeds q. Then by the Rankine-Hugoniot condition (27), u(s(t) ? ;t) > u = u S (c );
as v jumps downwards from right to left or does not jump. Here u(y ? ; t) = lim x"y u(x; t) denotes the limit in y from the left and u(y + ; t) = lim x#y u(x; t) the limit from the right. But c(s(t);t) = c , and thus by (24) and (25) u(s(t) ? ;t) u S (c );
a contradiction. In other words, assumption (29) implies over-saturation for u. But this is not allowed under equilibrium conditions. We further note that if v is discontinuous at the dissolution front, i.e. v(s(t) + ; t) > 0 then _ s(t) = q cannot occur. This is a direct consequence of (27). This observation implies that s(t) = qt and _ s(t) = q for somet > 0 can also not occur as v(s(t) + ;t) = v > 0. Hence s(t) < qt for all t > 0:
The ordering of the fronts and (24),(26) imply
Consequently by (27) 0 _ s(t) q for all t > 0
and _ s(t) < q occurs at pointst where v is discontinuous. In particular this shows that all dissolution fronts are monotone in time. Since v vanishes in the region x < s(t), we have there @u @t + q @u @x = 0:
The initial condition on u for x < 0, the upperbound in (34) and equation (35) imply that u = u for x < s(t). To determine v in the region x > s(t) we use (33) and equation (23). Combined they imply that @v(x; t)=@t = 0 for x > s(t), x 6 = qt. Then using the initial condition on v for x > 0 and the lower bound on _ s, we nd after integration v = v for x > s(t). Thus we have constructed a piecewise constant solution of (23) with the computations of Willis and Rubin 6] will be given in Section 5. One may raise the question if the solution as constructed in this section is the unique solution of the initial value problem. For the following reasons we believe that it is. In the construction, inequalities (34) are crucial. They imply directly that the concentrations u and v are constant to the left and the right of a dissolution front, leading to the constant speed (36). In (34) the inequalities are a consequence of the Rankine-Hugoniot condition and the fact that over-saturation is ruled out by requiring w 1 in (25). In other words, (34) are local properties of any dissolution front. As outlined above they lead to a piecewise constant solution as presented in this section. Unfortunately there are no obvious physical or mathematical arguments to support these assumptions. In contrast, the weaker statement s(t) qt for all t 0, which is obviously physical, can be justi ed similarly as in Section 2. We return to the possibility of existence of solutions not ful lling these assumptions when discussing the uniqueness at the end of Section 4. The main goal is to derive an equation for the location x = s(t) of the dissolution front.
As in Section 2 we conclude, because of @v @t = 0 for x < s(t), that u = const = u for x < s(t) and that w = g(u ; c )=K there. Similarly for x > qt we have u = const = u = u S (c ) and thus v = const = v . With reference to Figure 4 , we are going to consider the following problem: Note that in the composite solution the crystalline concentration v is continuous across x = qt, due to (27) and then (39) holds, while the uid concentration u possibly has a discontinuity there. The idea is now to use equation (37) and the boundary conditions on v to determine the location of the dissolution front, i.e. to nd the function s(t). Before we proceed we rst introduce for the case 
and thus f and F are well de ned.
Examples. Let the rate function g be given by the law of mass action (11). We can explicitly compute the cases:
n=1,m=0 (The linear case, see also Part I, equation (40)). 
Unless stated otherwise we avoid this degeneracy by taking u < u S (c ). This implies F( ) > 0 and F 0 ( ) < 0 for all 0:
Next we continue the analysis of (41). Take any t > 0 and let y = s(t). Using de nitions (42),(43) we now write kfK ? g(u(s(t); ); c )g = F(s(t) ? s(t 0 )); (50) for any s(t)=q < < t. Here we have used _ s(t) 0. In this expression, t 0 = t 0 (s(t); ) satis es t 0 = t when = t. Substituting (50) into the rate equation (37), integrating the result and applying the v-boundary condition in (38) and (39), yields Z t
Remind that in deriving this equation we in particular assumed s to be monotone, but not to be strictly monotone. In the derivation of (51) we can allow for constant parts of s, i.e. for times 0 t 1 < t 2 such that s(t) = s(t 1 ) for all t 1 t t 2 . In such a case the de nition of t 0 = t 0 (s(t); ) gives for t such that t 1 t t 2 : t 0 (s(t); ) = for 2 t 1 ; t]
and the whole derivation of equation (51) 
Using (42) and (43) 
Note that in the degenerate case u = u S (c ) expression (55) 
which is a contradiction. We want to rewrite the integral in (51) in terms of t 0 and we do this by using (40). From that equality, with y = s(t), we obtain due to _ s(t) q a unique correspondence of the points with the points t 0 , where : s(t) q ! t implies t 0 : 0 ! t (57) and @ @t 0
Applying these observations to (51) yields
where the left-hand side can be slightly rewritten by introducing the waiting time:
To summarize, we have obtained an integral equation from which the location of the dissolution front can be determined. The precise formulation is: Let t be given by (55). Then nd the function s(t), satisfying (53) and the dissolution front equation (DFE)
The expression for B follows from (54),(59) and (60). In general we have to rely on numerical methods to solve (DFE). One such method will be discussed in Section 5. Only very special cases can be solved analytically, for instance the case n = 1 and m = 0 (the linear case) in the examples, where F is give by (46). For that form of F it is straight forward to solve (DFE) explicitly. The result is s(t) = q 1 + kt (t ? t ) for t t ;
where
In Section 4 we show how to transform (DFE) into a standard integral equation, from which some characteristic properties of the front can be derived. Having found an expression or approximation for s(t), one has to go back to equation (41) and de nition (42) to determine u. The concentration of the crystalline solid is obtained from integrating (37).
Crystalline solid everywhere present
As in the previous case, the concentrations ahead of the uid front are not a ected by the displacing uid and therefore equal to the initial concentrations. Since v is continuous across x = qt, the essential parameters which determine the behavior of the concentrations are u ; v ; c (rather u S (c )) and v , see Figure 7 . For de niteness we assume here that v < v . As long as v > 0, implying w = 1, we need to 
The distribution of the concentrations in the (x; t)-plane is sketched in Figure 9 . At the point (0; T) a 
In the expressions, the functionF di ers from the function F used in (DFE): obviously u has to be substituted by f(qT) = u + v in the de nition of a functionf in (42) and F is given by (43) by substituting f byf. Furthermore, the function V inB is related to v along x = q(t ? T). It is found to In principle a discontinuity of u is possible at x = q(t ? T). In fact u is continuous there, which can be seen as follows: Due to (64) we have u(q(t ? T) + ; t) = f(qt) = f(x + qT). On the other hand the de nition off(x) leads to u(q(t ? T) ? ; t) =f. We have setting h(z) = 1=(kfK ? g(z; c )g):
as u + v < u S (c ) and thus is in the range of f. Thereforẽ f( ) = f( + f ?1 (u + v )) = f( + qT) due to (69),
in particular we have u(q(t ? T)
The qualitative analysis concerning dissolution fronts, as given in Section 4, is restricted to (DFE) only. This choice implies no loss of generality. All results/properties carry over to the solution of (MDFE). However, when discussing the numerical results, we do present an example in which a concentration distribution as shown in Figure 9 will arise.
Dissolution Front Equation
Before discussing the qualitative behavior of the dissolution front, i.e. the solution of integral equation (DFE), we recall here that this equation was derived by assuming the structural conditions (34). These conditions are consistent with the following results.
Property. Let s : t ; 1) ! 0; 1) be di erentiable and satisfy (DFE). Then g(u ; c )g > 0 and F(1) = 0, we observe that the expression B in (DFE) has the property B(0) = 0, B(x) > 0 for x > 0. Evaluating (DFE) at t = t yields B(s(t )) = 0, implying at once s(t ) = 0.
(ii) Di erentiating (DFE) with respect to t and rearranging terms yields 
This contradicts (79) end therefore _ s(t) < q for all t t .
(iv) To prove this we construct a lower bound which becomes unbounded as t ! 1. 
The smoothness of carries over to s in t ; 1): for instance, if is continuous in 0; 1) and satis es (87), then s is continuously di erentiable satisfying (iii). Thus s is strictly increasing for t t and also s(1) = 1 holds true due to the absence of singularities in . In this way, there is a one-to-one correspondence of the points x 0 and s(t) for t t . To verify that the function s satis es (DFE), we integrate (85) with respect to x from x = 0 to x = s(t). This yields for t t 
B(s(t)) = F(0)(t ? t ) + Z s(t)
In the last equality we used the variable transformation s ?1 (y) ! t 0 , as due to (88) we have d=dy(s ?1 (y)) = (y). This proves the existence of a continuously di erentiable dissolution front for t t which satis es (DFE).
We conclude this section with a remark about uniqueness. Any solution of the Riemann problem (15)- (18) and (7), for which a dissolution front x = s(t) according to (28) exists must be of the form discussed in Section 3 with s satisfying (DFE), provided that conditions (34) are satis ed. Now suppose two solutions are possible. They would satisfy Property (iii) and thus, using (88), one could de ne two solutions to the integral equation (85). But (85) 
Numerical method and results
In this section we construct numerical solutions of the Riemann problem (15)- (18) and (7). The numerical solution procedure is based on the method of characteristics and follows the lines of Section 3 in detail. We shall give quantitative results for two distinct non-equilibrium cases:
i) The crystalline solid is only present in the ow domain where x > 0, i.e. v = 0; v > 0 ii) The crystalline solid is initially present everywhere in the ow domain, i.e. v ; v > 0 The parameters used in the computations are adopted from Willis and Rubin 6] and listed in Table 1 . The di erences are the following: K is slightly larger, in Willis and Rubin 6] only the equilibrium case k = 1 is considered. K is determined by c 1 and c 2 and thus has to be di erent from Willis and Rubin 6], as we do not consider Debye-H uckel corrections in our computations. But note that also these could be handled without problems as the rate function is of general form. The value of uid concentration c 1 used in our computations di ers from the value given in the caption of 
Numerical method
The numerical procedure consists of the following steps: evaluation of integral (42) to obtain a numerical approximation of the function f( ), substitution of f( ) in (43) to obtain F( ), numerically solving a Volterra integral equation which follows from (DFE) to nd the location of the dissolution front s(t) and nally we go back to (41) and (42) to determine u. The concentration of the crystalline solid is obtained by integration of (37).
The integrand of (42) becomes singular when u tends to the solubility concentration u S (c ). This singularity has to be handled with care because we need numerical approximations of f( ) in a wide range of values. We used Clenshaw-Curtis quadrature in combination with symbolic transformation techniques to remove the singularity, as implemented in the computer algebra system Maple, see Geddes 2] . The result of the numerical integration is given as a table i ; f( i ))], where i = i . Only in special cases, i.e. n = 1; m = 0 (the linear case) and n = m = 1, exact evaluation of integral (42) is possible. We used the exact expressions (45),(48) to verify the accuracy of the numerical integration of (42). The discrete result of (42) is used to evaluate (43), i.e. F( i ) on the -grid.
Equations (85) 
and kernel K( ? y) = F 0 ( ? y)
We solve this equation explicitly, using the trapezoidal rule to discretize the integral in (94). The approximation of the derivatives are chosen central in , except in the rst integration step where the derivatives are discretized forward in . The position of the dissolution front follows from the de nition of , hence
Because is computed at the location of the grid points we have s(t) = i and the corresponding value of t is found by approximating the right hand side of (97) using Simpson's rule. To compute a pro le of the uid concentration u at a certain time level t 1 we choose a point P(y; t 1 ) in the (x; t)-plane (see Figure  11 ). We walk backwards along the characteristic through point P and compute the coordinates of the intersection point (s(t 0 ); t 0 ) of the characteristic and the free boundary curve s(t). The precise procedure is as follows: start in point P, follow the characteristic in the direction of the dissolution front s(t), check in every grid point if the t-coordinate of the characteristic is above the corresponding t-coordinate of s(t) in that point. If this is the case we use the last and before last step to compute the intersection point of the characteristic and s(t), assuming that the approximation of s(t) is piecewise linear between successive coordinates. This gives the desired value t1 = y?s(t 0 ), corresponding to point P. Next we use the table of discrete i ; f( i )]-values to compute the uid concentration u(y; t 1 ) = f( t1 ) in P. Because t1 (usually) does not coincide with one of the i -values in the table, we have to interpolate once more. A uid concentration pro le is constructed by repeating this procedure in the region s(t 1 ) y q (t 1 ? t )
at a su ciently large number of points P.
To obtain a numerical approximation of the concentration v of the crystalline solid in point P(y; t 1 ) we rst have to obtain values of the uid concentration in discrete points along the vertical line through (y; t 2 ) and (y; t 1 ) using the procedure given above, see line B in Figure 11 . By explicit integration in time of (37) from the position of the free boundary, i.e. t 2 to the position of P, i.e. t 1 , we obtain v(y; t 1 ). Full integration from the position of the free boundary (s(t 2 ); t 2 ) to the position of the uid front (y; t 3 ) has to reproduce the boundary condition v (up to a small error, due to the discrete numerical approximations), which follows from (51). This serves as a check for the accuracy of the numerical procedure. For the linear case (n = 1; m = 0) we compared results obtained by the numerical procedure and the corresponding exact solutions and found excellent agreement.
Results
In this section we give computed results for the following cases:
1 The linear case: n=1,m=0. Figure 12 shows the position of the crystal dissolution front in the (x; t)-plane for the linear case (n = 1; m = 0). In this example we have t = 10499s. The dissolution front is a straight line which satis es exactly expression (62). Due to the introduction of a we have to replace kt by akt in the denominator of (62). Figure 13 shows breakthrough curves of the uid concentration at di erent observation points. An observation independent of this special case is: There are horizontal parts in these curves, which correspond to the uid concentration in the region in the (x; t)-plane where x 1 =q t x 1 =q + t at a
given position x = x 1 . In this region = x 1 is constant and therefore u is constant, u = f(x 1 ) increasing monotonically form u to u S (c ) for x 1 ranging from 0 to 1. The width of the at region in all curves is constant and equal to the waiting time t . Figure 14 shows the time evolution of the crystalline solid concentration at di erent positions. The regions with constant slope in the v-curves correspond to the regions in the breakthrough curves for u where u is constant. Figure 15 gives pro les of the uid concentration at di erent time levels. We observe several points in the u-pro les where the derivative u x = @u=@x is discontinuous. The discontinuity in u x at the toe of the pro les in Figure 15 
The second discontinuity (from the left) in u x re ects the discontinuity of _ s(t) at t = t . Its position is A non-linear case: n=1,m=1
For this case we shall distinguish between the two sets of initial and boundary conditions as discussed in Section 3.1 and Section 3. _ s(t ) = q which is not true. In fact the _ s(t ) satis es Property (ii) in Section 4 where in this example it turns out that F 0 (0)=F (0)t q << 1. Figure 18 shows breakthrough curves of u for di erent observation points. The qualitative di erences as compared to the linear case are the following: i) The toe of the u-pro le does not travel with constant speed but with speed _ s(t). ii) After a certain time the maximum concentration in the pro les exceeds u and increases in time to the solubility concentration u S (c ). iii) The uid concentration at the uid front remains discontinuous and jumps either from below or from above to u . The common qualitative property caused by the interplay of transport and dissolution is a "plateau-structure", which for a xed time t is de ned by the spatial intervals I 1 = fxjx < s(t)g, I 2 = fxjs(t) < x < qtg,I 3 = fxjx > q)g. In I 3 the solution is given by the "initial condition" u = u S (c ), in I 1 by the "boundary condition" u = u S (c ) and in I 2 at least asymptotically, i.e. for large t, by u S (c ). The piece-wise constant structure of Figure  3 without dispersion and kinetics is smeared out by the addition mechanisms in di erent ways. Kinetics leads to a smoothing e ect in I 2 such that the transition at x = s(t) becomes continuous and the maximum is attained at x = qt. Di usion smooths more, e ecting also I 1 and I 3 and leading to overall smooth and nonconstant pro les, where the maximum in I 2 is attained at x = s(t). The solutions for other values of n and m have properties that compare to the solutions of the non-linear example discussed in this section.
Crystalline solid present everywhere. A non-linear case: n=2, m=2
For any combination of n; m 1 the function g(u; c ) is monotonically increasing and convex in the interval c=m u u S (c ) and there for we may expect similar qualitative behavior of the solutions. The position of the dissolution front in the (x; t)-plane is shown in Figure 24 . Now the solubility concentration is given by u S (c) = c=4 + 
Conclusions
We considered a model for transport and dissolution/precipitation, where the kinetics of the reaction is taken into account, but di usion/dispersion is ignored. The appearance and evolution of a dissolution front from corresponding initial states, i.e. the Riemann problem of the hyperbolic system, is investigated. The initial states for the "charge distribution" c are "incompatible" in general, i.e. the "ionic composition" of the uid changes. The method of characteristics leads to a nearly explicit representation of the solution, where only an implicitly de ned function f (42) has to be evaluated numerically and based on f an integral equation (61) has to be solved numerically (or rather the transformed equation (85), (86)). The basic "plateau-structure" of the solution is revealed being characterized by the dissolution front x = s(t) with speed less than q, where (for non-equilibrium) @u=@x and @v=@x are discontinuous and the uid or salinity front x = qt, where u and @v=@x are discontinuous. A comparison of solutions elucidates the role of kinetics and of di usion/dispersion, which turns out to be similar, but in detail di erent mechanisms. In addition, due to non-equilibrium, the dissolution front s only starts to move after a positive time t , with positive slope, which implies a discontinuity in @u=@x at x = q(t ? t ). Because of these properties the solutions are principally di erent from the travelling wave solutions of Part 1 for "compatible" boundary conditions and only local convergence can be expected for t ! 1.
