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Abstract
JEREMY A. SABOURIN: LASSO based Resample Model Averaging for
Genetic Association Studies.
(Under the direction of Andrew B. Nobel and William Valdar.)
Significance testing one SNP at a time has proven useful for identifying genomic
regions that harbor variants affecting human disease. In theory, simultaneous modeling
of multiple loci should help when considering complex diseases affected by multiple
predictors. However, they are typically applied in an ad hoc fashion: conditioning
on the top SNPs, with limited exploration of the model space and no assessment of
how sensitive model choice was to sampling variability. Formal alternatives exist but
are seldom used. When considering complex traits in humans, the genetic model is
most often assumed to be additive only SNP effects. When non-additive effects such as
dominance or overdominance are present, additive only models can be underpowered.
We first present LLARRMA, a resample model averaging based method using the
LASSO that allows for additive. It estimates for each SNP, the probability that it
would be included in a multiple SNP model in alternative realizations of the data. We
show that under simulations based on real GWAS data, that LLARRMA identifies a
set of candidates that is enriched for causal loci relative to single locus analysis.
We next generalize the resample model averaging framework and present LLARRMA-
dawg, a generalized resample model averaging based method using the group LASSO
that allows for additive and non-additive SNP effects. We show that under simulations
based on real GWAS data, that LLARRMA-dawg identifies a set of candidates that
is enriched for causal loci relative to LLARRMA in the presence of non-additive ef-
fects. We examine how the framework for LLARRMA-dawg can be extended to other
problems where multiple model predictors are required to model the effects of a single
variable.
The final portion of this dissertation describes additional information that one may
explore from resample model averaging. Specifically, we examine how one can identify
response specific variable relationships based on the models selected under resampling.
This give the researcher further information about the predictors than the standard
pairwise correlation structure which does not account for the response.
iv
Acknowledgments
Much of the work described in this dissertation is collaborative, and I am very grateful
for all of the help I have received. In particular, I would like to thank:
• My advisors Andrew Nobel and William Valdar, for their patience, dedication,
and many insightful comments.
• My committee members Yufeng Liu, Steve Marron and Michael Wu, for their
helpful criticism and suggestions.
• Ethan Lange and Leslie Lange for providing data and patiently explaining scien-
tific questions and concepts.
• Andrey Shabalin, Jeff Roach and many others for their additional helpful com-
ments.
• My friends and family for their support.
Table of Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Basic genetic background . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 DNA structure and SNPs . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Genetic models for phenotypic effects . . . . . . . . . . . . . . . 4
1.1.3 Linkage disequilibrium . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Overview of standard statistical methods for Human GWAS . . . . . . 15
1.2.1 Statistical analyses for hit regions . . . . . . . . . . . . . . . . . 16
1.2.2 Stability selection . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3 Model Organisms and Association Mapping . . . . . . . . . . . . . . . 27
1.3.1 Historical Overview of Model Organisms in Biomedical Sciences 29
1.3.2 Analysis of Outbreed populations . . . . . . . . . . . . . . . . . 33
1.4 Coding of alleles, and modeling effects . . . . . . . . . . . . . . . . . . 39
1.4.1 SNP effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.4.2 Haplotype effects . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.5 Overview of method comparison with ROC curves . . . . . . . . . . . 42
1.6 Statistical questions of interest . . . . . . . . . . . . . . . . . . . . . . . 43
vi
2 Resample Model Averaging with the LASSO: LLARRMA . . . . . . 45
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.1 General Framework . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.2 Implementation for genetic association studies . . . . . . . . . . 54
2.3 Simulation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.1 Simulation study 1: 5 loci in Cancer data . . . . . . . . . . . . . 58
2.3.2 Simulation study 2: 1-7 loci in ‘58 data . . . . . . . . . . . . . . 60
2.3.3 Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.3.4 Competing methods . . . . . . . . . . . . . . . . . . . . . . . . 61
2.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4.1 Simulation study 1A: moderate LD, moderate effects . . . . . . 66
2.4.2 Simulation study 1B: moderate LD, small effects . . . . . . . . . 70
2.4.3 Simulation study 2: strong LD, small effects . . . . . . . . . . . 72
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3 Generalization of Resample Model Averaging . . . . . . . . . . . . . 77
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.1 Assumptions and Statistical Model . . . . . . . . . . . . . . . . 80
3.2.2 Generalized resample model averaging . . . . . . . . . . . . . . 83
3.2.3 Competing methods . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.4 Terminology used . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.3 Simulation framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3.1 Simulating Genotypes . . . . . . . . . . . . . . . . . . . . . . . 89
vii
3.3.2 Simulation study 1: preliminary model comparisons . . . . . . 90
3.3.3 Simulation study 2: general predictors . . . . . . . . . . . . . . 92
3.3.4 Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.1 Calibrating the randomization penalty . . . . . . . . . . . . . . 92
3.4.2 An Example Simulation . . . . . . . . . . . . . . . . . . . . . . 93
3.4.3 Simulation study 1: individual effect types . . . . . . . . . . . . 94
3.4.4 Simulation study 2: general effects . . . . . . . . . . . . . . . . 98
3.5 Theory: Bounds on false positives . . . . . . . . . . . . . . . . . . . . . 101
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4 Adjusting Generalized RMA for model organisms . . . . . . . . . . . 110
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.2.1 Diplotype Probability Models . . . . . . . . . . . . . . . . . . . 114
4.2.2 LLARRMA-haplo Framework . . . . . . . . . . . . . . . . . . . 116
4.2.3 Completing Methods . . . . . . . . . . . . . . . . . . . . . . . . 117
4.3 Simulation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.3.1 Heterogeneous Stock: Population A . . . . . . . . . . . . . . . . 119
4.3.2 Heterogeneous Stock: Population B . . . . . . . . . . . . . . . . 120
4.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.4.1 Results from 100 simulations in HS population A . . . . . . . . 120
4.4.2 Results from 100 simulations in HS population B . . . . . . . . 122
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
viii
5 Applications of Generalized RMA . . . . . . . . . . . . . . . . . . . . 127
5.1 Human GWAS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.1.1 Atherosclerosis Risk in Communities Study (ARIC) . . . . . . . 127
5.1.2 Multi-ethnic Study of Atherosclerosis (MESA) . . . . . . . . . . 128
5.1.3 IBC genotyping . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.1.4 Zoom Locus plots . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.1.5 Cardiovascular Disease Risk analyses . . . . . . . . . . . . . . . 129
5.2 Model Organism data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2.1 Heterogeneous Stock (HS) Mice . . . . . . . . . . . . . . . . . . 135
6 Higher dimensional RMA - 2D-RMIPs . . . . . . . . . . . . . . . . . 137
6.1 Response relevant predictor relationships . . . . . . . . . . . . . . . . . 137
6.1.1 Motivating toy example . . . . . . . . . . . . . . . . . . . . . . 138
6.1.2 Real Data application . . . . . . . . . . . . . . . . . . . . . . . 139
6.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
A.1 Proofs for subsampling-based RMA Error Bound . . . . . . . . . . . . 146
A.2 Proofs for generalized RMA Error Bound . . . . . . . . . . . . . . . . 149
ix
List of Figures
1.1 Displays the structure of DNA from (Ansari, 2001). . . . . . . . . . . . 2
1.2 Representation of the 23 paired chromosomes of the human male;
modified from (Access Excellence, 2009). . . . . . . . . . . . . . . . . . 3
1.3 Comparison of dominant effects to the additive model. . . . . . . . . . 8
1.4 An example of the resulting − log10(p-values) from a single locus
regression in a region of high LD from Strange et al. (2010) . . . . . . . 11
1.5 An illustration of a crossover adapted from Morgan et al. (1915). . . . . 12
2.1 LD structure of the two genotype datasets used in the simulations.
Shading indicates pairwise LD between SNPs, ranging from white
(r2 = 0) to black (r2 = 1). . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.2 A comparison of LLARRMA and stability selection. . . . . . . . . . . . 64
2.3 Results for seven procedures applied to an example case-control data
set from simulation study 1A. Plots show SNP score (logP or RMIP)
against SNP location in the cancer data, with causal SNPs in black
and non-causal SNPs in gray. . . . . . . . . . . . . . . . . . . . . . . . 67
2.4 ROC curves for simulation study 1A: moderate SNP effects in a hit
region of moderate LD. Curves compare the ability of seven methods
to discriminate causal from non-causal loci in 1000 simulated case-
control data sets. Right plot shows the full ROC curve; left plot
shows a zoomed section focusing on the top-scoring SNPs of each method. 68
2.5 Area under the ROC curve (AUC) for seven methods applied to four
types of imputed genotype data in simulation study 1A: moderate
SNP effects in a hit region of moderate LD. Each AUC estimate is
based on 1000 simulations and is plotted as mean (dot), 50% CI and
95% CI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
x
2.6 ROC curves for simulation study 1B: small SNP effects in a hit
region of moderate LD. Curves compare the ability of the methods
to discriminate causal from non-causal loci in 1000 simulated case-
control data sets. Right plot shows the full ROC curve; left plot
shows a zoomed section focusing on the top-scoring SNPs of each method. 70
2.7 Area under the ROC curve (AUC) for the methods applied to four
types of imputed genotype data in simulation study 1A: moderate
SNP effects in a hit region of moderate LD. Each AUC estimate is
based on 1000 simulations and is plotted as mean (dot), 50% CI
(thick bar) and 95% CI (thin bar). . . . . . . . . . . . . . . . . . . . . 70
2.8 Global choice of penalty parameter λ by oracle stability selection
(black pluses) versus local, per-subsample, choice by LLARRMA
complement deviance selection (gray crosses) in 50 representative
simulation trials out of 1000 performed for simulation study 1B. . . . . 71
2.9 ROC curves for simulation study 2 with 5 loci: small SNP effects
in a hit region of strong LD. Curves compare the ability of seven
methods to discriminate causal from non-causal loci in 100 simulated
case-control data sets. Right plot shows the full ROC curve; left plot
shows a zoomed section focusing on the top-scoring SNPs of each method. 72
2.10 Area under the ROC curve (AUC) for 7 methods applied to simu-
lated case-control influenced by 1-7 causal loci in simulation study 2:
small SNP effects in a hit region of strong LD. Each AUC estimate
is based on 1000 simulations and is plotted as mean (dot), 50% CI
and 95% CI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1 LD structure of the HAPGEN2 data sets used in the simulations.
Shading indicates pairwise LD between SNPs, ranging from white
(r2 = 0) to black (r2 = 1). . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2 Results of four methods applied to an example dataset from sim-
ulation study 2B. Plots show SNP score (logP or RMIP) against
SNP location in the Hapgen2 data, with true signal SNPs in black
(additive effect) and red (non-additive effect) and background SNPs
in gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.3 Initial and full ROC curves for simulations study 1’s 5 sub-studies.
We observe an overwhelming difference between the single locus
and multiple locus methods in all situations. We observe consis-
tently that LLARRMA-w procedures perform at least as well as
there LLARRMA-s counterparts. . . . . . . . . . . . . . . . . . . . . . 96
xi
3.4 Ranking of 2500 true signals from study 1E by single locus regression
(SL) vs by LLARRMA-based method (RMA). Colors based on SL
significance; genome wide significant (logP ≥ 8; green), marginal
significance (orange), not significant ( logP ≤ 4; red). . . . . . . . . . 98
3.5 The average number of SNPs that must be examined to find the
first, second, third, fourth, and fifth true signal in simulation 1E.
Dotted gray line indicates 5% of the SNPs in the hit region. . . . . . . 99
3.6 Initial and full ROC curves for simulations study 2A (pa = 0.6, pd =
0.3, and ph = 0.1) and 2B (pa = 0.3, pd = 0.6, ph = 0.1). All
LLARRMA procedures are using their randomized penalties. . . . . . . 100
4.1 ROC curves for the additive model based on 100 simulations on HS
population A. We observe a clear advantage to methods with either
multiple locus modeling (LLARRMA-haplo) or mixed effect models
(EMMA and QTLrel). . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.2 ROC curves for the full model based on 100 simulations on HS popu-
lation A. With the increase to the full model, we observe a advantage
to LLARRMA-haplo over mixed effect models (EMMA and QTLrel). . 122
4.3 ROC curves for the additive model based on 100 simulations on HS
population B. We observe a clear advantage to methods with either
multiple locus modeling (LLARRMA-haplo) or mixed effect models
(EMMA and QTLrel) with LLARRMA-haplo performing slightly worse. 123
4.4 ROC curves for the full model based on 100 simulations on HS popu-
lation A. With the increase to the full model, we observe a advantage
to LLARRMA-haplo over mixed effect models (EMMA and QTLrel). . 123
5.1 Single locus regression and LLARRMA outputs for ARIC African
American GWAS data hit region on chromosome 1 for CRP. We
observe a large set of significant SNPs in the single locus approach
are hard to distinguish between, while the LLARRMA output has
a smaller set of defined SNPs with high RMIPs. . . . . . . . . . . . . . 131
5.2 Single locus regression and LLARRMA outputs for ARIC African
American GWAS data hit region on chromosome 13 for factor 7
levels. We observer both single locus and LLARRMA selecting the
same top SNP, but LLARRMA highlights the importance of a sec-
ond SNP which was not as obvious from the single locus scan. . . . . . 132
xii
5.3 LLARRMA and LLARRMA-dawg outputs for ARIC European Amer-
icans hit region for HDL on chr 8. . . . . . . . . . . . . . . . . . . . . . 133
5.4 Single locus regression and LLARRMA outputs for MESA European
Americans hit region for CRP on chr 1. . . . . . . . . . . . . . . . . . . 134
5.5 LLARRMA-haplo output for HS mice for Mean Adrenal Weight. . . . . 136
6.1 (Left) displays the LD between SNPs that had RMIPs of at least
0.25. (Right) displays the 2D-RMIP of the same variables. Red lines
indicate true SNPs in the model. We observe that the 2D-RMIP
does well identifying pairs of variables which have true effects with
the response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2 RMA based analyses of TCGA breast cancer. (Top) displays the
LLARRMA output. (Bottom right) displays the r2 of variables with
RMIPs above 0.25. (Bottom left) displays the 2D-RMIP for the
same set of variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.3 RMA based analyses of TCGA breast cancer luminal subtypes.
(Top) displays the LLARRMA output. (Bottom right) displays the
r2 of variables with RMIPs above 0.25. (Bottom left) displays the
2D-RMIP for the same set of variables. . . . . . . . . . . . . . . . . . . 142
xiii
List of Tables
1.1 The base pairs of an individual at 7 loci; we observe that 4 of the 7
loci we have different alleles on each chromatid and the remaining
3 have the same allele. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Displays how one models different levels of dominance under the a,
d notation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 The base pairs of an individual at 7 loci. The lower half of the
table displays the genotypes and phased genotypes of the individual
at each loci. The allele sequence of each chromatid are examples
of haplotypes. While the genotype row give no indication of the
underling haplotypes, in the phased genotypes we notice that the
first allele in the phased genotype always corresponds to chromatid
1. This means that the sequence given by the first allele in the
phased genotypes forms the haplotype from chromatid 1. . . . . . . . 10
3.1 Nomenclature for modeling and resampling procedures used in the
paper. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2 Summary of the sub-simulation models where β?q ∼ N(1.35(−1)νj , 0.022)
with νj ∼ Bernoulli(0.5), α is chosen randomly from {0.5, 0.75, 1, 1.25},
and υj ∼ Bernoulli(0.5). . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.3 Mean percent of maximum initial AUC for simulation study 1. All
standard errors are less than 0.94. Bold indicates the best method
for each model and any methods statistically the same as the best
method. Underlined indicates the best method excluding random-
ized procedures and any methods statistically the same as the best
non-radomized method. . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.4 Mean percent of total initial AUC for simulation study 2, where in
2A the true signals effect types are sampled from a Multinomial(5, pa =
0.6, pd = 0.3, ph = 0.1) and 2B from a Multinomial(5, pa = 0.3, pd =
0.6, ph = 0.1) distribution. All standard errors are less than 0.92.
Bold indicates the best method for each model and any methods
statistically the same as the best method. Underlined indicates the
best method excluding randomized procedures and any methods sta-
tistically the same as the best non-radomized method. . . . . . . . . . 100
xiv
Chapter 1
Introduction
This Dissertation consist of seven chapters. Each chapter addresses a problem or appli-
cation in statistical genetics. Each is related to the general problem of how to identify
genetic variants affecting a given disease trait. This is also commonly known as a
“genetic associations” study.
This chapter provides the necessary genetics background (methods and terminology)
to understand the research problems discussed in the later chapters. The chapter is
laid out as follows. Section 1.1 describes the basic genetics topics that are important
to genetic association studies. Section 1.2 describes the statistical literature on the
human related research problems discussed. Section 1.3 describes the terminology and
literature related to the use of model organisms. Section 1.4 describes how genetic
information is commonly incorporated into a statistical model of association with a
disease trait. Section 1.5 gives an overview of how receiver operator characteristic
(ROC) curves are used to compare methods. The chapter ends with an overview of the
research questions addressed in the dissertation (Section 1.6).
1.1 Basic genetic background
In order to understand fully the statistical modeling of genetic diseases, one needs a
basic understanding of the genetics behind the model. We first discuss the standard
predictors for a genetic association study, followed by other genetic complications that
often arise within genetic association studies.
1.1.1 DNA structure and SNPs
In the simplest models of association, a single outcome is predicted by a variable rep-
resenting the genetic state of the individual. A common scenario models the state of
individuals differing at a particular variant in their DNA (deoxyribonucleic acid). DNA
carries the genetic instructions used for the development and functioning of all known
living organisms (with the exception of RNA viruses). The information in DNA is
stored as code consisting of four chemical bases: adenine (A), cytosine (C), guanine
(G), and thymine (T). These bases are often referred to as nucleotides, and appear in
pairs. Figure 1.1 displays the structure of the DNA molecule. The pairs come in one of
two forms, A with T or C with G, and form units called base pairs. The DNA molecule
is a long chain of these base pairs separated into long structures called chromosomes.
Figure 1.1: Displays the structure of DNA from (Ansari, 2001).
Human DNA comprises of about 3 billion base pairs split over 23 chromosomes, one
of which is our sex chromosome. Figure 1.2 displays the chromosomes of a human male.
More than 99 percent of these bases are the same in all humans. The locations that
differ among individuals are the source of heritable variation in humans (eg. height,
eye color, etc.). Each such location, generically referred to as a locus (plural loci),
potentially harbors variation that affects a trait or disease (often called a phenotype),
and is a candidate predictor for genetic associations. Along with many other organisms,
humans are diploid, meaning that we contain two versions of each chromosome (known
2
Figure 1.2: Representation of the 23 paired chromosomes of the human male; modified
from (Access Excellence, 2009).
Locus 1 Locus 2 Locus 3 Locus 4 Locus 5 Locus 6 Locus 7
Chromatid 1 A T C A A G T
Chromatid 2 T T T G A A T
Table 1.1: The base pairs of an individual at 7 loci; we observe that 4 of the 7 loci we
have different alleles on each chromatid and the remaining 3 have the same allele.
as homologues chromatids), a paternal copy passed down from our father and a maternal
copy from our mother. As all humans contain two versions of their DNA, each locus
contains two chemical bases (possibly the same). Table 1.1 displays the base pairs of an
individual at 7 loci. Observe that 4 of the 7 loci have different alleles on each chromatid
and the remaining 3 have the same allele. Each chemical base that is observed at a
given location is referred to as an allele. The alleles at a given locus are the predictors
we will consider for genetic association with a phenotype.
The information encoded in one chromatid is called a haplotype. It is often conve-
nient to consider both haplotypes at once. The combination of the two haplotypes at
a single locus is referred to as a genotype. It is most common that a locus where two
individuals’ DNA differs will has only two possible alleles, or nucleotides. Such loci are
referred to as a single-nucleotide polymorphism (SNP). For now, we will only consider
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loci that are SNPs. [We will investigate loci that are not SNPs in Chapter 4.] As a SNP
contains only two possible alleles, it is common practice to call the less common allele
in the population the “minor allele”, Q, and the more common allele, q, the “major
allele”.
Given that we know the allele present on each haplotype at a given locus, we can
determine the possible genotypes. The possible genotypes that can be observed are
homozygous minor, QQ, heterozygous, Qq or qQ, and homozygous major, qq. At
present, most techniques for identifying alleles are not capable of resolving haplotypes
of an individual, but merely return the two alleles present at each loci. Thus, it is
common practice to not distinguish between the heterozygous genotypes, Qq and qQ.
With this simplification, the standard additive effect SNP predictor is defined as the
count of the minor allele at a given locus, i.e., we code the unordered genotypes {qq,
qQ, QQ} as {0, 1, 2}. With this representation of a SNP, one can begin to see how
we may look to statistically model a phenotype as a function of the SNP to detect if
the SNP has a significant additive effect on the phenotype. We consider more general
predictors in Section 1.4.
1.1.2 Genetic models for phenotypic effects
With an understanding of the loci considered for causal variants, one must ask how
these loci affect a phenotype. The underlying genetic models have been disputed, and
exist in many different varieties. The most detailed model would explain phenotypic
variations by including genetic variants, environmental effects, and potential interac-
tions between and within these effects. Models with this level of detail are usually
impractical to estimate and are rarely considered. Simpler models are easier to under-
stand, collect data for, and model statistically. Below describes some of the historically
relevant models that have been used, leading up to the model commonly used in today’s
literature.
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Single variant mutations - Mendelian diseases
The origins of genetic association studies come from family based studies of Mendelian
diseases, or diseases resulting from a single mutation in the structure of DNA, which
cause a single basic defect with pathologic consequences. There are thousands of genetic
diseases caused by a single mutation, but discovering which locus is the culprit is still a
daunting task. As Mendelian diseases result from a single mutation, studying the DNA
for multiple generations of a family infected by a disease allows for the identification
of loci that potentially directly results in the disease. While family based studies have
been successful for Mendelian disorders, there remained many diseases for which family
designs were unsuccessful in identifying the underling genetic variants. These diseases
became known as common diseases and their analysis erupted with the introduction of
the genome wide association study (GWAS; WTCCC, 2007).
Simple single locus model - GWAS for common diseases
The simple single locus GWAS model assumes that there is a single SNP variant that
has a causal effect on the phenotype. Unlike the Mendelian model, it is not assumed
that the presence of a single allele determines the disease status of the individual, but
rather it is assumed that the effect of the allele’s count is additive, i.e., the effect of
having two copies of the minor allele is double of that of having a single copy of it. The
effect of locus xi on phenotype y may be modeled as
yi = µ+ xi,jβj + i
where µ is the phenotypic mean, βj is the effect of locus xj on y, and i is a normal error.
This simplistic model was one that was assumed in many analyses, and is consistent
with many common diseases. This model is not often considered in today’s literature,
as most studies are examining complex traits, or traits that are effected by multiple loci
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and potentially interactions of loci and environmental effects. Studies have shown that
phenotypes for complex diseases require multiple variants to explain the differences of
the phenotype (Su, Marchini and Donnelly, 2011). Even though it has become common
practice to assume a more complicated model for complex diseases, it is still common
that studies report only a single locus in their findings.
Simple multiple locus model - complex trait models
As studies have shown that the mendelian model is not valid for complex traits, many
now assume a similar model with contains multiple loci. This model has multiple causal
loci, but for mathematical convenience each locus acts with an independent additive
effect. This may be represented by the the model
yi = µ+
∑
j∈J
xi,jβj + i
where J is the set of SNPs with true signals. This model has allowed researchers
to account for a much larger amount of variability in complex phenotypes than that
accounted for by the Mendelian model. Even though we assume a multiple locus model,
it is still common practice to test loci one at a time. When considering the simple
multiple locus model, we assume that there exists only a few loci that are truly causal.
This means in statistical terms that we are assuming the model to be sparse.
Genetic dominance in the model
The simple models that we have considered thus far assumed that the SNPs have an
additive effect on the phenotype. Unfortunately, not all genetic effects follow additive
models. By only modeling additive effects, potential causal variants may be missed.
To extend the model further, we remove the assumption of an additive effect to allow
for dominant effects. A dominant effect, in its simplest form, means that having one
copy of the minor allele has the same effect on the phenotype as that of two copies.
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Under this definition, one may also consider recessive effects, meaning having one copy
of the minor allele having the same effect as not having a copy (one may think of a
recessive effect as the major allele is dominant). We will consider a more general notion
of dominance, where by dominance we mean any deviation from an additive model.
The general notion of dominance can be harder to detect, but allows for models
that more closely resembles observed effects. The common genetic dominance model
for an individual SNP is to assign two values a and d for the additive and dominant
effect aspects respectively. We assume that the homogeneous minor allele state, QQ,
will have an effect with a value of a, and the homogeneous major allele state, qq, will
have an effect of −a, and the heterogeneous state, Qq or qQ, will have an effect of d.
Under this setting, the coding of the genotypes would differ from the standard 0, 1,
2 coding but be coded as -1, 0, and 1 for qq, qQ, and QQ respectively. This can be
represented in a single locus regression model for locus j as
yi = µ+ ajxi,j + djI(xi,j = 0) + i.
Table 1.2 displays how one would write out several models under this notation. This
notation generalizes the additive model to allow a dominant model; it is easily observ-
able that when there is no dominant effect, ie. d = 0, that it simplifies to the standard
additive effects centered at the heterogeneous state. It is also observable that if d = a
(d = −a) that this modeling simplifies to the simplistic definition of a dominant (re-
cessive) effect. To illustrate how different dominant effects can be from the standard
additive effects, Figure 1.3 displays the non-additive dominance type effects which the
model could represent for different values of a and d.
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Additive Dominant Recessive General Dominance
d 0 a -a a× α ∈ R
qq -a -a -a -a
qQ 0 a -a αa
QQ a a a a
Table 1.2: Displays how one models different levels of dominance under the a, d nota-
tion.
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Figure 1.3: Comparison of dominant effects to the additive model.
More general models
As previously mentioned, the most detailed model considered would contain both ge-
netic variants, environmental effects, and interactions between and within these effect.
To account for as detailed of a model containing only genetic effects, one may extend
the multiple locus model to include not only the dominance predictors, but also inter-
actions. Models with interactions are sometimes considered, but are harder to model
statistically; even assuming a sparse model with only considering pairwise interactions,
a very large number of interactions are possible leading to a very large number of pre-
dictors in the model (Balding, 2006). Given the sparse set of causal variants we could fit
a model to include interactions easily, but in this setting it would be more common to
perform a haplotype analysis. A haplotype analysis examines the unique combinations
of each loci, as a haplotype, for association with the phenotype rather than individual
effects and the interactions between them.
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Locus 1 Locus 2 Locus 3 Locus 4 Locus 5 Locus 6 Locus 7
Chromatid 1 A T C A A G T
Chromatid 2 T T T G A A T
Genotype AT TT CT AG AA AG TT
Phased Genotype A/T T/T C/T A/G A/A G/A T/T
Table 1.3: The base pairs of an individual at 7 loci. The lower half of the table
displays the genotypes and phased genotypes of the individual at each loci. The allele
sequence of each chromatid are examples of haplotypes. While the genotype row give
no indication of the underling haplotypes, in the phased genotypes we notice that the
first allele in the phased genotype always corresponds to chromatid 1. This means that
the sequence given by the first allele in the phased genotypes forms the haplotype from
chromatid 1.
When the contributing loci in a genetic model have been identified, rather than
examine the interactions of the loci, it is more common to phase the data and examine
the individual haplotypes created by the set of loci. By phasing the data, we mean to
analyze the haplotypes in the population and use this information to reconstruct hap-
lotypes from the genotype information. Table 1.3 revisits the data from Table 1.1 and
displays the standard genotype information along with the phased genotypes obtained
after reconstructing the individual haplotypes. As none of the research presented here
is directly related to the use of haplotype phasing, no more details are given here (see
Browning (2008) for further details). With the haplotypes reconstructed, a haplotype
model would assume that each observed haplotype has its own effect. This leads to
a model which can easily be modeled statistically, assuming that you can identify the
proper loci to include in a haplotype. When selecting the loci to include in the haplo-
type model, one needs to consider how fast the size of the model grows, i.e., including p
SNPs results in 2p possible haplotypes in the model. For this reason, haplotype models
are most often considered for small regions where it is suspected that there are multiple
causal loci, which may not have been validated. This model may include spurious loci
and may also be missing important loci.
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1.1.3 Linkage disequilibrium
One of the largest hindrances to a genetic association study is the pattern of correlation,
or linkage disequilibrium (LD), between SNPs. LD is considered a measurement of how
likely combinations of alleles would be under the assumption of random formation of
haplotypes. A common measure of LD is the square of the correlation (Balding, 2006).
SNPs that are close together are often in high LD, and this causes a confounding
relationship between the SNPs close to a causal SNP and the phenotype. This often
results in a set of SNPs that form a “cloud” of statistically significant SNPs when
modeled based on single locus methods, as displayed in Figure 1.4. Many standard
statistical methods are unable to distinguish which SNP is the causal SNP within a
set of SNPs in high LD as they fail to incorporate LD information into the analysis
(Balding, 2006).
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rs27524 at ERAP1) generated strong evidence for interaction in the 
discovery, replication and combined data (discovery P = 2.45 × 10−5, 
replication P = 0.027, combined P = 6.95 × 10−6) (Supplementary 
Table 5). Figure 3 shows that when stratified by genotypes at the two 
loci, the ERAP1 SNP only has an effect in individuals carrying at least 
one copy of the risk allele at rs10484554.
Very few convincing examples of interactions between complex 
disease loci have been reported in humans24–26, perhaps because the 
power to detect these interactions is limited unless the causal SNPs 
or very good surrogates have been typed27. The finding that variation 
at the ERAP1 locus is only associated with disease in individuals 
carrying the HLA-C risk allele is particularly interesting biologically 
because of the role of ERAP1 in class I peptide presentation. 
It is also noteworthy that the odds ratio for rs27524 is 1.43 (95%  
CI 1.21–1.69) in the HLA-C–positive subgroup as compared to the 
estimate of 1.27 (95% CI 1.18–1.38) from the GWAS of the entire 
dataset (in the replication data these estimates were 1.23 (1.09–1.39) 
and 1.13 (94% CI 1.05–1.22), respectively). Were this phenomenon 
to be more widespread, it would affect the proportion of broad-sense 
heritability explained by the GWAS findings.
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Figure 2 Regional association plots. The −log10 P values for the SNPs at eight new loci are shown on the upper part of each plot. SNPs are colored 
based on their r2 with the labeled hit SNP which has the smallest P value in the region. r2 is calculated from the 58C control data. Where more than one 
SNP is labeled, there is evidence for multiple signals at the locus (see main text). The bottom section of each plot shows the fine scale recombination 
rates estimated from individuals in the HapMap population, and genes are marked by horizontal blue lines. Genes within the recombination region of the 
hit SNPs are labeled, except for 19p13, where the genes are GLP-1, FDX1L, RAVER1, ICAM3, TKY2, CDC37, PDE4A, KEAP1 and S1PR5.
Table 2 Newly associated loci identified in this study
Chr. rsID Positiona Gene of interestb
Risk  
allele
RAFc Discovery sample Replication sample Combined
Cases Controls Pscan OR (95% CI) Prepl OR (95% CI) Pcomb
1p36 rs4649203 24,392,507 IL28RA (2) A 0.77 0.73 6.46 × 10−6 1.22 (1.12–1.32) 1.36 × 10−3 1.13 (1.05–1.22) 6.89 × 10−8
2p16 rs702873 60,935,046 REL (5) G 0.62 0.56 1.32 × 10−7 1.23 (1.14–1.32) 1.41 × 10−3 1.12 (1.04–1.20) 3.59 × 10−9
2q24 rs17716942 162,968,937 IFIH1 (5) A 0.90 0.86 4.05 × 10−8 1.38 (1.23–1.54) 3.82 × 10−7 1.29 (1.17–1.43) 1.06 × 10−13
3p24 rs6809854d 18,759,427 None G 0.23 0.19 3.09 × 10−6 1.24 (1.14–1.36) 4.92 × 10−3 1.14 (1.04–1.26) 1.12 × 10−7
5q15 rs27524 96,127,700 ERAP1 (2) A 0.40 0.36 6.81 × 10−10 1.27 (1.18–1.38) 7.96 × 10−4 1.13 (1.05–1.22) 2.56 × 10−11
6q21 rs240993e 111,780,407 TRAF3IP2 (4) A 0.30 0.25 8.71 × 10−13 1.36 (1.25–1.48) 3.37 × 10−9 1.25 (1.16–1.34) 5.29 × 10−20
rs458017e,f 111,802,784 G 0.09 0.06 8.11 × 10−11 1.62 (1.40–1.88) 9.59 × 10−8 1.37 (1.22–1.54) 2.16 × 10−16
14q13 rs8016947 34,902,417 NFKBIA (1) C 0.61 0.57 4.26 × 10−6 1.19 (1.11–1.29) 7.89 × 10−7 1.19 (1.11–1.27) 1.52 × 10−11
19p13 rs12720356g 10,330,975 TYK2 (9) A 0.93 0.90 9.25 × 10−6 1.34 (1.18–1.52) 8.82 × 10−7 1.40 (1.23–1.61) 4.04 × 10−11
rs280519g 10,333,933 A 0.51 0.47 8.51 × 10−7 1.20 (1.12–1.30) 5.93 × 10−4 1.13 (1.05–1.21) 4.42 × 10−9
Evidence for association at loci reported in this study. Chr., chromosome; Pscan, scan stage P; Prepl, replication stage P; Pcomb, combined P.
aNCBI human genome build 36 coordinates. bThe number in brackets shows the number of genes between recombination hotspots. cRisk allele frequency. dThis SNP failed Sequenom geno-
typing, so replication genotyping for this locus was at rs7428395, which had r2 = 0.97 as calculated from 58C (HapMap CEU r2 = 1). eSeparate signals within the same locus, where the  
marginal P values and ORs are reported. For further discussion and details of joint models, see text. fThis SNP failed Sequenom genotyping, so replication genotyping for this locus was at 
rs465969, which had r2 = 0.73 as calculated from 58C (HapMap CEU r2 = 0.82). gSeparate signals within the same locus, where the marginal P values and OR are reported.
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Figure 1.4: An example of the resulting − log10(p-values) from a single locus regression
in a region of high LD from Strange et al. (2010)
.
10
However LD can also aid genetic analyses, particularly for the imputation of missing
genetic data. But before we discuss how LD can be used here, we will first review the
causes of LD.
LD is the occurrence of some combinations of alleles in a population more or less
often than one would expect from a random formation of haplotypes from alleles based
on their frequencies under Hardy-Weinburg (HW) equilibrium. HW equilibrium states
that both allele and genotype frequencies in a population remain constant, that is, they
are in equilibrium, from generation to generation unless specific disturbing influences
are introduced. In the simplest case of HW equilibrium, we observe a single locus with
two alleles. The minor allele is denoted A and the major allele a; their frequencies
are denoted by p and q respectively. If the population is in equilibrium, then the
homozygote genotypes AA and aa are observed with frequency p2 and q2 respectively in
the population, and the unphased heterozygote genotype aA is observed with frequency
2pq.
The combinations of alleles that result in LD can most easily be explained by the
process of how our DNA is passed down from our parents. Each copy of a chromosome
was obtained from one of our parents, but this copy is not an exact copy of one of their
chromosome. Rather, it is a combination of their chromosomes. When producing sex
cells, the process of meiosis creates a new copy of each chromosome that is a mixture
of their two copies. The new chromosomes are not highly mixed, but rather a crossover
event occurs a few times per chromatid. In 1919, J. B. S. Haldane proposed a statis-
tical model for genetic recombination, the stochastic process that occurs during cell
meiosis whereby the paternal and maternal chromatids (the chromatids obtained from
their mother and father) of each chromosome exchange some of their genetic material
to form recombinant chromatids; the resulting set of chromatids being used to form
two sex cells as displayed in Figure 1.5. According to the Haldane model, crossovers
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(the point of genetic exchange; also known as recombination breakpoints) occur along
the chromosome as a Poisson process. In the simplest theoretical representation, the
expected number of crossovers for a chromosome is 1, that is, one point of exchange
between the maternal and paternal chromatids. In fact, Haldane realized that some
chromosomes undergo more crossovers than others. He therefore defined the unit of
genetic distance, the Morgan, as the expected number of crossovers between two loci.
Specifically, if genetic distance is measured in Morgans (M), then the rate of the Poisson
process is 1 for a 1M chromosome, and 1.5 for a 1.5M chromosome.
Figure 1.5: An illustration of a crossover adapted from Morgan et al. (1915).
As crossover events are not numerous in meiosis, we pass along long sequences of
DNA that are the same as our previous generation which results in some correlation or
LD. As a population ages, the level of LD slowly weakens due to the random process of
crossovers. As the human population is still relatively young, our DNA exhibits strong
LD in areas that crossover events are less common.
Now to get back to how we can use LD. With an understanding of the crossover
rates from studying LD and reference population haplotypes gained from the HapMap
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(Tanaka, 2009) or 1000genomes (Siva, 2008) projects, one can phase an individuals
haplotype. This is done by using the neighboring loci to infer the probability of the
haplotype that is present at a given location based on comparison to the reference
haplotypes and using the knowledge of recombination rates from LD to estimate the
probability of a recombination at this location. The ability to model this information
through the use of Hidden Markov models provides an accurate method to estimate
phased haplotypes (Scheet and Stephens, 2006). These phasing methods also provide
the basis for estimating the information needed to impute, or fill in, missing values in
genotype or haplotype data.
Missing data and imputation
SNP data within a GWAS will most always include combinations of loci and individuals
where the genotype is unknown or uncertain. To avoid a potentially wasteful complete
cases analysis, it is common to impute the missing genotypes using a program such as
MACH (Li et al., 2010), IMPUTE (Howie, Donnelly and Marchini, 2009) or fastPHASE
(Scheet and Stephens, 2006), and analyze the partly-imputed data as if it were fully
observed. Imputation methods are typically based on reconstruction and phasing of
inferred haplotypes. Let us consider the SNP matrix X which may be divided into its
missing and observed elements as X = {Xmis,Xobs}.
In this setting, imputation methods such as fastPHASE (Scheet and Stephens, 2006)
model the joint distribution of the missing genotypes p(Xmis|Xobs,ω), where ω includes
additional information used in the imputation (e.g., priors or additional haplotype data
from HapMap (Tanaka, 2009) or 1000Genomes (Siva, 2008)). However, most GWAS
studies do not use this joint distribution directly. In most GWAS, they replace Xmis
with an element by element point estimate of X̂mis that is constructed based on the
marginal conditional distributions of individual missing elements. The standard impu-
tation methods for SNP data replace Xmis by either the “dosage” effect, X̂ dosemis , whose
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elements are defined as the expectation of the minor allele count xˆij = E(xij|Xobs,ω);
or by a “hard” imputation, X̂ hardmis , whose elements are imputed as the genotype with
the maximum posteriori probability
xˆij = argmax
g∈{0,1,2}
p(xij = g|X obs,ω).
The simplest approach to modeling missing genotypes within GWAS is to estimate
Xmis as either X̂ dosemis or X̂ hardmis and then assume that X̂ = {X̂mis,Xobs} was complete. This
plug-in approach underestimates variability as it fails to incorporate uncertainty about
the imputation (Little and Rubin, 2002). Zheng et al. (2011) show that when modeling
effects at a single locus, using these plug-in approaches reduces the power to detect
causal SNPs a negligible amount when the imputation accuracy is reasonably high.
Nonetheless, ignoring imputation uncertainty could be more problematic in multiple
locus settings. An example of this is if the joint posterior distribution of haplotypes
p(Xmis|Xobs,ω) differs substantially from joint distribution implied by the product of
marginal posteriors
∏
ij∈Xmis p(xij|Xobs,ω) (eg, Servin and Stephens, 2007). A natural
way to incorporate imputation uncertainty is through multiple imputation (Little and
Rubin, 2002).
By multiple imputation we mean a method that calculates the joint posterior dis-
tribution of the data and randomly draws the values of the missing data from this
distribution to create a version of the imputed data. This random draw would be re-
peated K times to create K different version of the imputed data, rather than simply
plugging in a single value like the plug-in imputation methods had. When using mul-
tiple imputation to draw inference about a parameter θ, it is most common that the
desired statistic, θˆ, would be computed for each imputed version of the data providing
θˆ = (θˆ(1), . . . , θˆ(K)). The final inference on θ would based on an aggregate of θˆ. Little
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and Rubin (2002) show that the combined analyses of the different imputed versions
of the data can be used to account for the uncertainty of the unobserved data.
1.2 Overview of standard statistical methods for Hu-
man GWAS
A genome wide association study (GWAS) has become the most common experiment
for understanding the genetics of diseases. Recent GWASs have investigated hundreds
of thousands of single nucleotide polymorphisms (SNPs) for associations with a pheno-
type. Proper statistical modeling of the data is important when identifying SNPs that
are associated with a phenotype. When analyzing the GWAS data it is important to
consider the underlying genetic model in order to obtain the best possible results. Re-
gression modeling has become the most commonly used statistical tool used in GWAS
studies. The specific regression technique that has been used is single locus regression
models that fit a model for each SNP in the data set individually. The − log10 P values
(hereafter referred to as “logP”) of the individual regressions are used to identify loci
of significant association with a phenotype. These single locus regression methods have
allowed researchers to investigates genetic association studies with large numbers of
loci in a single study (WTCCC, 2007).
The single locus regression approach to GWAS analyses have allowed researchers
to analyze large amounts of data quickly. Unfortunately, performing these single locus
based analyses on each SNP assumes that the SNPs are independent, but LD has
shown that SNPs are often highly dependent. Ignoring the LD often has negative
effects on the single locus regression models. In regions of high LD, they often find
large quantities of SNPs to be statistically significant even though there are likely only
one or a few SNPs in the region that have a true association with the phenotype.
These large clouds of significant loci, referred to as “hit regions”, are often hard to
interpret, and in practice may lead to the end of statistical analyses on the data. While
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there are many proposed methods for analyzing GWAS data, single locus regressions
are essentially the only method used in practice, and many practitioners who use it
do not like the overall performance in regions of localized LD. Researchers often ask
for the development of methods that better handle the localized LD which hinders the
single locus method. There is thus great value in developing principled approaches to
discriminate true from false associations in hit regions. This is further emphasized by
sure independence screening (SIS) (Fan and Lv, 2008), where it is theoretically shown
that prescreening the data for the set of most correlated predictors, or hit regions, and
performing more detailed analysis on the selected set of predictors still selects the true
set of predictors with probability tending to one.
1.2.1 Statistical analyses for hit regions
Statistical analyses run after selecting hit regions of top SNPs are often of an ad hoc
nature. They typically involve fitting further regressions that condition on “top” locus
that appear to be most strongly associated. The conditioning is used in order to rule
out correlated neighbors of the top locus or rule in suspicions of an independent second
signal. In ad hoc conditioning, rarely are there formal considerations of the fact that the
association of the top locus is often insignificantly different from that of its correlated
neighbors, and that while its association with the phenotype is probably stable to
sampling error, its superiority in association over its neighbors is probably not. This
inherent instability of the relative strengths of association between confounding loci
makes such strategies extremely high risk: a slightly different sampling of individuals
could demote the conditioning locus, resulting in an alternative conditioning locus
and potentially lead to drastically altered conclusions. This approach becomes more
precarious still when some of the loci are themselves known with varying certainty,
their genotypes having been partially or wholly imputed (Zheng et al., 2011), so that
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the weakness of association is now also a function of imputation uncertainty unrelated
to the phenotype (eg, Servin and Stephens, 2007).
Joint modeling of all loci through multiple regression seems like an attractive al-
ternative to the single locus regressions because it accounts for the LD of the data
(Balding, 2006). However, standard multiple regression is often unsuitable because
even when the number of loci p is much less than the number of individuals n, LD
creates multicollinearity that prevents meaningful estimation of locus effects. Stepwise
multiple regression techniques can be used to fit such models, formalizing the ad hoc
conditioning approach, and thus also inheriting its weaknesses. Further, a model selec-
tion procedure that selects a single set of active loci typically provides no indication of
the sensitivity of the set of loci with respect to, for example, sampling variability and
imputation. This makes the set of selected loci form stepwise procedures a statistic that
is obscure at best and misleading at worst. Bayesian approaches offer a coherent per-
spective by formally accounting for uncertainty in the model choice, the estimation of
effects, and imputation uncertainty (Stephens and Balding, 2009). However, these are
often computationally intensive, and require formal statements of prior belief relating
to the number of causal variants and their effects that many analysts are unprepared
or unwilling to specify.
Penalized regression models provide an alternative that does not require a commit-
ment to Bayesian learning. Placing a penalty on the size of coefficients in the multiple
regression objective leads to moderated estimates of coefficient effects. This allows for
stable estimation when many predictors are in the model. In particular, the LASSO
(Tibshirani, 1996) penalizes the absolute value of each coefficient subject to a penalty
parameter λ, resulting in some effects being shrunk to exactly zero. This results in
a “sparse” model in which only a subset of effects are active. Increasing the level of
penalization leads to greater sparsity, effectively making λ a continuous model selection
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parameter. Recent computational advances in the fitting of LASSO-type models have
made them more practical for analysis of large scale genetic data (eg, Wu et al., 2009).
Nonetheless, as a tool for modeling effects at multiple loci, the LASSO leaves important
questions unanswered. One problem is how to select λ. This is typically approached
by criteria-based methods (Zhou et al., 2010; Wu et al., 2009), such as AIC and BIC,
empirical measures of predictive accuracy (such as cross validation; Friedman, Hastie
and Tibshirani, 2010), and criteria aiming to control type I error (such as permuta-
tion; Ayers and Cordell, 2010). Another issue is how to characterize uncertainty in the
model choice given parameter λ. Although LASSO moderates estimated effects through
shrinkage, it is no better than stepwise methods in that it ultimately selects a single
model (or single “path” of models, when λ is varied), and thus states with absolute
confidence a statistic that could in fact be highly sensitive to sampling variability.
One intuitive way to characterize variability of model choice is to estimate a model
inclusion probability (MIP) for each locus. Whereas a Bayesian approach would formu-
late this as a posterior probability that conditions on both the observed data and prior
uncertainty in model choice, a frequentist alternative is to formulate the MIP as the
probability a locus would be included in a sparse model under an alternative realization
of the data. Valdar et al. (2009) proposed an approach that applied forward selection
of genetic loci to resamples of the data and defined the resample MIP (RMIP) as the
proportion of resampled datasets for which a locus was selected. This resample model
averaging (RMA) approach used either bootstrapping (ie, “bagging”) or subsampling
(ie, “subagging”), and followed an earlier application to genome wide association in
Valdar et al. (2006) and work on general aggregation methods by Breiman (1996) and
Bu¨hlmann and Yu (2002). Independently, Meinshausen and Bu¨hlmann (2010) proposed
“stability selection”, which powerfully combines subagging with LASSO shrinkage to
produce a set of frequentist MIPs at each specified λ.
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1.2.2 Stability selection
Stability selection (Meinshausen and Bu¨hlmann, 2010) combines the use of subsampling
and LASSO penalized regression in order to account for sampling uncertainty in the
problem of model selection. The use of stability selection has been widespread do to
its generality, and has proved to be useful in many areas.
The idea behind stability selection is not to apply the LASSO to a data set and
take the selected model (or path of models) to be the true model. Rather, stability
selections seeks to apply the LASSO to many subsamples (of half of the data) and
select the variables which are selected within a large percent of the data over a user
determined set of penalty parameters. The variables which have a high MIP (above
some threshold) are considered stable variables and should be included in your final set
of variables. Under some reasonable assumptions (see further discussion in the next
subsection), Meinshausen and Bu¨hlmann (2010) establish a bound on the expected
number of noise variables with MIPs above a threshold (between .5 and 1) based on
the expected number of variables included on each subsample. This bound can be
useful in helping the user decide on the set of penalty parameters to be used and/or
the threshold for stable variables.
Recently, stability selection has been revisited by Shah and Samworth (2011), who
restate stability selection in a more general framework. They also made minor mod-
ifications to the stability selection procedure. The changes to the procedure along
with some distributional observations on the inclusions probabilities have resulted an
analogous version of the bound on the number of falsely selected variables for their
setting.
Shah and Samworth (2011) modified the subsampling scheme of stability selection to
include K/2 complementary pair subsamples rather than K subsamples as used by sta-
bility selection, i.e., they use subsamples of size bn/2c, with indices (N (2j−1),N (2j); j =
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1, . . . , K/2) where N (2j−1)⋂N (2j) = ∅. They refer to the modified method as comple-
mentary pairs stability selection (CPSS). This modification falls into the setting of the
original setup, thus all theory from stability selection (Meinshausen and Bu¨hlmann,
2010) still holds.
Shah and Samworth’s motivation for the complement pairs comes from the the
proofs on stability selection. The proofs directly use simultaneous selection probabili-
ties for complementary pairs, even though stability selection does not sample the com-
plementary pair. Another large distinction from Meinshausen and Bu¨hlmann (2010)
is that rather than use false (or noise) variables Shah and Samworth consider ”low
selection probability” variables, where the set of low probability selection is defined as
Lθ = {k : pk,bn/2c ≤ θ}
where pk,n is the selection probability of variable k under the considered variable selec-
tion procedure based on n individuals. By considering Lθ rather than the set of noise
variables, Shah and Samworth are able to reduce the number of assumptions for their
theorem for the number of falsely selected low selection probability variables. Shah and
Samworth argue that one can consider a noise variable as a low selection probability
variable to obtain a bound on false discoveries. While this may be appropriate in some
settings, it may not hold in the setting of a GWAS hit region. This is because a SNP
that is in high LD with the causal SNP may have a selection probability higher than
the threshold used to define a low selection; while you can raise the threshold to ad-
dress this, a causal SNP with a low MAF may then fall into the set of low selection
probability variables even though it is not a noise variable.
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Detailed overview of stability selection
To best understand the procedure of stability selection, let us consider data D = {y,X}
with y = {y1, . . . , yn; yi ∈ R} being a function of X = [Xi, . . . , Xn], Xi ∈ Rp and indices
N = {1, . . . , n}. We assume that the relationship between X and y can be modeled by
a regression model, such as a linear model
y = µ+ XTβ + 
where µ is the intercept, β = (β1, . . . , βp) are the effects of the p variables of (X), and
 ∼ N(0, σ2). Assume that of the p variables in X, only a subset are ’true’ predictors,
i.e., non-zero coefficients. If we define the set S = {k : βk 6= 0} as the set of true
predictors, out goal is to use D to select the set S. Meinshausen and Bu¨hlmann define
a selection probability as follows:
Let D(k) be a random subsample, drawn with replacement, of D of size |N (k)| =
bn/2c, such that N (k) ⊂ N , k = 1, . . . , K. For every set J , the probability of being
selected in the set Sˆ(D(k)) is given by
ΠˆJ = P
?{J ⊂ Sˆ(D(k))}
where the probability P ? is with respect to random subsampling.
Model selection for stability selection is performed on each subsample k by the use
of the LASSO penalty (Tibshirani, 1996) which gives estimates
βˆ(λ;D(k)) = argmin
β
{
−`(β;D(k)) + λ
m∑
j=1
|βj|
}
, (1.1)
where `(β;D(k)) is the log-likelihood of β for data D(k), and λ is a penalty parameter.
From these estimates we can define the set of selected predictors Sˆλk = Sˆ
λ(D(k)) = {k :
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βˆ(λ;D(k)) 6= 0}. Aggregating over K subsamples, we obtain the estimate of pˆiJ as
pˆiλJ =
1
K
K∑
k=1
I(J ∈ Sˆλ(D(k))).
To select a final set of variables to include, Meinshausen and Bu¨hlmann select the stable
variables for a cut-off pithr with 0 < pithr < 1 and a set of regularization parameters Λ.
The set of stable variables is defined as
Sˆstable = {j : max
λ∈Λ
(pˆiλj ) ≥ pithr},
that is we include the set of variables which were included in a proportion of the
subsample models higher then pithr. Note that in practice Λ is most often chosen to be
a single value of λ, but the selection of this value is a difficult problem.
Meinshausen and Bu¨hlmann provide theoretical properties for stability selection.
These include a bound for the number of falsely selected stable variables and results on
consistent variable selection. Theorem 1.1 states the bound for the number of falsely
selected null variables. Define qΛ = E(|∪λ∈Λ Sˆλ|), i.e., the expected number of variables
selected over λ ∈ Λ.
Theorem 1.1. Theorem 1 (Meinshausen and Bu¨hlmann, 2010) Let qΛ be as above,
and define N = {k : βk 6= 0}. Let V = |N ∩ Sˆstable| be the number of falsely selected
variables with stability selection.
Assume that the joint distribution the null variables, {I(k ∈ Sˆλ), k ∈ N} is ex-
changeable for all λ ∈ Λ. Also assume that the original selection procedure is no worse
than random guessing for all λ ∈ Λ. Then, the expected number of falsely selected
variables for pithr ∈ (0.5, 1)is bounded by
E(V ) ≤ 1
2pithr − 1
q2Λ
p
.
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Theorem 1.1 can be useful in practice for the often difficult choice of the best value
of λ, or λ ∈ Λ if considering a range of values. Unfortunately, when it comes to the
use of genetic data, the exchangeability assumption will be violated by LD. This makes
the use of this bound for selecting λ when applying stability selection to a hit region
potentially ambiguous.
Meinshausen and Bu¨hlmann continue their theoretical work by showing that under
some assumptions that stability selection has consistent variable selection, ie. P (Sˆ =
S) → 1 as n → ∞. The assumptions of the consistent variable selection are rather
strong. In order to obtain consistent variable selection in a less restrictive setting,
Meinshausen and Bu¨hlmann (2010) introduce the randomized LASSO.
The randomized LASSO (Meinshausen and Bu¨hlmann, 2010) is a new generalization
of the LASSO. Rather than penalizing each variable by its coefficients absolute value,
|β|, by a weight proportional to λ, the randomized LASSO changes the penalty λ to
a randomly chosen value in [λ, λ/α] where α is a weakness parameter with α ∈ (0, 1].
The randomized LASSO estimator βˆ(λ, α;D) is
βˆ(λ, α;D) = argmin
β
{
−`(β;D) + λ
m∑
j=1
|βj|
Wj
}
,
where Wj ∼ U(α, 1) is the weighting parameter with α ∈ [0, 1]. While we have defined
the randomized LASSO estimator for the entire data set, it is most appropriately used
for multiple resamples of the data. This is because it would not make sense to apply the
penalty a single time to the full data set as W randomly down-weights some predictors
relative to others.
Since the random penalties are regenerated for each subsample, this produces a
randomized re-weighting that can help deal with the shortcoming of the LASSO when
you have a set of highly correlated predictors. When a group of variables are highly
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correlated, the LASSO tends to select just a single variable, or favors the one variable,
and ignores the others by setting them equal to zero. Thus, the use of the randomized
LASSO allows for the identity of favored predictors to shift within correlated groups
between subsamples, thus counteracting the favoritism of the LASSO. Meinshausen
and Bu¨hlmann (2010) advocate choosing α ∈ [0.2, 0.8] with lower values producing a
more sparse set of stable variables.
Stability selection in genetics
Recently, stability selection has been applied to genetic data. Alexander and Lange
(2011) implement a standard version of stability selection for genome-wide associations
studies. They found that stability selection lacks power to detect true associations
when compared to the standard single locus regression models on a standard set of
GWAS data from WTCCC (2007) and simulated data sets. While stability selection
was underpowered, there are many aspects of the implementation of stability selection
that makes one suspect that the use of stability selection for genetic association is ‘sold
short’ by the results of Alexander and Lange (2011). Before going into details of why
one may feel this way, lets examine what was done in the paper.
Alexander and Lange (2011) produce two versions of stability selection, the first
was a rather standard implementation of stability selection that uses Theorem 1.1 to
select the value of λ. While Alexander and Lange do address the fact that LD will
violate the exchangeability condition of the theorem, they mention that Meinshausen
and Bu¨hlmann (2010) speculate that the Theorem 1.1 may hold under more general
conditions. Although they do perform a permutation test to validate that the false
discovery bound obtained from SS theorem 1 is reasonable, they performed only one
permutation per data set. Alexander and Lange (2011) also use the Theorem 1.1 in
a non standard manor due to their misconseption about the algorithm used to fit the
LASSO. They first select the pithr value and desired number of false positives and then
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use Theorem 1.1 to find the average number of variables that should be included, q. For
the first 10 subsamples, they find the λ that includes q predictors. The lambda that is
then used for stability selection is the average of the λs from the first 10 subsamples.
The setting which Alexander and Lange tested stability selection was not a setting
that would motivate the use of a multiple locus method. Specifically, the simulations
run by Alexander and Lange should favor single locus methods as the true signals are
simulated on separate chromosomes, essentially making each of them single independent
signals. With the relatively large sample size and very large effect sizes that are used in
the simulations, single locus methods would perform well unless the true variables were
to be in an area of extremely high LD. Unfortunately, we do not have any information
about the LD within the independent regions where the true SNPs were located, and
thus are unable to accurately evaluate if stability selection is even being compared to
single locus regression in a fair setting.
While the standard implementation of stability selection in Alexander and Lange
(2011) was found to lack power in GWAS analyses, He and Lin (2011) were more suc-
cessful in incorporating stability selection for GWAS data. He and Lin (2011) propose
to use stability selection for case/control data with the LASSO model selection proce-
dure replaced by a three stage iterated sure independence screening (ISIS) (Fan and Lv,
2008) procedure, which they refer to as GWASelect. The first iteration is a marginal
SIS procedure and the second and third iterations are conditional SIS procedures to
ensure no variables may have been missed in the first screening.
GWASelect performs well in their simulation studies. But, one may argue that the
simulation settings are too easy to detect true signals. Specifically, the SNPs in the
simulations were chosen so that they have a minor allele frequency (MAF) of 0.3. As
for a GWAS study a MAF of 0.05 or higher is considered a common allele, He and Lin
have have required a very common allele in their simulation. Beyond the high MAF
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of the true SNPs in the simulations, the effect sizes are also chosen to be much larger
than one would expect to see in real data. The effect sizes for their three simulations
were 0.35, 0.3, and 0.5 for their first, second, and third simulation sets respectively. To
compare these effect sizes, consider that the effect sizes used in the research presented
in this dissertation run between 0.13 and 0.25 with a mean of 0.22.
He and Lin also define a true positive as any SNP within 50SNPs of the true SNP
with r2 > 0.05, and a false negative cluster as any set of SNPs within 10SNPs of each
other; each false positive cluster counts as only 1 false positive. This allows us to see
that GWASelect does a good job of selecting regions close to the true SNP, but does
not actually give any information about the methods ability to select the correct SNP.
While it may not be clear how well stability selection or modifications of it will truly
perform on genetic hit regions from GWASs, it is clear that it is a legitimate competing
method for multiple locus methods. Thus, stability selection is an important competing
method for the multiple locus methods discussed in the later chapters.
1.3 Model Organisms and Association Mapping
Although the main focus of this dissertation is on human genetics, we have adapted
the methods presented for use with model organisms. Model organisms are non-human
species that are studied with the goal of better understanding biological phenomena,
including biological mechanisms relevant to human disease (Palmer and de Wit, 2011).
They are studied with the hope that the data and theories generated will be applica-
ble to other organisms (Ankeny and Leonelli, 2011). The use of model organisms has
played a vital roll in much of our understanding of heredity, development, and molecular
processes that are required to understand phenotypic diversity in humans and other or-
ganisms (Mu¨ller and Grossniklaus, 2010). Much of the success of model organisms has
resulted from there experimental advantages. Model organisms (in particular rodents,
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flies, and worms) are relatively inexpensive to gather, transport, maintain and manip-
ulate experimentally. They also have short generation times, high fertility rates, and
high susceptibility for genetic manipulation (Ankeny and Leonelli, 2011). This leads to
an ideal setting to breed and maintain in large numbers under laboratory conditions.
Many organisms have been used as model organisms over the years. Some of the
most common include the fruitfly (drosophila), the nematode worm, yeast, the mouse,
and the rat. We will focus on the use of the mouse, which has become the leading
mammalian model organism (Mu¨ller and Grossniklaus, 2010). The mouse is closely
related to humans (Waterston et al., 2002), and shares many developmental strategies
and diseases. These include cancer, hypertension, diabetes, and glaucoma. Many
other deceases which do not normally arise in mice can be induced by manipulation of
genetics and/or environments. These include diseases such as Alzheimer’s disease and
cystic fibrosis.
In a recent perspective paper (Aitman et al., 2011), the authors addressed the
question of, ‘Why do we still need model organisms to understand human disease?’.
Many important observations where made within the paper. Some of the relevant
response are discussed below. Timothy J. Aitman addressed the fact that loci obtained
from GWAS explain a relatively low proportion of the heritability for a disease or trait,
making it difficult to establish the mechanism which controls the phenotype. With the
use of model organisms, we have been able to identify the underlying gene for some
phenotypes which may have not been accomplished without model organisms. One such
example of this the identification of Cd36, which was identified as an insulin resistance
gene in rats and then humans (Aitman et al., 1999). Gary A. Churchill discusses how the
challenges posed by population stratification, rare alleles, uncontrolled environments,
and constraints on experimental validation can be circumvented by the use of model
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organisms. He also points out that Disease alleles do not need to be identified in humans
to have relevance in human health.
To emphasize the importance of the answers of Timothy J. Aitman and Gary A.
Churchill discussed above, we examine how mice have been used to directly effect hu-
man genetics. Although the same polymorphisms are not expected to exist in both
mice and humans, the genes involved with many phenotypes are expected to exist in
both populations (Palmer and de Wit, 2011). The assumptions of this gene relationship
approach include that the genes have similar functions with respect to complex traits in
mice and humans, that these effects are reasonably robust to genetic context (e.g. strain
background in mice and genetic diversity in humans), and (only a small fraction of the
genes in the genome have the ability to modulate the trait of interested (Palmer and
de Wit, 2011). The final assumption is important because this discovery of genes using
mouse studies will be most valuable if the total number of genes that influence a given
trait is small, so that identifying such genes is significantly better than arbitrarily se-
lecting a gene. An example gene in mice which has been related in humans is Casein ki-
nase 1 epsilon (Csnk1e). Csnk1e was identified because it was differentially expressed in
mice with high and low locomotor response to methamphetamine. Association between
polymorphisms in CSNK1E and the subjectively rewarding effects of stimulant drugs in
human volunteers in a laboratory-based study found a SNP in CSNK1E (rs135745) that
was associated with the effects of amphetamine (Veenstra-VanderWeele et al., 2006),
providing some support for the proposed relationship between the locomotor response
to stimulant drugs. Another example is Hu et al. (2012), where the application of a
network analysis on independent human/mouse gene-expression datasets resulted in
reproducible sets of genes associated with metastatic disease in both mice and humans.
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Another example of the human/mouse gene relationship is Mervis et al. (2012).
They examined the role of one commonly duplicated or deleted gene in separation anx-
iety in chromosomal region 7q11.23. This region is known to cause neurodevelopmental
disorders with contrasting anxiety phenotypes. Examining mice that had varying num-
ber of copiess of Gtf2i (a gene in this region) were examined and it was found that
relative to mouse pups with one or two copies of Gtf2i, the pups with additional copies
displayed a significant increase in maternal separation-induced anxiety. The study was
able to link the copy number of a single gene from 7q11.23 to separation anxiety in
both mice and humans, highlighting the utility of mouse models in dissecting specific
gene functions for genomic disorders that span many genes (Mervis et al., 2012).
1.3.1 Historical Overview of Model Organisms in Biomedical
Sciences
The most historical model organisms used began with the analysis of a single inbred line,
where by inbred we mean that each individual in the line are genetically identical. These
simple observational analyses allowed for better observation of phenotype values as you
are able to average over many inbred individuals. To help understand the genetic effects
for these diseases, recombinant chromosome substitution lines were proposed. They
have had a long history for use in wheat breeding (Cavanagh et al., 2008). Typically
chromosome substitution sets involve all chromosomes (except one) being derived from
a recurrent parent and the remaining chromosome from a donor parent. Although
effective, the resolution to detect QTLs in substitution lines was far to large. To define
the position of genes on substitution chromosomes, recombinant inbred chromosome
substitution lines can be developed (Law, 1966) and have been successful in the cloning
of genes underlying traits in agriculture.
Whereas classical single strain and substitution line association studies had advan-
tages in terms cost, coverage and reproducibility, their main weakness was a lack of
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power for genome-wide association and low resolution. To obtain a higher resolution
and an increase in power, we started to examine genetic reference panels (GRP). GRPs
are defined as sets of individuals with fixed and known genomes that can be replicated
indefinitely (i.e. inbred lines). Typically they consist of dozens to hundreds of inbred
lines related by descent from a set of common ancestors (i.e., the founders). GRPs have
been developed for many organisms, including yeast, plants, flies, and mammals (Crow,
2007; Buckler et al., 2009; Ayroles et al., 2009; Kover et al., 2009; Cubillos et al., 2011).
While individual inbred lines are free of population structure, when considering a large
number of inbred lines, there is evidence of population structure between the inbred
lines (McClurg et al., 2007) complicating the analysis.
The Hybrid Mouse Diversity Panel (HMDP; Bennett et al., 2010) is an example of
a large GRP which has been widely used. The HMDP increases the statistical power
and resolution of the classical association studies by including a set of 70 recombinant
inbred mouse strains in the mapping panel. In this design, approximately 100 strains
are phenotyped (30 classical inbred strains and 70 recombinant inbred strains), and
association is carried out after correcting for population structure using, for example,
efficient mixed-model association (EMMA; Kang et al., 2008). By using the combined
population included in the HMDP provides a high statistical power (from the recom-
binant inbred strains) and a high resolution (from the classical inbred strains). A
limitation of the HMDP is the number of available inbred strains, resulting in an upper
limit on the statistical power of the HMDP.
Rather than simply observing the differences in phenotypes between lines in a GRP,
another option is to cross two inbred lines together. In a cross, two inbred strains are
mated, and their offspring are either mated to each other (an intercross design) or to a
progenitor strain (a backcross design). Second-generation offspring are then phenotyped
and genotyped, and linkage analysis is carried out to identify a region that is associated
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with the trait. However, each QTL region is large (i.e. low resolution), often containing
tens of megabases and hundreds of genes. The process of identifying the causal variant
and the gene involved is therefore difficult and costly. In a genetic cross, only a few
hundred animals are required to identify loci that together explain 50% or more of the
phenotypic variance for a particular trait. This finding is particularly striking compared
to human studies, in which typically tens of thousands of individuals are required to
identify loci that are involved in traits, and in which the loci identified typically explain
only a small fraction of phenotypic variance (Flint and Eskin, 2012).
Another reference panel type approach is that of “in silico mapping” (Grupe et al.,
2001). By “in silico” we mean a QTL mapping method which uses existing phenotypic
and genotypic variation within common laboratory inbred strains for association stud-
ies. Over the years, breeding and inbreeding over the years has produced the commonly
used modern laboratory strains of mice, and a wide variation of phenotypic traits have
been observed (McClurg et al., 2006). The genotypic structure of these strains is also
being explained through dense mapping of SNPs, and variance among these strains is
emerging in the form of haplotype structure (Yalcin et al., 2004; Wiltshire et al., 2003).
It was originally hypothesized that “in silico” mapping has the necessary experimental
requirements to facilitate QTL mapping (Grupe et al., 2001; Pletcher et al., 2004),
suggesting that phenotype-specific mouse crosses are not needed for the identification
of QTL, and that large-scale genotyping efforts could be generated and combined in
a phenotype-independent manner. While this may be true, many “in silico” mapping
projects fell short of their goals due to the inability to properly assess the popula-
tion structure prior to methods such as EMMA being adopted from techniques used in
animal breeding where historically they have had to deal with related individuals.
The Collaborative Cross (CC) was proposed in 2002 as a large-scale multiparental
recombinant inbred line panel as a project aimed at generating a common platform
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for mammalian complex trait genetics that would overcome the limitations of exist-
ing resources (Threadgill, Hunter and Williams, 2002) and that can advance the field
beyond complex trait analyses toward systems genetics (Threadgill, 2006). Unlike the
HMDP, which consists of currently available strains, the Collaborative Cross has gen-
erated new inbred strains using a specific breeding scheme increasing power and resolu-
tion. The Collaborative Cross is also advantageous as there is less population structure
than would be expected in a standard GRP. While techniques such as EMMA are
available to correct for population structure, the presence of population structure still
has a negative effect on statistical power. The final eight-way RIL design of the CC
was community driven (Churchill et al., 2004) and included founders from five classi-
cal inbred strains (A/J, C57BL/6J, 129S1/SvImJ, NOD/ShiLtJ, and NZO/HlLtJ) and
three wild-derived strains that were selected to represent three Musmusculus subspecies
(CAST/EiJ, PWK/PhJ, andWSB/EiJ).
An alternative strategy to inbred lines is to use outbred mice. Bi-parental popula-
tions, or advanced intercross lines (AIL; proposed by Darvasi and Soller (1995)), have
been used by selecting founder lines with large phenotypic differences for one or more
traits, usually with unrelated parents selected to maximize marker polymorphisms (Do-
erge, 2002). They traditionally were difficult to analyze due to relatedness of individuals
in the populations. With the introduction of methods to deal with the relatedness (see
Sillanpa¨a¨ (2011) for a review of many options) the use of AILs and more complicated
populations have recently become more widely used. These include heterogeneous stock
mice (Demarest et al., 1999; Valdar et al., 2006) (for which animals are descended from
eight classical inbred founder strains) and the Diversity Outbred (DO) mice (Svenson
et al., 2012) (which comprises animals descended from the eight Collaborative Cross
founder strains). Outbred mice can be viewed to be similar to F2 animals generated
from a cross, but they have ancestry from eight founder strains instead of only two, and
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the population is bred for more generations. The main advantage of HS/DO strategies
is that they can be used to generate an almost limitless number of animals, enabling
large studies to be carried out that can find weak genetic effects. In addition, owing
to their breeding history, animals have undergone many more recombination events
increasing mapping resolution.
1.3.2 Analysis of Outbreed populations
A number of experimental strategies have been proposed for association mapping of
complex traits in model organisms. Many involve the use of highly recombinant pop-
ulations derived from inbred lines. Examples of such populations are advanced inter-
cross lines (AILs) , where a pair of inbred progenitors are intercrossed for three or more
generations, and heterogeneous stocks (HS; Demarest et al., 1999), where a number,
usually eight, of inbred strains are intercrossed for many generations. The Diversity
outbreed (DO; Svenson et al., 2012) population has recently been developed in mice
which resembles the HS in breeding structures. In theory, these strategies can achieve
much higher-resolution mapping than that which is obtainable in standard inbred strain
crosses. One such reason is they accumulate a greater density of recombinations, al-
lowing for a finer mapping of the founders. Another issue is that the individuals in the
population are related to some level, which often violates standard mapping techniques
which may be applied to independent subjects.
Multiple founder recombinant populations have used similar breeding schemes to
AILs (Valdar et al., 2006) but differ from AILs as they descend from more than two
inbred strains, typically eight, adding additional complexity to the population. Because
the markers used for genotyping will have fewer alleles than the number of haplotypes
in the cross, individual markers typically do not unambiguously identify the underly-
ing strain haplotype. In particular, unless all variants are genotyped, single-marker
association analyses will fail to capture some QTL effects (Mott et al., 2000).
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Polygenic based approaches
According to some recent views, population structure and relatedness between indi-
viduals both require their own correction terms (see Sillanpa¨a¨ (2011)), or may need
additional correction after fitting a polygenic model (Amin, van Duijn and Aulchenko,
2007). Recently, linear mixed models have been shown to effectively correct for popula-
tion structure in the association mapping of quantitative traits (Yu et al., 2006). Linear
mixed models incorporate genetic relatedness between every pair of individuals directly
as a random effect which addresses the correlation between individuals phenotypes due
to their level of relatedness (e.g. siblings, first cousins, second cousins, etc.). This
reflects the theory that the phenotypes of two genetically similar individuals are more
likely to be correlated than those which are more dissimilar genetically. Applications
of mixed models to association mapping in maize and potato panels demonstrate that
mixed models obtain fewer false positives and higher power than previous methods in-
cluding genomic control, structured association, and principal component analysis (Yu
et al., 2006; Malosetti et al., 2007; Zhao et al., 2007).
Many highly recombinant model organism populations, such as the DO or HS,
resemble those found in plant and animal breeding. Linear mixed models approach
modeling the relatedness of individuals through variance components parameterized
by the kinship matrix (Valdar et al., 2009). Specifically, the effects of a single locus
are estimated simultaneously with one or more random intercept whose expected cor-
relation structure is fixed given the kinship matrix based on the pedigree (or realized
kinship matrix based on observed genotypes) and models the effects of overall genetic
relatedness to account for effects from the rest of the genome (Kennedy, Quinton and
Vanarendonk, 1992; Jannink, Bink and Jansen, 2001; Zhao et al., 2007).
This type of approach has been taken by two popular methods: Efficient Mixed-
Model Association (EMMA; Kang et al., 2008) and QTLRel (Cheng et al., 2011).
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EMMA was proposed as an efficient exact procedure that corrects for population struc-
ture and genetic relatedness in model organism association mapping during a period
where it was not computationally efficient to use linear mixed effect models. EMMA
takes advantage of the specific nature of the optimization problem in applying mixed
models for association mapping, substantially increase computational speed and im-
proved the reliability of results by achieving near global optimization (Kang et al.,
2008). While this was a great improvement, the EMMA algorithm was still compu-
tationally infeasible for large data sets because the variance components parameters
are estimated for each marker. A new implementation of the algorithm called Efficient
Mixed-Model Association eXpedited (EMMAX; Kang et al., 2010) makes the simplify-
ing assumption that because the effect of any given SNP on the trait is typically small,
then the variance parameters only need to be estimated once for the entire dataset,
rather than once for each marker. This change sacrificed the exact solution calculation
from EMMA for a feasible computation time.
QTLRel (Cheng et al., 2011) is a more recent software which was developed to
quickly perform genomewide scans, using a similar technique to EMMAX, with the
advantage of having multiple random effects. While they specifically use the pedigree
to infer the relationship matrix between individuals, this can be replaced by a realized
kinship matrix based on the observed genotypes. One of the main advantages to QTL-
Rel over EMMA is that it also has the ability to include other random effects such as
cage effects, environment effects, or treatment effects.
While several approximate methods have been proposed address the issue of compu-
tation times of genomewide scans (e.g. EMMAX and QTLRel), efficient exact options
exist. Zhou and Stephens (2012) propose an efficient exact method, which is refer to
as genome-wide efficient mixed-model association (GEMMA) which makes approxima-
tions unnecessary in many contexts. The method is approximately n times faster than
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the exact method EMMA and comparable to many approximate methods, making ex-
act genome-wide association analysis computationally practical for large numbers of
individuals. We note that in some settings the approximate methods provide results
almost identical to those from the exact method (Kang et al., 2010; Zhang et al., 2010),
it is not guaranteed in general.
Multiple locus based approaches
In a complex trait GWAS, the trait is affected by multiple functional loci and therefore
a multiple locus association method would be preferred (Ayers and Cordell, 2010).
To identify the important loci within the multiple locus model, variable selection or
regularization of the predictors is required (e.g., Sillanpa¨a¨ and Bhattacharjee, 2005;
Hoggart et al., 2008; O’Hara and Sillanpa¨a¨, 2009; Wu et al., 2009; Ayers and Cordell,
2010; Cho et al., 2010).
The polygenic aspect of the model which accounts for both the distant (i.e., between
populations) and close (i.e., within population) relatedness structures in the data can
be addressed by a multiple locus model as the genetic relationships between the individ-
uals can be captured by the markers themselves (e.g., Habier, Fernando and Dekkers,
2007). This allows for the possibility to use the models without additional polygenic
terms. In Ka¨rkkinen and Sillanpa¨a¨ (2012), they showed that multiple locus models
that did not try to explicitly model polygenic effects worked well. Their observation of
the redundancy in including additional polygenic components is in agreement with, for
example, Calus and Veerkamp (2007) and Pikkuhookana and Sillanpa¨a¨ (2009). Fur-
thermore, Calus and Veerkamp (2007) claim that including polygenic effects at higher
SNP densities will not improve the accuracy of total breeding values. Specifically, they
found that when the average LD, measured as r2, between adjacent markers is at least
0.10, depending on the heritability of the trait, there appears to be little reason to
include a polygenic effect in the model.
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Utz, Melchinger and Scho¨n (2000) implement a multiple locus resampling based
procedure for detecting functional loci in GWAS, and showed in their simulations that
the resampling was able to correct some biases and sampling errors in the model estima-
tion. Scho¨n et al. (2004) used composite interval mapping by the regression approach
(Haley and Knott, 1992) in combination with the use resampling of an multiple locus
additive genetic model, as done in Utz, Melchinger and Scho¨n (2000) with loci selected
by stepwise regression for the analysis of test cross progenies. They found that for even
moderate sample sizes that their procedure was able to obtain estimates with very
low bias. They concluded that for traits regulated by a few QTL with large effects,
for which phenotypic selection is expensive or hampered due to rare occurrence, that
resampling multiple locus approach of MAS (Utz, Melchinger and Scho¨n, 2000) can be
very useful.
Another resampling based multiple locus method called frequentist model averaging
(FMA) was proposed in Hjort and Claeskens (2003). FMA examines each combination
of predictors multiple locus models and averages over the models with weights to obtain
parameter estimates. FMA can be implemented without much difficulty or protracted
computations. One requirement of FMA is the specification of model weights. Several
method to define the weights have been proposed which include AIC weights (Buck-
land, Burnham and Augustin, 1997), weights based on minimizing a Mallows criterion
(Hansen, 2007), and weights based on the Focused Information Criterion (Claeskens
and Consentino, 2008). Williams and Christian (2006) showed that FMA estimates for
genetic effects in twins studies were more accurate than the standard estimates based
on the criteria used for the model averaging weights. Schomaker, Wan and Heumann
(2010) address the issue of missing data in the FMA framework. They proposed how
one can incorporate imputation first and then preform FMA rather than attempt to
incorporate complex weighting adjustments to criteria such as AIC which allow for
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missing data (e.g., the EM-based AIC developed in Claeskens and Consentino (2008)).
They also propose a frequentist model selection (FMS) estimator which is a special case
of FMA which focuses on the selected model rather than the estimated effects.
The QTLMAS XII meeting provided a common data set for which attendees could
propose methods to analyze the data. The summaries of submitted methods support
recent views for of a preference for multiple locus models (Crooks et al., 2009). The
results from LDHap (Ledur, Navarro and Pe´rez-Enciso, 2009) were best overall in this
dataset, with LABayes (Bink and van Eeuwijk, 2009) and LDBayes (Cleveland and
Deeb, 2009) having the second highest power for QTL detection. As LDHap and
LABayes both used information from several markers for detecting QTLs, it suggests
that multiple marker methods may have higher power to find QTLs.
Other approaches
Although polygenic effects and multiple locus modeling are popular methods, other
methods have been proposed. Other widely used methods for related individuals in
human association mapping include genomic control (Devlin and Roeder, 1999), struc-
tured association (Pritchard, Stephens and Donnelly, 2000), and principal component
analysis (Patterson, Price and Reich, 2006; Price et al., 2006). However, these methods
have shown to be inadequate within the realm of model organisms. Genomic control has
reduced power when the effect of population structure is large, as would be expected in
model organisms (Yu et al., 2006). Principal component based analyses, which assume
only a small number of ancestral populations and admixture, are only able to partially
capture the multiple levels of population structure and genetic relatedness in model
organisms (Aranzana et al., 2005; Yu et al., 2006; Zhao et al., 2007).
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1.4 Coding of alleles, and modeling effects
1.4.1 SNP effects
When defining a regression model with genetic predictors such as SNPs that are not
quantitative in nature, the way they are defined can have a large effect on the model.
As previously mentioned, it is common practice in statistical genetics to code SNPs by
the count of the minor allele Q as {0,1,2} for the unphased genotypes {qq, qQ, QQ}.
Additive SNP effects
The most common genetic model is a simple additive model. Under the additive model
no modifications need to be made from the {0,1,2} SNP coding as the count of the
minor allele is a natural predictor for an additive effect for the presence of the allele.
Dominant SNP effects
When one is interested in accounting for dominance in the regression model, the stan-
dard {0,1,2} SNP coding is unable to capture the dominant aspect of the effect. In
order to model dominance, we need to include more than one predictor in the model
for each SNP, i.e. two predictors for single locus regressions and 2p predictors for the
multiple locus model with p loci.
There are two standard methods for encoding dominant predictors for regression
models. The first is to keep the standard {0,1,2} additive predictor to account for the
additive nature in the dominance effect, and add a second predictor to account the
deviation from additivity. This second predictor will be an indicator variable for the
unphased genotype qQ. That is, if we denote gi as the number of the minor allele in
the genotype, that is the standard {0,1,2} coding of a genotype, then we would have
an additive predictor, ai = gi, and a dominant predictor, di = I(gi = 1).
The second method to encode dominance into the regression model is to ignore the
standard additive predictor and define two indicator variables. The first indicator is for
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the effect of having one copy of the minor allele, d1i = I(gi = 1), and a second indicator
for the effect of having two copies of the minor allele, d2i = I(gi = 2). Ths is equivalent to
an ANOVA model. Both modeling variations have proven useful in detecting dominant
effects. With either coding, there exists a high potential for collinearity in the model,
especially for SNPs with low minor allele frequencies (MAF).
1.4.2 Haplotype effects
Rather than the traditional observed marker data (e.g. SNPs), we are interested in
modeling the subjects haplotypes in the intervals between observed markers. In the
context of multiple founder crosses, we can use the detailed founder haplotype infor-
mation to identify the state of each subject in the interval. In brief, haplotype descent
along each subject’s genome can be inferred by the haplotype reconstruction method
HAPPY (Mott et al., 2000), which applies a hidden Markov model simultaneously to
the genotypes of the founder strains and the n subjects. For each subject, at each inter-
val, i.e. between adjacent pairs of observed markers, HAPPY produces a vector gi(m)
containing the descent information from the founders at marker m based on either an
additive or full effect model which are described in detail below.
Before describing the exact form of gi(m), let us consider a cross with J founders.
For each locus, the subject within the cross will have two haplotypes present, one on
each copy of the chromosome which the locus presides. For each individual, HAPPY will
provide us with a J × J matrix P, where pij is the probability that the first haplotype
is from founder i and the second haplotype is from founder j. We summarize P as
g(m) based on the selected model described below.
Additive Model
The additive haplotype model describes the locus based on the expected number of
each founders haplotype present at each given locus. For a J founder cross, the additive
version of g(m) is a J-vector and which sums to 2. The exact definition of the additive
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locus predictor for subject i at locus m is given by
gai (m) = 1
T(P + PT), (1.2)
where gai,j = E(number of haplotype j) and 1
Tga = 2
Full Model
The full diplotype model describes the locus based on the probability of each unique
founder haplotype pair (or diplotype). For a J founder cross, the full model version of
g(m) is a (J(J −1)/2) length probability vector. The exact definition of the full model
locus predictor for subject i at locus m is given by
gfi (m) = vech
(
P + PT − diag(vecdiag(P))) , (1.3)
where vech() returns the upper triangle matrix, including the diagonal, as a vector,
vecdiag() returns the diagonal as a vector, and 1Tgf =1.
1.5 Overview of method comparison with ROC curves
Performance of a method may be evaluated formally using receiver operator character-
istic (ROC) curves. ROC curve methodology can vary between studies (Krzanowski
and Hand, 2009), so we describe ours in full. A given simulation study comprises a set
of simulation trials S = {1, . . . , S}. In each trial s, a given method is presented with m
SNPs of which mq will be causal. That method calculates a single score for each SNP
(an RMIP or logP). For a given threshold t, define powers(t) as the proportion of mq
causal SNPs scoring ≥ t (ie, the power to detect), and the false positive rate FPRs(t)
as the proportion of m −mq non-causal SNPs scoring ≥ t. We define the area under
curve in trial s for FPRs between a and b as AUCs(a, b) =
∫ b
a
powers
(
FPR−1s (x)
)
dx,
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where FPR−1s (x) returns the threshold t at which the FPR is x, and the integration is
approximated using the trapezoid rule. For a given method and set of simulations S we
define the estimated AUC between FPR a and b as AUC(a, b) =
∑
s∈S S
−1AUCs(a, b),
and by the central limit theorem this estimate is approximately normally distributed
with variance (S− 1)−1∑s∈S (AUC(a, b)− AUCs(a, b))2. We define the “initial ROC”
as the ROC curve in the range FPR ∈ [0, 0.05], and the “initial AUC” as AUC(0, 0.05);
the “full ROC” is where FPR ∈ [0, 1] and the “full AUC” is AUC(0, 1). When plotting
ROC curves for each method we use threshold averaging (Fawcett, 2006), varying t over
its range ([0, 1] for RMIPs; [0,∞) for logP) and at each t plotting x and y coordinates
S−1
∑
s∈S FPRs(t) and S
−1∑
s∈S powers(t) respectively.
1.6 Statistical questions of interest
The main statistical genetics problems that will be addressed in this proposal are:
• How does one detect genetic loci that effect a complex phenotype’s expected
value? This question will be addressed at multiple levels. We will first restrict
ourselves to loci where SNPs are present and consider how to detect the SNPs
that have a true effect under the following model assumptions:
– The effects on the phenotype are additive. (See Chapter 2)
– Allowing for general SNP effects, e.g,. dominance. (See Section 3)
• How does one detect genetic loci that effect a complex phenotype’s mean value
when the loci of interest are not SNPs?
– The case we will consider is when the predictors are a single locus, but a
group of variables must be used to model the locus, e.g. haplotypes. (See
Chapter 4)
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• How can Resample Model Averaging be used to gain information about variable
relationships relevant to a particular phenotype? (See Chapter 6)
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Chapter 2
Resample Model Averaging with
the LASSO: LLARRMA
This chapter describes LASSO Local Automatic Regularization Resample Model
Averaging (LLARRMA; Valdar et al., 2012), a tool used to identify the predictors
in a generalized linear model that are actually associated with a complex response
out of a large set of potential predictors. The method was developed to assist in loci
selection in GWAS type analyses.
This chapter is laid out as follows. Section 2.1 discusses the motivation behind
developing LLARRMA. Section 2.2 describes the LLARRMA procedure in a general
GLM setting and in the setting of a GWAS ”hit region” analysis. Section 2.3 describes
the simulation models that LLARRMA has been tested under. Section 2.4 compares
the performance of LLARRMA with the traditional single locus regression methods
and stability selection. Section 2.5 discusses the performance of LLARRMA and the
advantages of LLARRMA.
2.1 Motivation
Single locus regression has become a staple tool of human genome wide association
studies (GWAS; WTCCC, 2007). Despite the fact that it simplistically reduces the
often complex genetic architecture of a phenotype down to effects at an individual
SNP (or other localized variant), it has proved powerful in identifying major genetic
determinants and predictors of disease susceptibility (Cantor, Lange and Sinsheimer,
2010). Many would acknowledge that simultaneous modeling of all loci potentially
yields fairer estimates of genetic effects, more stable phenotypic predictions, and better
characterization of between-locus confounding (Lee et al., 2008; Hoggart et al., 2008).
However, such multiple locus approaches are at present seldom used. This could be
because they are considered impractical, too abstruse, or, with some theoretical support
(Fan and Lv, 2008), unnecessary for an initial genome scan. Certainly, much of the
genomewide confounding that explicit multiple locus modeling would hope to resolve is
efficiently, if bluntly, dealt with by the addition of regression covariates correcting for
higher order geometric relationships in the data (Price et al., 2010), or demographically
or probabilistically inferred strata (Pritchard, Stephens and Donnelly, 2000).
Nonetheless, once initial genome scans have been performed and “hit regions” of
association identified, the short-comings of a single locus approach become painfully
apparent. Local patterns of linkage disequilibrium (LD) in such hit regions can make
both the number of underlying causal signals and the identity of the loci that most di-
rectly give rise to them (eg, Strange et al., 2010) ambiguous. Statistical analysis after
this point is often of an ad hoc nature. It typically involves fitting further regressions
that condition on “top” loci that appear most strongly associated in order to rule out
neighbors or rule in suspicions of an independent second signal. This is quickly followed
by more interpretive analysis based on annotation as a prelude to, for example, inves-
tigation at the bench. In ad-hoc conditioning, rarely are there formal consideration
of the fact that the association of the top locus is often insignificantly different from
that of its correlated neighbors, and that whereas its association with the phenotype
is probably stable to sampling error, its superiority in association over its neighbors
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is probably not. This inherent instability of the relative strengths of association be-
tween confounding loci makes such strategies extremely high risk: a slightly different
sampling of individuals could demote the conditioning locus, resulting in an alterna-
tive conditioning locus and potentially lead to drastically altered conclusions. This
approach becomes more precarious still when some of the loci are themselves known
with varying certainty, their genotypes having been partially or wholly imputed (Zheng
et al., 2011), such that weakness of association is now also a function of imputation
uncertainty unrelated to the phenotype (eg, Servin and Stephens, 2007).
There is thus great value in developing principled approaches to discriminate true
from false associations in hit regions. Joint modeling of all loci through multiple re-
gression seems attractive because it accounts for the LD of the data (Balding, 2006).
However, while many approaches to the multiple locus modeling have been attempted,
they all have a common approach to the problem. Whether it be penalized regres-
sion (eg, Wu et al., 2009; Zhou et al., 2011), Bayesian regression (eg, Balding, 2006),
or resampling methods (eg, Valdar et al., 2009; Alexander and Lange, 2011; He and
Lin, 2011), they all focus on a genome-wide perspective for SNP selection. While the
methods implemented provide innovative approaches to the problem, attempting to not
only select hit regions from a genome-wide perspective but also handling localized LD
structure is often too hard of a task.
We propose a different approach. Rather than attempting to handle two vastly
different problems with the same method, we assume that the selection of hit regions
of association can be handled sufficiently well by, for example, standard single locus
regression, and focus on the more complex problem of handling localized LD structure.
Prescreening by, for example, single locus regression is motivated by SIS (Fan and
Lv, 2008), but rather than just considering the most significant SNPs, we propose to
analyze the entire region of LD identified by the top SNPs. While methods such as
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GWASelect (He and Lin, 2011) directly incorporate an iterative SIS (Fan and Lv, 2008)
approach to ensure that the selection of only the top SNPs has not missed important
SNPs. By simply selecting the entire hit region rather than just the top SNPs, we avoid
additional computational expenses from the iterative approach.
2.2 Methods
We start by considering a generalized linear model (GLM) to estimate the effects of m
variables on an outcome with n individuals, and then describe statistical approaches
to identify a subset mq of variables that are be truly influential. We assume that the
m variables may be highly correlated, and that mq < m < n. Let y = (y1, . . . , yn)
be an n-vector of responses, let X be an n × m matrix of generic predictors, and let
D = {y,X} and N = {1, . . . , n}. The GLM models a link function of the responses by
a linear function of the m SNP predictors
f(ηi) = µ+
m∑
j=1
βjxij (2.1)
where ηi = E(yi), f(·) is a link function, and β is a vector of regression coefficients.
We assume that only a subset of the m predictors have a genuine effect on the
response, and define a corresponding indicator vector of inclusions γ = (γ1, . . . , γm)
such that γj = I(βj 6= 0). A common way to infer γ, and to thereby identify the set of
truly influential predictors, is to use a model selection procedure that maximizes some
criterion of model fit. This returns a binary vector γˆ, an estimate declaring which
predictors belong in the model. Although attractive, γˆ has limited interpretability
because it provides no information about how sensitive the selection could have been
to finite sampling. That is, would γˆ be expected to vary dramatically when applied
to alternative samples from the same population. Moreover, although many selection
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procedures are consistent, this provides little reassurance when the sample is finite, and
suggests that the returned statistic γˆ could have high variance.
2.2.1 General Framework
While LLARRMA was developed for the application of genetic association studies, the
method can be applied more generally. To emphasize the generality of the method, we
will first provide all details of LLARRMA in its most general form. We note that while
the method has only been implemented for GLMs with Gaussian or binomial responses,
with their corresponding canonical link functions (i.e., standard linear regression or
logistic regression), it can be implemented for other GLMs with proper modifications
to the formulas presented below.
Resample model averaging
We seek to estimate γ in way that incorporates uncertainty in model choice. An exam-
ple of such uncertainties is the potential variability of the selected model due to finite
sampling. To do this, we use resample model averaging (RMA; Valdar et al., 2009),
applying a model selection procedure to repeated resamples of the data, and base sub-
sequent inference on the aggregate of those results. While the general RMA procedure
proposed by Valdar et al. (2009) provides the choice of either subsampling or bootstrap
samples, we have selected to use subsampling (detailed justification provided later).
Rather than obtaining a binary estimate of each γj, we instead seek to estimate its
expectation E(γj) over resamples, hoping to approximate its expectation over samples
from the population. We start by drawing subsamples k = 1, . . . , K with subsampling
proportion φ = 2
3
, such that each subsample comprises data D(k) = {y(k),X(k)} on
|N (k)| = φn individuals such that N (k) ⊂ N . Each subsample is produced by drawing
φn individuals at random without replacement. For each subsample k, we perform
a fixed model selection procedure to estimate γˆ(D(k)) = γˆ(k), the m-length indicator
vector of model inclusions based on the kth subsample. Applying this to all subsamples
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gives the K ×m matrix Γ, where ΓT = [γˆ(1), γˆ(2), · · · , γˆ(K)]. The expected proportion
of times that the jth predictor is included in the model is given by its RMA estimate
R̂MIPj =
1
K
K∑
k=1
γˆ(D(k))j = 1
K
K∑
k=1
γˆ
(k)
j =
1
K
K∑
k=1
Γjk , (2.2)
which we refer to as its resample model inclusion probability (RMIP).
RMA - use of subsampling over bootstrap sampling
Sample aggregation techniques such as bootstrap aggregation (referred to as bagging
(Breiman, 1996)) or subsample aggregation (referred to as subagging (Bu¨hlmann and
Yu, 2002)) have been found to be useful when estimating an indicator parameters such
as γ. We have chosen to use subsample aggregation, or subagging, in LLARRMA.
The choice to use subagging was influenced by similar choices of Valdar et al. (2009)
and stability selection (Meinshausen and Bu¨hlmann, 2010), along with the theoretical
justification and primary application related reasons discussed below.
The results of Politis, Romano and Wolf (1999, p. 47-51) comparing the bootstrap
and subsampling procedures provide some theoretical justification for our use of sub-
sampling over bootstrapping in this setting. Specifically, Politis, Romano and Wolf
(1999) discuss that bootstrap methods most often require the assumption that the dis-
tribution of the estimated statistic is at least locally smooth, an assumption that is
not needed for subsampling. As the true distribution of γ, an indicator function, is not
smooth, the results were important in our choice of subsampling.
We also have chosen to use subsampling rater than bootstrapping for reasons specific
to our primary application. Specifically, in the setting of a genetic association study,
resampling with replacement does not properly fit the genetic model. By this, we
mean that the probability that we observe multiple individual with the same genetic
composition is very rare, yet in a bootstrap sample it is a very common event.
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Model selection within a subsample using the LASSO
To select variables within the kth subsample we use LASSO penalized regression (Tib-
shirani, 1996). This estimates β for subsample k as
βˆ(λ;D(k)) = argmin
β
{
−`(β;D(k)) + λ
m∑
j=1
|βj|
}
, (2.3)
where `(β;D(k)) is the log-likelihood of β for data D(k), and λ is a penalty parameter.
The LASSO estimate βˆ(λ;D(k)) easily translates into an estimate of the inclusions
γˆ(λ;D(k)) = I(βˆ(λ;D(k)) 6= 0). However, to arrive at the single estimate of γ required
for the RMA procedure, we must devise a suitable criterion for choosing the penalty
parameter λ. We propose two alternatives, both of which identify a value λ(k) specific
to subsample k (ie, local): complement deviance selection and permutation selection.
Predictive-based choice of λ(k): complement deviance selection
The complement deviance criterion seeks a model that would perform well in out-of-
sample prediction. After estimating βˆ(λ;D(k)) over a grid of λ when calculating the
LASSO regression path, this criterion finds the value of λ that minimizes the deviance
of the complement of subsample k, ie,
λˆ
(k)
CompDev = argmin
λ
deviance(D(\k), λ),
where D(\k) is the data of the (1 − φ)n individuals not selected for subsample k, and
deviance(D(\k), λ) is the deviance of data D(\k) from the model fit on data D(k) with
penalty parameter λ.
Discovery-based choice of λ(k): permutation selection
The permutation selection criterion is a modified version of that proposed by Ayers
and Cordell (2010) and seeks a conservative model that would tend to include no
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varaibles under permutation of the response. Given a subsample k, we estimate for a
given permutation of the response pi(y) the smallest penalty required to zero out all
predictors, λnull(pi, k), a formula that will depend on the GLM model used. Calculating
this for each of S permutations pi1, . . . ,piS, we estimate the permutation selection λ
for subsample k as
λˆ
(k)
Perm = median({λnull(pi1, k), λnull(pi2, k), . . . , λnull(piS, k)}) . (2.4)
Ayers and Cordell (2010) apply a similar criterion when analyzing complete data sets,
with the difference that they estimate λˆnull as the maximum of {λnull(pi1), . . . , λnull(piS)}
for S = 25. However, we prefer not to do this for two reasons. The first is that
the maximum is relatively unstable statistic for S = 25, and secondly the max is
undesirable, especially for larger S, since it potentially allows λˆnull = λnull(pis) where
pis(y) = y, an improper null permutation as this is a permutations assumed to be in
the alternative state. In contrast, when using the median (Eq 2.4) the accuracy of
λˆPerm increases with S, although we find that in simulations S = 20 is adequate.
Incorporating uncertainty due to missing data: single and multiple imputa-
tion
Data often includes combinations of variables and subjects for which the data is un-
known or uncertain. To avoid a potentially wasteful complete cases analysis, it is
common to impute the missing data and analyze the partly-imputed data as if it
were fully observed. Dividing the data matrix X into missing and observed elements
X = {Xmis,Xobs}, imputation methods based on bayesian posterior distributions model
the joint distribution p(Xmis|Xobs,ω), where ω includes additional information used in
the imputation (e.g., priors). Most studies, however, do not use this joint distribution
directly. Rather, they replace Xmis with a point estimate X̂mis, each element of which is
constructed from it’s marginal distributions. Specifically, Xmis is replaced by a “hard”
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imputation, X̂ hardmis , with elements imputed as their maximum a posteriori value
xˆij = argmax
g∈G
p(xij = g|X obs,ω).
where G is the set of all posible values xij may take.
The simplest approach to modeling missing data within LLARRMA is first to esti-
mate Xmis as X̂ hardmis and then subsample X̂ = {X̂mis,Xobs} as if it were complete. This
plug-in approach underestimates variability because it fails to incorporate uncertainty
about the imputation. However, ignoring imputation uncertainty could be more prob-
lematic in multiple locus settings, if, for example, the posterior distribution of the data
p(Xmis|Xobs,ω) differs substantially from joint distribution implied by the product of
marginal posteriors
∏
ij∈Xmis p(xij|Xobs,ω) (eg, Servin and Stephens, 2007). A natural
way to incorporate imputation uncertainty into our resampling framework is through
multiple imputation (Little and Rubin, 2002). At each iteration k, we sample a new
X ?mis from its posterior p(Xmis|Xobs,ω), subsample the resulting X? = {X ?mis,Xobs} to
give {X?(k),y(k)} = D?(k), and then calculate RMIPs using γˆ(D?(k)) in place of γˆ(D(k))
in Eq 2.2. The resulting RMIPs incorporate additional variability because each subsam-
ple now includes a potentially different imputation of the missing data. We implement
both hard and multiple imputation options for LLARRMA as there may not always be
a multiple imputation method available for a given data type.
2.2.2 Implementation for genetic association studies
The data model
For our primary application of LLARRMA, we start by considering a standard logistic
regression to estimate the effects of m SNPs in a hit region on a case/control outcome in
n individuals, and then describe statistical approaches to identify a subset mq of SNPs
that might be truly influential. We assume that the data is derived from a hit region
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that has been previously identified by an initial genomewide screen using, for example,
single locus regression, and that the m SNPs may be highly correlated with each other
due to blocks of LD. We assume y = (y1, . . . , yn) to be an n-vector of the dichotomous
response with each of the n1 cases coded by 1 and the n0 controls coded by 0, and that
X is an n×m matrix of SNP genotypes, where SNPs are coded to reflect additive-only
effects as {0, 1, 2} for unphased genotypes {qq,qQ,QQ}. Logistic regression models
the case-control status of individual i as if sampled from Yi ∼ Bin(pi, 1), where i’s
propensity pi = P (Yi = 1) is determined by a linear function of the m SNP predictors
logit(pi) = log
(
pi
1− pi
)
= µ+
m∑
j=1
βjxij , (2.5)
where xij is value of the jth SNP for the ith individual and the ijth element of the
column-centered design matrix X, µ is the intercept, and β = (β1, . . . , βm) are the
effects of the m predictors.
Resample model averaging
The RMA procedure described above does not need any modification or further clari-
fication for the genetic association hit region application.
Selection within a subsample using the LASSO
To select SNPs within the kth subsample we use LASSO penalized logistic regression.
This estimates β for subsample k as
βˆ(λ;D(k)) = argmin
β
{
−`(β;D(k)) + λ
m∑
j=1
|βj|
}
, (2.6)
where `(β;D(k)) is the log-likelihood of β for subsampled data D(k), and λ is a penalty
parameter. The LASSO estimate βˆ(λ;D(k)) still translates into an estimate of the
inclusions γˆ(λ;D(k)) = I(βˆ(λ;D(k)) 6= 0) as before.
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Predictive-based choice of λ(k): complement deviance selection
The complement deviance criterion described in the general setting may be explicitly
defined for logistic regression. After estimating βˆ(λ;D(k)) over a grid of λ in order
to calculate the LASSO path, this criterion finds the value of λ that minimizes the
deviance of the complement of subsample k, ie,
λˆ
(k)
CompDev = argmin
λ
−2 ∑
i∈N (\k)
[yi log(pˆi,λ) + (1− yi) log(1− pˆi,λ)]
 ,
where N (\k) = N\N (k) is the set of (1− φ)n individuals not selected for subsample k,
and pˆi,λ is the predicted probability of P (Yi = 1) based upon βˆ(λ;D(k)) applied to the
design matrix of the complement subsample X(\k).
Discovery-based choice of λ(k): permutation selection
The permutation selection criterion described in the general setting can be explicitly
defined for logistic regression. Given a subsample k, we calculate for a given permu-
tation of the response pi(y) the smallest penalty required to zero out all predictors is
given by
λnull(pi, k) =
1
|N (k)|maxj
∣∣∣〈x(k)j ,pi(y(k))〉∣∣∣
where x
(k)
j is the jth column of the subsampled and mean-centered design matrix X
(k),
and 〈·, ·〉 denotes the inner product of its two arguments. Calculating this for each of
S permutations pi1, . . . ,piS, we estimate the permutation selection λ for subsample k
as given by Equation 2.4.
Incorporating uncertainty due to missing genotypes: hard, dosage and mul-
tiple imputation
SNP data within a hit region will often include combinations of markers and individ-
uals for which the genotype is unknown or uncertain. To avoid a potentially wasteful
complete cases analysis, it is common to impute the missing genotypes using a program
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such as MACH (Li et al., 2010), IMPUTE (Howie, Donnelly and Marchini, 2009) or
fastPHASE (Scheet and Stephens, 2006), and analyze the partly-imputed data as if
it were fully observed. Imputation methods are typically based on reconstruction and
phasing of inferred haplotypes. Dividing the SNP matrix X into missing and observed
elements X = {Xmis,Xobs}, methods such as fastPHASE (Scheet and Stephens, 2006)
model the joint distribution p(Xmis|Xobs,ω), where ω includes additional information
used in the imputation (eg, priors). Most GWAS studies, however, do not use this
joint distribution directly. Rather, they replace Xmis with a point estimate X̂mis, each
element of which is constructed from its marginal distributions. Specifically, Xmis is
replaced by either the “dosage”, X̂ dosemis , with elements defined as the expectation of the
allele count xˆij = E(xij|Xobs,ω); or a “hard” imputation, X̂ hardmis , with elements imputed
as their maximum a posteriori genotype
xˆij = argmax
g∈{0,1,2}
p(xij = g|X obs,ω).
The simplest approach to modeling missing genotypes within LLARRMA is first to
estimate Xmis as either X̂ dosemis or X̂ hardmis and then subsample X̂ = {X̂mis,Xobs} as if it
were complete. This plug-in approach underestimates variability because it fails to
incorporate uncertainty about the imputation. Zheng et al. (2011) show that doing
this when modeling effects at single loci reduces power a negligible amount when the
imputation accuracy is reasonably high. Nonetheless, ignoring imputation uncertainty
could be more problematic in multiple locus settings, if, for example, the posterior
distribution of haplotypes p(Xmis|Xobs,ω) differs substantially from joint distribution
implied by the product of marginal posteriors
∏
ij∈Xmis p(xij|Xobs,ω) (eg, Servin and
Stephens, 2007). A natural way to incorporate imputation uncertainty into our re-
sampling framework is through multiple imputation (Little and Rubin, 2002). At each
iteration k, we sample a new X ?mis from its posterior p(Xmis|Xobs,ω), subsample the
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resulting X? = {X ?mis,Xobs} to give {X?(k),y(k)} = D?(k), and then calculate RMIPs us-
ing γˆ(D?(k)) in place of γˆ(D(k)) in Eq 2.2. The resulting RMIPs incorporate additional
variability because each subsample now includes a potentially different imputation of
missing genotypes. We implement hard, dosage and multiple imputation using posterior
draws from fastPHASE (making use of the -s option).
2.3 Simulation Framework
2.3.1 Simulation study 1: 5 loci in Cancer data
We obtained genotype data from phase 1 of a case-control GWAS for colorectal cancer
from collaborators at the Wellcome Trust Centre for Human Genetics, University of
Oxford. Two forms of the data are used here. The “cancer data” comprises complete
genotype information on 1493 subjects for 183 SNPs covering a hit region previously
identified on 18q21. The cancer data is a subset of the “full cancer data”, which
comprises incomplete genotype information on 1859 subjects for the hit region.
Generating missing genotypes
To assess the sensitivity of the compared methods to alternative strategies for modeling
missing genotypes, we generate incomplete versions of the cancer data by deleting
genotypes according to a random missingness algorithm. The missingness algorithm is
based on empirical modeling of the pattern of missing data in the full cancer data. The
full cancer data genotypes contained 854 missing genotypes (∼0.25%). We observed
that the proportion of missing genotypes varied considerably from SNP to SNP, but that
missingness across individuals was consistent with a random allocation. To generate
each incomplete data set, we therefore do the following. First, for each SNP j, we assign
a missingness proportion ψmis,j generated as a random draw ψmis,j ∼ fmis, where fmis is
an empirical density based on the histogram of missingness proportions of SNPs in the
full cancer data. Second, we select a subset of size nmis < n individuals eligible to receive
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missing genotypes. Third, at each SNP j we delete dj = nmis ×min(cψmis,j, 1) marker
genotypes at random from the nmis individuals which may be given missing values,
where c is chosen such that the overall proportion of missing data, pmis = (mn)
−1∑
j dj,
is a fixed value. To generate a more conservative level of missingness while ensuring at
least 10% of individuals had complete data, we set pmis = 0.118±0.0125 and nmis = 0.9n
Simulating phenotypes
Phenotypes are simulated based on a binomial draw from the logistic model in Eq
2.5. Given a set of causal SNPs with genotypes Xq and their effects βq, we first
calculate the intercept necessary for an expected 50/50 ratio of cases to controls as
µ = n−11T(−XTq βq), calculate individual propensities pi = logit−1(µ+xTq βq), and then
draw phenotypes as Yi ∼ Bin(1, pi).
Placing causal loci
To ensure a degree of confounding correlation between loci, we choose 5 causal SNPs at
random but in a restricted manner from the LD blocks shown in Figure 2.1. Specifically,
in each simulation trial, two SNPs are chosen from block 1 at random but subject to
correlation r ≥ 0.4, two SNPs are from block 2, also subject to r ≥ 0.4, and one SNP
is randomly chosen from block 3.
Figure 2.1: LD structure of the two genotype datasets used in the simulations. Shading
indicates pairwise LD between SNPs, ranging from white (r2 = 0) to black (r2 = 1).
Simulation 1A: moderate effects
To aid an initial illustrative comparison between methods, our first study on the cancer
data simulates a relatively constant effects structure. In each simulation trial we assign
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a permutation of the effects (on the odds scale) exp{βq} = (1.287, 1.398, 1.246, 1.357, 1.419)
to the selected five SNPs.
Simulation 1B: small effects
Providing a more challenging and variable set of causal targets, our second study on
the cancer data randomly chooses causal SNPs as in 1A but draws each element βqj of
effects βq independently as exp{βqj} ∼ N(1.25(−1)νj , 0.022) with νj ∼ Binom(1, 0.5).
The resulting effects are comparable to the small effects estimated in many GWAS
studies (Manolio et al., 2009).
2.3.2 Simulation study 2: 1-7 loci in ‘58 data
The “’58” data is a complete-genotypes subset of data collected during the human
GWAS for seven diseases described in WTCCC (2007). It comprises genotypes for
2199 subjects on 500 SNPs in the region 39.063723Mb-40.985321Mb on chromosome
22, this region being chosen by us as a contiguous run of markers that exhibits a mixture
of high and low LD (Figure 2.1). To assess the how the number of causal SNPs affects
the relative utility of modeling single versus multiple loci, we evaluated methods in
seven distinct simulation substudies, simulating 1, . . . , 7 causal loci respectively. In
each simulated trial of each substudy, the set of causal loci is chosen at entirely random
from the 500 SNPs and the SNP effects are generated as in simulation 1B above.
2.3.3 Computation
Genotype imputation was performed using fastPHASE (Scheet and Stephens, 2006).
All other analyses were performed in R (R Development Core Team, 2010), with the
glmnet package (Friedman, Hastie and Tibshirani, 2010) used for fitting LASSO mod-
els. On a 2.4Ghz MacBook Pro with 4Gb RAM, on average 100 subsamples on the
cancer data takes the following times: LLARRMA with permutation selection, 39.8s
( sd=2.6s ); LLARRMA with complement deviance selection, 389.2s ( sd=64.6s ); SS,
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305.7s ( sd=48.5s ). Use of multiple/hard/dosage imputed data incurs negligible extra
computation (assuming the imputation itself has been done in advance).
2.3.4 Competing methods
LLARRMA calculates a score (an RMIP) for each SNP in the study. We compare the
ability of those scores to discriminate causal from non-causal SNPs with the SNP scores
calculated by alternatives: the traditional GWAS approach of single locus regression,
the LASSO-based subsample model averaging method stability selection (SS) recently
proposed in a more general context by Meinshausen and Bu¨hlmann (2010), a bayesian
model averaging approach PIMASS (Guan and Stephens, 2011), and the standard
approach of forward selection which is often used to better understand a hit region. As
our approach and goal when analyzing GWAS data is significantly different from most
methods, which greatly limits potential competing methods. Potential competitors
tend to differ from our goal in one or more aspects, making them not appropriate for
comparison within complex hit regions.
The first major difference is the complexity of the phenotype. Most methods are
developed and tested on simpler phenotypes which would present with only a single
causal SNP within a hit region (e.g., Zuber, Silva and Strimmer, 2012; Guan and
Stephens, 2011; He and Lin, 2011; Motyer et al., 2011; Shi, Boerwinkle and Morrison,
2011; Alexander and Lange, 2011). As we assume a highly complex hit region with
multiple correlated true signals, such methods would not be appropriate for this type
of detailed analysis.
The second major difference between LLARRMA and its competitors is the scope
of analysis. We focus only on a hit region, assuming that a method has first found
a complex hit region, and try to dissect the hit region the best we can. Competitors
take a genomewide approach and stress the ability to find hit regions rather than the
actual underlying SNPs within them. This is typically observable in one of two ways.
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The first, and most common, way that we are able to observe these differences is in
how competitors define true and false positives. Specifically, it is common to define
a true detection of the signal to be inclusion of any SNP within a region of the true
signal, usually anything within some arbitrary physical distance or LD strength (see,
for example, He and Lin, 2011; Guan and Stephens, 2011). A similar approach is often
taken for false positives, where a set of false positives in close proximity are classified
as a single false positive. Under many of these approaches, selection of any SNP in our
simulations would be considered a true positive. The second way we can observe the
strong genomewide focus is in the software, where in some cases it is required to have
the full genome data to perform any analysis (e.g., GWASelect (He and Lin, 2011)).
Our method approaches characterizing model uncertainty when working within a
frequentist framework, and applies it to a task for which it should be ideally matched.
Frequentist literature typically ignores this problem while Bayesian literature explicitly
models it. LLARRMA presents a solution for researchers who consider the problem
crucially important but prefer not to address it within a Bayesian framework. In short,
we condition on being frequentist, and examine the problem of variability or uncertainty
of model choice working within that paradigm.
It is nonetheless interesting, however, to consider the performance of a contempo-
rary Bayesian variable selection (BVS) method applied to the same simulations. See
O’Hara and Sillanpa¨a¨ (2009) for a review of potential bayesian alternatives. We note
that BVS methods attempt to answer a fundamentally different question, and so a
comparison between with LLARRMA, Stability Selection or p-values from single locus
regression, will not be strictly meaningful except in the most superficial sense. Specifi-
cally, Bayesian approaches model uncertainty about the parameters conditional on the
data, whereas the frequentist approach models the expected variability of a statistic
(such as an estimate from a model selection procedure) due to variation in different data
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samples. Because the approaches ask different questions, even optimal implementations
of each would not necessarily yield similar answers.
Single locus regression
We perform single locus regression with logistic regression as used in, for example,
PLINK (Purcell et al., 2007). For each SNP, we fit a single-predictor version of Eq 2.5
and score its − log10 P (“logP”), where P is the p-value from a likelihood ratio test
against an intercept-only model.
Stability selection
SS differs from LLARRMA in two main respects (see Figure 2.2). First, whereas LLAR-
RMA selects variables within each subsample using a local (i.e., subsample-specific)
penalty λ(k), SS uses a single global penalty λ applied to all K subsamples. Second,
whereas LLARRMA chooses each λ(k) automatically, SS leaves its global λ as a free
parameter. In SS, the RMIP (referred to as the “selection probability” in Meinshausen
and Bu¨hlmann, 2010) is thus left as a function of λ,
R̂MIPSS(λ)j =
1
K
K∑
k=1
I(βˆ(λ;D(k))j 6= 0) (2.7)
giving rise to a sequence of RMIPs (a “stability path”) for each locus j. Meinshausen
and Bu¨hlmann (2010) provide little guidance for choosing λ. As a choice is required to
produce a unique RMIP and thereby ensure meaningful comparison with LLARRMA,
we select λ to produce the stiffest possible competition: as the value that maximizes the
criterion used for comparing methods. Specifically, given a criterion of success u(γ, γˆ)
comparing truth γ with guess γˆ, we define
λˆoracle = argmax
λ
u(γ,RMIPSS(λ)) ,
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where “oracle” reflects the fact that choosing this unfairly advantageous value requires
foreknowledge of γ. We consider SS with and without the randomized LASSO, setting
α = 0.2 for the latter, and define the oracle by setting u to be the initial AUC (described
below).
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Figure 2.2: A comparison of LLARRMA and stability selection.
Forward Selection
Forward selection sequentially adds predictors into a model until a predefined stopping
criterion is reached. Typically the criterion is based on a trade-off between the fit of
the model and a some penalty on the number of predictors included (eg, AIC, BIC).
A given penalty thus produces a single binary estimate of γ that would correspond to
single point in a ROC plot. Providing a full ROC curve requires exploring a continuum
of penalties of increasing stringency. However, unlike with the λ selection parameter
in the LASSO, there is no obvious monotonic function that would accommodate the
most popular stopping rules. Therefore, we use a simplistic stopping criterion that
is monotonic: a bound on the number of included predictors, qmax. Specifically, we
identify a subset qmax of candidate SNPs associated with case-control status from m
total SNPs using forward selection. Starting with a base model containing only an
intercept term, we use binary logistic regression to test the significance of each SNP
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in turn (as in single locus regression) to identify the most significant SNP. This SNP
is then incorporated into the base model and the remaining markers are rescanned to
identify the the most significant SNP conditional on the SNP(s) already in the base
model. That process is repeated until the model contains qmax SNPs.
PIMASS
Guan and Stephens (2011) describe a Bayesian variable selection method suitable for
QTL identification in genomewide association studies. The method, an Markov chain
Monte Carlo sampler implemented in their computer program PIMASS1, uses a hierar-
chical prior to model jointly the number of included SNPs and the sizes of their effects.
We run PIMASS based on a logit link (option -cc) under standard settings, using a
100,000 sample burnin2 (-w 100000) and obtaining results based on 1,000,000 sam-
ples (-s 1000000). For each SNP, PIMASS provides a Bayes factor (BF) quantifying
support for its inclusion in the model.
Other methods
We considered including BIMBAM (Servin and Stephens, 2007), which not only models
multiple loci but also imputation uncertainty. However, we found that applying it
to our smallest dataset incurred a severe computational overhead that precluded fair
comparison (eg, a single run on the cancer data that allowed up to 3 SNPs to enter the
model required 34 hours).
1http://www.bcm.edu/cnrc/mcmcmc/pimass
2Experimenting with a longer burnin of 1,000,000 gave similar results, suggesting that 100,000 is
adequate.
63
2.4 Simulation Results
2.4.1 Simulation study 1A: moderate LD, moderate effects
We simulated 1000 case-control datasets based on the cancer data (see Methods and
Figure 2.1). Each simulated dataset had approximately balanced cases and controls,
with individuals’ outcomes influenced by 5 SNPs of moderate effect (odds ratios 1.246-
1.419) out of 183 SNPs in total, and existed in both a complete form, referred to as
the “complete” data set, and an incomplete form, in which some genotype values were
set to be missing. The incomplete form was available in three alternative imputations:
a “hard” imputation, a “dosage” imputation, and an ensemble of 100 sampled impu-
tations that constituted a single “multiple” imputation set (these imputations being
generated by fastPHASE, Scheet and Stephens, 2006). At each simulation we tested
different analysis methods that each produced a score per SNP. Our subsequent com-
parisons of those methods were based on how well their scores discriminated the 5
SNPs that were causal from the 178 that were not. The seven method examined were
(short names in parentheses): single SNP logistic regression (single locus regression);
LLARRMA using permutation selection and ordinary LASSO (permutation selection);
LLARRMA using complement deviance selection and ordinary LASSO (complement
deviance); stability selection using ordinary LASSO and oracle penalization (oracle
stability selection); PIMASS (pimass); conditional regression scans (forward selection).
All methods were applied to the complete data, and most (all but PIMASS and forward
selection) were applied to the hard imputation, and dosage imputation versions of each
simulated data set; resample-based methods (ie, LLARRMA and SS), which were set
to use K = 100 subsamples, were also applied to the multiple imputation set.
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A) Single Locus Regression
Figure 2.3: Results for seven procedures applied to an example case-control data set
from simulation study 1A. Plots show SNP score (logP or RMIP) against SNP location
in the cancer data, with causal SNPs in black and non-causal SNPs in gray.
An example simulation
Figure 2.3 plots SNP location against SNP-score for each method in an example simula-
tion applied to complete data. Causal SNPs are plotted as black crosses and non-causal
SNPs as gray dots. In single locus regression (Figure 2.3a), SNPs are scored as − log10 P
(logP; see Methods). Although the causal SNPs between 1-50 tend to attract higher
scores, so do many of the non-causal SNPs between 1-60, giving rise to a cloud of
association that is characteristic of many hit regions in real GWASs. The remaining
methods (2.3b-g) report inclusion probabilities (RMIPs) for each SNP. These describe
a frequentist probability that each SNP would be included in a sparse model that seeks
to estimate the joint effects of multiple SNPs. Because SNPs compete with each other
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for inclusion in these methods, the resulting scores more clearly differentiate the SNPs.
In this example, that increased sparsity coincides with the set of higher scored loci
being more enriched for causal SNPs than is the case with single locus regression.
Results from 1000 simulations
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Figure 2.4: ROC curves for simulation study 1A: moderate SNP effects in a hit region
of moderate LD. Curves compare the ability of seven methods to discriminate causal
from non-causal loci in 1000 simulated case-control data sets. Right plot shows the full
ROC curve; left plot shows a zoomed section focusing on the top-scoring SNPs of each
method.
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Figure 2.5: Area under the ROC curve (AUC) for seven methods applied to four types
of imputed genotype data in simulation study 1A: moderate SNP effects in a hit region
of moderate LD. Each AUC estimate is based on 1000 simulations and is plotted as
mean (dot), 50% CI and 95% CI.
Figure 2.4 plots ROC curves (see Methods) for each of the methods, with single locus
regression applied to complete genotype data and resample-based methods applied to
genotype data with ∼10% missingness that has been multiply imputed (see Methods
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and below). The ROC curve plots the trade-off between power (the proportion of causal
SNPs declared as influential) and false positive rate (FPR; the proportion of non-causal
SNPs declared as influential) when thresholding the SNP scores (logPs or RMIPs) at
different values. The initial ROC is arguably of greater relevance to GWA studies than
the full ROC because it focuses on enrichment of causal signals among the top-scoring
SNPs. A method whose top four SNPs are causal, but which never finds the fifth causal
SNP, is arguably more valuable than one whose top SNPs are non-causal but which
finds all five causal loci among its middle scoring SNPs. Figure 2.4 shows both the full
ROC curve (right) and the initial ROC curve (ie, where FPR ≤ 5%; left). Figure 2.5
plots the area under the curve (AUC) for the initial and full ROC curves for all seven
methods under four conditions: where the available genotype data is complete, or has
∼10% of its genotypes missing but available in hard-, dosage- or multiply- imputed
forms. All point estimates (plotted curves in Figure 2.4 and mean AUCs in Figure 2.5)
are based on averages over the 1000 simulations.
Figure 2.4 shows that single locus regression most powerfully discriminates causal
from non-causal SNPs when the experimenter is prepared to follow up to 10% or more
of the available SNPs, but in scenarios where at most the top 5% of SNPs would
be considered it is dominated by LLARRMA’s permutation selection, and for more
restricted sets it is dominated by complement deviance and oracle SS. We also observe
that pimass and forward selection perform very well in the first third of of the initial
ROC but their performance quickly drops off when compared to LLARRMA. Figure
2.5 echoes these trends. It also shows how the methods perform under different forms of
imputation, although no consistent pattern emerges favoring one form over the others.
2.4.2 Simulation study 1B: moderate LD, small effects
We performed a second set of simulations with a design identical to 1A above except
with smaller SNP effects (odds ratios around 1.25). The results in Figures 2.6 and 2.7
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Figure 2.6: ROC curves for simulation study 1B: small SNP effects in a hit region of
moderate LD. Curves compare the ability of the methods to discriminate causal from
non-causal loci in 1000 simulated case-control data sets. Right plot shows the full
ROC curve; left plot shows a zoomed section focusing on the top-scoring SNPs of each
method.
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Figure 2.7: Area under the ROC curve (AUC) for the methods applied to four types of
imputed genotype data in simulation study 1A: moderate SNP effects in a hit region of
moderate LD. Each AUC estimate is based on 1000 simulations and is plotted as mean
(dot), 50% CI (thick bar) and 95% CI (thin bar).
show that although some of the LLARRMA methods dominate in the first third of the
initial ROC curve, they generally offer little improvement over single locus regression
under these conditions. The poor performance of the oracle SS method is striking.
“Oracle” refers to the fact that an aspect of how these methods were applied required
foreknowledge of the answer: namely, their free parameter λ was set to maximize their
initial AUC. That all of the LLARRMA variants, none of which have the “oracle”
advantage, dominate both oracle SS methods suggests a systematic shortcoming of
stability selection in this setting. Figure 2.8 helps explain the phenomenon. For each
of a representative subset of the 1000 simulations, it plots the value of λ chosen by
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oracle SS (black plus). This λ is then applied to the LASSO paths of all K = 100
subsamples, and hence is “global”, to give the final RMIP scores per SNP. For the
same simulations and subsamples, Figure 2.8 also plots the λ(k) chosen by LLARRMA
“locally” for each subsample k = 1, . . . , K = 100 (gray crosses), with this choice based
on the complement deviance criterion, which maximizes out-of-sample predictions. If
the λ(k) were truly optimal for the LASSO fit to each subsample, then this illustrates
how even the best choice of a global λ would translate to a suboptimal local λ(k) for
most subsamples.
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Figure 2.8: Global choice of penalty parameter λ by oracle stability selection (black
pluses) versus local, per-subsample, choice by LLARRMA complement deviance se-
lection (gray crosses) in 50 representative simulation trials out of 1000 performed for
simulation study 1B.
2.4.3 Simulation study 2: strong LD, small effects
To examine the relative performance of the single and multiple locus methods in a more
challenging setting, we simulated 700 case-control data sets based on the ’58 data, a
region on chromosome 18 containing blocks of strong LD from the GWAS of WTCCC
(2007) (see Methods and Figure 2.1). Each simulated dataset had a complete set of
genotypes and approximately balanced cases and controls. Individual’s outcomes were
influenced by between 1 and 7 causal SNPs of small effect (odds ratios around 1.25),
with 100 simulations devoted to each simulated number of causal loci mq = 1, . . . , 7.
69
0.00 0.02 0.04
0.0
0.1
0.2
0.3
0.4
False Positive Rate
Po
w
e
r
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.2
0.4
0.6
0.8
1.0
False Positive Rate
Po
w
e
r
Procedure
Single Locus Regression: AUC=0.709
LLARRMA: Permutation Selection
LLARRMA: Complement Deviance
Oracle Stability Selection
forward selection
piMASS
Figure 2.9: ROC curves for simulation study 2 with 5 loci: small SNP effects in a
hit region of strong LD. Curves compare the ability of seven methods to discriminate
causal from non-causal loci in 100 simulated case-control data sets. Right plot shows
the full ROC curve; left plot shows a zoomed section focusing on the top-scoring SNPs
of each method.
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Figure 2.10: Area under the ROC curve (AUC) for 7 methods applied to simulated
case-control influenced by 1-7 causal loci in simulation study 2: small SNP effects in a
hit region of strong LD. Each AUC estimate is based on 1000 simulations and is plotted
as mean (dot), 50% CI and 95% CI.
Figure 2.9 shows the initial and full ROC curves from the 100 simulations in which
5 causal loci were simulated. In this high correlation - low signal setting, all forms
of LLARRMA dominate single locus regression in the initial ROC curve, suggesting
an advantage of simultaneously modeling multiple loci in the presence of high LD.
By contrast, both forms of oracle SS equal or underperform single locus regression,
a result similar to that in 1B above, suggesting that this modeling is suboptimal in
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SS. Figure 2.10 summarizes results from all 700 simulation trials and shows the effect
of varying the number of causal loci. With one causal SNP, single locus regression
equals or betters any other method; but as the number of causal SNPs increases, its
advantage over multiple locus methods diminishes. In particular, for four or more loci
the standard LLARRMA methods (permutation selection and complement deviance)
consistently outperform in the initial AUC, whereas the oracle SS methods consistently
underperforms both LLARRMA and single locus regression.
2.5 Discussion
We present a general approach for characterizing frequentist variability in LASSO-
based model choice, LLARRMA, and apply it to a problem for which it should be well
suited: discriminating true from false signals among a set of SNP predictors that are
often highly correlated due to LD. In doing so, we evaluate two criteria for automat-
ically choosing the LASSO penalization parameter λ (permutation and complement
deviance selection), demonstrate potential superiority of local vs global regularization
in subagging (through comparison with stability selection) and propose a natural way
to combine resampling aggregation with multiple imputation to account more compre-
hensively for different sources of variability in model choice.
LLARRMA’s intended use is in focused analyses on hit regions that have been
already identified during whole genome analysis. Rather than replacing single locus
regression, its value lies in what it subsequently adds to that analysis. When there are
few causal SNPs and mild LD, the best LLARRMA methods add little. However, as
shown for the ’58 data (simulations 2B), when there the causal SNPs are many (≥ 4 in
our simulations), applying LLARRMA produces a top set of loci that are enriched for
causal signals relative to logPs from single SNP association. Of our two alternatives
for automatically selecting the penalty λ, we found a slight but consistent advantage of
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permutation selection (modified from Ayers and Cordell, 2010). This could reflect its
discovery-based motivation matching our discovery-oriented evaluation, and does not
preclude complement deviance being superior in predictive settings.
We explored the use of stability selection (SS; Meinshausen and Bu¨hlmann, 2010)
in this context but find it no better than, and usually inferior to, LLARRMA, despite
the fact that our evaluation of SS is based on an optimal calibration of its (unspecified)
penalization parameter. One explanation is that SS’s use of a single global λ for all
subsamples underfits the data, in that it fails to accommodate structural differences
between LASSO paths fit to different subsamples. The local automatic regularization in
LLARRMA implies a different perspective: that λ is a parameter intrinsic to, and only
meaningful in the context of, a single LASSO path on a single (subsampled) realization
of the data. Another factor could be our evaluation scheme: by calculating power and
FPR at different thresholds of RMIP, we (reasonably, in our view) assume that RMIPs
should be comparable across simulated data sets. However, when we threshold instead
on the ranks of the RMIPs within simulated data sets (such that the best RMIP in
trial s = 1 is equivalent to the best RMIP in s = 2), the performance gap between SS
and LLARRMA narrows (data not shown), suggesting SS RMIPs are discriminatory
but their absolute values are less comparable across studies. Lastly, although our
implementation of SS uses subsample proportion φ = 2/3 rather than the original
φ = 1/2 of Meinshausen and Bu¨hlmann (2010), our preliminary studies (not shown)
do not suggest this biases comparisons with LLARRMA.
Alexander and Lange (2011) recently demonstrated SS’s inferiority to single locus
regression for identifying unlinked QTLs in whole genome association (also using data
from WTCCC, 2007). The weakness we identify in SS may help explain that poor
performance. Nonetheless, we believe that to expect SS (or LLARRMA for that matter)
to beat SLR at its own game is not only optimistic, especially given the near-optimality
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of marginal approaches suggested by Fan and Lv (2008), but also distracts from the
potential advantages of multi-predictor shrinkage for disentangling highly correlated
signals in LD blocks following an initial SLR scan.
Multiple imputation is simply accommodated by our resampling scheme, with draws
from an arbitrarily complex imputation algorithm dovetailing naturally with the draw-
ing of each subsample from the full data. However, our results suggest that even
with 10% missing genotypes multiple locus inference is served just as well by simpler
“plug-in” imputation estimates (hard and dosage). Nonetheless, we advocate multiple
imputation where possible because it more comprehensively models imputation uncer-
tainty (among genotypes or other covariates) that could be more pronounced in messier
data sets.
Resample aggregation techniques such as bootstrap aggregation (“bagging”; Breiman,
1996) or subsample aggregation (subagging; Bu¨hlmann and Yu, 2002) have been found
to produce estimates of γ that are more stable than from a single estimation run in
the sense that those estimates have lower frequentist risk under squared error loss
(Bu¨hlmann and Yu, 2002). However, we prefer subagging (as in Valdar et al., 2009;
Meinshausen and Bu¨hlmann, 2010) for two reasons. First, theoretical results in Poli-
tis, Romano and Wolf (1999, p. 47-51) suggest that subsampling is less efficient but
more general than bootstrapping; specifically, that whereas bootstrap methods must
often assume that the estimated statistic is at least locally smooth (which the true
or sampled γ is not), this assumption is not needed for subsampling. Second, resam-
pling individuals with replacement (bootstrapping) poorly approximates variation in
GWAS samples because whereas bootstrapping produces frequent duplicates, observing
multiple individuals with identical genetic composition is typically highly improbable.
Although we describe LLARRMA in the case-control setting using the logistic
model, it is easily extended to the analysis of quantitative traits or any response to
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which the LASSO can be applied. Similarly, although we model under the simplis-
tic assumption of additive effects and no local epistasis, these assumptions could be
relaxed by a more sophisticated specification of locus effects, for example, using the
group LASSO (Yuan and Lin, 2006b; Meier, Geer and Bu¨hlmann, 2008) or a similar
structured penalization scheme.
In summary we describe an approach for characterizing frequentist variability of
model choice in binary data that can be usefully applied to the reprioritization of
SNPs in hit regions of a case-control GWAS. The method uses LASSO local automatic
regularization resample model averaging (LLARRMA) and integrates well with schemes
for imputation of missing data. We provided an implementation of LLARRMA in an
R-package R/llarrma.
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Chapter 3
Generalization of Resample Model
Averaging
In this chapter we will discuss the motivation for generalizing the resample model
averaging (RMA) framework used in LLARRMA (see Chapter 2). Specifically we
will focus on the short comings of the assumed model under which LLARRMA was
designed. In addressing this issue, we will expose other issues related to RMA, and
present a generalized RMA framework which addresses the underlying problems.
3.1 Introduction
Analyses of human genome wide association studies (GWAS) have concentrated on
modeling effects of single loci. Multiple locus alternatives do exist, and they can pro-
duce more robust and powerful results (Wang et al., 2012). Unfortunately, multiple
locus methods are seldom used in practice. These approaches include multiple locus
regression by forward selection (Cordell and Clayton, 2002), Bayesian model selec-
tion (Stephens and Balding, 2009), penalized regression approaches (Malo, Libiger and
Schork, 2008; Cule, Vineis and De Iorio, 2011), and resampling based methods (Valdar
et al., 2012; Alexander and Lange, 2011; Guy, Santago and Langefeld, 2012).
The assumed underlying genetic model can greatly determine the success of GWAS
methods. The statistical modeling of GWAS for complex traits most often assumes that
the effect of the minor allele is strictly additive with respect to its count. Although
additive models are often adequate for modeling, the underling phenotype architecture
may not be additive. Two such underling architectures are dominant alleles and het-
erosis (or overdominance) effects. When the minor allele is dominant, additive models
do not lose much power, but when the major allele is dominant (recessive traits) there
is a great loss in power when considering additive models (Wang et al., 2012; Kim et al.,
2010). In diseases such as Cystic Fibrosis and Phenylketonuria, the heterozygote effect
is indistinguishable from that of the major allele homozygote, i.e., the major allele is
dominant with respect to the minor allele. Many other Mendelian diseases follow this
pattern of a dominant major allele. Heterosis, or an advantage to the heterozygote, can
be found in plants and model organisms (Neale et al., 2008). Although complex traits
have a more complicated genetic architecture than Mendelian diseases, it is reasonable
to expect that some of the loci involved may follow similar dominance or heterosis ef-
fects. Methods under which the assumed genetic model allows for such deviations from
additivity can be more powerful in detecting underline causal variants. Whereas it may
be easy to model more complex models such as dominance for single locus methods (e.g.
Servin and Stephens, 2007; Yeager et al., 2007; Li et al., 2009), multiple locus modeling
can be less straightforward.
When considering these non additive effects, the sample sizes needed to detect the
deviations from additivity are rather important. Recently, GWAS have incorporated
substantially larger sample sizes, which may lead to the ability to better model non-
additive effects. Specifically, due to the nature of genotype probabilities, much larger
samples can be required to detect a dominant minor allele, as the homozygous minor
allele (the only genotype with signal) is a rare genotype for even moderate minor allele
frequencies. While dominant major alleles also require larger sample sizes to detect
76
their deviations from additivity, an additive model is more likely to detect their signals
than the signals of a dominant minor allele.
In Chapter 2 we introduced a resample model averaging (RMA) based method called
LLARRMA for the analysis of human GWAS hit regions. LLARRMA characterizes
sensitivity of locus choice due to sampling variability and provides LASSO shrinkage
that is automatically regularized through either a predictive- or discovery-based cri-
teria. We also introduced a way to use multiple imputation within the resampling to
account for imputation uncertainty, which adds very little computation complexity to
the method. We showed that the reprioritization given by LLARRMA (using either
selection criteria for the LASSO penalty parameter) enriched the top set of loci for
true signals when compared to single locus regressions. We also examined the use of
stability selection (SS; Meinshausen and Bu¨hlmann, 2010) for GWAS hit regions. We
found that LLARRMA dominated the performance of SS; results that are consistent
with Alexander and Lange (2011), who have recently proposed SS for whole GWAS
data rather than hit regions.
The statistical modeling of dominance can introduce complexities that are com-
parable to modeling of rare variants and haplotypes. Specifically, in order to model
dominance, more than one predictor must be included in the model for each locus and
are often highly correlated. This shares some of the complexities of modeling haplo-
types. That is, when modeling haplotypes there will be multiple predictors to model
each haplotype region, and these predictors are often collinear. Furthermore, when we
examine the modeling of dominance, the presence of the homozygous minor allele geno-
type is essential for distinguishing additive from dominant effects. As this genotype is
present at the rate of the square of the minor allele frequency (which quickly becomes
rare for even common variants), its easy to see that dominance predictors present with
similar problems rare variants.
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In this chapter, we propose a generalization of the LLARRMA method of Valdar
et al. (2012), for reprioritizing genetic associations in a hit region of a human GWAS.
We describe a principled extension that allows modeling of non-additive effects such as
dominance. In doing so, we identify two important problems. The first is that when
considering rare predictors (e.g. the dominance predictor or rare variants) with subsam-
pling based RMA, predictors may become monomorphic, reducing the dimensionality
of the data on the subsample. The second issue is that the LASSO penalty does not
properly utilize the additional predictors introduced for modeling more general effects
such as dominance. To address these problems, we propose a modified resampling pro-
cedure based on continuous weights for the subjects, which eliminates the issue from
subsampling. Further, we introduce a group penalty thats combines the multiple pre-
dictors that represent a single locus to better unitize the available information for each
locus. We show that when multiple correlated SNPs are present in a hit region (iden-
tified by for example, standard single locus regression) our generalization produces a
reprioritization that is enriched for true signals.
3.2 Methods
3.2.1 Assumptions and Statistical Model
We start by considering the use of standard linear regression to estimate the effects
of m SNPs (in a hit region) on a quantitative outcome from n individuals. We then
describe statistical approaches to identify a subset of mq SNPs that might be truly
influential. Here we define a “true signal” to be a SNP that most strongly tags an
underlying causal variant, a “background” SNP to be a SNP that is not a true signal,
and an optimal analysis as one that distinguishes true signals from background SNPs
within a hit region. We assume that the hit region has been previously identified by
an initial genomewide scan (using, for example, single locus regression), that the m
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SNPs may be in high LD, and that mq < m < n. Let y = (y1, . . . , yn) be an n-vector
of quantitative responses. Let X to be the n ×m matrix of unphased SNP genotypes
{qq,qQ,QQ} where Q is the minor allele. To define our generalized model which can
model both additive and dominance effects simultaneously, we will consider two data
matrices that are functions of X. Specifically, we define the n × m matrix A by the
count of the minor allele, i.e. SNP genotypes coded as {0, 1, 2} for unphased genotypes
{qq,qQ,QQ}. A is the matrix that incorporates the additive portion of the effects.
We also define the n × m matrix D where dij = I{Xij = qQ}, which incorporates
a deviation from additivity which can detect dominance effects. We note that our
main goal is not to distinguish which loci are additive or dominant, but rather simply
identify which loci are true signals. We then let D = {y,A,D} be the data considered
for modeling. Let N = {1, . . . , n}.
We model the quantitative phenotype of individual i by a linear regression of the
2m predictors as
y = µ1n + A
Tβa + D
Tβd +  , (3.1)
where µ is the intercept, βa,βd are the effects of the m predictors corresponding to
data matrices A,D respectively, and i ∼ N(0, σ) are Gaussian errors.
In a likelihood based model, one may prefer an equivalent model in which each geno-
type is assigned its own effect, i.e. an ANOVA model. When considering a penalized
regression framework, the performance of our proposed model (Eq 3.1) and a penalized
ANOVA can differ. Our tests suggest that our model outperforms the ANOVA model.
We assume that only a subset of the m SNPs have a genuine effect on the response,
and define the corresponding vector of 0-1 inclusions γ = (γ1, . . . , γm) such that γj =
I(βa,j 6= 0 or βd,j 6= 0) which identifies loci having a genuine effect. Variable selection
methods are common ways to infer γ, and to thereby also estimate the identity of the
true signals. The hard estimate γˆ obtained form a single variable selection, although
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potentially consistent, is a statistic of high variance as it fails to capture information
about how sensitive the selections are to sampling variability (Valdar et al., 2012).
We seek to estimate γ in way that incorporates uncertainty in model choice arising
through, for example, potential variability of the selected set due to finite sampling. One
approach for doing this is resample model averaging (RMA; Valdar et al., 2009, 2012).
In RMA, one applies a model selection procedure to repeated resamples of the data,
to simulate potential differences observed in a different sampling, and base subsequent
inference on the aggregate of these results. In Chapter 2 we use a subsampling-based
RMA. Although it is an attractive approach, it can be problematic when dealing with
more rare predictors, such as D here. The presence of the QQ genotype is necessary to
differentiate between A and D. With subsampling based RMA, on a given subsample
a locus may lose any subjects observing QQ, changing the dimensionality of the data.
On such subsamples, we are unable to test for dominance effects at such loci. For loci
with a low enough MAF, one may also lose the ability to infer anything about the
locus if the locus becomes monomorphic on the subsample. To avoid these problems,
we propose a generalization that retains every individual’s information at some level in
the resampled model’s fitting and approaches subsampling in the extreme case.
We considered the use of LASSO penalized regression (Tibshirani, 1996) for variable
selection, as done in LLARRMA (Valdar et al., 2012). Due to the nature of their
definitions, the A and D predictors are always highly correlated with each other. This
is problematic as the LASSO tends to select only one of the predictors for a given locus.
In order to better incorporate the information that is poorly utilized by the LASSO,
we propose to use the group LASSO (Yuan and Lin, 2006a).
3.2.2 Generalized resample model averaging
Rather than obtaining a binary estimate of each γj, we instead seek to estimate its
expectation E(γj) over weighted resamples, hoping to approximate its expectation over
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samples from the population. We start by drawing K random weights w1, . . . ,wK
where wk = (w1k , . . . , wnk) with wik
iid∼ Weighting(·) to be dscussed later. Each weighted
resample comprises data D(k) = {y,A,D,wk}. For each weighted resample k, we apply
a model selection procedure to produce γˆ(D(k)) = γˆ(k), the m-length binary vector of
estimated loci inclusions based on the kth weighted resample. Applying this to K
weighted resamples gives the m×K matrix Γ = [γˆ(1), γˆ(2), · · · , γˆ(K)]. The proportion
of times that the jth predictor is included in the resample based models is given by
R̂MIPj =
1
K
K∑
k=1
γˆ(D(k))j = 1
K
K∑
k=1
γˆ
(k)
j =
1
K
K∑
k=1
Γjk , (3.2)
which we refer to as its resample model inclusion probability (RMIP).
Generalized RMA weights
We propose to model wi,k
iid∼ Weighting(·) where Weighting(·) = U(0, 1). By doing so,
we obtain continuous observation weights that ensure that each observation carries some
weight in the model fitting, ensuring that the dimension of the data remains constant
on each resample. Under this setting, E(1Twk) =
1
2
n, indicating that on average, each
resample uses half of the available data. One may consider the interpretation of wi,k as
the proportion of observation i used in resample k.
To connect the weights, wk, of the generalized RMA to the subsampling based
RMA framework of Valdar et al. (2012), we consider wk
iid∼ Subsampling(φ), where
Subsampling(φ) is a function that returns a n-vector of 0’s and 1’s with φn 1’s. Here,
we consider φ = 1/2 so that the amount of data used on each resample is consistent
with our proposed weighting method.
Our generalization of the discrete subsampling weights to continuous uniform weights
is similar in spirit to how bootstrap weights were generalized to continuous weights in
the Bayesian bootstrap (Rubin, 1981). Specifically, one can represent the bootstrap
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in the generalized RMA setting by using wk
iid∼ Bootstrap(·), where Bootstrap(·) is a
draw from a multinomial distribution with n groups, each equally probable. Under the
bootstrap weights, wi,k ∈ {0, 1, . . . , n} with 1Twk = n. As some weights will be zero on
a given resample, the bootstrap has the same potential issue the data’s dimension may
be reduced when excluding subjects that presented under subsampling. The Bayesian
bootstrap, a generalization the bootstrap, proposed to model wk
iid∼ Dirichlet(1), where
Dirichlet(1) is a uniform dirichlet distribution. The Bayesian bootstrap obtains similar
results to the bootstrap, but would avoids the issues arising from weights of 0 in the
bootstrap.
Selection within a resample using the group-LASSO
The group-LASSO estimates β for subsample k via the minimization
βˆ
grp
(λ;D(k)) = argmin
βa,βd
{
−`(βa,βd;D(k)) + λ
m∑
j=1
√
βa,j
2 + βd,j
2
}
, (3.3)
where ˆβgrp
T
= [βa
T,βd
T], λ is a penalty parameter, and `(βa,βd;D(k)) is the weighted
log-likelihood of βa, βd, and data D(k) given by,
`(βa,βd;D(k)) =
n∑
i=1
wik log(f(βa, βd; yi,xi))
where f(βa, βd; yi,xi) is the Gaussian likelihood. We note that the Gaussian log likeli-
hood may be replaced by the sum of squares for quantitative phenotypes, but we have
presented the material in the likelihood form to show the generality of the procedure.
Also, we note that when a group consists of a single predictor the group LASSO penalty
simplifies to the LASSO penalty, i.e.
√
β2 = |β|. Although our model can account for
various types of effects, as the group LASSO estimate requires that each member of
the group has either a zero or a nonzero coefficient, we are unable to distinguish which
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loci have additive or dominant effects. However, this is not an issue as our main goal
is to identify true loci, not their underling effect types. To arrive a single estimate of
γ, as required for model averaging, we must devise a suitable criterion for choosing
the penalty λ. We propose to identify a value λ(k) specific to weighted resample k (ie,
local) by permutation selection.
Discovery-based selection of λ(k): permutation selection
We continue to use the permutation selection criterion described in Chapter 2. Specifi-
cally, given a weighted resample k, we estimate for a given permutation of the response,
pi(y(k)), the smallest penalty, λ0(pi, k), required to zero out all predictors. We note that
observation weights (and randomization of penalty, see next section) are fixed under
permutations. For each of S permutations pi1, . . . ,piS, the permutation selection λ for
weighted resample k is defined to be
λˆ(k) = median(λ0(pi1, k), λ0(pi2, k), . . . , λ0(piS, k)) . (3.4)
Model selection among highly correlated SNPs: the randomized group-
LASSO
A new generalization of the LASSO, the randomized LASSO, was presented in Mein-
shausen and Bu¨hlmann (2010). Whereas the LASSO penalizes the absolute value of
the coefficients proportional to the penalty λ, the randomized LASSO changes the
penalty of each coefficient to a random value in [λ, λ/α]. The weights of the penalty
are reminiscent of the adaptive LASSO (Zou, 2006), but with the perturbation being
random rather than based on previous estimates. Applying the randomized LASSO
many times (e.g. when used in stability selection or RMA) and considering variables
which are often chosen can be rather powerful.
We have found that the randomized LASSO can be quite useful in the RMA frame-
work, especially among highly correlated data. The LASSO can produce unstable
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estimates when in the presence of highly correlated data, and minor changes in the
data may cause the LASSO to switch included predictors. Although the resampling of
RMA allows us to see how the LASSO performs over a number of slightly different data
realizations, these realizations are conditioned upon the observed sampling (i.e. within
sample variability). When considering highly correlated SNPs, their may only be a few
subjects for which the SNP values differ. When considering such SNPs, it may not
be clear which SNP is clearly the true signal, i.e. an independent second sample may
switch the preferred SNP. The additional perturbations of the randomized LASSO may
allow for the preferred SNP by the LASSO to switch within the observed resampling.
The use of such randomized penalty comes with a tuning parameter which may need
calibration specific to the data.
We follow the motivation of Meinshausen and Bu¨hlmann (2010) and propose a
new generalization of the group LASSO, the randomized group LASSO. Applied to a
subsample k, the randomized group LASSO estimates β as
βˆ
grp
(λ;D(k)) = argmin
βa,βd
{
−`(βa,βd;D(k)) + λ
m∑
j=1
1
Uj
√
βa,j
2 + βd,j
2
}
, (3.5)
where Uj ∼ (α, 1) is a weighting parameter with α ∈ [0, 1]. Uj randomly down-weights
some predictors relative to others. We note that the the randomized group LASSO
can be easily implemented with any group LASSO software by scaling the predictors
within each group by the generated weight Uj. The performance of the randomized
group LASSO is dependent on the value of α used. We calibrate the randomization
parameter based on simulations, see Results.
When using a randomized selection procedure, one must consider more closely the
number of resamples K to run. With the additional variability in the estimation of
β, which is dependent on both α and the distribution used for generating Ui’s, it is
important to perform sufficient resamples to compensate for the additional variability
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in the RMIP. Meinshausen and Bu¨hlmann (2010) proposed to generate Ui’s as either
α or 1 with equal probability for the randomized LASSO. We have found that this
method of generating Ui’s works well with the randomized group LASSO, and hat the
choice of α is robust with respect to the model choice. Our results suggest that 250
resamples is sufficient when using α = 0.7. This is a 2.5 fold increase to the number
of resamples sufficient for RMIPs to converge when using the standard LASSO, i.e. no
randomization (Valdar et al., 2012).
3.2.3 Competing methods
Our RMA generalization of LLARRMA calculates a score (an RMIP) for each SNP in
the identified hit region. We compare the ability of those scores to discriminate true
signals from background SNPs with the SNP scores calculated by two alternatives: the
traditional GWAS approach of single locus regression, and LLARRMA (Valdar et al.,
2012).
Single locus regression
We perform single locus regression with linear regression as used in, for example, PLINK
(Purcell et al., 2007). For each SNP, we fit a single locus dominance model version of
Eq 3.1 and score its − log10 P (“logP”), where P is the p-value from a likelihood ratio
test against an intercept-only model. We also compare with with the additive only
single locus regression model.
LLARRMA
We compare the generalized RMA procedure with the original additive only LLAR-
RMA procedure. We also use the standard LLARRMA procedure with only some of
the generalizations proposed as intermediate steps to our full proposed method, see
Terminology used in the paper for considered variations.
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3.2.4 Terminology used
We describe our decomposition of the proposed generalization of LLARRMA (Valdar
et al., 2012) based on a character abbreviation describing the assumed model and re-
sampling method. Table 3.1 describes this coding. The coding describes the choices
one may make among our generalizations: the type of resampling, the typed of mod-
elable effects, and if locus predictors are to be group for non-additive models. For
example, the simplest RMA procedure used is LLARRMA, a subsampling-based RMA
with an additive only model. We abbreviate this model as LLARRMA-as where the ‘a’
is for additive model and the ‘s’ is for subsampling. Generalizing the additive model
in LLARRMA to account for dominance predictors, still using the LASSO, would be
notated as LLARRMA-das, where the ‘d’ is for the addition of dominance into the
model. To incorporate the sample weighting, we would replace the ‘s’ with a ‘w’, where
‘w’ is for weighted resamples. When considering sample weighting, we may add a ‘g’ to
indicate the use of the group LASSO on the general model which allows for dominance
effects. For example, our full proposed method, weighted resampling RMA with the
group LASSO, would be called LLARRMA-dawg.
Table 3.1: Nomenclature for modeling and resampling procedures used in the paper.
Character Description
s Resampling by subsampling
w Resampling by weighted samples
a Additive effects
d Dominance/Heterosis effects
g ’a’ and ’d’ modeled as a predictor group
3.3 Simulation framework
In order to evaluate the extensions of the LLARRMA framework to incorporate dom-
inance modeling, we consider a variety of settings to test the models. We present two
simulations studies. The first will focus on method performances when considering a
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single effect type, i.e. only additive, only minor allele dominant, etc.. The second con-
siders models which contain a mixture of effect types. The first will focus on a model
which effects are most likely to be additive, while the second will focus on the case
where additive effects are less prevalent.
3.3.1 Simulating Genotypes
We have chosen to simulate data sets using HAPGEN2 (Su, Marchini and Donnelly,
2011) which was developed for generation of SNP data for complex diseases that have
an LD structure mimicking a provided real data set. With the use of HAPGEN2, we
are able to easily generate a new data set for each simulation, allowing us to test on a
wider variety of data sets than if we generated phenotypes based on a single fixed real
data set.
The simulated data set we consider is a HAPGEN2 version of the hit region from
the ’58 data (WTCCC, 2007) used in Valdar et al. (2012). As not all of the SNPs
selected from the ’58data are available from HapMap (Tanaka, 2009); the subset of 386
SNPs of the hit region present in HapMap are used to generate our HAPGEN2 data
set. Each data set will consist of 2500 subjects. The LD of this hit region is displayed
in Fig 3.1.
0 100 200 300 376
SNPs
Hapgen2 Data
LD:r2
0.0
0.5
1.0
Figure 3.1: LD structure of the HAPGEN2 data sets used in the simulations. Shading
indicates pairwise LD between SNPs, ranging from white (r2 = 0) to black (r2 = 1).
3.3.2 Simulation study 1: preliminary model comparisons
When extending the RMA model to detect dominance in the model we want to compare
how the extended model will fair in multiple different settings. Each sub-simulation is
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performed to evaluate how each method compares when used on a model with only a
single type of effect.
Placement of true loci
The location of the true loci for the simulation sub-studies will be chosen at random,
with a restriction on the minor allele frequencies (MAF) of the selected loci. The MAF
of true signal SNPs has been restricted to be at least 0.1 to ensure sufficient signal is
present to detect dominant effects.
Simulating phenotypes
Phenotypes are simulated based on the regression model given by Eq 3.1. Given a set of
true SNPs with genotypes Xq with corresponding model predictors Aq and Dq and their
corresponding effects βa,q and βd,q, we first calculate individuals expected phenotype
yi = Aq
Tβa,q + Dq
Tβd,q, and then add a Gaussian error ei ∼ N(0, σ) to obtain the
individual’s observed phenotype, where σ is chosen to obtain the desired signal to
noise ratio (SNR) of 1/4, where SNR =
√
[βa,βd]
T var([A,D])[βa,βd]
σ
. This corresponds to
the region explaining 5.8% of the phenotypes variability, which is comparable to the
observed variability explained within hit regions in Warren et al. (2012) and Dastani
et al. (2012).
Simulation substudies: generation of model effects
The simulations are broken into 5 sub-simulations in order to investigate how each
model performs in each of the specific settings. For each sub-simulation we will consider
5 true loci with effects β?q generated as N(1.35(−1)νj , 0.022) with νj ∼ Bernoulli(0.5).
Each sub-simulation will emphasize a different combination of βa and βd as a function
of β?q to consider additive only, heterosis, and general dominant effects. Table 3.2
summarizes the settings for each sub-simulation.
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Table 3.2: Summary of the sub-simulation models where β?q ∼ N(1.35(−1)νj , 0.022)
with νj ∼ Bernoulli(0.5), α is chosen randomly from {0.5, 0.75, 1, 1.25}, and υj ∼
Bernoulli(0.5).
Substudy Model Additive predictor Dominant predictor
1A Additive βa,q = β
?
q βd,q = 0
1B Minor Allele Dominant βa,q = β
?
q βd,q = βa,q
1C Major Allele Dominant βa,q = β
?
q βd,q = −βa,q
1D Heterosis βa,q = 0 βd,q = β
?
q
1E General Dominant βa,q = β
?
q βd,q = α(−1)υjβa,q
3.3.3 Simulation study 2: general predictors
For our second simulation study, we will consider a general setting that will be a mixture
of the effects tested in simulation study 1. Specifically we will consider a combination
of simulation 1A, 1D, and 1E; as the settings of 1B and 1C are special cases of 1D.
Let (ma,md,mh) be the number of true additive, dominant, and heterosis effects in
the model respectively. We propose to model (ma,md,mh) ∼ Multinomial(5, pa, pd, ph)
where pa, pd, and ph are the probabilities of a true locus being additive, dominant, and
heterosis effects respectively. Under this model, we can characterize the simulation
1 sub-studies by explicitly setting two of the three probabilities to zero. Thus, we
have a natural extension of the simple sub-studies to a more general simulation. We
propose two simulation settings. The first models (ma,md,mh) ∼ Multinomial(5, pa =
.6, pd = .3, ph = .1), which deviates slightly from the standard complex trait analysis
assumption by allowing some effects to differ from additivity. In the second setting,
we model (ma,md,mh) ∼ Multinomial(5, pa = .3, pd = .6, ph = .1), which emphasizes a
more extreme view where the non additive effects are most prevalent.
3.3.4 Computation
All analyses were performed in R (R Development Core Team, 2010), with the glmnet
package (Friedman, Hastie and Tibshirani, 2010) used for fitting LASSO models and
the grplasso package (Meier, 2009) for group LASSO models.
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3.4 Results
3.4.1 Calibrating the randomization penalty
We explore the use of RMA under two types of penalties: standard penalty, i.e. under
constant penalization, and ‘randomized’ penalty, i.e. under random perturbation of
the predictors’ penalization. The purpose of the randomized penalty is to perturb the
level of penalization on individual predictors to address the ‘instability’ of the LASSO
or group LASSO with highly correlated predictors. The degree of perturbation is con-
trolled by the randomization parameter α. In the paper that introduces the randomized
LASSO, Meinshausen and Bu¨hlmann (2010) advocated choosing α ∈ [0.2, 0.8], stating
that there was little change in the performance of the procedure within this region.
Although our findings based on the full AUC are consistent with their findings, we
found that the performance based on initial AUC differs based on the value of α. We
also found that the choice of randomization parameter α is dependent on the data’s
correlation structure; how the random perturbation of predictor penalties effects a
method may depend on the relationship between the variables (i.e. correlation or LD).
We have found that under simulations of SNP hit regions based on our data choosing
α ∈ [0.6, 0.8] gave optimal performance based on initial AUC, and so we set α = 0.7
throughout.
3.4.2 An Example Simulation
Figure 3.2 plots SNP location against SNP-score for select methods in an example sim-
ulation. True signal SNPs are plotted as black crosses and the remaining (background)
SNPs as gray dots. In single-locus regression (Figure 3.2A), SNPs are scored as -log10
P (logP; see Methods). Although the true signals between 150 and 200 tend to attract
higher scores, so do many of the backgrounds SNPs, giving rise to a cloud of association
that is characteristic of many hit regions in real GWAS. The remaining methods (3.2
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B–D) report inclusion probabilities (RMIPs) for each SNP. Figure 3.2B displays the
standard LLARRMA (Chapter 2) output. Figure 3.2C displays the output of LLAR-
RMA when including the weighted resamples and group LASSO generalizations we
propose. Figure 3.2D incorporates the calibrated randomized group LASSO. In this
example, all RMA based methods are enriched for true signals when compared with
single-locus regression. We observe that our proposed generalizations further enrich
the output from standard LLARRMA.
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Figure 3.2: Results of four methods applied to an example dataset from simulation
study 2B. Plots show SNP score (logP or RMIP) against SNP location in the Hapgen2
data, with true signal SNPs in black (additive effect) and red (non-additive effect) and
background SNPs in gray.
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3.4.3 Simulation study 1: individual effect types
To examine the relative performance of the single and multiple locus methods, we
simulated 500 data sets based on the Hapgen2 data (see Methods and Figure 2.1). Each
simulated dataset had a complete set of genotypes for 2500 individuals. Their outcomes
were influenced by 5 true SNPs of moderate effects (SNR=1/4 or 5.8% of variability
explained), with 500 simulations devoted to each type of true signals from Methods.
For each simulation we tested three different analysis methods with varying model
types (additive or dominant) that each produced a score per SNP. Our subsequent
comparisons of those methods were based on how well their scores discriminated the five
true signal SNPs from the background SNPs. All LLARRMA-based methods (i.e., all
except single locus regression) used K = 250 resamples and both their standard versions
(i.e. LASSO and group LASSO) and their randomized versions (i.e. randomized LASSO
and randomized group LASSO).
Results from 500 simulations
Figure 3.3 plots ROC curves (see Methods) for each method in each sub-setting. The
ROC curve plots the trade-off between power (the proportion of true signals declared
as influential) and FPR (the proportion of background SNPs declared as influential)
when thresholding the SNP scores (logPs or RMIPs). The initial ROC is arguably of
greater relevance to GWAS because it focuses on enrichment of true signals among the
top-scoring SNPs. A method whose top four SNPs are true signals, but which never
finds the fifth true signal SNP, is arguably more valuable than one whose top SNPs are
false but which finds all five true signals among its middle scoring SNPs (Chapter 2).
Figure 3.3 shows both the full ROC curve and the initial ROC curve for each substudy.
Figure 3.3 focuses on the difference between LLARRMA-s and LLARRMA-w proce-
dures. Although there are some apparent advantage to the LLARRMA-w variations
based on visual comparisons, examining the AUCs emphasizes the improvements. The
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use of the randomized version of the LASSO and group LASSO consistently improves
performance, as can be seen in Table 3.3. Table 3.3 displays the mean percent of
initial AUCs from simulation study 1 with the best AUC for each substudy bolded.
Within both the standard and randomized procedures, we observe a slight advantage
to weighted resampling over subsampling, and see that there is an advantage to the
randomized procedures for each RMA variation. This suggests that both the use of
weighted resampling and the randomized group LASSO have an advantage over stan-
dard RMA procedure. The results also suggest strong advantages to simultaneously
modeling multiple loci in the presence of high LD.
Table 3.3: Mean percent of maximum initial AUC for simulation study 1. All standard
errors are less than 0.94. Bold indicates the best method for each model and any
methods statistically the same as the best method. Underlined indicates the best
method excluding randomized procedures and any methods statistically the same as
the best non-radomized method.
Single locus LLARRMA
Simulated regression Standard Penalization
Model -a -da -as -das -aw -daw -dawg
Additive 16.1 16.1 61.7 63.1 61.4 62.7 60.9
Minor Dom. 14.9 16.8 48.2 52.6 48.7 52.9 54.4
Major Dom. 19.9 20.5 46.5 51.6 46.8 53.4 58.0
Heterosis 14.9 17.8 49.4 54.8 49.0 54.6 56.7
General Dom. 11.8 19.3 41.2 77.4 41.6 75.8 75.6
Single locus LLARRMA
Simulated regression Randomized Penalization
Model -a -da -as -das -aw -daw -dawg
Additive 16.8 16.8 63.2 64.1 63.6 64.4 63.2
Minor Dom. 15.3 16.9 50.5 54.1 51.1 54.9 57.5
Major Dom. 19.8 20.4 48.0 51.9 48.9 54.5 59.8
Heterosis 14.6 17.6 51.4 55.9 51.3 56.0 58.9
General Dom. 11.3 17.9 43.3 77.6 43.8 77.6 78.3
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Figure 3.3: Initial and full ROC curves for simulations study 1’s 5 sub-studies. We
observe an overwhelming difference between the single locus and multiple locus methods
in all situations. We observe consistently that LLARRMA-w procedures perform at
least as well as there LLARRMA-s counterparts.
Comparing SL and RMA SNP ranking for General Dominance
Figure 3.4 plots SL rank against RMA based method’s rank of the 5 true signals in
each of the 500 simulations in study 1E. True signals are plotted based on their sig-
nificance based on SL logP’s: genome wide significant (logP ≥ 8; green), marginal
significance (orange), not significant ( logP ≤ 4; red). We observe that RMA meth-
ods are able to identify a significant number of true signals that failed to reach even
marginal significance based on SL scans. We observe that our generalizations of
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LLARRMA (LLARRMA-dawg) has improved performance from standard LLARRMA
(LLARRMA-a). We also observe a large improvement with the addition of the ran-
domized group LASSO (randomized LLARRMA-dawg).
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SL − a vs. randomized LLARRMA − dawg
Rank by single locus
0 100 200 300 376
(worst) (best)
93 + 44 + 116 = 253
LLARRMA missed
1160 + 215 + 307 = 1682
LLARRMA > SL
562 + 3 + 0 = 565
SL > LLARRMA
Not Significant   Locally Significant   Genome−wide Significant
Significance of True Signals based on Single Locus Regression
Figure 3.4: Ranking of 2500 true signals from study 1E by single locus regression (SL)
vs by LLARRMA-based method (RMA). Colors based on SL significance; genome wide
significant (logP ≥ 8; green), marginal significance (orange), not significant ( logP ≤ 4;
red).
To further compare how each method compares at finding true signals, we calculate
the average number of SNPs that must be examined to find the true signals for each
method. Figure 3.5 plots the average number of SNPs that must be examined to find the
first, second, third, fourth, and fifth true signal in simulation 1E. We observe very little
difference when considering only the first true signal, but single locus regression quickly
takes significantly more SNPs to find the second SNP than RMA based methods. We
observe a consistent improvement from methods which allow for dominance effects. The
performance between corresponding subsampling based and weighted resampling based
methods appear very similar, indicating that the technical motivated generalization of
weighted resampling has little effect on performance.
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Figure 3.5: The average number of SNPs that must be examined to find the first,
second, third, fourth, and fifth true signal in simulation 1E. Dotted gray line indicates
5% of the SNPs in the hit region.
3.4.4 Simulation study 2: general effects
We simulated 500 datasets from HAPGEN2 for each setting. Each dataset is influenced
by 5 true loci with moderate SNP effects (SNR=1/4 or 5.8% of variability explained).
The number of additive, general dominant, and heterosis predictors (ma,md and mh
respectively) followed a Multinomial(5, pa, pd, ph) distribution where for study 2A we
select parameter values that focus on mostly additive effects. In study 2B, we adjust
the parameters so that the effects are more focused on non-additive effects.
Results from 500 simulations from study 2A
Figure 3.6A plots the initial and full ROC curves from the 100 simulations in which
the 5 causal loci were characterized by a Multinomial(5, pa = 0.6, pd = 0.3, ph = 0.1)
distribution. We observe all forms of randomized LLARRMA dominate single locus
regression in the initial ROC curve, suggesting an advantage of simultaneously modeling
multiple loci in the presence of high LD. We also notice that the dominant models are
superior to additive only models, which is consistent with the findings from simulation
study 1. The findings are also consistent with study 1 in that the LLARRMA-dawg
outperformed all methods in the initial ROC.
96
Po
w
e
r
FPR
0.00 0.02 0.04
0.0
0.2
0.4
0.6
0.8
A) Study 2A (mostly additive)
Po
w
e
r
FPR
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.2
0.4
0.6
0.8
1.0
Po
w
e
r
FPR
0.00 0.02 0.04
0.0
0.2
0.4
0.6
0.8
B) Study 2B (mostly non−additive)
Po
w
e
r
FPR
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.2
0.4
0.6
0.8
1.0
Procedure
Single Locus − a
Single Locus − da
LLARRMA − as
LLARRMA − das
LLARRMA − aw
LLARRMA − daw
LLARRMA − dawg
Figure 3.6: Initial and full ROC curves for simulations study 2A (pa = 0.6, pd = 0.3,
and ph = 0.1) and 2B (pa = 0.3, pd = 0.6, ph = 0.1). All LLARRMA procedures are
using their randomized penalties.
Results from 500 simulations from study 2B
Figure 3.6B plots the initial and full ROC curves from the 500 simulations in which
the 5 causal loci were characterized by a Multinomial(5, pa = 0.3, pd = 0.6, ph = 0.1)
distribution. In this setting, we see a similar trend to that of simulation study 1 and
simulation study 2A.
Table 3.4 displays the mean initial AUC from simulations studies 2A and 2B. We
observe a clear advantage of the randomized LLARRMA-dawg procedure proposed
here over all other methods in each setting. The results are consistent with those of
simulation study 1 in that the further from additive the true model is, the greater the
advantage LLARRMA-dawg (or randomized LLARRMA-dawg) has.
3.5 Theory: Bounds on false positives
This section discusses the modification of a bound on the expected number of false
positives for stability selection (Meinshausen and Bu¨hlmann, 2010). Before discussing
our theorems, consider more formal definitions of previously used terminology. Consider
vector valued data z1, . . . , zn which can be taken to be a realization of IID random
elements Z1, . . . ,Zn ∈ Rp. Assume that some of the components of Zi are ‘signal
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Table 3.4: Mean percent of total initial AUC for simulation study 2, where in 2A the
true signals effect types are sampled from a Multinomial(5, pa = 0.6, pd = 0.3, ph = 0.1)
and 2B from a Multinomial(5, pa = 0.3, pd = 0.6, ph = 0.1) distribution. All standard
errors are less than 0.92. Bold indicates the best method for each model and any
methods statistically the same as the best method. Underlined indicates the best
method excluding randomized procedures and any methods statistically the same as
the best non-radomized method.
Single locus LLARRMA
Simulated regression Standard Penalization
Model -a -da -as -das -aw -daw -dawg
Mostly add. (2A) 15.6 16.8 54.9 61.0 54.9 60.6 60.7
Mostly non-add. (2B) 14.6 16.5 51.9 59.7 52.0 59.9 59.6
Single locus LLARRMA
Simulated regression Randomized Penalization
Model -a -da -as -das -aw -daw -dawg
Mostly add. (2A) 15.6 16.8 56.9 62.4 57.5 62.7 63.3
Mostly non-add. (2B) 14.6 16.5 54.1 61.3 54.5 61.9 62.9
variables’, and the others are ‘noise variables’. Formally, define the set S ⊆ {1, . . . , p}
and the set N = {1, . . . , p}\S to be the ‘signal’ and ‘noise’ variables respectively.
Definition 1 (Variable selection procedure). A variable selection procedure is a statistic
Sˆn = Sˆn(Z1, . . . ,Zn) taking values in the set of all subsets of {1, . . . , p}. Consider Sˆn
as an estimate of S. Further, define the expected number of variables included by Sˆn as
qn = E(|Sˆn|).
Definition 2 (Weighted variable selection procedure). A weighted variable selection
procedure is a variable selection procedure that is capable of accepting a set of observation
weights, W = {w1, . . . , wn}. Formally, it is a statistic Sˆn,w = Sˆn,w(Z1, . . . , Zn,W)
taking values in the set of all subsets of {1, . . . , p}. Consider Sˆn,w as an estimate of S.
Further, define the expected number of variables included by Sˆn,w as qn = E(|Sˆn,w|).
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Definition 3 (Model Inclusion Probability (MIP)). We define the MIP of a variable
index k ∈ {1, . . . , p} under Sˆn (or Sˆn,w) as
Πk,n = P (k ∈ Sˆn).
Note that we will assume that n is fixed based on the sample, and that w is clearly
defined based on the assumed weighting function and will drop the n and w subscripts
from here on out except for where they are clearly needed.
Definition 4 (Generalized Resample Model Averaging (RMA)). Let {Wb : b = 1, . . . , B}
be a set of randomly chosen independent weights such that Wb ∈ [0, 1]n is from a
weighting function with E(Wb) =
1
2
1 for all b. Consider a weighted variable selection
procedure Sˆ. For τ ∈ [0, 1], the generalized RMA version of Sˆ is SˆRMAτ = {k : Πˆk ≥ τ},
where
Πˆk =
1
B
B∑
b=1
I{k∈Sˆ(Z,Wb)}
Definition 5 (Complement weight). The complement to a weight W ∈ [0, 1]n is defined
to be 1−W.
Definition 6 (Simultaneous selection probability). Let {Wb : b = 1, . . . , B} be ran-
domly chosen independent weights such that Wb ∈ [0, 1]n with E(Wb) = 121 for all b.
Let {W?b : b = 1, . . . , B} be the set of complement weights to Wb, i.e., W?b = 1−Wb.
For τ ∈ [0, 1], the simultaneous selection version of Sˆ is Sˆsimultτ = {k : Πˆsimultk ≥ τ},
where
Πˆsimultk =
1
B
B∑
b=1
I{k∈Sˆ(Z,Wb)}I{k∈Sˆ(Z,W?b )}
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Results for RMA
With the notation defined above, we can now state the theorem for the bound of the
expected number of falsely selected variables under an RMA procedure (i.e. generalized
RMA with subsample weighting).
Theorem 3.1 (Error Control for Resample Model Averaging). Assume that the weight-
ing function in the generalized Resample Model Averaging algorithm is the subsam-
pling(.5) function and that the distribution of {I{k∈Sˆ}, k ∈ N} is exchangeable. Suppose
that the selection procedure is not worse than random guessing, i.e.,
E(|S ∩ Sˆ|)
E(|N ∩ Sˆ|) ≥
|S|
|N | .
Let q = E(|Sˆ|) be the average number of variables selected on a given resample. Then,
the expected number of falsely selected variables, V , with RMIP ≥ pithr ∈ (12 , 1) is
bounded by
E(V ) ≤ 1
2pithr − 1
q2
p
.
We have thus established the analogous bound from stability selection for the more
general RMA framework. This bound, like with that for SS’s bound, is very general and
will hold for any variable selection procedure that is better than random guessing. In
many cases, e.g. permutation selection in LLARRMA, the variable selection method
is substantially better than random guessing. This results in a bound that is too
liberal. When we are able to establish how much better than random guessing a variable
selection method is, we are able to obtain the improved bound stated below.
Theorem 3.2 (Improved Error Control for Resample Model Averaging). Assume that
the weighting function in the generalized Resample Model Averaging algorithm is the
subsampling(.5) function and that the distribution of {I{k∈Sˆ}, k ∈ N} is exchangeable.
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Suppose that the selection procedure is not worse than γ times random guessing, i.e.,
E(|S ∩ Sˆ|)
E(|N ∩ Sˆ|) ≥ γ
|S|
|N | .
Let q = E(|Sˆ|) be the average number of variables selected on a given resample. Then,
the expected number of falsely selected variables, V , with RMIP ≥ pithr ∈ (12 , 1) is
bounded by
E(V ) ≤ 1
2pithr − 1
q2p
(p+ (γ − 1)|S|)2 .
The amount that the result above is able to improve on the original bound is depen-
dent on two things. These are γ (how much better than random guessing the variable
selection method is) and the number of true variables. We can assume that |S| ≥ 1 in
our setting as we assume that the regions we analyze have been preselected as regions
with multiple loci associated with the response. The better we are able to estimate
the number of true signals present, the more we are able to improve the bound. In
practice, it may be easy to get a low bound on the number of true signals, but a good
estimation of γ may be difficult.
Results for generalized RMA
Under the more general setting described in this chapter, it is not possible to obtain the
same theoretical bound for generalized RMA which uses the LASSO under the same
assumptions. Considering a general weighting function loses some of the nice properties
that we had under subsampling weights. Specifically, the proofs of Theorem 3.1 and
3.2 (See Appendix A) utilize the conditional independence of the subsample and com-
plement sample conditioned on the observed data. Under a general weighting function,
without further assumptions, and obtains the following bound given by Theorem 3.3.
Theorem 3.3 (Error Control for Generalized Resample Model Averaging). Assume a
symmetric weighting function in the generalized Resample Model Averaging algorithm
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and that the distribution of {I{k∈Sˆ}, k ∈ N} is exchangeable. Suppose that the selection
procedure is not worse than γ times random guessing, i.e.,
E(|S ∩ Sˆ|)
E(|N ∩ Sˆ|) ≥ γ
|S|
|N | .
Let q = E(|Sˆ|) be the average number of variables selected on a given resample. The
expected number of falsely selected variables, V , with RMIP ≥ pithr ∈ (12 , 1) is bounded
by
E(V ) ≤ 1
2pithr − 1
pq
(p+ (γ − 1)|S|) .
The bound established in Theorem 3.3 is essentially the most liberal bound. We
would like to be able to further improve the bound. By making the further assumption
that the variable selection procedure used has a monotonicity property of inclusion of
null variables with the respect to the weights varying (i.e., the function I{k∈Sˆ(Z,W)} is
monotone with respect to W for a null variable k), one can appeal to a covariance
type inequality to obtain the bound we obtained under subsampling. In general, the
LASSO does not satisfy this property. An example of a procedure that would meet
this requirement is the LASSO applied to independent data. The bound for generalized
RMA with a monotone selection procedure in Theorem 3.4.
Theorem 3.4 (Error Control for Generalized Resample Model Averaging with a mono-
tone selection procedure). Assume a symmetric weighting function in the generalized
Resample Model Averaging algorithm using a monotone selection procedure and that the
distribution of {I{k∈Sˆ}, k ∈ N} is exchangeable. Suppose that the selection procedure is
not worse than γ times random guessing, i.e.,
E(|S ∩ Sˆ|)
E(|N ∩ Sˆ|) ≥ γ
|S|
|N | .
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Let q = E(|Sˆ|) be the average number of variables selected on a given resample. Then
the expected number of falsely selected variables, V , with RMIP ≥ pithr ∈ (12 , 1) is
bounded by pithr ∈ (12 , 1) by
E(V ) ≤ 1
2pithr − 1
pq2
(p+ (γ − 1)|S|)2 .
3.6 Discussion
We present general extensions of previous RMA works for characterizing frequentist
variability in model selection and apply them to a well suited problem, discriminating
true signals from false signals among a set of SNPs that are often highly correlated.
Single locus methods often fail to discriminate true signals from background noise in
hit regions of high LD. We re-emphasize that that multiple locus based procedures, e.g.
RMA, outperform single locus regression in this setting (Valdar et al., 2012). While
doing so, we also describe inadequacies of additive only genetic models. Specifically, we
extend the genetic model to include the ability to modeling more general genetic effects
such as dominance. We propose the group LASSO for variable selection on a locus
level when considering the more general model, and lose little performance when the
true model is in fact additive. In doing so, we exposed a technical issue of subsampling
based RMA; when considering rarer predictors such as the dominance predictor here,
or more generally rare variants themselves, a predictor may become monomorphic as a
result of the subsampling. To address this issue, we replace subsampling with weighted
resampling.
The use of weighted resampling results in a more robust procedure. Rare predic-
tors, e.g. dominance predictors or rare variants, can be problematic for subsampling
as the subsampling can unintentionally remove predictors if they become monomor-
phic (i.e., a predictor or locus becomes constant, providing no useful information to
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the model) on a given subsample. The generalization to weighted resamples gives each
subject some weight in the fitting of each resample, ensuring that no predictor becomes
monomorphic. We observe that in a setting where it is unlikely for subsampling to ob-
serve monomorphic predictors (e.g. when considering an additive model without rare
variants) that the weighted resampling has nearly identical performance. When consid-
ering the more general model (e.g. allowing dominance predictors) we observe a slight
increase in overall performance when using weighted resampling. This generalization
is similar in spirit to how the Bayesian bootstrap generalizes the standard bootstrap
(Rubin, 1981). That is, our weighted resampling generalizes the corresponding discrete
0 or 1 weights of subsampling to continuous weights in the same way the Bayesian
bootstrap generalizes the discrete multinomial weights of a bootstrap to a continuos
dirichlet weight. The Bayesian bootstrap is a specific example of the weighted likeli-
hood bootstrap (Newton and Raftery, 1994), which was shown to provide a sampling
distribution of the statistic of interest that at least has the correct first moment. Our
proposed weighting distribution may also be represented under the weighted likelihood
bootstrap formulation. We observe that when considering the simple example of esti-
mating the sample mean, our proposed weighting results in a sampling distribution of
the sample mean that is consistent with the use of subsampling or the bootstrap.
When considering weights wi,k ∈ [0, 1], the choice of weighting(·)=subsampling(φ)
provides one extreme of the values that the weights can take (i.e., weights wi,k ∈ {0, 1}).
The other extreme would be to consider a function for weighting(·)that returns the same
weight for each observation, which would be consistent with not resampling and just
fitting the model on the entire data set once. Our choice of weighting(·) =U(0,1)
provides a natural midpoint between the two extremes one may use for their weights.
The assumption of only additive SNP effect has been an effective statistical simplifi-
cation of a more complex genetic model. If the underling genetic model is not additive,
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the ability to model dominant effects, or some deviation from the additive effect at
the heterozygote, can increase power to detect true signals. We generalize the additive
only model of our previous work, LLARRMA (Valdar et al., 2012), to include addi-
tional predictors which allow us to model more general SNP effects such as dominance.
We observed that the generalization of the model does not hinder performance when
the underling model is additive. When the underlying model differs from additivity,
we observe a significant increase in performance when considering the more general
model. When extending the additive genetic model of our previous work to model
more complex genetic effects, we found the group LASSO to be an intuitive modifica-
tion for variable selection. By grouping all model predictors for a single locus together,
the group LASSO allows us to address our main goal, to identify which loci have true
associations with the phenotype. Unfortunately, the group LASSO does not allow for
the distinction between additive and dominant effects. It may be possible to modify
the group LASSO penalty in order to distinguish between additive and dominant loci
effects.
Our findings suggest that when using a RMA based procedures, the use of the
randomized penalties (i.e the randomized group LASSO or LASSO) improves the RMA
procedure’s ability to discriminate true signals from background SNPs. We show that
randomized penalties can to be quite powerful for correlated data when incorporated
with resampling. The randomized group LASSO (or LASSO) is highly dependent on
both the value of the randomization parameter α, and may require calibration of α. In
our calibration, we found that the value of α had little effect on the performance when
we considered the full AUC. This was consistent with the findings of Meinshausen and
Bu¨hlmann (2010) who advocated choosing α ∈ [0.2, 0.8] for the randomized LASSO,
stating that there was little change in the performance of the procedure within this
region. What found that the value of α does have a larger impact on the initial AUC.
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Specifically, as we decreased α past a point, the average initial AUC decreases past
the AUC which you would have obtained if you had not used the randomized version.
Our calibrations found that α ∈ [0.6, 0.8] had similar performance with the maximum
average initial AUC when α = 0.7. Further examination is still needed to see how
far these values may generalize. We have also found that the randomized procedure
requires a larger number of resamples for convergence of the RMIP estimates.
Resample aggregation techniques such as bootstrap aggregation (“bagging”; Breiman,
1996) or subsample aggregation (subagging; Bu¨hlmann and Yu, 2002) have been found
to produce estimates of γ that are more stable than estimates obtained from a single
model selection. Specifically, the aggregation estimates have lower frequentist risk un-
der squared error loss (Bu¨hlmann and Yu, 2002). The addition of a RMA-w option, a
bagging based approach, within the resample model averaging framework (Valdar et al.,
2012) gives option of using either a bagging or subagging based resampling approach
when a particular problem may be more suited for one method, such as using RMA-w
when considering dominance or rare alleles.
Although we describe LLARRMA-dawg in the quantitative setting of a linear model,
it is easily extended to logistic regression for case/control phenotypes, or any generalized
linear model for which the LASSO or group LASSO may be applied. Similarly, while we
described how the group LASSO may be incorporated to expand the scope of additive
SNP effects to dominant effects, a similar modification may be done to examine local
haplotype effects.
In summary, we describe multiple modifications to RMA for characterizing frequen-
tist variability of model choice that can be usefully applied to SNPs in hit regions of a
GWAS. The authors will provide an implementation of the proposed modifications to
LLARRMA in the R-package R/llarrma as soon as is practicable.
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Chapter 4
Adjusting Generalized RMA for
model organisms
In this chapter we discuss how the group LASSO based generalized RMA framework
developed in Chapter 3 can be easily modified for other applications for which locus
effects require multiple predictors. Specifically, we will focus on the use of the haplo-
types of a population’s founders to identify loci that are associated with a phenotype
within outbred crosses such as the Diversity Outbred (DO) or Heterogeneous Stock
(HS) populations.
While association studies in model organisms allow for much stronger control of the
genetics and experimental designs, they still have many of the issues we have discussed
in the human setting. The most important to emphasize is that loci predictors are
still highly confounded by LD, which results in highly confounded logP values when
considering in standard single locus methods. Thus, there is also a great need for
multiple locus methods that are less confounded by LD such as LLARRMA-haplo,
described here.
4.1 Introduction
A number of experimental strategies have been proposed for association mapping of
complex traits in model organisms. Many involve the use of highly recombinant popu-
lations derived from inbred lines. Examples of such populations are advanced intercross
lines (AILs; proposed by Darvasi and Soller, 1995), where a pair of inbred founders are
intercrossed for three or more generations, and heterogeneous stocks (HS; Demarest
et al., 1999), where a number, usually eight, of inbred strains are intercrossed for many
generations. The Diversity outbreed (DO; Svenson et al., 2012) population has been
developed recently in mice based on collaborative cross (CC) founders, which resemble
the HS in breeding structures. In theory, these strategies can achieve much higher-
resolution mapping than that obtainable in standard inbred strain crosses. One such
reason is that they accumulate a greater density of recombinations, allowing for a more
fine mapping of the founders. An issue that presents in outbred populations is that the
individuals in the population are related to some level, which often violates standard
mapping techniques that may be applied to independent subjects. Further, because
the markers used for genotyping will have fewer alleles than the number of haplotypes
in the cross, individual markers typically do not unambiguously identify the underlying
strain haplotype. In particular, unless all variants are genotyped, QTL will be missed
by single-marker association analysis (Mott et al., 2000).
These highly recombinant structured experimental populations resemble those found
in plant and animal breeding, where one common approach is to model the relatedness
through variance components parameterized by the kinship matrix (Valdar et al., 2009).
Specifically, the effects of a single locus are estimated simultaneously with one or more
random intercept whose expected correlation structure is fixed given the pedigree (or
realized genotypes) and that models the effects of overall genetic relatedness to account
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for effects from the rest of the genome (Kennedy, Quinton and Vanarendonk, 1992; Jan-
nink, Bink and Jansen, 2001; Zhao et al., 2007). Such approaches are applicable to HS,
DO, and AIL populations, and reduce the false positive rate by reducing the effects
and significance of loci that are predictive of family structure. This type of approach
has been taken by two popular methods: Efficient Mixed-Model Association (EMMA)
(Kang et al., 2008) and QTLRel (Cheng et al., 2011). EMMA was proposed as an
efficient exact procedure that corrects for population structure and genetic relatedness
in model organism association mapping during a period where it was not computation-
ally efficient to use linear mixed effect models. While this was a great improvement,
the EMMA algorithm was still computationally infeasible for large data sets because
the variance components parameters are estimated for each marker (i.e., an exact so-
lution). A new implementation of the algorithm called EMMAX (Kang et al., 2010)
makes the simplifying assumption that because the effect of any given SNP on the trait
is normally small, the variance parameters only need to be estimated once for the entire
dataset, resulting in an approximate solution. This change sacrificed the exact solution
calculation from EMMA for a feasible computation time. QTLRel (Cheng et al., 2011)
is a more recent software which was developed to quickly perform genomewide scans,
using a similar technique to EMMAX, with the potential of multiple random effects.
Although single locus polygenic based methods have been useful, as complex traits
are affected by multiple functional loci, a multiple locus association method would
be preferred (Ayers and Cordell, 2010). To identify the important loci within the
multiple locus model, variable selection or regularization of the predictors is required
(e.g., Sillanpa¨a¨ and Bhattacharjee, 2005; Hoggart et al., 2008; O’Hara and Sillanpa¨a¨,
2009; Wu et al., 2009; Ayers and Cordell, 2010; Cho et al., 2010). The polygenic
aspect of the model for both the distant (i.e., between populations) and close (i.e.,
within population) relatedness structures in the data can be addressed by a multiple
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locus model, as the genetic relationships between the individuals can be captured by
the markers themselves (e.g., Habier, Fernando and Dekkers, 2007). In Ka¨rkkinen
and Sillanpa¨a¨ (2012), they showed that multiple locus models that did not try to
explicitly model polygenic effects worked well. Their observation of the redundancy
in including additional polygenic components is in agreement with, for example, Calus
and Veerkamp (2007) and Pikkuhookana and Sillanpa¨a¨ (2009).
Utz, Melchinger and Scho¨n (2000) implemented a multiple locus resampling based
procedure for detecting functional loci in GWAS, and showed in their simulations that
the resampling was able to correct some biases and sampling errors in the model es-
timation. Scho¨n et al. (2004) used a composite interval mapping regression approach
(Haley and Knott, 1992) in combination with resampling of an multiple locus additive
genetic model (as done in Utz, Melchinger and Scho¨n (2000)) with loci selected by
stepwise regression for the analysis of test cross progenies. They found that, even for
moderate sample sizes, their procedure was able to obtain estimates with very low bias.
They concluded that for traits regulated by a few QTL with large effects, for which
phenotypic selection is expensive or hampered due to rare occurrence the resampling
multiple locus approach of MAS (Utz, Melchinger and Scho¨n, 2000) can be very useful.
Another resampling based multiple locus method called frequentist model averaging
(FMA) was proposed in Hjort and Claeskens (2003). FMA examines each combination
of predictors multiple locus models and averages over the models with weights to obtain
parameter estimates. FMA can be implemented without much difficulty or protracted
computations. One requirement of FMA is the specification of model weights. Several
methods to define the weights have been proposed which include AIC weights (Buck-
land, Burnham and Augustin, 1997), weights based on minimizing a Mallows criterion
(Hansen, 2007), and weights based on the Focused Information Criterion (Claeskens
and Consentino, 2008). Williams and Christian (2006) showed that FMA estimates for
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genetic effects in twins studies were more accurate than the standard estimates based
on the criteria used for the model averaging weights. Schomaker, Wan and Heumann
(2010) address the issue of missing data in the FMA framework. They proposed how
one can incorporate imputation first and then preform FMA rather than attempt to
incorporate complex weighting adjustments to criteria such as AIC which allow for
missing data (e.g., the EM-based AIC developed in Claeskens and Consentino (2008)).
They also propose a frequentist model selection (FMS) estimator which is a special case
of FMA which focuses on the selected model rather than the estimated effects.
Here, we describe a new application of group based generalized RMA (see Chapter
3) which adds to the literature of multiple locus modeling for related individuals within
a population. We introduce LLARRMA-haplo for interval association mapping with
model predictors obtained from HAPPY and apply it to simulated HS populations.
4.2 Methods
Before discussing how we implement haplotype probability based predictors within
the group LASSO generalized RMA framework developed for LLARRMA-dawg (see
Chapter 3), we discuss in more detail the probability models obtained from HAPPY
(Mott et al., 2000).
4.2.1 Diplotype Probability Models
Rather than the traditional observed marker data, we are interested in modeling the
subjects haplotypes in the intervals between observed markers. In the context of mul-
tiple founder crosses, we can use the detailed founder haplotype information to identify
the state of each subject in the interval. In brief, haplotype descent along each subject’s
genome can be inferred by the haplotype reconstruction method HAPPY (Mott et al.,
2000), which applies a hidden Markov model simultaneously to the genotypes of the
founder strains and the n subjects. For each subject HAPPY produces a vector gi(m)
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for each interval i (i.e., between adjacent pairs of observed markers), which contains
the descent information from the founders at marker m based on either an additive or
full effect model which are described in detail below.
Before describing the exact form of gi(m), let us consider a cross with J founders.
For each locus, the subject within the cross will have two haplotypes present, one on
each copy of the chromosome where the locus resides. For each individual, HAPPY will
provide us with a J × J matrix P, where pij is the probability that the first haplotype
is from founder i and the second haplotype is from founder j. We summarize P as
g(m) based on one of the selected model described below.
Additive Model
The additive haplotype model describes the locus based on the expected number of
each founders haplotype present at each given locus. For a J founder cross, the additive
version of g(m) is a J-vector and which sums to 2. The exact definition of the additive
locus predictor for subject i at locus m is given by
gai (m) = 1
T(P + PT), (4.1)
where gaj = E(number of haplotype j) and 1
Tga = 2
Full Model
The full diplotype model describes the locus based on the probability of each unique
founder haplotype pair (or diplotype) at each given locus. For a J founder cross, the full
model version of g(m) is a J(J − 1)/2 length probability vector. The exact definition
of the full model locus predictor for subject i at locus m is given by
gfi (m) = vech
(
P + PT − diag(vecdiag(P))) , (4.2)
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where vech() returns the upper triangle matrix, including the diagonal, as a vector,
vecdiag() returns the diagonal as a vector, and 1Tgf =1.
4.2.2 LLARRMA-haplo Framework
We start by considering the use of standard linear regression to estimate the effects
of marker intervals m in the set of considered markers M containing M markers on a
quantitative outcome from n individuals. We then describe statistical approaches to
identify a subset of mq intervals that are truly influential. Here we define a “true signal”
to be a marker interval that contains an underlying causal variant, a “background”
interval to be a interval that is not a true signal, and an optimal analysis as one that
distinguishes true signals from background intervals. Let y = (y1, . . . , yn) be an n-
vector of quantitative responses. Let gi(m) be the haplotype predictors as described
for the additive (see Eq. 4.1) or full (see Eq. 4.2) model for loci m ∈M.
We model the quantitative phenotype of individual i by a linear regression of the
8M (or 36M) predictors for the additive (or full) haplotype effects model as
yi = µ+
∑
m∈M
βmgi(m) + i, (4.3)
where µ is the intercept, βm are the effects of the haplotype predictors for locus m,
gi(m) are the haplotype predictors for individual i as described for the additive or full
models for locus m and i ∼ N(0, σ) is the error term.
In this setting, each locus m has a set of predictors, g(m), which are required to
model the effects at the locus. This falls naturally into the grouped generalized RMA
framework discussed in Chapter 3. Specifically, we can apply generalized RMA to our
model with variable selection performed by the group LASSO defined by
βˆM(λ) = argmin
µ,βm;m∈M
{
−`(µ,βm;m ∈M) + λ
∑
m∈M
‖βm‖2
}
, (4.4)
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where βˆM is a vector containing each βm for m ∈ M, `(·) is the log likelihood and
‖ · ‖2 is the l2 norm. We note the abuse of notation in that the argmin returns µ and
βm;m ∈ M and we disregard µ as we are only interested in evaluating which loci are
included.
Applying the generalized RMA framework to our model with variable selection done
by the group LASSO (as given by Eq. 4.4) for K resamples yields the RMIP estimate
for locus m
R̂MIPm =
1
K
K∑
k=1
γˆ(k)(βm) , (4.5)
where
γˆ(k)(βm) =

1 if βm 6= 0 for resample k
0 if βm = 0 for resample k
. (4.6)
4.2.3 Completing Methods
The standard methods which are used to analyze the populations of interest are all
single locus based. A summary of the methods are given below.
Naive Single Locus
The simplest approach to analyze the data would be using the naive single locus model
which we have previously applied to populations where the individuals are assumed to
be independent (see Chapters 2 and 3). This simple linear model (or generalized linear
model) ignores the information about the related subjects, which results in the errors
not being independent.
Efficient Mixed-Model Association (EMMA)
EMMA (Kang et al., 2008) is a mixed effects modeling software which has been adapted
for many genetic association modeling frameworks. The simplest version of EMMA
simply models the effect of a single predictor (e.g. an additive SNP effect) with a
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random effect such as the kinship relationship for related individuals. In EMMA’s
most recent rebranding, EMMAX (Kang et al., 2010) it is described in supplementary
materials how you can use the REMLE estimates for the variance components of the
random effects to represent the random effects model as a generalized least squares
(GLS) model. Once in the GLS form, it is simple to transform the model into a simple
linear model to compare models which have more than one additional predictor in the
alternative model (e.g. additive or full haplotype models). We use this convention
to evaluate EMMA on our simulations. We note that the resulting logPs obtained are
only approximate as the random effect variance is not re-estimated under the alternative
model and will not be at its maximum for loci with true effects.
QTLrel
QTLrel (Cheng et al., 2011) is another single locus mixed effects model designed for
populations which have related individuals. QTLrel uses the pedigree to identify the
additive and dominant genetic random effects structures, but as we do not have full
pedigree information we use the realized kinship matrix (as done in EMMA) to infer
the structure of the additive random effect’s structure. QTLrel can be used for geno-
type scans and also scans on the additive or full model founder probabilities. For all
analyses, QTLrel uses the same type of transformed linear model approximation we
have discussed for EMMA under haplotype probabilities. QTLrel has the advantage
that it is capable of incorporating additional random effects (e.g. batch or cage effects)
which we have not simulated in our models.
4.3 Simulation Framework
4.3.1 Heterogeneous Stock: Population A
To test our method on a complex population with ambiguous descent, we first exam-
ined the HS population simulations from Valdar et al. (2009). Here, they simulated
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100 populations of 500 F53 heterogeneous stock individuals derived from eight inbred
lines. Modeling a minimal two-chromosome genome, they used marker genotypes from
the HS study of Valdar et al. (2006). This comprised 870 markers spanning 98.6 cM
on chromosome 1 and 759 markers spanning 103.7 cM on chromosome 2. All markers
were diallelic with minor alleles distributed variously among the eight founder strains
(see http://gscan.well.ox.ac.uk/ for more information). They simulated two diallelic
QTLs on chr 1 and, to allow the simulation to focus on discrimination of signals rather
than on power, they where positioned in marker-dense regions at 29 and 68 cM with
additive effects each accounting for 10% of the phenotypic variance. The QTL acted
in the same direction in the founders, had alleles split equally among the eight inbreds,
but had strain distribution patterns that differed from those of their flanking mark-
ers. Each population was generated by a single funnel of four two-way crosses, two
four-way crosses, and one eight-way cross, giving rise to a mating population of 100
individuals that was then circular-mated for 50 generations, with the mating pairs in
the penultimate generation bred to produce 10 offspring each (see Valdar et al. (2006)
and references therein).
Performance was assessed as for the advanced intercross trials by defining genome
segments. Because the HS are more recombinant, segments were 6 cM wide and defined
such that each QTL sat at a segment midpoint.
4.3.2 Heterogeneous Stock: Population B
Our second simulation setup follows the same basic outline of population A, but with
the addition of multiple unobserved tiny effects on chromosome 2 which formulate a
stronger polygenic effect in the population. Specifically, we simulate 100 populations
of 500 F53 heterogeneous stock individuals derived from eight inbred lines. We start
with the same two additive diallelic QTLs on chr 1 positioned in marker-dense regions
at 29 and 68 cM, each accounting for 10% of the phenotypic variation, and add an
116
additional 50 unobserved minor effect QTLs evenly spaced across chr 2, accounting for
approximately 50% of the phenotypic variability. The addition of the 50 tiny effect
QTLs adds a much stronger heritable effect to the population.
Performance within this population was assessed based on the performance of the
method to detect the two main effects on chromosome 1. We use the same 6 cM segment
approach used on population A.
4.4 Simulation Results
4.4.1 Results from 100 simulations in HS population A
Below we discuss the results from 100 simulations of an HS population with 2 chromo-
somes where each simulations contains two true loci on chromosome 1.
Additive model results
Figure 4.1 displays the ROC curves for the additive haplotype model based on 100
simulations from HS population A. We observe that the naive single locus model is
clearly out performed by all other methods. The performance of LLARRMA-halpo,
EMMA, and QTLrel appear to be indistinguishable based on their performances with
the additive model.
Full Model results
Figure 4.2 displays the ROC curves for the full diplotype model based on 100 simulations
from HS population A. We observe that the naive single locus model (AUC of 0.785) is
still clearly out performed by all other methods. The performance of LLARRMA-halpo
(AUC of 0.905) now clearly performs better than both EMMA (AUC of 0.8729) and
QTLrel (AUC of 0.8735) based on their performances with the full model.
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Figure 4.1: ROC curves for the additive model based on 100 simulations on HS popu-
lation A. We observe a clear advantage to methods with either multiple locus modeling
(LLARRMA-haplo) or mixed effect models (EMMA and QTLrel).
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Figure 4.2: ROC curves for the full model based on 100 simulations on HS population
A. With the increase to the full model, we observe a advantage to LLARRMA-haplo
over mixed effect models (EMMA and QTLrel).
4.4.2 Results from 100 simulations in HS population B
Below we discuss the results from 100 simulations of an HS population with 2 chromo-
somes. Each simulations contains two true loci on chromosome 1 and 50 unobserved
loci on chromosome 2 which provide a family based effect on the phenotype. This model
more closely resembles the setting of fine mapping studies of complex phenotypes than
population A.
118
Additive model results
Figure 4.3 displays the ROC curves for the additive haplotype model based on 100
simulations from HS population B. We observe that the naive single locus model (AUC
of 0.621) is clearly out performed by all other methods. The performance of EMMA
(AUC of 0.856), and QTLrel (AUC of 0.859) appear to be indistinguishable based on
their performances with the additive model. The performance of LLARRMA-halpo
(AUC of 0.786) is slightly worse than that of EMMA or QTLrel based on the additive
model.
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Figure 4.3: ROC curves for the additive model based on 100 simulations on HS popu-
lation B. We observe a clear advantage to methods with either multiple locus modeling
(LLARRMA-haplo) or mixed effect models (EMMA and QTLrel) with LLARRMA-
haplo performing slightly worse.
Full Model results
Figure 4.4 displays the ROC curves for the full diplotype model based on 100 simulations
from HS population A. We observe that the naive single locus model (AUC of 0.606)
is still clearly out performed by all other methods. The performance of LLARRMA-
halpo (AUC of 0.772) now clearly performs better than both EMMA (AUC of 0.693)
and QTLrel (AUC of 0.681) based on their performances with the full model.
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Figure 4.4: ROC curves for the full model based on 100 simulations on HS population
A. With the increase to the full model, we observe a advantage to LLARRMA-haplo
over mixed effect models (EMMA and QTLrel).
4.5 Discussion
We present LLARRMA-haplo, a new application of our previous group generalized
RMA framework for characterizing frequentist variability in model selection, and apply
them to a well suited problem, discriminating true signals from false signals in highly
recombinant populations derived from multiple founder crosses. Such populations can
be used to map loci far more accurately than possible with standard intercrosses. How-
ever, the varying degree of relatedness that exists between individuals complicates the
analysis. The recent consensus in the animal breeding community, and elsewhere, sug-
gests explicit model selection even in the absence of kinship-like modeling is preferable
to models including a polygenic effect. We add to this literature by exploring the
multiple locus approach of LLARRMA-haplo against some standard methods such as
EMMA and QTLrel.
Based on performance in our simulations, LLARRMA-haplo appears to be compet-
itive with popular polygenic effect methods based on observed kinships such as EMMA
and QTLrel. When we consider only an additive model, LLARRMA-haplo appears to
be competitive only with the polygenic effect models, whereas when we look at the more
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complex full model, LLARRMA-haplo outperforms the polygenic models in each of our
simulations. In each simulation, the underlying QTL effects are additive, indicating that
the additive model is sufficient for modeling and the full model, which can capture addi-
tive and dominance effects, includes additional unnecessary predictors. Comparison of
each methods additive and full model performance shows that LLARRMA-haplo is not
negatively affected by the more complex model when the simpler model is appropriate,
whereas the single locus models have a large drop in performance when switching from
the additive to full model. This indicates a potential advantage to LLARRMA-haplo
in situations where a more complex model may be needed to capture the underlying
effects.
Although we take the approach of multiple locus modeling over polygenic random
effects, when our model selection procedure fails to include the entire set of true loci
in our model we are not able to fulfill the full potential of multiple locus modeling.
While we take a discovery-based permutation approach to selecting λ in the group
LASSO, with the aim of removing noise variables only, we will fail to include some true
predictors. If we can assume that it is a negligible amount of true signals which will
be missed, then our approach is well justified. On the other hand, if we are unable to
capture the majority of the true signals, then our approach may fall short of methods
that account for the related individuals in other ways. Our HS population B simulation
is an example of a large number of minor effects which may appear to be noise and
fail to be included by our permutation selection of λ. In this setting we saw that the
multiple locus modeling approach underperformed when compared to polygenic models.
To address the issue of missed signals in the multiple locus modeling approach, we
have a few possible directions which may lead to improved performance. If we assume
that the setting of HS population B is a common setting, we may want to include
a random effect for a polygenic effect in the model to capture the effects of signals
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we do not include. This would be very computationally intensive to do. If we took
this approach, we may want to change the structure of the polygenic effect to only
account for variables which have been excluded from the model which would greatly
increase the computational complexity. A similar approach which would have much less
computational complexity would be to run LLARRMA-haplo on the residuals from a
polygenic model with no loci included. Although this may help address this issue,
it has a potential to regress out real effects in the polygenic model which we would
not be able to recover. A third approach may be to include additional non-penalized
fixed effects in the model to account for additional structure that is missed by excluded
variables. A simple way to do this may be to include principle components in the model
as unpenalized covariates.
Although there are still some minor aspects to LLARRMA-haplo which need to
be addressed, it shows great potential as a method for association mapping in highly
recombinant populations derived from multiple founder crosses. We have seen that the
model averaging approach of LLARRMA-haplo is able to handle more complex models
than the underlying model without the loss of power which is present for most standard
single locus models. This allows for the use of models which can detect both additive
and dominance effects without the loss of power when the model is only additive, and
may potentially lead to increased power when non-additive effects are present.
122
Chapter 5
Applications of Generalized RMA
This chapter discusses some of the real data sets that have been analyzed by forms of
LLARRMA. We focus on the application of LLARRMA and LLARRMA-dawg in select
human GWAS hit regions, and the application of LLARRMA-haplo to the Diversity
Outbreed (DO) and Heterogenous Stocks (HS) populations.
5.1 Human GWAS data
We discuss select results from two data cohorts whose purpose was to identify cardiovas-
cular disease (CVD) risk factors. Below we discuss these data sets and the genotyping
arrays used to obtain the data.
5.1.1 Atherosclerosis Risk in Communities Study (ARIC)
ARIC is a longitudinal cohort study of atherosclerosis. It is a population-based sample
of 15,792 men and women aged 45 to 64 years who were recruited from 4 US commu-
nities (Forsyth County NC, Jackson MS, suburban Minneapolis MN, and Washington
County MD) between the years of 1987 and 1989. Participants of ARIC received an
initial extensive examination for medical, social, and demographic data. Participants
were reexamined every three years, with the last between the years of 1996 and 1998.
5.1.2 Multi-ethnic Study of Atherosclerosis (MESA)
MESA is a cohort study of the characteristics of subclinical cardiovascular disease
and the risk factors that predict progression to clinically overt cardiovascular disease
or progression of the subclinical disease. MESA includes a diverse, population-based
sample of 6,814 asymptomatic men and women aged 45-84. Demographically, MESA
consists of 2,622 whites (39%), 1,893 African-Americans (28%), 1,496 Hispanics (22%)
and 803 (12%) of Asian (primarily Chinese) descent. Participants were recruited from
six field centers across the United States (Winston-Salem, NC; St. Paul, MN; Chicago,
IL; Los Angeles, CA; New York, NY; Baltimore, MD).
5.1.3 IBC genotyping
The IBC SNP array is described in detail in Keating et al. (2008). The IBC SNP array
includes 49,320 SNPs selected across 2,000 candidate loci for CVD. The array includes
SNPs that capture patterns of genetic variation in both European- and African-descent
populations. Genotyping for the CARe cohorts (which include ARIC and MESA) was
performed at the Broad Institute (Cambridge, MA). Criteria for DNA sample exclusion
based on genotype data included sex mismatch, discordance among duplicate samples,
or sample call rate < 95%. For each set of duplicates or monozygotic twins, data from
the sample with the highest genotyping call rate were retained. SNPs were excluded
when monomorphic, the call rate was < 95%, or HWE was p < 105 in EAs. Given
the genetic admixture in African Americans, there was no HWE filter used for these
samples. After these exclusions were applied, data remained on 47,539 SNPs.
5.1.4 Zoom Locus plots
LocusZoom (Pruim et al., 2010) is a common tool used to plot human GWAS hit
region results. LocusZoom is widely used for plotting hit region results as it is able
to display LD information with reference to the top hit and also displays many of the
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known genes within the region. The LD information allows one to have an idea of how
much potential confounding from LD is present, which is useful when attempting to
determine the number of underlying loci in the data. The additional gene information
given by LocusZoom is also of great use in practice for considering potential functional
effects SNPs may have based on their location with respect to a gene. We adopt the
LocusZoom plot for our LLARRMA human hit region analyses for an easy comparison
with single locus scans using LocusZoom.
5.1.5 Cardiovascular Disease Risk analyses
CVD is a highly complex trait that is influenced by many genetic and environmental
variables, which makes it very difficult to study directly. To better understand the
genetic components of CVD, it is common to perform separate analyses for different
genetic CVD risk factors. In the following sections we present select results from
LLARRMA and LLARRMA-dawg on hit regions for CVD risk factors that where found
interesting by the researchers that the data belong (Ethan Lange and Leslie Lange, UNC
Genetics department).
ARIC: African American GWAS data
We highlight the analyses of two phenotypes from the ARIC African American (AA)
GWAS data, C-reactive protein (CRP) and factor VII (FVII). For the CRP GWAS data,
we examine a hit region on chromosome 1 near the CRP gene which is highly confounded
based on single locus regression, displaying 8 SNPs which are nearly indistinguishable
based on marginal logPs. For the FVII GWAS we examine a less complex hit region
from chromosome 13 near the FVII gene.
Figure 5.1 displays the single locus regression and LLARRMA outputs from the
CRP hit region. We observe that when using the standard single locus scan (top) we
have 8 SNPs with logP values are all highly significant. Four of the SNPs have nearly
identical logP and the remaining four are just slightly less significant. Each of these
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SNPs are in very high LD making it very difficult to make any inference about which
may be a true signal or even how many true signals may be present. Examining the
LLARRMA output (bottom), we observe that the most significant SNP based on SL
(rs7531832) has a very low RMIP while SNP rs16827466 which was just slightly less
significant based on SL logP presents with an RMIP of 0.9, giving strong evidence of
the SNP being a true signal. The LLARRMA output also provides reasonably strong
evidence (RMIP greater than 0.6) of three additional SNPs, potentially suggesting that
CRP has multiple true signals within this region. It has been debated that CRP has
multiple causal SNPs within this region, but it has been hard to justify this claim based
on single locus methods. LLARRMA provides some justification to this hypothesis.
Figure 5.2 displays the SL and LLARRMA outputs from the FVII hit region on
chromosome 13. The SL logP (top) shows a highly significant SNP (rs1755685) and
a few SNPs in moderate to low LD with the top SNP also presenting with significant
logPs. With the large drop in significance between the SNPs, it is likely that one
would expect that there may only be one true signal in the region based on the SL
analysis. LLARRMA (bottom) gives a much sparser output within the region, which is
consistent with the SL top SNP observing a RMIP of 1. LLARRMA provides evidence
of a potential importance of SNP rs547138 (RMIP of 0.8) that was not easily observed in
the SL logPs. This example shows that even in less complex regions (where LLARRMA
does not have a large advantage in performance), the observed output is much simpler
to interpret.
ARIC: European American IBC genotypes
Here we emphasize a hit region for which LLARRMA and LLARRMA-dawg have sig-
nificant differences in the RMIPs, potentially indicating the presence of a non-additive
effect. Figure 5.3 displays the LLARRMA and LLARRMA-dawg outputs for the hit
region for HDL located on chromosome 8 within in the ARIC data set. We observe
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Figure 5.1: Single locus regression and LLARRMA outputs for ARIC African American
GWAS data hit region on chromosome 1 for CRP. We observe a large set of signifi-
cant SNPs in the single locus approach are hard to distinguish between, while the
LLARRMA output has a smaller set of defined SNPs with high RMIPs.
that by allowing for a non-additive model, LLARRMA-dawg finds additional SNPs that
where not given high priority based on the additive only model used by LLARRMA.
We observe agreement between the SNPs with high RMIPs from LLARRMA when ex-
amining the RMIPs from LLARRMA-dawg. We observe that LLARRMA-dawg found
two additional SNPs of potential importance (rs11570891 and rs894210). These two
SNPs received very low RMIPs based on an additive only model, but when fitting the
general model which allows for dominance effects we find that they are important. This
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Figure 5.2: Single locus regression and LLARRMA outputs for ARIC African Amer-
ican GWAS data hit region on chromosome 13 for factor 7 levels. We observer both
single locus and LLARRMA selecting the same top SNP, but LLARRMA highlights
the importance of a second SNP which was not as obvious from the single locus scan.
potentially indicates that these SNPs may be true signals that have non-additive effects
which would be missed based on additive effect methods.
MESA: European American IBC genotypes
The Analysis of the MESA European American data set lead to another interesting
result for the CRP phenotype. We examine the same region as we found on chromosome
1 in the ARIC African American GWAS. We observe that, for both the standard single
locus and LLARRMA, it appears that there is a different set of SNPs driving the CRP
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Figure 5.3: LLARRMA and LLARRMA-dawg outputs for ARIC European Americans
hit region for HDL on chr 8.
phenotype within this region, which is consistent with the assumption that African
Americans and European Americans may have different effects for CVD related traits.
Figure 5.4 displays the MESA hit region on chromosome 1 for CRP. Examining the
single locus scan (top) we observer 4 SNPs with logPs of about 20, three which are
within the CRP gene and one which is found down stream of the gene. If we were to
base a conditional regression analysis on the single locus we would select the top SNP
labeled in the figure. When we examine the LLARRMA output, we observe that the 3
SNPs SL had found within the CRP gene where never selected in any resample, while
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the forth SNP (rs12567054) which was up stream was selected in every resample. We
also see evidence of a second signal (rs2794515) which has a RMIP of above 0.9.
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Figure 5.4: Single locus regression and LLARRMA outputs for MESA European Amer-
icans hit region for CRP on chr 1.
One possible explanation of these findings is that LLARRMA has selected regulatory
SNPs for the CRP gene which would directly lead to changes in the levels of CRP. While
the SNP selected based on SL may be important in the gene, regulatory eliminates may
have a much larger impact on CRP, which is why they were preferred by LLARRMA.
It is also possible that selected SNPs fall into another gene in the CRP pathway which
shows higher signal in this data. Follow up experiments would be required to examine
what is driving the CRP levels in this region to try and validate the hypothesis that
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LLARRMA has selected regulatory SNPs for the CRP gene, or another gene involved
in the CRP pathway.
5.2 Model Organism data
To show the usefulness of the LLARRMA-haplo framework described in Chapter 4, we
present preliminary analyses on the HS population.
5.2.1 Heterogeneous Stock (HS) Mice
The HS data is described in full detail in Valdar et al. (2006). In brief summary, geno-
types for 13,459 SNPs on 1,904 fully phenotyped mice and 298 parents were obtained
with an accuracy of 49.9%. The heterogeneous stock tested is comprised of a complex
pedigree, resulting in linkage disequilibrium (LD) between pairs of markers which is
complex (making the population well suited for application of LLARRMA-haplo). A
high-throughput phenotyping protocol was used to collect multiple phenotypes as de-
scribed in Solberg et al. (2006) (and is available online at http://gscan.well.ox.ac.uk/).
Analysis of Mean Adrenal Weight
We analyzed the HS data with the Mean Adrenal Weight (MAW) as a phenotype. We
selected this phenotype for a proof of principle analysis for LLARRAM-haplo based
on its complex nature that was observed by more traditional analyses such as single
locus scans (see http://gscan.well.ox.ac.uk/ for details). Figure 5.5 displays (top) the
single locus scan and (bottom) the LLARRMA-haplo RMIP output based on the full
diplotype model. We observe that many of the locations with high RMIPs match with
SL peaks, many of which are less significant in comparison to other SL peaks which
were not selected by LLARRMA-haplo. Note that the most significant peak based
on single locus scans (located on chromosome 15) corresponds with the findings of
LLARRMA-haplo.
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Figure 5.5: LLARRMA-haplo output for HS mice for Mean Adrenal Weight.
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Chapter 6
Higher dimensional RMA -
2D-RMIPs
In this chapter we will discuss a technique that can be preformed using the information
recorded when applying a RMA procedure. We focus on a higher order summary of
the selected variables. Specifically, we examine the pair-wise resample model inclusion
probabilities, or a 2D-RMIP, and examine additional information that can be observed
from them.
6.1 Response relevant predictor relationships
One of the first analyses that is preformed when examining a data set is to examine
the correlation structure between the variables. In a GWAS, one would do this by
examining the LD, often measured as the square of the correlation. Although this
information can be very useful, when the goal of your analysis is to identify the true
variables in the model from a large set of potential candidates, simply knowing the
correlation between all the variables may not provide any useful information about the
underling problem of interest.
When simply examining the correlations between each of the variables, many of
the pairwise correlations provide no ‘relevant’ information about the variables in the
underlying model. When considering a sparse model, as is most often the case in
genetic data, it can be the case which the majority of the information is not relevant
to the underlying model. Specifically, knowing that two variables are highly related
by correlation, does not imply that they are both related to the response. Likewise,
knowing two variables are close to independent does not mean that they do not work
together in the model for the response.
As we are interested in identifying information about the relationship between vari-
ables with respect to the response, we propose to examine the 2D-RMIP as a measure of
information between the variables relevant to the response. Variables which are related
to the response would be expected to have high 2D-RMIPs (i.e. true predictors are
often jointly included in the selected model), while variables which have no relationship
within the model would be expected to have low 2D-RMIPS (i.e. background variables
are not often jointly selected). We define the 2D-RMIP between variables i and j as
2D− RMIPij = 1
K
K∑
k=1
Γik ∗ Γjk , (6.1)
where ΓT = [γˆ(1), γˆ(2), · · · , γˆ(K)] is the matrix of selected models from the RMA pro-
cedure.
We propose to use the 2D-RMIP as a measure of response relevant information
between variables. We illustrate how this information may be useful with the following
toy example.
6.1.1 Motivating toy example
We consider a simple simulation based on the hapgen2 data sets used in Chapter 3. We
simulated a less sparse model, including 10 true SNPs in the model, with a higher signal
to noise ratio to than used for the LLARRMA-dawg simulations. With the response
generated, LLARRMA was run on the data. For visualization of the 2D-RMIP, we
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restrict the SNP set to SNPs that have an RMIP of at least 0.25, as these are the only
variables with supporting evidence to be included in the model based on LLARRMA.
Figure 6.1 displays the both the LD, measured as r2, (left) of the selected SNPs
and the 2D-RMIPs (right) for the selected set of SNPs. The true SNPs have been
highlighted with dashed red lines. Examining the LD of the selected SNPs, it appears
that most of the SNPs are not related. When we examine the 2D-RMIPs, we observe
a structure that does well at highlighting the SNPs which are related in the simulated
model. We observe that the variables which are related based on their effects on the
phenotype appear to not be related based on LD, while the 2D-RMIP does a nice job
of highlighting their relationships relevant to the response.
1 23
LD of SNPs with RMIP > 0.25
1 23
observed.2d − ind.2d
1 23
ind 2d−MIP of SNPs with RMIP > 0.25
1 23
true 2d−MIP of SNPs with RMIP > 0.25
1 23
LD of SNPs with RMIP > 0.25
1 23
observed.2d − ind.2d
1 23
ind 2d−MIP of SNPs with RMIP > 0.25
1 23
true 2d−MIP of SNPs with RMIP > 0.25
Figure 6.1: (Left) displays the LD between SNPs that had RMIPs of at least 0.25.
(Right) displays the 2D-RMIP of the same variables. Red lines indicate true SNPs in
the model. We observe that the 2D-RMIP does well identifying pairs of variables which
have true effects with the response.
6.1.2 Real Data application
To illustrate the use of the 2D-RMIP, we apply LLARRMA to the The Cancer Genome
Atlas Network (TCGA) breast cancer data described in TCGA (2012). While some SNP
data was available for this data set, we explore the use of LLARRMA with genome-wide
gene-expression (GE) variables. We explore how GE values can be used to compare
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tumor vs normal tissue, and also to distinguish between Luminal A and Luminal B
cancer subtypes.
The TCGA Breast Cancer data
Tumor and germline DNA samples were obtained from 825 patients. Patients were
assayed on different subsets of platforms. 466 tumors from 463 patients had data
available on five platforms including Agilent mRNA expression microarrays (n = 547),
Illumina Infinium DNA methylation chips (n = 802), Affymetrix 6.0 single nucleotide
polymorphism (SNP) arrays (n = 773), miRNA sequencing (n = 697), and whole-exome
sequencing (n = 507); in addition, 348 of the 466 samples also had reverse-phase protein
array (RPPA) data (n = 403).
Rsem GE values were normalized to the upper quartile of the total counts. The
data was then log2 transformed and genes were median centered. Genes were filtered
such that at least 70% of samples had a value (17,007 genes), and then imputed.
Analysis: Cancer vs. Adjacent normal
We start with a simple normal breast tissue vs breast cancer tumor analysis where
we applied LLARRMA to the GE values for samples. Figure 6.2 displays (top) the
LLARRMA output with a gray dashed line indicating the RMIP threshold for 2D-
RMIP comparisons and (bottom left) the r2 values and (bottom right) 2D-RMIPs for
variables with RMIPs greater than 0.25. When comparing the correlation of the GE
values we observe that most of the highlighted variables from LLARRMA, those with
RMIPs above 0.25, have low correlations and do not seem to be highly related. When
we examine the 2D-RMIP plot, we observe that many of the moderately correlated
genes appear to be highly related with respect to the cancer/healthy tissue phenotype.
Analysis: Luminal A vs. Luminal B
We follow up the simple cancer/healthy tissue analysis with a subtype specific anal-
ysis. Specifically, we examine the two ‘Luminal’ breast cancer subtypes, LuminalA
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Figure 6.2: RMA based analyses of TCGA breast cancer. (Top) displays the LLAR-
RMA output. (Bottom right) displays the r2 of variables with RMIPs above 0.25.
(Bottom left) displays the 2D-RMIP for the same set of variables.
and LuminalB, to try to identify cancer genes which help differentiate between the two
similar subtypes. Figure 6.3 displays (top) the LLARRMA output with a gray dashed
line indicating the RMIP threshold for 2D-RMIP comparisons and (bottom left) the
r2 values and (bottom right) 2D-RMIPs for variables with RMIPS greater than 0.25.
When comparing the correlation of the GE values we observe that most of the high-
lighted variables from LLARRMA, those with RMIPs above 0.25, the majority of the
pairwise gene correlations are quite low and do not seem to be highly related. When
we examine the 2D-RMIP plot, we observe that many of the genes appear to be related
with respect to the luminal subtype phenotype.
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Figure 6.3: RMA based analyses of TCGA breast cancer luminal subtypes. (Top)
displays the LLARRMA output. (Bottom right) displays the r2 of variables with RMIPs
above 0.25. (Bottom left) displays the 2D-RMIP for the same set of variables.
6.2 Discussion
In this chapter we presented the 2D-RMIP, a higher dimension summary of the infor-
mation obtained from a RMA procedure, which can be used to show the relationships
between predictors with respect to the response. The pairwise correlation between pre-
dictors contains useful information about the data set, but fails to capture information
which is specific to a response which you are analyzing. The 2D-RMIP can be viewed
as a measure of the relatedness of two variables with respect to the response of interest.
This additional information comes out of the RMA procedure with little additional
computation after filtering for variables which show evidence of relevance based on the
RMIP.
We demonstrate one useful aspect of the 2D-RMIP, response specific relationships,
on the TCGA breast cancer data. When we examine either healthy versus cancer
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tissues, or LuminalA versus LuminalB cancer subtypes, that the 2D-RMIP displays
relationships between variables relevant to the response that are not observable solely
by the correlation structure. The 2D-RMIP also is able to show how some variables
which are related based on correlation, are not related based on the model for the
response.
The response specific variable relationships from the 2D-RMIPs are one useful ex-
tension that comes out of the RMA procedure. We believe that the 2D-RMIP may
have further uses. The 2D-RMIP may also be useful in detecting ambiguities within
the variable selection procedure over subsamples. Specifically, we mean that we may be
able to detect pairs of variables that the variable selection procedure tends to include
more or less often than we might expect based on the marginal RMIPs. One example of
the type of confounding we may be able to detect with the 2D-RMIP would be variables
that are nearly perfectly correlated to where the variable selection method essentially
treats them as one variable and would tend to either include or exclude them both
together. Another example of what we expect can be found from the 2D-RMIP is if the
variable selection method is is switching between the inclusion of two related variables,
including only one of the two on each subsample.
We have shown that the 2D-RMIP contains additional useful information which is
not observable in the standard RMA output, the RMIP. We examined how the 2D-
RMIP can be used to show relationships between variables relevant to the response of
interest. We also discussed future extensions which can use the 2D-RMIP to detect
problems within the variable selection procedure.
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Chapter 7
Conclusions
The overarching theme of the work described in this dissertation is the use of LASSO-
based resample model averaging to identify variables within a sparse complex model.
In particular, we focus on datasets of complex responses that arise in genomics, while
presenting the generality of the methodology which may be applied to a variety of
disciplines. While there are many specific statistical methods that are designed for the
analysis of such datasets, few beyond the simplistic single locus approaches are ever
used in practice. The flexible methods described in this dissertation provide important
improvements to identifying underling true signals in these datasets.
Generalized resample model averaging, the primary methodological contribution
of this dissertation, provides a powerful new approach to analyzing association data.
LLARRMA and its generalizations (LLARRMA-dawg and LLARRMA-haplo) provide
a general framework which can be used to help better understand the underlying sig-
nals in complex models. We demonstrated how they can be applied to a wide variety
of genetic association mappings, from human GWAS hit regions to genomewide asso-
ciation mapping in model organism crosses. We also have emphasized the generality of
the approach, with the wide variety of models it may be applied to, which may allow
for its uses beyond genetic association mapping.
Each of the projects presented here have strong potential for future research. We
briefly summarize the primary directions of future research, described elsewhere in this
dissertation, below:
• Investigate ways that we can incorporate prior information about variables asso-
ciations into the LLARRMA framework.
• Investigate how to modify LLARRMA to analyze multiple independent data sets
one the same regions simultaneously.
• Further investigate the model used in LLARRMA-haplo to improve the perfor-
mance in some settings.
• Further investigate the usefulness of higher dimension summaries, such as the
2D-RMIP, of RMA procedures.
• Investigate alternative ways to improve the false positive bounds for generalized
RMA.
The analysis of complex high-dimensional genomic data is a developing and very
active field of research. There are many statistical challenges that are beyond the scope
of this dissertation. Scientific questions in genomics and related fields that involve
investigating the underlying model of the data are arising rapidly. It is important that
statistical methodology not only keep pace with these problems, but are also general
enough so that they can provide a basic framework for a wide variety of problems as
they arise.
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Chapter A
Appendix
A.1 Proofs for subsampling-based RMA Error Bound
The proof of the main theorems require the following lemmas.
Lemma 1. For any set K ⊆ {1, . . . , p}, a lower bound for the simultaneous selection
probability is given by
ΠˆsimultK ≥ 2ΠˆK − 1.
Lemma 2. Suppose K ⊆ {1, . . . , p}. Let Sˆ be the the set of selected variables based on
random weights W = (w1, . . . , wp) ∼ Subsampling(12). If P (K ⊆ Sˆ) ≤ , then
P (ΠˆsimultK ≥ ξ) ≤
2
ξ
Proof of Theorem 3.1. Define N˜ = N ∩ Sˆ to be the set of selected noise variables,
and analogously S˜ = S ∩ Sˆ. We will first show that for k ∈ N , P (k ∈ Sˆ) ≤ q
p
.
Write the expected number of falsely selected variables as E(|N˜ |) = E(|Sˆ|) − E(|S˜|).
Using the assumption that the selection procedure is no worse than random guessing, it
follows that E(|S˜|) ≥ E(|N˜ |) |S||N | . Putting these together we have, (1 + |S||N |)E(|N˜ |) ≤ q,
and hence |N |−1E(|N˜ |) ≤ q
p
. Using the exchangeability assumption, for all k ∈ N ,
P (k ∈ Sˆ) = E(|N˜ |)|N | . Hence for k ∈ N , it holds that P (k ∈ Sˆ) ≤ qp , as desired. (Note
that this result is independent to the sample size used in the contribution of Sˆ.) Using
Lemma 2, it follows that for k ∈ N , P (Πˆsimultk ≥ ξ) ≤
( q
p
)2
ξ
for ξ ∈ (0, 1). Applying
Lemma 1, it follows that P (Πˆk ≥ pithr) ≤ P
(
Πˆsimult+1
2
≥ pithr
)
≤ 1
2pithr−1(
q
p
)2. Hence,
E(V ) =
∑
k∈N
P (Πˆk ≥ pithr) ≤ 1
2pithr − 1
q2
p
.
Proof of the Lemma 1. Let W1,W2 be complement random weights, where E(Wi) =
1
2
1 for i = 1, 2. Denote by sK({1, 1}) the probability P ?[{K ⊆ Sˆ(Z,W1)} ∩ {K ⊆
Sˆ(Z,W2)}], where the probability P ? is with respect to the random subsamples of
half the data. The probabilities sK({1, 0}), sK({0, 1}), and sK({0, 0}) are defined
equivalently by P ?[{K ⊆ Sˆ(Z,W1)} ∩ {K 6⊆ Sˆ(Z,W2)}], P ?[{K 6⊆ Sˆ(Z,W1)} ∩
{K ⊆ Sˆ(Z,W2)}], and P ?[{K 6⊆ Sˆ(Z,W1)} ∩ {K 6⊆ Sˆ(Z,W2)}]. Note that ΠˆsimultK =
sK({1, 1}) and
ΠˆK = sK({1, 0}) + sK({1, 1}) = sK({0, 1}) + sK({1, 1}),
1− ΠˆK = sK({0, 1}) + sK({0, 0}) = sK({1, 0}) + sK({0, 0}).
Under the assumption of a symmetric weighting distribution, it is obvious that sK({1, 0}) =
sK({0, 1}). As sK({0, 0}) ≥ 0, it also follows that sK({1, 0}) ≤ 1− ΠˆK . Hence
ΠˆsimultK = sK({1, 1}) = ΠˆK − sK({1, 0}) ≥ 2ΠˆK − 1.
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Proof of the Lemma 2. LetW1,W2 be complement random weights, where W1 ∼ Subsampling(12).
Denote the data, the n samples, by Z. Define the binary random variable HK for all
subsets K ⊆ {1, . . . , p} as
HK := I{K⊆{Sˆ(Z,W1)∩Sˆ(Z,W2)}}.
The simultaneous selection probability ΠˆsimultK = E
?(HK) = E(HK |Z), where the expec-
tation E? is with respect to the random weighting of the samples and any randomization
in the selection procedure of Sˆ.
Using the conditional independence of Sˆ(Z,W1) and Sˆ(Z,W2) given the data Z,
the inequality P (K ⊆ Sˆ) ≤  implies that P (HK = 1) ≤ P (K ⊆ Sˆ(Z,W1))2 ≤ 2.
Therefore, E(HK) = E{E(HK |Z)} = E(ΠˆsimultK ) ≤ 2. Using Markov’s inequality, we
have that ξP (ΠˆsimultK ≥ ξ) ≤ E(ΠˆsimultK ) ≤ 2. Thus, P (ΠˆsimultK ≥ ξ) ≤ 
2
ξ
.
Proof of Theorem 3.2. The proof follows similarly to that of Theorem 3.2, but rather
than first showing that for k ∈ N , P (k ∈ Sˆ) ≤ q
p
, we will use the new better than
random guessing assumption to obtain a tighter bound at this step. Once we establish
that for k ∈ N , P (k ∈ Sˆ) ≤ q
p+(γ−1)|S| , the proof follows the same steps. To establish
this inequality, write the expected number of falsely selected variables as E(|N˜ |) =
E(|Sˆ|) − E(|S˜|). Using the selection procedure is γ better than random guessing, it
follows that E(|S˜|) ≥ E(|N˜ |)γ |S||N | . Putting these together we have, (1 + γ |S||N |)E(|N˜ |) ≤
q, and hence |N |−1E(|N˜ |) ≤ q
p+(γ−1)|S| . The remainder follows the same steps as the
original theorem.
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A.2 Proofs for generalized RMA Error Bound
Lemma 3. Let Sˆ be the set of selected variables based on random weights W =
(w1, . . . , wn) such that E(wi) =
1
2
for i = 1, . . . , n. For any k ∈ {1, . . . , p}, if
P (k ⊆ Sˆ) ≤ , then
P (ΠˆsimultK ≥ ξ) ≤

ξ
Proof of the Lemma 3. The proof follows exactly as that of Lemma 2 until the in-
equality P (K ⊆ Sˆ) ≤  implies that P (Hk = 1) ≤ P (K ⊆ Sˆ(Z,W1))2 ≤ 2.
Under the original setting we obtain this final inequality based on conditional in-
dependence of the selected sets, but here we are only able to obtain the inequality
P (Hk = 1) = P (K ⊆ Sˆ(Z,W1)∩K ⊆ Sˆ(Z,W2)) ≤  without making further assump-
tions. Therefore, E(HK) = E{E(HK |Z)} = E(ΠˆsimultK ) ≤ . Using Markov’s inequality,
we have that ξP (ΠˆsimultK ≥ ξ) ≤ E(ΠˆsimultK ) ≤ . Thus, P (ΠˆsimultK ≥ ξ) ≤ ξ .
Proof of Theorem 3.3. The proof starts as in Theorem 3.2, yielding that for k ∈ N , it
holds that P (k ∈ Sˆ) ≤ q
p+(γ−1)|S| . Rather than using Lemma 2 which assumed subsam-
pling, we now use Lemma 3 where it follows that for k ∈ N , P (Πˆsimultk ≥ ξ) ≤
( q
p+(γ−1)|S| )
ξ
for ξ ∈ (0, 1). Using Lemma 1, it follows that P (Πˆk ≥ pithr) ≤ P
(
Πˆsimult+1
2
≥ pithr
)
≤
1
2pithr−1
q
p+(γ−1)|S| . Hence,
E(V ) =
∑
k∈N
P (Πˆk ≥ pithr) ≤ 1
2pithr − 1
pq
p+ (γ − 1)|S| .
For the proof of Theorem 3.4, we need the following lemma. Lemma 3 is a single
variable version of Lemma 2 under the added assumption of a monotone selection
procedure.
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Lemma 4. Assume a monotone selection procedure with respect to weights. Let Sˆ
be the set of selected variables based on random weights W = (w1, . . . , wn) such that
E(wi) =
1
2
for i = 1, . . . , n. For any k ∈ {1, . . . , p}, if P (k ⊆ Sˆ) ≤ , then
P (Πˆsimultk ≥ ξ) ≤
2
ξ
Proof of the Lemma 4. The proof follows exactly as that of Lemma 2 with subsets K re-
placed by variables k until the inequality P (k ∈ Sˆ) ≤  implies that P (Hk = 1) ≤ P (k ∈
Sˆ(Z,W1))
2 ≤ 2. Under the original setting we obtain this final inequality based on con-
ditional independence of the selected sets, but here we are able to obtain the inequality
based on the monotone inclusion condition. Note that P (Hk = 1) = P (k ∈ Sˆ(Z,W1)∩
k ∈ Sˆ(Z,W2)) = E(E(I{k∈Sˆ(Z,W1)}I{k∈Sˆ(Z,W2)}|Z)). Defining f(W) = I{k∈Sˆ(Z,W)}, we
have E(E(f(W1)f(W2)|Z)) = E(E(f(W1)f(1 −W1))|Z). Applying the monotone
assumption, we have that if f(W1) is monotonically non-increasing then f(1−W1) is
monotonically non-decreasing and by a multivariate Chebyshev’s covariance inequality
we have P (Hk = 1) ≤ E(E(f(W1)|Z))2 = P (k ∈ Sˆ(Z,W1))2 completing the part of
the proof which differs under the general weighting function.
Proof of Theorem 3.4. The proof follows exactly as Theorem 3.2 with the result from
Lemma 2 replaced with the equivalent result from Lemma 4 under the additional as-
sumption of a monotone selection procedure.
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