A new theory is presented for calculating the Helmholtz free energy based on the potential energy distribution function. The usual expressions of free energy, internal energy and entropy involving the partition function are rephrased in terms of the potential energy distribution function, which must be a near Gaussian one, according to the central limit theorem. We obtained expressions for the free energy and entropy with respect to the ideal gas, in terms of the potential energy moments. These can be linked to the average potential energy and its derivatives in temperature.
Introduction
Free energy is the quantity of central interest in physics and chemistry, since the free energy determines the equilibrium physics, and free energy di erences determine chemical equilibrium and dynamics.
Earlier attempts to calculate the Helmholtz free energy and to relate it to well measurable basic properties were restricted to either diluted gases 1 or gases and monoatomic van der Waals liquids at relatively high temperature, using the socalled High Temperature Expansion of Zwanzig. 2 This last expression, applied to the free energy with respect to the hard sphere liquid, is given by 3 A = hVi 0 ? h(V ? hVi 0 ) 2 
with V the perturbation potential energy, where the ensemble averages h: : :i 0 are taken over the reference state. Often eq. 1 is truncated after the second term and in this case the right hand side can be expressed in terms of g(r) or related quantities, using either the Barker-Henderson theory 4, 5 or the Chandler-WeeksAndersen theory. 5, 6 Later extensions to small molecular uids are reviewed by Gray and Gubbins. 7 In this paper we will rephrase the basic equations of statistical mechanics in terms of the one-dimensional distribution function of the total potential energy, instead of the multi-dimensional partition function. Since we can de ne the internal energy and the Helmholtz free energy in terms of this energy distribution function, all other thermodynamic properties can be derived too.
From the fact that at not too low temperature a macroscopic system can be regarded as an in nite collection of identical independent subsystems, it follows that the distribution must be close to a Gaussian (we will refer to these macroscopic systems as Quasi Gaussian systems). Hence for every Quasi Gaussian system it is possible to classify di erent \statistical" states, according to the corresponding uninormal distribution, and to derive a general expression of the reduced entropy (the Quasi Gaussian entropy) in terms of the heat capacity and a dimensionless and intensive quantity, the intrinsic entropy function.
The article is organized as follows. In section 2.1 we de ne the reduced and ideal reduced free energy, and in section 2.2 we give the general shape of the potential energy distribution function and the physical and mathematical restrictions, using a generalized Pearson system of curves. Then we will work out two cases, the ideal Gaussian state (section 2.3) and the Gamma state (section 2.4). In section 2.5 we de ne the intrinsic entropy function. In the same section we also derive the general expression for the Quasi Gaussian entropy (QGE) and a general di erential equation (thermodynamic master equation) which relates the heat capacity and the intrinsic entropy function. In section 2.6 we solve this master equation for the Gaussian and Gamma state which yields the the temperature dependence of the ideal reduced free energy, internal energy and heat capacity. In sections 2.7 and 2.8 we describe two approximated solutions which can be applied to systems with more complex statistical states. In section 2.9 we will discuss applications of these approximations to small molecules.
Finally in section 3 we present the results obtained for three di erent systems: the classical harmonic solid, for which we could derive an analytical expression for the free energy and the energy distribution, and liquid water and liquid methanol, where we compared the experimental results with the predictions following from the QGE theory, using both approximations.
Theory

Reduced free energy
The Helmholtz free energy of a system with xed temperature, volume and number of particles, is given by: A = ?kT ln Q (2) where Q is the overall partition function. For a system of N identical molecules in the classical limit we can say that Q = 1 N! Q e Q kin Q pot (3) where Q e is the electronic partition function, which is a constant for the majority of systems of interest, since the rst electronic energy gap is much larger than kT at usual temperature. Q kin is the kinetic energy partition function and Q pot is the potential energy partition function. Q kin and Q pot are partition functions where all the bond lengths and angles and their time derivatives involved in the n b bond vibrations are considered to be constrained from a classical point of view: b i are the bond constraint time derivatives. x and p are the atomic coordinates and momenta, h is Planck's constant, = 1=kT and R is the number of the atomic degrees of freedom of the system excluding the vibrational degrees of freedom. E flg is the vibrational energy of the whole system, de ned by the set of quantum numbers flg of all quantum oscillators present, and the sum P flg runs over all possible sets. In general the energylevels of the individual oscillators (and therefore E flg ) may be a function of the coordinates x, implying a temperature dependence. Only in the ideal gas condition, we can consider the levels of the oscillators to be independent from the coordinates and therefore from the temperature. The prime on the integral sign means an integration with all bond and angle constraints. It must be noted that Q kin in eq. 4 must be evaluated at one arbitrary con guration, since its Dirac functions ( _ b i ) are depending on the coordinates, although the value of the integral is virtually independent of them (since the integration is performed over the whole ensemble of molecules). Therefore the factorization of Q is possible even with constraints.
The free energy of an ideal system at the same temperature and density but with no intermolecular interactions (ideal gas condition) is:
Q pot 
Again, the prime on the integral sign means an integration with all bond and angle constraints. Now the only di erence between this ideal state and the real state of the system is in the potential energy partition function. It is convenient to calculate the di erence between the real free energy and the ideal one. This di erence is called the reduced free energy:
A r = A ? A 0 = ?kT ln Q pot
In general we can rewrite the (constraint) con gurational partition function Q pot for a system with a potential energy function V(x) = + + E, with E the total energy of the quantum oscillators, in the following way 
We will use this fact later in section 2. 
The two terms on the right hand side are di cult to evaluate, and there is no general way to calculate them. In this article, we will derive for these kind of terms a general analytical expression.
Hence we introduce another reference state, with free energy A 0 0 = ?kT ln Q 0 0 (14) Q 0 0 = 1 N! Q e Q kin X flg Z 0 dx (15) Note, that this state has the same density and temperature as the real system, but no angle and bond vibrations, and no inter and intramolecular potential, corresponding to an ideal gas of 'rigid' molecules. The free energy of the real system with respect to this state we call the ideal reduced free energy A 0 ,
Equation 16 can be modi ed to express the energy with respect to the average potential energy U 0 :
A 0 = U 0 + kT ln D e y E (17) where U 0 = hVi = h + + Ei (18) y = V ? hVi (19) and S 0 = ?k ln D e y E (20) is the ideal reduced entropy of the system. This is the di erence between the entropy of the real and the new reference system.
It should be noted, that when = 0, eq. 16 reduces to the second term in eq. 13. Therefore we can use the expressions we will obtain in the more general case 6 = 0 for this term as well. In section 2.9 we will see, that for small molecules A r can be obtained quite straightforwardly from A 0 .
General distribution and restrictions
It is important to note, that since the energy distribution function (y) is that of a macroscopic system, it must be uninormal and very similar to a Gaussian distribution. We can prove this as follows.
Since the system is macroscopic, we may treat it as a collection of N identical subsystems. Although these subsystems contain a di erential amount of matter from a macroscopic point of view, they can be regarded as statistically independent thermodynamic systems since they still contain an \in nite" number of molecules. This means that the interaction energy between subsystems is negligible with respect to the internal energy of each subsystem. 9 If therefore every subsystem i has a potential energy i and a uctuation i = i ? < i >, we can express the potential energy and uctuation of the total system as
The central limit theorem 10 states, that as N ! 1 (a macroscopic system) ( V) = (y) will tend to a Gaussian distribution, whatever is the distribution of i . Hence for a macroscopic system (y) will be uninormal and very similar to a Gaussian distribution. Every macroscopic system which can be described in this way, we call a Quasi Gaussian system, and each type of corresponding energy distribution de nes its \statistical" state. In section 2.5 we will show that all Quasi Gaussian systems share the same general expression for the ideal reduced entropy.
At very low temperature though, the system must be described in a complete quantum mechanical way. This means, that the energy V and its distribution (y) are discrete instead of continuous, and this discrete distribution need not be uninormal, since at low temperature the degeneracy of energylevels can be small. In general (y) is a product of an increasing function (the degeneracy of levels) and a decreasing function (the Boltzmann factor).
So for systems which are not at too low temperature we can formulate several restrictions on the shape of this near Gaussian energy distribution function: R1 The distribution function (y) is de ned on the energy interval y 0 ; 1i. For physical reasons, y 0 must be a nite value, since any real system must have an overall potential energy minimum. The function therefore cannot be perfectly symmetric. Since for molecular systems at usual temperature, the mode of the energy distribution is very far from the absolute minimum, y 0 can be regarded as a numerical energy minimum, much higher than the real physical minimum. For systems at low density and/or high temperature the mode is so much higher than the numerical minimum that a symmetric curve could be a good description of the real distribution.
R2
Since we assume the exact probability density (ranging from the absolute minimum to in nity) and at least its rst derivative to be continuous, (y) and its derivative d =dy must be continuous and real on the interval y 0 ; 1i. 
R5 Any acceptable solution of (y) has to result in a nite ideal reduced free energy. Therefore the integral Z 1 y 0 e y (y)dy (24) has to converge. (According to eq. 12 this corresponds to the requirement, that a suitable energy distribution function should have a converging moment generating function at the corresponding .) So we have the necessary condition that lim y!1 e y (y) = 0 (25) It should be mentioned here, that this physical restriction is not valid for a classical ideal harmonic solid (a set of classical oscillators with no limits on the coordinates). We will show in section 3, that in such a case the system still can be described as a special case of the theory. G n (y) (26) with P m (y) and G n (y) some arbitrary polynomials in y of order m and n:
a i y i (27) G n (y) = (29) corresponding to m = 0; n = 2 in our notation. The choice b 2 = 0 or b 2 = b 1 = 0 is equal to n = 1 or n = 0. The resulting family includes some well-known types, like the normal, Gamma, Beta and t-distribution. 14, 15 Further generalizations of eq. 29 are described by Ord, 14 for the case n > 2. The use of a Pad e expansion as in eq. 26 was rst described by Dunning and Hanson. 16 We will use the generalized Pearson equation to classify di erent uninormal distributions, close to a Gaussian, which satisfy the physical and mathematical restrictions. (31) with k max = n e n p (32) where n e is the number of equations needed to solve the parameters. n e can be larger than n p because the rst n p equations not necessarily are independent.
Integrating by parts we obtain h y k G n (y) i 1 Later on we will see, that m + 1 n (eqs. 41 and 42); therefore the highest moment that is required is M kmax+m . From the same equations as eq. 36 with k > k max ? 1, we get the moments from M kmax+m+1 on, expressed in terms of the lower ones.
We will now investigate the e ect of the restrictions R1 to R5 on the possible solutions of the di erential equation of (y) ,eq. 26.
Restriction R2 (continuity) demands that G n (y) has no real roots on the interval y 0 ; 1i. G n (y) therefore can have real roots only at y 0 or some value y i smaller than y 0 . Since (y) and its derivative must be real, also pairs of conjugated complex roots at i i^ i are possible. So G n (y) can be built up of factors like (y ? y 0 ) n 0 , (y ? y i ) n 00 , and Q n 000 i ((y ? i ) 2 +^ 2 i ) with n 0 + n 00 + n 000 =2 = n. None of these factors can change sign in the interval y 0 ; 1i. This inequality is always ful lled if
It is never ful lled when m + 1 < n. In the case that m + 1 = n, we use the de nitions of the polynomials P m (y) and G n (y) (eqs. 27 and 28) and nd that the free energy can converge only if b n a m < kT m = n ? 1
We can order the possible solutions of eq. 26 according to their complexity. This is de ned by the number of parameters (= m + n + 2) and the number of required moments (= k max + m).
The simplest solution of eq. 26 fm = 0; n = 0g is a Gaussian distribution (de ning the ideal Gaussian state) and the rst completely acceptable solution fm = 0; n = 1g is a Gamma distribution, de ning the Gamma state. In this way, a state is de ned by the type of potential energy distribution, because it describes all the equilibrium properties of the system. In the following sections we will focus on these two solutions.
Ideal Gaussian state
From the central limit theorem we saw that (y) tends to a Gaussian distribution as the system becomes more and more macroscopic. Therefore we can consider as ideal reference a system where (y) is exactly a Gaussian. We call this the ideal Gaussian state. It is clear then, that in such a condition A 0 is a function only of T and the rst two potential energy moments. We can link these moments M n to the derivatives 
Here C 0 V is the ideal reduced heat capacity of the total system at xed volume, excluding the kinetic energy part.
Gamma state
The rst physically acceptable solution of just beyond the Gaussian distribution 
where we used the substitution x = z=b 2 1 . In the last step we used the de nition of the Gamma-function. 17 Now the distribution function can be expressed as either 
In the Gamma state therefore, the ideal reduced free energy is given by the average potential energy and its rst two derivatives in temperature. 
The intrinsic entropy function
In the previous sections we studied the rst two possible statistical states of a Quasi Gaussian system. Although it is possible to study higher order solutions of the generalized Pearson equation, such solutions will be very complicated, involving higher order moments (and derivatives of hVi in T). It turns out that solutions just beyond the Gamma distribution involve at least M 5 .
In this section we will show that for every Quasi Gaussian system can be expressed in terms of the moment generating function of the subsystems. We will also derive a general di erential equation (thermodynamic master equation) which link (T ) to C V (T ).
In section 2.2 we de ned a Quasi Gaussian system as a collection of N identical independent di erential thermodynamic subsystems (elementary systems), with N ! 1. We can de ne the moment generating function of the energy uctuation 
It is evident that is a dimensionless and intensive property, since it is completely de ned by the elementary system. In general is a function of the temperature, density and composition of the system. We can call this quantity the intrinsic entropy function. It is interesting to note that < 0 (since S 0 < 0 and C 0 V > 0) and in the limit of in nite temperature we have 
as it follows from the fact that every k converges to a nite value as T ! 1
(being equal to
. From eq. 81 we can also de ne the ideal reduced free energy as
where C 0 V is the general expression for the Quasi Gaussian entropy. (T ) is given by -1/2 for a Gaussian state and by eq. 76 for the Gamma state. Every type of distribution will have its own functional form of depending on a limited number of moments. This number increases with increasing order of the solution of the generalized Pearson equation. It is interesting to note that solutions of lower order can be regarded as limits of higher order solutions. With increasing temperature, the system can be described by a lower order solution and in the limit of in nite temperature every system will tend to an ideal Gaussian state. 
It is a remarkable fact that if the exact statistical state of a Quasi Gaussian system is known at least at one temperature, eq. 86 will provide the complete behavior of C 0 V and hence of all other thermodynamical properties at every possible temperature at xed volume, if of course there are no singular points, where (@C 0 V =@T) V = 1 or not continuous. It should be mentioned also that the derivations of this section are valid even when the probability distribution function of the potential energy is not continuous and/or uninormal.
Exact solutions of the thermodynamic master equation
In this section we will solve the master equation, eq. 86, for the two cases we discussed before in the previous sections. From the solutions it is clear that in the Gaussian state the knowledge of U 0 and C 0 V at one temperature is required to know the complete behavior of the system. In the Gamma state we need to know (@C 0 V =@T) at one temperature as well. The Gaussian state and its solution, as we mentioned before, can be regarded as an ideal solution. The Gamma state solution on the contrary, although in general it will not be an exact description, can be considered as an acceptable approximation for a large variety of systems. In the next section we will describe an approximated solution of the thermodynamic master equation, based on the assumption that the state of a real system is very close to a Gamma state.
E ective Gamma approximation
In the previous section we derived the solution for an exact Gamma state. In this section we describe an approximation for real systems which can not be described by the exact Gamma solution, but which can be considered to be in a perturbed Gamma state.
In general the heat capacity of the real system can be written as
where C 0 V ? is the heat capacity of a possible Gamma state and (T ) the corresponding error. Our aim is to nd a speci c \e ective" Gamma state which will reproduce the entropy of the real system as close as possible. If all the information on the system is con ned to one temperature, one simple choice to de ne uniquely the Gamma state is to equate S 0 ? (T 0 ) with S 0 (T 0 ) and C 0 V ? (T 0 ) with C 0 V (T 0 ). This e ective Gamma state is thus de ned as having the same entropy and heat capacity as the real system at the reference temperature T 0 . Therefore we can use eqs. 94-97 replacing and 0 by the e ective and 0 , where 0 
Constant alpha approximation
When the statistical state of a Quasi Gaussian system is known (and hence the functional form of (T; C 0 V ; (@C 0 V =@T); : : :)) the thermodynamic master equation (eq. 86) can be solved exactly, as we did for the Gaussian and Gamma state. In the previous section we showed that an approximated solution can be obtained if the system is close to a Gamma state (perturbed Gamma state). In this section we will derive an approximated (local) solution of the master equation in some temperature interval based on a temperature expansion of the intrinsic entropy function. This approximation does not require any knowledge or assumption on the statistical state of the system. We can expand (T ) in T around a reference temperature T 0
and then use this to integrate eq. 86. With eq. 99 we can produce a set of approximated analytical solutions, valid for an increasing temperature range. We started testing the zero order solution, where (T ) = (T 0 ) and (@ (T )=@T ) V = 0. We obtained already with this simple solution very accurate results for a large temperature range for two real liquids. Within the zero order approximation, we can rewrite eq. 86 as 
We can use eq. 101 to calculate U 0 as a function of T:
Eq. 103 can also be used to calculate A 0 from eq. 74
Eqs. 101, 103 and 104 give C 0 V , U 0 and A 0 as a function of temperature in the zero order approximation of eq. 86.
Application to small molecules
In this section we will apply the results of the Quasi Gaussian Entropy theory to small molecules, like water and methanol. We can rewrite eq. 13, expressing the rst two terms on the right hand side according to eq. 83 as:
A (109) with e 0 0i the zero-point energy of the i th harmonic mode, and m the number of modes per molecule. The possibility to factorize Q pot 0 implies, that e 0 0i is independent of x and therefore of T. As explained before, the levels in the real system may be temperature dependent. For water for example, there is a shift of one of the three modes of about 100 cm ?1 in 400 K. 19 It is possible to calculate Q v 0 using spectroscopical data, obtaining that for most molecules up to at least 600 K virtually no other vibrational states other than the ground state are populated, since e 0 i 0 kT 20 (except for backbone vibrations in large molecules 21 ). For water 22 and methanol, 23 this is ful lled even up to 1000 K. Therefore, the average vibrational energy is just the ground state energy, and the vibrational contribution to the heat capacity is virtually zero.
Moreover, for small molecules, like water and methanol (for the latter considering the dihedral angle to be freely rotating), we have = 0, and therefore 
with c r V , U r m and A r m the molar reduced heat capacity, potential energy and free energy.
Results
In this section we will present the results of the Quasi Gaussian Entropy theory (QGE) on three systems. First we will discuss the harmonic solid (a generalization of the classical Einstein solid). Then we present data on liquid water and methanol, using both the e ective Gamma and constant alpha approximations (for these liquids an exact Gamma solution is not accurate enough).
The classical Einstein solid is a collection of one-dimensional identical oscillators, which are coupled to a thermal bath. 24 Here we will investigate a collection of non-identical classical harmonic oscillators. The potential energy of the whole system, , is a simple square potential,
where is the number of oscillators, i is the force constant of the i th oscillator, and x i the corresponding coordinate. The con gurational part of the free energy is therefore
It is clear that < x 2 i >= 2 i = kT= i . Now the sum of independent squares of a random variable with a standard Gaussian distribution is a 2 -variable, 25 
and therefore
Clearly, the 2 -distribution is a Gamma-distribution (see eq. 67) with = 2 , a = =2 and = 1=2. Now we can express the distribution of the potential energy , since 2 = 2 =kT, as
which is again a Gamma distribution with = , a = =2 and = 1=kT = .
Therefore the harmonic solid has exactly the energy distribution of the Gamma state and using eq. 65 in eq. 10 we obtain exactly the expression of the free energy, eq. 124. The state of this ideal harmonic solid corresponds to the simplest possible solution of a Quasi Gaussian system. However, this Gamma state does not ful ll restriction R5, and therefore all derivations starting from eq. 68 are not valid. Such a system can be regarded to be in a Gamma state with a non converging ideal reduced free energy. In fact, in this case C 0 , see eq. 124. The classical harmonic solid is a good approximation of a real monoatomic solid above its Debye temperature D , say, where c V = 3R, the classical limit. 5 For many solids this Debye temperature is in the range of 150 -400 K, so in the order of room temperature. Below D , the previous approach cannot be used, because of the quantum character of the vibrations. In that case the Einstein or Debye approximation can be used. 5 We also tested the e ective Gamma approximation (eqs. 115-118) and the constant alpha approximation (eqs. 119-122) in the case of small molecules, on liquid water and methanol. We obtained experimental reduced free energies A r m using equilibrium liquid-gas vapour pressures (see appendix A). We used the values of c r V , heat of vapourization v H m (with U r m = v H m +RT ), and A r m at the reference temperature to calculate (T 0 ) and 0 and to predict the temperature behavior of A r m , U r m and c r V using this (T 0 ) or 0 . It should be noted that the reference temperature T 0 (and the corresponding equilibrium pressure) must be chosen in such a way, that the vapour at T 0 can be regarded as an ideal gas.
For water, the reference condition was de ned at T 0 = 300 K and the corresponding equilibrium pressure. We calculated the reference c r V from c r P , 17 using the relation c r V = c r P ? 2 V T 0 V l m (T 0 ) (128) with V the isobaric volume expansivity and the isothermal compressibility, and c r P = c P ? 3R, correcting for the kinetical part (which is 3R for a rigid body). We obtained c r V = 0.04942 kJ/mol K at 300 K. The experimental heat of vapourization, v H m at 300 K was obtained from Atkins, 26 giving U r m = -41.436 kJ/mol. Values for the equilibrium vapour-pressure were obtained from Schmidt, 27 which are in close agreement with the Handbook of Chemistry and Physics. 17 Above 373 K, say, corrections for the non-ideal behavior of the vapour and the changing of the molar liquid volume V l m are not completely negligible. Therefore we corrected all data, as explained in Appendix A, assuming that the deviation from ideal gas is properly described by the second virial coe cient B, and the deviation from an incompressible liquid is described by a linear relation between pressure and molar volume. The values of B(p ; T) and the isothermal compressibility (p ; T) were calculated from the tables in Schmidt. 27 The values of B(T) were in reasonable agreement with those given by other authors. 28 At 573 K, the highest temperature, the correction due to the non-ideal vapour is -1.15 kJ/mol, and compressing the liquid back to the same initial density gives +0.32 kJ/mol. Up to 473 K though, both terms almost cancel. Using A r m , U r m and c r V at 300 K, we obtained (T 0 ) = -1.186 and 0 = 0:772.
In g. 1 we plot the temperature prediction of the QGE theory using both approximations together with the experimental data. The agreement is very good, even over a temperature range of 300 K. We can see, that there is a slight discrepancy of only 0.5 kJ/mol for the constant alpha and 0.2 kJ/mol for the e ective Gamma approximation at the highest temperature. Clearly, the constant alpha approximation starts to become less accurate for such a large temperature interval. In general, we expect to increase towards the ideal Gaussian state value of -1/2 with increasing temperature. An increase of indeed results in the fact, that the real A r m is somewhat lower than the one, predicted with constant . The prediction of the e ective Gamma approximation seems to be more accurate for such a large temperature interval. The agreement of this prediction with experimental data indicates that liquid water can be considered as a perturbed Gamma state.
For comparison, we also calculated a second order Taylor expansion of the free energy, using the same amount of experimental data. We can expand A r m around T 0 as follows: 
where we used dS m = dq=T = c V dT=T. We see, that the t of this Taylor expansion is much worse at higher temperatures. This is in a way obvious, since the Taylor expansion does not contain further physical information. It is merely a numerical t. This is especially evident, from the comparison of the experimental U r m and c r V with the prediction of the second order Taylor expansion of the free energy. In the Taylor expansion c r V is constant and U r m is linear in T. From the speci c heat tables at high pressure, 27 we were able to calculate U r m at three di erent temperatures, apart from 300 K, at constant density. Note, that to keep the same density as the equilibrium density at T 0 = 300 K, already at 373 K we need to apply a pressure of 908 bar. Results are given in g. 2. From the gure it is evident that @ =@T = 0 is an excellent approximation. As already mentioned in section 2.7 the e ective Gamma approximation can reproduce with a high accuracy the free energy, but less accurate U r m and c r V , as it is clear from the gure. From Schmidt 27 we also obtained values of c P , V (T ) and (T ) at the xed reference liquid density (i.e. at high pressure) in the same temperature range as g. 2. Using eq. 128 we obtained values of c r V (T ), see g. 3. From these last two gures it is clear, that for U r m and c r V the constant alpha approximation is excellent and the e ective Gamma approximation is still acceptable even for these two properties. This suggests that for liquid water the constant alpha approximation can be considered as an excellent local description, valid for a temperature range of at least 100 K, while the e ective Gamma approximation can be considered as a more general description, less accurate for U r m and c r V , but acceptable over a larger temperature range. Note, that in the range of temperatures between 300 and 400 K the second order Taylor expansion gives a t to the experimental free energy, which is almost as good as the QGE approximations, while in this range for the other two properties the Taylor expansion is clearly o . This is further evidence, that such an expansion is a pure numerical t of the free energy only, unable to reproduce other physical properties.
We also applied the theory to liquid methanol. Experimental density and vapour-pressures were obtained from Liley. 29 To calculate c r V , we used heat of vapourization values from Liley, 29 but, since we need v H m at constant density, we were forced to calculate c r V at low temperature (T 0 = 180 K), where the changing in the molar volume is least, obtaining c r V = 0.040 kJ/mol K and U r m = -40.32 kJ/mol. For the correction terms at high temperatures, we used values of B from Smith and Srivastava 30 and values of at one atmosphere in the range from 273 -323 K. 17 For higher temperatures, we used extrapolated data. In this case (T 0 ) = -1.96 and 0 = 0:926. The results are given in g. 4. Also here we have an excellent agreement for both approximations over a large temperature range (300K). Just as in the case of water, the Taylor expansion becomes quite worse at higher temperature.
Besides the e ect of less accurate experimental data and the assumptions, that either (T ) is almost constant or the statistical state can be considered a perturbed Gamma state, in methanol we have the additional complication of the presence of the dihedral angle H-C-O-H, which we assume to be freely rotating. Anyway, this approximation is within experimental errors, since the experimental c V of the gas at 180 K is 3.6 R, 29 instead of 3.5 R (rigid body with one dihedral).
Discussion and conclusions
In this article we have shown that rewriting the equilibrium statistical mechanics in terms of the potential energy distribution function it is possible to de ne di erent statistical \states", according to the type of distribution. We also showed that for a Quasi Gaussian system such states follow from a generalized Pearson di erential equation for uninormal distribution curves. The solutions can be ordered by the number of central potential energy moments, that de ne the curve, where such moments can be written in terms of temperature derivatives of the average potential energy. Since in general moment M n is a function only of the rst n ? 1 derivatives of the average potential energy, it is clear that such solutions can be ordered according to the number of derivatives as well. This implies that for each solution, the equilibrium physics is given only by the average potential energy and a limited number of derivatives, depending on the type of distribution.
We investigated the properties of the rst two possible solutions, which are the Gaussian and Gamma distribution, de ning the rst two possible statistical states, namely the ideal Gaussian and Gamma state. The rst one can be regarded as an ideal or limit condition, but the second one is completely physically acceptable. It is a remarkable fact that the equilibrium physics of systems in this Gamma state can be described completely by the average potential energy and its rst two temperature derivatives only. We derived for both states expressions for the ideal reduced entropy and free energy.
We also derived a general expression for the ideal reduced entropy of every Quasi Gaussian system in terms of the heat capacity and the quantity , the intrinsic entropy function. From this expression, we were also able to obtain a general di erential equation (thermodynamic master equation), the solution of which describes the temperature dependence of the free energy, average energy and heat capacity of the system. When the exact statistical state of the system is known, it is possible to solve this equation, as we showed for the Gaussian and Gamma state. Even when such a condition is not present it is still possible to obtain approximated solutions. In this paper we described two possible approximations, the e ective Gamma and constant alpha approximations. They both gave very accurate results for the free energy over a large range of temperature, when applied to liquid water and methanol (for these liquids the exact Gamma state is not accurate enough), showing that in such systems the intrinsic entropy function is very temperature insensitive and the statistical states of these liquids can be regarded as perturbed Gamma states. The constant alpha approximation was also able to reproduce very accurately the average energy and heat capacity, at least over a range of 100 K, while the e ective Gamma approximation proved to be less accurate in the same range of temperature for the latter properties, although the errors never exceeded 7%.
We also proved that the energy distribution of a classical harmonic solid is exactly a Gamma distribution, showing that already the simplest statistical state of a Quasi Gaussian system can exist. Moreover, already at room temperature many real solids are well described by this harmonic model.
The Quasi Gaussian Entropy theory can also be generalized to mixtures of di erent components. The expression for the ideal reduced free energy of the total system will be given again by 
with n i the number of moles of component i. In the case of mixtures at in nite dilution the function is completely determined by the solvent. Currently we are developping the theory for mixtures, according to these equations. It is also interesting to note that the same basic mathematical approach can be used for direct calculations of the (reduced) chemical potential r , since the latter can be expressed 31 as r = kT ln < e > = < > +kT ln < e > (135) where is the intermolecular potential energy of one particle interacting with the rest of the system, and = ? < >. Here we have assumed, for simplicity, that the intramolecular potential is constant. For the distribution function of , ( ), we can set up a similar scheme, as we did for the distribution of the total potential energy V. There is a major point of di erence though between (y) and ( ); since (y) applies to a macroscopic system, we can use the central limit theorem to show that (y) must be close to a Gaussian distribution. But the interaction energy is determined mainly by a (very) limited number of local interactions. Therefore ( ) is likely to be more asymmetric than (y). Preliminary results with Molecular Dynamics simulations show indeed that ( ) can range from almost symmetric to very asymmetric, depending on the type of interactions. Short range van der Waals interactions in apolar uids (like for example liquid argon, modelled by a Lennard-Jones (12-6) potential 32 ) produce a very asymmetric distribution, wheras a polar liquid like water (modelled by a Coulombic and Lennard-Jones potential in the SPC model 33 ) results in an almost Gaussian distribution. The slight asymmetry though is very important, since the right tail of the distribution ( ) is multiplied by exp( ) to calculate < exp( ) >. A simple Gaussian distribution was used by Levy and coworkers 34 for calculating the free energy of hydration of ions in solution. Such a distribution corresponds to the simplest solution of the generalized Pearson system.
Our future work will concern both development of the theory and connections with experimental and accurate simulation data. 
The last equation provides a very accurate method to evaluate the Helmholtz free energy of a liquid within the range of temperatures where the liquid-gas equilibrium is present. Note, that the rst two terms on the right hand side represent the free energy, assuming the vapour to be ideal and the liquid to be incompressible. The third one is the correction term due to the non-ideality of the vapour, and the last term the correction due to the compression of the liquid. Also note, that the last two terms have opposite sign.
