This paper proposes the State-of-charge (SOC) estimator of a LiPB Battery using the Extended Kalman Filter (EKF). EKF can work properly only with an accurate model. Therefore, the high accuracy electrical battery model for EKF state is discussed in this paper, which is focused on high-capacity LiPB batteries. The battery model is extracted from a single cell of LiPB 40Ah, 3.7V. The dynamic behavior of single cell battery is modeled using a bulk capacitance, two series RC networks, and a series resistance. The bulk capacitance voltage represents the Open Circuit Voltage (OCV) of battery and other components represent the transient response of battery voltage. The experimental results show the strong relationship between OCV and SOC without any dependency on the current rates. Therefore, EKF is proposed to work by estimating OCV, and then is converted it to SOC. EKF is tested with the experimental data. To increase the estimation accuracy, EKF is improved with a single dominant varying parameter of bulk capacitance which follows the SOC value. Full region of SOC test is done to verify the effectiveness of EKF algorithm. The test results show the error of estimation can be reduced up to max 5%SOC.
to do the tasks.
The methods of SOC estimation can be categorized by the direct measurement based method or the battery model based one. Coulomb counting or current integration is one of the examples of direct measurement as the most popular method by its simplicity. However, it leads to high errors due to the accumulation of error integration in current measurement. And Kalman Filter (KF) or Extended Kalman Filter (EKF) can be one of the representative battery model based methods. KF is introduced to estimate SOC with its several advantages. KF can optimally (minimum variance) estimate the states affected by the broadband noise contained within the system bandwidth, i.e., that cannot be filtered out using classical techniques, and enable the empirical tradeoffs between modeling errors and the influence of noise [6] . While KF is working in linear systems, EKF can estimate properly in nonlinear system [7] .
To develop a battery model, many previous studies have been done. Several models have been reported using electrochemical base [8] , [9] . Other researchers have proposed electrical battery models consisting of resistances and capacitances [10] , [11] . The electrical model is preferred by the electrical engineers due to the easiness for them to understand. Furthermore, mostly the battery model is developed based on low capacity type for electronic appliances. Contrarily, battery application for high power application uses high capacity type. Several researchers have developed a battery model of high capacity type [11] , [12] . The model can perform in high accuracy. It is reported that the model can represent the battery voltage response with error less than 12mV of single cell 1.2V NiMH type [11] and less than 5mV of single cell 3.7V LiPB type [12] .
In papers [6] and [7] , KF and EKF are used to estimate SOC, respectively. In those papers, a lead acid battery is used for experiment. The characteristic of this battery is simpler than that of Lithium type. The researchers have adopted a battery model consisting of two parallel series RC circuits and a series resistance. The results show that estimated OCV and true OCV has error higher than 0.5V. This error may be caused by the mismatching in battery modeling.
KF based SOC estimation method of batteries in the energy systems for PV application has been proposed [13] . The researchers used a first order of electrical model for KF states. It was reported that the error could be kept below 10% for data of a 12V 125Ah flooded a lead-acid battery cycled on a typical PV regime over a period of 2.5years.
EKF has been adopted to estimate SOC for battery packs [14] . The battery pack for an experiment is Lithium ion type of 330V, 15Ah. The underlying dynamic behavior of the battery pack was described by a model comprising of two capacitances and three resistances. The maximum error was less than 2V. Some specific current tests were applied to validate the proposed method. To verify the performance of EKF, the results were compared with those of coulomb counting. The results showed that the methodologies were able to perform properly to estimate SOC of the battery pack. The test was done in the narrow region of SOC. Results in the tests showed that the maximum error was less than 3%.
Several authors have used Randle's battery model consisted of series resistance, single RC network, and bulk capacitance [15] . The model parameter was based on rest condition instead of load condition. But, the load condition is much more important to observe the parameters than in the rest condition. For example, OCV during the load condition changes following the change in SOC, while in rest condition it does not change. In paper [16] , a coulomb counting based EKF has been proposed for SOC estimation. Randle's battery model has been adopted with the single RC network. However the results were shown that the SOC estimation error tended to be increased, and it might be caused by a coulomb counting algorithm adopted in EKF.
The time varying parameters for system to increase the estimation accuracy have been proposed by some researchers. They have proposed an additional estimator to perform the varying parameters. Dual EKF was studied to estimate the states and parameters as shown in Fig. 1 . The first EKF was employed to estimate the state of battery and the second one was done to estimate the parameters of battery model [17] . Furthermore, a dual sliding mode observer was proposed to estimate the states and parameters. The first observer was a fast time-varying observer which estimated the parameters including SOC. The second one was a slow time-varying observer to estimate the state of health [18] . However, applying dual observers might increase the calculation time of the controller/processor. This paper proposes the application of EKF to estimate SOC. EKF is proposed to be worked by estimating OCV, and then it is converted to SOC. This principle is based on the fact that OCV and SOC have the strong relation and have no dependency of current rates [19] , [20] . The state space equation of the battery in EKF is used a high accuracy electrical model based on paper [12] . This model consists of a bulk capacitance, double RC networks and a series resistance. The performance of EKF is improved with a single dominant varying parameter. Based on the knowledge in battery modeling, it is found that the bulk capacitance influences the battery voltage dominantly. Therefore, the bulk capacitance is chosen for the varying parameter by following the SOC value. Moreover, EKF algorithm is tested in full region of SOC and various current rates.
II. BATTERY ELECTRICAL MODEL
Battery for experiment is LiPB Enertech, SPB90210260V1, prismatic single cell module, 3.7V and 40Ah. It is shown in Fig. 2 . This type of battery has merit of high capacity which is suitable for Renewable energy application. The experiment is performed at 30 • C. During the experiments, the increasing of battery temperature can be negligible. The MACCOR automatic battery tester is used to test the battery. The battery tester can be programmed to produce the pulse current for charging and discharging processes. This tester could also monitor the battery conditions including temperature, terminal voltage, and current. Every data are recorded at every second.
The OCV measurement is done by applying constant pulse current which is equal to 10% SOC. It is done for both of charging and discharging modes. The test result in charging is by 0.25C and 0.75C, and in discharging is by 0.5C, 1C and 2C. Figure 3 shows OCV in charging and discharging. These results confirm the conclusion on previous reports: OCV curve is not influenced by the charging and discharging rates and are similar between charging and discharging [19] , [20] . However this conclusion should be limited only for Lithium type of battery. It cannot be guaranteed that this conclusion is correct for other types. With the similarity of charging and discharging OCV, the minor loop and the major loop in OCV can be neglected. The fitting model for OCV can be done simply by MATLAB.
The internal resistance of R s can be identified with its linear response just after current changed in terminal voltage. Figure  4 shows this response with an arrow indicator. Resistance Rs can be calculated from the terminal voltage response just before and after the current changed. The resistance can be calculated by:
which V ta is the voltage just after charging and V tb is the voltage just before charging and I is the battery current. Note that, the resistance value must be positive. Therefore the absolute function kept R s value in positive during discharge mode which (V ta −V tb ) is negative. The RC networks can be identified by exponential response to pulse current. The exponential response is occurred during loaded and rest conditions. However, it should be checked the order of the exponential response. Figure 5 shows the response of RC networks and its curve fitting. MATLAB is used to fit the curve and to calculate the exponential order and time constants. The curve fitting results shows that the RC network voltage is similar to second-order in both of loaded and rest conditions. Even though the order is same but the time constant is different. Concerning to these characteristics, the secondorder RC network is proposed. It should be note that, the time constant of RC network is also SOC value dependent. Consider to those characteristics, the proposed circuit should be dependent on SOC value. The proposed electrical model has arrow signs to indicate its dependency to SOC value which is shown in Fig. 6 . During the loaded condition, the electrical model in Fig. 6 can be expressed as:
where V t is terminal voltage, I is current, R 1 and R 2 and C 1 and C 2 are resistances and capacitances in RC network 1 and 2, respectively. During rest time, the electrical model in Fig.  6 can be expressed as:
where V R1C1 and V R2C2 are voltages across R 1 or C 1 and across R 2 or C 2 respectively. V RC value is determined just after the current turn to zero. The results of modeling applied in simulation are shown in Figs. 7 and 8. For the verification of modeling accuracy, the simulation results are compared with the experiment data. The charging operation is shown in Fig. 7 . The battery is charged with 0.25C (10A) until the end-of-charge voltage, 4.2V. Further, the discharging operation is done with 0.5C (20A). The battery is discharged to the end-of-discharge voltage. The error between simulation and experiment data for charging operation are shown. The discharging operation has similar results as shown in Fig. 8 . In several points, the error shows similar spikes produced by one step iteration lagging of simulator relative to the experiments data. Nevertheless, the maximum absolute average error of modeling can be reduced up to 5.5mV. While the absolute error averaged by the iteration time is close to zero.
III. KALMAN FILTER AND EXTENDED KALMAN FILTER THEORY
To illustrate this theory, consider the linear discrete time system in Fig. 9 . The determined input to the system is i k , and the output or response of the systems is y k . A k , B k , and C k are matrices, and z −1 is the unit-delay operator which represents the system in the mathematical equation. The system is distorted by two stochastic noises: process noise w k and measurement noise v k . It is assumed that the noises are white noise. The output y k is measured by some devices. The result of measurement is m k distorted by noise v k . Then, x k is the system state. Commonly the state x k is unknown and may not be measured directly. The value of state x k can be estimated by Kalman filter through the model. To estimate the state value, the y k can be used to correct the prediction. Note that, the measured value of y k is m k which contains measurement noise v k .
The system in Fig. 9 can be expressed mathematically into two equations. The first describes the state equation expressed as:
It is assumed that w k is additive, white and Gaussian, with zero mean and covariance matrix. The process noise w k can be expressed as:
The second describes the measurement equation expressed as:
And, replaces the y k , then Eq. 6 becomes:
Equation 7 shows that the output of the system y k with discrete-time index k is a linear combination of states x k and matrices C k . Then, the measured output of m k contains the measurement noise of v k . Kalman filter theory assumes that the measurement noise v k is additive, white and Gaussian with zero mean and covariance matrix. It is similar to the process noise. The measurement noise can be expressed as:
The Kalman filter aim is to use the entire observed data of input {i 1 ,i 2 ,. . . i k } and measured output {m 1 ,m 2 ,. . . m k } to find the minimum mean squared error estimatex k of the true state x k .
The main algorithm of the solution is a set of recursive relationships that involve both of estimation of the state itself and also the covariance matrix of Σ e,k of the state estimate error of x k −x k . The covariance matrix indicates the uncertainty of the estimation, and may be used to generate error bounds on the estimation. Large value of Σ e,k indicates a high level of uncertainty of the estimation, while a small value of Σ e,k indicates the certainty of the estimation.
The illustration of the Kalman Filter algorithm is shown in Fig. 10 . The Kalman filter is initialized with the best available information on the state and error covariance. The initialized value of state estimation and error covariance are expressed as:
The initialization is only to support the initial estimation, and then the KF will seek the true values by the iteration steps. Following the initialization, KF repeats two steps. Firstly, it predicts the value of the next state, system output, and error covariance. The predicted state and error covariance estimates before the measurement at time index k are denoted x k (−) and Σ e,k (−), respectively. These calculations are done in Time Update (Prediction) box in Fig. 10 . Secondly, using a measurement of the system output, it corrects the present state estimate. The corrected estimates and error covariance following the measurement are denotedx k (+) and Σ e,k (+). These calculations are done in Measurement Update (Correction) box in Fig. 10 . The prediction step is accomplished by propagating the system input i k through the system dynamics. The prediction for the system state is expressed as:
The uncertainty of prediction is also updated and expressed as:
If the system is stable, the first term is contractive and it can reduce the uncertainty. The process noise Σ w term always increases the uncertainty. The state correction step is expressed as:
That is, the new state estimate equals the value of the predicted state estimate plus a weighted correction factor. The term in the square brackets is equal to the value of the measured terminal voltage minus the predicted terminal voltage. This term may be non-zero due to the measurement noise, an incorrect state estimatex k (-), or an inaccurate battery model. It represents the "new information" in the measurement, and is often called the "innovation" process for this reason. If the innovation is large, the state update tends to be large. If the innovation is small, the state update tends to be small. The innovation is weighted by the Kalman gain L k is expressed as:
If the present state estimate is very uncertain, Σ e,k is large and L k is large, forcing a large update. If the present state estimate is certain, L k is small, and the state-estimate update is small. Also, if sensor noise is large, Σ v is large, causing L k to be small and the update to be small. The covariance correction step is expressed as:
The state certainty always increases due to the new information provided by the measurement. The Kalman filter is the optimum state estimator for a linear system with the assumptions as described. If the system is nonlinear, then we may use a linearization process at every time step to approximate the nonlinear system with a linear time-varying (LTV) system. This LTV system is then used in the Kalman filter, resulting in an extended Kalman filter (EKF) on the true nonlinear system. Although EKF is not necessarily optimal, it often works very well. The nonlinear system may be modeled as:
As before, w k and v k are zero mean white Gaussian stochastic processes with covariance matrices Σ w and Σ v , respectively. Now, f(x k ,i k ) is a nonlinear transition matrix function and g(x k ,i k ) is a nonlinear measurement matrix.
At each time step, f(x k ,i k ) and g(x k ,i k ) are linearized by a Taylor-series expansion.
where
So, it can be described as the linearized system: 
IV. EKF BASED ON ELECTRICAL BATTERY MODEL
This section explains the adopted electrical model for the Extended Kalman Filter. The adopted model is shown in Fig. 11 which based on electrical model in Fig. 5 . The model consists of bulk capacitance to represent OCV, double RC network to represent the transient response and internal resistance to represent the linear response of terminal voltage. Consider to Fig. 11 , the current equation for RC network can be expressed as:
which I c1 /I r1 is current flows to capacitance/resistance of R 1 -C 1 network respectively. The current flows to capacitance can be expressed as:
The current flow to resistance can be expressed as:
Then, substituting Eqs. 24 and 25 to Eq. 23, we can get:
The state equation for the EKF should be in differential form to linearize the nonlinear system. Therefore, the equation should be formed in differential. Adopting Eq. 26, the differential voltage across capacitance in R 1 -C 1 circuit is expressed as:
The differential voltage across capacitance in R 2 -C 2 circuit is same as in R 1 -C 1 :
The differential voltage equation in bulk capacitance is expressed as:
Finally, to show the relation of all internal components voltage, the voltage equation for battery is expressed as:
EKF is the optimum state estimator for nonlinear system worked by recursion. To calculate in recursion, EKF is formed in the discrete-time state space equations as shown in Eqs. 15 and 16. Therefore the equation should be transformed into discrete form. The RC network voltage equation can be expressed in a discrete form as:
where V cn(k+1) and V cn(k) are the next and the present voltage values of capacitance C n , respectively, where T is the sampling time of digital simulator, I k is the present value of battery current, and k is iteration. The bulk capacitance voltage equation can be expressed in discrete form as:
where V cb(k+1) and V cb(k) are the next and the present voltage values of capacitance C b , respectively . By following the form in EKF, the state equations for the system are x 1 =V c1 , x 2 =V c2 and x 3 =V cb . All of the states in battery cannot be measured directly. While the input I and measured output V t can be measured directly. The state space equation of the battery and measurement equation are expressed as:
EKF needs an accurate model to perform the estimation works well. For this purpose, the first EKF algorithm is proposed as shown in Fig. 13 . It shows that EKF uses the battery current as input and the battery voltage for measured output. The main task of EKF algorithm is to estimate OCV. Then OCV is converted to SOC by the look-up table. To verify EKF performance, the battery is tested using the pulse current load. The pulse current is 1C (40A) charging. The battery voltage and current is recorded by MACCOR battery tester. The recorded data was used to test the performance of EKF algorithm. The initial value of OCV estimation for EKF is 4V. Figure 14 shows the performance of EKF. Figure 14(a) shows the measured battery current, and Fig. 14(b) shows that the terminal voltage response of battery and its estimation. Figure 14(b) shows the estimated terminal voltage which is very similar with measured data. It is verified that terminal voltage can be estimated well by EKF. Figure 14(c) shows EKF uses the initial estimation of OCV at 4V. EKF tries to track OCV at the beginning of steps. After then, EKF works to reduce the error by recursion and starts to get the correct value at around 10%SOC. But EKF cannot track well the OCV in the region of high SOC and finally EKF starts to lose the tracking ability at 70%SOC. The SOC estimation error tends to be higher as the increase of SOC. At 100%SOC, the error of estimation reaches around 20%SOC. These results show that even the estimation for the terminal voltage is good, but the estimation for OCV is unsatisfying and need to improve it. The large error in estimation may be caused by the inaccuracy of battery model. Therefore, an improvement of battery modeling is necessary to reduce the error of estimation.
Some researchers have proposed dual estimator to perform a high accuracy model and the main estimator itself. However this solution needs long calculation and time consuming. Therefore, considering the problems and limitations, it is proposed a single varying parameter. The single varying parameter is chosen as the dominant one among all of the model parameters. By choosing a dominant one, it is expected that it does not impose burden on EKF to reduce the error. Therefore the estimation can be kept in high accuracy. Based on Fig. 12 , it can be recognized that OCV is the most dominant comparing with other voltage parameters. Under the open circuit condition, OCV will be much more dominant. Simply, OCV is the most dominant value and then chosen as a single varying parameter. However, OCV cannot be implemented directly as a single varying parameter in EKF. Consider to Fig.  11 , OCV is represented by the voltage of bulk capacitance, C b . Therefore the single varying parameter in EKF is represented by bulk capacitance, C b .
The illustration of an improved EKF algorithm is shown in Fig. 15 . It shows that EKF uses the battery current and voltage as the inputs to estimate the SOC. By using both battery current and voltage, this algorithm can reduce the dependency on the current sensor. Therefore, the current measurement error cannot influence directly to the estimation accuracy. The current input is used to estimate the voltages of RC networks and OCV. Then OCV is converted to SOC by using the piecewise continuous linear look-up table as shown in Fig. 16 . In case of look-up table, x is OCV and y is SOC. The look up table can calculate any points among the sampled data. Any points between the sampled data can be calculated by:
Error propagation is used to account the process noise which deteriorates the estimation accuracy. The estimated battery voltage is compared by the measured battery voltage after weighting by the Kalman gain calculated as the error propagation, and then the state estimation and the estimation error will be updated. If the present state estimate is certain, the Kalman gain is small and the error update is also small.
Though it has been used the accurate battery model, the accumulated estimation error is increased due to the error of the battery model. To reduce the estimation error, it has been used in this work to modify the battery model with single varying parameter of bulk capacitance, C b . To calculate the bulk capacitance, two points of SOC-OCV are used. Then from the following Eq. 36, the bulk capacitance value can be calculated by:
The difference value of SOC is converted into Ah represented by Idt. The results of this calculation are shown in Fig.  17 . The value has the range of around 100kF to 500kF. The capacitance has the peak value at 30%SOC. The capacitance has high value means that the voltage changes in the small range when the battery charges with the same amount of energy. V. RESULTS The battery is tested using a pulse current load. The battery voltage and current are recorded by the MACCOR battery tester. The recorded data are used to test the performance of EKF algorithm. The preliminary test is done by applying pulse current of 1C (40A) in charging operation. Figure 18 shows the test results of EKF. The figure shows that at the beginning of processes, it can estimate the battery voltage very well. Further, at the beginning of processes EKF is tried to track the true value of OCV very hard, but it can track well at around 4200s at last. This condition can be accepted theoretically. However in real application, this condition may disturb the performance of estimator. Therefore it should be adopted in suitable application. For example, microgrid application can adopt this algorithm without any concerns. Just after the battery is installed in system, it will never disconnect from the system except under maintenance. Therefore the hard tracking is only occurred at the first time operation of battery, and then it can estimate well.
To verify the performance of EKF in more realistic conditions, it is tested by cycles of charging and discharging with various currents. The current rates are various from 0.2C to 2C. Figures 19 to 20 show the verification of EKF performance by various current rate tests. It verifies that the tracking is working well with various current rates. In those figures, it is shown that the error of SOC estimation is reduced up to 5% SOC over the all SOC region.
VI. CONCLUSIONS
To estimate the battery SOC, EKF is proposed works based on electrical battery model. The electrical battery model consists of internal resistance, double RC network and bulk capacitance. The voltage of a bulk capacitance represents OCV. SOC can be estimated by converting OCV using SOC-OCV relationship. However, EKF may work improperly if the model is not accurate. Therefore, EKF is developed based on an electrical model with high accuracy. Even though EKF adopts a high accuracy model, it may not perform well the estimation. To avoid it, a single dominant varying parameter method is proposed. Considering that the bulk capacitance voltage influences dominantly the battery voltage, it is chosen for varying parameter by following the SOC value. The time varying parameter is implemented with the piecewise continuous linear look-up table. By applying varying parameter, the error of estimation can be reduced up to maximum 5% SOC over the SOC region and various current magnitudes.
The proposed method is verified through the test of full range of SOC and various current rates. Therefore, the application of the proposed method can be used for the energy storage application which involves the wide range of SOC such as PV power source and the dynamic operation such as wind turbine. It can be expanded into other energy storages. However the dominant parameter should be chosen wisely to keep estimation works well.
