We design a non-convex second-order optimization algorithm that is guaranteed to return an approximate local minimum in time which scales linearly in the underlying dimension and the number of training examples. The time complexity of our algorithm to nd an approximate local minimum is even faster than that of gradient descent to nd a critical point. Our algorithm applies to a general class of optimization problems including training a neural network and other non-convex objectives arising in machine learning.
INTRODUCTION
Finding a global minimizer of a non-convex optimization problem is NP-hard. Thus, the standard goal of e cient non-convex optimization algorithms is instead to nd a local minimum. This problem has become increasingly important as the state-of-the-art in machine learning is attained by non-convex models, many of which are variants of deep neural networks. Experiments in [9, 10, 20] suggest that fast convergence to a local minimum is su cient for training neural nets, while convergence to critical points (points with vanishing gradients) is not. Theoretical works have also afrmed the same phenomenon for other machine learning problems (see [4, 5, 17, 18] and the references therein).
In this paper we give a provable linear-time algorithm for nding an approximate local minimum in smooth non-convex optimization. It applies to a general setting of machine learning optimization, and in particular to the optimization problem of training deep neural networks. Furthermore, the running time bound of our algorithm is the fastest known even for the more lenient task of computing a point with vanishing gradient (called a critical point), for a wide range of parameters.
Formally, the problem of unconstrained mathematical optimization is stated in general terms as that of nding the minimum value that a function attains over Euclidean space, i.e.
If f is convex, the above formulation is convex optimization and is solvable in (randomized) polynomial time even if only a valuation oracle to f is provided. A crucial property of convex functions is that "local optimality implies global optimality", allowing for greedy algorithms to reach the global optimum e ciently. Unfortunately, this is no longer the case if f is nonconvex; indeed, even a degree four polynomial can be NP-hard to optimize [22] , or even just to check whether a point is not a local minimum [24] . Thus, for nonconvex optimization one has to settle for the more modest goal of reaching approximate local optimality e ciently.
Note that of particular interest to machine learning is the optimization of functions f : R d → R of the nite-sum form
Such functions arise when minimizing loss over a training set, where each example i in the set corresponds to one loss function f i in the summation. We say that the function f is second-order smooth if it has Lipschitz continuous gradient and Lipschitz continuous Hessian. We say that a point x is an ε-approximate local minimum if it satis es (following the tradition of [27] ):
where · denotes the Euclidean norm of a vector. We say that a point x is an ε-critical point if it satis es the gradient condition above, but not necessarily the second-order condition. Critical points include saddle points in addition to local optima. We remark that ε-approximate local minima (even with ε = 0) are not necessarily close to any local minimum, neither in domain nor in function value. However, if we assume in addition the function satis es the (robust) strict-saddle property [14, 23] (see Section 2 for the precise de nition), then an ε-approximate local minimum is guaranteed to be close to a local minimum for su ciently small ε.
Our main theorem below states the time required for the proposed algorithm FastCubic to nd an ε-approximate local minimum for second-order smooth functions.
T ( ).
Ignoring smoothness parameters, the running time of FastCubic to return an ε-approximate local minimum isÕ
Above, T h is the time to compute Hessian-vector product for ∇ 2 f (x ) and T h,1 is that for an arbitrary ∇ 2 f i (x ).
The full statement of Theorem 1 can be found in Section 2.
Hessian-vector products can be computed in linear time, meaning T h,1 = O (d ) and T h = O (nd ), for many machine learning problems such as generalized linear models and training neural networks [1, 28] . We explain this more generally in the full version of the paper. Therefore, C 1.1. Algorithm FastCubic returns an ε-approximate local minimum for the optimization problem of training a neural network in timeÕ nd
Another important aspect of our algorithm is that even in terms of just reaching an ε-critical point, i.e. a point that satis es ∇f (x ) ≤ ε without any second-order guarantee, FastCubic is faster than all previous results (see Table 1 for a comparison).
The fastest methods to nd critical points for a smooth nonconvex function are gradient descent and its extensions, jointly known as rst-order methods. These methods are extremely ecient in terms of per-iteration complexity; however, they necessarily su er from a 1/ε 2 convergence rate [26] , and to the best of our knowledge, in previous results only higher-order methods seem capable of breaking this 1/ε 2 bottleneck [27] . For certain ranges of parameters, our FastCubic nds approximate local minima even faster than rst-order methods, even though they only nd critical points. This is depicted in Table 1 .
Related Work
Methods that Provably Reach Critical Points. Recall that only a gradient oracle is needed to reach a critical point. The most commonly used algorithm in practice for training non-convex learning machines such as deep neural networks is stochastic gradient descent (SGD), also known as stochastic approximation [29] and its extensions. Some practical enhancements widely used in practice are based on Nesterov's acceleration [25] and adaptive regularization [11] . The variance reduction technique, introduced in [30] , was extremely successful in convex optimization, but only recently there was a non-convex counterpart with theoretical bene ts introduced [2, 3] .
Methods that Provably Reach Local Minima. The recent work of Ge et al. [16] showed that a noise-injected version of SGD in fact converges to local minima instead of critical points, as long as the underlying non-convex function is strict-saddle. Their theoretical running time is a large polynomial in the dimension and not competitive with our method (see Table 1 ).
The work of Lee et al. [23] shows that gradient descent, starting from a random point, almost surely converges to a local minimum of a strict-saddle function. The rates of convergence and precise step-sizes that are required are, however, yet unknown.
If second-order information (i.e., the Hessian oracle) is provided, the cubic-regularization method of Nesterov and Polyak [27] converges in O ( 1 ε 3/2 ) iterations. However, each iteration of NesterovPolyak requires solving a cubic function which, in general, takes time super-linear in the input representation.
One natural direction is to apply an approximate trust region solver, such as the linear-time solver of [21] , to approximately solve the cubic regularization subroutine of Nesterov-Polyak. However, the approximation needed by a naïve calculation makes this approach even slower than vanilla gradient descent. Our main challenge is to obtain approximate second-order local-minima and simultaneously improve upon gradient descent.
Independently of this paper and concurrently 1 , Carmon et al. [6] develop an accelerated gradient descent method that achieves the same running time for nding an approximate local minimum as in our paper. Remarkably, the same running time is obtained via a very di erent technique.
Our Techniques
Our algorithm is based on the cubic regularization method of Nesterov and Polyak [7, 8, 27] . At a high level, cubic regularization states that if we can minimize a cubic function m(h) h
, and L is the second-order smoothness of the function f , then we can iteratively perform updates x ← x + h, and this algorithm converges to an ε-approximate local minimum in O (1/ε 3/2 ) iterations. Unfortunately, solving this cubic minimization problem exactly, to the best of our knowledge, requires a running time of Ω(d ω ) where ω n/a noisy SGD [15] a O
a Here C 1 , C 2 are two constants that are not explicitly written. We believe C 1 ≥ 4.
is the matrix multiplication constant. Getting around this requires ve observations. The rst observation is that minimizing m(h) up to a constant multiplicative approximation (plus a few other constraints) is sucient for showing an iteration complexity of O (1/ε 3/2 ). 2 The proof techniques to show this observation are based on extending Nesterov and Polyak.
The second observation is that the minimizer h * of m(h) must be of the form h * = (H + λ * I) + + , where λ * ≥ 0 is some constant satisfying H + λ * I 0, and is the smallest eigenvector of H and + denotes the pseudo-inverse of a matrix. This can be viewed as moving in a mixture direction between choosing h ← , and choosing h to follow a shifted Newton's direction h ← (H + λ * I) + . Intuitively, we wish to reduce both the computation of (H + λ * I) + and to Hessian-vector products.
The rst task of computing (H + λ * I) + can be slow, and even if H + λ * I is strictly positive-de nite, computing it has a complexity depending on the (possibly huge) condition number of H + λ * I [31] . The third observation is that it su ces to pick some λ > λ * so both (1) the condition number of H + λ I is small and (2) the vectors (H + λ * I) −1 and (H + λ I) −1 are close. This relies on the structure of m(h).
The second task of computing has a complexity depending on 1/ √ δ where δ is the target additive error [12, 13] . The fourth observation is that the choice δ = √ ε su ces for the outer loop of cubic regularization to make su cient progress. This reduces the complexity to compute . Finally, nding the correct value λ * itself is as hard as minimizing m t (h). The fth step is to design an iterative scheme that makes only logarithmic number of guesses on λ * . This procedure either nds the correct one (via binary search), or nds an approximate one, λ , but satisfying (H + λ * I) −1 and (H + λ I) −1 being su ciently close.
Putting all the observations together, and balancing all the parameters, we can obtain a cubic minimization subroutine (referred 2 More speci cally, we need m t (h) ≤ 1 C min h {m t (h) } for some constant C. In addition, we need to have good bounds on h and ∇m (h) .
to as FastCubicMin in the full version of the paper) that runs in time O (nd + n 3/4 d/ε 1/4 ).
PRELIMINARIES AND MAIN THEOREM
We use · to denote the Euclidean norm of a vector and the spectral norm of a matrix. For a symmetric matrix M we denote by λ max (M) and λ min (M) respectively the maximum and minimum eigenvalues of M. We denote by A B that A − B is positive semide nite (PSD). For a PSD matrix M, we denote by M + its pseudo-inverse if M is not strictly positive de nite.
We make the following Lipschitz continuity assumptions for the gradient and Hessian of the target function f . Namely, there exist
De nition 2.1. We assume the following complexity parameters on the access to f (x ):
• Let T ∈ R * be the time complexity to compute ∇f (x ) for any
De nition 2.2. We say that f is of nite-sum form if
. In this case, we de ne T h,1 to be the time complexity to compute ∇ 2 f i (x ) for arbitrary x, ∈ R d and i ∈ [n].
Next we de ne the strict-saddle function for which an ε-approximate local minimum is almost equivalent to a local minimum [14, 23] .
De nition 2.3 (strict saddle). Suppose f (·) : R d → R is twice di erentiable. For α, β, γ ≥ 0, we say f is (α, β, γ )-strict saddle if every x ∈ R d satis es at least one of the following three conditions:
Input: f (x ) that satis es (2.1) with L 2 and L; a starting vector x 0 ; a target accuracy ε.
h ← or λ min 2L , whichever gives smaller value for m t (h);
6:
c is a constant; we proved c = 2.4 * 10 6 works 8: end for (3) There exists a local minimum x that is γ -close to x in Euclidean distance.
We see that if a function is (α, β, γ )-strict saddle, then for ε < min{α, β 2 } an ε-approximate local minimum is γ -close to some local minimum.
Main Results
The nite-sum setting captures much of supervised learning, including Neural Networks and Generalized Linear Models. The main theorem which we show in our paper is as follows: T 1. FastCubic (Algorithm 1) starts from a point x 0 and outputs a point x such that 
OUR FAST CUBIC REGULARIZATION ALGORITHM
Recall that the cubic regularization method of Nesterov and Polyak [27] studies the following upper bound on the change in objective value as we move from a point x t to x t + h: (it follows simply from the Taylor series truncated to the third order)
Denote by h * an arbitrary minimizer of m t (h). We propose a subroutine FastCubicMin, in the full version of this paper, to minimize m t (h) approximately. Note that FastCubicMin returns two vectors and min . We then choose h to be either or λ min 2L , whichever gives a smaller value for m t (h). (ε L) 1/4 · T h where T h is the time to multiply ∇ 2 f (x t ) to a vector;
(ε L) 1/4 ·T h,1 where T h,1 is the time to multiply ∇ 2 f i (x t ) with a vector.
Above, the rst guarantee promises that we are either done (because m t (h * ) is close to zero), or we obtain a 1/3000 multiplicative approximation to m t (h * ). Our second guarantee in Theorem 2 promises that when we are done (because m t (h * ) is close to zero), the output vector h and h * are roughly similar in Euclidean norm and have a small gradient ∇m t (h ) . Our third guarantee gives the time complexity of FastCubicMin.
FastCubic (Algorithm 1) outlines the procedure for nding the ε-approximate local minimum of f (x ). It iteratively calls FastCubicMin to nd an approximate minimizer, and stops whenever m t (h ) > − ε 3/2 c √ L
for some large constant c.
FURTHER DETAILS
All the key lemmas, the proofs and other mathematical details of the paper can be found in the full version available at https: //arxiv.org/abs/1611.01146.
