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Resumo
O principal objetivo desta dissertação é analisar a classe de distribuições de
Panjer, algumas das suas extensões e a utilização destas na modelação do risco
coletivo.
Inicialmente, são referidos alguns momentos históricos importantes no estudo
da família de distribuições de Panjer e no desenvolvimento do modelo do risco
coletivo. Apresentamos também alguns artigos publicados nos últimos vinte anos
sobre estas temáticas.
Depois, são apresentados os conceitos e instrumentos fundamentais na cons-
trução das extensões da família de Panjer e na construção recursiva das distribui-
ções do modelo do risco coletivo. Tais conceitos e instrumentos incluem a função
geradora de probabilidades, a transformada de Laplace, a mistura e modiﬁcação
de distribuições de probabilidade.
Seguidamente, são caracterizadas as distribuições discretas pertencentes à
classe de Panjer, distribuições essas denominadas de distribuições de contagem
básicas, deﬁnidas a recursão de Panjer e duas suas extensões e apresentadas as
distribuições pertencentes a cada uma delas.
Finalmente, é apresentado o modelo do risco coletivo, designadamente o mo-
delo composto das indemnizações agregadas, cujas distribuições, neste caso, são
construídas através do método recursivo. São também expostos dois métodos de
construção de distribuições aritméticas. A dissertação termina com a dedução
de alguns modelos particulares para o risco coletivo, obtidos com o auxílio dos
programas informáticos Mathematica e R.
Palavras-Chave: Família de Panjer, Risco coletivo, Método recursivo.
v
vi Resumo
Abstract
The main objective of this dissertation is to analyse the Panjer's class of dis-
tributions, some of its extensions and their use in the modelling of collective
risk.
Initially, some important historical events in the study of the Panjer's family
of distributions and in the development of the collective risk model are referred.
Some articles published in the last twenty years about these subjects are also
presented.
Then, the fundamental concepts and tools in the construction of the Panjer's
family extensions and in the recursive construction of the distributions of the col-
lective risk model are presented. Such concepts and tools include the probability
generating function, the Laplace transform and the mixture and modiﬁcation of
probability distributions.
Next, the discrete distributions that belong to the Panjer's class of distribu-
tions, which are referred as basic counting distributions, are characterised, the
Panjer's recursion and two of its extensions are deﬁned and the distributions
belonging to each one of them are presented.
Finally, the collective risk model is presented, namely the aggregate loss mo-
del, whose distributions, in this case, are constructed using the recursive method.
Two methods for constructing arithmetic distributions are also described. The
dissertation ends with the deduction of some particular models for the collective
risk, obtained with the help of the programs Mathematica and R.
Keywords: Panjer's family, Collective risk, Recursive method.
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xviii Notação
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1, 2, 3, . . . e p ∈ (0, 1).
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ria N .
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(#)
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Capítulo 1
Introdução
O risco de ocorrência de um acontecimento aleatório e mensurável monetaria-
mente é uma preocupação constante das seguradoras (ou companhias de seguros).
Tal ocorrência é impossível de prever, contudo esta afeta, e muito, a forma de
operar das seguradoras, nomeadamente na quantidade e valor de indemnizações
a pagar. Por tal facto, aquando da conceção dos contratos de seguros entre a
seguradora e os segurados, estas têm de incluir no contrato uma compensação
ﬁnanceira (prémio de seguro) que as motive a continuar a operar e não abrir
falência. Ao mesmo tempo, o dito contrato tem de ser competitivo a nível de
preços e condições oferecidas, de modo a atrair o maior número de segurados.
Perante tais variáveis, torna-se num desaﬁo alcançar um contrato que satisfaça
todas as partes do acordo. Modelos matemáticos têm sido construídos e estu-
dados com a ﬁnalidade de tratar o risco. No entanto, a introdução de modelos
matemáticos não implica que os resultados obtidos pelos modelos coincidam com
os veriﬁcados na realidade (diﬁcilmente coincidem), uma vez que as segurado-
ras operam em ambientes dinâmicos, complexos, incontroláveis e imprevisíveis.
Porém, o surgimento de tais modelos sobre o risco têm contribuído para um
conhecimento mais detalhado da área atuarial e dos seguros (cf., e.g., [2]).
A modelação do risco coletivo é um dos temas principais desta dissertação.
A sua introdução deu-se em 1903 por Lundberg (cf. [39] e [1]) na sua tese de
doutoramento (cf. [37]). Harald Cramér publicou uma revisão do trabalho de
Lundberg em 1926 (cf., [7] e [39]) e em 1930 introduziu novos desenvolvimentos
sobre esta temática (cf. [8] e [4]). De acordo com Blom, antigo aluno de Cramér
(cf. [4]), três dos trabalhos mais importantes de Cramér na área do risco coletivo
foram publicados em 1930 (cf. [8]), 1954 (cf. [9]) e 1955 (cf. [10]).
1
2 1. Introdução
O modelo do risco coletivo tem fomentado estudos e descobertas de resultados
relevantes para além da própria área. Um exemplo em concreto é a recursão de
Panjer, introduzida na década de 80 do século passado, sendo esta também
um dos principais focos desta dissertação. O modelo de Panjer é uma família de
distribuições discretas que é deﬁnida recursivamente e que apareceu pela primeira
vez em 1981 (cf. [41]). Esta família foi, posteriormente, generalizada por vários
autores como Sundt e Jewell (cf. [53]), Panjer e Willmot (cf. [44]), Schröter (cf.
[49]), Sundt (cf. [51]), Hesselager (cf. [32]), Hess et al. (cf. [31]) e Pestana e
Velosa (cf. [47]).
Sundt, em 2002 (cf. [52]), num artigo de revisão incontornável, enumera os
métodos recursivos presentes na literatura para uma avaliação exata e aproxi-
mada de distribuições de indemnizações agregadas univariadas e multivariadas.
Nas distribuições de indemnizações agregadas univariadas, Sundt considera dis-
tribuições que têm como suporte o conjunto dos números inteiros não-negativos
e considera também distribuições que permitem indemnizações de valor nega-
tivo. Além de apresentar as recursões com mais renome como a de Panjer e
suas generalizações, Sundt apresenta também recursões para modelos individu-
ais, considerando métodos exatos e métodos baseados em aproximações (forne-
cendo também fórmulas que deﬁnem as barreiras de erro dessas aproximações).
O autor aborda ainda a estabilidade, a sobrestimação e a subestimação dos re-
sultados numéricos. A parte ﬁnal do seu trabalho é dedicada às distribuições de
indemnizações agregadas multivariadas.
No século XXI, foram desenvolvidas ramiﬁcações e aplicações do modelo do
risco coletivo e da recursão de Panjer (cf., e.g., [54] e [48]). Seguidamente são
apresentados alguns trabalhos recentes nestas áreas.
Um nome recorrente aquando da pesquisa de trabalhos sobre o modelo do
risco coletivo realizados neste século, utilizando a teoria bayesiana, é o de Agus-
tín Hernández-Bastida. Este investigador e os seus colaboradores são coautores
de, pelo menos, sete artigos sobre aplicações do modelo do risco coletivo entre
os anos de 2002 e 2012. Nestes trabalhos, os autores particularizam de várias
formas as distribuições do número de indemnizações a pagar e o valor destas e,
por vezes, assumem que os parâmetros das referidas distribuições têm determi-
nadas distribuições probabilísticas, podendo assim determinar as distribuições,
ou barreiras de variação para estas, dos riscos coletivos associados (cf. [22], [30],
[27], [28], [38], [26] e [29]).
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Existem, obviamente, outros autores que realizam o mesmo tipo de inves-
tigação atrás referido. Por exemplo, Gómez-Déniz e Calderín-Ojeda (cf. [23])
deduzem a distribuição do modelo do risco coletivo quando o valor das indem-
nizações tem uma distribuição de Erlang e as indemnizações ocorridas possuem
uma distribuição de Lindley discreta generalizada.
Note-se que o modelo do risco coletivo pode ser usado em outras áreas, como,
por exemplo, no estudo do crescimento de populações (cf., e.g, Brilhante et al.
[5]) e no estudo da distribuição do máximo aleatório de variáveis aleatórias, onde
o número de variáveis aleatórias tem uma distribuição da família de Panjer (cf.,
e.g., Mendonça et al. [40]).
A determinação da distribuição exata do risco coletivo não é sempre possível,
dada a sua complexidade, sendo, por vezes, necessário recorrer a métodos numé-
ricos. Este tema não será abordado nesta dissertação, mas vale a pena referi-lo
pelo seu crescimento recente que se traduz, em parte, no número de artigos
encontrados sobre o mesmo. Começamos por referir o trabalho de 2010 de Shev-
chenko [50], que inclui uma revisão e comparação de vários métodos numéricos
que são usados para o cálculo das distribuições do risco coletivo.
No que concerne à recursão de Panjer, autores como Hipp (cf. [33]), Embre-
chts e Frei (cf. [14]), Guegan e Hassani (cf. [25]), Gerhold et al. (cf. [21]) e Xie et
al. (cf. [55]), por exemplo, publicaram trabalhos envolvendo também a aplicação
de métodos numéricos à determinação da distribuição do risco coletivo. Segue-se
uma descrição breve de cada um dos trabalhos referidos.
Hipp (cf. [33]), no seu trabalho de 2006, desenvolve um algoritmo capaz de
simpliﬁcar a recursão de Panjer quando as distribuições do valor das indemniza-
ções pagas são do tipo fase, i.e., distribuições que têm uma função geradora de
probabilidades racional (cf., e.g., [11], p. 510). Este algoritmo pode ser aplicado
a distribuições discretas, contínuas ou mistas.
Embrechts e Frei (cf. [14]) comparam duas técnicas para o estudo do modelo
do risco coletivo: a recursão de Panjer e a transformada de Fourier rápida (em
inglês, Fast Fourier Transform). Estes autores apresentam estes dois métodos
recursivos, apontando os pontos fortes de cada um, ﬁnalizando com exemplos
com o objetivo de comparar a eﬁcácia de cada um deles.
Guegan e Hassani (cf. [25]) constroem em 2009 um algoritmo híbrido que
inclui o algoritmo de recursão de Panjer, de forma a obter tempos de simulação
mais reduzidos quando comparados com outros métodos de simulação.
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Um ano depois, Gerhold et al. (cf. [21]) desenvolvem uma generalização da
recursão de Panjer capaz de ultrapassar as instabilidades numéricas da recursão
de Panjer original e que pode ser aplicada a alguns casos particulares do modelo
do risco coletivo.
Finalmente, Xie et al. (cf. [55]), em 2012, utilizam uma aproximação de
Bernstein quando a função de distribuição do valor das indemnizações X é con-
tínua, conseguindo assim simpliﬁcar os algoritmos numéricos, obter equações
recursivas aproximadas e determinar o erro teórico da aproximação.
Nesta dissertação são analisadas a classe de distribuições de Panjer, as exten-
sões da mesma, obtidas por meio da modiﬁcação das probabilidades dos valores
iniciais do suporte das distribuições de Panjer, e a modelação do risco coletivo.
Esta dissertação está dividida em sete capítulos, sendo o presente o primeiro
deles.
No capítulo seguinte são referidos os conceitos e instrumentos fundamentais
na construção das extensões da família de Panjer e na demonstração dos resul-
tados do quinto capítulo, como a função geradora de probabilidades, a transfor-
mada de Laplace, a mistura e modiﬁcação de distribuições.
No terceiro capítulo são apresentadas as distribuições discretas pertencentes
à classe de Panjer, que denominamos por distribuições de contagem básicas.
Seguidamente, no quarto capítulo, são deﬁnidas a recursão de Panjer e duas
suas extensões e apresentadas as distribuições pertencentes a cada uma delas.
O quinto capítulo trata do modelo do risco coletivo, designadamente o mo-
delo composto das indemnizações agregadas. As distribuições das indemnizações
agregadas são aqui construídas através do método recursivo. São também apre-
sentados dois métodos de construção de distribuições aritméticas.
No sexto capítulo serão colocados em prática alguns resultados deduzidos nos
capítulos anteriores, com o auxílio dos programas informáticos Mathematica e
R.
E, ﬁnalmente, no último capítulo são apresentadas algumas considerações
ﬁnais.
Capítulo 2
Sobre transformadas e modiﬁcações
de variáveis aleatórias
As variáveis aleatórias (v.a.'s) que surgem ao longo desta dissertação são, essen-
cialmente, de dois tipos: de contagem (discretas, tomando valores inteiros não
negativos) e absolutamente contínuas não negativas.
Quando X é uma v.a. de contagem, a função massa de probabilidade (f.m.p.)
pk identiﬁca a probabilidade de k (k ∈ N) acontecimentos ocorrerem. Se X for
a v.a. que representa o número de tais acontecimentos, temos então
X =
{
k, k = 0, 1, . . . ,
pk = Pr (X = k)
(2.1)
e, para a, b ∈ R, a ≤ b, temos
Pr (X ∈ [a, b]) =
∑
k:k∈[a,b]∩N
pk.
Quando X é uma v.a. absolutamente contínua com função densidade de pro-
babilidade (f.d.p.) de X, fX , a probabilidade anterior é determinada através do
integral de fX no intervalo [a, b], i.e.,
Pr (X ∈ [a, b]) =
∫ b
a
fX (x) dx,
onde fX é a f.d.p. de X.
Recordamos o conceito de suporte de uma v.a. que utilizaremos em breve:
Deﬁnição 2.1 O suporte de uma v.a. X discreta é o conjunto
SX = {xk, k ∈ N : pk = Pr(X = xk) > 0} , (2.2)
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se X tiver f.m.p. deﬁnida por
X =
{
xk, k = 0, 1, . . . ,
pk = Pr (X = xk)
;
ou,
SX = {x ∈ R : fX (x) > 0} , (2.3)
se X for uma v.a. absolutamente contínua com f.d.p. fX .
Na secção seguinte apresentamos a função geradora de probabilidades, cu-
jas propriedades nos permitem estudar com mais facilidade as v.a.'s discretas,
tema abordado no capítulo seguinte, e na secção subsequente será apresentada
a transformada de Laplace que será usada para estudar as v.a.'s absolutamente
contínuas. Este capítulo termina com uma secção dedicada à modiﬁcação de
v.a.'s de contagem no ponto inicial do seu suporte.
2.1 A função geradora de probabilidades
A função geradora de probabilidades (f.g.p.) P de uma v.a. X é dada por
P (z) = PX (z) = E
(
zX
)
, (2.4)
nos pontos z em que existe o valor esperado E
(
zX
)
.
Quando uma v.a. N é discreta com f.m.p. deﬁnida por (2.1), a sua f.g.p. é
P (z) = PN (z) = E
(
zN
)
=
+∞∑
k=0
pkz
k. (2.5)
Neste caso podemos tomar z tal que |z| < 1, já que, se assim for,
E
(
zN
) ≤ +∞∑
k=0
pk |z|k ≤
+∞∑
k=0
pk = 1.
A f.g.p. pode ser usada para gerar os momentos da v.a. N . Em particular,
não é difícil mostrar que
P ′ (1) = E (N) (2.6)
e que
P ′′ (1) = E [N (N − 1)] , (2.7)
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de onde resulta
V ar (N) = E [N (N − 1)] + E (N)− E2 (N)
= P ′′ (1) + P ′ (1)− [P ′ (1)]2 . (2.8)
A determinação destes dois momentos permite-nos calcular o índice de dis-
persão da variável aleatória N que é dado por (cf., e.g., [34], p. 163)
δ(N) =
V ar(N)
E(N)
. (2.9)
A f.g.p. deve o seu nome ao facto de permitir a determinação das probabi-
lidades que deﬁnem a distribuição da v.a. discreta em causa. De facto, para
z ∈ (−1, 1) e m ∈ N,
P (m) (z) =
dm
dzm
E
(
zN
) (2.5)
=
dm
dzm
(
+∞∑
k=0
pkz
k
)
=
+∞∑
k=m
dm
dzm
(
pkz
k
)
=
+∞∑
k=m
k (k − 1) . . . (k −m+ 1) zk−mpk
=
+∞∑
k=m
k!
(k −m)!z
k−mpk =
+∞∑
k=0
(k +m)!
k!
zkpk+m
e
P (m) (0) = m!pm,
ou seja,
pm =
P (m) (0)
m!
, para m ∈ N. (2.10)
Este resultado permite-nos provar o seguinte teorema de unicidade:
Teorema 2.2 A f.g.p. caracteriza as v.a.'s discretas, de tal modo que, se N e
M são v.a.'s discretas,
PN = PM ⇔ N d= M.
Demonstração: De facto, da igualdade (2.10), temos
N =
{
k, k = 0, 1, . . . ,
pk = Pr (N = k) =
P
(k)
N (0)
k!
, M =
{
k, k = 0, 1, . . . ,
p∗k = Pr (M = k) =
P
(k)
M (0)
k!
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e, portanto, como PN = PM ,Pr (N = k) = Pr (M = k) , para k = 0, 1, . . ., i.e.,
as v.a.'s discretas N e M têm a mesma distribuição (a implicação contrária não
necessita de demonstração).
Quando duas variáveis são independentes, o valor esperado do produto des-
sas variáveis é igual ao produto dos valores esperados dessas mesmas variáveis
(cf. demonstração, e.g., em [46]). Este resultado e o Teorema 2.2 permitem a
utilização das f.g.p. na identiﬁcação das v.a.'s que resultam da soma de v.a.'s
independentes:
Teorema 2.3 Sejam N e M v.a.'s independentes. Então,
PN+M = PNPM .
Demonstração: Dado que N eM são v.a.'s independentes entre si, P = zN
e Q = zM são também v.a.'s independentes. Logo, aplicando as regras do valor
esperado no que concerne ao produto de variáveis independentes, temos que
PN+M (z) = E
(
zN+M
)
= E
(
zNzM
)
= PN (z)PM (z) ,
para z ∈ (−1, 1). Demonstra-se, assim, que a f.g.p. da soma de duas v.a.'s
independentes é o produto das f.g.p. individuais das referidas v.a.'s.
2.2 A transformada de Laplace
A f.g.p. apresentada na secção anterior é usada normalmente quando a v.a. X
é discreta. Quando a v.a. X é absolutamente contínua, as probabilidades do
tipo Pr (X = x), com x ∈ R, são nulas e a f.g.p. perde uma das suas mais
importantes características. Neste caso usamos outras transformadas como a
função característica ou transformada de Fourier, E
(
eizX
)
, a função geradora de
momentos, E
(
ezX
)
, ou no caso da v.a. X ter suporte SX ⊆ R+0 , a transformada
de Laplace, E
(
e−zX
)
, que passamos a deﬁnir (cf., e.g., [45], pp. 32 a 34).
Deﬁnição 2.4 Seja fX a f.d.p. de uma v.a. X absolutamente contínua não ne-
gativa. A transformada de Laplace de fX é dada por
LX (z) = L (fX) (z) = E
(
e−zX
)
=
+∞∫
0
e−zxfX (x) dx, (2.11)
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para os pontos z tais que E
(
e−zX
)
< +∞1.
Observação 2.5 A transformada de Laplace pode ser aplicada a funções que
não são f.d.p.. Mostra-se que o integral L (f) (z) =
+∞∫
0
e−zxf (x) dx existe desde
que f seja uma função contínua (por partes) e existam a1, b > 0 e a2 ∈ R tais
que |f (x) | < a1ea2x, para todo o x > b (cf., e.g., [45], p. 9).
A transformada de Laplace, LX , pode ser relacionada com a f.g.p., PX . Re-
cordando de (2.4) que
PX (z) = E
(
zX
)
,
a transformada de Laplace pode ser escrita da seguinte forma
LX (z) = E
(
e−zX
)
= PX
(
e−z
)
. (2.12)
Tal como acontece com a f.g.p., a transformada de Laplace identiﬁca a dis-
tribuição de probabilidade da v.a. em causa.
Das várias propriedades que a transformada de Laplace possui (cf., e.g., [45],
pp. 10 e 11), são apresentadas seguidamente apenas as necessárias em demons-
trações posteriores. Consideremos X e Y v.a.'s não negativas com f.d.p. fX
e fY , respetivamente, e com valores esperados ﬁnitos, para as quais é possível
determinar L (fX) e L (fY ). Então:
i. Propriedade 1 (derivada da transformada de Laplace):
[L (fX)]
′
(z) =
+∞∫
0
e−zx [−xfX (x)] dx, (2.13)
ou seja, [L (fX)]
′
(z) = L (g) (z), com g (x) = −xfX (x).
Demonstração: Sejam x, z > 0. Como∣∣∣∣ ∂∂z (e−zx)
∣∣∣∣ = ∣∣−xe−zx∣∣ = xe−zx ≤ x
e ∫ +∞
−∞
xfX (x) dx < +∞,
1O domínio de LX pode ser estendido aos números complexos z, cuja parte real é positiva,
mas tal extensão não será necessária nesta dissertação.
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podemos aﬁrmar que
d
dz
 +∞∫
0
e−zxfX (x) dx
 = +∞∫
0
∂
∂z
e−zxfX (x) dx
(cf., e.g., [6], p. 119). Assim, temos
[L (fX)]
′
(z) =
d
dz
 +∞∫
0
e−zxfX (x) dx

=
+∞∫
0
d
dz
e−zxfX (x) dx
=
+∞∫
0
e−zx [−xfX (x)] dx
= L (g) (z) , com g (x) = −xfX (x) .
ii. Propriedade 2 (transformada de Laplace da soma de v.a.'s independentes):
LX+Y (z) = LX (z)LY (z) , (2.14)
sendo X e Y v.a.'s independentes.
Demonstração: Esta propriedade resulta de imediato do Teorema 2.3 e de
(2.12). De facto,
LX+Y (z)
(2.12)
= PX+Y
(
e−z
)
(Teorema 2.3)
= PX
(
e−z
)
PY
(
e−z
)
(2.12)
= LX (z)LY (z) .
No caso em que as v.a.'s X e Y são absolutamente contínuas, a propriedade
anterior pode ser escrita na seguinte forma:
iii. Propriedade 3 (produto das transformadas de Laplace de duas funções
densidade). Sejam fX e fY as f.d.p. de duas v.a.'s X e Y . Assim,
L (fX)L (fY ) (z) =
+∞∫
0
e−zx
 x∫
0
fX (y) fY (x− y) dy
 dx, (2.15)
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ou seja, L (fX)L (fY ) (z) = L (f) (z), com f (x) =
x∫
0
fX (y) fY (x− y) dy.
Demonstração: Tomando duas v.a.'s absolutamente contínuas e indepen-
dentes, X e Y , não negativas, com f.d.p. fX e fY , respetivamente, mostra-se que,
(cf., e.g., [46], p. 780),
fX+Y (x) =
∫ +∞
−∞
fX (y) fY (x− y) dy. (2.16)
Consequentemente,
L (fX) (z)L (fY ) (z)
(2.14)
=
+∞∫
0
e−zxfX+Y (x) dx
(2.16)
=
+∞∫
0
e−zx
[∫ +∞
−∞
fX (y) fY (x− y) dy
]
dx.
Como fX (y) fY (x− y) > 0 só se 0 ≤ y ≤ x, temos
L (fX) (z)L (fY ) (z) =
+∞∫
0
e−zx
 x∫
0
fX (y) fY (x− y) dy
 dx
= L (f) (z) , com f (x) =
x∫
0
fX (y) fY (x− y) dy.
Juntando (2.13) e (2.15) vem
L (fX) (z) [L (fY )]
′ (z)
(2.15)
= L (f) (z) , (2.17)
com f (x) =
x∫
0
fX (y) g (x− y) dy e g (x) = −xfY (x), i.e.,
f (x) =
x∫
0
fX (y) [− (x− y) fY (x− y)] dy.
2.3 Modiﬁcação em zero
De modo a ser possível introduzir determinados resultados relacionados com a
modiﬁcação em zero das distribuições da família de Panjer, é necessário, pri-
meiro, abordar a mistura e modiﬁcação de distribuições.
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Mistura de distribuições
Deﬁnição 2.6 Sejam FX e FY duas funções de distribuição e α ∈ [0, 1]. A
função
F (x) = αFX (x) + (1− α)FY (x) , x ∈ R,
é ainda uma função de distribuição que designamos por mistura das distribuições
FX e FY .
Observação 2.7 Se α = 0, F = FY e se α = 1, F = FX .
Exemplo 2.8 (Mistura de uma v.a. de contagem com uma v.a. degenerada)
Sejam FX uma distribuição de uma v.a. de contagem e FY a distribuição da
v.a. degenerada em zero, i.e.,
FY (x) =
{
0, se x < 0
1, se x ≥ 0 .
Consideremos W a v.a. com função de distribuição resultante da mistura das
distribuições FX e FY . Temos, para α ∈ [0, 1] e x ∈ R,
FW (x) = αFX (x) + (1− α)FY (x) =
{
αFX (x) , se x < 0
αFX (x) + (1− α), se x ≥ 0
.
A f.m.p. de W é dada por:
Pr(W = k) = FW (k)− FW (k−)
= αFX (k) + (1− α)FY (k)− αFX
(
k−
)− (1− α)FY (k−)
= αPr(X = k) + (1− α) Pr(Y = k)
=
{
αPr(X = 0) + (1− α), k = 0
αPr(X = k), k 6= 0
=
{
αp0 + (1− α), k = 0
αpk, k 6= 0
, onde pk = Pr (X = k) .
A f.g.p. de Y é PY (z) = E
(
zY
)
= z0 Pr (Y = 0) = 1 e a f.g.p. de W é dada
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por:
PW (z) = E(z
W ) =
+∞∑
k=0
zk Pr(W = k) = αp0 + (1− α) +
+∞∑
k=1
zkαpk
= αp0 + (1− α) + α
(
+∞∑
k=0
zkpk − p0
)
= αp0 + (1− α) + αE(zX)− αp0
= (1− α) + αE(zX) = 1 + α [PX(z)− 1]
= PY (z) + α [PX(z)− PY (z)]
= αPX(z) + (1− α)PY (z) ,
i.e., tal como a função de distribuição de W é uma combinação linear convexa
de FX e FY , a f.g.p. de W , PW , é uma combinação linear convexa de PX e PY .
Modiﬁcação de uma distribuição discreta
Começamos por deﬁnir uma modiﬁcação especial, a truncatura. Antes de deﬁ-
nir a truncatura de uma distribuição discreta, importa relembrar o conceito de
suporte (cf. (2.2)) dado que a truncatura de uma v.a. X é realizada em relação
a um determinado suporte. Assim, para uma v.a. X discreta
X =
{
xk, k ∈ N
Pr (X = xk)
deﬁnimos o seu suporte como sendo
SX = {xk, k ∈ N : pk = Pr(X = xk) > 0} .
Com o conceito de suporte, torna-se possível enunciar a deﬁnição de trunca-
tura de uma distribuição discreta que é a seguinte:
Deﬁnição 2.9 Dada uma v.a. X discreta com suporte S e f.m.p. pk = Pr(X =
xk), com xk ∈ S e k ∈ N, dizemos que X ′ resulta da truncatura da v.a. X ao
suporte S ′, S ′ ⊂ S, se a f.m.p. de X ′ for dada por
p′k = Pr (X
′ = k) =
{
pk
Pr(X∈S′) , se xk ∈ S ′
0, se xk ∈ S \ S ′.
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Exemplo 2.10 (Truncatura ao conjunto N1)
Seja X uma v.a. discreta com suporte N e pk = Pr (X = k) , k ∈ N. A
truncatura de X ao conjunto S ′ = N1 tem f.m.p. deﬁnida por
p′k = Pr (X
′ = k) =
{
pk
1−p0 , se k ∈ N1
0, se k = 0.
(2.18)
A f.g.p. desta v.a. é
PX′(z) = E
(
zX
′
)
=
+∞∑
k=0
zk Pr(X ′ = k) =
+∞∑
k=1
zk
pk
1− p0
=
1
1− p0
(
+∞∑
k=0
zkpk − p0
)
=
1
1− p0 [PX (z)− p0]
=
PX (z)− p0
1− p0 . (2.19)
A v.a. que resulta da truncatura de uma v.a. X a N1 será denotada por XT .
Consideremos novamente uma v.a. X discreta com suporte N. Vamos agora
considerar, ao invés de reduzir a probabilidade do ponto inicial do suporte a zero,
a situação em que se modiﬁca o seu valor para um outro valor positivo:
Deﬁnição 2.11 Consideremos X uma v.a. discreta com f.m.p. pk = Pr (X = k) ,
k ∈ N, e c ∈
(
0, 1
1−p0
]
. Chamamos variável modiﬁcada em zero à v.a. XM que
se obtém de X alterando os valores das probabilidades da seguinte forma (cf.,
e.g., [42]):
pMk = Pr
(
XM = k
)
=
{
dp0, k = 0 e 0 ≤ d < 1p0
cpk, k = 1, 2, 3, . . .
(2.20)
Como
+∞∑
k=0
pMk = 1 e
+∞∑
k=0
pMk = dp0 +
+∞∑
k=1
cpk = dp0 + c
(
+∞∑
k=0
pk − p0
)
= dp0 + c (1− p0) ,
resulta que
dp0 + c (1− p0) = 1,
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i.e.,
d =
1− c (1− p0)
p0
(
⇔ c = 1− dp0
1− p0
)
.
Assim, a expressão (2.20) pode ser reescrita na seguinte forma,
pMk =
{
1−c(1−p0)
p0
p0, k = 0
cpk, k = 1, 2, 3, . . .
=
{
1− c (1− p0) , k = 0
cpk, k = 1, 2, 3, . . .
(2.21)
A f.g.p. de XM é
PXM (z) = E
(
zX
M
)
=
+∞∑
k=0
zkpMk = dp0 +
+∞∑
k=1
zkcpk
= 1− c (1− p0) + c
(
+∞∑
k=0
zkpk − p0
)
= 1− c (1− p0) + c [PX (z)− p0]
= 1− c+ cp0 + cPX (z)− cp0
= 1− c+ cPX (z)
= (1− c)PY (z) + cPX (z) , (2.22)
com Y _ Degenerada (0), i.e., para c ∈ (0, 1], a distribuição de XM pode ser
escrita como uma mistura da distribuição de X com a distribuição de uma v.a.
Y degenerada em zero.2
Por outro lado,
PXM (z) = 1− c+ cPX (z)
= 1− c+ c
[
PX (z)− p0
1− p0 (1− p0) + p0
]
= 1− c+ c [PXT (z) (1− p0) + p0]
= 1− c+ cp0 + c (1− p0)PXT (z)
= [1− c (1− p0)]PY (z) + c (1− p0)PXT (z)
com Y _ Degenerada (0), i.e., a distribuição de XM pode ser escrita como a
mistura da distribuição degenerada em zero e de XT .
2Para c ∈
(
1, 11−p0
]
, a expressão (2.22) não deﬁne uma mistura de acordo com a Deﬁnição
2.6 simplesmente pelo facto de c, 1− c /∈ [0, 1].
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Note-se que quando em (2.20) tomamos d = 0, ou, o que é o mesmo, quando
em (2.21) tomamos c = 1
1−p0 , obtemos a f.m.p. de uma v.a. truncada em zero.
A modiﬁcação de uma v.a. X discreta num conjunto mais alargado de valores
é feita de forma semelhante.
Apesar de a truncatura ser um caso particular da modiﬁcação, a truncatura
conduz a uma alteração do suporte da v.a. em causa, pelo que, ao longo desta
dissertação, optou-se por distinguir as v.a.'s truncadas das v.a.'s modiﬁcadas.
Capítulo 3
Distribuições de contagem básicas
Deﬁnida a f.g.p., estamos em condições de apresentar as distribuições discretas
que formam a família de Panjer, família cujo estudo será abordado no capítulo
seguinte. As distribuições que fazem parte da família de Panjer, que denomi-
namos por distribuições de contagem básicas, são a distribuição binomial, a
distribuição de Poisson, a distribuição binomial negativa e, como caso particu-
lar desta última, a distribuição geométrica. Estas distribuições, e muitas outras
distribuições discretas, são estudadas com detalhe por Johnson et al. (cf. [34]).
3.1 A distribuição binomial
A distribuição binomial é uma distribuição de contagem muito utilizada. Esta
possui algumas propriedades distintas das de Poisson e da binomial negativa que
apresentaremos nas secções seguintes e que a tornam particularmente útil. Em
particular, a sua variância é menor do que a sua média, tornando-a útil para
modelação de conjuntos de dados em que a variância da amostra observada é
menor do que a média amostral. Esta propriedade contrasta esta distribuição
com a distribuição binomial negativa, onde a variância excede a média, e também
com a distribuição de Poisson, onde a variância é igual à média.
A distribuição binomial é a distribuição de uma v.a. que conta o número
de sucessos em m experiências de Bernoulli, i.e., experiências independentes,
cujos resultados podem ser traduzidos em sucesso ou insucesso e que têm
igual probabilidade de sucesso. De modo a descobrir a expressão da f.m.p. da
distribuição binomial, consideremos m experiências realizadas. A probabilidade
de ocorrerem k sucessos (S1, S2, . . . , Sk) imediatamente antes dem−k insucessos
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(Ik+1, . . . , Im−1, Im) é
P (S1S2 . . . SkIk+1 . . . Im−1Im) = pp . . . p (1− p) . . . (1− p) (1− p)
= pk (1− p)m−k .
Considerando que existem
(
m
k
)
sequências possíveis de apresentar as m experiên-
cias, das quais k são sucessos e m−k são insucessos, a f.m.p. para a distribuição
binomial com parâmetros m = 1, 2, . . . e p ∈ (0, 1) é dada por
pk = Pr (N = k) =
(
m
k
)
pk (1− p)m−k , k = 0, 1, . . . ,m. (3.1)
Na Figura 3.1 encontra-se representada a f.m.p. de X _ Binomial (10, 0.5).
Figura 3.1: Exemplo de uma f.m.p. de uma v.a. N com distribuição
Binomial (m, p) (neste caso, m = 10 e p = 0.5).
Esta distribuição tem probabilidades positivas nos números naturais apenas
até a um valor inteiro positivo m, inclusive, sendo assim vantajosa em situações
onde se acredita que não é razoável atribuir probabilidades positivas além de um
determinado valor.
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A f.g.p. para a distribuição binomial é dada por
PN (z) = E
(
zN
)
=
+∞∑
k=0
pkz
k
=
m∑
k=0
(
m
k
)
pk (1− p)m−k zk
=
m∑
k=0
(
m
k
)
(pz)k (1− p)m−k .
De (p+ q)m =
m∑
k=0
(
m
k
)
pm−kqk resulta
PN(z) = (1− p+ pz)m. (3.2)
O valor esperado e a variância de N podem ser obtidos a partir da f.g.p.
deﬁnida em (3.2) da seguinte forma
E (N) = P ′N (1) = mp,
E [N (N − 1)] = P ′′N (1) = mp2 (m− 1)
e, consequentemente,
V ar (N) = E [N (N − 1)] + E (N)− [E (N)]2
= mp2 (m− 1) +mp− (mp)2
= mp (1− p) .
O índice de dispersão, δ(N), quando N tem uma distribuição Binomial(m, p),
é dado por
δ(N)
(2.9)
=
V ar(N)
E(N)
=
mp (1− p)
mp
= 1− p < 1.
Uma outra propriedade que faz da distribuição binomial uma distribuição de
trato fácil é o facto da soma de duas variáveis independentes com distribuição
binomial, com parâmetro p comum, ser ainda uma variável com distribuição
binomial.
Teorema 3.1 Sejam N _ Binomial (n, p) e M _ Binomial(m, p), sendo N e
M independentes, comm,n ∈ N1 e p ∈ (0, 1). Então N+M _ Binomial (n+m, p).
20 3. Distribuições de contagem básicas
Demonstração: ConsideremosN _ Binomial(n, p) eM _ Binomial(m, p),
independentes, com m,n ∈ N1 e p ∈ (0, 1). Tendo em conta (3.2), temos que
PN(z) = (1− p+ pz)n e PM(z) = (1− p+ pz)m . Portanto, e fazendo uso do
Teorema 2.3, vem que
PN+M(z) = PN(z)PM(z) = (1− p+ pz)n (1− p+ pz)m = (1− p+ pz)n+m ,
que é a f.g.p. de uma v.a. com distribuição Binomial (n+m, p).
3.2 A distribuição de Poisson
A distribuição de Poisson é uma distribuição de contagem, i.e., possui probabili-
dades positivas apenas em números naturais, e depende de um parâmetro, habi-
tualmente denotado por λ, positivo. A distribuição de Poisson (λ) pode ser deﬁ-
nida como a distribuição limite de uma sucessão de v.a.'sXn _ Binomial (n, pn),
tal que lim
n→+∞
npn = λ > 0 (cf. teorema e demonstração, e.g., [46], p. 385 e [17],
pp. 280 e 281).
Deﬁnição 3.2 A f.m.p. de uma v.a. N com distribuição de Poisson com parâ-
metro λ > 0 é dada por
pk = Pr (N = k) =
e−λλk
k!
, k = 0, 1, 2, . . . (3.3)
Na Figura 3.2 encontra-se representada a f.m.p. de X _ Poisson (10).
A f.g.p. para a distribuição de Poisson é dada por
PN (z) = E
(
zN
)
=
+∞∑
k=0
zk
λke−λ
k!
= e−λ
+∞∑
k=0
(zλ)k
k!
= e−λezλ = eλ(z−1),
i.e.,
PN (z) = e
λ(z−1). (3.4)
Como referido anteriormente, o valor esperado e a variância de N podem ser
determinados a partir da f.g.p.. No presente caso:
E (N) = P ′N (1) = λ,
E [N (N − 1)] = P ′′N (1) = λ2
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Figura 3.2: Exemplo de uma f.m.p. de uma v.a. N com distribuição de
Poisson (λ) (neste caso, λ = 10).
e, consequentemente,
V ar (N) = E [N (N − 1)] + E (N)− [E (N)]2
= λ2 + λ− λ2
= λ.
O índice de dispersão, δ(N), quando N tem uma distribuição de Poisson(λ),
é dado por
δ(N)
(2.9)
=
V ar(N)
E(N)
=
λ
λ
= 1.
À semelhança do Teorema 2.3 temos o Teorema que se segue:
Teorema 3.3 Sejam N e M variáveis de Poisson independentes com parâme-
tros λ e µ, respetivamente (λ, µ > 0). Então, N + M tem uma distribuição de
Poisson com parâmetro λ+ µ.
Demonstração: Pelo Teorema 2.3 sabemos que a f.g.p. da soma de v.a.'s
independentes é o produto das f.g.p. individuais. Assim, se N eM são v.a.'s com
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distribuição de Poisson com parâmetros λ e µ, respetivamente, então a f.g.p. da
soma N +M é dada por
PN+M (z) = PN (z)PM (z)
(3.4)
= eλ(z−1)eµ(z−1)
= e(λ+µ)(z−1).
Pelo Teorema 2.2, sabemos que a f.g.p. caracteriza a v.a. e sendo a f.g.p. obtida
a de uma v.a. de Poisson com parâmetro λ+µ, concluímos que N +M tem uma
distribuição de Poisson com parâmetro λ+ µ.
3.3 A distribuição binomial negativa
A distribuição binomial negativa pode ser caracterizada como o número de expe-
riências de Bernoulli necessárias até atingir um determinado número de sucessos
(cf. deﬁnição, e.g., [46], p. 369).
A distribuição binomial negativa, na sua versão transladada para zero, pode
ser usada como um modelo alternativo ao modelo de Poisson, pois tal como a
distribuição de Poisson, esta tem probabilidades positivas nos números naturais.
Dado que tem dois parâmetros, possui uma maior ﬂexibilidade na sua forma
comparativamente com a de Poisson.
A f.m.p. de uma v.a.M com distribuição binomial negativa transladada para
zero com parâmetros r = 1, 2, . . . e p ∈ (0, 1) é dada tradicionalmente por
Pr (M = k) =
(
k + r − 1
r − 1
)
pr (1− p)k , k = 0, 1, 2, . . .
Considerando que
(
k+r−1
r−1
)
= Γ(k+r)
Γ(r)k!
, onde Γ representa a função Gama, o
domínio de variação do parâmetro r pode ser estendido a R+. Assim, conside-
raremos a seguinte deﬁnição na presente dissertação:
Deﬁnição 3.4 Dizemos que N tem distribuição binomial negativa com parâme-
tros r > 0 e p ∈ (0, 1) se
pk = Pr (N = k) =
Γ (k + r)
Γ (r) k!
pr (1− p)k , k = 0, 1, 2, . . . (3.5)
Na Figura 3.3 encontra-se representada a f.m.p. de X _ BinomialNegativa
(10, 0.5).
Passamos, a partir deste ponto, a considerar a generalização da notação
(
a
b
)
para valores a ≥ b ≥ 0, não inteiros, considerando (a
b
)
= Γ(a+1)
Γ(b+1)Γ(a−b+1) .
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Figura 3.3: Exemplo de uma f.m.p. de uma v.a. N com distribuição
BinomialNegativa (r, p) (neste caso, r = 10 e p = 0.5).
Observação 3.5 Quando associamos a distribuição binominal negativa à conta-
gem de experiências de Bernoulli até atingir um determinado número de sucessos
r, a f.m.p. considerada é a da variável N + r:
Pr (N + r = k) = Pr (N = k − r) =
(
k − 1
r − 1
)
pr (1− p)k−r , k = r, r+ 1, r+ 2, . . .
A f.g.p. da distribuição binomial negativa é
PN (z) = E
(
zN
)
=
+∞∑
k=0
pkz
k =
+∞∑
k=0
Γ (k + r)
Γ (r) k!
pr (1− p)k zk
= pr
+∞∑
k=0
Γ (k + r)
Γ (r) k!
[(1− p) z]k
= pr
+∞∑
k=0
Γ (k + r)
Γ (r) k!
{1− [1− (1− p) z]}k .
Como
+∞∑
k=0
pk = 1, vem
+∞∑
k=0
Γ (k + r)
Γ (r) k!
pr (1− p)k = 1⇔
+∞∑
k=0
Γ (k + r)
Γ (r) k!
(1− p)k = 1
pr
,
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de onde resulta
PN (z) = p
r 1
(1− (1− p) z)r =
[
p
1− (1− p) z
]r
. (3.6)
O valor esperado e a variância de N podem ser determinados a partir da
f.g.p. apresentada (3.6) da seguinte maneira
E (N) = P ′N (1) = r
1− p
p
, (3.7)
E [N (N − 1)] = P ′′N (1) =
(1− p)2
p2
(
r2 + r
)
e, consequentemente,
V ar (N) = E [N (N − 1)] + E (N)− [E (N)]2
=
(1− p)2
p2
(
r2 + r
)
+ r
1− p
p
−
(
r
1− p
p
)2
=
r (1− p)
p2
. (3.8)
O índice de dispersão, δ(N), quando N tem uma distribuição
BinomialNegativa(r, p), é dado por
δ(N)
(2.9)
=
V ar(N)
E(N)
=
r(1−p)
p2
r(1−p)
p
=
1
p
> 1.
Uma vez que 1
p
> 1, a variância da distribuição binomial negativa excede o
valor esperado. Assim, para um conjunto particular de dados, caso a variância
observada seja superior ao valor esperado observado, a distribuição binomial ne-
gativa poderá ser um candidato mais adequado do que a distribuição de Poisson
como modelo a ser ajustado.
Vimos anteriormente que a família de v.a.'s independentes com distribuição
de Poisson é fechada para somas e o mesmo acontece com a família de v.a.'s
independentes com distribuição Binomial Negativa, com parâmetro p comum.
Teorema 3.6 Sejam N _ BinomialNegativa (s, p) eM _ BinomialNegativa
(t, p), sendo N e M independentes, com s, t > 0 e p ∈ (0, 1). Então
N +M _ BinomialNegativa(s+ t, p).
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Demonstração: Tendo em conta (3.6), temos que PN (z) =
[
p
1−(1−p)z
]s
e
PM (z) =
[
p
1−(1−p)z
]t
. Portanto, e fazendo uso do Teorema 2.3, vem que
PN+M (z) = PN (z)PM (z)
=
[
p
1− (1− p) z
]s [
p
1− (1− p) z
]t
=
[
p
1− (1− p) z
]s+t
,
que é a f.g.p. de uma v.a. com distribuição BinomialNegativa(s+ t, p).
A distribuição binomial negativa pode ser obtida como uma generalização da
distribuição de Poisson. De facto, seXλ _ Poisson (λ) e se λ for uma observação
de uma v.a. Λ _ Gama (α, δ), então XΛ _ BinomialNegativa
(
α, 1
1+δ
)
(cf.,
e.g., [46], p. 967).
A distribuição geométrica é o caso especial da distribuição
BinomialNegativa (r, p) quando r = 1.
A f.m.p. de uma v.a. N com distribuição geométrica de parâmetro p ∈ (0, 1)
é então dada por
pk = Pr (N = k) = p (1− p)k , k = 0, 1, 2, . . . (3.9)
A f.g.p. da distribuição geométrica obtém-se de (3.6) substituindo r por 1,
i.e.,
PN (z) = p
1
[1− (1− p) z] =
p
1− (1− p) z . (3.10)
O valor esperado e a variância de N podem ser obtidos a partir de (3.7) e
(3.8). Assim,
E (N) =
1− p
p
,
e
V ar (N) =
(1− p)
p2
.
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Capítulo 4
A classe de distribuições de Panjer
e suas extensões
Neste capítulo será abordada com detalhe a classe de Panjer e as suas diversas
modiﬁcações obtidas através da truncatura ou modiﬁcação da parte inferior do
suporte das distribuições da classe. Na secção ﬁnal apresentamos de forma breve
duas outras possíveis extensões da classe de Panjer. Comecemos por apresentar
a classe de Panjer.
4.1 A classe de distribuições de Panjer ou (a, b, 0)
Deﬁnição 4.1 Seja N uma v.a. discreta com f.m.p. pk = Pr (N = k), k ∈ N. Os
membros da família de Panjer, também conhecida como a classe de distribuições
(a, b, 0), sendo a e b constantes, respeitam a seguinte igualdade recursiva
pk = pk−1
(
a+
b
k
)
, k = 1, 2, 3, . . . (4.1)
i.e.,
pk
pk−1
= a+
b
k
, (4.2)
quando pk−1 6= 0 e k = 1, 2, 3, . . . Consideramos aqui 0 < p0 < 1, como é
habitual, para excluir soluções degeneradas.
A igualdade apresentada em (4.2) determina o peso relativo de probabilidades
consecutivas na distribuição de contagem.
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A classe (a, b, 0) é uma classe de distribuições que depende de dois parâ-
metros, a e b. Esta classe inclui as distribuições Binomial, Poisson e Binomial
Negativa (cf., e.g., [35] e [41]). De facto, se:
i) N _ Binomial (m, p) , (m ∈ N1, p ∈ (0, 1)) , para k = 1, 2, . . . ,m,
pk
pk−1
=
(
m
k
)
pk (1− p)m−k(
m
k−1
)
pk−1 (1− p)m−(k−1)
=
p
1− p ×
m!
k!(m− k)! ×
(k − 1)!(m− k + 1)!
m!
=
p(m− k + 1)
(1− p)k =
p(−k)
(1− p)k +
p(m+ 1)
(1− p)k
=
p
p− 1 +
p (m+ 1)
(1− p) k
= a+
b
k
,
com a = p
p−1 e b =
p(m+1)
1−p .
ii) N _ Poisson (λ) , (λ > 0) , para k = 1, 2, 3, . . . ,
pk
pk−1
=
e−λλk
k!
× (k − 1)!
e−λλk−1
=
λ(k − 1)!
k(k − 1)! =
λ
k
= a+
b
k
,
com a = 0 e b = λ.
iii) N _ BinomialNegativa (r, p) , (r > 0, p ∈ (0, 1)) , para k = 1, 2, 3, . . . ,
pk
pk−1
=
Γ(k+r)
Γ(r)k!
pr (1− p)k
Γ(k+r−1)
Γ(r)(k−1)!p
r (1− p)k−1
=
(k + r − 1) Γ (k + r − 1)
k (k − 1)!
(k − 1)!
Γ (k + r − 1) (1− p)
=
(1− p) (k + r − 1)
k
=
(1− p) k + (1− p) r − (1− p)
k
= (1− p) + (1− p) (r − 1)
k
= a+
b
k
,
com a = 1− p e b = (1− p) (r − 1).
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Tabela 4.1: Membros da classe de Panjer ou (a, b, 0).
Distribuição a b p0
Binomial(m, p) p
p−1
p(m+1)
1−p (1− p)m
Poisson(λ) 0 λ e−λ
Binomial negativa(r, p) 1− p (1− p) (r − 1) pr
Sundt e Jewell mostraram em 1981 (cf. [53]) que as distribuições apresentadas
na Tabela 4.1 são as únicas que respeitam a igualdade recursiva deﬁnida em (4.2).
A Tabela 4.1 apresenta as distribuições da classe (a, b, 0). Como habitualmente,
consideramos λ, r > 0, 0 < p < 1 e m ∈ N1.
Numa palestra apresentada em junho de 2009 em Helsínquia, no colóquio
ASTIN 20091, intitulada An all-in-one formula for the Poisson, Binomial, and
Negative Binomial distribution, Michael Fackler sugere a uniﬁcação das expres-
sões das distribuições da classe de Panjer, através de uma reparametrização que
inclui nas expressões das f.m.p. o valor esperado.
No caso da f.m.p. da distribuição de N1 _ Poisson (λ) (λ > 0), quase nada
é necessário fazer, já que a parametrização habitual inclui o valor esperado (λ)
como parâmetro:
Pr (N1 = k) =
e−λλk
k!
= lim
α→+∞
[(
1 +
λ
α
)−α
λk
k!
k−1∏
i=0
α + i
α + λ
]
, k = 0, 1, . . . (4.3)
No caso da f.m.p. de uma v.a. N2 _ Binomial (m, p) (m ∈ N1, p ∈ (0, 1)),
considerando que λ = E (N2) = mp, se tomarmos p = λm obtemos, para k =
0, . . . ,m,
Pr (N2 = k) =
(
m
k
)
pk (1− p)m−k =
(
m
k
)(
λ
m
)k (
1− λ
m
)m−k
=
m!
(m− k)!
λk
k!
(
1− λ
m
)m
1
(m− λ)k .
De
m!
(m− k)! = m (m− 1) (m− 2) . . . (m− k + 1) =
k−1∏
i=0
(m− i)
1Cf. https://www.actuaries.org/ASTIN/Colloquia/Helsinki/Papers_EN.cfm (consultado
a 28/06/2016) e [16].
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vem
Pr (N2 = k) =
λk
k!
(
1− λ
m
)m k−1∏
i=0
m− i
m− λ,
e, se tomarmos α = −m, obtemos
Pr (N2 = k) =
(
1 +
λ
α
)−α
λk
k!
k−1∏
i=0
α + i
α + λ
. (4.4)
Finalmente, no caso da f.m.p. de uma v.a. N3 _ BinomialNegativa (r, p)
(r > 0, p ∈ (0, 1)), considerando que λ = E (N) = r 1−p
p
, vem
λp = r − rp⇔ p = r
r + λ
,
e, consequentemente, para k = 0, 1, . . . ,
Pr (N3 = k) =
(
k + r − 1
r − 1
)
pr (1− p)k =
(
k + r − 1
r − 1
)(
r
r + λ
)r (
λ
r + λ
)k
=
Γ (k + r)
Γ (r)
λk
k!
(
r
r + λ
)r (
1
r + λ
)k
=
(
1 +
λ
r
)−r
λk
k!
k−1∏
i=0
r + i
r + λ
. (4.5)
Comparando as expressões (4.3) , (4.4) e (4.5), veriﬁcamos que se N é uma
v.a. com distribuição da classe de Panjer com valor esperado λ (λ > 0), então
Pr (N = k) =
(
1 +
λ
α
)−α
λk
k!
k−1∏
i=0
α + i
α + λ
, (4.6)
onde α é o parâmetro que identiﬁca a v.a. em causa: se α ∈ {−∞,+∞},
N _ Poisson (λ) (obtendo-se a expressão da respetiva f.m.p. como um li-
mite), se α > 0, N _ BinomialNegativa
(
r, α
α+λ
)
e se α ∈ (−∞,−λ) ∩ Z,
N _ Binomial
(−α, λ−α). Nos dois primeiros casos, a expressão (4.6) está deﬁ-
nida para k ∈ N e no último caso para k ∈ N ∩ [0,−α].
A uniﬁcação das f.m.p. das distribuições da classe de Panjer traduz-se, como
não podia deixar de ser, na uniﬁcação da expressão da f.g.p.:
PN (z) = E
(
zN
)
=
[
1− λ
α
(z − 1)
]−α
(cf. expressões (3.2), (3.4) e (3.6)).
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4.2 A classe de distribuições (a, b, 1)
Por vezes, a classe de distribuições (a, b, 0) não proporciona uma análise correta
das características de algumas bases de dados encontradas na prática. Uma das
razões prende-se com o facto das distribuições da classe (a, b, 0) não serem capa-
zes de replicar o formato dessa base de dados, em particular na parte esquerda
da distribuição.
Nesta secção, será abordada uma família de distribuições que ultrapassa o
problema da falta de ajustamento na parte mais à esquerda da distribuição, mais
concretamente em zero.
Deﬁnição 4.2 Seja pk, k ∈ N, a f.m.p. de uma v.a. discreta não degenerada
N . Dizemos que N é um membro da classe de distribuições (a, b, 1), sendo a e b
constantes, se a sua f.m.p. respeitar a seguinte igualdade recursiva
pk = pk−1
(
a+
b
k
)
, k = 2, 3, . . . (4.7)
i.e.,
pk
pk−1
= a+
b
k
, (4.8)
sempre que pk−1 6= 0 e k = 2, 3, . . .
As deﬁnições da classe de distribuições (a, b, 1) e da classe de distribuições
(a, b, 0) diferem apenas no conjunto das probabilidades envolvidas na relação re-
cursiva: na segunda estão envolvidas todas as probabilidades p0, p1, . . . , enquanto
que na primeira estão envolvidas as probabilidades p1, p2, . . .
Os membros da classe (a, b, 0) são, obviamente, membros da classe (a, b, 1).
Além destes, não é difícil constatar que a distribuição que resulta de modiﬁcar no
ponto inicial, k = 0, uma distribuição da classe (a, b, 0), X com f.m.p. pk, k ∈ N,
é também membro da classe (a, b, 1). Mais concretamente, recorde-se, que se
X tem distribuição pertencente à classe (a, b, 0), com f.m.p. pk = Pr (X = k) ,
k ∈ N, então a distribuição de XM tem f.m.p. dada por, para c ∈
(
0, 1
1−p0
]
,
pMk = Pr
(
XM = k
)
=
{
1− c (1− p0) , k = 0
cpk, k = 1, 2, 3, . . . ,
(4.9)
sendo trivialmente um membro da classe (a, b, 1) (cf., e.g., [42]).
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Note-se que quando em (4.9) tomamos c = 1
1−p0 , obtemos as distribuições de
(a, b, 0) truncadas ao suporte N1. Naturalmente, estas distribuições são também
membros da classe (a, b, 1).
Além dos membros referidos no parágrafo anterior, são membros da classe
(a, b, 1) a distribuição binomial negativa truncada generalizada e a distribuição
logarítmica, que passamos a deﬁnir, e, naturalmente, as que resultam da modi-
ﬁcação destas em zero.
Deﬁnição 4.3 A distribuição binomial negativa truncada generalizada (BNTG)2,
com parâmetros r (r > −1, r 6= 0) e p (p ∈ (0, 1)), tem f.m.p. dada por, para
k = 1, 2, . . .,
pk =
−rΓ (k + r)
k!Γ (r + 1)
(1− p)k
1− p−r . (4.10)
Na Figura 4.1 encontra-se representada a f.m.p. de X _ BNTG (−0.2, 0.3).
Figura 4.1: Exemplo de uma f.m.p. de uma v.a. X com distribuição
BNTG (r, p) (neste caso, r = −0.2 e p = 0.3).
De facto, se considerarmos X _ BinomialNegativa (r, p), com r > 0 e
p ∈ (0, 1), a sua f.m.p. é dada por (cf. (3.5))
Pr (X = k) =
Γ (k + r)
Γ(r)k!
pr (1− p)k , k = 0, 1, 2, . . . ,
2Introduzida por Engen em 1974 (cf. [15] e [54]).
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e a f.m.p. da sua truncatura em zero, i.e., ao conjunto N1, é dada por
Pr
(
XT = k
)
=
Γ(k+r)
Γ(r)k!
pr (1− p)k
1− pr
=
−rΓ (k + r) pr (1− p)k
−rΓ (r) k! (1− pr)
=
−rΓ (k + r)
k!Γ (r + 1)
(1− p)k
1− p−r , (4.11)
com k = 1, 2, . . ., r > 0 e p ∈ (0, 1) (denotaremos esta distribuição por Binomial
NegativaT (r, p)). Note-se que quando r ∈ (−1, 0), a expressão (4.11) ainda de-
ﬁne uma probabilidade. Neste caso, (r > −1, r 6= 0), denotaremos a distribuição
pela sigla BNTG (de Binomial Negativa Truncada Generalizada).
Para veriﬁcar que a distribuição BNTG(r, p) é um membro de (a, b, 1) basta
notar que, para k = 2, 3, 4, . . . ,
pk
pk−1
=
−rΓ (k + r)
k!Γ (r + 1)
(1− p)k
1− p−r ×
(k − 1)!Γ (r + 1)
−rΓ (k − 1 + r)
1− p−r
(1− p)k−1
=
Γ (k − 1 + r + 1)
k!Γ (k − 1 + r)
(1− p)k
(1− p)k−1 (k − 1)!
=
(k − 1 + r)
k
Γ (k − 1 + r)
Γ (k − 1 + r) (1− p)
=
(k + r − 1)
k
(1− p) = (1− p) + (r − 1) (1− p)
k
= a+
b
k
, com a = 1− p e b = (r − 1) (1− p) .
A f.g.p. de X _ BNTG (r, p) é
PX (z) = E
(
zX
)
=
+∞∑
k=0
zkpk =
+∞∑
k=1
zk
−rΓ (k + r)
k!Γ (r + 1)
(1− p)k
1− p−r
=
−1
1− p−r
+∞∑
k=1
[z (1− p)]k rΓ (k + r)
k!rΓ (r)
=
−1
1− p−r
[
+∞∑
k=0
[z (1− p)]k Γ (k + r)
k!Γ (r)
− 1
]
(cf., e.g., [24])
=
−1
1− p−r
[
1
[1− (1− p) z]r − 1
]
=
1− [1− (1− p) z]−r
1− p−r , (4.12)
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com r > −1, r 6= 0, p ∈ (0, 1) e |z| < 1
p
.
O valor esperado e a variância de X podem ser obtidos a partir da f.g.p.
deﬁnida em (4.12) da seguinte forma
E (X) = P ′X (1) =
r (1− p)
p (1− pr)
E [X (X − 1)] = P ′′X (1) = r (r + 1)
(1− p)2
p2 (1− pr)
e, consequentemente,
V ar (X) = E [X (X − 1)] + E (X)− [E (X)]2
= r (r + 1)
(1− p)2
p2 (1− pr) +
r (1− p)
p (1− pr) −
[
r (1− p)
p (1− pr)
]2
=
r (p− 1)
p2 (pr − 1)2
[
pr (r + 1)− pr+1r − 1] .
Na Figura 4.2 observamos que o índice de dispersão, quando
X _ BNTG (1, p), dependendo do valor de p ∈ (0, 1), pode tomar valores
inferiores a 1 (se p > 0.5), valores superiores a 1 (se p < 0.5) ou ser igual a 1 (se
p = 0.5), i.e., se p > 0.5, V ar (X) < E (X), se p < 0.5, V ar (X) > E (X) e se
p = 0.5, V ar (X) = E (X).
Figura 4.2: Variação de δ(X) em função do valor de p, quando
X _ BNTG (1, p).
A distribuição logarítmica (Log) resulta de se considerar o limite r → 0 na
f.m.p. de uma v.a. com distribuição BNTG (r, p) (cf. (4.10)). Assim,
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Deﬁnição 4.4 Dizemos que uma v.a. X tem distribuição logarítmica (Log) de
parâmetro p se tiver f.m.p. dada por
pk = −(1− p)
k
k log (p)
, k = 1, 2, 3, . . . e p ∈ (0, 1) . (4.13)
Na Figura 4.3 encontra-se representada a f.m.p. de X _ Log (0.2).
Figura 4.3: Exemplo de uma f.m.p. de uma v.a. X com distribuição Log (p)
(neste caso, p = 0.2).
Para veriﬁcar que a distribuição Log(p) é um membro da classe (a, b, 1) basta
notar que, para k = 2, 3, 4, . . . ,
pk
pk−1
= −(1− p)
k
k log (p)
×
[
−(k − 1) log (p)
(1− p)k−1
]
=
=
(1− p) (k − 1)
k
= 1− p+ − (1− p)
k
= a+
b
k
, com a = 1− p e b = p− 1.
A f.g.p. de X _ Log (p) é
PX (z) = E
(
zX
)
=
+∞∑
k=0
zkpk =
+∞∑
k=1
zk
(
−(1− p)
k
k log (p)
)
=
−1
log (p)
+∞∑
k=1
[z (1− p)]k
k
=
−1
log (p)
{− log [− (1− p) z + 1]}
=
log [− (1− p) z + 1]
log (p)
, (4.14)
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com p ∈ (0, 1) e |z| < 1
1−p .
O valor esperado e a variância de X podem ser obtidos a partir da f.g.p.
deﬁnida em (4.14) da seguinte forma
E (X) = P ′X (1) = −
1− p
p log p
,
E [X (X − 1)] = P ′′X (1) = −
(1− p)2
p2 log p
e, consequentemente,
V ar (X) = E [X (X − 1)] + E (X)− [E (X)]2
= −(1− p)
2
p2 log p
− 1− p
p log p
−
(
− 1− p
p log p
)2
= −1− p
p2
1− p+ log p
log2 p
.
Na Figura 4.4 observamos que o índice de dispersão, quando X _ Log (p),
dependendo do valor de p ∈ (0, 1), pode tomar valores inferiores a 1 (se p > 1
e
),
valores superiores a 1 (se p < 1
e
) ou ser igual a 1 (se p = 1
e
), i.e., se p > 1
e
,
V ar (X) < E (X), se p < 1
e
, V ar (X) > E (X) e se p = 1
e
, V ar (X) = E (X).
Figura 4.4: Variação de δ(X) em função do valor de p, quando X _ Log (p).
Willmot demonstrou em 1988 (cf. [54]) que as distribuições referidas nesta
subsecção são as únicas que fazem parte da classe de distribuições (a, b, 1).
A Tabela 4.2 apresenta as distribuições da classe (a, b, 1). Como habitual-
mente, consideramos λ > 0, 0 < p < 1, m ∈ N1 e r > −1, r 6= 0. Recorde-se que
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BNTG (r, p) ≡ BinomialNegativaT (r, p) quando r > 0 e seX _ BNTG (1, p),
então X = Y + 1, com Y _ Geome´trica (p).
Tabela 4.2: Membros da classe (a, b, 1).
Distribuição a b p0
Binomial(m, p) (1− p)m
BinomialM(m, p)1 p
p−1
p(m+1)
1−p ∈ (0, 1)
BinomialT(m, p)2 0
Poisson(λ) e−λ
PoissonM(λ)1 0 λ ∈ (0, 1)
PoissonT(λ)2 0
Binomial Negativa(r, p) pr
BNTGM(r, p)1 1− p (1− p) (r − 1) ∈ (0, 1)
BNTG(r, p) 0
Log(p) 0
LogM(p)1 1− p p− 1 ∈ (0, 1)
1M=Modiﬁcada em zero.
2T=Truncada em zero.
4.3 A classe de distribuições (a, b,m), m ∈ N
As classes de distribuições (a, b, 0) e (a, b, 1) podem ser incluídas numa família
mais geral que será designada por classe (a, b,m) , m ∈ N. Dados a, b ∈ R e
m ∈ N, dizemos que a distribuição de uma v.a. não degenerada X faz parte da
classe de distribuições (a, b,m) se, para todos os valores inteiros k ≥ m+ 1,
pk = pk−1
(
a+
b
k
)
(4.15)
onde pk = Pr (X = k).
Hess et al. [31] exploraram o caso particular das distribuições de v.a.'s X
desta classe tais que Pr (X = k) = 0 se k ≤ m. Neste caso, Hess et al. mostra-
ram que os membros da classe (a, b,m) , m ≥ 2, resultam da truncatura ao con-
junto {m+ 1,m+ 2, . . .} das distribuições de (a, b, 1), da distribuição Binomial
38 4. A classe de distribuições de Panjer e suas extensões
Negativa Estendida e da distribuição Logarítmica Estendida, sendo estas duas
últimas generalizações das distribuições BNTG e Log, respetivamente. Seguida-
mente, deﬁnimos as distribuições BNE e LogE, estudamos as suas propriedades
e apresentamos alguns exemplos.
Deﬁnição 4.5 Dizemos que X tem distribuição binomial negativa estendida
(BNE), com parâmetros l ∈ N1, r ∈ (−l,−l + 1) e p ∈ (0, 1) , se
Pr (X = k) =
(
r+k−1
k
)
(1− p)k
p−r −
l−1∑
j=0
(
r+j−1
j
)
(1− p)j
, k = l, l + 1, . . . , (4.16)
com Pr (X = k) = 0 se k = 0, . . . , l − 1.
Observação 4.6 Quando l = 1, a distribuição BNE (1, r, p) coincide com a
distribuição BNTG (r, p), i.e., BNE (1, r, p) ≡ BNTG (r, p) quando −1 < r < 0
e p ∈ (0, 1).
Na Figura 4.5 encontra-se representada a f.m.p. deX _ BNE (5,−4.01, 0.1).
Figura 4.5: Exemplo de uma f.m.p. de uma v.a. X com distribuição
BNE (l, r, p) (neste caso, l = 5, r = −4.01 e p = 0.1 ).
Para veriﬁcar que a distribuição BNE(l, r, p) é um membro de (a, b,m), com
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m ≥ l, basta notar que, para k ≥ m+ 1, inteiro,
pk
pk−1
=
(
r+k−1
k
)
(1− p)k
p−r −
l−1∑
j=0
(
r+j−1
j
)
(1− p)j
×
p−r −
l−1∑
j=0
(
r+j−1
j
)
(1− p)j(
r+k−2
k−1
)
(1− p)k−1
=
Γ(r+k)
k(k−1)!Γ(r)
Γ(r+k−1)
(k−1)!Γ(r)
× (1− p) = (r + k − 1) Γ (r + k − 1)
kΓ (r + k − 1) × (1− p)
=
r + k − 1
k
× (1− p) = 1− p+ (r − 1) (1− p)
k
= a+
b
k
,
com a = 1− p e b = (r − 1) (1− p).
Por comodidade de escrita, consideremosDr,l,p =
[
p−r −
l−1∑
j=0
(
r+j−1
j
)
(1− p)j
]−1
.
A f.g.p. de X _ BNE (l, r, p) é
PX (z) = E
(
zX
)
=
+∞∑
k=0
zkpk =
+∞∑
k=l
zk
(
r+k−1
k
)
(1− p)k
p−r −
l−1∑
j=0
(
r+j−1
j
)
(1− p)j
= Dr,l,p
+∞∑
k=l
[z (1− p)]k
(
r + k − 1
k
)
= Dr,l,p
(
[1− z (1− p)]−r −
l−1∑
k=0
[z (1− p)]k
(
r + k − 1
k
))
=
Dr,l,p
Dr,l,1−z(1−p)
, 0 < z <
1
1− p, (4.17)
pois, de (4.16) sabemos que
+∞∑
k=l
(r+k−1k )(1−p)k
p−r−
l−1∑
j=0
(r+j−1j )(1−p)j
= 1, se l ∈ N1, r ∈ (−l,−l + 1)
e p ∈ (0, 1).
O valor esperado e a variância de X podem ser obtidos a partir da f.g.p.
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deﬁnida em (4.17) da seguinte forma
E (X) = P ′X (1) = −Dr,l,p
(
−r + rp
pr+1
+
l−1∑
k=0
k
(
k + r − 1
k
)
(1− p)k
)
E [X (X − 1)] = P ′′X (1) =
1
pr+2
Dr,l,p
(
r − pr+2
l−1∑
k=0
k (k − 1)
(
k + r − 1
k
)
×
× (1− p)k + pr (−2r + p+ pr − 2) + r2
)
e, consequentemente,
V ar (X) = E [X (X − 1)] + E (X)− [E (X)]2
=
1
pr+2
Dr,l,p
(
r − pr+2
l−1∑
k=0
k (k − 1)
(
k + r − 1
k
)
(1− p)k +
+pr (−2r + p+ pr − 2) + r2
)
−
−Dr,l,p
(
−r + rp
pr+1
+
l−1∑
k=0
k
(
k + r − 1
k
)
(1− p)k
)
−
−
[
−Dr,l,p
(
−r + rp
pr+1
+
l−1∑
k=0
k
(
k + r − 1
k
)
(1− p)k
)]2
.
As Figuras 4.6 e 4.7 mostram, respetivamente, a variação de E (X) e a va-
riação de V ar (X), quando X _ BNE (l,−l + 0.5, p) em função de p ∈ (0, 1),
para l = 1 e l = 11.
l = 1 l = 11
Figura 4.6: Variação de E (X) em função do valor de p, quando
X _ BNE (l,−l + 0.5, p), para l = 1 e l = 11.
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l = 1 l = 11
Figura 4.7: Variação de V ar (X) em função do valor de p, quando
X _ BNE (l,−l + 0.5, p), para l = 1 e l = 11.
Finalmente, a Figura 4.8 mostra o índice de dispersão δ(X), quando
X _ BNE (l,−l + 0.5, p), em função de p ∈ (0, 1), para l = 1 e l = 11. Note-se
que a família BNE(l, r, p) inclui uma distribuição (BNE(1, r, p) ≡ BNTG(r, p),
quando −1 < r < 0) que possui variância e valor esperado que, dependendo do
valor de p, podem ter um quociente superior, igual ou inferior a 1 e distribuições,
por exemplo, BNE(11,−10.5, p), onde este quociente é sempre inferior a 1.
l = 1 l = 11
Figura 4.8: Variação de δ(X) em função do valor de p, quando
X _ BNE (l,−l + 0.5, p), para l = 1 e l = 11.
Deﬁnição 4.7 Dizemos que X tem distribuição Logarítmica Estendida (LogE),
com parâmetros l = 1, 2, 3, . . . e p ∈ (0, 1) , se
Pr (X = k) =
(
k
l
)−1
(1− p)k
+∞∑
j=l
(
j
l
)−1
(1− p)j
, k ≥ l, inteiro, (4.18)
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e Pr (X = k) = 0, se k = 0, . . . , l − 1.
Observação 4.8 Ao contrário de Hess (cf. [31]), que considera para o parâ-
metro l um inteiro maior do que 1, é incluído aqui o caso l = 1, já que, neste
caso, a expressão (4.18) continua bem deﬁnida e coincide com a f.m.p. de uma
distribuição logarítmica, i.e., LogE(1, p) ≡ Log(p), fazendo da distribuição Log
um caso particular da distribuição LogE.
Na Figura 4.9 encontra-se representada a f.m.p. de X _ LogE (4, 0.01).
Figura 4.9: Exemplo de uma f.m.p. de uma v.a. X com distribuição
LogE (l, p) (neste caso, l = 4 e p = 0.01 ).
Para veriﬁcar que a distribuição LogE (l, p) é um membro de (a, b,m), com
m ≥ l, basta notar que, para k ≥ m+ 1, inteiro,
pk
pk−1
=
(
k
l
)−1
(1− p)k
+∞∑
j=l
(
j
l
)−1
(1− p)j
×
+∞∑
j=l
(
j
l
)−1
(1− p)j(
k−1
l
)−1
(1− p)k−1
=
(k−1)!
l!(k−l−1)!
k!
l!(k−l)!
× (1− p) =
(k−1)!
(k−l−1)!
k(k−1)!
(k−l)(k−l−1)!
× (1− p)
=
(k − l)
k
× (1− p) = 1− p− l (1− p)
k
= a+
b
k
,
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com a = 1− p e b = l (p− 1).
A f.g.p. de X _ LogE (l, p) é
PX (z) = E
(
zX
)
=
+∞∑
k=0
zkpk =
+∞∑
k=l
zk
(
k
l
)−1
(1− p)k
+∞∑
j=l
(
j
l
)−1
(1− p)j
=
[
+∞∑
j=l
(
j
l
)−1
(1− p)j
]−1 +∞∑
k=l
[z (1− p)]k
(
k
l
)−1
(4.19)
com l = 2, 3, . . . e p ∈ (0, 1) .
O valor esperado e a variância de X podem ser obtidos a partir da f.g.p.
deﬁnida em (4.19) da seguinte forma
E (X) = P ′X (1) =
[
+∞∑
j=l
1(
j
l
) (1− p)j]−1 +∞∑
k=l
k(
k
l
) (1− p)k
E [X (X − 1)] = P ′′X (1) =
[
+∞∑
j=l
1(
j
l
) (1− p)j]−1 +∞∑
k=l
k (k − 1)(
k
l
) (1− p)k
e, consequentemente,
V ar (X) = E [X (X − 1)] + E (X)− [E (X)]2
=
[
+∞∑
j=l
1(
j
l
) (1− p)j]−1 +∞∑
k=l
k2(
k
l
) (1− p)k −
−
[
+∞∑
j=l
1(
j
l
) (1− p)j]−2(+∞∑
k=l
k(
k
l
) (1− p)k)2 .
As Figuras 4.10 e 4.11 mostram, respetivamente, a variação de E (X) e a
variação de V ar (X), quando X _ LogE (l, p) em função de p ∈ (0, 1), para
l = 2 e l = 12.
Finalmente, a Figura 4.12 mostra o índice de dispersão δ(X), quando
X _ LogE (l, p), em função de p ∈ (0, 1), para, novamente, l = 2 e l = 12. A
família LogE(l, p) inclui duas distribuições (LogE(1, p) ≡ Log(p) e LogE (2, p))
que possuem variâncias e valores esperados que, dependendo do valor de p,
têm um quociente superior, igual ou inferior a 1 e distribuições, por exemplo,
Log(12, p), em que este quociente é sempre inferior a 1.
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l = 2 l = 12
Figura 4.10: Variação de E (X) em função do valor de p, quando
X _ LogE (l, p), para l = 2 e l = 12.
l = 2 l = 12
Figura 4.11: Variação de V ar (X) em função do valor de p, quando
X _ LogE (l, p), para l = 2 e l = 12.
l = 2 l = 12
Figura 4.12: Variação de δ(X) em função do valor de p, quandoX _ LogE (l, p),
para l = 2 e l = 12.
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A classe de distribuições (a, b,m) ,m ∈ N1, engloba, naturalmente, todas as
distribuições apresentadas nas Tabelas 4.1 e 4.2, as distribuições Binomial Nega-
tiva Estendida e Logarítmica Estendida e a truncatura e modiﬁcação destas duas
últimas, que apresentamos na Tabela 4.3. Como habitualmente, consideramos
l ∈ N1, r ∈ (−l,−l + 1) e p ∈ (0, 1).
Tabela 4.3: Membros da classe (a, b,m) não pertencentes a (a, b, 0) (m ≥ l ≥ 1).
Distribuição a b p0, p1, ..., pm−1
BNE(l, r, p) k = 0, ..., l − 1, pk = 0
k = l, ...,m− 1, cf. (4.16)
BNEM1 (l, r, p) 1− p (r − 1) (1− p) Livres3
BNET2 (l, r, p) 0
LogE(l, p) k = 0, ..., l − 1, pk = 0
k = l, ...,m− 1, cf. (4.18)
LogEM1 (l, p) 1− p −l (1− p) Livres3
LogET2 (l, p) 0
1M=Modiﬁcada em {0, 1, ...,m− 1} .
2T=Truncada em {l, l + 1, ...,m− 1} .
3 0 <
m−1∑
k=0
pk < 1.
As distribuições da classe (a, b,m) ,m ∈ N, são representadas na Figura 4.13
em função dos valores de a e b, tendo-se destacado os casos particulares das
distribuições binomial negativa e geométrica. Observa-se que, com a exceção da
distribuição Binomial (m, p), o parâmetro a é um valor do intervalo [0, 1).
4.4 Outras extensões
Além das extensões da recursão de Panjer apresentadas nas secções anteriores,
existem outras três extensões que merecem ser mencionadas e apresentadas pelo
detalhe com que foram tratadas pelos seus autores.
Panjer e Willmot em 1982 (cf. [44]) consideraram a classe das distribuições
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Figura 4.13: Representação da classe de distribuições (a, b, j), j natural, no plano
(a, b) (considerando os parâmetros utilizados nas Tabelas 4.1, 4.2 e 4.3).
com probabilidades consecutivas que podem ser escritas como o quociente de
dois polinómios:
pk =
n∑
i=0
aik
i
n∑
i=0
biki
pk−1, (4.20)
com k = 1, 2, . . . Quando n = 1, a0 = b, a1 = a, b0 = 0 e b1 = 1, a expressão
dada em (4.20) deﬁne a família de Panjer (cf. (4.1)).
Schröter em 1990 (cf. [49]) deﬁniu uma família através da seguinte recursão
de segunda ordem para a f.m.p.
pk =
(
a+
b
k
)
pk−1 +
c
k
pk−2, (4.21)
com k = 1, 2, . . . e pk−1 = 0 para algumas constantes a < 1, b e c. Note-se que
quando c = 0 em (4.21), obtemos a recursão dada em (4.1).
Sundt em 1992 (cf. [51]) estudou uma extensão da família de distribuições
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de Panjer cujas f.m.p. satisfazem a seguinte recursão
pk =
n∑
i=1
(
ai +
bi
k
)
pk−i, (4.22)
com k = 1, 2, . . . e pk = 0 se k < 0, que é também uma extensão da família
de distribuições deﬁnida por Schröter (cf. [49]). Note-se que quando n = 1,
a expressão dada em (4.22) deﬁne a família de Panjer (cf. (4.1)) e que quando
n = 2 e a2 = 0, a expressão dada por (4.22) reduz-se à expressão (4.21).
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Capítulo 5
A modelação do risco coletivo
Uma empresa de seguros ou seguradora exerce uma atividade económica que lida
com o risco, i.e., a incerteza associada a um acontecimento futuro, seja quanto à
sua realização, ao momento em que ocorre e aos danos dele decorrentes (cf. [3]).
Assim, ao celebrar contratos de seguro, uma seguradora tem a necessidade
de combinar os riscos individuais de cada contrato de seguro num risco agregado
que deve tornar viável a sua própria existência, e é com base neste risco coletivo
que a seguradora deﬁne os valores dos prémios dos seguros e das indemnizações
que devem ser atrativos do ponto de vista dos seus clientes.
Neste capítulo é apresentado um modelo para os pagamentos associados a
um sistema de seguros que designamos por modelo do risco coletivo (cf. Klug-
man et al. [35]). Este modelo assenta em v.a.'s que contabilizam o número de
indemnizações e o montante a pagar por cada indemnização.
O modelo do risco coletivo deﬁne as perdas agregadas ocorridas num período
como uma soma, S, das N indemnizações ocorridas nesse período, i.e.,
Deﬁnição 5.1 Sejam N o número de indemnizações ocorridas num dado pe-
ríodo e Xi, i = 1, . . . , N, o valor da i-ésima indemnização, tais que
1. Condicional a N = n, X1, X2, . . . , Xn são v.a.'s independentes e identica-
mente distribuídas (i.i.d.);
2. A distribuição de N é independente da distribuição de X1, X2, . . .
O modelo do risco coletivo S é dado por
S = X1 + . . .+XN =
N∑
i=1
Xi, (5.1)
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Quando N = 0, assume-se que S = 0.
Sendo N independente das variáveis X1, X2, . . ., a distribuição do modelo S,
também designado por modelo composto das indemnizações agregadas, deﬁnido
em (5.1) , pode ser determinada a partir das distribuições de N e das variáveis
X1, X2, . . . Por comodidade, consideraremos nas próximas secções uma v.a. X
tal que X d= Xi, ∀i ∈ N1.
5.1 O modelo composto das indemnizações agre-
gadas
Partindo do pressuposto de que as distribuições de N e de X são conhecidas, o
foco principal reside sobre a distribuição de S.
A v.a. S (cf. (5.1)) tem função de distribuição, para x ≥ 0, dada por, consi-
derando o Teorema da Probabilidade Total (T.P.T.),
FS (x) = Pr (S ≤ x) = Pr
(
N∑
i=1
Xi ≤ x
)
T.P.T.
=
+∞∑
n=0
Pr
(
N∑
i=1
Xi ≤ x|N = n
)
Pr (N = n)
=
+∞∑
n=0
Pr
(
n∑
i=1
Xi ≤ x
)
pn
=
+∞∑
n=0
F ∗nX (x)pn, (5.2)
sendo F ∗nX (x) = Pr
(
n∑
i=1
Xi ≤ x
)
a função de distribuição de Sn =
n∑
i=1
Xi e
pn = Pr (N = n) . Para x < 0, FS (x) = 0.
Na expressão (5.2) , F ∗nX representa a n-ésima convolução da função de dis-
tribuição de X consigo própria (cf., e.g., [18]). Esta pode ser obtida de forma
recursiva considerando que
F
∗(0)
X (x) =
{
0 x < 0,
1 x ≥ 0, (5.3)
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que é a função de distribuição de uma v.a. degenerada em zero e, no caso de X
ter f.d.p. fX , com suporte em R+0 ,
F ∗nX (x) =
+∞∫
−∞
F
∗(n−1)
X (x− y) fX (y) dy, n = 1, 2, . . . (5.4)
A expressão (5.4), para n = 1, é
F
∗(1)
X (x) =
+∞∫
−∞
F
∗(0)
X (x− y) fX (y) dy
(5.3)
=
∫
y>x
0× fX (y) dy +
∫
y≤x
1× fX (y) dy
=
+∞∫
x
0× dy +
x∫
−∞
fX (y) dy = FX(x)
e a f.d.p. de S1 = X1 é f
∗(1)
X = fX .
A f.d.p. da v.a. Sn =
n∑
i=1
Xi é
f ∗nX (x) =
∫ x
0
f
∗(n−1)
X (x− y) fX (y) dy, n = 2, 3, . . . ,
e, consequentemente, a f.d.p. da v.a. S é
fS (x) =
+∞∑
n=1
pnf
∗n
X (x) .
Se X for uma v.a. discreta com probabilidades não nulas nos números inteiros
não negativos, então
F ∗nX (x) = Pr (Sn ≤ x) =
[x]∑
i=0
F
∗(n−1)
X (x− i) Pr (X = i)
=
[x]∑
i=0
Pr (Sn−1 ≤ x− i) Pr (X = i) , (5.5)
com x ≥ 0, n = 1, 2, . . . e [x] denotando a parte inteira de x.
Recorrendo novamente ao T.P.T., deduzimos que a f.m.p. de Sn é, para k ∈ N,
Pr (Sn = k) =
k∑
i=0
Pr (Sn−1 = k − i) Pr (X = i) .
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A f.g.p. da distribuição de S é dada por
PS (z) = E
(
zS
)
= E
(
z
∑N
i=1Xi
)
=
+∞∑
n=0
E
(
z
∑N
i=1
Xi
∣∣∣∣N = n)Pr (N = n)
= E
(
z0
)
Pr (N = 0) +
+∞∑
n=1
E
(
n∏
j=1
zXj
)
Pr (N = n)
= Pr (N = 0) +
+∞∑
n=1
[
n∏
j=1
E
(
zXj
)]
Pr (N = n)
= Pr (N = 0) +
+∞∑
n=1
[
n∏
j=1
PXj (z)
]
Pr (N = n)
= Pr (N = 0) +
+∞∑
n=1
P nX (z) Pr (N = n)
=
+∞∑
n=0
P nX (z) Pr (N = n)
=
+∞∑
n=0
P nX (z) pn (5.6)
= EN
[
PNX (z)
]
,
de onde se conclui que
PS (z) = PN [PX(z)] . (5.7)
Da expressão (5.6) obtida para a f.g.p. de S, é possível deduzir que
P ′S (z) =
+∞∑
n=1
nP n−1X (z)P
′
X (z) pn = P
′
N
(
PX(z)
)
P ′X (z) , (5.8)
donde também resulta que
E(S)
(2.6)
= P ′S (1) = P
′
N
(
PX(1)
)
P ′X (1) = P
′
N(1)P
′
X (1) = E (N)E (X) ,
observando-se assim que o valor esperado para o total das indemnizações, S,
é dado pelo produto do valor esperado de indemnizações, E (N), pelo valor
esperado da indemnização, E (X). Vamos agora determinar a variância de S
recordando que
V ar(S)
(2.8)
= P ′′S (1) + P
′
S (1)− [P ′S (1)]2 .
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Como
P ′′S (1) =
d
dz
P ′S (z)|z=1
=
d
dz
(
P ′N [PX (z)]P
′
X (z)
)∣∣∣
z=1
=
(
P ′′N [PX (z)]P
′
X (z)P
′
X (z) + P
′
N [PX (z)]P
′′
X (z)
)∣∣∣
z=1
= P ′′N [PX (1)] [P
′
X (1)]
2
+ P ′N [PX (1)]P
′′
X (1)
= P ′′N (1) [P
′
X (1)]
2
+ P ′N (1)P
′′
X (1)
(2.6)
(2.7)
= E [N(N − 1)]E2 (X) + E (N)E [X(X − 1)]
= E
(
N2
)
E2 (X)− E (N)E2 (X) + E (N)E (X2)−
−E (N)E (X) ,
temos
V ar(S) = E
(
N2
)
E2 (X)− E (N)E2 (X) + E (N)E (X2)− E (N)E (X) +
+E (N)E (X)− [E (N)E (X)]2
= E
(
N2
)
E2 (X)− E2 (N)E2 (X) + E (N)E (X2)− E (N)E2 (X)
= E2 (X)
[
E
(
N2
)− E2 (N)]+ E (N) [E (X2)− E2 (X)]
= E2 (X)V ar(N) + E (N)V ar(X),
observando-se assim que a variância de S depende das variâncias de N e de X,
ponderadas por funções que dependem do valor esperado das variáveis N e X.
5.2 Método recursivo na construção da distribui-
ção das indemnizações agregadas
Encontrar a abordagem ideal capaz de determinar a função de distribuição das
indemnizações agregadas, S, deﬁnida em (5.2), não é um procedimento simples
e imediato. Klugman et al. (cf . [35]) referem três abordagens possíveis para
esta questão: a utilização de uma distribuição aproximada, o cálculo direto e
o método recursivo, tendo apresentado as vantagens e desvantagens de cada
abordagem, e evidenciando o método recursivo uma vez que este reduz o número
de cálculos necessários para a determinação da distribuição das indemnizações
agregadas, sendo por isso mais célere no processo de determinação da distribuição
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e, consequentemente, poupando tempo de cálculo. A principal desvantagem que
esta abordagem apresenta é a sua limitação em termos de distribuições que
utiliza. Nas secções seguintes será apresentado o método recursivo para o caso
das classes apresentadas no capítulo anterior, exceto as apresentadas na última
secção do mesmo.
5.2.1 Quando o valor da indemnização é uma variável ale-
atória discreta
Consideremos o modelo do risco coletivo (5.1):
S =
N∑
i=1
Xi,
onde, recorde-se, Xi
d
= X, ∀i ∈ N1, e N , X1, X2, . . . são v.a.'s independentes.
Teorema 5.2 Suponhamos que X é uma v.a. discreta com suporte SX e seja
ω = supSX . Se a distribuição de N for um membro da classe (a, b, 0), temos
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) , (5.9)
com Pr (S = 0) = PN [Pr (X = 0)] e k ∈ N1.
Demonstração: Consideremos uma v.a. N cuja distribuição pertence à
classe (a, b, 0). Da expressão deﬁnida em (4.2) sabemos que, tomando pn =
Pr (N = n),
pn
pn−1
= a+
b
n
, n = 1, 2, 3, . . .
logo
npn = npn−1
(
a+
b
n
)
= anpn−1 − apn−1 + apn−1 + bpn−1
= a (n− 1) pn−1 + (a+ b) pn−1.
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Multiplicando ambos os lados da igualdade anterior por P n−1X (z)P
′
X (z) e
somando todos os termos, obtemos
+∞∑
n=1
npnP
n−1
X (z)P
′
X (z) = a
+∞∑
n=1
(n− 1) pn−1P n−1X (z)P ′X (z) +
+ (a+ b)
+∞∑
n=1
pn−1P n−1X (z)P
′
X (z)
= a
+∞∑
n=0
npnP
n
X (z)P
′
X (z) +
+ (a+ b)
+∞∑
n=0
pnP
n
X (z)P
′
X (z) ,
logo, tendo em conta (5.6) e (5.8),
P ′S (z) = aP
′
S (z)PX (z) + (a+ b)PS (z)P
′
X (z) . (5.10)
Cada membro da equação (5.10) pode ser expandido em potências de z. De
PS (z) = E
(
zS
)
=
+∞∑
k=0
zk Pr (S = k)
resulta que
P ′S (z) = E
(
SzS−1
)
=
+∞∑
k=1
kzk−1 Pr (S = k) . (5.11)
Assim, relativamente às parcelas do lado direito de (5.10) temos
(i.)
P ′S (z)PX (z) =
+∞∑
i=1
izi−1 Pr (S = i)× E (zX)
=
+∞∑
i=1
izi−1 Pr (S = i)×
+∞∑
j=0
zj Pr (X = j) .
Multiplicando as séries
+∞∑
i=1
izi−1 Pr (S = i) =
+∞∑
i=0
zi (i+ 1) Pr (S = i+ 1) e
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+∞∑
j=0
zj Pr (X = j) vem que
P ′S (z)PX (z) =
+∞∑
k=0
zk
k∑
i=0
(k − i+ 1) Pr (X = i) Pr (S = k − i+ 1)
=
+∞∑
k=1
zk−1
k−1∑
i=0
(k − 1− i+ 1) Pr (X = i) Pr (S = k − 1− i+ 1)
=
+∞∑
k=1
zk−1
k∑
i=0
(k − i) Pr (X = i) Pr (S = k − i) . (5.12)
(ii.)
PS (z)P
′
X (z) =
+∞∑
k=0
zk Pr (S = k)
d
dz
+∞∑
i=0
zi Pr (X = i)
=
+∞∑
k=0
zk Pr (S = k)
+∞∑
i=1
izi−1 Pr (X = i)
=
+∞∑
k=0
zk Pr (S = k)
+∞∑
i=0
zi (i+ 1) Pr (X = i+ 1)
Determinando o produto das duas séries temos
PS (z)P
′
X (z) =
+∞∑
j=0
zj
j∑
i=0
(i+ 1) Pr (S = j − i) Pr (X = i+ 1)
=
+∞∑
j=1
zj−1
j−1∑
i=0
(i+ 1) Pr (S = j − 1− i) Pr (X = i+ 1)
=
+∞∑
j=1
zj−1
j∑
i=0
iPr (S = j − i) Pr (X = i) . (5.13)
Igualando os coeﬁcientes de zk−1 das expressões obtidas, para k = 1, 2, . . .,
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temos, considerando as igualdades (5.10)− (5.13) ,
k Pr (S = k) = a
k∑
i=0
(k − i) Pr (X = i) Pr (S = k − i) +
+ (a+ b)
k∑
i=0
iPr (S = k − i) Pr (X = i)
=
k∑
i=0
(ak − ai+ ai+ bi) Pr (X = i) Pr (S = k − i)
=
k∑
i=0
(ak + bi) Pr (X = i) Pr (S = k − i)
= ak Pr (X = 0) Pr (S = k) +
+
k∑
i=1
(ak + bi) Pr (X = i) Pr (S = k − i) ,
e, consequentemente,
Pr (S = k) =
1
k − ak Pr (X = 0)
k∑
i=1
(ak + bi) Pr (X = i) Pr (S = k − i)
=
k∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) .
Como Pr (X = k) = 0 se k > ω, temos que
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) , com k ∈ N.
Relativamente ao ponto inicial temos
P (S = 0)
(2.10)
= PS (0)
(5.7)
= PN [PX (0)] = PN [Pr (X = 0)] . (5.14)
A título de exemplo, supondo que Pr (X = 0) = 0,
1. seN _ Binomial (m, p),m ∈ N1 e p ∈ (0, 1), vem que a = pp−1 e b = p(m+1)1−p
(cf. Tabela 4.1), portanto
Pr (S = k)
(5.9)
=
p
(p− 1) k
min(k,ω)∑
i=1
[k − (m+ 1) i] Pr (X = i) Pr (S = k − i) ,
(5.15)
para k = 1, 2, . . . e Pr (S = 0)
((3.2),(5.14))
= (1− p)m.
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2. se N _ Poisson (λ), λ > 0, vem que a = 0 e b = λ (cf. Tabela 4.1),
portanto
Pr (S = k)
(5.9)
=
λ
k
min(k,ω)∑
i=1
iPr (X = i) Pr (S = k − i) , (5.16)
para k = 1, 2, . . . e Pr (S = 0)
((3.4),(5.14))
= e−
λ
.
3. se N _ BinomialNegativa (r, p), r > 0 e p ∈ N, vem que a = 1 − p e
b = (1− p) (r − 1) (cf. Tabela 4.1), portanto
Pr (S = k)
(5.9)
=
(1− p)
k
k∑
i=1
[k + (r − 1) i] Pr (X = i) Pr (S = k − i) ,
(5.17)
para k = 1, 2, . . . e Pr (S = 0)
((3.6),(5.14))
= pr.
4. se N _ Geome´trica (p), p ∈ (0, 1), vem que a = 1−p e b = 0 (cf. na Tabela
4.1 os parâmetros da distribuição BinomialNegativa (1, p)), portanto
Pr (S = k)
(5.9)
= (1− p)
k∑
i=1
Pr (X = i) Pr (S = k − i) , (5.18)
para k = 1, 2, . . . e Pr (S = 0)
((3.10),(5.14))
= p.
Teorema 5.3 Suponhamos que X é uma v.a. discreta com suporte SX e seja
ω = supSX . Se a distribuição de N for um membro da classe (a, b, 1), temos
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
Pr (X = k) [p1 − (a+ b) p0]
1− aPr (X = 0) (5.19)
com Pr (S = 0) = PN [Pr (X = 0)], p0 = Pr (N = 0), p1 = Pr (N = 1) e k ∈ N1.
Demonstração: Sendo esta demonstração análoga à demonstração do Teo-
rema 5.2, serão omitidos alguns dos passos intermédios.
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Consideremos uma v.a. N com distribuição pertencente à classe (a, b, 1). De
pn
pn−1
= a+ b
n
, para n = 2, 3, . . . e tomando pn = Pr (N = n), temos
+∞∑
n=2
npnP
n−1
X (z)P
′
X (z) = a
+∞∑
n=2
(n− 1) pn−1P n−1X (z)P ′X (z) +
+ (a+ b)
+∞∑
n=2
pn−1P n−1X (z)P
′
X (z)
⇔
+∞∑
n=1
npnP
n−1
X (z)P
′
X (z)− p1P ′X (z) = a
+∞∑
n=1
(n− 1) pn−1P n−1X (z)P ′X (z) +
+ (a+ b)
+∞∑
n=1
pn−1P n−1X (z)P
′
X (z)− (a+ b) p0P ′X (z) .
Tendo em conta a expressão dada em (5.10), a igualdade anterior reduz-se a
P ′S (z)− p1P ′X (z) = aP ′S (z)PX (z) + (a+ b)PS (z)P ′X (z)−
− (a+ b) p0P ′X (z)
⇔ P ′S (z) = aP ′S (z)PX (z) + (a+ b)PS (z)P ′X (z) + [p1 − (a+ b) p0]P ′X (z) ,
que difere da expressão (5.10) apenas por juntar ao segundo membro da igualdade
o termo [p1 − (a+ b) p0]P ′X (z).
Das expressões (5.12), (5.13) e de
P ′X (z) = E
(
XzX−1
)
=
+∞∑
k=1
kzk−1 Pr (X = k) ,
resulta
[p1 − (a+ b) p0]P ′X (z) =
+∞∑
k=1
kzk−1 Pr (X = k) [p1 − (a+ b) p0] .
Igualando os coeﬁcientes de zk−1 das expressões obtidas, para k = 1, 2, . . .,
obtemos
k Pr (S = k) = ak Pr (X = 0) Pr (S = k) +
k∑
i=1
(ak + bi) Pr (X = i)×
×Pr (S = k − i) + k Pr (X = k) [p1 − (a+ b) p0] ,
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e, portanto,
Pr (S = k) =
k∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
Pr (X = k) [p1 − (a+ b) p0]
1− aPr (X = 0)
Como Pr (X = k) = 0 se k > ω, temos
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
Pr (X = k) [p1 − (a+ b) p0]
1− aPr (X = 0) , para k ∈ N.
Relativamente ao ponto inicial temos
P (S = 0)
(2.10)
= PS (0)
(5.7)
= PN [PX (0)] = PN [Pr (X = 0)] .
Os Teoremas 5.2 e 5.3 generalizam-se para a classe (a, b,m), m ∈ N, da
seguinte forma:
Teorema 5.4 Suponhamos que X é uma v.a. discreta com suporte SX ⊆ N e
seja ω = supSX . Se a distribuição de N for um membro da classe (a, b,m),
m ∈ N, temos
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
m∑
n=1
[
pn −
(
a+ b
n
)
pn−1
]
Pr (Sn = k)
1− aPr (X = 0) , (5.20)
com Pr (S = 0) = PN [Pr (X = 0)], pj = Pr (N = j), j = 0, 1, . . . e k ∈ N1.
Demonstração: Alguns dos passos da demonstração serão omitidos dado
que são semelhantes aos das demonstrações dos Teoremas 5.2 e 5.3.
Consideremos N uma v.a. com distribuição pertencente à classe (a, b,m),
para algum m ∈ N. De pn
pn−1
= a + b
n
, para n = m + 1,m + 2, . . . e tomando
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pn = Pr (N = n), temos
+∞∑
n=m+1
npnP
n−1
X (z)P
′
X (z) = a
+∞∑
n=m+1
(n− 1) pn−1P n−1X (z)P ′X (z) +
+ (a+ b)
+∞∑
n=m+1
pn−1P n−1X (z)P
′
X (z)
⇔
+∞∑
n=1
npnP
n−1
X (z)P
′
X (z)−
m∑
n=1
npnP
n−1
X (z)P
′
X (z) = a
+∞∑
n=1
(n− 1) pn−1 ×
×P n−1X (z)P ′X (z)− a
m∑
n=1
(n− 1) pn−1P n−1X (z)P ′X (z) + (a+ b)
+∞∑
n=1
pn−1 ×
×P n−1X (z)P ′X (z)− (a+ b)
m∑
n=1
pn−1P n−1X (z)P
′
X (z) .
Tendo em conta a expressão dada em (5.10) com as devidas adaptações a
esta demonstração, a igualdade anterior reduz-se a
P ′S (z) = aP
′
S (z)PX (z) + (a+ b)PS (z)P
′
X (z) +
+
m∑
n=1
[npn − a (n− 1) pn−1 − (a+ b) pn−1]P n−1X (z)P ′X (z) .
⇔ P ′S (z) = aP ′S (z)PX (z) + (a+ b)PS (z)P ′X (z) +
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
nP n−1X (z)P
′
X (z) .
⇔ P ′S (z) = aP ′S (z)PX (z) + (a+ b)PS (z)P ′X (z) +
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
d
dz
[
P nX (z)
]
. (5.21)
Como
P nX (z) = PX1+...+Xn (z) ,
com X,X1, . . . , Xn i.i.d. e Xi
d
= X, ∀i ∈ N1, resulta que
d
dz
[
P nX (z)
]
=
d
dz
[
+∞∑
k=0
zk Pr
(
n∑
i=1
Xi = k
)]
=
+∞∑
k=1
kzk−1 Pr (Sn = k) .
Os desenvolvimentos em série de Taylor de P ′S, P
′
SPX e PSP
′
X são dados pelas
expressões (5.11), (5.12) e (5.13), respetivamente. Igualando os coeﬁcientes de
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zk−1, para k = 1, 2, . . ., vem que
k Pr (S = k) = a
k∑
i=0
(k − i) Pr (X = i) Pr (S = k − i) +
+ (a+ b)
k∑
i=0
iPr (S = k − i) Pr (X = i) +
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
k Pr (Sn = k)
= ak Pr (X = 0) Pr (S = k) +
+
k∑
i=1
(
a+
bi
k
)
k Pr (X = i) Pr (S = k − i) +
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
k Pr (Sn = k) ,
e, consequentemente,
Pr (S = k) =
k∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
m∑
n=1
[
pn −
(
a+ b
n
)
pn−1
]
Pr (Sn = k)
1− aPr (X = 0) .
Finalmente, de Pr (X = i) = 0, se i > ω, resulta, como pretendido
Pr (S = k) =
min(k,ω)∑
i=1
(
a+ bi
k
)
Pr (X = i) Pr (S = k − i)
1− aPr (X = 0) +
+
m∑
n=1
[
pn −
(
a+ b
n
)
pn−1
]
Pr (Sn = k)
1− aPr (X = 0) .
Se no teorema anterior, a v.a. X for tal que Pr (X = 0) = 0, resulta que
Pr (S = 0) = Pr
(
N∑
i=1
Xi = 0
)
= Pr (N = 0).
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5.2.2 Quando o valor da indemnização é uma variável ale-
atória absolutamente contínua
Consideremos o modelo do risco coletivo (5.1),
S =
N∑
i=1
Xi,
recordando que Xi
d
= X, ∀i ∈ N, e N , X1, X2, . . . são v.a.'s independentes.
Teorema 5.5 Suponhamos que X é uma v.a. absolutamente contínua com su-
porte SX ⊆ R+ e f.d.p. fX . Se a distribuição de N for um membro da classe
(a, b, 1), temos
fS|S>0 (x) = p1fX (x) +
∫ x
0
(
a+
by
x
)
fX (y) fS|S>0 (x− y) dy, (5.22)
com p1 = Pr (N = 1) e x > 0.
Demonstração: A demonstração deste Teorema segue os mesmos passos
que a demonstração do Teorema 5.3, sendo aqui a f.g.p. substituída pela trans-
formada de Laplace e, por tal facto, omitimos alguns passos intermédios, tal
como aconteceu na demonstração do Teorema 5.4.
Como N é um membro da classe (a, b, 1), sabemos que, tomando pn =
Pr (N = n),
npn = a (n− 1) pn−1 + (a+ b) pn−1, n = 2, 3, . . .
Multiplicando por Ln−1X (z)L
′
X (z) e somando, temos:
+∞∑
n=2
npnL
n−1
X (z)L
′
X (z) = a
+∞∑
n=2
(n− 1) pn−1Ln−1X (z)L′X (z) +
+ (a+ b)
+∞∑
n=2
pn−1Ln−1X (z)L
′
X (z)
⇔
+∞∑
n=1
npnL
n−1
X (z)L
′
X (z)− p1L′X (z) = a
+∞∑
n=2
(n− 1) pn−1Ln−1X (z)L′X (z) +
+ (a+ b)
+∞∑
n=1
pn−1Ln−1X (z)L
′
X (z)− (a+ b) p0L′X (z) . (5.23)
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Mas,
LS (z)
(2.12)
= PS
(
e−z
)
(5.6)
=
+∞∑
n=0
P nS
(
e−z
)
pn
=
+∞∑
n=0
LnX (z) pn,
e
L′S (z) =
+∞∑
n=1
nLn−1X (z)L
′
X (z) pn. (5.24)
De (5.23) e (5.24) resulta que
L′S (z) = a
+∞∑
n=2
(n− 1) pn−1Ln−1X (z)L′X (z) + (a+ b)L′X (z)
+∞∑
n=0
pnL
n
X (z) +
+ [p1 − (a+ b) p0]L′X (z)
⇔ L′S (z) = a
+∞∑
n=1
npnL
n
X (z)L
′
X (z) + (a+ b)L
′
X (z)LS (z) +
+ [p1 − (a+ b) p0]L′X (z)
⇔ L′S (z) = aLX (z)L′S (z) + (a+ b)L′X (z)LS (z) +
+ [p1 − (a+ b) p0]L′X (z) . (5.25)
Por outro lado,
LS (z) = E
(
e−zS
)
= E
(
e−z
∑N
i=1Xi
)
= E (1) Pr (N = 0) +
+∞∑
n=1
E
(
e−z
∑n
i=1Xi
)
Pr (N = n)
= p0 +
+∞∑
n=1
n∏
i=1
E
(
e−zXi
)
pn = p0 +
+∞∑
n=1
LnX (z) pn
= p0 + LS|S>0 (z) ,
o que implica que
LS (z) = p0 + LS|S>0 (z) (5.26)
e
L′S (z) = L
′
S|S>0 (z) . (5.27)
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Utilizando (5.26) e (5.27) em (5.25) vem
L′S|S>0 (z) = aLX (z)L
′
S|S>0 (z) + (a+ b)L
′
X (z)
[
p0 + LS|S>0 (z)
]
+
+ [p1 − (a+ b) p0]L′X (z)
= aLX (z)L
′
S|S>0 (z) + (a+ b)L
′
X (z)LS|S>0 (z) +
+p1L
′
X (z) . (5.28)
Relembrando as propriedades da transformada de Laplace apresentadas em
(2.13) a (2.15) e a propriedade que resulta da junção destas (cf. (2.17)), sabemos
que
[L (fX)]
′
(z) =
∫ +∞
0
e−zx [−xfX (x)] dx (5.29)
e que
L (fX)L
′ (fY ) (z) =
∫ +∞
0
e−zx
[∫ x
0
fX (y) [− (x− y) fY (x− y)] dy
]
dx. (5.30)
De (5.29) resulta que
L′S|S>0 (z) =
∫ +∞
0
e−zx
[−xfS|S>0 (x)] dx (5.31)
e
L′X (z) = L (f) (z) , com f (x) = −xfX (x) . (5.32)
De (5.30) resulta que
LX (z)L
′
S|S>0 (z) = L (g) (z) , (5.33)
onde g (x) =
∫ x
0
fX (y) [− (x− y)] fS|S>0 (x− y) dy, e
L′X (z)LS|S>0 (z) = L (h) (z) , (5.34)
onde h (x) =
∫ x
0
fS|S>0 (y) [− (x− y)] fX (x− y) dy.
Finalmente, invertendo (5.28), obtém-se
−xfS|S>0 (x) = a
∫ x
0
fX (y) [− (x− y)] fS|S>0 (x− y) dy +
+ (a+ b)
∫ x
0
fS|S>0 (y) [− (x− y)] fX (x− y) dy +
+p1 [−xfX (x)] .
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Considerando, no segundo integral, a mudança de variável u = x− y (o que
implica que y = x− u e du = −dy) temos
xfS|S>0 (x) = a
∫ x
0
fX (y) (x− y) fS|S>0 (x− y) dy +
+ (a+ b)
∫ 0
x
fS|S>0 (x− u)ufX (u) (−du) +
+p1xfX (x) .
Consequentemente,
xfS|S>0 (x) = a
∫ x
0
fX (y) (x− y) fS|S>0 (x− y) dy +
+ (a+ b)
∫ x
0
fS|S>0 (x− y) yfX (y) dy +
+p1xfX (x) .
Portanto,
fS|S>0 (x) = p1fX (x) +
∫ x
0
a (x− y) + (a+ b) y
x
fX (y) fS|S>0 (x− y) dy
= p1fX (x) +
∫ x
0
(
a+
by
x
)
fX (y) fS|S>0 (x− y) dy,
como se pretendia demonstrar.
Observação 5.6 Obviamente, como (a, b, 0) ⊆ (a, b, 1), o teorema anterior é
válido também quando N ∈ (a, b, 0).
O Teorema 5.5 generaliza-se para a classe (a, b,m), m ∈ N, da seguinte forma:
Teorema 5.7 Suponhamos que X é uma v.a. absolutamente contínua com su-
porte SX ⊆ R+ e f.d.p. fX . Se a distribuição de N for um membro da classe
(a, b,m) ,m ∈ N, temos
fS|S>0 (x) = p1fX (x) +
m∑
n=2
[
pn −
(
a+
b
n
)
pn−1
]
fSn (x) +
+
∫ x
0
(
a+
by
x
)
fX (y) fS|S>0 (x− y) dy, (5.35)
com pn = Pr (N = n), x > 0 e
m∑
n=2
[
pn −
(
a+ b
n
)
pn−1
]
fSn (x) = 0 se m < 2.
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Demonstração: A demonstração deste Teorema segue os mesmos passos
que a demonstração do Teorema 5.5 e, por tal facto, omitimos alguns passos
intermédios, tal como aconteceu nas demonstrações dos Teoremas 5.3, 5.4 e 5.5.
De pn
pn−1
= a + b
n
, para n = m + 1,m + 2, . . . e tomando pn = Pr (N = n),
temos
+∞∑
n=m+1
npnL
n−1
X (z)L
′
X (z) = a
+∞∑
n=m+1
(n− 1) pn−1Ln−1X (z)L′X (z) +
+ (a+ b)
+∞∑
n=m+1
pn−1Ln−1X (z)L
′
X (z)
⇔
+∞∑
n=1
npnL
n−1
X (z)L
′
X (z)−
m∑
n=1
npnL
n−1
X (z)L
′
X (z) = a
+∞∑
n=1
(n− 1) pn−1 ×
×Ln−1X (z)L′X (z)− a
m∑
n=1
(n− 1) pn−1Ln−1X (z)L′X (z) + (a+ b)
+∞∑
n=1
pn−1 ×
×Ln−1X (z)L′X (z)− (a+ b)
m∑
n=1
pn−1Ln−1X (z)L
′
X (z) .
Tendo em consideração a expressão dada em (5.25), adaptando-a a esta de-
monstração, a igualdade anterior reduz-se a
L′S (z) = aL
′
S (z)LX (z) + (a+ b)LS (z)L
′
X (z) +
+
m∑
n=1
[npn − a (n− 1) pn−1 − (a+ b) pn−1]Ln−1X (z)L′X (z) .
⇔ L′S (z) = aL′S (z)LX (z) + (a+ b)LS (z)L′X (z) +
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
d
dz
[
LnX (z)
]
. (5.36)
Atendendo a que
LnX (z) = LX1+...+Xn (z) ,
com X1
d
= . . .
d
= Xn
d
= X, independentes, temos
LnX (z) =
∫ +∞
0
e−ztfSn (t) dt,(
com Sn =
n∑
i=1
Xi
)
, o que implica que, aplicando a propriedade de Laplace
deﬁnida na expressão (2.13),
d
dz
[
LnX (z)
]
= L (h) (z) ,
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onde h (x) = −xfSn (x) .
Das expressões dadas em (5.26) e (5.27) , sabemos que
LS|S>0 (z) = LS (z)− p0 (5.37)
e
L′S (z) = L
′
S|S>0 (z) . (5.38)
Substituindo (5.37) e (5.38) em (5.36) resulta
L′S|S>0 (z) = aLX (z)L
′
S|S>0 (z) + (a+ b)L
′
X (z)
[
p0 + LS|S>0 (z)
]
+
+
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
L (h) (z)
= aLX (z)L
′
S|S>0 (z) + (a+ b)L
′
X (z)LS|S>0 (z) +
+ (a+ b)L′X (z) p0 +
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
L (h) (z) .
(5.39)
Tendo em consideração as propriedades da transformada de Laplace apresen-
tadas em (2.13)− (2.15) , a propriedade que resulta da junção destas (cf. (2.17))
e as expressões (5.31)− (5.34), podemos inverter (5.39) , obtendo
−xfS|S>0 (x) = a
∫ x
0
fX (y) [− (x− y)] fS|S>0 (x− y) dy +
+ (a+ b)
∫ x
0
fS|S>0 (y) [− (x− y)] fX (x− y) dy +
+ (a+ b) p0 [−xfX (x)] +
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
(−xfSn (x)) .
Aplicando uma mudança de variável no segundo integral (u = x− y), temos
xfS|S>0 (x) = a
∫ x
0
fX (y) (x− y) fS|S>0 (x− y) dy +
+ (a+ b)
∫ 0
x
fS|S>0 (x− u)ufX (u) (−du) +
+ (a+ b) p0xfX (x) +
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
xfSn (x) .
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Consequentemente,
xfS|S>0 (x) = a
∫ x
0
fX (y) (x− y) fS|S>0 (x− y) dy +
+ (a+ b)
∫ x
0
fS|S>0 (x− y) yfX (y) dy +
+ (a+ b) p0xfX (x) +
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
xfSn (x) .
Portanto,
fS|S>0 (x) = (a+ b) p0fX (x) +
m∑
n=1
[
pn −
(
a+
b
n
)
pn−1
]
fSn (x) +
+
∫ x
0
a (x− y) + (a+ b) y
x
fX (y) fS|S>0 (x− y) dy
= (a+ b) p0fX (x) + [p1 − (a+ b) p0] fS1 (x) +
+
m∑
n=2
[
pn −
(
a+
b
n
)
pn−1
]
fSn (x) +
+
∫ x
0
(
a+
by
x
)
fX (y) fS|S>0 (x− y) dy
fS1 (x)=fX(x)= p1fX (x) +
m∑
n=2
[
pn −
(
a+
b
n
)
pn−1
]
fSn (x) +
+
∫ x
0
(
a+
by
x
)
fX (y) fS|S>0 (x− y) dy,
como se pretendia demonstrar.
No caso em que a v.a. X tem distribuição discreta, o modelo do risco coletivo
(cf. (5.1)) pode ser facilmente deduzido de forma recursiva usando as expressões
(5.9), (5.19) e (5.20) deduzidas nos Teoremas 5.2, 5.3 e 5.4, e que correspondem
aos casos em que o número de parcelas do modelo tem uma distribuição da classe
(a, b, 0), (a, b, 1) ou, mais geralmente, (a, b,m), m ∈ N, respetivamente. Quando
a v.a.X tem uma distribuição absolutamente contínua, tal já não acontece dada a
complexidade das expressões encontradas para a f.d.p. de S (cf. (5.22) e (5.35)),
nos casos em que o número de parcelas do modelo do risco coletivo tem uma
distribuição da classe (a, b, 1) ou, mais geralmente, (a, b,m), com m ∈ N. Por tal
facto, apresentaremos nas subsecções 5.3.1 e 5.3.2 dois métodos de discretização.
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5.2.3 Generalização a distribuições para além da classe
(a, b,m), m ∈ N
Consideremos novamente o modelo do risco coletivo (5.1) S =
N∑
i=1
Xi, onde,
recorde-se, Xi
d
= X, ∀i ∈ N, e N , X1, X2, . . . são v.a.'s independentes.
É possível estender o método recursivo, usado na determinação da f.m.p.
de S, a v.a.'s N cujas distribuições não pertencem à classe (a, b,m), m ∈ N,
considerando que o número de indemnizações a pagar, N , é ele próprio resultado
de uma soma aleatória de v.a.'s com distribuição comum pertencente à classe
(a, b,m) , tendo o número de parcelas também uma distribuição pertencente a
uma classe (a, b,m∗) (m,m∗ ∈ N) .
Consideremos então N (1) e N (2) v.a.'s com distribuições membros da classe
(a, b,m) e (a, b,m∗), com parâmetros a(1), b(1) e a(2), b(2), respetivamente, e{
N
(2)
i
}
i∈N1
uma sucessão de v.a.'s i.i.d., independentes de N (1), com distribuição
comum igual à distribuição de N (2). Se usarmos como variável de contagem do
número de indemnizações a v.a. N =
N(1)∑
i=1
N
(2)
i temos
PN = P1 ◦ P2
e
PS (z) = PN [PX (z)]
de onde resulta
PS (z) = P1 {P2 [PX (z)]} .
Ora, P2 [PX (z)] é a f.g.p. de S2 =
N(2)∑
i=1
Xi e a f.m.p. de S2 é dada por (5.20)
com a = a(2), b = b(2) e N = N (2).
Aplicando novamente o Teorema 5.4, tomando X d= S2, a = a(1), b = b(1),
N = N (1), obtemos ﬁnalmente a f.m.p. de S =
N∑
i=1
Xi.
É possível também encontrar fórmulas recursivas para a distribuição do risco
coletivo para algumas situações particulares das extensões deﬁnidas na secção
4.4. Tais fórmulas podem ser encontradas, e.g., em [44], [49], [51] e [32].
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5.3 Construção de distribuições aritméticas
Como referimos acima, o cálculo das probabilidades associadas a S (cf. (5.1))
quando X é uma v.a. absolutamente contínua é complexo. Uma aproximação
possível é a substituição da v.a. X por uma v.a. discreta que lhe seja próxima.
A discretização da distribuição de X leva à criação de uma v.a. discreta com su-
porte contido no conjunto N. Por tal facto, designaremos tal distribuição como
distribuição aritmética. Aquando da discretização de uma distribuição contí-
nua, importa manter o maior número de propriedades da distribuição contínua
original. Klugman et al. (cf. [35]) apresentam dois métodos para a discretização
de uma distribuição contínua, mista ou discreta não-aritmética: o método de
arredondamento e o método de emparelhamento local de momentos.
5.3.1 Método de arredondamento
Sejam X uma v.a. não negativa, com função de distribuição FX , h > 0 e j ∈ N.
No método de arredondamento, as probabilidades da variável discretizada, Xd,
resultam da concentração em cada ponto positivo j da probabilidade de X estar
no intervalo centrado em jh e de amplitude h. Simbolicamente, a f.m.p. de Xd é
deﬁnida por
Pr (Xd = j) =
{
FX
(
h
2
)
, j = 0
FX
(
jh+ h
2
)− FX (jh− h2) , j ∈ N1 . (5.40)
Exemplo 5.8 Consideremos X _ Exponencial (λ), (λ > 0) , e h > 0. Temos
Pr (Xd = j) =
{
1− e−λh2 , j = 0
e−λ(jh−
h
2 )
(
1− e−λh) , j ∈ N1 . (5.41)
Na Figura 5.1 apresentamos os gráﬁcos de X e de Xd quando λ = h = 1.
5.3.2 Método de emparelhamento local de momentos
Neste método, a distribuição aritmética é construída de forma a que os seus
primeiros p ∈ N1 momentos coincidam com os primeiros p momentos da distri-
buição original. Seja Xd a v.a. que resulta da discretização de X, variável que
supomos ser não negativa (Pr (X ≥ 0) = 1), e consideremos a seguinte sucessão
crescente de números reais não negativos
x0, x0+h, x0+2h, . . . , x0+ph, x1+h, x1+2h, . . . , x1+ph, . . . , xk+jh, . . . , (5.42)
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Figura 5.1: Representação da f.d.p. de uma v.a. X _ Exponencial (1) e da
f.m.p. da sua discretização pelo método do arredondamento com h = 1.
considerando xk = xk−1 + ph, j ∈ {1, . . . , p} , h > 0 e k ∈ N. A cada ponto
xk + jh, j ∈ {0, . . . , p} , associemos o valor{
mkj , se j 6= p
mkp +m
k+1
0 , se j = p
,
de tal forma que
p∑
j=0
(xk + jh)
rmkj =
xk+ph∫
xk
xrfX (x) dx, (5.43)
com r = 0, 1, 2, . . . , p e k = 0, 1, . . .
Quando x0 = 0 e h = 1, a distribuição discretizada tem as seguintes proba-
bilidades:
Pr (Xd = 0) = m
0
0, Pr (Xd = 1) = m
0
1, Pr (Xd = 2) = m
0
2, . . .,
Pr (Xd = p) = m
0
p +m
1
0, Pr (Xd = p+ 1) = m
1
1,Pr (Xd = p+ 2) = m
1
2, . . .,
(5.44)
Somando as expressões dadas por (5.43), para k = 0, 1, . . . , com x0 = 0,
veriﬁca-se que os primeiros p momentos são preservados e que a soma das pro-
babilidades é 1. A solução do sistema de equações dado em (5.43) é apresentada
no teorema seguinte:
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Teorema 5.9 A solução de (5.43) é dada por
mkj =
xk+ph∫
xk
p∏
i=0
i 6=j
x− xk − ih
(j − i)h fX (x) dx, j = 0, 1, . . . , p. (5.45)
Demonstração: A fórmula de Lagrange (cf. [35] e [20]) para o ajustamento
de um polinómio f de ordem n nos pontos (y0, f (y0)) , . . . , (yn, f (yn)) é
f (x) =
n∑
j=0
f (yj)
n∏
i=0
i 6=j
x− yi
yj − yi .
Aplicando esta fórmula ao polinómio f (x) = xr de forma a que este passe
pelos pontos xk, xk + h, . . . , xk + ph e respetivas imagens, temos
xr =
p∑
j=0
(xk + jh)
r
p∏
i=0
i 6=j
x− xk − ih
(j − i)h , r = 0, 1, . . . , p.
Integrando no intervalo [xk, xk + ph) temos
xk+ph∫
xk
xrfX (x) dx =
p∑
j=0
(xk + jh)
rmkj ,
onde mkj é dado por (5.45).
Panjer e Lutek [43] ﬁzeram algumas experiências e concluíram que o em-
parelhamento de mais do que um momento, além de ser mais custoso, a nível
computacional, pode levar ao aparecimento de probabilidades negativas, pelo que
restringimos o nosso estudo ao emparelhamento apenas do primeiro momento.
Seguidamente, concretizamos as expressões no caso em que igualamos o pri-
meiro momento da distribuição discretizada ao primeiro momento de X. Come-
çamos por mostrar um resultado auxiliar:
Lema 5.10 Se X é uma v.a. absolutamente contínua não negativa, com f.d.p.
fX e h > 0, então∫ h
0
xfX (x) dx = E [min (X, h)]− [1− FX (h)]h. (5.46)
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Demonstração: Seja h > 0. De
Y = min (X, h) =
{
X, X < h
h, X ≥ h
temos
Pr (Y ≤ y) T.P.T.= Pr (Y ≤ y|X < h) Pr (X < h) + Pr (Y ≤ y|X ≥ h) Pr (X ≥ h)
= Pr (X ≤ y|X < h)FX (h) + Pr (h ≤ y|X ≥ h) [1− FX (h)]
(5.47)
Quando h ≤ y, de (5.47), tem-se que
Pr (Y ≤ y) = 1× FX (h) + 1× [1− FX (h)]
= 1.
Quando h > y, de (5.47), obtém-se que
Pr (Y ≤ y) = Pr (X ≤ y ∧X < h)
Pr (X < h)
FX (h) + 0
=
Pr (X ≤ y)
Pr (X < h)
× Pr (X < h)
= Pr (X ≤ y) = FX (y) .
Resumindo,
FY (y) = Pr (Y ≤ y) =
{
1, se y ≥ h
FX (y) , se y < h
.
A função FY é contínua em R \ {h} 1. No ponto h, a função tem um salto de
amplitude a = 1−FX (h). Consequentemente, é possível escrever Y da seguinte
forma
Y = FX (h)X1 + [1− FX (h)]X2,
onde X1 é uma v.a. absolutamente contínua com f.d.p.
fX1 (x) =
{
fX(x)
FX(h)
, se x ∈ (0, h)
0, caso contrário
,
1Se supSX ≤ h, então FY é contínua também no ponto h.
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e X2 = h. O valor esperado de Y = min(X, h) é
E (Y ) = E
(
FX (h)X1 + [1− FX (h)]X2
)
= FX (h)E (X1) + [1− FX (h)]E (X2)
= FX (h)
∫ +∞
−∞
xfX1 (x) dx+ [1− FX (h)]h
= FX (h)
∫ h
0
x
fX (x)
FX (h)
dx+ [1− FX (h)]h
=
∫ h
0
xfX (x) dx+ [1− FX (h)]h
e, consequentemente,
∫ h
0
xfX (x) dx = E [min (X, h)]− [1− FX (h)]h, ∀h > 0.
Quando p = 1, o suporte da v.a. discretizada Xd ﬁca reduzido à sucessão
xk = kh, k ∈ N, com probabilidades respetivas, considerando (5.44)
m00,m
0
1 +m
1
0,m
1
1 +m
2
0,m
2
1 +m
3
0, . . .
Tomando j = 0 e k = 0, obtemos
Pr (Xd = 0) = m
0
0
(5.45)
=
∫ h
0
1∏
i=0
i 6=0
x− x0 − h
(0− 1)h fX (x) dx
=
∫ h
0
x− h
−h fX (x) dx =
∫ h
0
h− x
h
fX (x) dx
=
∫ h
0
fX (x) dx− 1
h
∫ h
0
xfX (x) dx
(5.46)
= FX (h)−
[
E
(
min (X, h)
h
)
− [1− FX (h)]
]
= 1− E
(
min (X, h)
h
)
. (5.48)
Quando k ≥ 1, obtemos
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1. Se j = 0,
mk0
(5.45)
=
∫ (k+1)h
kh
x− kh− h
−h fX (x) dx
= −1
h
∫ (k+1)h
kh
xfX (x) dx+ (k + 1)
∫ (k+1)h
kh
fX (x) dx
= −1
h
(∫ (k+1)h
0
xfX (x) dx−
∫ kh
0
xfX (x) dx
)
+
+ (k + 1) {FX [(k + 1)h]− FX (kh)}
(5.46)
= −1
h
E {min [X, (k + 1)h]}+ (k + 1) {1− FX [(k + 1)h]}+
+
1
h
E [min (X, kh)]− k [1− FX (kh)] +
+ (k + 1) {FX [(k + 1)h]− FX (kh)}
=
1
h
E [min (X, kh)]− 1
h
E {min [X, (k + 1)h]}+ 1− FX (kh) .
(5.49)
2. Se j = 1,
mk1
(5.45)
=
∫ (k+1)h
kh
x− kh
h
fX (x) dx
=
1
h
∫ (k+1)h
kh
xfX (x) dx− k
∫ (k+1)h
kh
fX (x) dx
=
1
h
(∫ (k+1)h
0
xfX (x) dx−
∫ kh
0
xfX (x) dx
)
−
−k [FX ((k + 1)h)− FX (kh)]
(5.46)
=
1
h
E [min (X, (k + 1)h)]− (k + 1) [1− FX ((k + 1)h)]−
−1
h
E [min (X, kh)] + k [1− FX (kh)]−
−k [FX ((k + 1)h)− FX (kh)]
=
1
h
E [min (X, (k + 1)h)]− 1
h
E [min (X, kh)]− 1 +
+FX ((k + 1)h) . (5.50)
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Somando mk−11 e m
k
0, para k = 1, 2, . . ., temos que (cf. (5.49) e (5.50))
Pr (Xd = k) = m
k−1
1 +m
k
0
=
1
h
E [min (X, kh)]− 1
h
E {min [X, (k − 1)h]} − 1 + FX (kh) +
+
1
h
E [min (X, kh)]− 1
h
E {min [X, (k + 1)h]}+ 1− FX (kh)
=
1
h
(
2E [min (X, kh)]− E {min [X, (k − 1)h]} −
−E {min [X, (k + 1)h]}
)
.
(5.51)
Exemplo 5.11 Consideremos X _ Exponencial (λ), (λ > 0) , e h > 0. Temos
E [min (X, h)]
(5.46)
=
∫ h
0
xfX (x) dx+ [1− FX (h)]h
=
∫ h
0
xλe−λxdx+
[
1− (1− e−λh)]h
=
1− e−λh (1 + λh)
λ
+ e−λhh
=
1− e−λh − e−λh (λh) + e−λh (λh)
λ
=
1− e−λh
λ
. (5.52)
Portanto,
Pr (Xd = 0)
(5.48)
= 1− E
(
min (X, h)
h
)
(5.52)
= 1− 1
h
(
1− e−λh
λ
)
=
λh+ e−λh − 1
λh
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e
Pr (Xd = k)
(5.51)
=
1
h
(
2E [min (X, kh)]− E {min [X, (k − 1)h]} −
−E {min [X, (k + 1)h]}
)
(5.52)
=
1
h
[
2
(
1− e−λkh
λ
)
−
(
1− e−λ(k−1)h
λ
)
−
(
1− e−λ(k+1)h
λ
)]
=
1
λh
[
− 2e−λkh + e−λ(k−1)h + e−λ(k+1)h
]
=
e−λ(k+1)h
(−1 + eλh)2
λh
.
Na Figura 5.2 apresentamos os gráﬁcos de X e de Xd quando λ = h = 1.
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Figura 5.2: Representação da f.d.p. de uma v.a. X _ Exponencial (1) e da
f.m.p. da sua discretização pelo método do emparelhamento local de momentos
com h = 1.
Capítulo 6
O modelo do risco coletivo nos
programas Mathematica e R
Neste capítulo serão colocados em prática alguns conceitos deﬁnidos e resulta-
dos demonstrados no capítulo anterior no que concerne à modelação do risco
coletivo. Para a implementação das fórmulas e consequente resolução dos exem-
plos seguintes serão utilizados dois programas: o programa Mathematica e o
programa R.
A escolha dos programas acima referidos prende-se com o fácil manuseamento
dos mesmos e com algumas características que estes possuem. No caso do pro-
grama Mathematica, este inclui já uma biblioteca onde podem ser encontradas
muitas funções estatísticas pré-deﬁnidas (além de ser de livre acesso para os alu-
nos da Universidade da Madeira). No caso do programa R, que é de utilização
gratuita, foram já desenvolvidas bibliotecas especíﬁcas para a área do atuariado
e, em particular, para a área da modelação do risco coletivo, nomeadamente,
a biblioteca actuar (cf. [13]), que utilizaremos na secção seguinte. A utilização
destes dois programas permite-nos comparar os resultados fornecidos no pro-
grama Mathematica obtidos através de fórmulas e funções criadas de raiz com
os resultados dados pela biblioteca actuar do programa R.
No programa Mathematica serão criadas as funções necessárias para a reso-
lução dos exemplos, tendo em conta os pressupostos teóricos dados no capítulo
anterior.
Já no programa R, será utilizada exclusivamente a biblioteca actuar para
a apresentação dos exemplos. Este implementa alguns conceitos importantes
anteriormente referidos, nomeadamente o cálculo das indemnizações agregadas,
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a construção de distribuições aritméticas, entre outros conceitos não aborda-
dos nesta dissertação. Uma das críticas a apontar a esta biblioteca aquando do
cálculo das indemnizações agregadas é o número limitado de distribuições dis-
poníveis na modelação do número de indemnizações ocorridas nesse período, N ,
sendo possível apenas considerar as distribuições binomial, de Poisson, binomial
negativa (e o caso particular da geométrica) e logarítmica.
A modelação dos valores das indemnizações pagas, X, será feita tendo em
conta a base de dados AutoClaims que faz parte da biblioteca insuranceData do
programa R (cf. [12]). A base de dados AutoClaims inclui o número e o valor das
indemnizações pagas por uma seguradora do centro-oeste dos Estados Unidos da
América, durante um ano, a segurados com veículos ligeiros de passageiros tendo
em conta o estado de origem, o género, a idade, e a classe de risco do segurado
(que depende da idade, do sexo e do estado civil do mesmo e do uso do veículo)
(cf. [19], p. 16). Esta base de dados será utilizada nos exemplos das secções
6.1 e 6.2 como modelo para a distribuição de X. Na secção 6.3, exempliﬁca-
remos a utilização da biblioteca actuar na discretização de v.a.'s usando como
distribuição de X a resultante da discretização de uma v.a. exponencial.
6.1 Exemplo 1
Começamos por tomar como modelo para o número de indemnizações a distri-
buição de Poisson (10), que é um membro da classe (a, b, 0).
No programaMathematica tal atribuição foi feita de acordo com os comandos
apresentados na Figura 6.1. A f.m.p. da distribuição de Poisson (la) é dada no
programa Mathematica por PDF[PoissonDistribution[la],k] (neste caso, la =
10), com k = 0, 1, 2, . . ., tendo sido inserida como uma função que depende
de la e de k. A f.g.p. da distribuição de Poisson foi introduzida no programa
Mathematica como função que depende de la e de z, |z| < 1, de acordo com a
expressão obtida em (3.4).
Figura 6.1: Comandos no programa Mathematica que deﬁnem a f.m.p. e a f.g.p.
da v.a. N _ Poisson (la).
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Tal como referido anteriormente, a modelação dos valores das indemnizações
pagas, i.e., da v.a. X, será feita tendo em conta a base de dados AutoClaims. A
amostra constante no ﬁcheiro AutoClaims.xlsx tem dimensão 6773 e varia entre
os valores 0 e 60000 (dólares), tendo sido agrupada em 12 classes, onde cada
classe tem uma amplitude de 5000 dólares. O vetor X0 (cf. Figura 6.2) regista
as probabilidades associadas a cada uma dessas classes, sendo a f.m.p. de X
deﬁnida pela função X, que depende de k (cf. Figura 6.2).
Figura 6.2: Comandos no programa Mathematica que geram a f.m.p. de X.
Finalmente, tendo a distribuição de N e de X, é possível deﬁnir a distribuição
do modelo coletivo, S. No programa Mathematica, a distribuição de S é obtida
pelos comandos presentes na Figura 6.3, tendo sido deﬁnida a distribuição do
modelo do risco coletivo, S, como uma função que depende de k, com la = 10
(cf. (5.9)). Atendendo à recursividade existente no cálculo dos valores Pr (S = k)
(k = 0, 1, 2, . . .) optou-se por usar na deﬁnição de S o comando que cria funções
que recordam todos os valores previamente calculados (S [x_]). Os valores de a
e de b presentes na expressão (5.9) foram diretamente substituídos na expressão
de acordo com a Tabela 4.1, i.e., a = 0 e b = la.
Figura 6.3: Comandos no programaMathematica que deﬁnem a f.m.p. do modelo
do risco coletivo, S, quando N _ Poisson (10).
A representação gráﬁca da f.m.p. do modelo do risco coletivo quando
N _ Poisson (10), Pr (S = k), para k = 0, 1, . . . , 27, e os comandos do pro-
grama Mathematica que lhe deram origem são apresentados na Figura 6.4.
Para complementar a informação dada pela Figura 6.4, apresentamos na
Figura 6.5 os comandos do programa Mathematica que originaram as probabi-
lidades, Pr (S = k) , e as probabilidades acumuladas, Pr (S ≤ k) , do modelo do
risco coletivo, S, quando N _ Poisson (10) e k = 0, 1, . . . , 27.
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Figura 6.4: Representação da f.m.p. do modelo do risco coletivo, S, quando
N _ Poisson (10) e comandos que estão na sua origem no programa Mathema-
tica.
Figura 6.5: Probabilidades, Pr (S = k), e probabilidades acumuladas,
Pr (S ≤ k), do modelo do risco coletivo, S, quando
N _ Poisson (10) e k = 0, 1, ..., 27.
Das Figuras 6.4 e 6.5, conclui-se, por exemplo, que o valor que a seguradora
paga anualmente está entre 45000 e 50000 dólares com uma probabilidade de
0.11, aproximadamente, e que em mais de 90% dos casos, a seguradora paga um
total de indemnizações inferior ou igual a 80000 dólares.
No programa R, a primeira coisa a fazer é criar um vetor (neste caso, desig-
nado por fx) com as probabilidades de os valores das indemnizações pertencerem
a cada uma das 12 classes anteriormente referidas. Atendendo ao facto do pro-
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grama R associar ao vetor fx das probabilidades uma v.a. discreta X com um
suporte que tem como ponto inicial X = 0, foi necessário antepor o valor zero
ao vetor (1, 2, . . . , 12). Seguidamente, é necessário chamar a biblioteca actuar
para o ambiente de trabalho do programa R com o comando require(actuar).
Finalmente, utilizamos a função aggregateDist da biblioteca actuar para deﬁnir
a distribuição do modelo do risco coletivo, a qual será designada de Fs. Todos
os comandos são apresentados na Figura 6.6.
Figura 6.6: Comandos no programa R que permitem a criação do modelo do
risco coletivo, S, quando N _ Poisson (10).
Na função aggregateDist existem vários parâmetros cujo preenchimento é
obrigatório. Assim, em method temos de colocar recursive dado que estamos
a considerar o método recursivo; em model.freq colocamos a distribuição de N
que, neste caso, é Poisson; em modelo.sev colocamos a distribuição de X que
é representada pelo vetor fx que contém as probabilidades de os valores das
indemnizações pertencerem a cada classe; em lambda, usamos o valor 10 que
tem sido utilizado nos exemplos desta dissertação, i.e., a distribuição de N é
Poisson (10); e, ﬁnalmente, em x.scale colocamos a unidade monetária que será
1, correspondendo cada unidade a 5000 dólares.
A Figura 6.7 apresenta as probabilidades acumuladas do modelo do risco
coletivo, S, e a Figura 6.8 contém os comandos que permitem obter o gráﬁco da
função de distribuição de S, e a representação da referida função de distribuição.
Figura 6.7: Valores de Pr (S ≤ k), com k = 0, 1, ..., 27, quando
N _ Poisson (10).
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Figura 6.8: Representação da função de distribuição do modelo do risco coletivo,
S, quando N _ Poisson (10) e comandos que estão na sua origem no programa
R.
Utilizando a distribuição de Poisson(10) como modelo para o número de
indemnizações e tendo o modelo do valor das indemnizações sido construído a
partir dos valores da base de dados AutoClaims, veriﬁcamos que os resultados
obtidos, quer no programa Mathematica, quer no programa R, coincidem (cf.,
e.g., Figuras 6.5 e 6.7).
6.2 Exemplo 2
Neste exemplo serão tidos em conta alguns procedimentos e justiﬁcações já apre-
sentados no exemplo anterior, pelo que serão agora omitidos. Novamente, come-
çamos por deﬁnir o modelo para o número de indemnizações. Neste exemplo,
consideramos a distribuição Log(0.2), que é um membro da classe (a, b, 1).
No programa Mathematica, a f.m.p. da distribuição Log (p), deﬁnida na ex-
pressão (4.13), é dada por PDF[LogSeriesDistribution[1-p],k] (neste caso, p =
0.2), com k = 0, 1, 2, . . ., sendo, portanto, apresentada como uma função que
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depende de p e de k. A f.g.p. da distribuição Log foi deﬁnida no programa
Mathematica como uma função que depende de p e de z, |z| < 1, tendo em conta
a expressão (4.14) . A Figura 6.9 mostra os comandos necessários para criar as
funções da f.m.p. e da f.g.p. da distribuição Log (p) no programa Mathematica.
Figura 6.9: Comandos no programa Mathematica que deﬁnem a f.m.p. e a f.g.p.
da v.a. N _ Log (p).
Tal como no exemplo anterior, a modelação da v.a. X será feita tendo em
conta a base de dados AutoClaims (cf. Figura 6.2).
Com as distribuições de N e de X, pode-se, por ﬁm, deﬁnir a distribuição
do modelo do risco coletivo, S. No programa Mathematica, a f.m.p. de S é dada
pelos comandos apresentados na Figura 6.10, sendo a mesma deﬁnida como
uma função dependente de k, com p = 0.2 (cf. (5.19)). Aqui também foram
substituídos diretamente os valores de a e de b presentes na expressão (5.19) por
1− p e − (1− p), respetivamente (cf. Tabela 4.2).
Figura 6.10: Comandos no programa Mathematica que deﬁnem a f.m.p. do mo-
delo do risco coletivo, S, quando N _ Log (0.2).
A representação gráﬁca da f.m.p. de S quando N _ Log (0.2), Pr (S = k),
para k = 0, 1, . . . , 15, e os comandos do programa Mathematica que permitem a
sua execução são mostrados na Figura 6.11.
Tal como no exemplo anterior, apresentamos as probabilidades, Pr (S = k) ,
e as probabilidades acumuladas, Pr (S ≤ k) , do modelo do risco coletivo, S,
quando N _ Log (0.2) e k = 0, 1, . . . , 15 e os comandos que as geraram (cf.
Figura 6.12).
A análise das Figuras 6.11 e 6.12 permite-nos concluir, por exemplo, que o
valor pago anualmente pela seguradora é inferior ou igual a 5000 dólares com
uma probabilidade de 0.45, aproximadamente, e que, na grande maioria dos casos
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Figura 6.11: Representação da f.m.p. do modelo do risco coletivo, S, quando
N _ Log (0.2) e comandos que estão na sua origem no programa Mathematica.
Figura 6.12: Probabilidades, Pr (S = k), e probabilidades acumuladas,
Pr (S ≤ k), do modelo do risco coletivo, S, quando N _ Log (0.2) e k =
0, 1, ..., 15.
(99%, aproximadamente), a seguradora paga um total de indemnizações inferior
ou igual a 70000 dólares.
No programa R criamos o vetor fx, chamamos a biblioteca actuar para o
ambiente de trabalho do mesmo e deﬁnimos a distribuição do modelo do risco
coletivo, S, através da função aggregateDist, a qual nomeamos de Fs (cf. Figura
6.13). As diferenças existentes na função aggregateDist comparativamente com
o exemplo anterior é que agora em model.freq temos logarithmic; em vez de
lambda = 10, temos prob = 0.2; e uma vez que model.freq=logarithmic, é neces-
sário acrescentar um novo parâmetro, p0, que é o valor arbitrário de Pr (N = 0)
(neste caso, p0 = 0, pois Pr(N = 0) = 0, quando N _ Log (p)). A atribuição de
um valor positivo a p0 resultaria numa distribuição logarítmica modiﬁcada em
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zero (cf., e.g., (2.21)). Os restantes parâmetros mantêm-se inalterados, quando
comparados com o exemplo anterior.
Figura 6.13: Comandos no programa R que permitem a criação do modelo do
risco coletivo, S, quando N _ Log (0.2) .
Ao executar no programa R os comandos presentes na Figura 6.13, surge o
erro apresentado na Figura 6.14, impossibilitando, assim, o cálculo do modelo
do risco coletivo, S no programa em causa. Uma solução para ultrapassar este
erro na função aggregateDist é atribuir ao valor p0 um valor muito próximo de
0, por exemplo, p0 = 10−100 (cf. Figura 6.14).
Figura 6.14: Erro da função aggregateDist e apresentação da solução para esse
mesmo erro.
Na Figura 6.15 estão representadas as probabilidades acumuladas do modelo
do risco coletivo, S, e na Figura 6.16 apresentamos os comandos do programa R
e a representação gráﬁca da função de distribuição de S resultante.
Figura 6.15: Valores de Pr (S ≤ k), com k = 0, 1, ..., 15, quando N _ Log (0.2).
Tal como no exemplo anterior, veriﬁcamos que os resultados obtidos, quer no
programa Mathematica, quer no programa R, coincidem, quando a distribuição
de N é Log(0.2) e se considera como modelo para o valor das indemnizações o
referido no Exemplo 6.1 (cf., e.g., Figuras 6.12 e 6.15).
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Figura 6.16: Representação da função de distribuição do modelo do risco coletivo,
S, quando N _ Log (0.2) e comandos que estão na sua origem no programa R.
6.3 Exemplo 3
Neste último exemplo, utilizamos como modelo para a distribuição de N a dis-
tribuição Binomial (10, 0.5), que é um membro da classe (a, b, 0). No programa
Mathematica, a f.m.p. da distribuição Binomial (m, p) é dada por
PDF[BinomialDistribution[m,p],k] (neste caso, m = 10 e p = 0.5), com k =
0, 1, 2, . . ., tendo sido inserida como uma função que depende de m, p e k (cf. Fi-
gura 6.17). Já a f.g.p. da distribuição Binomial foi implementada no programa
Mathematica também como uma função dependente de m, p e z, |z| < 1, tendo
em conta a expressão deﬁnida em (3.2) (cf. Figura 6.17).
Figura 6.17: Comandos no programaMathematica que deﬁnem a f.m.p. e a f.g.p.
da v.a. N _ Binomial (m, p).
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Tal como anunciado previamente, a modelação da v.a. X será realizada atra-
vés da distribuição resultante da discretização da distribuição Exponencial(1).
Para obter a distribuição da v.a. X, primeiro é necessário deﬁnir a função de
distribuição cumulativa da distribuição Exponencial que no programa Mathe-
matica é dada por CDF[ExponentialDistribution[la],k] (neste caso, la = 1),
com k = 0, 1, 2, . . . Deﬁnimos então a função de distribuição cumulativa da
Exponencial como uma função que depende de la e de k e que designamos
por pX0 (cf. Figura 6.18). Para discretizar a distribuição Exponencial é utili-
zado o método do arredondamento i.e., a expressão (5.40). Consequentemente,
a v.a. X é deﬁnida no programa Mathematica como uma função que depende
de la, h e j, com j ∈ N, tendo em conta a expressão dada em (5.41) (cf. Figura
6.18).
Figura 6.18: Comandos no programa Mathematica que geram a f.m.p. de X.
Em linha com os exemplos anteriores, após a determinação das distribuições
de N e de X, determina-se a distribuição do modelo coletivo S. No programa
Mathematica, a distribuição de S foi deﬁnida como uma função que depende de
k, com m = 10, p = 0.5 e h = la = 1 (cf. (5.9)), tendo os valores de a e de b
sido substituídos na função por p
p−1 e
p(m+1)
1−p , respetivamente (cf. Figura 6.19 e
Tabela 4.1).
Figura 6.19: Comandos no programa Mathematica que deﬁnem a f.m.p. do mo-
delo do risco coletivo, S, quando N _ Binomial (10, 0.5).
A representação gráﬁca da f.m.p. de S quando N _ Binomial (10, 0.5),
Pr (S = k), para k = 0, 1, . . . , 17, e os comandos do programa Mathematica que
lhe deram origem são apresentados na Figura 6.20.
Apresentamos também os comandos do programa Mathematica que origina-
ram as probabilidades, Pr (S = k) , e as probabilidades acumuladas, Pr (S ≤ k) ,
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do modelo do risco coletivo, S, quandoN _ Binomial (10, 0.5) e k = 0, 1, . . . , 17,
e as respetivas probabilidades geradas (cf. Figura 6.21).
Figura 6.20: Representação da f.m.p. do modelo do risco coletivo, S, quando
N _ Binomial (10, 0.5) e comandos que estão na sua origem no programa
Mathematica.
Figura 6.21: Probabilidades, Pr (S = k), e probabilidades acumuladas,
Pr (S ≤ k), do modelo do risco coletivo, S, quando
N _ Binomial (10, 0.5) e k = 0, 1, ..., 17.
Das Figuras 6.20 e 6.21, conclui-se, por exemplo, que a probabilidade de a
seguradora pagar anualmente um valor entre 15000 e 20000 dólares é, aproxima-
damente, 0.15 e que, em mais de 95% dos casos, o valor total de indemnizações
pago pela seguradora é inferior ou igual a 50000 dólares.
No programa R, inicialmente é preciso chamar a biblioteca actuar para o
ambiente de trabalho. A distribuição da v.a. X, que, recordando, é a v.a. re-
sultante da discretização da distribuição Exponencial (1), é deﬁnida pela função
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discretize que está contida na biblioteca actuar, à qual se deu o nome de fx.
A função discretize impõe que deﬁnamos a função de distribuição cumulativa
da distribuição Exponencial (1) (neste caso, pexp(x, 1)); os limites inferiores e
superiores de k (from= 0 e to= 17, respetivamente); o valor de h (step= 1) e
o método de discretização, que é o método de arredondamento, estabelecido a
priori (method=rounding) (cf. Figura 6.22).
Figura 6.22: Comandos no programa R que permitem a criação do modelo do
risco coletivo, S, quando N _ Binomial (10, 0.5).
Para a implementação da distribuição do modelo do risco coletivo, S, usamos
a função aggregateDist, a qual designamos de Fs. Comparando com os exemplos
anteriores, as novidades na função aggregateDist são o comando
model.freq=binomial (uma vez que a v.a. N é uma Binomial (10, 0.5)) e as
atribuições prob= 0.5 (valor de p) e size= 10 (valor de m) (cf. Figura 6.22).
Por ﬁm, a Figura 6.23 mostra as probabilidades acumuladas de S, obtidas no
programa R e a Figura 6.24 apresenta os comandos através dos quais se obtém
a representação gráﬁca da f.m.p. de S e a respetiva representação gráﬁca.
Em linha com os exemplos anteriores, utilizando como modelo para o nú-
mero de indemnizações a distribuição Binomial (10, 0.5) e como modelo para o
valor das indemnizações a distribuição Exponencial(1) discretizada pelo método
do arrendondamento, veriﬁca-se que os resultados obtidos nos dois programas
(Mathematica e R) são iguais (cf., e.g., Figuras 6.21 e 6.23).
Figura 6.23: Valores de Pr (S ≤ k), com k = 0, 1, ..., 17, quando
N _ Binomial (10, 0.5).
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Figura 6.24: Representação da função de distribuição do modelo do risco coletivo,
S, quando N _ Binomial (10, 0.5) e comandos que estão na sua origem no
programa R.
Capítulo 7
Considerações ﬁnais
A elaboração desta dissertação teve como principal objetivo rever a temática da
modelação do risco coletivo e, em especial, a recursão de Panjer e a sua utilização
na construção do modelo do risco coletivo. Desde a sua introdução em 1981
que a recursão de Panjer tem motivado estudos e sofrido modiﬁcações no que
concerne ao seu campo de ação. Têm surgido extensões à classe originalmente
apresentada por Panjer em 1981 como a classe (a, b, 1), a classe (a, b,m), m ∈
N, e as extensões de Schröter (cf. [49]) e de Sundt (cf. [51]), sendo que estas
permitiram a introdução de novos membros (distribuições) à família de Panjer.
Na modelação do risco coletivo, S, foi adotado o modelo clássico de assumir
que este resulta da soma de um número aleatório N de indemnizações, sendo o
valor de cada indemnização dado por uma variável aleatória Xi (i = 1, ..., N),
variáveis estas que são idênticas e independentes entre si, sendo também indepen-
dentes de N . O método recursivo foi adotado para a construção da distribuição
de S, tendo sido escrutinado segundo os vários casos de X ser uma variável ale-
atória discreta ou absolutamente contínua e em que N é uma distribuição da
classe (a, b, 0), (a, b, 1) ou, mais geralmente, (a, b,m), m ∈ N. Foram também
apresentadas duas formas de discretizar uma distribuição caso a distribuição de
X não seja uma distribuição de contagem.
A soma de variáveis aleatórias i.i.d. não é um objeto de fácil estudo, apesar
de nas áreas da probabilidade e da estatística existirem grandes resultados sobre
o comportamento limite deste tipo de somas, como o teorema limite central e a
lei dos grandes números. A soma aleatória de variáveis aleatórias i.i.d. é-o ainda
menos, e Panjer conseguiu de facto ultrapassar grande parte da diﬁculdade, de
uma forma engenhosa. Naturalmente, teve de assumir alguns custos, como o
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facto de ter de limitar a distribuição de N a uma família de distribuições e de a
distribuição do risco coletivo, S, ser deﬁnida recursivamente. Felizmente, esses
custos têm sido gradualmente minimizados com a construção de extensões da
família de Panjer, que conduzem ainda a uma expressão recursiva de S, e com o
desenvolvimento dos métodos numéricos.
Finalmente, no sexto capítulo foram colocados em prática os pressupostos
enunciados e provados nos capítulos antecedentes. Após algumas pesquisas,
averiguou-se que a biblioteca actuar do programa R permite colocar em prática
a grande maioria dos resultados desta dissertação. O programa Mathematica foi
também utilizado, tendo-se construído neste as funções necessárias. Ao comparar
os resultados obtidos pelo programa Mathematica com os resultados facultados
pela biblioteca actuar do programa R, veriﬁcámos, como seria de esperar, a
coincidência entre a grande maioria dos resultados obtidos quer num programa
quer noutro. A biblioteca actuar em relação ao programa Mathematica tem a
vantagem de ter já o modelo recursivo pré-deﬁnido, tendo a desvantagem de ser
muito limitado no que se refere às distribuições passíveis de ser atribuídas ao
número de indemnizações, i.e., à variável aleatória N .
Com a realização desta dissertação esperamos, além de informar e aprofundar
conhecimentos sobre o modelo do risco coletivo e da recursão de Panjer, ter con-
seguido construir uma obra que sirva de farol e incentivo para futuros trabalhos
nestas áreas.
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