We derive fast algorithms for doing signal reconstruction without phase. This type of problem is important in signal processing, especially speech recognition technology, and has relevance for state tomography in quantum theory. We show that a generic frame gives reconstruction from the absolute value of the frame coefficients in polynomial time. An improved efficiency of reconstruction is obtained with a family of sparse frames or frames associated with complex projective 2-designs.
INTRODUCTION
For years engineers believed that if a signal was represented with a sufficient degree of redundancy, then its reconstruction should be possible without using the recorded phase information. Typical examples are the reconstruction of an unknown square-integrable function from the magnitude of its windowed Fourier Transform, also known as the short-time Fourier transform, or of an undecimated wavelet transform in audio and image processing. One motivation for studying this problem arose from speech recognition technology where information about the phase of a signal is lost in the course of processing using cepstral analysis (see [3, 6, 29, 30, 32, 35] ).
The problem of reconstruction without phase appears also in the context of quantum theory, where a quantum state is determined by measuring correlations with other states [28] . More precisely, a pure quantum state is given by a ray in a complex Hilbert space, and is usually represented by normalized vectors in this ray. Quantum measurements only give access to the magnitudes of the inner product between these vectors with other state vectors. Therefore, reconstructing a pure quantum state from measurements is the same as finding a vector, up to a unimodular constant, from the magnitudes of linear transform coeffients. This is also referred to as quantum state tomography [31] .
Moreover, there is a closely connected problem in optics with applications to X-ray, crystallography, electron microscopy, and coherence theory (see [5, 18, 19, 27] ). This problem is to reconstruct a discrete signal from the modulus of its Fourier transform under constraints in both the original and the Fourier domain. For finite signals the approach uses the Fourier transform with redundancy 2. All signals with the same modulus of the Fourier transform satisfy a polynomial factorization equation. In dimension one this factorization has an exponential number of possible solutions. In higher dimensions the factorization is shown to have generically a unique solution (see [22] ).
to a combinatorial problem. In [4] it is shown that signal reconstruction from the absolute value of the frame coefficients is equivalent to the solution of a sparse signal optimization problem. In particular, this task can be phrased as minimizing an p (quasi)norm over a linear constraint.
Unfortunately, the numerical implementation of such results has been hampered by a lack of good algorithms for doing signal reconstruction from the absolute value of the frame coefficients. The purpose of this paper is to introduce several classes of fast algorithms for doing signal reconstruction without phase.
Our goal is to derive simple algorithms for doing signal reconstruction without phase. We will use a variety of tools for this including generic frames, projective 2-designs, which include equiangular tight frames and mutually unbiased bases, in particular discrete chirps. Each of the list of algorithms has its own advantage for the problem at hand. In [3] it is shown that a generic frame with 4N − 2-elements in an N -dimensional complex Hilbert space will yield signal reconstruction from the absolute value of the frame coefficients. In the real case the frames must have size 2N −1. We will see here that a generic frame will give signal reconstruction without phase in polynomial time. In another paper [2] we construct frames which yield linear reconstruction algorithms. The organization of the paper is as follows. In section 2 we introduce the necessary results from frame theory including the classes of frames we will be using. Section 3 gives the results concerning generic frames. Section 4 gives fast algorithms for sparse frames. Section 5 contains a review of algorithms from [2] using projective 2-designs. Section 6 contains a review of algorithms from [2] using mutually unbiased bases. Section 7 is a discussion of linear reconstruction algorithms. Section 8 contains concluding remarks.
FRAME THEORY
We now introduce the fundamental notions from frame theory used in the paper. The main property of frames which makes them so useful in applied problems is their redundancy. That is, each vector in the space has infinitely many representations with respect to the frame but it also has one natural representation given by the frame coefficients. The role played by redundancy varies with specific applications. In general, a carefully chosen frame can provide resilience to quantization, resilience to additive noise, numerical stability for reconstruction and an ability to capture important signal characteristics. A family of vectors {f i } i∈I is a frame for a Hilbert space H (with lower and upper frame bounds 0 < A ≤ B < ∞ respectively) if for all x ∈ H:
The numbers { x, f i } i∈I are called the frame coefficients. If A = B this is a A-tight frame and if A = B = 1, it is called a Parseval frame. If all the frame elements have the same norm we call this an equal-norm frame. Given a frame {f i } i∈I , the analysis operator is T : H → 2 (I) given by:
The range of T is called the range of coefficients. The synthesis operator is the adjoint of T , and satisfies
The frame operator is the positive, self-adjoint invertible operator S = T * T : H → H.
We refer the reader to [16] for an introduction to frame theory.
We will need several special classes of frames which we now introduce. 
It is well known that there is an upper bound for the number of vectors in a tight 2-uniform frame
on an N -dimensional Hilbert space H. In the case of a real H, M ≤ N (N + 1)/2, and in the complex case, M ≤ N 2 . (See [23, 2] ). The construction of the maximal number of vectors for a tight 2-uniform frame is a very deep and difficult open problem in frame theory.
Definition 2.2. Let H be a real or complex Hilbert space. A family of vectors {e
(j) k } in H indexed by k ∈ K = {1, 2, . . . N} and j ∈ J = {1, 2, .
. . M} is said to form M mutually unbiased bases if for all j, j ∈ J and k, k ∈ K the magnitude of the inner product between e (j)
k and e
with Kronecker's symbol δ j,j = 1 and δ j,j = 0 if j = j .
There are at most M = N + 1 mutually unbiased bases {e . Then we identify e (1) k ≡ e k and for j ∈ {2, 3, . . . N + 1} let
This defines a family of N + 1 mutually unbiased bases that has been called the discrete chirps [11, 24] .
GENERIC FRAMES
In this section we will show that a generic frame will give signal reconstruction without phase and will achieve this in polynomial time. First we will need to define generic.
We consider the non-linear mapping taking a vector to the absolute value of its frame coefficients:
If it is necessary to associate this to its frame we will write M F . Let H r = H/ ∼ be the quotient space obtained by identifying two vectors if they differ by a constant phase factor. That is, x ∼ y means there is a scalar |c| = 1 so that y = cx. For real Hilbert spaces, c = ±1 while for complex Hilbert spaces c = e iθ . In quantum mechanics, these projective rays define quantum states [33] . The nonlinear mapping M extends to H r as M :
First consider the case H = R N and let l
M is the set of all possible bases for W .
where {e 1 , . . . , e M } is the canonical basis of R M . We let W denote the range of the analysis map T (R N ). It is an N -dimensional linear subspace of R M and thus corresponds to a point of the Grassman manifold Gr(N, M ). Two frames {f i } i∈I and {g i } i∈I are equivalent if there is an invertible operator T on H with T (f i ) = g i , for all i ∈ I. It is known that two frames are equivalent if and only if their associated analysis operators have the same range (see [1, 21] ). We deduce that M -element frames on R N are parametrized by the fiber bundle F (N, M ; R).
In [3] it is shown that two equivalent frames F and G have the property that M F is injective if and only if M G is injective. It follows that for two frames corresponding to two points in the same fiber of F (N, M ; R), the injectivity of their associated nonlinear maps would jointly hold true or fail.
The complex case H = C N behaves basically the same way. The Hilbert space is C N . For an M -element frame
N the analysis operator is defined by (3) , where the scalar product is x, y = N k=1 x k y k . The range of coefficients, i.e. the range of the analysis operator, is a complex N -dimensional subspace of C M that we denote again by W . Thus a frame determines a point of the complex Grassmanian Gr(N, M ) C parametrizing N -dimensional complex subspaces of C N . As in the real case, the set of M -frames of C N is parametrized by points of the fiber bundle F (N, M ; C), the GL(N, C)-bundle over Gr (N, M ) C .
The nonlinear map we are using is given by
where two vectors x, y ∈x if there is a scalar c ∈ C with |c| = 1 so that y = cx.
The main result of [3] is then: In the real case, if
can satisfy the theorem (See [3] ). We do not know the exact minimal bound for the complex case. Also, in the real case there is a simple direct method for checking if M is injective for a given frame [3] . Now we will show that a generic frame will give signal reconstruction without phase in a polynomial number of steps. Let H be a fixed N -dimensional vector space which is assumed to be either real or complex and let {e 1 , . . . e N } be a chosen orthonormal basis for H. We will henceforth refer to this as the "standard basis" for H. N  6 ) ) of steps.
. , f M } is a generic frame then a vector x ∈ H can be reconstructed (up to multiplication by a root of unity) from the set {| v, f i |}

M i=1 of moduli of the frame coefficients in a polynomial number ((O(
In both the real and complex cases the term "generic" is used in the sense of Remark 3.2
Proof. Since F is a frame, we know that some N -element subset of F spans H. To simplify our notation we will reorder the vectors so that we may assume that {f 1 , . . . , f N } span H. Complex Case: In the complex case we expand 
FAST RECONSTRUCTION FOR SPARSE FRAMES
In this section we will see that if the frame is large enough and sparse then we can get fast reconstruction from the absolute values of the frame coefficients. This verifies our intuition that having much more information than necessary should allow for faster reconstruction. The results in this section were communicated to us by M. Strauss [34] . Proof. Let F = {f 1 , . . . , f M } be one of the frames in the statement of the Theorem. Let x ∈ H be a vector and let a i = x, f i for i = 1, 2, . . . , M be the frame coefficients. Since {e 1 , . . . , e N } span H, a i = 0 for some index 1 ≤ i ≤ N . Let a i be the first non-zero frame coefficient and let
we will compute the b k 's for i < k ≤ N in N − k steps. From this we can recover x/|a i | and thus the vector x up to a global multiplication by a root of unity.
In the real case we can compute b k from |b k | and
In the complex case we can determine
Here the formula is 
Remark 4.3. One way to decrease the size of our frames is to use early information to reduce the number of frame vectors used. For example, in the real example above, we can reduce the numbers of vectors used to 2N-1 and still do reconstruction with N-steps. What we do is compute the absolute value of the inner products
. Then go to the first non-zero coefficient, say n. Now we just have to compute the frame coefficients against {e n + e m } N m=n+1 and we will get quick reconstruction as above with just these coefficients.
ALGORITHMS USING PROJECTIVE 2-DESIGNS
Next, we examine frames that are not sparse, but provide us with a simple reconstruction formula using only the absolute value of the frame coefficients. This is equivalent to the construction (from the magnitudes of the frame coefficients) of the self-adjoint rank-one operators Q x , x ∈ H given by Q x (y) = y, x x, for y ∈ H. So in this section we will work with the projective space of H. We denote by µ the probability measure on P H which is invariant under the conjugation of the projections with orthogonal matrices or unitaries in the real or complex case, respectively.
A finite set X in P H is called a projective t-design [25] , t ∈ {1, 2, . . . }, if for every homogeneous polynomial h ∈ Hom(k) of degree 0 ≤ k ≤ t, we have
where |X| denotes the size of the set X.
Two known types of examples for projective 2-designs are a maximal equiangular set of lines generated by 2-uniform tight frames and the set of lines generated by a maximal set of mutually unbiased bases in H [2] .
The following theorem from [2] gives a reconstruction formula for Q x that only depends on the magnitudes of the frame coefficients when the frame F is associated with a projective 2-design. The proof of this theorem will appear elsewhere. 
ALGORITHMS USING MUTUALLY UNBIASED BASES
In this section we will see that for a frame which contains a maximal number of mutually unbiased bases, the reconstruction formula for signal reconstruction without phase is especially simple. The results in this section come from [2] and the proofs will appear elsewhere. 
where for each k ∈ K, j ∈ J, P j k is the rank-one orthogonal projection onto the span of e j k . Now we see how to do signal reconstruction using mutually unbiased bases [2] . The proof will appear elsewhere. 
If we use the discrete chirps then the reconstruction formula simplifies to [2] . 
LINEAR TIME RECONSTRUCTION
As we saw, the use of 2-designs yields algorithms which do reconstruction without phase using O(N 3 ) operations for an N-dimensional Hilbert space. Using the Fast Fourier Transform gives some improvement for the special case of chirps. In [2] there also appear much faster algorithms requiring on the order of N operations. The construction of these frames involves combining the earlier constructions with the notion of fusion frames [12] [13] [14] (see also [7] ). The algorithm at first looks like it also needs a number of operations which is quadratic in N . But it is then modified so that only a portion of the coefficients are actually used in reconstruction reducing overall the number of calculations to linear in N .
CONCLUSION
We have seen that a generic frame of sufficient size will give signal reconstruction without phase in a polynomial number of steps. We have also seen that for certain tight frames, there are remarkably simple reconstruction algorithms that only use the magnitudes of the frame coefficients. One reason for obtaining a simple expression is the use of projective 2-designs. Since examples for such designs have a small set of possible magnitudes for inner products between frame vectors, the general reconstruction formula can be simplified even further.
Furthermore, we have demonstrated that there are frames for which the number of operations required for reconstruction only grows linearly with the dimension of the Hilbert space.
Reconstruction without phase is also of interest when coefficients are lost, e.g. in the course of a data transmission [8, 15, 20, 26] . Since 2-uniform tight frames are in certain situations optimal for a small number of lost coefficients, [8] , it may be worthwhile pursuing how well reconstruction without phase performs in the presence of lost coefficients. This topic will be pursued in another work.
