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Monimuuttuja-analyysissä korkeadimensioinen informaatio on yleistyy
jatkuvasti. Korkean dimension seurauksena laskenta-ajat kasvavat ja on-
gelmia aiheutuu myös nk. dimensionalisuuden kirouksen (curse of dimen-
sionality) seurauksena.
Tämä diplomityö koskee funktionaliseen data analyysiin perustuvaa di-
mensionalisuuden pienetämismenetelmää. Tässä menetelmässä korkea-
dimensioinen informaatio projisoidaan funktioavaruuteen jossa se voi-
daan kuvata yksinkertasemmassa muodossa. Funktioavaruus määritellään
Gaussisten kantafunktioiden avulla, jotka on sovitetty kyseessä olevaan
ongelmaan mahdollisimman hyvin.
Esitetyttyä menetelmää sovelletaan kemometriaan ja aikasarjaennustuk-
seen. Regressioon käytetään molemmissa tapauksissa pienimmän neliö-
summan tukivektorikonetta (Least-Squares Support Vector Machine).
Koetulokset osoittavat, että dimensionalisuutta voidaan pienentää mer-
kittävästi. Lisäksi saavutettu ennustustarkkuus on parempi tai vähintään
samantasoinen verrattuna muihin yleisesti käytössä oleviin menetelmiin.
Avainsanat: dimension pienentäminen, funktionaalinen data analyysi,
kemometria, aikasarjaennustus
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Chapter 1
Intoduction
1.1 Scope of the thesis
In the ﬁeld of multivariate data analysis high dimensional data are becom-
ing more and more common. However, in the machine learning perspec-
tive, the constantly growing data dimension causes severe problems. First
of all, computational complexity of many commonly used analysis methods,
such as variable selection, grows exponentially with respect to the number
of variables [1]. But what is more important, the analysis suﬀers from the
curse of dimensionality, which states that the theoretical lower bound of
error increases with data dimensionality. For example, it has been shown
that inference based on pairwise distances becomes increasingly diﬃcult as
the dimension of the space grows [2, 3]. Still, most of the commonly used
prediction methods, such as k-Nearest-Neighbour (k-NN) [4] and most of ker-
nel methods such as Radial Basis Function Networks (RBFN [1]), Support
Vector Machines (SVM [1]) and Kernel Partial Least Squares (K-PLS [5]),
rely on pairwise distances and are thus bound to suﬀer from the curse of
dimensionality [6].
The growth of data dimension also implies that more training examples are
needed for building a reliable prediction model [2, 6]. However, such require-
ments are rarely met in practical machine learning applications. Actually, in
some cases the number of variables may exceed the number of training ex-
amples which is a poor starting point for machine learning and it very likely
leads to poor generalisation performance.
To overcome the curse of dimensionality, one can focus on studying only
a small subset of the data or project the data into a smaller dimensional
1
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space. Although the ﬁrst alternative is often eﬀective, it is not eﬃcient:
ﬁnding a relevant subset can be very time consuming. On the other hand,
projecting the data on a small dimensional space often provides a straight
forward technique for dimensionality reduction. It should be noted, however,
that achieving lossless dimensionality reduction is possible only when the
intrinsic dimension of the data is small, i.e. the data lies in a some bounded
manifold in a high dimensional space.
In literature there are many non-linear projection tools that attempt to ﬁnd
projections in such a way that the topological structure of the data is pre-
served as much as possible. Examples of such methods are Curvilinear Com-
ponent Analysis (CCA) [7], Isomap [8] and Laplacian Eigenmap [9].
This thesis, however, concentrates on a dimensionality reduction that is in-
spired by Functional Data Analysis (FDA) [10]. The FDA approach is based
on the assumption that multivariate data are discrete samples of some under-
lying functions. The functions are approximated using standard regression
techniques, for example, and further analysis is carried out with the func-
tional representations instead of the original data. The advantage is that,
provided that the data is smooth enough, the functional representation will
be of smaller dimension.
Although there are many ways for obtaining a functional representation, the
most commonly utilised one is to construct a ﬁnite dimensional function
space and to project the data onto this space. The function space is con-
structed by choosing a set of basis functions a priori. However, the choice is
not trivial because in many real-life applications the basis has a severe im-
pact on the overall performance. This thesis presents a functional dimension
reduction method that employs problem speciﬁc basis functions. The basis
is constructed by taking an initial set of Gaussian functions and optimising
the locations and widths to achieve a better ﬁtting quality. Thus a good
representation can be achieved with small number of basis functions while
maintaining most of the original information.
Compared to the non-linear projection methods, the functional dimensional-
ity reduction method is more restricted because one has to assume that the
multidimensional data can be represented in functional form. Nevertheless,
many real-life applications do involve data that can be regarded as sampled
functions. This thesis covers two of such examples: an application to spectral
data and time series prediction.
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1.2 Publications
This thesis is based on the following publications presented in chronological
order.
Publication [11] discusses the utilisation of Gaussian ﬁtting in predicting
irregularly sampled time series using both k-NN and Least-Squares Sup-
port Vector Machine (LS-SVM) models. In this paper, ﬁxed Gaussian basis
functions are used. The functions share one global width parameter that
is validated during the training process. The methodology is experimented
on a regularly sampled data where one third of the data points have been
artiﬁcially removed.
Publication [12] a compares B-splines, wavelets and Gaussian functions in
FDA based time series prediction task. The experiments were carried out
using the ESTSP'07 benchmark data and k-NN predictor. The time series is
divided into input and output windows of equal length, and the functional
dimensionality reduction is applied to both of them. This paper also intro-
duces the Quasi-Newton optimised Gaussian basis which is compared to a
ﬁxed Gaussian basis that employs one global width parameter.
In [13] the Quasi-Newton optimised basis is applied to chemometrics. Spec-
tral data is compressed using the function approximation and a LS-SVM
model is trained to predict certain chemical quantities based on the spectro-
metric information. Experimental results obtained with two data sets from
the food industry are presented.
Publication [14] is an extended version of the latter conference paper. The
methodology remains essentially the same, but experiments are carried out
with one more data set and the results are compared to other commonly-used
methods in chemometrics, namely Partial Least Squares (PLS) and Princi-
pal Component Regression (PCR). In addition, experiments with variable
selection are also presented.
Publication [15] discusses the use of functional dimension reduction in long-
term time series prediction. The methodology is a generalisation to that
presented in [12]: The time series is again divided into input and output
windows, but in contrast to [12], the windows do not have to be of equal
length. The Gaussian basis functions are optimised separately for the inputs
and the outputs. Two real-world applications are presented: Prediction of
climatological time series and electricity consumption forecasting.
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1.3 Structure of the thesis
The thesis is organised as follows. Chapter 2 presents the methodology start-
ing from a general regression problem, discussing the related common tech-
niques and the LS-SVM and k-NN regression models. The latter half of
the chapter introduces the functional dimensionality reduction as well as the
Quasi-Newton optimisation of the basis functions. The next two chapters
discusses the applications to real-world problems: Application to chemomet-
rics is presented in Chapter 3 and an application to long-term time series
prediction is presented in Chapter 4. Finally, conclusive remarks are given
in Chapter 5.
Chapter 2
Functional data dimensionality
reduction
2.1 General regression problem
Let (zi, pi)ni=1 ∈ Rm × R be a set of n input-output pairs. The classical
regression problem is to ﬁnd a relation that explains the responce variable
pi as precisely as possible using the explanatory variables zi. Expressed
in mathematical terms, the goal is to ﬁnd a model f for which it holds
pi = f(zi) + ei so that the error (sometimes called noise or residual) ei is as
small as possible. Traditionally f is a linear model, since many phenomena,
especially in engineering, are or can be assumed to be linear. This work,
however, focuses mainly on non-linear models.
In many real life cases it is not obvious a priori which model should be chosen
for a task. Moreover, the model usually involves some parameters that need
to be tuned in order to minimise the error. In statistics the parameter tuning
is often called ﬁtting while in machine learning more human-centred words
such as training or learning are used.
In mathematics, the problem setting where inputs zi and the responses pi
are known but the model is not, is known as an inverse problem [16]. The
corresponding forward problem would be to compute the responses using the
inputs and the known model. Inverse problems are often diﬃcult to solve
due to ill-posedness: there might not be a unique solution or the solution
might be unstable, i.e. the model parameters would depend heavily on small
perturbations in the observations. A common cure for the ill-posedness is reg-
ularisation where the problem is replaced by a similar but almost well-posed
5
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problem. The LS-SVMs, presented in Section 2.2.1, utilises this approach.
The next section discusses good properties and common pitfalls of non-linear
regression models in a machine learning perspective.
2.1.1 Generalisation and over ﬁtting
The goal of any model is to be general, i.e. to perform well with new, previ-
ously unseen samples. The ability to generalise is related to the complexity
of the model: Any given data set can be ﬁtted exactly if the model is complex
enough. However, the drawback is that these models are poor interpolants,
i.e. they ﬁt the data points well but behave poorly in between. In ma-
chine learning the phenomenon is called over ﬁtting or poor generalisation
performance [1].
To avoid over ﬁtting, the data set is usually divided in to three distinct data
sets: learning set CL, validation set CV and test set CT . The regression model
is trained in the learning set and the parameter values are chosen according
to the results in the validation set. Finally, the obtained model is simulated
on the test set. Prediction accuracy on the test set gives a rough estimate
of how well the model is able to predict new data. For this purpose it is
important to keep the test set independent, i.e. all the parameter tuning
and model selection should be based on the performance in the validation
(or learning) set.
However, dividing the data set into three parts may be problematic due
to limited amount of available data. Therefore, the need for a separate
validation set is often circumvented by using re-sampling methods, such as
K-fold cross validation [1] or bootstrap [17].
K-fold Cross validation
In K-fold cross validation, the learning set is divided in to K bins of equal
size. Each of the bins is used as a validation set and the model is trained
using the remaining K−1 bins. The ﬁnal cross validation error is an average
of all the K validation errors.
If K equals to the number of training examples, each bin consists of only one
example, the process is called have Leave-One-Out (LOO) validation. On the
other hand, if K = 1, we have the conventional one-set training method. It
should be emphasised that none of these choices of K give objective measure
of model quality. Rather, the obtained values are simply diﬀerent estimates
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of the prediction performance, although in practice it can be said that large
K tends to give more trustworthy results. Naturally, the drawback of of cross
validation is that the computational load becomes roughly K-fold.
2.1.2 Curse of dimensionality
In machine learning, the term curse of dimensionality refers to disadvantages
that are due to high data dimensionality. There are many deﬁnitions in the
literature, but generally the curse of dimensionality states that the perfor-
mance of a learning machine tends to degrade as the input data dimension
grows. This is due to the fact that the reliability of the model arises from the
density of the training examples in the input space. In other words, in order
to reach a certain generalisation error level, the required number of training
examples grows exponentially versus the data dimension: If, for instance,
10 examples per unit length is suﬃcient in one dimension, to achieve same
information density in two dimensions one needs 100 points per unit square,
in three dimensions 1000 points per unit cube and so forth [2].
Bengio et al. [6] have shown that in the case of general kernel machine, the
number of training examples required to learn a speciﬁc function is directly
proportional to the complexity of the function. The curse of dimensionality
arises from the fact that the complexity (such as the number of sign changes,
as in their example) can grow exponentially with the data dimension. This
suggest that in order to cope with the curse of dimensionality, the target
function must become smoother as the data dimension grows [1]. In other
words, learning complex phenomena gets increasingly diﬃcult as the data
dimension crows.
Another aspect to the curse of dimensionality is the concentration of pairwise
distances. It has been shown that pairwise distances of random vectors in
Rn tend to concentrate on a small interval in a high dimensional space. As
the dimension grows the interval becomes narrower and moves further away
from zero [2]. This implies that the distances to an arbitrary query point tend
to become equally long and thus the consept of nearest neighbour becomes
unclear. Obviously, the same phenomenon aﬀects kernel machines as well:
The output of kernel function also concentrates on a narrow range and the
function is therefore unable to distinguish the input patters clearly.
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2.2 Regression models
2.2.1 LS-SVM
Least Squares Support Vector Machine (LS-SVM) is a least square modiﬁca-
tion of the Support Vector Machine (SVM) that was introduced by Suykens
[18]. LS-SVM has two advantages over SVM: First, the computationally
demanding quadratic optimisation problem of SVM is simpliﬁed so that it
reduces to a set of linear equations which greatly decreases the computational
costs. Secondly, regression SVM involves three unknown parameters while
LS-SVM has only two, the regularisation parameter γ and the kernel width
σ, which signiﬁcantly simpliﬁes the parameter optimisation phase. Despite
these simpliﬁcations, LS-SVM still has the most important property of SVM,
the absence of local minima in the parameter optimisation.
Consider the set of n input-output pairs (zi, pi)ni=1 ∈ Rm × R. The LS-SVM
model is pˆ = wTψ(z) + b, where ψ : Rm 7−→ Rl is a mapping from the input
space onto a higher dimensional hidden space, w ∈ Rl is a weight vector and
b is a bias term. The optimisation problem is formulated as
min
w,b
J(w, e) =
1
2
‖w‖2 + 1
2
γ
n∑
i=1
e2i , (2.1)
so that pi = w
Tψ(zi) + b+ ei,
where ei is the prediction error. The regularisation parameter γ ≥ 0 controls
the trade-oﬀ between ﬂatness of the function and accuracy of the function.
The dual problem is derived using Lagrangian multipliers which leads into a
linear KKT system [18]. Using the dual solution, the original model can be
reformulated as
yˆ =
n∑
i=1
αiK(z, zi) + b, (2.2)
where the kernel K(z, zi) = ψ(z)Tψ(zi) is a continuous and symmetric map-
ping from Rm × Rm to R and αi are the Lagrange multipliers. It should be
emphasised that although we formally deﬁne the high dimensional hidden
space Rl and the mapping ψ(z), there is no need to compute anything in
the hidden space; The knowledge of the kernel K is enough. A widely-used
choice is the standard Gaussian kernel
K(z1, z2) = e
−‖z1−z2‖22/σ2 . (2.3)
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2.2.2 k-NN
In pattern recognition, k-nearest neighbour (k-NN) algorithm has been used
for clustering or classiﬁcation [4], but it is also suitable for regression. For
example, Sorjamaa et al. [19] have presented an application to time series
prediction.
Consider again the training examples (zi, pi)ni=1 ∈ Rm × R. With k-NN, the
estimate of the output is obtained as a mean of the k most similar outputs.
I.e. given a previously unknown input z we get the estimate,
pˆ =
1
k
∑
{pi|zi∈Nk(z)}
pi, (2.4)
where the set Nk(z) is the k nearest neighbors of z. Usually the Euclidian
metric is used to compute the distance between samples, but other metrics
can be used as well. The number of neighbours, k, is unknown and need to
be validated separately. Clearly, the output could be replaced with a pi in
Rq without any changes in the formulation. Thus, in contrast to LS-SVM,
k-NN is cabable of modelling multidimensional outputs directly.
Because k-NN is computationally very cheap method, it is convenient in time-
consuming tasks such as variable selection or exhaustive parameter tuning
[12, 19]. Other advantages are that k-NN is quite robust method but is
still able to model very nonlinear phenomena. However, k-NN suﬀers from
the curse of dimensionality: Since k-NN computes averages of the training
example outputs, the performance depends heavily on the density of the
examples. Therefore k-NN does not usually perform very well on small data
sets. Moreover, in high dimensional spaces the concept of nearest neighbors
is vague [2, 3].
2.3 Functional dimensionality reduction
The central idea of Functional Data Analysis (FDA) is to treat multivariate
data as continuous functions [10]. Applied to the regression problem at
hand, the inputs zi = [z1i , z2i , . . . , zmi ]T are assumed to be (possibly noisy)
measurements of some underlying continuous function vi(x). To be more
speciﬁc, it is assumed that for each i there exists a function vi(x) so that
zhi = vi(xh)+²
h
i for all h = 1, . . . ,m, where ²hi stands for the observation noise.
The arguments xh where the observations are made are problem speciﬁc, for
example in the case of spectral data, it would be natural that xh corresponds
CHAPTER 2. FUNCTIONAL DATA DIMENSIONALITY REDUCTION 10
to the the wavelengths of measurements. Generally speaking, however, xh
can be chosen to be any increasing indexing, such as xh = h, h = 1, . . . ,m.
Without much loss of generality it can be assumed that the function vi be-
longs to L2[a, b], the space of square integrable functions on some interval
[a, b] suﬃciently large. The idea is to estimate the underlying functions vi
based on the available data and conduct further analysis with the function
representation instead of the original discrete data. In other words, the orig-
inal regression problem becomes pi = f(vi) + ei.
However, the space L2[a, b], like function spaces in general, is inﬁnite dimen-
sional which implies that it is impossible to work with the functions vi in
practice. To circumvent the problem, vi is approximated with a ﬁnite dimen-
sional representation ωi. Since the goal of this whole procedure is to reduce
dimensionality, a natural requirement is that dim(ωi) < dim(zi). Using the
representation ωi, the regression problem can be written in a practically
implementable form: pi = f(ωi) + ei.
2.3.1 Finite dimensional representation of functions
In order to obtain a ﬁnite dimensional representation of vi, it is necessary to
consider some q dimensional subspace A ⊂ L2[a, b]. The subspace is deﬁned
by a set of basis functions ϕj(x), j = 1, . . . , q which spans A. In fact, A is a
normed vector space and a natural choice for the norm is that of the L2[a, b]
space: ‖ v ‖A = (
∫ b
a
v(x)2dx )1/2
Given the basis, any function vi in A can be uniquely deﬁned by a weight
vector ωi = [ω1i , ω2i , . . . , ωqi ]T :
vi(x) =
q∑
j=1
ωjiϕj(x) = ω
T
i ϕ(x), (2.5)
where ϕ(x) = [ϕ1(x), ϕ2(x), . . . , ϕq(x)]T . The weights are obtained by min-
imising the square ﬁtting error1 :
Ei(ωi) =
m∑
h=1
(ωTi ϕ(xh)− zhi )2. (2.6)
1Obviously, the function ﬁtting is also a regression task, except in one dimension, and
most of what has been said about regression is applicable. However in this work, for
clarity, the word regression is preserved for the original multivariate regression task, while
computing the functional approximation is referred to as ﬁtting.
CHAPTER 2. FUNCTIONAL DATA DIMENSIONALITY REDUCTION 11
The solution is the pseudo-inverse ωi = (GTG)−1GTzi, where the matrix el-
ements are given by [G]h,j = ϕj(xh) and G ∈ Rm×q [1]. In practice, one may
use regularisation to reduce instability of the ﬁtting. In conventional regu-
larisation, a penalty term τ‖ωi‖2 is added to the cost function 2.6. There-
fore, the optimisation favours small weights and thus results in a more stable
model. The importance of the penalisation is controlled by the regularisation
parameter τ > 0. In this case, the solution becomes ωi = (GTG+τI)−1GTzi
[1].
Now, any function vi ∈ A has an unique representation ωi and vice versa,
which suggests that in order to compare two functions, it is suﬃcient to
compare the weight vectors instead. However, it should be noted that the
functional ﬁtting distorts distances, which can be seen by computing the
distance of two arbitrary functions v(x) = ωTϕ(x) and u(x) = ξTϕ(x) in
the function space:
‖ v − u ‖2A =
∫ b
a
(
(ω − ξ)Tϕ(x)
)2
dx = (ω − ξ)TΦ(ω − ξ) (2.7)
Φi,j =
∫ b
a
ϕi(x)ϕj(x)dx
Clearly, if the functions are orthonormal, Φ becomes an identity and the norm
is equal to the norm in (Euclidian) weight space, (ω−ξ)T (ω−ξ). Generally
this is not the case and distances in function space are not equivalent to
those in the weight space. The distortion can be circumvented by applying
a linear transformation ω˜ = Uω, where U is the Cholesky decomposition of
Φ = UTU [20]. This method has been used in publications [11, 12, 13].
In FDA, standard basis functions, such as Fourier basis, B-splines [21] or
wavelets [22] are often used [10, 12]. However, instead of using a basis that is
ﬁxed a priori, it is appealing to build a problem speciﬁc basis so that minimal
number of weights are needed for representing the data.
A qualitative comparison of diﬀerent basis functions is presented in Table 2.1.
The Fourier basis functions and the wavelets are orthonormal, but there are
no free parameters and thus the basis cannot be optimised for a speciﬁc task.
In the case of B-splines, on the other hand, one can choose the break-points
of the piecewise polynomials. Nonetheless there are rather strict restrictions
for these break-points [21], which would cause problems in the optimisation
process.
In this work, Gaussian basis functions are suggested for the dimension re-
duction. The basis functions are given by:
ϕj(x) = e
−‖x−rj‖2/s2j , j = 1, . . . , q, (2.8)
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Table 2.1: Comparison of common basis functions. Fourier and wavelet basis
are orthogonal, but cannot be tuned to ﬁt speciﬁc data. Among the functions
presented here, only Gaussians are suitable for unconstrained optimisation.
Ortho- Local Adjustable Unconstrained
Basis gonal functions parameters parameters
Fourier √
Wavelet √ √
B-splines √ √
Gaussian √ √ √
where rj deﬁnes the location and sj the width of the function. Clearly,
these functions are not orthonormal, but there are no constraints for the
parameters rj and sj. Moreover, the basis is easily diﬀerentiable and thus it
can be optimised with any non-linear unconstrained optimisation algorithm.
2.3.2 Optimising the Gaussian basis functions
Gaussian functions are diﬀerentiable with respect to the parameters rj and
sj, and thus the basis can be optimised for an accurate ﬁtting using standard
gradient-based methods.
To derive the gradient, we ﬁrst deﬁne the error functional. Squared ﬁtting
error of all the functions i = 1, . . . , n can be written as,
E =
1
2
n∑
i=1
(Gωi − zi)T (Gωi − zi)
=
1
2
n∑
i=1
(ωTi G
TGωi − 2zTi Gωi + zTi zi)
The columns of G are denoted as Gj = [ϕj(x1), ϕj(x2), . . . , ϕj(xm)]T and it's
derivative with respect to rj and sj
G
(r)
j =
[x1 − rj
s2j
ϕj(x1), . . . ,
xm − rj
s2j
ϕj(xm)
]T
G
(s)
j =
[(x1 − rj)2
s3j
ϕj(x1), . . . ,
(xm − rj)2
s3j
ϕj(xm)
]T
,
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respectively. With this notation we obtain,
∂
∂rj
(zTi Gωi) = z
T
i G
(r)
j ω
j
i
∂
∂rj
(ωTi G
TGωi) = 2ω
T
i G
TG
(r)
j ω
j
i ,
which ﬁnally yields,
∂E
∂rj
=
n∑
i=1
(Gωi − zi)TG(r)j ωji .
Following similar steps for ∂/∂sj we get,
∂E
∂sj
=
n∑
i=1
(Gωi − zi)TG(s)j ωji .
When the gradient is known, the locations and the widths are optimised using
unconstrained non-linear optimisation. Actually, the problem is constrained
to s > 0 but because the basis function (2.8) is even with respect to s, the
constraint can be relaxed. In this paper a Broyden-Fletcher-Goldfarb-Shanno
(BFGS) Quasi-Newton method with line search is used [23]. BFGS method
resembles quadratic algorithms, such as the Newton method, in the sense
that it assumes that the problem is quadratic, but with BFGS there is no
need to actually compute the Hessian matrix at any stage.
Non-linear optimisation requires an initial set of Gaussian functions. Since
there are many local minima involved in the optimisation problem, the choice
of initialisation is not trivial. In this work, however, for the sake of simplicity,
the basis functions are initially distributed evenly on the data interval and
the width is set to the distance between neighboring centres.
2.4 Variable selection
Selection of relevant input variables is a important yet diﬃcult task in ma-
chine learning. Irrelevant inputs introduce noise to the prediction model
which decreases performance. Reducing the number of variables simpliﬁes
the model and the parameter optimisation becomes easier. And what is more,
variable selection can provide the researcher valuable information about the
problem at hand.
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The most simple variable selection method is exhaustive search, i.e. trying
out all the possible variable combinations. However, exhaustive search among
m variables requires 2m−1 iterations which quickly becomes impossible as m
grows.
2.4.1 Forward-Backward selection
Forward-Backward (FB) selection [24] is a faster algorithm compared to the
exhaustive search but there is no guarantee that the optimal set of variables
is found.
In FB algorithm, each variable can be in two states: on, meaning that it
belongs to the set of selected variables or oﬀ meaning that it is discarded.
Given a certain initial state vector (states of all variables), the algorithm
proceeds by ﬂipping the state of each variable at a time and by computing the
corresponding error measure. The ﬂip operation that improved performance
the most is accepted, resulting in a new state vector. Next, the states are
ﬂipped again (excluding the previously accepted change). The process is
continued until no improvement is found. FB selection can be seen as descent
in a graph where neighboring state vectors diﬀer with exactly one state. Such
a graph contains many local minima and therefore it is advisable to initialise
the process with random state vectors in addition to the ordinary "all on"
and "all oﬀ" states.
2.5 Error measures
The standard error measure in statistics and machine learning is Mean Square
Error (MSE) deﬁned by
MSET =
1
|CT |
∑
i∈CT
(pi − pˆi)2,
where pˆi represents the estimated values and the number of examples in the
test set is denoted by |CT |.
In this work we are primarily using the Normalised Mean Square Error
(NMSE) to measure the quality of the prediction. NMSE is obtained by
dividing Mean Square Error (MSE) by the variance of the output,
NMSET =
1
|CT | Var(p)
∑
i∈CT
(pi − pˆi)2
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Var(p) =
∑
i∈CL∪CT
(pi − p¯)2,
where and p¯ the mean of the output. The subscripts L and T stand for the
learning set and the test set, respectively. NMSE is useful when comparing
results between diﬀerent data sets and it bears close relationship to the R
square measure, given by R2 = 1− NMSE.
When comparing the obtained results to literature, errors are sometimes
reported in Root Mean Square Error (RMSE) as well. RMSE is simply the
square root of MSE.
Chapter 3
Application I: Chemometrics
3.1 Introduction
A typical problem in chemometrics deals with predicting some chemical quan-
tity directly from measured spectrum. Due to additivity of absorption spec-
tra, the problem is assumed to be linear and therefore linear models, such as
PLS [25] or PCR [26] have been widely used for the prediction task. How-
ever, it has been shown that the additivity assumption is not always true
and environmental conditions may further introduce non-linearities to the
problem [27]. Therefore, in order to be able to deal with general problems, a
non-linear method should be used. Non-linear LS-SVMs models have already
been applied to chemometrics (see [28], for example).
In chemometrics high dimensional data is very common: Due to development
of more accurate spectrometers one can easily obtain spectra of thousands of
data points. First of all, the high input dimension is problematic due to the
curse of dimension. As mentioned in Section 2.1.2, the curse of dimension
implies that in order to obtain a reliable model the number of training ex-
amples should increase exponentially compared to the increase in dimension.
In chemometrics, however, the data sets tend to be small because collect-
ing samples from the food industry is rather expensive and time consuming.
Nowadays it is not uncommon to encounter data sets where there are more
variables than training examples. Naturally this is a very poor starting point
for any sort of modelling and it stresses the need for reliable dimensionality
reduction.
Another problem that the high data dimension causes is the increase in com-
putational time. For example, variable selection is a widely used method in
16
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many applications because it not only simpliﬁes the model but also provides
relevant information about which wavelengths are important for the predic-
tion task. The drawback is that computational time grows exponentially
compared to the input dimension. Therefore selecting important variables
directly on the raw data is often diﬃcult or impossible.
Spectral data are usually rather smooth and low on noise, so function ﬁtting
is a convenient tool for compressing the spectra. In literature, function ﬁt-
ting has been used in chemometrics application (with or without dimension
reduction). Commonly used bases are B-splines [29] and wavelets [30, 31].
In this chapter, the proposed functional dimension reduction is applied to
chemometrics. Experimental results obtained with three data sets originating
from the food industry are presented. The goal in all the cases is to predict
some analytical values (such as fat content) from infrared absorption spectra.
As explained in Section 2.3, Gaussian ﬁtting is applied to each spectrum and
a LS-SVM model is used for the prediction. For comparison, results obtained
with PLS [25] and PCR [26] models are also presented. To fully utilise the
reduced dimensionality, Forward-Backward (FB) variable selection is used to
select relevant basis functions.
The data sets and the experimental setup are presented in Section 3.2. The
results are presented in Section 3.3 with some conclusive remarks.
3.2 Experiments
3.2.1 Data sets
The Tecator data set consists of NIR absorption spectra and fat contents of
215 samples of minced pork meat [32, 33]. Each spectrum has been measured
at 100 wavelengths ranging from 850nm to 1050nm using Tecator Infratec
Food and Feed Analyzer. The fat content ranges from 0.9 to 49.1 per cent.
First 172 spectra were used as a learning set CL and the remaining 43 were
used as a test set CT . Spectra of the learning set are illustrated in Figure
3.1.
The second data set contains 124 mid-infrared absorption spectra of wine
samples and the goal is to determine the percentage of alcohol. The 256
spectral variables relate to wavenumbers ranging from 400 to 4000 cm−1
[34]. Alcohol content ranges from 7.48 per cent to 18.5 per cent. First 94
spectra were used as a learning set CL while the remaining 30 were regarded
as a test set CT . The spectra are illustrated in Figure 3.2.
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The third data set is related to prediction saccharose concent of orange juice
samples. The data set contains absorption spectra of 700 variables measured
in range 1000 to 2500 nm [34]. The training and learning set contain 146
and 67 values, respectively. The saccharose content ranges from 0 to 78.8 per
cent. The spectral data are illustrated in Figure 3.3.
Both the Wine and Juice data sets are examples of cases where the number
of spectral variables exceed the number of training examples.
850 900 950 1000 1050
2
2.5
3
3.5
4
4.5
5
5.5
Wavelength (nm)
Figure 3.1: Spectra of the Tecator data set.
3.2.2 Selecting the number of basis functions
For each data set, the Gaussian ﬁtting was computed as explained in Section
2.3. The number of Gaussian functions was validated using LS-SVM cross
validation. The maximum number of basis functions was 25, 40 and 35 for
Tecator, Wine and Juice data sets, respectively. The evolution of ﬁtting
accuracy and LS-SVM validation error is presented in Figures 3.4, 3.5 and
3.6 for the three data sets, respectively. Fitting accuracy should decrease
monotonically as the number of basis functions increase, but in practice this
may not always be true due to local minima in the optimisation process.
Ideally, there should be a minimum in the validation error in order to make
the selection easy, but this kind of behaviour is clearly visible only with the
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Figure 3.2: Spectra of the Wine data set.
Tecator data. The optimised basis functions and examples of ﬁtted functions
are presented in Figures A.1, A.2 and A.3 for the three data sets in the
Appendix.
The LS-SVM models were trained using 10-fold cross validation. To acquire
reliable cross validation errors, the learning sets were randomly permutated.
The same permutation was used in all tests to obtain fully comparable results.
The LS-SVM parameters γ and θ were optimised using four sequential 10-
by-10 grid searches, starting from a coarse grid and moving to a ﬁner one
near the minimum value.
As benchmarks, widely used PLS and PCR regression models were trained
on the spectral data. The number of latent variables (in PLS) and number
of principal components (in PCA) were selected by LOO validation. The
number of basis functions was also selected using LOO.
To illustrate the eﬀect of the Gaussian ﬁtting, all the three models, PCA,
PLS and LS-SVM, were trained with the raw spectral data as well. In all
cases, the input variables were scaled to zero mean and unit variance before
training1.
1To be more speciﬁc, the learning set was transformed to zero mean and unit variance
and the same transformation was used in the test set
CHAPTER 3. APPLICATION I: CHEMOMETRICS 20
1200 1400 1600 1800 2000 2200 2400
0.2
0.4
0.6
0.8
1
Wavelength (nm)
Figure 3.3: Spectra of the Juice data set.
3.2.3 FB variable selection
To initialise FB variable selection, 100 random selections were computed, out
of which the 15 best were tuned with the actual FB algorithm.
The variables were chosen based on the LS-SVM validation error. Since the
number of variables changes during FB iteration, the LS-SVM parameters,
γ and θ, must be adjusted. However, performing a complete grid-search in
each step would be computationally too demanding. To speed up the process,
the error is computed only in a local 3-by-3 grid (γ, θ) ∈ {1/3γp, γp, 3γp} ×
{1/3θp, θp, 3θp} where (γp, θp) is the previous optimum. Clearly, the error
estimates are not as accurate as they could be, but for variable selection it
is suﬃcient to obtain a ranking between diﬀerent sets of variables.
During the selection, a more accurate 13-fold cross validation was used. This
was to prevent possible over ﬁtting: 13-fold cross validation provides a fairly
reliable error measure while ensuring that the cross validation subsets are
diﬀerent from the ﬁnal 10-fold cross validation.
After the FB selection, ﬁnal LS-SVM validation error was computed with
full grid search as described in Section 3.2.2. The validation errors after FB
selection are plotted in dashed line in Figures 3.4, 3.5 and 3.6. One can
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Figure 3.4: Tecator: Validation error and ﬁtting accuracy versus number of
basis functions. Prediction performance after FB variable selection is marked
with a dashed line. The smallest validation errors are marked with a circle.
observe that the FB selection tends to be more useful as the size of the basis
increases.
In the case of the Tecator data set, the smallest validation error was obtained
with 15 basis functions out of which 11 were selected. For the other two
experiments, most of the variables were discarded selecting only 16 variables
out of total 40 in the Wine data set and 11 out of 34 in the Juice data
set. Thus the original spectral data was compressed remarkably. The data
compression ratios were 9, 16 and 64 for the three data sets, respectively.
3.3 Results
The prediction errors obtained with the three data sets are presented in
Tables 3.1, 3.2 and 3.3. In order to ease up comparison to other methods in
literature, the test set prediction error is reported in three diﬀerent measures
MSE, NMSE and RMSE. In case of PLS and PCR, the number of latent
variables are given in parenthesis.
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Figure 3.5: Wine: Validation error and ﬁtting accuracy versus number of
basis functions. Prediction performance after FB variable selection is marked
with a dashed line. The smallest validation errors are marked with a circle.
3.3.1 Tecator
In the case of Tecator data, using non-linear prediction method is clearly
advantageous. Using LS-SVM divides the MSE by 5 compared to any of
the linear models. This suggests that there are some non-linearities involved
in the input-output relation. The non-linearity of this data set has been
discussed also in the original work by Borggaard et al. [32].
Using the Gaussian ﬁtting improves the performance even more, roughly by
a factor of 4. After variable selection the quality of the prediction is very
good (NMSE 0.0012) which can be seen in Figure 3.7 where the actual values
are plotted against the predicted ones.
Comparing to other results in literature, Rossi et.al. [24] have reported
comparable NMSE 0.0027 obtained with LS-SVM using mutual information
based variable selection. In this case, the selection is computed among the
original 100 variables.
Thodberg [33] has reported RMSE 0.36 (calling it Standard Error of predic-
tion, SEP) using a committee of Bayesian neural networks. Vila et. al. [35]
have reported SEP 0.34 again with Bayesian neural network model with con-
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Figure 3.6: Juice: Validation error and ﬁtting accuracy versus number of
basis functions. Prediction performance after FB variable selection is marked
with a dashed line. The smallest validation errors are marked with a circle.
jugate prior based computation of posterior densities. The smallest RMSE
obtained with the proposed Gaussian ﬁtting and FB selection is only slightly
worse, 0.43.
3.3.2 Wine
In the case of Wine data set, all the models, including plain PLS and PCR,
give good results which suggests that the problem is highly linear. When
combined with the Gaussian ﬁtting, LS-SVM performs the best, although
PCR is not much worse. After FB selection the number of variables has
been reduced down to 16 while the prediction MSE is reduced by roughly 25
per cent. Comparing the predicted values to corresponding targets (Figure
3.7) one can observe that the model is very accurate.
Benoudjit et. al. [34] used several linear methods and Radial Basis Function
Networks (RBFN) to address the same problem. The smallest NMSE was
0.0009 that was obtained with a RBFN with FB variable selection. However,
the results are not entirely comparable, because Benoudjit et.al. reported
validation error and did not use an independent test set.
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Table 3.1: Results of the Tecator data set. The number of latent variables
are given in parenthesis.
Method Number of variables MSET NMSET RMSET
PLS 100 (13) 4.40 0.0271 2.10
PCR 100 (20) 5.00 0.0308 2.24
Fitting + PLS 23 (12) 5.29 0.0325 2.30
Fitting + PCR 23 (17) 5.41 0.0333 2.33
LS-SVM 100 0.99 0.0061 0.99
Fitting + LS-SVM 15 0.28 0.0017 0.53
Fitting + LS-SVM + FB 11 0.19 0.0012 0.43
Table 3.2: Results of the Wine data set. The number of latent variables are
given in parenthesis.
Method Number of variables MSET NMSET RMSET
PLS 256 (10) 0.0088 0.0043 0.094
PCR 256 (32) 0.0091 0.0045 0.095
Fitting + PLS 30 (29) 0.0112 0.0054 0.106
Fitting + PCR 38 (30) 0.0085 0.0041 0.092
LS-SVM 256 0.0098 0.0047 0.099
Fitting + LS-SVM 32 0.0076 0.0037 0.087
Fitting + LS-SVM + FB 16 0.0058 0.0028 0.076
3.3.3 Juice
Predicting the saccharose content in juice samples is more diﬃcult task than
the previous ones, which is clearly seen in Figure 3.7. Looking at the results
in Table 3.3, plain LS-SVM does not perform very well, which may be due to
the high dimension of the input data. However, after the functional dimen-
sionality reduction, all the three models result in very similar performance,
LS-SVM being slightly better. Variable selection improves performance by
one fourth, selecting less than half of the variables.
Comparing to the literature, Rossi et. al. have reported a slightly better
NMSE 0.081 using LS-SVM with mutual information [24] based variable
selection. Benoudjit et. al. obtained NMSE 0.070 with RBFN using FB
selection, but similarly to the the Wine data set, the reported NMSE is
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Table 3.3: Results of the Juice data set. The number of latent variables are
given in parenthesis.
Method Number of variables MSET NMSET RMSET
PLS 700 (8) 22.9 0.153 4.78
PCR 700 (14) 22.9 0.153 4.79
Fitting + PLS 27 (27) 18.7 0.125 4.33
Fitting + PCR 27 (27) 19.8 0.132 4.45
LS-SVM 700 32.9 0.220 5.74
Fitting + LS-SVM 31 18.5 0.124 4.30
Fitting + LS-SVM + FB 11 13.9 0.093 3.72
actually validation error.
3.3.4 Discussion
The experimental results on three data sets suggests that dimensionality
can be reduced dramatically without loss of prediction accuracy. It was
even observed that the functional dimensionality reduction improves results
compared to PLS, PCR and plain LS-SVM. Our experiments with the FB
selection are very promising in both acquiring better performance and better
data compression. Furthermore, the obtained errors are fully comparable to
other results reported in literature.
The methodology also seems to be robust since good results were obtained in
all cases despite the fairly diﬀerent nature of the data sets. For example, the
LS-SVM model is cabable of dealing with the non-linearities of the Tecator
data set. Still, the results on the Juice and the Wine data sets suggests that
if the problem is known to be very linear, the Gaussian ﬁtting could be used
with standard linear models as well.
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Figure 3.7: Plots of actual concentration versus predicted concentration.
Chapter 4
Application II: Time series
prediction
4.1 Introduction
Time series prediction is a classical problem in machine learning. In recent
years it has received considerable attention in many ﬁelds such as climatology,
ﬁnance and energy supply management. In this work, we will restrict our
discussion to reguarly sampled time series and to prediction models that have
scalar output, i.e. are able to predict only one value at a time. Generally
speaking, in this case, there are two main strategies for long-term forecasts.
The ﬁrst approach is to build a one step ahead prediction model which is
then applied recursively to obtain longer predictions. The drawback of this
recursive prediction is that errors tend to accumulate as already predicted
values are used as new inputs. Another approach, that is often referred to
as direct prediction, is to build separate models for each unknown value.
Therefore the accumulation of errors is avoided but computational costs may
become an issue as the prediction horizon grows: a L step ahead prediction
requires L independent models to be built. In most cases the direct prediction
method yields better results, which is generally due to its higher complexity
[36].
This chapter presents a modiﬁcation to the direct prediction schema. The
Gaussian ﬁtting is used to reduce the dimensionality of the output, i.e. the
L target values are expressed in a more compact form and thus the number
of required prediction models is reduced.
The methodology is experimented with two important applications of time
27
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series prediction. The ﬁrst application is the ESTSP'07 data set, which
concerns prediction of Sea Surface Temperature (SST) in Paciﬁc Ocean and
is thus an example of climatological forecasting. The development of SST is
an essential factor in the interannual warming and cooling anomaly of ocean
waters in the Paciﬁc known as the El NiñoSouthern Oscillation (ENSO).
ENSO has a major impact on the climate in global scale which is why there
has been substantial interest in forecasting the SST anomalies [37, 38, 39, 40].
The second application is electricity load prediction, which has become an
important tool for energy supply operators. Accurate load forecasts can lead
to signiﬁcant economical savings because the output of power plants can be
regulated to meet the actual demand. The most commonly used prediction
methods are Artiﬁcial Neural Networks (ANN) and Expert Systems (ES)
[41].
For both of the applications, the outputs are compressed by the functional
dimensionality reduction that was introduced in Section 2.3. Again LS-SVM
regression model is used for the prediction. For comparison, results obtained
with k-NN model are presented as well.
Similarly to the chemometrics application, compressing the input data is
also experimented. This is motivated by the fact that in long-term time
series prediction the input data dimension tends to be large which may cause
problems due to the curse of dimensionality [2, 3].
The chapter is organised as follows. Traditional time series prediction method-
ology is introduced in Section 4.2 and its modiﬁcation that utilises functional
inputs and outputs is presented in Section 4.3. Section 4.4 presents the two
applications with results. Finally, some summarising notions are given in
Section 4.4.3.
4.2 Conventional time series prediction
Consider a time series {yi}Ni=1 measured with a constant sampling rate. In
long-term prediction the goal is to build a model for LO step ahead prediction.
The simplest approach is recursive precition where a one step ahead model
is used recursively:
yˆt+1 = f(yt, yt−1, . . . , yt−LI+1)
yˆt+2 = f(yˆt+1, yt, . . . , yt−LI+2)
...
yˆt+LO = f(yˆt+LO−1, yˆt+LO−2, . . . , yt−LI+LO)
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The model f operates with input window of LI previous values, including
the previously obtained predictions. Thus the errors are accumulating as the
prediction horizon grows. An alternative approach is direct prediction where
predicted values are not used as inputs. In this case, the input window is
kept ﬁxed and separate models are built for all the outputs:
yˆt+1 = f1(yt, yt−1, . . . , yt−LI+1)
yˆt+2 = f2(yt, yt−1, . . . , yt−LI+1)
...
yˆt+LO = fLO(yt, yt−1, . . . , yt−LI+1).
Naturally, the accumulation of errors is avoided but the drawback is that
LO separate models need to be trained. Generally, it can be said that the
direct prediction method performs better, which is due to the fact that it is
LO-times more complex than the equivalent recursive model.
When working with the direct prediction strategy in practice, the time series
is divided into input windows Ii and strictly following output windows Oi:
Ii = {(xh, zhi ) | xh = h, zhi = yh+(i−1)d, h = 1, . . . , LI}
Oi = {(xh, zhi ) | xh = h, zhi = yLI+h+(i−1)d, h = 1, . . . , LO}
i = 1, . . . , n, n = b(N − LO − LI)/dc+ 1
Notice that since the time series is regularly sampled, the arguments (or time
stamps) xh do not depend on the window. As mentioned in Section 2.3, the
xh can be chosen freely and xh = h is a natural choice.
Using this notation, the prediction problem is equivalent to estimating the
Oi values based on the corresponding Ii. The delay parameter d determines
how much time shift there is between diﬀerent windows. Often d is set to
one in order to maximise the number of training samples. However, in the
case of periodic time series, it can be set to the cycle length to ensure that
all the windows share the same periodic structure.
This chapter presents a modiﬁcation to the direct prediction scheme where
the output windows Oi are expressed in more compact form in order to reduce
the number of required prediction models. The compact representation is
obtained using the functional dimension reduction.
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4.3 Time series prediction in function space
The functional dimensionality reduction can be applied to inputs windows
Ii or output windows Oi. To introduce the notation, it is assumed that it
is applied to both of them. It should be noted that because the input and
output windows diﬀer in length, one needs to build separate basis functions
for the two cases.
Figure 4.1: Time series prediction in the function space. The prediction
model operates with the ﬁtting coeﬃcients instead of the original data points.
The number of prediction models that need to be built equals to the dimen-
sion of the output space, qO.
A ﬂow-graph of the prediction scheme is presented in Figure 4.1. Denote the
basis of input widows by ψj(x), j = 1, . . . , qI and the basis of output windows
by ϕj(x), j = 1, . . . , qO. As before, the bases consist of Gaussian functions
that are optimised to ﬁt the data, as explained in Sections 2.3.1 and 2.3.2.
Now, time series data can be expressed in functions, namely ui(x) = ξTi ψ(x)
and vi(x) = ωTi ϕ(x) for Ii and Oi, respectively. Here we use the subscript i
to emphasise that the ﬁtting weights depend on the window, while the basis
functions are kept ﬁxed for all i.
Using the functional representations (i.e. the weights ξi = [ξ1i , ξ2i , . . . , ξqIi ]T
and ωi = [ω1i , ω2i , . . . , ωqOi ]T ), the direct prediction strategy can be reformu-
lated as
ωˆji = fj(ξ
1
i , ξ
2
i , . . . , ξ
qI
i ), j = 1, . . . , qO. (4.1)
These prediction models operate solely in the function space. It should be
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stressed that the data dimension of both of the windows have been reduced,
i.e. qI < LI and qO < LO, which implies that not only the number of
prediction models is reduced but the models also operate in lower dimensional
space.
Since the prediction is carried out in the function space, the goal is to estimate
the ﬁtting weights ωˆi as accurately as possible. In other words, for each
model fj, the objective is to minimise the error E(fj) = 1/n
∑n
i=1(ωˆ
j
i −ωji )2.
Naturally this is not equivalent to minimising the prediction error in time
space. Nevertheless, one can argue that when the error in function space
tends to zero, the error in the time space approaches the smallest ﬁtting
error. Furthermore, training the models in the function space implies that
standard training algorithms can be used and is there is no need to deﬁne a
special cost function that might be computationally expensive.
After the training is complete, one needs to determine how well the trained
models actually perform in the time space. For this purpose, the estimated
functions vˆi(x) = ωˆTi ϕ(x) are evaluated at the data locations and compared
to the target output values Oi. The ﬁnal prediction errors are expressed in
NMSE, which is now deﬁned as:
NMSE = 1Var(yj)
1
nLO
n∑
i=1
∑
(xh,z
h
i )∈Oi
(zhi + ωˆ
T
i ϕ(xh))
2, (4.2)
where Var(yj) is the variance of the original time series.
The proposed methology involves some parameters that need to be deter-
mined when working with a practical application. The desired prediction
horizon (i.e. LO) is usually known a priori. Selection of the output space
dimension, qO, is two fold: High dimensional function ﬁtting usually provides
better performance, but at the expense of computational time. However, the
value of qO is not very crucial for the overall performance and therefore it
is suggested that it can be chosen heuristically: It is enough to set qO suf-
ﬁciently large to quarantee a "good enough" ﬁtting error, such as a certain
fraction of the desired prediction error. The input window parameters, how-
ever, play an important role in the quality of the prediction and are more
diﬃcult to infer a priori. Therefore LI and qI should be validated during the
training process.
This section has concentrated on an approach where the functional dimen-
sionality reduction is applied to both inputs and outputs. In practice, how-
ever, the validation of the input window parameters can be time consuming
and as an alternative one can use the raw time series inputs instead. Thus
there is no need to build the basis nor select the parameters for the input
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windows, but still major savings in computational time can achieved due to
the smaller output dimension.
4.4 Experiments
4.4.1 ESTSP'07 benchmark data
The ﬁrst application concerns the ESTSP'07 contest data. The data set
consists of weekly Sea Surface Temperatures (SST) measured in the Pa-
ciﬁc Ocean near coast of Peru during years 1990-2007. Traditionally the
STT indexes have been forecasted by building physical models of the ocean-
atmosphere system (such as the one presented in [37]), but also by statistical
models [38, 39] and Artiﬁcial Neural Networks (ANN) [40]. Since the SST
is determined by a complex ocean-atmosphere interaction, the non-physical
models are sometimes coupled with other climatological data, such as wind
stress [40] or sea level air pressure [39]. In this work, however, only time
series information is utilised.
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Figure 4.2: ESTSP'07 data set, monthly average SST measured in the Paciﬁc
Ocean between years 1990-2007.
The data is illustrated in Figure 4.2. Notice that the 1997/1998 El Niño
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(warm anomaly) is clearly visible. First 465 values were used as a learning
set and the latter 410 as a test set. The goal in the ESTSP'07 competition
was to build models for 15 steps and 50 steps ahead prediction.
The data was sliced into windows as explained in Section 4.2. The delay
between windows was 1, because there is no structure in the data that could
be exploited.
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Figure 4.3: ESTSP: Fitting accuracy of output windows in 15 steps ahead
prediction. The dashed line stands for 0.01 NMSE threshold level.
The basis functions were optimised as explained in Section 2.3.2. In the
case of the output windows, the number of basis functions was selected by
the quality of the ﬁtting. The ﬁtting error versus number of basis functions
is plotted in Figures 4.3 and 4.4 for 15 steps and 50 steps ahead prediction,
respectively. The threshold level was set to 0.01 NMSE, which was considered
as suﬃcient accuracy. This yielded 4 basis functions for 15 steps ahead and 10
for 50 steps ahead prediction. Thus, in both cases the function ﬁtting yielded
signiﬁcant dimensionality reduction. The basis functions and examples of
approximated functions are plotted in Figures A.4 and A.5.
In the case of input windows, the window length and the number of basis
functions were selected using LS-SVM validation error. The ﬁtting accuracy
versus number of basis functions are presented in Figures 4.5 and 4.6.
LS-SVM model was trained in the function space using two dimensional
grid search and 10-fold cross-validation. Furthermore, LS-SVM prediction
was experimented with a setting where the function approximation was used
only at the output window. In this case the inputs were the plain time series
data points in Ii.
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Figure 4.4: ESTSP: Fitting accuracy of output windows in 50 steps ahead
prediction. The dashed line stands for 0.01 NMSE threshold level.
Since a single k-NN model is able produce multidimensional output, we did
not use the function ﬁtting in the output windows in this case, because it
would not introduce any clear beneﬁts. The input window length and the
number of basis functions were selected using the k-NN LOO validation error.
Finally, the results were compared to the conventional direct prediction (i.e.
prediction without any function ﬁtting) that was carried out using both k-NN
and LS-SVM.
Results
The results of 15 steps and 50 steps ahead prediction are presented in Tables
4.1 and 4.2, respectively.
Table 4.1: Results of the ESTSP 15 steps ahead prediction.
Model Input Output MSET NMSET
LS-SVM Function Function 1.03 0.17
LS-SVM Plain Function 0.98 0.16
LS-SVM Plain Plain 0.98 0.16
k-NN Function Plain 1.44 0.24
k-NN Plain Plain 1.58 0.26
In 15 steps ahead prediction, the prediction errors of the LS-SVMs are quite
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Figure 4.5: ESTSP: Fitting accuracy of input windows in 15 steps ahead
prediction. The input window length is 74. Both the input window length
and number of basis functions were validated using LS-SVM 10-fold cross
validation.
similar. Plain LS-SVM performs the best, but the diﬀerences are very small.
In the case of k-NN, functional inputs give slightly better results than plain
inputs although both are clearly worse than any of the LS-SVMs.
The diﬀerences are clearer in 50 steps ahead prediction. In this case, the
k-NN models are already rather poor. The completely functional LS-SVM
results in NMSE 0.22 corresponding to R2 = 0.78, which is quite satisfactory.
The plain LS-SVM a bit worse.
Table 4.2: Results of the ESTSP 50 steps ahead prediction.
Model Input Output MSET NMSET
LS-SVM Function Function 1.33 0.22
LS-SVM Plain Function 2.30 0.38
LS-SVM Plain Plain 1.74 0.29
k-NN Function Plain 3.73 0.61
k-NN Plain Plain 3.21 0.53
Examples of predicted curves can be seen in Figures 4.7 and 4.8 for 15
steps and 50 steps ahead prediction, respectively. The presented models are
plain k-NN, plain LS-SVM and LS-SVM with functional inputs and outputs.
Note that due to the dimension reduction the functional LS-SVM produces
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Figure 4.6: ESTSP: Fitting accuracy of input windows in 50 steps ahead
prediction. The input window length is 65. Both the input window length
and number of basis functions were validated using LS-SVM 10-fold cross
validation.
smoother curves than the other methods. Plain k-NN seems to be most noisy
prediction method.
All in all, it can be said that the ESTSP competition data is not very easy
to predict. This is most likely due to two reasons: First, the SST varia-
tion is a consequence of complex ocean-atmosphere interaction and therefore
locally measured time series itself does not contain all the necessary infor-
mation. Second, as usual with climatological data, the cycle length is long
compared to the amount of data. The entire data set consist of 17 years of
measurements while the ENSO anomaly usually has period from 3 to 5 years
[38].
4.4.2 Electricity consumption prediction
The electricity data set contains consumption of mainland France measured
between years 1996-2005 with 30 minutes temporal resolution summing up
to a total 175344 values. The data are plotted in Figure 4.9 where the rising
trend in total consumption is clearly visible. Naturally, the data are periodic
and due to the high temporal resolution one can distinguish three diﬀerent
cycles: daily, weekly and yearly. The data can be freely downloaded from
the RTE France website: http://www.rte-france.com/.
Electricity consumption is highly dependent on external factors, such as
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Figure 4.7: ESTSP: Example of 15 steps ahead prediction. Original data
is marked with bold line, thin solid line stands for the functional LS-SVM,
dashed line for plain LS-SVM and dash-dotted line for plain k-NN.
weather conditions and national holidays. Therefore, exogenous informa-
tion is often coupled with the actual time series data in order to improve
the prediction results. Yalcinoz et. al [42] used daily average temperatures
with a Multi-Layer Preceptron (MLP) model for daily load forecasting. Bec-
cali et. al [43] have presented another MLP based method that incorporates
also hourly temperature, solar radiation and relative humidity measurements.
However, in this study, we consider the problem as a pure time series predic-
tion and do not use any external information.
As before, the data was sliced into windows, but in this case the delay was
set to one day (i.e. 48 values) and the window lengths were also restricted
to whole days. This implies that all the windows share similar daily period-
icity. The choice was motivated by the fact that the functional dimension
reduction becomes more eﬃcient when all the windows have similar curves.
The downside is that the total number of windows is reduced but it is not a
major problem since there are plenty of data.
First, a simple one day ahead prediction was experimented. Again the thresh-
old for the output window ﬁtting quality was set to 0.01 NMSE, which re-
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Figure 4.8: ESTSP: Example of 50 steps ahead prediction. Original data
is marked with bold line, thin solid line stands for the functional LS-SVM,
dashed line for plain LS-SVM and dash-dotted line for plain k-NN.
sulted in seven basis functions (see Figure 4.10). The seven basis functions
and an example of ﬁtted function is presented in Figure A.6. The input win-
dow length ranged from 48 (one day) to 336 (one week) out of which 240 was
selected. Figure 4.11 illustrates the ﬁtting error versus number of basis func-
tions. Also in this case we experimented direct prediction, prediction with
functional outputs and prediction with both functional inputs and outputs.
Note that the direct LS-SVM prediction involves 48 separate models, which
is already quite time consuming.
To test whether the methodology is suitable for to very long prediction hori-
zons, we also experimented one week, i.e. 336 steps ahead prediction. Clearly,
in this case the conventional direct prediction strategy is already out of ques-
tion: Training 336 separate LS-SVM models would take too long even with
the most up-to-date computers. Reaching the desired 0.01 NMSE ﬁtting
quality in the output windows would have required 41 basis functions (see
Figure 4.12). In order to decrease the computational complexity, 25 basis
functions and ﬁtting quality of NMSE 0.03 was selected. The basis functions
are illustrated in Figure A.7. Input window length ranged from one week to
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Figure 4.9: RTE electricity consumption data. Consumption of mainland
France in MW.
two weeks. The input window ﬁtting accuracy is presented in Figure 4.13.
Results
Results of the electricity consumption prediction are presented in Tables 4.3
and 4.4 for one day and one week ahead prediction, respectively.
Table 4.3: Results of the RTE 48 steps ahead prediction.
Model Input Output MSET NMSET
LS-SVM Function Function 3.9 0.040
LS-SVM Plain Function 3.8 0.039
LS-SVM Plain Plain 3.0 0.031
k-NN Function Plain 14.3 0.149
k-NN Plain Plain 11.0 0.114
In one day ahead prediction, all the LS-SVMs perform very well resulting in
NMSE 0.04 or less. On the other hand, k-NN is clearly worse: the NMSE is
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Figure 4.10: RTE: Fitting accuracy of output windows in 48 steps ahead
prediction. The dashed line stands for 0.01 NMSE threshold level.
roughly 3-fold.
Although direct LS-SVM is the best model, it is presented here mainly for
comparison rather than a suggestion for a practical implementation. The
RTE data set is very large and thus the direct prediction scheme is com-
putationally demanding: Computing the entire validation process, including
the 48 LS-SVM models, took roughly 8 days on a modern single-CPU com-
puter. In contrast, the computational time for plain-input functional-output
LS-SVM was less than 12 hours on the same machine.
The performance of LS-SVM with functional outputs is also very good. Inter-
estingly enough, coupling functional inputs together with functional outputs
seems to make no signiﬁcant diﬀerence. Therefore, one should favour the
simpler model, i.e. the plain inputs.
Table 4.4: Results of the RTE 336 steps ahead prediction.
Model Input Output MSET NMSET
LS-SVM Function Function 13.4 0.14
LS-SVM Plain Function 14.3 0.15
LS-SVM Plain Plain    
k-NN Function Plain 23.5 0.24
k-NN Plain Plain 19.4 0.20
The results of one week ahead prediction are well in line with the previous
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Figure 4.11: RTE: Fitting accuracy of input windows in 48 steps ahead
prediction. The input window length is 240. Both the input window length
and number of basis functions were validated using LS-SVM 10-fold cross
validation.
notions. The two direct LS-SVMs with functional outputs are again almost
equally good. The k-NN models are worse but the diﬀerence is not as grave
as before. The best models yield NMSE of about 0.14 which is entirely
satisfactory considering the length of the prediction.
Examples of one day and one week ahead predictions are presented in Figures
4.14 and 4.15. The smoothing eﬀect of the function ﬁtting is even more
apparent: Functional LS-SVM does not predict the narrow spikes of the
data, rather it produces a general trend of the future behaviour.
Comparing to the ESTSP'07 data set, the RTE data set is very large which is
probably one reason for the good results. It was also observed that, especially
in the one week ahead prediction, there are plenty of examples that all the
models are able to predict with good accuracy. The diﬀerences in performace
are therefore due to more diﬃcult cases, such as the one presented in Figure
4.15. This kind of unexpected variation is most likely due to changes in the
external conditions which suggests that the models could be improved by
utilising external information.
4.4.3 Discussion
In this work, a functional dimensionality reduction method for speeding up
the direct time series prediction methodology has been experimented. The
CHAPTER 4. APPLICATION II: TIME SERIES PREDICTION 42
20 25 30 35 40 45 50
0
2
4
6
8 x 10
6
Number of basis functions
Fi
tti
ng
 M
SE
Figure 4.12: RTE: Fitting accuracy of output windows in 336 steps ahead
prediction. The dashed line stands for 0.01 NMSE threshold level. However,
in order to reduce computational time, 25 functions were chosen.
results obtained with the two data sets show that the proposed methodology
indeed performs very well and the advantages become clearer as the length
of the prediction grows. Indeed, predicting electricity consumption with LS-
SVM 336 steps ahead would have been impossible without the functional
dimensionality reduction. Already in the case of 48 steps ahead prediction
the plain LS-SVM model required 16 times more computation time than
the reduced model. And what is most important, the obtained results were
satisfactory and clearly better compared to k-NN. Therefore LS-SVM seems
to be more suitable for long-term prediction than k-NN despite the fact that
k-NN is able to deal with multidimensional outputs directly.
Nonetheless, based on these results, it is not clear whether the functional
data compression should be used for inputs as well. It was clearly beneﬁcial
only in the case of ESTSP 50 steps ahead prediction. This suggests that in
many cases it is enough to compress only the outputs and thus simplify the
methodology.
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Figure 4.13: RTE: Fitting accuracy of input windows in 336 steps ahead
prediction. The input window length is 336. Both the input window length
and number of basis functions were validated using LS-SVM 10-fold cross
validation.
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Figure 4.14: RTE: Example of one day (48 steps) ahead prediction. Original
data is marked with bold line, thin solid line stands for the functional LS-
SVM, dashed line for plain LS-SVM and dash-dotted line for plain k-NN.
CHAPTER 4. APPLICATION II: TIME SERIES PREDICTION 44
0 50 100 150 200 250 300 350
5
6
7
8 x 10
4
 
 
Figure 4.15: RTE: Example of one week (336 steps) ahead prediction. Orig-
inal data is marked with bold line, thin solid line stands for the functional
LS-SVM and dash-dotted line for plain k-NN.
Chapter 5
Conclusions
Dimensionality reduction is an important area of data analysis because it
assists in circumventing the curse of dimensionality, reduces computational
time and aids in interpreting the data. This thesis concentrates on func-
tional data dimensionality reduction for regression problems which are often
encountered in the ﬁeld of machine learning.
The dimensionality reduction is obtained by projecting the data onto a lower
dimensional function space that is deﬁned by a set of basis functions. The
advantage of the proposed methodology is that the basis can be adjusted
to suit a speciﬁc problem through non-linear optimisation process. Thus an
accurate representation of the data is obtained with a few basis functions
leading into eﬃcient dimensionality reduction.
As mentioned in the Introduction, the functional dimensionality reduction
is more restricted compared to the general non-linear projection methods
because the functional representation is not applicable to all kinds of data.
Still, the experimental results show that the methodology can be successfully
applied to cases where the data is smooth enough to be represented as a
function. The obtained data compression ratios are given in Table 5.1. In
the case of chemometrics, the dimension of the function space was validated
during the training process. In time series prediction, on the other hand,
the dimensionality of the outputs was selected based on a heuristic error
threshold.
The experimental results obtained with spectral data are good both in terms
of data compression and prediction performance. The reason behind this is
that spectra are well suited for functional dimensionality reduction: First of
all, the spectral curves are typically very smooth. In addition, in chemo-
metrics the spectra of diﬀerent samples are very similar (obviously due to
45
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Table 5.1: Data compression ratios in the tested cases.
Original Compression Compression ratio
Data set dimension ratio after FB selection
ESTSP 15 3.75 
ESTSP 50 5.00 
RTE 48 6.86 
RTE 336 13.44 
Tecator 100 6.67 9.09
Wine 256 8.00 16.00
Juice 700 22.58 63.64
the fact that the samples are similar) which implies that the intrinsic data
dimension is small despite the high accuracy of the spectrometer.
One clear advantage of the smaller data dimension is the reduced compu-
tational time. Indeed, in chemometrics variable selection is a common yet
computationally demanding method which can be signiﬁcantly simpliﬁed by
the functional dimensionality reduction. Although the selection is carried out
in the function space and does not therefore involve the wavelengths directly,
it can still provide useful information about the regression task: The basis
consists of local functions and therefore the selected functions indicate which
parts of the spectrum are important for the prediction.
Compared to chemometrics, similar data compression ratios are more diﬃcult
to achieve in other applications where the data have no clear structure or are
corrupted by noise. In time series prediction, both of these properties often
hold. Nevertheless, compressing the output dimension of the model oﬀer
clear advantages in speeding up the direct prediction methodology. In fact,
as the electricity consumption application demonstrated, it is impossible to
utilise the direct prediction schema in very long prediction horizons without
reducing the dimensionality. Furthermore, if the time series is periodic, the
local windows can be chosen so that they share common periodic structure.
Thus the basis adapts to the cyclic waveform which increases the eﬃciency
of dimension reduction. Finally it should be noted that although this thesis
has covered only regularly sampled time series, the methodology could be
applied to irregular time series as well with minor modiﬁcations [11].
In both of the applications it was observed that the dimensionality reduction
is more eﬃcient with high dimensional data. Therefore, one can conclude
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that the proposed functional dimensionality reduction method is especially
suitable for high dimensional data that are relatively smooth and have some
intrinsic structure.
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Figure A.1: Tecator: Optimised basis.
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Figure A.2: Wine: Optimised basis.
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Figure A.3: Juice: Optimised basis.
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Figure A.4: ESTSP 15 steps ahead: Optimised basis.
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Figure A.5: ESTSP 50 steps ahead: Optimised basis.
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Figure A.6: RTE 48 steps ahead: Optimised basis.
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Figure A.7: RTE 336 steps ahead: Optimised basis.
