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Abstract
In this paper we study local and global deﬁnability of incomplete data sets from the view point of decision rule induction. We
assume that data sets are incomplete since some attribute values are lost and some are considered as irrelevant and called “do not
care” conditions. Local deﬁnability uses blocks of attribute-value pairs as basic granules, while global deﬁnability uses character-
istic sets. Local deﬁnability is more general than global deﬁnability. Local deﬁnability is essential for data mining since a concept
is locally deﬁnable if and only if it can be expressed by decision rules. We study seven modiﬁcations of the characteristic relation
and conclude that for ﬁve of them the corresponding characteristic sets are not locally deﬁnable, so these modiﬁcations should not
be used for data mining.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
An idea of the attribute-value pair block, also known as the meaning1 of the pair, was applied for many years in
decision rule induction algorithms, e.g. in LEM22. This idea is a basic tool used in determining deﬁnability of the
relations used to describe incomplete data sets.
Incomplete data sets are aﬀected by missing attribute values for diﬀerent reasons. For example, an attribute value
is lost, i.e., it was known but currently is unavailable. Sometimes, the original attribute value was irrelevant, so it was
not recorded. Such missing attribute values will be called “do not care” conditions since they may be replaced by any
value of the attribute.
Incomplete data sets in which all attribute values were lost, within rough set theory, were studied for the ﬁrst time
in3. The same approach was studied later, e.g., in4 and5, with the assumption that the indiscernibility relation was
appropriately generalized. Incomplete data sets in which all missing attribute values were “do not care” conditions,
within rough set theory, were studied for the ﬁrst time in2 and then, e.g., in6 and7. Such values were replaced by all
values from the entire domain of the attribute.
∗ Corresponding author
E-mail address: jerzy@ku.edu
 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons. rg/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
180   Jerzy W. Grzymala-Busse and Teresa Mroczek /  Procedia Computer Science  96 ( 2016 )  179 – 186 
For a completely speciﬁed data set, the lower and upper approximations of the concept are unique, though they
may be deﬁned in two diﬀerent ways8,9. For an incomplete data set, lower and upper approximations of the concept
may be deﬁned in a few diﬀerent ways, however - in general - these approximations diﬀer. We will discuss three
diﬀerent lower and upper approximations, called singleton, subset, and concept approximations10. Note that in11 it
was shown for the ﬁrst time that singleton approximations should not be used for decision rule induction because of
the deﬁnability problem.
The main objective of this paper is to study local deﬁnability of seven modiﬁcations of the characteristic sets,
associated with corresponding modiﬁcations of the characteristic relation. We show that ﬁve of them are not locally
deﬁnable, so they should not be used for data mining, since approximations created from such modiﬁed characteristic
sets cannot be expressed by decision rules. Thus our results have an immediate impact on decision rule induction
from incomplete data.
2. Blocks of Attribute-value Pairs, Characteristic Sets, and Characteristic Relations
An example of a data set is presented in Table 1 as a decision table. This example is taken from12. Since in
many papers on a modiﬁcation of relations describing the structure of incomplete data the same example of the data
sets was used, we quote it again. Rows of the decision table represent cases, while columns represent variables.
The set of all cases is denoted by U. In Table 1, U = {1, 2, ..., 8}. Independent variables are called attributes and a
dependent variable is called a decision. The set of all attributes will be denoted by A. In Table 1, A = {Temperature,
Headache, Nausea}. The value for a case x and an attribute a will be denoted by a(x). For example, in Table 1,
Temperature(1) = high. Table 1 is aﬀected by two kinds of missing attribute values, lost (denoted by ?) and “do
not care” conditions (denoted by *). A decision table in which some attribute values are missing is called incomplete.
If all attribute values are speciﬁed, the table is called complete. In this paper we will concentrate on data sets with
missing values interpreted as lost and “do not care” conditions.
For a variable a and its value v, (a, v) is called a variable-value pair. Such pairs are called descriptors or selectors
in1. A block of (a, v), denoted by [(a, v)], is the set {x ∈ U | a(x) = v}13.
For incomplete decision tables the deﬁnition of a block of an attribute-value pair is modiﬁed in the following way:
• If for an attribute a there exists a case x such that a(x) = ?, i.e., the corresponding value is lost, then the case x
should not be included in any blocks [(a, v)] for all values v of attribute a,
• If for an attribute a there exists a case x such that the corresponding value is a “do not care” condition, i.e.,
a(x) = ∗, then the case x should be included in blocks [(a, v)] for all speciﬁed values v of attribute a.
Table 1. An example of a data set
Case Attributes Decision
Temperature Headache Nausea Flu
1 high ? no yes
2 very-high yes yes yes
3 ? no no no
4 high yes yes yes
5 high ? yes no
6 normal yes no no
7 normal no yes no
8 * yes * yes
For the data set from Table 1 the blocks of attribute-value pairs are:
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[(Temperature, normal)] = {6, 7, 8},
[(Temperature, high)] = {1, 4, 5, 8},
[(Temperature, very-high)] = {2, 8},
[(Headache, no)] = {3, 7},
[(Headache, yes)] = {2, 4, 6, 8},
[(Nausea, no)] = {1, 3, 6, 8}, and
[(Nausea, yes)] = {2, 4, 5, 7, 8}.
Blocks of attribute-value pairs are basic granules used in data mining.
For a case x ∈ U and B ⊆ A, the B-characteristic set KB(x) is deﬁned as the intersection of the sets K(x, a), for all
a ∈ B, where the set K(x, a) is deﬁned in the following way:
• If a(x) is speciﬁed, then K(x, a) is the block [(a, a(x))] of attribute a and its value a(x),
• If a(x) =? or a(x) = ∗ then the set K(x, a) = U, where U is the set of all cases,
For Table 1 and B = A,
KA(1) = {1, 8},
KA(2) = {2, 8},
KA(3) = {3},
KA(4) = {4, 8},
KA(5) = {4, 5, 8},
KA(6) = {6, 8},
KA(7) = {7}, and
KA(8) = {2, 4, 6, 8}.
Characteristic sets were called neighborhoods in14. The B-characteristic relation R(B) is a relation on U deﬁned
for x, y ∈ U as follows:
(x, y) ∈ R(B) i f and only i f y ∈ KB(x). (1)
We say that R(B) is implied by its B-characteristic sets KB(x), x ∈ U. The B-characteristic relation R(B) is reﬂexive
but—in general—does not need to be symmetric or transitive. Also, the B-characteristic relation R(B) is known if
we know characteristic sets KB(x) for all x ∈ U. In our example, R(A) = {(1, 1), (1, 8), (2, 2), (2, 8), (3, 3), (4, 4),
(4, 8), (5, 4), (5, 5), (5, 8), (6, 6), (6, 8), (7, 7), (8, 2), (8, 4), (8, 6), (8, 8)}. The most convenient way to deﬁne the
characteristic relation is through the characteristic sets. Nevertheless, the characteristic relation R(B) may be deﬁned
independently of B-characteristic sets in the following way:
(x, y) ∈ R(B) i f and only i f a(x) = a(y) or a(x) = ∗ or a(y) = ∗ f or all a ∈ B such that a(x)  ?. (2)
Special cases of incomplete data are data sets with all missing attribute values of the same type. When all missing
attribute values are lost values, the characteristic relation R(B) is reﬂexive and transitive. It is called a similarity
relation. When all missing attribute values are “do not care” conditions, the B-characteristic relation R(B) is reﬂexive
and symmetric. This relation is also called a tolerance relation.
3. Lower and Upper Approximations for Complete Decision Tables
One of the most important ideas of rough set theory8 is an indiscernibility relation, deﬁned for complete data sets.
Let B be a nonempty subset of A. The indiscernibility relation R(B) is a relation on U deﬁned for x, y ∈ U as follows
(x, y) ∈ R(B) i f and only i f (a(x) = a(y) f or all a ∈ B). (3)
The indiscernibility relation R(B) is an equivalence relation. Equivalence classes of R(B) are called elementary sets
of B and are denoted by [x]B. A subset of U is called B-deﬁnable if it is a union of elementary sets of B.
Let X be any subset of the set U of all cases. The set X is called a concept and is usually deﬁned as the set of all
cases deﬁned by some value of the decision. For example, a concept associated with the value yes of the decision Flu
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is the set {1, 2, 4, 8}. In general, X is not a B-deﬁnable set. However, set X may be approximated by two B-deﬁnable
sets, the ﬁrst one is called a B-lower approximation of X, denoted by BX and deﬁned as follows
{x ∈ U |[x]B ⊆ X}. (4)
The second set is called a B-upper approximation of X, denoted by BX and deﬁned as follows
{x ∈ U |[x]B ∩ X  ∅}. (5)
In both deﬁnitions, the lower and upper approximations are constructed from singletons x. The B-lower approxi-
mation of X is the greatest B-deﬁnable set, contained in X. The B-upper approximation of X is the smallest B-deﬁnable
set containing X.
As it was observed in9, for complete decision tables we may deﬁne the same lower and upper approximations using
diﬀerent deﬁnitions
∪{[x]B|x ∈ U, [x]B ⊆ X}, (6)
and
∪{[x]B|x ∈ U, [x]B ∩ X  ∅}. (7)
4. Deﬁnability and Decision Rules
For incomplete data sets, a set X, a subset of the set U, will be called B-globally deﬁnable if it is a union of some
characteristic sets KB(x), x ∈ U. For simplicity, a set that is A-globally deﬁnable will be called globally deﬁnable.
A set T of attribute-value pairs, where all attributes are distinct and belong to a set B, a subset of the set A, will be
called a B-complex. Any A-complex will be called a complex. In this paper we will discuss only nontrivial complexes,
i.e., such complexes that the intersection of all attribute-value blocks from a given complex is nonempty. A block of
B-complex T , denoted by [T ], is deﬁned as the set ∩{[t] | t ∈ T }.
Let B be a subset of A for an incomplete decision table. A union of intersections of attribute-value pair blocks from
some B-complexes will be called a B-locally deﬁnable set. A-locally deﬁnable sets will be called locally deﬁnable.
For example, for the data set from Table 1, the set {8} is locally deﬁnable since {8} = [(Temperature, very-high)] ∩
[(Nausea, no)] but it is not globally-deﬁnable. Additionally, the set {1} is not even locally deﬁnable since all blocks of
attribute-value pairs containing the case 1 contain the case 8 as well.
Note that any set X that is B-globally deﬁnable is B-locally deﬁnable, the converse is not true.
Local deﬁnability is important for two reasons. First, in rough set theory, we expect that an approximation of a
set is deﬁnable. Local deﬁnability is based on most elementary granules, blocks of attribute-value pairs. Thus, an
approximation of a concept should be at least locally deﬁnable. Secondly, decision rules, results of rule induction,
one of the most important techniques of data mining, are expressed in terms of attribute-value pairs. A decision rule
r is the following expression
(attribute-1, value-1)) & attribute-2, value-2) & . . . & (attribute-n, value-n)→ (decision, value). (8)
The set [r], deﬁned as follows
[(attribute-1, value-1)] ∩ [(attribute-2, value-2)] ∩ . . . ∩ [(attribute-n, value-n)] (9)
is the domain of r. Obviously, [r] ⊆ [(decision, value)]. Let R be the set of all decision rules describing the concept
[(decision, value)]. It is required that
⋃
r∈R
[r] = [(decision, value)]. (10)
As follows from the deﬁnition of local deﬁnability, the last requirement means that the set [(decision, value)] must
be locally deﬁnable. In mining incomplete data sets, decision rules are not induced from the original concepts, they
are induced rather from approximations of the concept. Approximations are constructed from characteristic sets, so
characteristic sets must be at least locally deﬁnable as well.
For decision tables in which all missing attribute values are lost, local deﬁnability is reduced to global deﬁnability,
see15.
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5. Lower and Upper Approximations for Incomplete Decision Tables
Three distinct deﬁnitions of lower and upper approximations were introduced for incomplete data sets in11. Let X
be a concept, let B be a subset of the set A of all attributes, and let R(B) be the characteristic relation of the incomplete
decision table with characteristic sets K(x), where x ∈ U. In the ﬁrst deﬁnition, lower and upper approximations are
sets of singletons from the set U. A singleton B-lower approximation of X is deﬁned as follows:
BX = {x ∈ U |KB(x) ⊆ X}. (11)
A singleton B-upper approximation of X is
BX = {x ∈ U |KB(x) ∩ X  ∅}. (12)
For the example of the decision table presented in Table 1, the singleton A-lower and A-upper approximations of
the two concepts: {1, 2, 4, 8} and {3, 5, 6, 7} are:
A{1, 2, 4, 8} = {1, 2, 4},
A{3, 5, 6, 7} = {3, 7},
A{1, 2, 4, 8} = {1, 2, 4, 5, 6, 8},
A{3, 5, 6, 7} = {3, 5, 6, 7, 8}.
Note that the set A{1, 2, 4, 8} = {1, 2, 4} is not even locally deﬁnable. In the next two deﬁnitions we will use
characteristic sets instead of single elements from U. A subset B-lower approximation of X is deﬁned as follows:
BX = ∪{KB(x)|x ∈ U,KB(x) ⊆ X}. (13)
A subset B-upper approximation of X is
BX = ∪{KB(x)|x ∈ U,KB(x) ∩ X  ∅}. (14)
Since any characteristic relation R(B) is reﬂexive, for any concept X, singleton B-lower and B-upper approxima-
tions of X are subsets of the subset B-lower and B-upper approximations of X, respectively. For the decision table
from Table 1, the subset A-lower and A-upper approximations are
A{1, 2, 4, 8} = {1, 2, 4, 8},
A{3, 5, 6, 7} = {3, 7},
A{1, 2, 4, 8} = {1, 2, 4, 5, 6, 8},
A{3, 5, 6, 7} = {2, 3, 4, 5, 6, 7, 8}.
In the next deﬁnitions, the subset deﬁnition of lower and upper approximation will be modiﬁed by replacing the
set U by a concept X. A concept B-lower approximation of the concept X is deﬁned as follows:
BX = ∪{KB(x)|x ∈ X,KB(x) ⊆ X}. (15)
Obviously, the subset B-lower approximation of X is the same set as the concept B-lower approximation of X. A
concept B-upper approximation of the concept X is deﬁned as follows:
BX = ∪{KB(x)|x ∈ X,KB(x) ∩ X  ∅} = ∪{KB(x)|x ∈ X}. (16)
The concept B-upper approximation of X is a subset of the subset B-upper approximation of X. For the decision
presented in Table 1, the concept A-upper A-upper approximations are
A{1, 2, 4, 8} = {1, 2, 4, 6, 8},
A{3, 5, 6, 7} = {3, 4, 5, 6, 7, 8}.
Obviously, concept and subset approximations may be applied in data mining since concept or subset approximations
of any concept are, by deﬁnition, globally deﬁnable. For complete decision tables, all three deﬁnitions of lower
approximations, singleton, subset and concept, are reduced to the same standard deﬁnition and all three deﬁnitions of
upper approximations are also reduced to the same standard deﬁnition.
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6. Modiﬁcations of the Characteristic Relation
Recently many authors suggested modiﬁcations of the deﬁnition of characteristic relation. The authors suggesting
these modiﬁcations want to accomplish two goals: preventing any pair of cases x and y such that a(x) or a(y) are
missing attribute values for all a in A from being a member of the same modiﬁed characteristic set and putting any pair
of cases x and y with “many” attribute values speciﬁed and equal to each other into the same modiﬁed characteristic
set.
For the next four deﬁnitions, B ⊆ A, PB(x) = {a | a ∈ B, a(x)  ∗}, QB(x) = {a | a ∈ B, a(x) ?}, C =
QB(x) ∩ QB(y)  ∅, and D = PB(x) ∩ QB(x) ∩ PB(y) ∩ QB(y)  ∅.
A modiﬁcation of the characteristic set was presented in16 and deﬁned as follows:
(x, y) ∈ R′(B) i f and only i f
((a(x) = a(y) or a(x) = ∗ or a(y) = ∗ f or all a ∈ C) and (a(x) = a(y) f or all a ∈ D)) or (x, y) ∈ IU , (17)
where IU = {(x, x)|x ∈ U} is the identity relation on U.





(x) = {y ∈ U |(x, y) ∈ R′(B)} and x ∈ U, is not B-locally deﬁnable.
Proof. For Table 1, R′
A
(3) = {1, 3}. As follows from the attribute-value blocks for Table 1, case 1 is always in the
same block as case 8, so any intersection of blocks containing case 1 must include case 8, but 8  R′
A
(3).
Three other deﬁnitions of modiﬁed characteristic relations were introduced in17 and were denoted by R1, R2, and
R3. The ﬁrst relation, R1, was deﬁned as follows:
(x, y) ∈ R1(B) i f and only i f (a(y)  ? f or all a ∈ QB(x)) and (a(x) = a(y) f or all a ∈ D)). (18)





(x) = {y ∈ U |(x, y) ∈ R1
B
(x)} and x ∈ U, is not B-locally deﬁnable.
Proof. For Table 1, R1
A
(1) = {1}. As follows from the attribute-value blocks for Table 1, case 1 is always in the
same block as case 8, so any intersection of blocks containing case 1 must include case 8, but 8  R1
A
(1).
The second relation, R2, was deﬁned as follows:
(x, y) ∈ R2(B) i f and only i f a(x) = a(y) or a(x) = ∗ or a(y) = ∗ f or all a ∈ C. (19)





(x) = {y ∈ U |(x, y) ∈ R2
B
(x)} and x ∈ U, is not B-locally deﬁnable.
Proof. For Table 1, R2
A
(3) = {1, 3}. The rest of the proof is the same as the proof of the Proposition 1.
The third relation, R3, was deﬁned as follows:
(x, y) ∈ R3(B) i f and only i f
(a(x) = a(y) or a(x) = ∗ or a(y) = ∗ f or all a ∈ C) and ( a(x) = a(y) f or all a ∈ D). (20)





(x) = {y ∈ U |(x, y) ∈ R3
B
(x)} and x ∈ U, is not B-locally deﬁnable.
Proof. For Table 1, R3
A
(3) = {1, 3}. The rest of the proof is the same as the proof of the Proposition 1.
A deﬁnition of the maximal characteristic set was introduced in18. Let R(B) be a B-characteristic relation and let
KB(x) be a B-characteristic set, where x ∈ U. A subset X of KB(x) is a B-maximal characteristic set if and only if X
is a maximal subset of KB(x) such that (x, y) or (y, x) are members of R(B) for any x, y ∈ X.
Proposition 5. A B- maximal consistent block X is B-globally deﬁnable.
Proof. First, by deﬁnition of KB(x), KB(x) = {y | (x, y) ∈ R(B)}, hence (x, y) ∈ R(B) for any y ∈ KB(x), so
KB(x) ⊆ X. On the other hand, by deﬁnition of X, X ⊆ KB(x), so KB(x) = X. Thus the maximal characteristic set X is
identical with a B-characteristic set. All B-characteristic sets are B-globally deﬁnable.
7. Symmetric Characteristic Relations
In this section we will discuss data sets in which all missing attribute values are “do not care” conditions. Table 2
presents an example of such a decision table.
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Table 2. An example of a data set
Case Attributes Decision
Temperature Headache Nausea Flu
1 high * no yes
2 very-high yes yes yes
3 * no no no
4 high yes yes yes
5 high * yes no
6 normal yes no no
7 normal no yes no
8 * yes * yes
For decision tables in which all missing attribute values are “do not care” conditions, an idea of a maximal consis-
tent block was deﬁned in19. Let B be a subset of A and let X be a subset of U. Let R(B) be a B-characteristic relation.
The set X is consistent with respect to B if (x, y) ∈ R(B) for any x, y ∈ X. If there does not exist a consistent subset Y
of U such that X is a proper subset of Y, the set X is called a maximal consistent block of B.
For Table 2, maximal consistent blocks of A are {1, 3}, {1, 8}, {2, 8}, {4, 5, 8}, {6, 8} and {7}.
Proposition 6. A maximal consistent block X of B is B-locally deﬁnable.
Proof. The proof follows from Property 1 of19: X is a maximal consistent block of B if and only if X is an
intersection of all characteristic sets KB(x) where x ∈ X. Each characteristic set KB(x) is B-globally deﬁnable and can
be presented as an intersection of some blocks of attribute-value pairs with speciﬁed attribute values. Let us denote
the set of such attribute-value pairs by Tx. For any maximal consistent block X there exists x ∈ U such that X ⊆ KB(x).
For any y ∈ X, if a(x) is speciﬁed then either A(y) = a(x) or a(y) = ∗. So X can be presented as an intersection of
blocks of attribute-value pairs from Tx. Therefore X is B-locally deﬁnable.
On the other hand, in general, a maximal consistent block is not B-globally deﬁnable. For Table 2, the set {1, 8} is
an example of a set that is locally deﬁnable but not globally deﬁnable.
A special relation, called limited tolerance relation and denoted by L(B), where B ⊆ A, was introduced in20. It is
deﬁned as follows
(x, y) ∈ L(B) i f and only i f ((a(x) = a(y) = ∗ f or all b ∈ B) or
(i f ((PB(x) ∩ PB(y)  ∅) and (b(x)  ∗ and b(y)  ∗)) then (b(x) = b(y))) f or all b ∈ B), (21)
where PB(x) = {b|b ∈ B, b(x)  ∗}.
Proposition 7. Let L(B) be a limited tolerance relation. In general, a limited tolerance class L(x) = {y | (x, y) inL(B)},
where x ∈ U, is not B-locally deﬁnable.
Proof. For Table 2,
[(Temperature, normal)] = {3, 6, 7, 8},
[(Temperature, high)] = {1, 3, 4, 5, 8},
[(Temperature, very-high)] = {2, 3, 8},
[(Headache, no)] = {1, 3, 5, 7},
[(Headache, yes)] = {1, 2, 4, 5, 6, 8},
[(Nausea, no)] = {1, 3, 6, 8}, and
[(Nausea, yes)] = {2, 4, 5, 7, 8}.
Additionally, L(A) = {(1, 1), (1, 3), (2, 2), (2, 8), (3, 1), (3, 3), (4, 4), (4, 5), (5, 4), (5, 5), (6, 6), (7, 7), (8, 2), (8,
4), (8, 6), (8, 8)}. Thus, for x = 8, the limited tolerance class L(8) = {2, 4, 6, 8}. However, in all seven attribute-value
pair blocks that describe Table 2, the case 4 occurs always together with the case 5. Therefore, any intersection of
attribute-value pair blocks containing the case 4 must contain the case 5. The set L(8) = {2, 4, 6, 8} contains the case
4 but it does not contain the case 5, a contradiction.
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8. Conclusions
In this paper we study seven modiﬁcations of the characteristic sets deﬁned for incomplete data. Among the
corresponding sevenmodiﬁed characteristic relations, two are restricted to data sets with only “do not care” conditions.
Additionally, among these seven types of modiﬁed characteristic sets, only one is globally deﬁnable and another one is
locally deﬁnable, remaining ﬁve are - in general - not even locally deﬁnable. These ﬁve types of modiﬁed characteristic
relations should not be used for decision rule induction.
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