A Bayesian analysis of simultaneous equation models by combining recursive analytical and numerical approaches Steel, M.F.J.
In spite of the numerous theoretical attractions of Bayesian methods, a stimulating discussion of which can be found in Poirier (1988) , their implementation and wide-spread use in applied econometrics has developed at a much slower rate than could initislly be expected from the pioneering work of Drèze (1962) and Zellner (1965) .
One of the reasons for this lack of empirical applications undoubtedly lies in the rather heavy computational requirements of Bayesian methods in most "serious" applied work. This could be interpreted as the price one has to pay for conducting marginal inferences, rather then condítional ones as in the sampling-theoretical approach. Although the RLI approach extends the realm of analytical Bayesian inference considerably, it is still not sufficient to cover the full range of so-called simultaneous equation models, which are used frequently in timeseries econometrics and which are described in Subsection 2.1.
In`order to tackle such models two main lines of research have been developed in the literature. Kloek and van Dijk (1978) and further developed in e.g. van Dijk (1984) , Bauwens (1984) , Geweke (1987), and Zellner et al. (1988) . The dimensionality of the integrals is not as crucial a problem as in the more common methods like Gaussian or
(i) Numerical integration by Monte Carlo importance sampling methods was introduced in econometrics by
Simpson's product rules, but it is still a factor to be reckoned with, certainly if we wish to use a Personal Computer for the calculations.
(ii) Using the specific properties of so-called poly It seems only natural to combine different methods, as each method has its own specific merits (and difficulties). Van Dijk (1984) and Naylor and Smith (1988) explore the mixing of product rules and importance sampling, whereas Geweke (1987, 1988) Much in the same vein, it will be attempted here to find a hybrid strategy that combines (i) exact analytical methods based on the RLI approach and exploiting the recursive properties of a subset of the paremeters,
(ii) existing techniques for analyaing [see Richard and Tompa (1980) ] and drawing [see Bauwens and Richard (1985) ] poly-t distributed random variables, (iii) Monte Carlo integration by importance sampling of either regression ccefficients or the covariance matrix, the relative merits of which have been discussed in Richard and Steel (1988) for models of thẽ SURE type.
Moreover, these methods will be applied in the above order of preference.
4 Section 2 of the paper sets the stage by introducing the model, a recursive transformation of the latter as this is felt to clarify the analysis, and the prior structure, consisting of both exact prior restrictions and stochastic assumptions on the unrestricted parameters.
The ensueing posterior analysis is considered in Section 3, where the first three subsectíons imply a Monte Carlo analysis on a subset of the regression coefficients, and Subsection 3.4 is devoted to Monte Carlo integration of the covariance matrix. Finally, Subsection 3.5 groups some results on computational complexity and existence of posterior moments. A fourth and final section ventures some concluding remarks. Although the numerical procedures used in this combined approach have all been subjected to empirical examination in several applications (see the references quoted above), one might be interested in empirical results obtained with the hybrid method advocated here. Section 4 gives some indication of the gain in dimensionality for two well-known models, but, in view of the length of the present paper, actual empirical applications have been deferred to a following one.
The Statistical Framework

The Simultaneous-Equation-Model ----------------
In this paper we shall concentrate upon a widely used class of models in (time-series) econometrics, namely the simultaneous equation model (SEM), as introduced in Haavelmo (1943) and, since then, treated in a classical fashion in most textbooks [see, e.g., Theil (1971) or Spanos (1986)), whereas a Bayesian analysís is provided i n the seminal papers by Drèze (1962) , Rothenberg (1963), and Zellner (1965) , and later in e.g. Drèze and
Richard (1983).
A sequential model is assumed where the observations at time t on n endogenous variables in y(t) will be described by a set of n"structural"
equations. These equations serve to restrict the conditional expectation of y(t), given the i nformation set at time t, to some linear manifold:
where it is assumed that the information set et time t, containing weakly exogenous variables and lagged values of both endogenous and exogenous variables, counts a finite number m of varíables that are relevant for the description of y(t) and are grouped i n x(t).
Remark that the parameter matrices in (2.1) B and C are respectively of dimensions n x n and m x n, and will typically be subject to ell kinds of exact prior restrictions. This issue will be dealt with later in this subsection. The fact that B is square implies that (2.1) has a unique solution provided~B~t 0. We shall make this full rank assumption, implying that we are in the context of a"complete" SEM, whereas Richard (1984) rightly argues that, in general, we shall have fewer structural equations than endogenous variables, and shall, therefore, usually be in the realm of "incomplete" SEM. We fully agree with this point of view and reinterpret the n equations in (2.1) as the "completed" set of equations, containing both structural and "reduced" (e.g. inatrumental variables) types of equations. However, we shall still allow for general linear restrictions in these completing equations, and we shall, therefore, avoid distinguishing them from the truly structural equations in our notation.
Stochastics are introduced by putting a Gaussian structure on Y(t)Ix(t) with a constant covariance matrix V, implying that
X -(x(1) ... x(,r))' .
6 and U is a T x n matrix of innovations with respect to the information set at each time period t: 1~T.
For the notation end definitions of density functions used here we refer to Appendix A of Drèze and Richard (1983) .
In order to avoid conditionalization paradoxes of the type discussed in Kolmogoroff (i946), we wish to treat the exact prior restrictions that pertain to B and C in (2.2) explicitly. We assume, in line with most applications of SEM, that the covariance matrix E is not subject to restrictions, other than being in the clasa of positive definite symmetric (PDS) matrices. Let us, for notational convenience, rewrite (2.2) as This .characterization of the reatrictions allows for linear restrictions bOth within and across equations end seems to imply enough flexibility to be empirically useful. Its general nature and, in particular, its advantages over restrictions expressed in matrix form (i.e. by directly restricting A instead of its column expansion) are discussed in more detail in Richard and Steel (1988) and Steel (1988 In practice, this will boil down to an assumption of block recursivity, where all variables in the previous (i-1) equations also appear (with unrestricted coefficients) in the i-th equation.
In order to use these analytical techniques to reduce the dimension of the parameter space left for numerical treatment, we single out those parameters for which these assumptions hold, i.e. they should not intervene in the Jacobian of the system (as in the SURE case) and they should, after possibly rearranging the equations, possess en RLI structure. In addition, their prior density has to belong to a special class as will be discussed later in Subsection 2.3.
This means we shall rewrite the restrictions in (2.~) as oe-a1 toc2-R1;1~R2;2.
(2.10)
where ;2 should be amenable to analytical treatment end both R1 and R2 are of full column rank, respectively ,il and .C2, the sum of which will equal . The full column rank of the selection matrices i mplies, through basic For details and a proof of the sufficiency of (2.14), we refer to Steel
As argued in Steel (1988) a recursive transformation of our original model (2.2), (2.3), and (2.10) is not necessary for the argument, as all derivations can be done in both the original and the recursive parameterizations. It is, however, felt to somewhat clarify the analysis, and will, therefore, be introduced here.
Let n be the n x n lower triangular matrix that diagonalizes i , which was assumed to be PDS, and let us partition n as follows n - we can solve uniquely for ;i in terms of bi, Xi, and ;~i-1) from (2.21)
where b2 is partitioned as in (2.12).
Conformably with (2.10) we define, next, 
Given the full column rank of Rii, it is obvious from (2.27) that a vector
of dimension .~i, would not be subject to restrictions, given ;~i-1 
where 12 is an unrestricted vector, allowing us to conduct analytical inference on the elements of ;2 i n a recursive way, i ven, of course, the vector ;1, which is still implicitly present i n ai and Zi, both subject to the restrictions in (2.26). In particular, we choose for (;2,E) the product of the following densities over all equations i: 1-i n:
The Stochastic Prior
(2.31) (2.32) (2.33) assuming NO to be PDS and partitioning ;p conformably with ;2. To facilitate the analysis, we shall assume prior independence between (;2,i) and ;1. Prior densities of ;1 will be diacussed at the end of this subsectíon.
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Remark that the prior densities on {ai,Wi} are compatible with an Inverted-Wishart prior structure on E of the form
with v~~n-1 and where both ï and i~are PDS matrices that decompose recursively into
if we define ï~ï(n). In view of (2.23) and (2.28), we can now write the prior assumptions in terms of the recursive parameterization yi as (2.31) combined with
Note that prior i ndependence across eqeations is imposed in terms of {~r1,Wi}.
Prior elicitation can be performed using the same kind of recursive formulae as found in Steel (1988), in particular (vi:l~n) 14 E(Ti) -;ip .
(2.36)
(2.38) for AZ we notice that a structure as in (2.8) leads to (i~j) Cov(31,;~') ' (a0'9I)Cov(;~i-1).í~~) .
implying the latter type of proportionality, while ( z.38) then simplifies Richard and Steel (1988) . On the other hand, the present structure can cope with general linear restrictions in vec form and might, in practice, prove sufficiently flexible.
Of course, if we wish to incorporate prior information on ;i, we should avoid being too diffuse on ui, to prevent the well-known NC pitfall of inflating the relative prior precision [see Richard (1973) ]. is also considered, as in Steel (1988) .
In fact, only in the special case where .Ci -.~Z~n, vi, will the limit case exactly coincide with (2.39), i mplying u~-v~t n f(,LZ~n) . which has the advantage of being invariant with respect to normalization if v~-1, i.e. the densities are of the Cauchy type; on the other hand, the latter choice for v0 prevents the existence of prior moments, which might complicate the elicitation process.
For the sake of generality, we shall, in the sequel, allow for any prior density of ;1 that is independent of (;2,ï) and that can be factorised as follows
where both factors can, of course, be diffuse densities of the uniform type,~and where the first factor is either a Student or a Normal density in,informative cases.
In summary, our prior assumptions on the entire parameter space are expressed by D(;,E) -D(;2.E)n(;1) .
(2.42)
where the first factor i s the product of (2.33) and (2.34) [or, equivalently, of (2.31) -(2.33)) and the second factor is in the general class of densities (2.41).
3. Posterior Analysis
The defining characteristics of ;2 were given in Subsection 2.1 as the RLI structure (2.14), ensuring that the unrestricted~ri appears ín the likelihood function (2.30), and the condition that ;2 should not affect the Jacobian~B~T in (2.16). These requirementa will lead to a separabllity of the likelihood function across equations in terms of the recursive parameters {~i}, from which (;2,{ai}) can be found uniquely using (2.2~) and (2.28), defining a one-to-one transformation.
A similar independence across equations was induced in the prior atructure by the choices made in Subsection 2.3.
This implies that the analysis of the posterior densities of (;2,E), conditional upon ;1, will become very simple, as in the more specific case discussed in Steel (1988).
In particular, reasoning i n terms of the recursive parameterization 2 {yi,ui} we obtain Vi : 1~n dimension of the numerical Monte Carlo integration. Details of the actusl strategy proposed here will be given in Subsection 3.3.
The numerical part of the analysis will focus upon the .L1 coefficients grouped in the vector ;1, the posterior density of which was described in (3-3).
In order to provide a link with results stated elsewhere in the literature, consider the case where A2 ia simply matrix restricted as in (2.9), and the corresponding NC prior structure is assumed for its unrestricted and where we have defined A~-F2Z~and vec ZÓ -;~. Notice that this result is a direct generalization of formula (6.5) in Drèze and Richard (1983) 3). In this specific case, the functional form of the posterior density on ; is not affected by integrating out the matrix-restricted coefficients ;2. Whenever ;Z has a more flexible RLI structure, the posterior density of ;1 can not be written as (3.8), but for the numerical analysis this will not make any difference, as the determinent in (3.8) is
typically not the kernel of a matricvariate Student t density of A1, due to the general restrictions we cen impose on these coefficients.
Let us, therefore, concentrate upon the posterior density as given in (3.3). which immediately allows for a factorization into ;1~;1 and 1 n (n-1)
;(n-1)' Indeed, the second factor, the prior density of ;1, accommodates such a factorization by definition [see (2.41)], and the first factor, the Jacobian, can be decomposed as in Appendix B.4 of Drèze and Richard (1983) into a factor that no longer contains ;n and a Student t kernel for Zn~;(n-1)~w hich is degenerate here if ;n also includes some ccefficients From ['. As H~does not depend on ;n from the definition of Zi following 1 (2.30), the only other factor in the conditional posterior density for ;n -~Lr will be (q~)
, again a Student kernel. We have, therefore, the following factorization:
D(;lIY.X) -D(;n~;~n-1).Y.X) D(;~n-1)IY.X) . (3.10)
If we take the Student option for D(;nl;~n-1)) in (2.41), the first factor is a 2-1 poly-t density4j, exactly as in Lemma 6.2 of Drèze and Richard (1983) . The crucial difference with their analysis, however, is that we are now onlY reasoning in the space of ;1, which is of dimension .~1, instead of the full .~-dimensional space of all unrestricted ccefficients in ;. As we shall argue later, this might be a major advantage in performing our numerical integrations.
If our prior assumptions on ;1 are changed to a diffuse (uniform) prior, the conditional posterior density for ;n simplifies to a 1-1 poly-t density, pseudo-random drawings from which are easily obtained following Bauwens and Richard (1985) . If, on the other hand, we wish to express our conditional prior opinions on ;n by a Normal instead of a Student t density, its posterior counterpart will be the product of a 1-1 poly-t kernel and a Normal kernel, which can be analysed with the same techniques as 2-1 poly-t densities, using the results from Section 3 in Richard and Tompa (1980) . For the next subsection we shall, therefore, focus on the Student option, whereas the Normal prior density will be used in Subsection 3.4. The evaluation of the second expectation in (3.11) can, in principle, be based on the algorithms for integrating poly-t densities as found in the computer software PT'D, documented in Bauwens et al. (1981) . The latter software can, however, not cope with moments of higher order than two or moments of nonlinear functions, and requires that we write the result of the last two, analytical, expectations as an explicit function of ;1. n Although the latter is not impossible, given the hyperparameters in (3.2) and the recursive formulae in (3.4) and as in (2.37) and (2.38), it might qu~ckly lead to problems PTD cannot handle and might require considerable programming effort.
The Monte Carlo Strategy ----------------------
Therefore, we propose to draw values for ;~, given ;1 which can be (n-1)' done directly in the case of s 1-1 poly-t density, and requires some importance sampling when we are faced with a 2-1 poly-t density, using a 1-1 by 3(n-1).
2. Conditionally on~1(k) draw a vector ;1 from a 1-1 poly-t density 1 (n-1)' 1 1(k)n function in Rn dimensions, say D1-1(;nl~(n-1)'Y,X), which is either the actual conditional posterior density, or an approximation to it constructed according to the principles in Bauwens and Richard (1985) . We have then obtained a drawing for the entire vector ;1, which we call 31(k) 3. Given ;1(k), evaluate g(E,~) enalytically, using the conditional postec~ior densities in (3.1) and (3.2), and the recursive approach.
After N replications of these three steps, we approximate the actual expected value of g(E,;) by the weighted sample mean where now, for the sake of brevity, the analytical expectation is taken with respect to E
with the weight function
D1-1(~n(k)I~(nkl)~Y~X) D1F(3~nki)IY.X) (3.12) (3.13) 24 the ratio of the actual posterior densities in (3.10) end the importance functions drawn from, both evaluated at the k-th value drawn. Note that, whenever the conditional posterior density of ;n is of the 1-1 poly-t form, the weights will simplify to D(;(n-1)IY~X) . 1(k) DIF(;(n-1)~Y.X) (3.14) and only the numerical integration over ;~n-1) will contribute to the estimated relative error bounds as defined in Kloek and van Dijk (19~8) and Bauwens (1984) . Even in the 2-1 poly-t case for ;nl~(n-1), it is to be expected, given the encouraging results of Bauwens end Richard (1985) , that the main difficulties integrating over seems critical.
Bauwens (1984) As the posterior analysis of the last equation's coefficients in ;1 is based on the rather well-known (given some numerical effort) properties of its conditional posterior density, whereas this extra information is lacking in the case of ;~n-1), one might expect that the results are not fully im.ariant with respect to the ordering of the equatlons. Remember, however, that in practice this ordering will, to a large extent, be dírected by the effort to group as many coefficients as possible in ;2, which allows for (conditional) analytical treatment. Should this criterion still leave us with a choice, then one could think of putting an "equation of special interest" last, or one could be guided by considerations of dimension or covarience structure as in Bauwens (1984) .
Monte Carlo Analysis-of-the-Covariance-Matrix ----------------
In the previous subsections we have adopted the usual practice of first integrating out the covariance matrix, using a recursive decomposition as in the prior specification (2.31) and (2.32). where ai is the i-th column of A, j ust like ai i n (2.24), the prior equivalent of which also holds in prior mean with subscript 0, and we define
a relative precision matrix which we assume to be nonsingular, and
(3.19)
If A2 happens to be matrix-restricted as in (2.9), leading to (3.5) and (3.6), the densities (3.16) and (3.1~) are compatible with an InvertedWishart density on the full covariance matrix, which then takes the form (3.21) using the definitions in (3.7) and (3.9), a simple NC outcome, as expected, under matrix restrictions on AZ. Finally, this gives us the same marginal posterior density as found in (3.8) for ;1.
Of course, the order of the integrations could be reversed. In particular, Richard and Steel (1988) find that 1n SURE models it might be preferable to integrate out the coefficients analytically (under an RENC prior structure) given E, and, subaequently, perform the Monte Carlo analysis on E, using an Inverted-Wishart importance function. The latter allows for e sipple iterative strategy to calibrate its hyperparameters, and, heuristically, it is felt that the vec form restrictions in (2.~) might induce a larger departure from the NC poaterior results for the ccefficients on which the restrictions are imposed, than for the covariance matrix, which is not subject to restrictions in our analysis. Let us, nuw, consider the possibility of a similar treatment of the SEM discussed here.
The RENC prior density of~i, given (~i'~i';(i-]~)) in (z.33) implies the following prior structure for the entire vector j , given ï: From both (3.37) and (3.40) it becomes epparent that now e fully analyt.ical treatment of all parameters requires that all coefficients be grouped in AZ on which only matrix form restrictions are imposed, as this order of integration dces not allow for exploiting recursive properties in any obvious way. In general, however, (3.36) will be used for a Monte Carlo analysis on E, using an importance function of the Inverted Wishart type, as in Richard and Steel (1988) . The point to note here is that, in order to integrate out ;1 enalytically by (3-33) we had to impose a Normal or diffuse prior density of ;1 and, much more importantly, we required that
B~did not involve any coefficients of the model, i.e., in practice, we limit ourselves to triangular systems or models of the SURE type. We consider this to be s major drawback of the approach described in this subsection. 
A Survey-of-Posterior Results
Having presented a collection of posterior results under two distinct integration sequences, we shall now attempt to systematically indicate the implications of both strategies under different model and prior assumptions. As we implicitly define SEM in the table as a system leading to a nonconstant Jacobian~B~T, and since ;1 is defined as the vector of coefficients that IBO can possibly depend on, we feel that SEM is incompatible with the case where .~1 -0, as this would essentially imply we are in the case where~B~-1(or any other constant). The latter case is, computationally, the most simple one, and was analysed in Steel (1988) , where attention is focused on the SURE model, i.e. B is taken to be the identity matrix.
From our more general framework here it becomes obvious that these simple analytical results carry over to the cese where B is triangular with constant diagonal elements, provided, of course, the RLI assumption continues to hold (i.e. .l -0). The case where .~1 ) 0 and we are noninfor-1 n mative on ;n, given ;~n-1), is, in addition, equivalent to including ;~in ;2 for triangular or SURE systems, which means the two lower left entries in the table coincide.
Remark that the Monte Carlo strategy as given in Subsection 3.3 strictly applies only to SEM systems with .~1 )~n ) 0, the most complicated case, but that it can easily be adapted to cover the other, less demanding, cases appearing in Table 1 (barring the last column, of course).
The different entries in the table will also entail different consequences for the existence of posterior moments. The treatment of ;Z, however, is similar for all cases where we draw on the coefficients, and from (3.2) we obtain that the conditional posterior moments of ;2, given ;1, wíll exist at least up to order in view of the RLI assumption ( i.e. max{.Li} -,Ln). i
Of course, (3.2) is in terms of~ri instead of ;i, but it can easily be shown that moments for yi and for ;i should exist up to the same order.
Following Drèze (19~7), we cen also give sufficient conditions for the existence of posterior moments for ;n, conditional on~~n-1), provided its prior density in (2.41) is of the Student t form with i~degrees of freedom and a PDS precision matrix. Assuming that qn can be written as a nondegenerate kernel,~) we obtain the existence results grouped in Table  2, where both the RENC prior structure as in (2.31)-(2.33), as the class of diffuse prior densities in (2.39) are considered, and we draw in the space of the coefficients. This seems an essential requirement if we wish to extend the domain of application of Bayesian methods to models of some empirical relevance, like the popular simultaneous equation model discussed here.
Provided our prior assumptions are formulated within a Normal and Inverted-Wishart framework, we can treat some of the parameters analytically and we typically have a choice as to which parameters we integrate out first iq this analytical fashion.
(i) Given prior independence between ; and E, and an Inverted-Wishart prior structure on ï, we know its posterior density will be of the same functional form and we can treat it analytically. In the RENC prior density assumed here, however, ;Z does depend on ï, leading to (ii) An alternative integration sequence proceeds from first using the Normal prior structure on ;Z to integrate it out analytically, given all other parameters, and then attempt to handle ;1 in an analytical way, given ï. The snag of this strategy is that the latter integration can, at least presently, only be performed for triangular or SURE systems, seriously restraining its applicability.
An advantage, on the other hand, might be that the resulting Monte Carlo analysis of ï could prove rather reliable and efficient, as suggested by Richard and Steel (1988) .
Note that, in this approach, the RLI assumption becomes irrelevant as recursivity is not exploíted here. Only in the limit case of matrixform restrictions (natural conjugate8)) will simplifications occur (to the well-known analytically tractable natural conjugate densities).
Although we have not yet undertaken any serious empirical work based on the strategies advocated in this paper, we can give some indication of the computational gain through approach (i) by considering the dimension of tire Monte Carlo integrations, which, typically, bear the brunt of the hardware requirements.
Firstly, we consider a very small macroeconomic model from Johnston (1963) , which was used i n the seminal paper of Kloek and van Dijk (19~8) .
Written in terms of deviations around the mean, as in Dauwens (1984) , the model contains two behavioural equations (for consumption and investment) with three regression ccefficients, and one identity. Of these three parameters one can be handled analytically in our framework, and one by poly-t based methods, which leaves just a simple univariate numerical integra- The dimensional gain is thus considerable for both models examined here, and, in general, we expect our hybrid method in (i) to be much more efficient than Monte Carlo methods on the space of all regression ccefficients.
This argument will, typically, also hold for the method in (ii) [see Steel (198~) ], but additional work is needed to apply this approach to SEM systems.
An additional reason for preferring a partly analytical approach to a fully numerical one is, of course, the reliability of the inference, which, in a numerical Monte Carlo approach can always be subject to unexpected chenges due to undominated9) tails of the posterior density or an insufficient number of drawings. The latter argument is valid irrespective of computational considerations, and may, in smaller models, even be the main attraction of the hybrid approach proposed here.
