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Abstract
Dilation theory originated from Sz.Nagy’s celebrated dilation theorem which states
that every contractive operator has an isometric dilation. Regular dilation is one of many
fruitful directions that aims to generalize Sz.Nagy’s dilation theorem to the multi-variate
setting. First studied by Brehmer in 1961, regular dilation has since been generalized to
many other contexts in recent years.
This thesis is a compilation of my recent study of regular dilation on various semigroups.
We start from studying regular dilation on lattice ordered semigroups and shows that
contractive Nica-covariant representations are regular. Then, we consider the connection
between regular dilation on graph products of N, which unifies Brehmer’s dilation theorem
and the well-known Frazho-Bunce-Popescu’s dilation theorem. Finally, we consider regular
dilation on right LCM semigroups and study its connection to Nica-covariant dilation.
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Chapter 1
Introduction
The study of dilation theory originated from Sz.Nagy’s celebrated dilation theorem [67]. It
states that every contractive operator T ∈ B(H) on a Hilbert space H can be embedded in
an isometric operator V ∈ B(K) on a larger Hilbert space K ⊃ H, so that for every n ≥ 1,
PHV n
∣∣
H = T
n.
The operator V is often called the isometric dilation of T . There are many attempts
to generalize Sz.Nagy’s result to the multi-variate setting. Ando [4] proved that a pair of
commuting contractions can be simultaneously dilated to a pair of commuting isometries.
However, it cannot be extended further due to a counterexample of Parrott [51], where he
found a triple of commuting contractions that do not have a commuting isometric dilation.
A natural question to ask is when does a family of contractions have isometric dilations?
There are many results that seek to generalize Sz.Nagy’s result to this setting. Brehmer
[9] first considered a special type of isometric dilation called the regular dilation. For
each m = (m1, · · · ,mk) ∈ Zn, denote (m+i ) = (max{mi, 0}) and (m−i ) = (max{−mi, 0}).
Brehmer considered the question: when does a commuting family of contractions T1, · · · , Tk
has a commuting isometric dilation V1, · · · , Vk that satisfy a stronger condition,
T (m−)∗T (m+) = PHV (m−)∗V (m+)
∣∣
H,∀m ∈ Zk.
Brehmer called such dilation a regular dilation for the family (Ti) and established that
(Ti) has a regular dilation if and only if for every subset W ⊆ {1, · · · , k},∑
U⊆W
(−1)|U |T ∗UTU ≥ 0.
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Here, TU =
∏
i∈U Ti and by convention T∅ = I.
The family of commuting contractions T = (T1, · · · , Tk) can be viewed as a contractive
representation of the abelian semigroup Nk. The corresponding representation T : Nk →
B(H) can be defined by sending the i-th generator ei to T (ei) = Ti. Therefore, it is
natural to consider isometric dilation of contractive representations of semigroups. Given
a semigroup P , one can consider a contractive representation T : P → B(H), where each
T (p) is a contractive operator. We can ask the question when does T have an isometric
dilation in the sense that there exists an isometric representation V : P → B(K) on a
larger Hilbert space K ⊃ H, so that for all p ∈ P ,
PHV (p)
∣∣
H = T (p).
It is not immediately clear on how one can extend Brehmer’s regular dilation to rep-
resentations on semigroups. Indeed, one has to first define a notion of m+ = max{m, 0}
and m− = max{−m, 0}. Nevertheless, for a special class of semigroups called the lattice-
ordered semigroups, this notion can be defined. This allows us to study regular dilation
on this special class of semigroups. Davidson, Fuller and Kakariadis [21] study regular
dilation in relation to C∗-envelopes of semicrossed products of operator algebras. It was
not known how to extend Brehmer’s condition to an arbitrary lattice-ordered semigroup.
In particular, it was an open question in [21] whether every contractive Nica-covariant
representation on an abelian lattice ordered semigroup has a regular dilation.
This question initiated our study of regular dilation. This thesis is a compilation of
recent works on regular dilation on various semigroups, its relation with isometric Nica-
covariant representation, and its application in the study of operator theory and operator
algebras.
In Chapter 3, which is based on [40], I establish equivalent conditions for a contractive
representation of any lattice ordered semigroup to have regular dilation. In particular, I
show every contractive Nica-covariant representation on any lattice ordered semigroup has
a regular dilation. This answers the question posed in [21] positively. We also prove
the minimal isometric dilation for a contractive Nica-covariant representation is Nica-
covariant. This provides a glimpse of the relation between regular dilation and isometric
Nica-covariant representation. Indeed, we eventually show that having a regular dilation
is equivalent to having a Nica-covariant dilation. We also define and study row contrac-
tive representations on a lattice ordered semigroup as a generalization of the commuting
row contractive family studied by Brehmer. Finally, we investigate the relation between
Brehmer’s condition and the condition I derive for lattice ordered semigroups. This leads to
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a nice Cholesky decomposition for certain operator matrix. This Cholesky decomposition
technique becomes a crucial tool in the analysis of regular dilation of other semigroups.
However, the lattice ordered semigroups have many limitations. Many interesting
classes of semigroups (the free semigroup, graph product of N) are not included. The
goal is to extend regular dilation further to a larger class of semigroups. One potential
candidate is the class of quasi-lattice ordered semigroups. Quasi-lattice ordered semigroups
were first studied by Nica [48] where he studied C∗-algebras generated by certain covariant
representations on the semigroup. These representations are now called isometric Nica-
covariant representations.
The first step towards generalizing regular dilation to quasi-lattice ordered groups starts
with considering a very concrete setting on graph product of N. There are many advantages
behind considering this class of semigroups. They are an important class of quasi-lattice
ordered semigroups intensively studied in [17]. They are also interpolating the commutative
lattice ordered semigroup Nk and the non-commutative quasi-lattice ordered semigroup
F+k . On the free semigroup F
+
k , there is another well-known theorem due to Frazho, Bunce,
and Popescu that generalizes Sz.Nagy’s dilation to non-commutative operators. Given
T = (T1, · · · , Tn) (n ≥ 2, and can be ∞), it is called a row contraction if
n∑
i=1
TiT
∗
i ≤ I.
Equivalently, T can be viewed as a contractive operator from H(n) to H. Frazho-Bunce-
Popescu’s dilation states that every row contractions can be dilated to a row isometry
V = (V1, · · · , Vn). Here, Vi are isometries with orthogonal ranges. The n-tuple T =
(T1, · · · , Tn) can be thought as a representation of the free semigroup F+n . One may notice
that an isometric row contraction precisely corresponds to an isometric Nica-covariant
representation of the free semigroup. This inspires us to wonder about the connection
between two seemingly unrelated results: the Brehmer dilation on the abelian Nk and the
Frazho-Bunce-Popescu dilation on the non-abelian F+k .
In Chapter 4, which is based on [42], we explore the connection between these two
results by studying regular dilation on graph products of N. Given a simple graph on k
vertices, we can define the graph product of N as the unital semigroup generated by k
generators e1, · · · , ek, where ei, ej commute when (i, j) is an edge in the graph. This class
of semigroups naturally connects the free abelian semigroup Nk and the free semigroup
Fk. Indeed, on one extreme, if the graph has no edges, then the graph product is the free
semigroup. On the other extreme, when the graph contains all possible edges, then the
graph product is the free abelian semigroup.
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We established a Brehmer type condition for contractive representations of the graph
product of N, which unifies the Brehmer’s dilation and Frazho-Bunce-Popescu’s dilation.
Moreover, we make an important observation that having a regular dilation is equivalent to
having a minimal isometric Nica-covariant dilation. This is a crucial step when we extend
regular dilation further and beyond quasi-lattice ordered semigroup in Chapter 5.
Nica-covariance condition has already been generalized beyond quasi-lattice ordered
semigroups. For example, the Nica-covariance condition can be defined on right LCM
semigroups, and more recently any cancellative semigroup following Xin Li’s construction
via constructible right ideals [44]. The dilation result on graph product of N connects
regular dilation with isometric Nica-covariant representation, which allows us to further
generalize the notion of regular dilation to a wider class of semigroups.
In Chapter 5, which is based on [41], we extend the regular dilation results to right LCM
semigroups. Right LCM semigroups are a natural generalization of quasi-lattice ordered
semigroups that attracted much research interest recently. The main result establishes the
equivalence among having regular dilation, having an isometric Nica-covariant dilation,
and a Brehmer-type condition. In particular, we focus on a few examples of right LCM
semigroups and derive their corresponding Brehmer-type condition. This proof avoids
many technical lemmas that we used in Chapter 4, and gives a shorter proof of the result
in the case of graph product of N. This concludes our study of regular dilation.
Dilation theory has many applications in the study of operator algebra and operator
theory. We go over a few applications of regular dilation in Chapter 6. In Section 6.1,
we show how regular dilation plays a role in the study of semicrossed product algebra.
In Section 6.2, which is based on [39], we study the relation between regular dilation and
subnormal operators.
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Chapter 2
Preliminaries
This chapter briefly introduces the background for this thesis. The goal of this thesis is to
present many recent results that characterize regular dilation on various semigroups and
relates regular dilation to the Nica-covariance condition.
We start by reviewing the theory of semigroups. In particular, we mostly focus on the
structure of lattice ordered and quasi-lattice ordered semigroups. We will briefly go over the
left-cancellative semigroups, recently studied by Xin Li. One particular left-cancellative
semigroup that we focus on is called the right LCM semigroup. Finally, we review the
graph product of semigroups, which is a useful way to construct new semigroups from
existing ones.
We then explore many dilation results for various families of operators and representa-
tions. Dilation theory started from Sz.Nagy’s celebrated dilation theorem. Initially, people
focused on studying dilation of commuting contractions, especially after Ando showed a
pair of commuting contractions have commuting isometric dilation. However, there are
counterexamples where a triple of commuting contractions fails to have commuting iso-
metric dilation. This motivated Brehmer’s work on regular dilation which gives a nice
condition on whether a family of commuting contractions can have a stronger dilation
known as regular dilation. Meanwhile, dilation of non-commuting contractions is also very
fruitful, following Frazho-Bunce-Popescu’s dilation theorem on row contractions. These
dilation results can be seen as dilation of semigroup representations. We will review some
earlier results of regular dilation on lattice ordered groups that motivated our study.
Finally, we review the Nica-covariance condition on quasi-lattice ordered semigroups
and its generalization on right LCM-semigroups.
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2.1 Semigroups
This section gives a brief overview of various classes of semigroups. We will go over the
basics of lattice ordered semigroups, quasi-lattice ordered semigroups, and the more gen-
eral left-cancellative semigroups including the right LCM semigroups. The structure of
lattice ordered semigroups allows us to easily extend the definition of Brehmer’s regular
dilation. However, this is no longer the case for quasi-lattice ordered semigroups. Among
many classes of quasi-lattice ordered semigroups, our focus is on the graph product of N,
an important class of semigroups interpolating the free abelian semigroup and the free
semigroup. We will also briefly go through some recent development of left-cancellative
semigroups that further generalizes the quasi-lattice ordered semigroups.
Throughout this thesis, a semigroup P is a set with an associative binary operation
· : P × P → P . The semigroup is always assumed to be left-cancellative, meaning if
a, x, y ∈ P and ax = ay, then x = y. The semigroup is always assumed to be unital
(often called monoid), meaning that there exists a unit e ∈ P so that for any x ∈ P ,
ex = xe = x. The semigroup P does not have to be embedded in a group G. In fact,
checking whether certain semigroup can be embedded in a group can be difficult (see for
example of Artin monoids [50]). We only make the assumption that P is embedded in a
group G for sections 2.1.1 and 2.1.2. For section 2.1.3, we discuss some recent development
of left-cancellative semigroups, focusing on the case of right LCM semigroups. Finally,
in section 2.1.4, we discuss the graph product of semigroups, which gives a rich class of
semigroups from existing ones.
2.1.1 Lattice-Ordered Semigroups
Let G be a group. A unital semigroup P ⊆ G is called a cone. A cone P is spanning if
PP−1 = G, and is positive when P
⋂
P−1 = {e}. A positive cone P defines a partial order
on G via x ≤ y if x−1y ∈ P . We call this partial order compatible with the group if for any
x ≤ y and g ∈ G, we always have gx ≤ gy and xg ≤ yg. Equivalently, the corresponding
positive cone satisfies a normality condition that gPg−1 ⊆ P for any g ∈ G, and thus x ≤ y
whenever yx−1 ∈ P as well. When P is a positive spanning cone of G whose partial order
is compatible with the group, if every two elements x, y ∈ G have a least upper bound
(denoted by x∨ y) and a greatest lower bound (denoted by x∧ y), the pair (G,P ) is called
a lattice ordered group. Conversely, if ≤ is a lattice order on G that is compatible with the
group, it is not hard to check that P = {p : e ≤ p} defines a positive spanning cone. When
there is no ambiguity, we may refer P as a lattice ordered semigroup.
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In the special case when the partial order ≤ defines a total order on G, G is called a
totally ordered group. Equivalently, G is totally ordered if and only if the corresponding
semigroup P is a positive cone that satisfies P
⋃
P−1 = G.
Lattice ordered groups are also called `-groups. One has to be cautious that there is a
different notion of lattice ordered groups/semigroups defined in [17, Definition 26], where
the normality condition on P is removed.
Example 2.1.1. (Examples of Lattice Ordered Groups)
1. (Z,Z≥0) is a lattice ordered group. In fact, this partial order is also a total order.
More generally, any totally ordered group (G,P ) is also a lattice ordered group.
2. Let (Gi, Pi)i∈I be a family of lattice ordered groups. Their direct product (
∏
Gi,
∏
Pi)
is also a lattice ordered group.
3. Let T be a totally ordered set. A permutation α on T is called order preserving if
for any p, q ∈ T , p ≤ q, we also have α(p) ≤ α(q). Let G be the set of all order
preserving permutations, which is clearly a group under composition. Let P = {α ∈
G : α(t) ≥ t, for all t ∈ T }. Then (G,P ) is a non-abelian lattice ordered group [3].
4. Let Fn be the free group on n generators, and F+n be the semigroup generated by the
n-generators. Then (Fn,F+n ) defines a quasi-lattice ordered group [48, Examples 2.3].
However, this is not a lattice ordered group since F+n is not spanning.
5. Consider the Braid monoid on 4 strings:
B+4 = 〈e1, e2, e3 : e1e2e1 = e2e1e2, e2e3e2 = e3e2e3, e1e3 = e3e1〉.
We can similarly define the Braid group B4 on 4 strings to be the group generated
by the same set of generators. (B4,B+4 ) is a quasi-lattice ordered group, and it is not
hard to verify that any finite subset of B4 has a least upper bound. Hence it is a
“lattice ordered semigroup” according to the definition in [17]. However, this is not
a “lattice ordered group” according to our definition since the partial order it defined
is not compatible with the group. For example, take x = e1 and y = e1e2. It is simple
to check that x ≤ y but xe3  ye3.
One important feature of lattice ordered groups is that every element g can be de-
composed as a product of a positive part and the inverse of a negative part in a unique
way. For example, when (G,P ) = (Zk,Nk), every element n = (ni) ∈ G can be written as
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n+−n−, where (n+i ) = (max{ni, 0}) and (n−i ) = (max{−ni, 0}). For any element g ∈ G of
a lattice ordered group (G,P ), g can be written uniquely as g = g+g
−1
− where g+, g− ∈ P ,
and g+ ∧ g− = e. In fact, g+ = g ∨ e and g− = g−1 ∨ e. This property is essential in our
definition of regular dilation on lattice ordered semigroups.
Lattice ordered groups have many nice properties.
Lemma 2.1.2. Let (G,P ) be a lattice order group, and a, b, c ∈ G.
1. a(b ∨ c) = (ab) ∨ (ac) and (b ∨ c)a = (ba) ∨ (ca). A similar distributive law holds for
∧.
2. (a ∧ b)−1 = a−1 ∨ b−1 and similarly (a ∨ b)−1 = a−1 ∧ b−1.
3. a ≥ b if and only if a−1 ≤ b−1.
4. a(a ∧ b)−1b = a ∨ b. In particular, when a ∧ b = e, ab = ba = a ∨ b.
5. If a, b, c ∈ P , then a ∧ (bc) ≤ (a ∧ b)(a ∧ c).
One may refer to [3] for a detailed discussion of this subject. Notice by statement (4)
of Lemma 2.1.2 g+, g− commute and thus g = g+g−1− = g
−1
− g+.
Here are some technical lemma that are very useful later.
Lemma 2.1.3. Let p, q ∈ P . Then,
(pq−1)+ = p(p ∧ q)−1 and,
(pq−1)− = q(p ∧ q)−1.
Proof. By property (1) and (2) in Lemma 2.1.2,
(pq−1)+ = (pq−1 ∨ e)
= p(q−1 ∨ p−1)
= p(p ∧ q)−1.
Similarly, (pq−1)− = q(p ∧ q)−1.
Lemma 2.1.4. Let p, q, g ∈ P such that g ∧ q = e. Then (pg) ∧ q = p ∧ q.
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Proof. By the property (5) of Lemma 2.1.2, we have that
(pg) ∧ q ≤ (p ∧ q)(g ∧ q) = p ∧ q.
On the other hand, p ∧ q is clearly a lower bound for both p ≤ pg and q, and hence
p ∧ q ≤ (pg) ∧ q. This proves the equality.
Lemma 2.1.5. Let p, q ∈ P . If g ∈ P is another element where g ∧ q = 0, then
(pgq−1)− = (pq−1)− and,
(pgq−1)+ = (pq−1)+g.
In particular, if 0 ≤ g ≤ p, then
(pg−1q−1)− = (pq−1)− and,
(pg−1q−1)+ = (pq−1)+g−1.
Proof. By Lemma 2.1.3, we get (pgq−1)+ = pg(q ∧ pg)−1. Apply Lemma 2.1.4 to get
(q ∧ pg)−1 = (q ∧ p)−1.
Now g ∧ (p ∧ q) = e and thus g commutes with p ∧ q by property (4) of Lemma 2.1.2.
Therefore,
(pgq−1)+ = pg(q ∧ pg)−1
= p(q ∧ p)−1g
= (pq−1)+g.
The statement (pgq−1)− = (pq−1)−g can be proven in a similar way.
Finally, for the case where 0 ≤ g ≤ p, it follows immediately by considering p′ = pg−1
and thus p = p′g.
Lemma 2.1.6. If p1, p2, · · · , pn ∈ P and g1, · · · , gn ∈ P be such that gi ≤ pi for all
i = 1, 2, · · · , n. Then ∧ni=1pig−1i ≤ ∧ni=1pi. In particular, when ∧ni=1pi = e, we have
∧ni=1pig−1i = e.
Proof. It is clear that e ≤ pig−1i ≤ pi, and thus
e ≤ ∧ni=1pig−1i ≤ ∧ni=1pi.
Therefore, the equality holds when the last term is e.
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2.1.2 Quasi-lattice Ordered Groups
Quasi-lattice ordered groups were first defined by Nica in [48], where he studied isometric
covariant representations and their C∗-algebras. These representations are now known as
isometric Nica-covariant representations, and they have been intensively studied since then
[37, 35, 17, 18, 43].
Suppose P is a unital positive cone inside a group G. Similar to the case of lattice
ordered group, P defines a left-invariant partial order≤ on G via x ≤ y whenever x−1y ∈ P .
The partial order ≤ defined by P on G is called a quasi-lattice order if any finite set F ⊂ G
with an upper bound in G has a least upper bound in G, denoted by ∨F . In this case,
the pair (G,P ) is called a quasi-lattice ordered group. We often refer P as a quasi-lattice
ordered semigroup.
Quasilattice ordered groups differ from lattice ordered group in two ways. First, not
every finite subset F ⊂ G has an upper bound. It is often convenient to add an ∞ to P
where x∞ = ∞ = ∞x for all x ∈ G, and when F has no upper bound, we often denote
∨F = ∞. Second, we do not require the partial order to be compatible with G. The
partial order we defined is only left-invariant, meaning that if x ≤ y when gx ≤ gy for all
g, x, y ∈ P . Dually, we can define a right-invariant partial order ≤r by x ≤r y if yx−1 ∈ P .
Example 2.1.7. Quasi-lattice ordered semigroups cover a wide range of important classes
of semigroups.
1. Every lattice ordered group (G,P ) is also quasi-lattice ordered.
2. Given a simple graph Γ on k vertices, one can define PΓ, the graph product of N
associated with the graph to be the unital semigroup generated by k generators where
ei, ej commute whenever there is an edge between the vertices i, j. This is also known
as the right angled Artin monoid or the graph semigroup. It is a quasi-lattice ordered
semigroup inside the group generated by the same set of generators. Notice that in
the special case when the graph is the complete graph, PΓ is simply Nk. When the
graph contains no edge, PΓ is the free semigroup on n generators.
We can similarly define GΓ to be the group generated by the same set of generators.
(GΓ, PΓ) forms a quasi-lattice ordered group for each simple graph Γ.
The graph product of N is a special case of a large class of quasi-lattice ordered semi-
groups known as the Artin monoids.
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Example 2.1.8. We first denote 〈s, t〉m = stst · · · , where we write s, t alternatively for a
total of m times. For example, 〈s, t〉3 = sts.
Consider a symmetric n×n matrix M where mi,i = 1 for all i, and mi,j ∈ {2, · · · ,+∞}
when i 6= j. One can define A+M , the Artin monoid associated with M to be the unital
semigroup generated by e1, · · · , en, where each ei, ej, i 6= j, satisfy the relation 〈ei, ej〉mi,j =
〈ej, ei〉mi,j . In particular, when mi,j = +∞, this means there is no relation between ei and
ej. One can similarly define the Artin group AM be the group generated by the same set of
generators.
The Artin monoid is said to be right-angled if each mi,j = 2 or +∞ for all i 6= j. One
may define a graph Γ on n vertices where i, j are adjacent whenever mi,j = 2. The graph
product associated with Γ discussed in the Example 2.1.7 (2) is precisely the right-angled
Artin monoid.
The Artin monoid is said to be of finite type if each mi,j < ∞. For example, if for
all i 6= j, mi,j = 3 when |i − j| = 1 and mi,j = 2 otherwise, then the Artin group is the
familiar Braid group on (n+ 1)-strings.
It is known that (AM , A
+
M) is a quasi-lattice ordered group when it is right angled or of
finite type. In fact, these two cases are the only known Artin monoids to form a quasi-lattice
ordered group [17].
2.1.3 Left-Cancellative Semigroups
Very recently, there has been a lot of research interest on the C∗-algebra of left-cancellative
semigroups, following Xin Li’s work on semigroup C∗-algebras [43, 44]. Li’s construction
can be seen as a generalization of Nica’s study of quasi-lattice ordered semigroup.
Definition 2.1.9. A semigroup P is called left cancellative if for any p, a, b ∈ P with
pa = pb, we have a = b.
Xin Li generalized Nica-covariant representations on quasi-lattice ordered groups by
considering the so-called constructible right ideal.
Definition 2.1.10. Given a left cancellative semigroup P , a set I ⊆ P is called a right
ideal if for any p ∈ P ,
I · p = {xp : x ∈ I} ⊆ I.
A right ideal I is called a principal right ideal if I = pP for some p ∈ P .
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Given a right ideal I and p ∈ P , one can define
pI = {px : x ∈ I}
p−1I = {y : py ∈ I}
It is not hard to check that when I is a right ideal, both pI and p−1I are also right
ideals for all p ∈ P . Moreover, if I, J are two right ideals in P , then their intersection I ∩J
is also a right ideal in P .
Definition 2.1.11. The set of constructible ideals J (P ) of a left-cancellative semigroup
P is the smallest collection of right ideals of P so that
1. Every principal right ideal is in J (P ).
2. J (P ) is closed under finite intersection.
3. For each I ∈ J (P ) and p ∈ P , pI, p−1I are also in J (P ).
In this section, we focus on a special case of left-cancellative semigroup.
Definition 2.1.12. A unital semigroup P is called right LCM if it is left cancellative and
for any p, q ∈ P , either pP ⋂ qP = rP for some r ∈ P or pP ⋂ qP = ∅.
In the case when pP
⋂
qP = rP , we can treat r as a least common multiple of p, q.
There might be many such least common multiples, but it is clear that if r, r′ are both
least common multiples of p, q, then there exists an invertible u with r · u = r′. For each
p, q ∈ P , let us denote p ∨ q = {r : pP ⋃ qP = rP}. Similarly, for a finite subset F ⊂ P ,
let ∨F = {r : ⋃x∈F xP = rP}. In the case when ∨F = ∅, we often write ∨F = ∞ (in
the case of quasi-lattice ordered groups, this corresponds to F having no common upper
bound). We also denote P ∗ the set of invertible elements in P .
Example 2.1.13. The Thompson’s monoid is closely related to the well-known Thompson’s
group. There is a great interest in whether the Thompson’s group is amenable or not. The
Thompson’s monoid can be written as
F+ = 〈x0, x1, · · · |xnxk = xkxn+1, k < n〉 .
The Thompson’s monoid embeds injectively in the Thompson group, and it is a right
LCM semigroup [44] (it follows from the discussion after [44, Lemma 6.32] that every
constructible right ideal of F+ is principal and thus it has the right LCM property).
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Example 2.1.14. For an Artin monoid A+M that is neither right-angled nor finite type, it
is known that A+M embeds injectively inside AM [50]. It is an open question on whether
(AM , A
+
M) forms a quasi-lattice ordered group. However, it is known that A
+
M is a right
LCM semigroup.
Notice that being a right LCM semigroup only requires that every finite subset F ⊂ A+M
with an upper bound to have a least upper bound. Being a quasi-lattice ordered group
requires that every finite subset F ⊂ AM with an upper bound to have a least upper bound.
In general, right LCM is a much easier condition to check.
In [13], it is shown that the Zappa-Sze´p product of semigroups provide a way to con-
struct a rich class of right LCM semigroups. Let U,A be two unital semigroup with
identities eA, eU respectively. Suppose there are two maps U × A → U by (u, a) → a · u
and U × A→ A by (u, a)→ a|u that satisfy:
(B1)eA · u = u; (B5)a · (uv) = (a · u)(a|u · v);
(B2)(ab) · u = a · (b · u); (B6)a|uv = (a|u)|v;
(B3)a · eU = eU ; (B7)eA|u = eA;
(B4)a|eU = a; (B8)(ab)|u = a|b·ub|u.
Then the external Zappa-Sze´p product U ./ A is the Cartesian product U × A with
multiplication defined by
(u, a)(v, b) = (u(a · v), (a|v)b).
This allows us to build more right LCM semigroups from existing ones.
Lemma 2.1.15 (Lemma 3.3, [13]). Suppose U,A are left cancellative semigroups with maps
(a, u) → a · u and (a, u) → a|u that defines a Zappa-Sze´p product U ./ A. Suppose U is
a right LCM semigroup, and the set of constructible right ideals of A is totally ordered by
inclusion, and u→ a · u is a bijection from U to U for each a ∈ A. Then U ./ A is a right
LCM semigroup.
Example 2.1.16. Zappa-Sze´p products provide more examples of right LCM semigroups.
1. Baumslag-Solitar monoids form another class of quasi-lattice ordered groups recently
studied in [65, 15]. For n,m ≥ 1, the Baumslag-Solitar monoid Bn,m is the monoid
generated by a, b with the relation abn = bma. It is pointed out in [13, Section 3.1]
that they are the Zappa-Sze´p product of
U = 〈e, a, ba, · · · , bm−1a〉, and A = 〈e, b〉.
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2. The semigroup No N× where
(x, a)(y, b) = (x+ qy, ab).
One can similarly define Q o Q×+. It is known that the pair (Q o Q×+,N o N×) is
quasi-lattice ordered [38, Proposition 2.1]. It is also shown in [13, Section 3.2] that
this semigroup is a Zappa-Sze´p product.
3. One can construct a right LCM semigroup that is not quasi-lattice ordered using
Zappa-Sze´p product. Take U = N× and A = T, and let a · u = u, a|u = au for all
a ∈ A, u ∈ U . Their Zappa-Sze´p product can be described as
(n, eiα)(m, eiβ) = (nm, ei(mα+β)).
One can easily verify that U ./ A is a right LCM semigroup using Lemma 2.1.15.
In U ./ A, (1, 1) is the identity. Moreover, the set of invertible elements consists of
(1, eiα), where the inverse of (1, eiα) is (1, e−iα). Since it has non-trivial invertible
elements, U ./ A cannot be a quasi-lattice ordered semigroup since it is not a positive
cone.
We now briefly discuss a few important properties of right LCM semigroups which will
be useful later. For the rest of this section, we fix a right LCM semigroup P .
Let a ∈ P and let F ⊂ P be a finite subset. Denote a · F = {a · p : p ∈ F}. If
bP ⊇ ⋂x∈F xP , we often write b−1∨F = {b−1r : r ∈ ∨F}. Notice that since bP ⊇ ⋂x∈F xP ,
for each r ∈ ∨F , bP ⊇ rP and r = bp for some p ∈ P . This implies that b−1r ∈ P and
b−1 ∨ F ⊂ P , even though b−1 is not part of the semigroup.
Lemma 2.1.17. Let a ∈ P and F ⊂ P be a finite subset, ∨ (a · F ) = a · ∨F .
Proof. It suffices to show
⋂
x∈F axP = a ·
⋂
x∈F xP . The containment ⊇ is obvious. For
the ⊆ direction, take r ∈ ⋂x∈F axP and let F = {x1, · · · , xn}. We can find p1, · · · , pn ∈ P
so that r = axipi. By the left cancellative property, xipi = xjpj for all i, j, and thus
r ∈ a ·⋂x∈F xP .
Let F be a finite subset of P and x ∈ ∨F . Consider the set x∨y for some y ∈ P . Notice
for any s ∈ ∨F , x = su for some invertible element u ∈ P ∗. Therefore, xP = suP = sP
and thus
x ∨ y = {r : rP = xP ∩ yP} = {r : rP = sP ∩ yP}.
Therefore, x ∨ y is independent on the choice of x ∈ ∨F . For simplicity, we shall write
it as (∨F ) ∨ y.
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Lemma 2.1.18. Let F1, F2 ⊂ P be two finite sets. Then
∨(F1 ∪ F2) = (∨F1) ∨ (∨F2) .
Proof. Fix si ∈ ∨Fi, we have
(∨F1) ∨ (∨F2) = s1 ∨ s2
= {r : rP = s1P ∩ s2P}
= {r : rP =
( ⋂
x∈F1
xP
)
∩
( ⋂
x∈F2
xP
)
}
= {r : rP =
⋂
x∈F1∪F2
xP}
= ∨(F1 ∪ F2).
The argument still works when one of ∨Fi = ∅.
Lemma 2.1.19. Let p1, · · · , pn ∈ P and a ∈ P . Let F1 = {p1 · a, p2, · · · , pn} and F2 =
{a, p−11 (p1 ∨ p2), · · · , p−11 (p1 ∨ pn)}. Then
∨F1 = p1 · ∨F2.
Proof. Take si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. Since si ∈ p1P , p−11 si ∈ P for all i.
If s′i ∈ p1 ∨ pi, then si = s′iu for some invertible u, and thus siP = s′iP . Therefore,
∨F2 = ∨{a, p−11 si}. Hence, by Lemma 2.1.17,
p1 · ∨F2 = p1 · ∨{a, p−11 si}
= ∨(p1 · {a, p−11 si})
= ∨{p1a, si}
But siP = p1P ∩ piP since si ∈ p1 ∨ pi. Therefore,
p1 · ∨F2 = ∨{p1a, si}
=
{
r : rP = p1aP ∩
( n⋂
i=2
siP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=2
p1P ∩ piP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=1
piP
)}
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Notice that p1aP ⊆ p1P , and thus
{
r : rP = p1aP ∩
( n⋂
i=1
piP
)}
=
{
r : rP = p1aP ∩
( n⋂
i=2
piP
)}
= ∨F1.
2.1.4 Graph Product of Semigroups
Let Γ = (V,E) be a countable simple undirected graph (i.e. the vertex set V is countable,
and there is no 1-loop or multiple edges in the graph). Suppose P = (Pv)v∈V is a countable
collection of right LCM semigroups. The graph product Γv∈V Pv is the semigroup defined
by taking the free product ∗v∈V Pv modulo the relation p ∈ Pv commutes with q ∈ Pu
whenever (u, v) is an edge in the graph Γ. For simplicity, we shall denote PΓ = Γv∈V Pv.
The graph product of groups was first studied in Green’s thesis [30]. Subsequently, it
was used to construct new quasi-lattice ordered groups [17]. A graph product of quasi-
lattice ordered groups is also quasi-lattice ordered [17, Theorem 10]. This is generalized
to graph products of right LCM semigroups. A graph product of right LCM semigroups
is still right LCM [25, Theorem 2.6] (though the original statement concerns left LCM
semigroups, this can be easily translated into right LCM semigroups).
Given x ∈ PΓ, if we can write x = x1x2 · · ·xn where each e 6= xj ∈ Pvj , this is called
an expression of x. Each xj is called a syllable in the expression. For e 6= p ∈
⋃
v∈V Pv, let
I(p) = v if p ∈ Pv.
Let x = x1x2 · · ·xn be an expression of x. Suppose I(xj) is adjacent to I(xj+1), then
xjxj+1 = xj+1xj and thus we can write
x = x1 · · · xj−1xj+1xjxj+2 · · ·xn.
This is called a shuﬄe of x. Two expressions of x are called shuﬄe equivalent if one
expression can be obtained from the other via finitely many shuﬄes.
In the case when I(xj) = I(xj+1), we can let x
′
j = xjxj+1 and write
x = x1 · · ·xj−1x′jxj+2 · · ·xn.
This is called an amalgamation.
An expression x = x1 · · ·xn is called a reduced expression for x if it is not shuﬄe equiv-
alent to an expression that admits an amalgamation. Equivalently, this implies whenever
I(pi) = I(pj) for some i < j, there exists i < k < j so that I(pk) is not adjacent to I(pi).
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A result of Green [30] states that every element x has a reduced expression, and any two
reduced expression of x are shuﬄe equivalent. Therefore, one can define `(x) to be the
number of syllables in a reduced expression of x. `(x) is the least number of syllables in
an expression of x. By convention, if x = e, `(x) = 0.
Given a reduced expression x = x1x2 · · ·xn, a syllable xi is called an initial syllable if
we can shuﬄe this reduced expression as x = xix
′
2 · · ·x′n. Notice that we can shuﬄe xi to
the front if and only if xi commutes with all the syllables x1, · · · , xi−1. Therefore, if xi, xj
are two distinct initial syllables of x, they have to commute. We call a vertex v an initial
vertex of x if there exists an initial syllable xi of x with I(xi) = v.
It is clear that when x = x1 · · ·xn, x1 is always an initial syllable of x and v = I(x1) is an
initial vertex. Moreover, even if the expression x = x1 · · ·xn is not a reduced expression,
I(x1) is still an initial vertex of x (as long as x1 6= e). This follows from the fact that
y = x2 · · ·xn admits a reduced expression y1 · · · yk, and x = x1 · y1 · · · yk. Either v is not
an initial vertex of y and x1 is an initial syllable, or v is an initial vertex of y and x1
amalgamate with this initial vertex and form an initial syllable from Pv.
The graph product of right LCM semigroups has some nice properties. Let us fix a
simple graph Γ = (V,E) and a collection of right LCM semigroups (Pv)v∈V . Let their
graph product be PΓ. The next two lemmas are directly taken from [25].
Lemma 2.1.20 ([25, Lemma 2.5]). Let e 6= p ∈ Pu and e 6= q ∈ Pv where (u, v) ∈ E. Then
pPΓ ∩ qPΓ = pqPΓ.
Lemma 2.1.21 ([25, Lemma 2.7]). Let x, y ∈ Pv for some v ∈ V . Then
1. xPv ∩ yPv = ∅ if and only if xPΓ ∩ yPΓ = ∅.
2. If xPv ∩ yPv = zPv (i.e. z ∈ x ∨ y), then xPΓ ∩ yPΓ = zPΓ.
Lemma 2.1.20 implies that for e 6= p ∈ Pu and e 6= q ∈ Pv where (u, v) ∈ E, pq ∈ p∨ q.
Following the proof of [25, Lemma 2.5], one can deduce that this is true for more than 2
vertices. Recall a finite subset W ⊂ V is called a clique if every two vertices in W are
adjacent in Γ.
Lemma 2.1.22. If W ⊆ V is a clique in Γ, and e 6= pv ∈ Pv for all v ∈ W . Then∏
v∈W pv ∈ ∨{pv : v ∈ W}. In other words,( ∏
v∈W
pv
)
PΓ =
⋂
v∈W
pvPΓ.
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Example 2.1.23. The graph product is a useful tool in constructing new semigroups.
1. In the case when the graph Γ contains no edges, the graph product is simply the free
product.
2. In the case when the graph Γ is a complete graph (i.e. there is an edge between any
distinct pair of vertices), the graph product is simply the direct sum.
3. When each semigroup Pv = N, the graph product of N is precisely the corresponding
right-angled Artin monoid.
2.2 Dilation Theorems
Since Sz.Nagy’s celebrated dilation theorem, dilation has become an active area research
in operator theory and operator algebra. This section gives a brief survey of many dilation
theorems in the literature.
2.2.1 Dilation of Commuting Contractions
Ando first extended Sz.Nagy’s result to two commuting contractions.
Theorem 2.2.1 (Ando). For a pair of commuting contractions T1, T2 ∈ B(H), there exists
a pair of commuting isometries V1, V2 ∈ B(K) on a larger Hilbert space K ⊃ H, so that for
any n1, n2 ≥ 0,
PHV
n1
1 V
n2
2
∣∣
H = T
n1
1 T
n2
2 .
Isometric dilations are important due to a theorem of Ito where he proved isometries
can be further dilated to unitaries ([32], see also [52, Theorem 5.1]).
Theorem 2.2.2 (Itoˆ). For k commuting isometries T1, · · · , Tk ∈ B(H), there exists k
commuting unitaries U1, · · · , Uk ∈ B(K) on a larger Hilbert space K ⊃ H, so that for any
n1, · · · , nk ≥ 0,
PHU
n1
1 · · ·Unkk
∣∣
H = T
n1
1 · · ·T nkk .
Therefore, whenever T1, · · · , Tk have commuting isometric dilations, we have for every
polynomial p in k variables,
p(T1, · · · , Tk) = PHp(U1, · · · , Uk)
∣∣
H.
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Hence,
‖p(T1, · · · , Tk)‖ ≤ ‖p(U1, · · · , Uk)‖ = ‖p‖Dk,∞.
This is known as the von-Neumann inequality. This still holds true if we take p to
be any matrix-valued polynomial. A theorem of Arveson [5] stated that T1, · · · , Tk have
isometric dilation if and only if the matrix-valued von-Neumann inequality holds true for
every matrix-valued polynomial p.
However, Parrott found a triple of commuting contractions T1, T2, T3 that fails to satisfy
the scalar valued von-Neumann inequality ([51], see also [71]), and thus fails to be simul-
taneously dilated to a triple of commuting isometries. Therefore, for a family of three or
more commuting contractions, some extra condition is necessary to guarantee commuting
isometric dilations.
Given a contraction T , there is a minimal isometric dilation V for T that has the form
V =
[
T 0
∗ ∗
]
Therefore, the minimal Sz.Nagy dilation also satisfies
PHV
∗n
∣∣
H = T
∗n.
for all n ≥ 1. This motivated Brehmer to consider a stronger type of dilation for commuting
contractions T1, · · · , Tk. For m = (mi) ∈ Nk, we let Tm to be the product of Tmii . Since
Ti are commuting, the order of multiplication does not matter. Now, for n = (ni) ∈ Zk,
denote n+ = (max{ni, 0}) and n− = (max{−ni, 0}). Brehmer considered when this family
T can be dilated to a commuting family of isometries V so that for every n ∈ Zk,
PHV ∗n
−
V n
+∣∣
H = T
∗n−T n
+
.
He called such dilation V a regular dilation for T . Brehmer showed that having regular
dilation is equivalent to certain operator are positive.
Theorem 2.2.3 (Brehmer). Let {T1, · · · , Tk} be a family of commuting contractions. For
a finite set U ⊂ {1, · · · , k}, denote TU =
∏
i∈U Ti. Then, T has a regular dilation if and
only if for any finite W , the operator∑
U⊆W
(−1)|V |T ∗UTU ≥ 0. (2.1)
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As an application, Brehmer showed the following result:
Corollary 2.2.4 (Brehmer). Let {T1, · · · , Tk} be a family of commuting contractions.
Then T has a regular dilation if:
1. T is doubly commuting, meaning for all i 6= j, Ti commutes with both Tj and T ∗j . Or,
2. T is a column contraction, meaning
∑k
i=1 T
∗
i Ti ≤ I.
Dually, we can define ∗-regular dilation of T to be an isometric representation V so
that for all n ∈ Zk,
PHV ∗n
−
V n
+∣∣
H = T
n+T ∗n
−
.
The role of ∗-regular dilation has not been studied much. It is shown in [29, Theorem
1] that a pair of commuting contractions T1, T2 have a ∗-regular dilation if and only if
there exists a ∗-regular dilation V1, V2 of T that are ∗-commuting. However, their proof
requires a Wold-decomposition of ∗-commuting isometries that is hard to generalize to
arbitrary commuting contractions. We study ∗-regular dilation from a different approach
and establish an analogue of this result in Theorem 4.5.5 and Theorem 5.1.7.
2.2.2 Dilation of Non-commuting Contractions
Along another fruitful path to generalize Sz.Nagy dilation, people started to look at con-
tractions that are not commuting. Frazho considered a pair of non-commuting contractions
T1, T2 that satisfied T1T
∗
1 + T2T
∗
2 ≤ I. He showed they can be dilated to non-commuting
isometries V1, V2 that satisfy V1V
∗
1 + V2V
∗
2 ≤ I. Bunce further extended Frazho’s result to
a finite family T1, · · · , Tk, and finally Popescu established the case for k =∞. This result
is now known as the Frazho-Bunce-Popescu dilation.
Theorem 2.2.5 (Frazho-Bunce-Popescu). Suppose T1, · · · , Tk ∈ B(H) (k ∈ N
⋃{∞})
satisfy
k∑
i=1
TiT
∗
i ≤ I.
Then, we can find isometries V1, · · · , Vk ∈ B(K) on a larger Hilbert space K ⊃ H, so
that each Vi dilates Ti in the sense that
PHV ni
∣∣
H = T
n
i ,
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and Vi also satisfies
k∑
i=1
ViV
∗
i ≤ I.
Remark 2.2.6. The row contractive condition for isometries V1, · · · , Vk is precisely equiv-
alent of saying these isometries have orthogonal ranges.
We can also consider a mixture of commuting and non-commuting contractions. For
example, Popescu [55] considers a family of operators {Ti,j : 1 ≤ i ≤ k, 1 ≤ j ≤ ni} where
for each fixed i, {Ti,j : 1 ≤ j ≤ ni} is a non-commutative family of row contractions, and for
each i1 6= i2, Ti1,j1 commutes with Ti2,j2 for all 1 ≤ j1 ≤ ni1 and 1 ≤ j2 ≤ nj2 . He provided
an equivalent condition for such families of contractions to be dilated to isometries that
satisfies similar conditions. We shall discuss this in more detail in Section 4.6.
More generally, one can consider a simple graph Γ on n vertices that dictates the
commutation relations of n contractions, where two contractions Ti, Tj commutes whenever
(i, j) is an edge of the graph. This family of contractions can be seen as a representation of
the graph product of N. Opela [49] showed that when the graph is acyclic, one can dilate
these contractions into unitaries that satisfy the same commutation relations. This is an
generalization of Ando-type dilation. In Chapter 4, we will study regular dilation for such
family of contractions.
2.2.3 Dilation on Semigroups
Many dilation results can be viewed as dilating a contractive representation of a semigroup.
Definition 2.2.7. Let P be any semigroup, and consider a representation T : P → B(H).
A representation V : P → B(K) on a larger Hilbert space K ⊃ H is an isometric dilation
of T if for any p ∈ P ,
PHV (p)
∣∣
H = T (p).
A result of Sarason [60] states that K decomposes as K = H−⊕H⊕H+, so that under
such decomposition, the isometric dilation V (p) has the form:
V (p) =
∗ 0 0∗ T (p) 0
∗ ∗ ∗

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V is called an extension of T if H is invariant, in which case, H+ = {0}. V is called a
co-extension of T if H is invariant for V ∗, in which case H− = {0}.
V is called minimal if
K = span{V (p)h : p ∈ P, h ∈ H}
When V is minimal, H− must be {0} and thus V is a co-extension of T . For each p ∈ P ,
we can write V (p) as a 2×2 block matrix with respect to the decomposition K = H⊕H⊥:
V (p) =
[
T (p) 0
∗ ∗
]
.
Notice that when V is a dilation of T , ‖T (p)‖ ≤ ‖V (p)‖ = 1, and thus T is always a
contractive representation.
Example 2.2.8. There have been studies of dilation theory on various types of semigroups.
1. The Sz.Nagy’s dilation can be restated as saying that every contractive representa-
tion of the semigroup N has an isometric dilation. Mlak [46] extended Sz.Nagy’s
dilation to any totally ordered abelian semigroup, where he showed every contractive
representations on such semigroup has an isometric dilation.
2. If we take P = {0, 2, 3, · · · } as a semigroup embedded inside Z, it is shown in [23]
that not every contractive representation of P has an isometric dilation.
3. If we take P to be the direct product of a family of totally ordered semigroups, Fuller
[28] showed a contractive Nica-covariant representation of such semigroup has an
isometric dilation.
The problem of finding an isometric dilation for a contractive representation T turns
out to be equivalent to showing that a certain kernel satisfies a completely positive definite
condition. Structures of completely positive definite kernels are studied in [54, 56], and we
shall give a brief overview of these results.
Let P be a unital semigroup. A unital Toeplitz kernel on P is a map K : P×P → B(H)
with the property that K(e, e) = I, K(p, q) = K(q, p)∗, and K(ap, aq) = K(p, q) for all
a, p, q ∈ P . We call such a kernel completely positive definite if for each n ≥ 1, and any
p1, · · · , pn ∈ P and h1, · · · , hn ∈ H, we have
n∑
i,j=1
〈K(pi, pj)hj, hi〉 ≥ 0.
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Equivalently, this is saying that for each n ≥ 1, the n× n operator matrix [K(pi, pj)],
viewed as an operator on Hn, is positive. We shall abbreviate unital completely positive
definite Toeplitz kernel as completely positive definite kernel.
Existence of a completely positive definite kernel is closely related to the existence of
an isometric dilation. A classical result known as Naimark dilation theorem [47] can be
restated as the following theorem ([56, Theorem 3.2]):
Theorem 2.2.9. If K : P ×P → B(H) is a completely positive definite kernel, then there
exists a Hilbert space K ⊃ H and an isometric representation V : P → B(K) so that
K(p, q) = PHV (p)∗V (q)
∣∣
H for all p, q ∈ P.
Moreover, there is a unique minimal dilation V , up to unitary equivalence, that satisfies
span{V (p)h : p ∈ P, h ∈ H} = K,
and H is co-invariant for V . The minimal dilation V is called the Naimark dilation of K.
Conversely, if V : P → B(K) is a minimal isometric dilation of T : P → B(H), then
let
K(p, q) = PHV (p)∗V (q)
∣∣
H
We have K(p, q) is a completely positive definite Toeplitz kernel with K(e, p) = T (p) for
all p ∈ P .
Proof. The proof of the theorem can be found in [56, Theorem 3.2]. However, it is worth-
while to briefly go over the proof since it explicitly constructs the minimal Naimark dilation
that is useful later.
First let K0 = P ⊗H and define a degenerate inner product by〈∑
δp ⊗ hp,
∑
δq ⊗ kq
〉
=
∑
p,q
〈K(q, p)hp, kq〉.
Let N = {k ∈ K0 : 〈k, k〉 = 0} and K be the completion of K0/N with respect to
the inner product. H is naturally embedded in K as δe ⊗ H. For each p ∈ P , define
V (p)δ(q)⊗ h = δ(pq)⊗ h. One can check V : P → B(K) is the minimal Naimark dilation
of T .
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For the converse, it is simple to check that K is indeed a Toeplitz kernel. To show it is
completely positive definite, take any p1, · · · , pn ∈ P , the operator matrix
[K(pi, pj)]
=PHn [V (pi)∗V (pj)]
∣∣
Hn
=PHn

V (p1)
∗
...
V (pn)
∗
 [V (p1) · · · V (pn)]
∣∣∣
Hn
≥ 0.
Therefore, K is a completely positive definite Toeplitz kernel. Moreover, K(e, p) =
PHV (p)
∣∣
H = T (p) for all p ∈ P .
Notice that in Theorem 2.2.9, if we set p = e, we get K(e, q) = PHV (q)
∣∣
H. Assume now
that T : P → B(H) is a contractive representation. If we can find a completely positive
definite kernel K so that K(e, q) = T (q) for all q ∈ P , then Theorem 2.2.9 gives us an
isometric representation V so that T (q) = PHV (q)
∣∣
H. In other words, V is an isometric
dilation for T . Therefore, we reach the following conclusion:
Corollary 2.2.10. Let T : P → B(H) be a contractive representation, for which there
exists a completely positive definite kernel K so that K(e, q) = T (q). Then T has an
isometric dilation V : P → B(K), which can be taken as minimal in the sense that
span{V (p)h : p ∈ P, h ∈ H} = K.
Such a kernel K may not always exist. Indeed, if P = N3, let T send three generators
to the three commuting contractions as in Parrott’s example [51]. Such T can never have
an isometric dilation and thus there is no completely positive definite kernel K so that
K(e, q) = T (q). Even when T has an isometric dilation, it may be extremely hard to
express K in terms of T .
In many circumstances, we want to study the unitary dilation of a contractive repre-
sentation, instead of isometric dilation. Given a representation T : P → B(H) where P
embeds in a group G, we say a representation U : G → B(K) on a larger Hilbert space
K ⊃ H is a unitary dilation of T if for any p ∈ P ,
PHU(p)
∣∣
H = T (p).
U is called minimal if
K = span{U(g)h : g ∈ G, h ∈ H}.
24
Having an isometric dilation is often an intermediate step in obtaining a unitary dila-
tion. For example, Itoˆ’s dilation theorem states that a family of commuting isometries can
be dilated to commuting unitaries (Theorem 2.2.2). Laca further showed that an isometric
representation of an Ore semigroup has a unitary dilation [36].
In this thesis, we mostly study isometric dilation instead of unitary dilation. The
main advantage of isometric dilation is that it allows us to study certain property (namely
the Nica-covariance in Section 2.3) that is impossible to study for unitary dilation. For
example, take a row-contractive representation T of F+2 . Frazho-Bunce-Popescu’s dilation
states that T has an isometric row contractive dilation. However, it is impossible for any
unitary dilation to be row contractive.
Closely related to the completely positive definite kernel is a concept called completely
positive map on semigroups. Let P be a semigroup embedded inside a group G, and a
contractive map T : P−1P → B(H) is called a completely positive definite if for each n ≥ 1
and any p1, · · · , pn ∈ P , the operator matrix [T (p−1i pj)] is non-negative.
This is closely related to the concept of completely positive definite kernel. Indeed, given
a completely positive definite Toeplitz kernel K, one can define a map T : P−1P → B(H)
so that T (p−1i pj) = K(pi, pj). The Toeplitz condition guarantees that this map T is
well defined. The converse also holds true: for each completely positive definite map
T : P−1P → B(H), one can simply define a kernel K(p, q) = T (p−1q). This kernel is
always a completely positive definite Toeplitz kernel.
Similarly, if G is a group, a contractive map T : G→ B(H) is called completely positive
definite if for each n ≥ 1 and for any g1, · · · , gn ∈ P ,
[T (g−1i gj)] ≥ 0.
Here, the map T on the group G need not be a representation of G. We have the
following version of Naimark’s dilation theorem for completely positive definite maps on
semigroups and groups:
Theorem 2.2.11. Let P be a positive cone embedded inside a group G.
1. If T : P−1P → B(H) is a map that is completely positive definite, then there exists
an isometric representation V : P → B(K) so that for all p ∈ P ,
PHV (p)
∣∣
H = T (p).
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2. If S : G → B(H) is a map that is completely positive definite, then there exists a
unitary representation U : G→ B(K) so that for all g ∈ G,
PHU(g)
∣∣
H = T (g).
In the case of a lattice ordered semigroup, the completely positive maps on the semi-
group P−1P = G coincide with the completely positive map on the group G. Moreover,
whether we consider T : P−1P → B(H) or T : PP−1 → B(H) does not matter, as we see
in the following Lemma.
Lemma 2.2.12. Let S : G → B(H) be a map and let n ≥ 1, then the following are
equivalent:
1.
[
S(g−1i gj)
]
1≤i,j≤n ≥ 0 for any g1, g2, · · · , gn ∈ G;
2.
[
S(gig
−1
j )
]
1≤i,j≤n ≥ 0 for any g1, g2, · · · , gn ∈ G;
3.
[
S(p−1i pj)
]
1≤i,j≤n ≥ 0 for any p1, p2, · · · , pn ∈ P ;
4.
[
S(pip
−1
j )
]
1≤i,j≤n ≥ 0 for any p1, p2, · · · , pn ∈ P .
Proof. Since G is a group, by considering gi and g
−1
i , it is clear that (1) and (2) are
equivalent. Statement (1) clearly implies statement (3), and conversely when statement
(3) holds true, for any g1, · · · , gn ∈ G, take g = ∨ni=1 (gi)−. Denote pi = g · gi and notice
that from our choice of g, g ≥ (gi)−. Hence,
pi = g · (gi)−1− (gi)+ ∈ P.
But notice that for each i, j, p−1i pj = g
−1
i g
−1ggj = g−1i gj. Therefore,[
S(g−1i gj)
]
1≤i,j≤n =
[
S(p−1i pj)
]
1≤i,j≤n ≥ 0.
Similarly, statements (2) and (4) are equivalent.
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2.3 Nica-Covariance Condition
The study of isometric Nica-covariant representations originated from Nica’s work on cer-
tain representations of quasi-lattice ordered groups, as a generalization to the well-known
Toeplitz-Cuntz algebras. Given a quasi-lattice ordered group (G,P ), an isometric repre-
sentation W : P → B(H) is Nica-covariant if for any x, y with an upper bound,
W (x)W (x)∗W (y)W (y)∗ = W (x ∨ y)W (x ∨ y)∗.
and W (x)W (x)∗W (y)W (y)∗ = 0 if x, y have no common upper bound.
Equivalently,
W (x)∗W (y) =
{
W (x−1(x ∨ y))W (y−1(x ∨ y))∗, if x ∨ y ∈ P
0, if x ∨ y =∞.
In the special case when P is a lattice ordered semigroup, the Nica-covariance condition
is equivalent to the property that Ws,W
∗
t commute whenever s ∧ t = e. Motivated from
this observation, [21] first defined the contractive Nica-covariant representation of a lattice
ordered semigroup.
Definition 2.3.1. A contractive representation T : P → B(H) is called a contractive
Nica-covariant representation if for any p, q with p ∧ q = e, T (p)T (q)∗ = T (q)∗T (p).
Recall in a lattice ordered semigroup, whenever p ∧ q = e, we have p, q commute and
thus T (p), T (q) actually ∗-commute.
It observed in [21] that contractive Nica-covariant representations have isometric di-
lations that are analogue of Brehmer’s regular dilation. Recall that Brehmer defined a
representation T : Nk → B(H) to have regular dilation if it has a dilation V : Nk → B(H),
where for every n ∈ Zk,
T (n−)∗T (n+) = PHV (n−)∗V (n+)
∣∣
H.
We can replace (Zk,Nk) by any lattice ordered group (G,P ) to define regular dilation
on lattice ordered group. Every element g in the lattice ordered group G can be written
as g = (g−)−1g+. It is natural to replace n+, n− by g+, g−.
Definition 2.3.2. Let T : P → B(H) be a contractive representation of a lattice ordered
semigroup. We say an isometric representation V : P → B(K) is a regular dilation of T if
for any g ∈ G,
T (g−)∗T (g+) = PHV (g−)∗V (g+)
∣∣
H.
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Example 2.3.3. (Examples of Nica covariant representations)
1. On (Z,Z+), a contractive representation T on Z+ only depends on T1 = T (1) since
T (n) = T n1 . This representation is always Nica-covariant since for any s, t ≥ 0,
s∧ t = 0 if and only if one of s, t is 0. A well known result due to Sz.Nagy [67] shows
that its extension to Z by T˜ (−n) = T ∗n is completely positive definite and thus T has
regular dilation.
2. Similarly, any contractive representation of a totally ordered abelian group (G,P ) is
Nica-covariant. Mlak [46] shows that such representations have regular dilations.
3. (Zn,Zn+), the finite Cartesian product of (Z,Z+) is a lattice ordered group. A repre-
sentation T on Zn+ depends on n contractions T1 = T (1, 0, · · · , 0), T2 = T (0, 1, 0, · · · , 0),· · · ,
Tn = T (0, · · · , 0, 1). Notice T is Nica covariant if and only if Ti, Tj ∗-commute when-
ever i 6= j. Such T is often called doubly commuting. Brehmer’s result implies doubly
commuting contractive representations always have regular dilations.
4. For a lattice ordered group made from a direct product of totally ordered groups,
Fuller [28] showed that their contractive Nica-covariant representations have regular
dilations.
A question posed in [21, Question 2.5.11] asks whether contractive Nica-covariant repre-
sentations on abelian lattice ordered groups have regular dilations in general. For example,
for G = CR[0, 1] and P equal to the set of non-negative continuous functions, there were no
known results on whether contractive Nica-covariant representations have regular dilations
on such semigroup. Little was known for the non-abelian lattice ordered groups. I was able
to answer this question in [40] by giving an equivalent condition for a representation of
lattice ordered semigroup to have regular dilation. We will cover these results in Chapter
3
Nica-covariant condition has since been generalized to other contexts. Nica-covariant
representations have also been generalized to left cancellative semigroups by Xin Li [43]
via constructible ideals. In the case of the right LCM semigroups, all constructible ideals
are right principle ideals. Xin Li’s generalization of Nica-covariant representations on
right LCM semigroups can be interpreted as the following: an isometric representation
V : P → B(K) is called Nica-covariant if for any p, q ∈ P ,
V (p)V (p)∗V (q)V (q)∗ =
{
V (r)V (r)∗, r ∈ p ∨ q 6= ∅
0, p ∨ q =∞
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Here, since pP
⋂
qP = rP , we can treat r as a least common multiple of p, q. There
might be many such least common multiples, but it is clear that if r, r′ are both least
common multiples of p, q, then there exists an invertible u with r · u = r′. Denote P ∗ the
set of invertible elements in P . Since V is a contractive representation, each u ∈ P ∗ is
represented by a unitary V (u). Therefore,
V (r′)V (r′)∗ = V (r)V (u)V (u)∗V (r)∗ = V (r)V (r)∗.
So the Nica-covariance condition is indeed well-defined.
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Chapter 3
Regular Dilation on Lattice Ordered
Semigroups
Our first step in studying regular dilation arises from the study of lattice ordered semi-
groups. Regular dilation is found to be an important property when Davidson-Fuller-
Kakariadis studied the C∗-envelope of certain semi-crossed products in [21]. In particular,
it was an open question in [21] whether a contractive Nica-covariant representation of an
abelian lattice ordered semigroup has a regular dilation.
Throughout this chapter, we fix a lattice ordered group (G,P ). We first work towards
a characterization of contractive presentations of P that have regular dilation (Theorem
3.2.1). This allows us to give an affirmative answer to the question posed in [21]. In
fact every contractive Nica-covariant representation of any lattice ordered semigroup (not
necessarily abelian) has a regular dilation (Theorem 3.3.1). Moreover, the minimal regular
dilation is isometric Nica-covariant (Theorem 3.3.2). This gives us a little glimpse of the
relation between regular dilation and isometric Nica-covariant dilation. As we shall see
in later chapters, having isometric Nica-covariant dilation is in fact equivalent to having
∗-regular dilation.
We also define and study column and row contractive representations of lattice ordered
semigroups. This generalizes a corollary of Brehmer’s result that every commuting column
contraction has a regular dilation (Theorem 3.3.5).
Finally, we notice that the characterization we establish is different from Brehmer’s
in the sense that Brehmer’s condition involves the positivity of an operator whereas our
condition involves the positivity of an operator matrix. To understand fully the relation
between our characterization and Brehmer’s condition, we study the matrix decomposition
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of certain operator matrix. It turns out that Brehmer’s condition allows us to do a Cholesky
decomposition of certain operator matrices (Proposition 3.4.4). This technique becomes
an essential tool in the analysis of regular dilation in later chapters.
3.1 Regular Dilation
Let T : P → B(H) be a contractive representation of a lattice ordered semigroup. Recall
from Definition 2.3.2, an isometric representation V : P → B(K) is a regular dilation of T
if for every g ∈ G,
T (g−)∗T (g+) = PHV (g−)∗V (g+)
∣∣
H.
Dually, we say V is a ∗-regular dilation of T if for any g ∈ G,
T (g+)T (g−)∗ = PHV (g−)∗V (g+)
∣∣
H.
For all p, q ∈ P with p ∧ q = e, we can define a Toeplitz kernel K(p, q) = T (p)∗T (q).
Suppose K is completely positive definite, then the Naimark dilation V for K is a regular
dilation of T . Indeed, for all g ∈ G, the decomposition g = g−1− g+ satisfies g−, g+ ∈ P and
g− ∧ g+ = e. Hence,
T (g−)∗T (g+) = K(g−, g+) = PHV (g−)∗V (g+)
∣∣
H.
The kernel K corresponds to a map T˜ on G by T˜ (g) = T (g−)∗T (g+). T has a regular
dilation if and only if the map T˜ : G→ B(H) is completely positive definite.
The definition of ∗-regular dilation will be very useful when we consider regular dilation
of representations of other semigroups. For lattice ordered groups, ∗-regular and regular
are closely related. Indeed, if (G,P ) is a lattice ordered semigroup, then (G,P−1) naturally
inherits a lattice order group structure. Here the partial order ≤′ on (G,P−1) has x−1 ≤′
y−1 whenever xy−1 ∈ P−1. By the normally of P , one can show that this is equivalent to
x ≤ y. Therefore, the lattice ∧′,∨′ on (G,P−1) satisfies x−1wedge′y−1 = (x ∧ y)−1 and
x−1 ∨′ y−1 = (x ∨ y)−1.
A representation T : P → B(H) give raise to a dual representation T ∗ : P−1 → B(H)
where T ∗(p−1) = T (p)∗. Consider g = g+g−1− = g
−1
−
(
g−1+
)−1
. Therefore, in the unique
decomposition of g as an element of (G,P−1), the positive part is g−1− and the negative
part is g−1+ . Define
T ∗(g) = T ∗(g−1− )T
∗(g−1+ )
∗.
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T ∗ has a ∗-regular dilation if and only if T ∗ is completely positive definition. By the
definition of T ∗,
T ∗(g) = T ∗(g−1− )T
∗(g−1+ )
∗ = T (g−)∗T (g+) = T˜ (g).
Since T ∗ agrees with T˜ on G, T ∗ is completely positive if and only if T˜ is completely
positive definite, which is equivalent to T having a regular dilation. Therefore, we obtain
the following Proposition.
Proposition 3.1.1. Let (G,P ) be a lattice ordered group, and T : P → B(H) be a repre-
sentation and T ∗ defined as above. Then the following are equivalent
1. T has a regular dilation.
2. T ∗ has a ∗-regular dilation.
3. T˜ (g) = T (g−)∗T (g+) is a completely positive definite map on G.
Regular dilation is a stronger condition than isometric dilation. Not every isometric
dilation has regular dilation.
Example 3.1.2. It follows from Brehmer’s theorem that a representation T on Z2+ has
regular dilation if and only if T1 = T (e1), T2 = T (e2) are contractions that satisfy
I − T ∗1 T1 − T ∗2 T2 + (T1T2)∗T1T2 ≥ 0.
Take T1 = T2 =
[
0 1
0 0
]
and notice,
I − T ∗1 T1 − T ∗2 T2 + (T1T2)∗T1T2 =
[
1 0
0 −1
]
.
Brehmer’s result implies that T is not regular. However, from Ando’s theorem [4],
any contractive representation on Z2+ has a unitary dilation and thus is completely positive
definite.
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3.2 Main Theorem
When T : P → B(H) is a representation of a lattice ordered semigroup, we denote T˜ (g) =
T (g−)∗T (g+). Recall that T has regular dilation if T˜ is completely positive definite. We
often say T is regular (or ∗-regular) when T has regular dilation (or ∗-regular dilation).
The main result is the following necessary and sufficient condition for regularity:
Theorem 3.2.1. Let (G,P ) be a lattice ordered group and T : P → B(H) be a contractive
representation. Then T has regular dilation if and only if for each n ≥ 1 and for any
p1, · · · , pn ∈ P and g ∈ P where g ∧ pi = e for all i = 1, 2, · · · , n, we have[
T (g)∗T˜ (pip−1j )T (g)
]
≤
[
T˜ (pip
−1
j )
]
. (?)
Remark 3.2.2. If we denote
X =
[
T˜ (pip
−1
j )
]
and D = diag(T (g), T (g), · · · , T (g)), Condition (?) is equivalent to saying that D∗XD ≤
X. Notice that we make no assumption on X ≥ 0. Indeed, it follows from the main result
that Condition (?) is equivalent to saying the representation T has regular dilation, which
in turn implies X ≥ 0. Therefore, when checking Condition (?), we may assume X ≥ 0.
Remark 3.2.3. By setting p1 = e and picking any g ∈ P , Condition (?) implies that
T (g)∗T (g) ≤ I, and thus T must be contractive.
The following Lemma is taken from [20, Lemma 14.13].
Lemma 3.2.4. If A,X,D are operators in B(H) where A ≥ 0. Then a matrix of the form[
A A1/2X
X∗A1/2 D
]
is positive if and only if D ≥ X∗X.
Condition (?) can thus be interpreted in the following equivalent form.
Lemma 3.2.5. Condition (?) is equivalent to for each n ≥ 1 and for all p1, · · · , pn ∈ P ,
g ∈ P with g ∧ pi = e,
[
T˜ (qiq
−1
j )
]
≥ 0. Here, q1 = p1g, · · · , qn = png and qn+1 =
p1, · · · , q2n = pn.
Proof. Let X = [T˜ (pip
−1
j )] ≥ 0 and D = diag(T (g), T (g), · · · , T (g)). Notice by Lemma
2.1.5 that
(pigp
−1
j )+ = (pip
−1
j )+g
(pigp
−1
j )− = (pip
−1
j )−,
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and thus T˜ (pigp
−1
j ) = T˜ (pip
−1
j )T (g). Therefore,[
T˜ (qiq
−1
j )
]
=
[
X XD
D∗X X
]
.
Lemma 3.2.4 implies that this matrix is positive if and only if D∗XD ≤ X, which is
Condition (?).
The following lemma will serve as a base case in the proof of the main result.
Lemma 3.2.6. Let (G,P ) be a lattice ordered group, and T be a representation on P that
satisfies Condition (?). If pi ∧ pj = e for all i 6= j, then [T˜ (pip−1j )] ≥ 0.
Proof. Let q1 = e, q2 = p1 and for each 1 < m ≤ n, recursively define q2m−1+k = pmqk
where 1 ≤ k ≤ 2m−1. Since T is contractive,
[T˜ (qiq
−1
j )]1≤i,j≤2 =
[
I T˜ (q1q
−1
2 )
T˜ (q2q
−1
1 ) I
]
≥ 0.
By Lemma 3.2.5, for each m, [T˜ (qiq
−1
j )]1≤i,j≤2m ≥ 0. Notice that q2m−1 = pm for each
1 ≤ m ≤ n. Therefore, [T˜ (pip−1j )] is a corner of [T˜ (qiq−1j )] ≥ 0, and thus must be
positive.
For arbitrary choices of p1, · · · , pn ∈ P , the goal is to reduce it to the case where
pi ∧ pj = e. The following lemma does the reduction.
Lemma 3.2.7. Let (G,P ) be a lattice ordered group and let T be a representation that
satisfies Condition (?).
Assume there exists 2 ≤ k < n where for each J ⊂ {1, 2, · · · , n} with |J | > k, ∧j∈Jpj =
e. Then let g = ∧kj=1pj and q1 = p1g−1, · · · , qk = pkg−1, and qk+1 = pk+1, · · · , qn = pn.
Then [T˜ (pip
−1
j )] ≥ 0 if [T˜ (qiq−1j )] ≥ 0.
Proof. Let us denote X = [T˜ (qjq
−1
i )] ≥ 0 and its lower right (n− k)× (n− k) corner to be
Y . Notice first of all, when i, j ∈ {1, 2, · · · , k},
qiq
−1
j = pig
−1gp−1j = pip
−1
j .
So the upper left k× k corner of [T˜ (qiq−1j )] and the lower right (n− k)× (n− k) corner of
X are both the same as those in [T˜ (pip
−1
j )].
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Now consider i ∈ {1, 2, · · · , k} and j ∈ {k + 1, · · · , n}. It follows from the assumption
that g ∧ pj =
(∧ks=1ps) ∧ pj = e and g ≤ pi. Therefore, we can apply Lemma 2.1.5 to get
(pig
−1p−1j )− = (pip
−1
j )−
(pig
−1p−1j )+ = (pip
−1
j )+g
−1.
Now g ∈ P , so that
T ((qiq
−1
j )+)T (g) = T ((pip
−1
j )+)
T ((qiq
−1
j )−) = T ((pip
−1
j )−).
Hence,
T˜ (qiq
−1
j )T (g) = T˜ (pip
−1
j ).
Similarly, for i ∈ {k + 1, · · · , n}, j ∈ {1, 2, · · · , k}, we have
T˜ (pip
−1
j ) = T (g)
∗T˜ (qjq−1i ).
Now define D = diag(I, · · · , I, T (g), · · · , T (g)) be the block diagonal matrix with k copies
of I followed by n − k copies of T (g). Consider DXD∗: it follows immediately from the
assumption that D∗XD ≥ 0. We have,
D∗[T˜ (qiq−1j )]D =

· · · · · · · · · ...
· · · T˜ (pip−1j ) · · · T˜ (qiq−1j )T (g)
· · · · · · · · · ...
· · · T (g)∗T˜ (qiq−1j ) · · · [T (g)∗T˜ (pip−1j )T (g)]
 ≥ 0.
It follows from previous computation that each entry in the lower left (n − k) × k corner
and upper right k × (n − k) corner are the same as those in [T˜ (pip−1j )]. T, DXD∗ only
differs from [T˜ (pip
−1
j )] on the lower right (n−k)×(n−k) corner. It follows from Condition
(?) that
[T (g)∗T˜ (pip−1j )T (g)] ≤ [T˜ (pip−1j )].
Therefore, the matrix remains positive when the lower right corner in D∗XD is changed
from [T (g)∗T˜ (pip−1j )T (g)] to [T˜ (pip
−1
j )]. The resulting matrix is exactly [T˜ (pip
−1
j )], which
must be positive.
Now the main result (Theorem 3.2.1) can be deduced inductively:
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Proof of Theorem 3.2.1 First assume that T : P → B(H) is a representation that satisfies
Condition (?), which has to be contractive (by Remark 3.2.3). The goal is to show for any
n elements p1, p2, · · · , pn ∈ P , the operator matrix [T˜ (pip−1j )] is positive and thus T has
regular dilation. We proceed by induction on n.
For n = 1, T˜ (p1p
−1
1 ) = I ≥ 0.
For n = 2, we have,
[T˜ (pip
−1
j )] =
[
I T˜ (p1p
−1
2 )
T˜ (p2p
−1
1 ) I
]
.
Here, T˜ (p2p
−1
1 ) = T˜ (p1p
−1
2 )
∗, and they are contractions since T is contractive. Therefore,
this 2× 2 operator matrix is positive.
Now assume that there is an N such that for any n < N , we have [T˜ (pip
−1
j )] is positive
for any p1, p2, · · · , pn ∈ P . Consider the case when n = N :
For arbitrary choices p1, · · · , pN ∈ P , let g = ∧Ni=1pi, and replace pi by pig−1. By doing
so, pig
−1 (pjg−1)
−1
= pip
−1
j , and thus they give the same matrix [T˜ (pip
−1
j )]. Moreover,
∧ni=1pig−1 = (∧Ni=1pi)g−1 = e. Hence, without loss of generality, we may assume ∧Ni=1pi = e.
Let m be the smallest integer such that for all J ⊆ {1, 2, · · · , N} and |J | > m, we have
∧j∈Jpj = e. It is clear that m ≤ N − 1. Now do induction on m:
For the base case when m = 1, we have pi ∧ pj = e for all i 6= j. Lemma 3.2.6 tells that
Condition (?) implies [T˜ (pip
−1
j )] ≥ 0.
Now assume [T˜ (pip
−1
j )] ≥ 0 whenever m ≤M − 1 < N − 1 and consider the case when
m = M : For a subset J ⊆ {1, 2, · · · , n} with |J | = M , let g = ∧j∈Jpj and set qj = pjg−1
for all j ∈ J , and qj = pj otherwise. Lemma 3.2.7 concluded that [T˜ (pip−1j )] ≥ 0 whenever
[T˜ (qiq
−1
j )] ≥ 0 and the sub-matrix [T˜ (pip−1j )]i,j /∈J ≥ 0.
Since |{1, 2, · · · , N}\J | = N −M < N , the induction hypothesis on n implies that
[T˜ (pip
−1
j )]i,j /∈J ≥ 0. Therefore, [T˜ (pip−1j )] ≥ 0 whenever [T˜ (qiq−1j )] ≥ 0, and by dropping
from pi to qi, we may, without loss of generality, assume that ∧j∈Jpj = e. Repeat this
process for all subsets J ⊂ {1, 2, · · · , n} where |J | = M , and with Lemma 2.1.6, we
eventually reach a state when ∧j∈Jpj = e for all J ⊆ {1, 2, · · · , N}, |J | = M . But in
such case, for all |J | ≥ M , we have ∧j∈Jpj = e. Therefore, we are in a situation where
m ≤M − 1. The result follows from the induction hypothesis on m.
Conversely, suppose that T has regular dilation. Fix g ∈ P and p1, p2, · · · , pk ∈ P
where g ∧ pi = e for all i = 1, 2, · · · , k. Denote q1 = p1g, q2 = p2g, · · · , qk = pkg, and
qk+1 = p1, qk+2 = p2, · · · , q2k = pk. It follows from regularity that [T˜ (qiq−1j )] ≥ 0, which is
equivalent to Condition (?) by Lemma 3.2.5.
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3.3 Applications
There are two immediate corollaries of Brehmer’s theorem. Brehmer showed that the
family of commuting contractions T1, · · · , Tn has a regular dilation automatically in the
following two cases:
1. When Ti are ∗-commuting. In other words, for every i 6= j, Ti commutes with both
Tj, T
∗
j .
2. When Ti is a column contraction. In other words,
k∑
i=1
T ∗i Ti ≤ I.
In the first case, ∗-commuting can be generalized as contractive Nica-covariant rep-
resentations, defined by [21]. In the second case, we need to first define an analogue of
column contraction in the context of lattice ordered groups.
3.3.1 Contractive Nica-covariant Representation
We first answer the open question in [21].
Theorem 3.3.1. A contractive Nica-covariant representation of a lattice ordered group
has regular dilation.
Proof. Suppose T is a contractive Nica-covariant representation of a lattice ordered group
(G,P ). Let p1, · · · , pk ∈ P and g ∈ P with g ∧ pi = e for all i = 1, 2, · · · , k. Let
X = [T˜ (pip
−1
j )] and D = diag(T (g), T (g), · · · , T (g)). By Remark 3.2.2, we may assume
X ≥ 0.
Since for each pi, pj ∈ P , T˜ (pip−1j ) = T (p−i,j)∗T (p+i,j) where e ≤ p±i,j ≤ pi, pj. Hence,
g ∧ p±i,j = e and thus g commutes with p±i,j. Therefore T (g) commutes with T (p+i,j) because
T is a representation and it also commutes with T (p−i,j)
∗ by the Nica-covariant condition.
As a result, T (g) commutes with each entry in X, and thus D commutes with X. Similarly,
D∗ commutes with X as well.
By continuous functional calculus, since X ≥ 0, we know D,D∗ also commutes with
X1/2. Hence, in such case,
D∗XD = D∗X1/2X1/2D = X1/2D∗DX1/2 ≤ X.
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It was shown in [21, Proposition 2.5.10] that a contractive Nica-covariant representation
on abelian lattice ordered groups can be dilated to an isometric Nica-covariant represen-
tation. Here, we shall extend this result to non-abelian case.
Corollary 3.3.2. Let (G,P ) be a lattice ordered group. Any minimal isometric dilation
V : P → B(K) of a contractive Nica-covariant representation T : P → B(H) is also
Nica-covariant.
Proof. Let T : P → B(H) be a contractive Nica-covariant representation. Theorem 3.3.1
implies that T has regular dilation where T˜ is completely positive definite on the group G.
Therefore, it has a minimal unitary dilation U : G→ B(L), which gives rise to a minimal
isometric dilation V : P → B(K). Here K = ∨p∈P V (p)H and V (p) = PKU(p)|K. Notice
that K is invariant for U and therefore, PKU(p)∗U(q)|K = V (p)∗V (q) for any p, q ∈ P . In
particular, if p ∧ q = e, p, q ∈ P , we have from the regularity that
T (p)∗T (q) = PHU(p)∗U(q)|H
= PH(PKU(p)∗U(q)|K)|H
= PHV (p)∗V (q)|H.
Now let s, t ∈ P be such that s ∧ t = e. First, we shall prove V (s)∗V (t)|H = V (t)V (s)∗|H:
Since {V (p)h : p ∈ P, h ∈ H} is dense in K, it suffices to show for any h, k ∈ H and p ∈ P ,
〈V (s)∗V (t)h, V (p)k〉 = 〈V (t)V (s)∗h, V (p)k〉 .
Start from the left,
〈V (s)∗V (t)h, V (p)k〉
= 〈V (p)∗V (s)∗V (t)h, k〉 = 〈V (sp)∗V (t)h, k〉
=
〈
V ((sp ∧ t)−1sp)∗V (sp ∧ t)∗V (sp ∧ t)V ((sp ∧ t)−1t)h, k〉
=
〈
V ((sp ∧ t)−1sp)∗V ((sp ∧ t)−1t)h, k〉
=
〈
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t)h, k〉 .
The last equality follows from ((sp ∧ t)−1sp) ∧ ((sp ∧ t)−1t) = e and thus,
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t) = PHV ((sp ∧ t)−1sp)∗V ((sp ∧ t)−1t)|H.
Since s∧t = e, Lemma 2.1.4 implies that sp∧t = p∧t. Notice (p∧t)∧s ≤ t∧s = e, and
thus by Property (4) of Lemma 2.1.2, s commutes with p∧ t. By the Nica-covariance of T ,
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this also implies T (s)∗ commutes with T ((p ∧ t)−1t). Put all these back to the equation:〈
T ((sp ∧ t)−1sp)∗T ((sp ∧ t)−1t)h, k〉
=
〈
T (s(p ∧ t)−1p)∗T ((p ∧ t)−1t)h, k〉
=
〈
T ((p ∧ t)−1p)∗T (s)∗T ((p ∧ t)−1t)h, k〉
=
〈
T ((p ∧ t)−1p)∗T ((p ∧ t)−1t) (T (s)∗h) , k〉
=
〈
V ((p ∧ t)−1p)∗V ((p ∧ t)−1t) (T (s)∗h) , k〉
=
〈
V ((p ∧ t)−1p)∗V ((p ∧ t)−1t) (V (s)∗h) , k〉
= 〈V (p)∗V (t) (V (s)∗h) , k〉 = 〈V (t)V (s)∗h, V (p)k〉 .
Here we used the fact that PHV (p)∗V (q)|H = T (p)∗T (q) whenever p∧ q = e. Also, that H
is invariant under V (s)∗, so that T (s)∗h ∈ K is the same as V (s)∗h.
Now to show V (s)∗V (t) = V (t)V (s)∗ in general, it suffices to show for every p ∈ P ,
V (s)∗V (t)V (p)|H = V (t)V (s)∗V (p)|H. Start with the left hand side and repeatedly use
similar argument as above,
V (s)∗V (t)V (p)|H
= V (s)∗Vtp|H = V ((s ∧ tp)−1s)∗V ((s ∧ tp)−1tp)|H
= V (t(s ∧ p)−1p)V ((s ∧ p)−1s)∗|H
= V (t)V ((s ∧ p)−1s)∗V ((s ∧ p)−1p)|H = V (t)V (s)∗V (p)|H.
This finishes the proof.
3.3.2 Column Contraction
We first generalizes the notion of row and column contraction to arbitrary lattice ordered
groups.
Definition 3.3.3. Let T : P → B(H) be a contractive representation of a lattice ordered
group (G,P ). T is called row contractive if for each n ≥ 1 and for any p1, · · · , pn ∈ P
where pi 6= e and pi ∧ pj = e for all i 6= j,
n∑
i=1
T (pi)T (pi)
∗ ≤ I.
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Dually, T is called column contractive if
n∑
i=1
T (pi)
∗T (pi) ≤ I.
for any collection of such pi.
Remark 3.3.4. Definition 3.3.3 indeed generalizes the notion of commuting row contrac-
tions: when the group is (ZΩ,ZΩ+) where Ω is countable, a representation T : ZΩ+ → B(H)
is uniquely determined by its value on the generators Tω = T (eω). T is called a commuting
row contraction when
∑
ω∈Ω TωT
∗
ω ≤ I. Suppose p1, · · · , pk ∈ ZΩ+ where pi ∧ pj = 0 for all
i 6= j and pi 6= 0, each pi can be seen as a function from Ω to Z+ with finite support. Let
Si ⊆ Ω be the support of pi, which is non-empty since pi 6= 0. We have Si
⋂
Sj = ∅ since
pi ∧ pj = 0. For any ωi ∈ Si, wi ≤ pi. Since T is contractive, T (ωi)T (ωi)∗ ≥ T (pi)T (pi)∗.
Since Si are pairwise-disjoint, ωi are distinct. Therefore, we get that
n∑
i=1
T (pi)T (pi)
∗ ≤
n∑
i=1
T (ωi)T (ωi)
∗ ≤ I.
and thus T satisfies Definition 3.3.3. Hence, on (ZΩ,ZΩ+), the two definitions coincide.
Our goal is to prove the following result:
Theorem 3.3.5. A column contractive representation of a lattice ordered semigroup has
a regular dilation. Consequently, a row contractive representation has a ∗-regular dilation.
We shall proceed with a method similar to the proof of Theorem 3.2.1.
Lemma 3.3.6. Let T be a column contractive representation. Let p1, · · · , pn ∈ P and
g1, · · · , gk ∈ P where pi∧pi′ = pi∧gj = gj∧gj′ = e for all 1 ≤ i 6= i′ ≤ n and 1 ≤ j 6= j′ ≤ k.
Moreover, assume that gi 6= e. Denote X = [T˜ (pip−1j )] and Di = diag(T (gi), · · · , T (gi)).
Then,
k∑
i=1
D∗iXDi ≤ X.
Proof. The statement is clearly true for all k when n = 1. Now assuming it is true for all
k whenever n < N , and consider the case when n = N :
It is clear that when all of the pi are equal to e, then X −
∑k
i=1 D
∗
iXDi is a n × n
matrix whose entries are all equal to I −∑ki=1 T (gi)∗T (gi) ≥ 0, and thus the statement is
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true. Otherwise, we may assume without loss of generality that p1 6= e. Let q1 = e and
q2 = p2, · · · , qn = pn. Denote X0 = [T˜ (qiq−1j )] and E = diag(I, T (p1), · · · , T (p1)) be a
n× n block diagonal matrix.
Denote Y = [T˜ (pip
−1
j )]2≤i,j≤n and set Ei = diag(T (gi), · · · , T (gi)) be a (n−1)× (n−1)
block diagonal matrix. Finally, set Ek+1 = diag(T (p1), · · · , T (p1)) be a (n − 1) × (n − 1)
block diagonal matrix.
From the proof of Theorem 3.2.1,
X = E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
.
Now Y is a matrix of smaller size and thus by induction hypothesis,
k+1∑
i=1
E∗i Y Ei ≤ Y.
Hence,
Y − E∗k+1Y Ek+1 ≥
k∑
i=1
E∗i Y Ei
≥
k∑
i=1
E∗i (Y − E∗k+1Y Ek+1)Ei.
Also notice that E commutes with Di and therefore, if
∑k
i=1D
∗
iX0Di ≤ X0, we have
k∑
i=1
D∗iXDi
= E∗
(
k∑
i=1
D∗iX0Di
)
E +
[
0 0
0
∑k
i=1 E
∗
i (Y − E∗k+1Y Ek+1)Ei
]
≤ E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
= X.
Hence,
∑k
i=1 D
∗
iXDi ≤ X if
∑k
i=1D
∗
iX0Di ≤ X0. This reduction from X to X0 changes
one pi 6= e to e, and therefore by repeating this process, we eventually reach a state where
all pi = e.
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Theorem 3.3.5 can be deduced immediately from the following Proposition and Theorem
3.2.1:
Proposition 3.3.7. Let T be a column contractive representation of a lattice ordered semi-
group P . Let p1, · · · , pn ∈ P and g1, · · · , gk ∈ P where for all 1 ≤ i 6= l ≤ k and
1 ≤ j ≤ n, gi ∧ pj = e and gi ∧ gl = e. Assuming gi 6= e and denote X = [T˜ (pip−1j )] and
Di = diag(T (gi), · · · , T (gi)). Then
k∑
i=1
D∗iXDi ≤ X.
In particular, T satisfies Condition (?) when k = 1.
Proof. The statement is clear when n = 1. Assume it’s true for n < N , and consider the
case when n = N . Let m be the smallest integer such that for all J ⊆ {1, 2, · · · , N} and
|J | > m, ∧j∈Jpj = e. It was observed in the proof of Theorem 3.2.1 that m ≤ N − 1.
Proceed by induction on m:
In the base case when m = 1, pi ∧ pj = e for all i 6= j, the statement is proved in
Lemma 3.3.6. Assuming the statement is true for m < M − 1 < N − 1 and consider the
case when m = M . For each J ⊆ {1, 2, · · · , N} with |J | = M and ∧Mj=1pj = g 6= e, denote
qi = pi when i /∈ J and qi = qig−1 when i ∈ J . Let X0 = [T˜ (qiq−1j )] and E be a block
diagonal matrix whose i-th diagonal entry is I when i /∈ J and T (g) otherwise. Denote
Y = [T˜ (qiq
−1
j )]i,j /∈J and Ei = diag(T (gi), · · · , T (gi)) with N −M copies of T (gi). Finally,
let Ek+1 = diag(T (g), · · · , T (g)) with N −M copies of T (g).
From the proof of Theorem 3.2.1, by assuming without loss of generality that J =
{1, 2, · · · ,M}, we have
X = E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
.
Now Y has a smaller size and thus by induction hypothesis on n,
k+1∑
i=1
E∗i Y Ei ≤ Y.
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and thus
Y − E∗k+1Y Ek+1 ≥
k∑
i=1
E∗i Y Ei
≥
k∑
i=1
E∗i (Y − E∗k+1Y Ek+1)Ei.
Therefore, if
∑k
i=1D
∗
iX0Di ≤ X0,
k∑
i=1
D∗iXDi
= E∗
(
k∑
i=1
D∗iX0Di
)
E +
[
0 0
0
∑k
i=1 E
∗
i (Y − E∗k+1Y Ek+1)Ei
]
≤ E∗X0E +
[
0 0
0 Y − E∗k+1Y Ek+1
]
= X.
Hence, the statement is true for pi if it is true for qi, where ∧j∈Jqj = e. Repeat the process
until all such |J | = M has ∧j∈Jpj = e, which reduces to a case where m < M . This finishes
the induction. Notice Condition (?) is clearly true when g = e, and when g 6= e, it is shown
by the case when m = 1. This finishes the proof.
3.4 Brehmer’s Condition
Brehmer’s condition for regular dilation is quite different from the main result that we de-
rived. Indeed, Brehmer’s condition involves checking certain operator are positive, whereas
condition (?) involves checking certain operator matrix inequalities. It is extremely bene-
ficial to study how these two conditions relate. We found that Brehmer’s condition allows
us to derive a Cholesky decomposition of a certain operator matrix. This technique is an
essential tool in the analysis of regular dilation on other semigroups.
Let {Tω}ω∈Ω be a family of commuting contractions, which leads to a contractive rep-
resentation on ZΩ+ by sending each eω to Tω. For each U ⊆ Ω, denote
ZU =
∑
V⊆U
(−1)|V |T (eV )∗T (eV ).
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For example,
Z∅ = I
Z{1} = I − T ∗1 T1
Z{1,2} = Z{1} − T ∗2Z{1}T2 = I − T ∗1 T1 − T ∗2 T2 + T ∗2 T ∗1 T1T2
...
Brehmer’s theorem stated that T has regular dilation if and only if ZU ≥ 0 for any finite
subset U ⊆ Ω. We shall first transform Brehmer’s condition into an equivalent form.
Lemma 3.4.1. ZU ≥ 0 for each finite subset U ⊆ Ω if and only if for any finite set J ⊆ Ω
and ω ∈ Ω, ω /∈ J ,
T ∗ωZJTω ≤ ZJ .
Proof. Take any finite subset J ⊆ Ω and ω ∈ Ω, ω /∈ J .
ZJ − T ∗ωZJTω
=
∑
V⊆J
(−1)|V |T (eV )∗T (eV ) +
∑
V⊆J
(−1)|V |+1T ∗ωT (eV )∗T (eV )Tω
=
∑
V⊆{ω}⋃ J,ω/∈V (−1)
|V |T (eV )∗T (eV ) +
∑
V⊆{ω}⋃ J,ω∈V (−1)
|V |T (eV )∗T (eV )
= Z{ω}⋃ J .
Therefore, T ∗ωZJTω ≤ ZJ if and only if Z{ω}⋃ J ≥ 0. This finishes the proof.
A major tool is the following version of Douglas Lemma [22]:
Lemma 3.4.2 (Douglas). For A,B ∈ B(H), A∗A ≤ B∗B if and only if there exists a
contraction C such that A = CB.
As an immediate consequence of Lemma 3.4.2, T ∗ωZJTω ≤ ZJ is satisfied if and only if
there is a contraction Wω,J such that Z
1/2
J Tω = Wω,JZ
1/2
J . Therefore, it would suffices to
find such contraction Wω,J for each finite subset J ⊆ Ω and ω ∈ Ω, ω /∈ J . By symmetry,
it would suffices to do so for each Jn = {1, 2, · · · , n} and ωn = n + 1. Without loss of
generality, we shall assume that Ω = N.
Consider P(Jn) = {U ⊆ Jn}, and denote pU =
∑
i∈U ei ∈ ZΩ+. Denote Xn = [T˜ (pU −
pV )] where U is the row index and V is the column index.
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Lemma 3.4.3. Assuming ZJ ≥ 0 for all J ⊆ Jn. Then for a fixed F ⊆ Jn, we have,∑
U⊆F
T ∗UZF\UTU = I.
Proof. We first notice that by definition, ZJ =
∑
U⊆J(−1)|U |T ∗UTU . Therefore,∑
U⊆F
T ∗UZF\UTU =
∑
U⊆F
∑
V⊆F\U
(−1)|V |T ∗U ⋃V TU ⋃V .
For a fixed set W ⊆ F , consider the coefficient of T ∗WTW in the double summation. It
appears in the expansion of every T ∗UZF\UTU , where U ⊆ W , and its coefficient in the
expansion of such term is equal to (−1)|W\U |. Therefore, the coefficient of T ∗WTW is equal
to ∑
U⊆W
(−1)|W\U | =
|W |∑
i=0
(|W |
i
)
(−1)i.
This evaluates to 0 when |W | > 0 and 1 when |W | = 0, in which case, W = ∅ and
TW = I.
Now can now decompose Xn = R
∗
nRn explicitly.
Proposition 3.4.4. Assuming ZJ ≥ 0 for all J ⊆ Jn. Define a block matrix Rn, whose
rows and columns are indexed by P(Jn), by Rn(U, V ) = Z1/2Jn\UTU\V whenever V ⊆ U and
0 otherwise. Then Xn = R
∗
nRn
Proof. Fix U, V ⊆ Jn, the (U, V )-entry in Xn is T˜ (pU − pV ) = T ∗V \UTU\V . Now the (U, V )-
entry in R∗nRn is equal to ∑
W⊆Jn
Rn(W,U)
∗Rn(W,V ).
It follows from the definition that Rn(W,U)
∗Rn(W,V ) = 0 unless U, V ⊆ W , and thus
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U
⋃
V ⊆ W . Hence,∑
W∈P(Jn)
Rn(W,U)
∗Rn(W,V )
=
∑
U
⋃
V⊆W
T ∗W\UZJn\WTW\V
=
∑
U
⋃
V⊆W
T ∗V \UT
∗
W\(U ⋃V )ZJn\WTW\(U ⋃V )TW\U
= T ∗V \U
 ∑
U
⋃
V⊆W
T ∗W\(U ⋃V )ZJn\WTW\(U ⋃V )
TW\U .
If we denote F = Jn\(U
⋃
V ) and W ′ = W\(U ⋃V ), since U ⋃V ⊆ W , we have Jn\W =
F\W ′. Hence the summation becomes∑
U
⋃
V⊆W
T ∗W\(U ⋃V )ZJn\WTW\(U ⋃V ) = ∑
W ′⊆F
T ∗W ′ZF\W ′TW ′ ,
which by Lemma 3.4.3 is equal to I. Therefore, the (U, V )-entry in R∗nRn is equal to
T ∗V \UTW\U and Xn = R
∗
nRn
Remark 3.4.5. If we order the subsets of Jn by cardinality and put larger sets first, then
since Rn(U, V ) 6= 0 only when V ⊆ U , Rn becomes a lower triangular matrix. In particular,
the row of ∅ contains exactly one non-zero entry, which is Z1/2Jn at (∅, ∅).
Example 3.4.6. Let us consider the case when n = 2, and J2 has 4 subsets {1, 2},
{2},{1},∅. Under this ordering,
Xn =

I T1 T2 T1T2
T ∗1 I T
∗
1 T2 T2
T ∗2 T
∗
2 T1 I T1
T ∗1 T
∗
2 T
∗
2 T
∗
1 I
 .
Proposition 3.4.4 gives that
Rn =

I T1 T2 T1T2
0 Z
1/2
1 0 Z
1/2
1 T2
0 0 Z
1/2
2 Z
1/2
2 T1
0 0 0 Z
1/2
1,2

satisfies R∗nRn = Xn.
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We can now prove Brehmer’s condition from Condition (?) without invoking their
equivalence to regularity.
Proposition 3.4.7. In the case of T : ZΩ+ → B(H), Condition (?) implies the Brehmer’s
condition.
Proof. Without loss of generality, we may assume Ω = N. We shall proceed by induction
on the size of J ⊆ N.
For |J | = 1 (i.e. J = {ω}), Condition (?) implies T is contractive. Hence, ZJ =
I − T ∗ωTω ≥ 0. Assuming ZJ ≥ 0 for all |J | ≤ n, and consider the case when |J | = n + 1.
By symmetry, it would suffices to show this for J = Jn+1 = {1, 2, · · · , n+ 1}.
By Proposition 3.4.4, Xn = R
∗
nRn where the (∅, ∅)-entry of Rn is equal to Z1/2Jn . Let
Dn be a block diagonal matrix with 2
n copies of Tn+1 along the diagonal. Condition (?)
implies that
D∗nXnDn = D
∗
nR
∗
nRnDn ≤ Xn = R∗nRn.
Therefore, by Lemma 3.4.2, there exists a contraction Wn such that WnRn = RnDn. By
comparing the (∅, ∅)-entry on both sides, there exists Cn such that CnZ1/2Jn = Z1/2Jn Tn+1,
where Cn is the (∅, ∅)-entry of Wn, which must be contractive as well. Hence, by Lemma
3.4.1 and 3.4.2,
ZJn+1 = ZJn − T ∗n+1ZJnTn+1 ≥ 0.
This finishes the proof.
47
Chapter 4
Regular Dilation on Graph Products
of N
The lattice ordered semigroup only provides a limited number of examples. The analysis
of the Nica-covariant condition is closely related to a larger class of semigroups called the
quasi-lattice ordered semigroups, which covers many more interesting classes of semigroups.
For example, the free semigroup F+k is quasi-lattice ordered but not lattice ordered. There-
fore, one may wonder whether we can extend our analysis of regular dilation to quasi-lattice
ordered semigroups.
There is one immediate difficulty that we have to overcome: in a quasi-lattice ordered
group (G,P ), we cannot always write g ∈ G as (g−)−1g+. Without the positive and
negative part g+, g−, it is not clear how to even define regular dilation in this context.
In this chapter, we approach this problem by first considering a very special class of
quasi-lattice ordered semigroups called the graph products of N. First, we give a brief
overview of the graph product of N. We then proceed to prove a few technical lemmas
and the main theorem (Theorem 4.2.11), which connects the Brehmer’s condition with
the Frazho-Bunce-Popescu’s dilation. Then, we discuss the connection between ∗-regular
dilation and isometric Nica-covariant representations (Theorem 4.5.5).
In the special case when the graph is a complete multi-partite graph, Popescu studied
a similar program of dilation for such representations. In his study, he used a condition
called the Property (P) to establish the dilation. We briefly discuss the relation between
our work and Popescu’s Property (P), and explains how Property (P) arises naturally from
the Nica-covariant condition.
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After realizing the connection between ∗-regular dilation and isometric Nica-covariant
representations, we are able to further extend the theory of regular dilation beyond quasi-
lattice ordered semigroups. Many technical lemma can be greatly shortened. We will
discuss this in the next chapter.
4.1 Graph Product of N
Fix a simple graph Γ with a countable vertex set Λ. Recall that a graph product of N
is a unital semigroup PΓ = Γi∈ΛN, generated by generators {ei}i∈Λ where ei, ej commute
whenever i, j are adjacent in Γ. We also call PΓ the graph semigroup or the right-angled
Artin monoid. It is also closely related to the Cartier-Foata monoid [34] where ei, ej
commute whenever i, j are not adjacent.
We can similarly define the graph product of Z, GΓ = Γi∈ΛZ. It is defined to be the
free product of Z modulo the rule that elements in the i-th and j-th copies of Z commute
whenever (i, j) is an edge of Γ. GΓ is a group, which is also called the graph group or the
right-angled Artin group. GΓ together with PΓ is an important example of a quasi-lattice
ordered group that is studied by Crisp and Laca [17].
Example 4.1.1. [Examples of Graph Products]
1. Consider the complete graph Γ that contains every possible edge (i, j) i 6= j. The
graph product Γi∈ΛN is equal to the abelian semigroup N+k , since any two generators
ei, ej commute.
2. Consider the graph Γ that contains no edges. The graph product PΓ = Γi∈ΛN is equal
to the free product F+k .
3. Consider the following graph product associated with the graph in Figure 4.1.
•
••
•1 2
4 3
Figure 4.1: A simple graph of 4 vertices
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The graph product semigroup is a unital semigroup generated by 4 generators e1, · · · , e4,
where the commutation relation is dictated by the edges of the graph. In this example,
ei, ej pairwise commute except for the pair e1, e3.
We covered the basics of graph products of semigroups in Section 2.1.4. We now discuss
a few technical lemmas. Recall in an expression x = x1 · · ·xn, I(xi) is defined to be the
vertex v so that xi belongs to the copy corresponding to the vertex v.
Lemma 4.1.2. An expression x = x1 · · ·xn is reduced (x can be in either PΓ or GΓ) if and
only if for all i < j such that I(xi) = I(xj), there exists an i < t < j so that I(xt) is not
adjacent to I(xi).
The idea is that when I(xi) = I(xj), as long as everything between xi and xj commute
with xi and xj, we can shuﬄe xj to be adjacent to xi and amalgamate the two. It is
observed in [30] that reduced expressions are shuﬄe equivalent:
Theorem 4.1.3 (Green [30]). If x = x1 · · ·xn = x′1 · · ·x′m are two reduced expressions for
x ∈ GΓ (or PΓ). Then two expressions are shuﬄe equivalent. In particular m = n.
This allows us to define the length of an element x to be `(x) = n, when x has a reduced
expression x1 · · ·xn.
Given a reduced expression x = x1 · · ·xn, a syllable xi is called an initial syllable if x
can be shuﬄed as x = xix1 · · ·xi−1xi+1 · · · xn. Equivalently, it means the vertex I(xi) is
adjacent to any previous vertices I(xj), j < i. The vertex I(xi) of an initial syllable is
called an initial vertex. The following lemma is partially taken from [17, Lemma 2.3].
Lemma 4.1.4. Let x = x1 · · ·xn be a reduced expression. Then,
1. If i 6= j and xi, xj are two initial syllables, then I(xi) 6= I(xj).
2. The initial vertices of X are pairwise adjacent.
3. Let J = {i : xi is an initial syllable}. Then x =
∏
j∈J xj
∏
j /∈J xj, where the second
product is taken in the same order as in the original expression.
Proof. If I(xi) = I(xj) in a reduced expression, by Lemma 4.1.2, there has to be an index
i < t < j so that I(xt) is not adjacent to I(xi) = I(xj). Therefore, it is impossible to
shuﬄe xj to the front. Therefore, any two initial syllables have different vertices.
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If xi, xj are two initial syllables where i < j. Then to shuﬄe xj to the front, it must be
the case that xj can commute with xi, and thus I(xi) is adjacent with I(xj). This shows
initial vertices are pairwise adjacent.
Now let J = {1 < j1 < j2 < · · · < jm} be all i where xi is an initial syllable. Then, we
can recursively shift each xjs to the front. The result is that we can shuﬄe all the initial
vertices to the front as
∏
j∈J xj, while all the other syllables are multiplied subsequently
in the original order.
Lemma 4.1.4 shows that the initial vertices are pairwise adjacent and thus form a clique
of the graph Γ.
Lemma 4.1.4 allows us to further divide a reduced expression of x into blocks. Given
a reduced expression x = x1 · · ·xn, we define the first block b1 of x to be the product
of all initial syllables. Since any two initial syllables commute, there is no ambiguity in
the order of this product. We simply denote I1(x) = {i : xi is an initial syllable}, and
b1 =
∏
j∈I1(x) xj. Since x1 is always an initial syllable, I1(x) 6= ∅ and b1 6= e.
Now x = b1x
(1), where x(1) has strictly shorter length compared to x. We can define
the second block b2 of x to be the first block of x
(1) when x(1) 6= e. Of course, if x(1) = e,
we are finished since x = b1. Repeat this process, and let each x
(t) = bt+1x
(t+1), where bt+1
is the first block of x(t). Since the length of x(t) is always strictly decreasing, we eventually
reach a state when x(m−1) = bmx(m) and x(m) = e. In such case, x is written as a product
of m blocks x = b1b2 · · · bm. Here, each bj is the first block of bjbj+1 · · · bm. We call this a
block representation of x. We shall denote It(x) be the vertex of all syllables in the t-th
block bt.
Since any two reduced expressions are shuﬄe equivalent, it is easy to see this block
representation is unique.
Lemma 4.1.5. Let a reduced expression x = x1 · · ·xn have a block representation b1 · · · bm
1. Two adjacent It(x), It+1(x) are disjoint.
2. For any vertex λ2 ∈ It+1(x), there exists another vertex λ1 ∈ It(x) so that λ1, λ2 are
not adjacent.
Proof. For (1), if It(x), It+1(x) share some common vertex δ, then the syllable correspond-
ing to δ in the (t+ 1)-th block can be shuﬄed to the front of the (t+ 1)-th block, and since
δ ∈ It(x), this syllable commutes with all syllable in the t-th block. Therefore, it can be
amalgamated into the t-th block, leading to a contradiction that the expression is reduced.
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For (2), if otherwise, we can pick a vertex λ2 ∈ It+1(x) that is adjacent to every vertex
in It(x). The syllable corresponding to λ2 can be shuﬄed to the front of (t + 1)-th block,
and commutes with everything in the t-th block. Therefore, it must be an initial syllable
for btbt+1 · · · bm. But in such case, δ ∈ It(x) and cannot be in It+1(x) by (1).
Studying regular dilations often requires a deep understanding of elements of the form
x−1y for x, y from the semigroup.
Lemma 4.1.6. Let x, y ∈ PΓ. Then there exist u, v ∈ PΓ with x−1y = u−1v, and I1(u)
disjoint from I1(v). Moreover, u, v are unique.
Proof. Suppose that there exists a vertex λ ∈ I1(x)
⋂
I1(y). Then we can find initial
syllables em1λ and e
m2
λ from reduced expressions of x, y. We may without loss of generality
assume that x1 = e
m1
λ and y1 = e
m2
λ .
Set u1 = e
−min{m1,m2}
λ x and v1 = e
−min{m1,m2}
λ y. We have the relation u
−1
1 v1 = x
−1y.
Notice that at least one of x1 and y1 is removed in this process, and thus the total length
`(u1)+`(v1) is strictly less than `(x)+`(y). Repeat this process whenever I1(uj)
⋂
I1(vj) 6=
∅, and recursively define uj+1, vj+1 in the same manner to keep u−1j vj = u−1j+1vj+1. Since
the total length uj, vj is strictly decreasing in the process, we eventually stop in a state
when I1(uj) is disjoint from I1(vj). This gives a desired u = uj, v = vj.
Suppose that u−1v = s−1t for some other s, t ∈ PΓ with I1(s)
⋂
I1(t) = ∅. Let reduced
expressions for u, v, s, t be,
u = u1 · · ·um
v = v1 · · · vn
s = s1 · · · sl
t = t1 · · · tr
We first show u−1v = u−1m · · ·u−11 v1 · · · vn is a reduced expression in GΓ, and so is
s−1t = s−1l · · · s−11 t1 · · · tr. Assume otherwise, by Lemma 4.1.2, there exists two syllables
from the same vertex that commute with everything in between. These two syllables must
have one from u and the other from v, since u1 · · ·um and v1 · · · vn are both reduced. Let
ui, vj be two such syllables that come from the same vertex that commutes with everything
in between. In that case, by Lemma 4.1.4, ui, vj are both initial syllables for u, v. But u, v
have no common initial syllables, this leads to a contradiction.
52
Therefore, u−1m · · ·u−11 v1 · · · vn = s−1l · · · s−11 t1 · · · tr are both reduced expressions for
u−1v = s−1t, and thus by Theorem 4.1.3 are shuﬄe equivalent. Notice each individ-
ual syllable ui, vi, si, ti is from the graph semigroup. To shuﬄe from u
−1
m · · ·u−11 v1 · · · vn
to s−1l · · · s−11 t1 · · · tr, each s−1i must be some u−1j , and ti must be some vj. Therefore,
v1 · · · vn must be a shuﬄe of t1 · · · tr, and also u1 · · ·um is a shuﬄe of s1 · · · sl. Hence,
s = u, t = v.
Lemma 4.1.7. Suppose u, v ∈ Γi∈ΛN. Then the following are equivalent:
1. u, v commute.
2. Every syllable vj of v commutes with u.
Proof. (2)=⇒(1) is trivial. Assuming (1) and let v = v1 · · · vm. Consider the first syllable
v1 of v. Since uv = vu, v1 is a initial syllable of uv. Therefore, v1 commutes with u. By
canceling v1, one can observe that v2 · · · vm also commutes with u, and recursively each vj
commutes with u.
Lemma 4.1.8. Suppose p ∈ PΓ, λ ∈ Λ so that λ /∈ I1(p) and eλ does not commute with
p. Let x, y ∈ PΓ and apply the procedure in Lemma 4.1.6 to repeatedly remove common
initial vertex of eλx and py until (eλx)
−1py = u−1v with I1(u)
⋂
I1(v) = ∅. Then u, v do
not commute.
Proof. Let p = p1 · · · pn be a reduced expression of p. By Lemma 4.1.7, there exists a
smallest i so that eλ does not commute with pi. We first observe that none of p1, · · · , pi−1
come from the vertex λ. Otherwise, if some ps comes from the vertex λ, it must commute
with every p1, · · · , pi−1 as eλ does. Therefore, ps is an initial syllable and λ ∈ I1(p), which
contradicts to our assumption.
Let pi be a syllable corresponding to vertex λ
′, where λ′ is certainly not adjacent to λ.
Consider the procedure of removing a common initial vertex for u0 = eλx and v0 = py.
At each step, we removed a common initial vertex λi for ui, vi and obtained u
−1
i+1vi+1 =
u−1i vi, until we reach um = u, vm = v that shares no common initial vertex. It is clear that
λ /∈ I1(v0) and λ′ /∈ I1(u0).
Observe that λ0 6= λ′ since λ ∈ I1(eλx) and λ′ cannot be an initial vertex of eλx.
Therefore, the syllable pi remains in u1 after the first elimination step, while no syllable
before pi belongs to the vertex λ. Hence, λ /∈ I1(v1) and λ′ /∈ I1(u1). Inductively, λ /∈ I1(vj)
and λ′ /∈ I1(uj), and thus eλ is still an initial syllable of u and pi is still a syllable of v.
Therefore, u, v do not commute.
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4.2 Regular Dilation
Let us now turn our attention to contractive representations on a graph product PΓ =
Γi∈ΛN. This semigroup is the free semigroup generated by e1, · · · , en with additional rules
that eiej = ejei whenever (i, j) ∈ E(Γ). Therefore, a representation T of PΓ is uniquely
determined by its values on generators Ti = T (ei), where they have to satisfy TiTj = TjTi
whenever (i, j) ∈ E(Γ).
Our goal is to define an analogue of Brehmer’s regular dilation. However, not every
g ∈ G can be written as g = g+g−1− . In fact, in a quasi-lattice ordered group (G,P ),
G 6= PP−1 in most cases.
To overcome this difficulty, we start by considering how we can define a Toeplitz kernel
K on P that is analogous to Brehmer’s definition. For any p, q ∈ P , if there exists a
common initial vertex i for p, q, we can write p = eip
′ and q = eiq′. Since K is a Toeplitz
kernel, K(p, q) = K(p′, q′). Therefore, by repeatedly removing common initial vertices and
applying Lemma 4.1.6, it suffices to consider how we can define K(p, q) when p, q share no
common initial vertex.
Definition 4.2.1. Given a contractive representation T of the graph product Γi∈ΛN, we
define the Toeplitz kernel K associated with T using the following rules:
1. K(p, q) = T (q)T (p)∗ whenever I1(p)
⋂
I1(q) = ∅ and p, q commute.
2. K(p, q) = 0 whenever I1(p)
⋂
I1(q) = ∅ and p, q do not commute.
3. Otherwise, Lemma 4.1.6 shows that we can find unique u, v with p−1q = u−1v where
u, v share no common initial vertex. In this case, define K(p, q) = K(u, v).
Remark 4.2.2. We may observe that since I1(e) = ∅, and e commutes with any q.
K(e, q) = T (q) by (1). Therefore, if K is completely positive definite, the isometric
Naimark dilation V will be a dilation for T .
One can verify that the kernel K is indeed a Toeplitz kernel. In fact, it satisfies a
stronger property.
Lemma 4.2.3. If p, q, x, y ∈ PΓ satisfies p−1q = x−1y, then K(p, q) = K(x, y).
Proof. Repeatedly removing common initial vertices for the pairs p, q and x, y using the
procedure in Lemma 4.1.6, we end up with p−1q = u−1v, x−1y = s−1t, where u, v has no
common initial vertex; s, t has no common initial vertex. Then, K(p, q) = K(u, v) and
K(x, y) = K(s, t). By Lemma 4.1.6, u = s, t = v. Therefore, K(p, q) = K(x, y).
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There is in fact another description of this kernel K, inspired by later studies of regular
dilation on right LCM semigroups.
Lemma 4.2.4. For any p, q ∈ PΓ, K(p, q) = T (p−1(p∨ q))T (q−1(p∨ q)) if p∨ q 6=∞, and
K(p, q) = 0 if p ∨ q =∞.
Proof. Let p = sp′ and q = sq′ where s is the product of all common initial vertices of
p, q. It follows from the Definition 4.2.1 that K(p, q) = K(p′, q′). In the case when p′, q′
commute, it is clear that p′ ∨ q′ = p′q′ and hence
K(p, q) = T (q′)T (p′)∗ = T (p−1p ∨ q)T (q−1p ∨ q)∗.
In the case when p′, q′ do not commute, one can check that p′ ∨ q′ = ∞ and hence
p ∨ q =∞. In this case, K(p, q) = 0.
Definition 4.2.5. We say that T is ∗-regular if the Toeplitz kernel K associated with T
as defined in Definition 4.2.1 is completely positive definite. A Naimark dilation V for this
kernel K is called a ∗-regular dilation for T . Dually, we say that T is regular if T ∗ has
∗-regular dilation. Here, T ∗(ei) = T (ei)∗.
Remark 4.2.6. Our definition of regular dilation is slightly different from that of Brehmer’s.
When the graph semigroup is the abelian semigroup Nk, Brehmer defined T to be regular
if a kernel K∗ is completely positive definite, where K∗ is the Toeplitz kernel by replacing
Condition (1) in the Definition 4.2.1 by K∗(p, q) = T (p)∗T (q). In general, the kernel K∗
is different from the kernel we defined in Definition 4.2.1. However, it turns out when the
semigroup is the abelian semigroup Nk, our definition of regular dilation (Definition 4.2.5)
coincides with Brehmer’s definition (Definition 5.1.2).
However, on a general graph semigroup, when the kernel K∗ is completely positive
definite is hard to characterize. For example, when the graph Γ contains no edge and the
graph semigroup corresponds to the free semigroup, the only chance that p, q commute and
I1(p)
⋂
I1(q) = ∅ is when at least one of p, q is e. Therefore, in such case, K∗ = K and
K∗ is completelely positive definite whenever K is.
Our definition of regular dilation implies there are isometric dilations for T ∗i and thus
co-isometric extensions for Ti. This coincides with the literature on the dilation of row
contractions: for example, dilations for column contractions considered by Bunce [14] can
be thought as regular dilation on the free semigroup Fk+.
The ∗-regular representations are precisely those with a certain minimal Naimark dila-
tion due to Theorem 2.2.9.
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Theorem 4.2.7. T : PΓ → B(H) has ∗-regular dilation if and only if it has a mini-
mal isometric Naimark dilation V : PΓ → B(K) so that for all p, q ∈ PΓ, K(p, q) =
PHV (p)∗V (q)
∣∣
H.
Remark 4.2.8. Given a representation T : PΓ → B(H), there might be kernels different
from the kernel we defined in Definition 4.2.1 that are also completely positive definite. For
example, it is pointed out in [49] that when Γ is acyclic, T always has a unitary dilation.
By restricting to H, such a unitary dilation defines a completely positive definite kernel
that is generally different from the kernel we defined. Popescu [56] has also considered
many ways to construct completely positive definite kernels on the free semigroup.
The goal of the next two sections is to provide a necessary condition for ∗-regularity of
a contractive representation of a graph semigroup, which turns out to be also a sufficient
condition. We draw our inspiration from two special cases where the graph is the complete
graph and where the graph is the empty graph.
Example 4.2.9. In the case when Γ is a complete graph on k vertices. The graph semigroup
PΓ is simply the abelian semigroup Nk. It forms a lattice ordered semigroup. Each element
in this semigroup can be written as a k tuple (a1, · · · , ak). Since this semigroup is abelian,
the set of initial vertex is precisely {i : ai 6= 0}.
Two elements p = (pi), q = (qi) have disjoint initial vertex sets if and only if at least
one of pi, qi is zero for all i. In the terminology of the lattice order, this implies the greatest
lower bound p ∧ q = e. As it is first defined in [9], a representation T : Nk → B(H) is
called ∗-regular if the kernel K(p, q) is completely positive definite.
Brehmer’s result (Theorem 2.2.3) shows that K is completely positive definite if and
only if for every subset V ⊆ {1, 2, · · · , k},∑
U⊆V
(−1)|U |TUT ∗U ≥ 0.
Here |U | is the cardinality of U , and TU =
∏
i∈U T (ei) with the convention that T∅ = I.
Example 4.2.10. In the case when Γ is a graph on k vertices with no edge. The graph
semigroup Γi∈ΛN is simply the free semigroup F+k . Fix a contractive representation T :
F+k → B(H), which is uniquely determined by its value on generators Ti = T (ei). The
Toeplitz kernel associated with T defined in Definition 4.2.1 is the same as the kernel
considered in [54, 56], where it is shown that K is completely positive definite if and only
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if T is row contractive in the sense that
I −
k∑
i=1
TiT
∗
i ≥ 0.
It turns out the minimal Naimark dilation for K in this case is also a row contraction,
and thus proves the Frazho-Bunce-Popescu dilation.
Inspired by both Example 4.2.9 and 4.2.10, our first main result unifies the Brehmer’s
dilation and the Frazho-Bunce-Popescu dilation. Recall that a set of vertices U ⊆ Λ is
called a clique if the subgraph induced on U is a complete subgraph.
Theorem 4.2.11. Let T be a contractive representation of a graph semigroup PΓ. Then,
T has ∗-regular dilation if for every finite W ⊆ Λ,
∑
U⊆W
U is a clique
(−1)|U |TUT ∗U ≥ 0. (4.1)
The proof of Theorem 4.2.11 requires a few technical lemmas that we need to develop
in the next section.
Remark 4.2.12. Condition (4.1) coincides with conditions in both Example 4.2.9 and
4.2.10. Indeed, when Γ is a complete graph, any U ⊆ V is a clique. When Γ contains no
edge, the only cliques in Γ are singletons {i}.
4.3 Technical Lemmas
Since we are dealing with positive definiteness of operator matrices, the following lemma,
taken from [20, Lemma 14.13], is extremely useful.
Lemma 4.3.1. If an operator matrix
[
A B∗
B C
]
∈ B(H1⊕H2) is positive, then there exists
an operator X : H1 → H2 so that B = XA1/2. Moreover, if B has this form, then the
operator matrix is positive if and only if C ≥ XX∗.
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Lemma 4.3.2. Let X,L ∈ B(H) and X ≥ 0. Define an n× n operator matrix
An =

X XL∗ XL∗2 · · · XL∗(n−1)
LX X XL∗ · · · XL∗(n−2)
L2X LX X
. . .
...
...
. . . . . . . . . XL∗
Ln−1X Ln−2X · · · LX X
 .
If LXL∗ ≤ X, then every An is positive.
Proof. Assuming LXL∗ ≤ X, we shall inductively show each An is positive. Since the case
when n = 1, A1 = X ≥ 0 is given. Suppose An ≥ 0, and rewrite An+1 as
An+1 =

XL∗n
XL∗(n−1)
An
...
...
XL∗
LnX Ln−1X · · · · · · LX X

.
Now notice that the row operator [LnX, · · · , LX] = [0, · · · , 0, L]An. Therefore, by
Lemma 4.3.1, An+1 ≥ 0 if
[0, · · · , 0, L]An

0
...
0
L∗
 ≤ X.
Expand the left hand side gives LXL∗ ≤ X.
Corollary 4.3.3. The matrix An defined in Lemma 4.3.2 is positive if and only if A0 =
X ≥ 0 and A1 ≥ 0.
Proof. Indeed, by Lemma 4.3.1,
A1 =
[
X X1/2X1/2L∗
LX1/2X1/2 X
]
≥ 0
if and only if X ≥ 0 and (LX1/2) (X1/2L) = LXL∗ ≤ X. This is sufficient for every
An ≥ 0 by Lemma 4.3.2.
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We now turn our attention to the contractive representation T of a graph semigroup
PΓ = Γi∈ΛN. Throughout this section, we fix such a representation T and its associated
Toeplitz kernel K defined in Definition 4.2.1. For two finite sequences F1, F2 ⊂ PΓ, where
F1 = {p1, · · · , pm} and F2 = {q1, · · · , qn}, we denote K[F1, F2] to be the m × n operator
matrix, whose (i, j)-entry is equal to K(pi, qj). When F1 = F2, we simply write K[F1] =
K[F1, F1]. Recall K is completely positive definite if and only if for all finite subsets
F ⊆ PΓ, K[F ] ≥ 0. If F is a collection of elements that may contain duplicates, we may
similarly define K[F ]. It turns out duplicated elements will not affect the positivity of
K[F ].
Lemma 4.3.4. Let F = {p1, p1, p2, · · · , pm} and F1 = {p1, p2, · · · , pm}. Then K[F ] ≥ 0 if
and only if K[F1] ≥ 0.
Proof. Denote F2 = {p2, · · · , pm}. We have,
K[F ] =
 I I K[p1, F2]I I K[p1, F2]
K[F2, p1] K[F2, p1] K[F2]
 .
Here, the lower right corner is K[F1].
By Lemma 4.3.1, K[F ] ≥ 0 if and only if K[F2, p1]K[p1F2] ≤ K[F2]. By Lemma 4.3.1
again, this happens if and only if K[F1] ≥ 0.
Lemma 4.3.5. Let F1 = {p1, · · · , pm} and F2 = {q1, · · · , qn} and fix a vertex λ ∈ Λ so
that λ is not an initial vertex for any of the pi. Let D(λ, F1) be a diagonal m×m operator
matrix whose i-th diagonal entry is equal to T (eλ)
m if eλ commutes with pi and 0 otherwise.
Then, K[F1, e
m
λ · F2] = D(λ, F1) ·K[F1, F2].
Proof. This is essentially proving that K(pi, e
m
λ qj) = T (eλ)
mK(pi, qj) if eλ commutes with
pi and 0 otherwise.
Assuming first that eλ commutes with pi. Then p
−1
i e
m
λ qj = e
m
λ p
−1
i qj. A key observation
here is that when this happens, pi contains no syllable from the vertex λ. Since eλ commutes
with every syllable of pi, if there is a syllable of pi from the vertex λ, it must be an initial
syllable, which contradicts to our selection of pi.
Repeatedly removing common initial vertices for pi, qj using Lemma 4.1.6, we end
up with p−1i qj = u
−1v, where u, v have no common initial vertex. It follows from the
Definition 4.2.1 that K(pi, qj) = K(u, v). Notice that I1(e
m
λ v) includes λ and every vertex
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in I1(v) that is adjacent to λ. Moreover, we observed that λ /∈ I1(u). Therefore, we have
I1(e
m
λ v)
⋂
I1(u) = ∅.
Suppose u, v commute. Then p−1i e
m
λ pj = e
m
λ vu
−1 = u−1eλv. Therefore, by Lemma
4.2.3, K(pi, e
m
λ qj) = K(u, e
m
λ v). Hence, in this case,
K(u, eλv) = T (eλ)
mT (v)T (u)∗ = T (eλ)mK(u, v).
If u, v does not commute, emλ v also does not commute with u. Therefore, K(u, v) =
K(u, eλv) = 0.
Assume now that eλ does not commute with pi. Consider the procedure of removing
common initial syllables in pi and e
m
λ qj: since λ is not an initial vertex of pi, each step we
have to cancel out a syllable from pi and qj that both commute with e
m
λ . After each step of
removing a common initial vertex, we removed some syllable from pi that commute with
eλ. Since λ is not an initial vertex of pi, each step will not cancel out any e
m
λ . Eventually,
we always end up with p−1i qj = u
−1emλ v, where u, e
m
λ v do not share any common initial
vertex.
By Lemma 4.1.7, some syllable in pi does not commute with eλ. Since all the syllables
that got canceled commute with eλ, there has to be some syllable in the left over u that does
not commute with eλ. Therefore, u and e
m
λ v do not commute. Hence, K(u, e
m
λ v) = 0.
As an immediate corollary,
Corollary 4.3.6. Let F = {p1, · · · , pn} be a finite subset of PΓ, and λ ∈ Λ is a vertex that
is not an initial vertex for any of pi. For every m ≥ 0, denote Fm =
⋃m
j=0 e
j
λ · F . Then
K[Fm] ≥ 0 if and only if K[F ] ≥ 0 and K[F1] ≥ 0.
Proof. For each i ≤ j, K[eiλF, ejλF ] = K[F, ej−iλ F ]. Let D = D(λ, F ) be the n×n diagonal
operator matrix, whose (i, i)-entry is T (eλ) if eλ commutes with pi and 0 otherwise. It
follows from Lemma 4.3.5 that K[F, ej−iλ F ] = D
j−iK[F ]. Similarly, for each i > j,
K[eiλF, e
j
λF ] = K[e
j
λF, e
i
λF ]
∗ = K[F ]D∗(i−j).
Therefore,
K[Fm] =

K[F ] K[F ]D∗ K[F ]D∗2 · · · K[F ]D∗m
DK[F ] K[F ] K[F ]D∗ · · · K[F ]D∗(m−1)
D2K[F ] DK[F ] K[F ]
. . .
...
...
. . . . . . . . . K[F ]D∗
DmK[F ] Dm−1X · · · DK[F ] K[F ]
 .
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Corollary 4.3.3 can be applied so that K[Fm] ≥ 0 if and only if K[F ] ≥ 0 and K[F1] ≥
0.
Lemma 4.3.7. Let F1 = {p1, · · · , pn}, F2 = {q1, · · · , qm} be finite subsets of PΓ, and λ ∈ Λ
is a vertex that is not an initial vertex for any of pi nor qj. Suppose that eλ commutes with
every qj, but not with any pi. Denote,
F0 = F1
⋃
F2
F = eλ ·
(
F1
⋃
F2
)⋃(
F1
⋃
F2
)
= eλF0
⋃
F0
F ′ = eλ · F2
⋃
F1
⋃
F2
Then, K[F ] ≥ 0 if and only if K[F ′] ≥ 0.
Proof. Let D denote an m × m diagonal operator matrix whose diagonal entries are all
T (eλ). Repeatedly apply Lemma 4.3.5,
K[F ] =

K[F1] K[F1, F2] 0 K[F1, F2]D
∗
K[F2, F1] K[F2] 0 K[F2]D
∗
0 0 K[F1] K[F1, F2]
DK[F2, F1] DK[F2] K[F2, F1] K[F2]
 .
Denote the upper left 2 × 2 corner by X =
[
K[F1] K[F1, F2]
K[F2, F1] K[F2]
]
. It is clear that
X = K[F0]. Let L be a (n+m)× (n+m) diagonal operator matrix, whose first n diagonal
entries are 0, and the rest m diagonal entries be T (eλ). Then, the lower left 2 × 2 corner
can be written as LX, and K[F ] =
[
X XL∗
LX X
]
.
Lemma 4.3.2 states that K[F ] ≥ 0 if and only if X = K[F0] ≥ 0 and LXL∗ ≤ X.
Explicitly writing out X − LXL∗, we get,
X − LXL∗ =
[
K[F1] K[F1, F2]
K[F2, F1] K[F2]−DK[F2]D∗
]
. (4.2)
Now consider K[F ′]:
K[F ′] =
 K[F2] 0 K[F2]D∗0 K[F1] K[F1, F2]
DK[F2] K[F2, F1] K[F2]
 . (4.3)
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Notice here
[
0
DK[F2]
]
=
[
0
D
]
K[F2]. By Lemma 4.3.1, K[F
′] ≥ 0 if and only if
K[F2] ≥ 0 and[
0
D
]
K[F2]
[
0 D∗
]
=
[
0 0
0 DK[F2]D
∗
]
≤
[
K[F1] K[F1, F2]
K[F2, F1] K[F2]
]
.
This is precisely the condition required in Condition (4.2). Therefore, combing the
results from above, K[F ] ≥ 0 if and only if K[F ′] ≥ 0, K[F0] ≥ 0 and K[F2] ≥ 0. But
notice F0, F2 are subset of F
′, the later condition is equivalent to K[F ′] ≥ 0.
4.4 Proof of The Main Result
We prove the first main result (Theorem 4.2.11) in this section. The goal is to show that
for every finite F = {p1, · · · , pn} ⊂ PΓ, K[F ] ≥ 0 where K is the Toeplitz kernel associated
with a contractive representation T : PΓ → B(H) that satisfy condition 4.1.
The proof of the main result Theorem 4.2.11 is divided into 2 steps. In the first step, we
define an order on finite subsets of PΓ, and show that for each F ⊂ PΓ, K[F ] ≥ 0 follows
from K[F ′] ≥ 0 for some F ′ < F under this order. This allows us to make an induction
along finite subsets of PΓ.
The base case of the induction turns out to be the case when every element in F has
precisely one block. The second step is to show for all such F , K[F ] ≥ 0. Inspired by [40,
Section 6], we shall then use an argument to show such K[F ] can be decomposed as RR∗
for some operator matrix R explicitly.
For the first step, we show that as long as F contains some element that has more than
1 block, one can find another finite subset F ′ ⊂ PΓ so that K[F ] ≥ 0 if K[F ′] ≥ 0. The
key is then to show that this process of finding F ′ will terminate after finitely many steps.
Definition 4.4.1. For each λ ∈ Λ, and p ∈ PΓ, define dλ(p) to be:
1. If p = en1λ p
′ ∈ F where eλ does not commute with p′, then dλ(p) = {p′}.
2. If p = en1λ p
′ ∈ F where eλ commutes with p′, then dλ(p) = {eλp′, p′}.
3. If λ is not an initial vertex of p and eλ does not commute with p, then dλ(p) = {p}.
4. If λ is not an initial vertex of p and eλ commutes with p,, then dλ(p) = {eλp, p}.
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For any finite set F ⊆ PΓ, denote dλ(F ) =
⋃
p∈F dλ(p).
Lemma 4.4.2. Let F = {p1, · · · , pn} ⊂ PΓ with some pi containing at least 2 blocks. Pick
a λ that is an initial vertex for some pi, but eλ does not commute with pi.
Then K[F ] ≥ 0 if K[dλ(F )] ≥ 0.
Proof. Without loss of generality, assume p1 has at least two blocks. First of all, by Lemma
4.1.5, there exists an initial vertex λ of p1 that is not adjacent to some vertex λ
′ in the
second block of p1. Therefore, eλ does not commute with p1. We fix this vertex λ, and
reorder p1, · · · , pn so that λ is an initial vertex for p1, · · · , pm but not pm+1, · · · , pn.
Write pi = e
ni
λ p
′
i for all 1 ≤ i ≤ m. Denote F0 = {p′1, · · · , p′m, pm+1, · · · , pn}. None of
elements in F0 has λ as an initial vertex. Let N = max{ni} and denote FN =
⋃N
j=0 e
j
λ ·F0.
It is clear that F ⊆ FN , and thus K[F ] ≥ 0 if K[FN ] ≥ 0. By Corollary 4.3.6, K[FN ] ≥ 0
if and only if K[F1] ≥ 0 where F1 = (eλ · F0)
⋃
F0.
We may further split F0 into two subsets F0 = C
⋃
N , where C = {f ∈ F : f commutes with eλ}
and N = {f ∈ F : f does not commute with eλ}. Now apply Lemma 4.3.7, K[F1] ≥ 0 if
and only if K[(eλ · C)
⋃
F0] ≥ 0. Denote
F ′ = (eλ · C)
⋃
F0 = (eλ · C)
⋃
C
⋃
N.
This proves that K[F ′] ≥ 0 implies K[F ] ≥ 0.
To see F ′ = dλ(F ): fix an element pi ∈ F and consider 4 possibilities:
1. If pi = e
n1
λ p
′
i ∈ F where eλ does not commute with p′i, then dλ(pi) = {p′i} is contained
in N ⊆ F0 ⊆ F ′;
2. If pi = e
n1
λ p
′
i ∈ F where eλ commutes with p′i, then p′i is an element of C and thus
dλ(pi) = {eλp′i, p′i} is contained in (eλ · C)
⋃
C ⊆ F ′;
3. If λ is not an initial vertex of pi and eλ does not commute with pi, then pi is in the
set N and dλ(pi) = {pi} is contained in N ⊆ F ′;
4. If λ is not an initial vertex of pi and eλ commutes with pi, then pi is in the set C and
dλ(pi) = {eλpi, pi} is contained in (eλ · C)
⋃
C ⊆ F ′.
One can now observe that F ′ = dλ(F ). This finishes the proof.
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Remark 4.4.3. One may observe that due to (2) and (4), the set F ′ might be a larger
set compared to F . The idea here is we remove eλ where it does not commute with some
later syllables, this should make syllables of each element in F ′ more commutative with one
another. Therefore repeating this process will end up with an F ′ where every element has
only one block. This motivates the Definition 4.4.4.
Definition 4.4.4. For each element p ∈ PΓ with m blocks, we define the block-vertex
sequence of p to be m sets of vertices B1(p), · · · , Bm(p), where B1(p) = {λ ∈ I1(p) :
eλ does not commute with p}, and Bj(p) = Ij(p) for all 2 ≤ j ≤ m. In other words, the
j-th set is equal to the vertex set of j-th block of p, except for the first block, where we
only include any vertex that does not commutes with the rest of the blocks. We also define
B0(p) = {λ ∈ I1(p) : eλ commutes with p}, the set of all initial vertices that are adjacent
to every vertex that appears in p.
Define the block-vertex length of p be c(p) =
∑m
j=1 |Bj(p)|.
Remark 4.4.5. In the case that p has only one block, then every syllable is initial and thus
commuting. In such case, B1(p) = ∅ and c(p) = 0. This is the only case when c(p) = 0.
Also observe that for p = em1λ1 · · · emnλn , the power mi ≥ 1 does not affect the block-vertex
sequence of p. The only thing that matters is what kind of vertex appears in each block.
In a reduced expression of p, each syllable uniquely corresponds to some vertex in one
of B0(p), · · · , Bm(p). Therefore, the length `(p) =
∑m
j=0 |Bj(p)|. The quantity c(p) =
`(p)− |B0(p)| counts the number of syllables that do not commute with the rest.
Lemma 4.4.6. Let p ∈ PΓ and λ ∈ Λ.
1. If λ ∈ B1(p), and p = enλp′. Then c(p′) < c(p).
2. If eλ commutes with p, then the block vertex sequence of any element in dλ(p) is the
same as that of p. Here, dλ(p) is defined as in the Definition 4.4.1.
3. If eλ does not commute with p and λ is not an initial vertex of p, then the block vertex
sequence of any element in dλ(p) is the same as that of p.
Proof. For (1), every vertex in B0(p) is still in B0(p
′). Since we removed the syllable enλ,
`(p′) ≤ `(p)− 1, it is observed by Remark 4.4.5 that c(p′) < c(p).
For (2), there are two cases: either λ ∈ B0(p) or not. In the first case, write p = enλp′
and dλ(p) = {p, p′}. Since we only removed an initial vertex that commutes with the rest
of the word, p′ has the same block-vertex sequence as p. In the later case when λ /∈ B0(p),
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dλ(p) = {p, eλp}. Since eλ commutes with p, λ will be added to B0(eλp) and thus will not
change the block-vertex sequence of eλp. In any case, the block vertex sequence of any
element in dλ(p) is the same as that of p.
For (3), dλ(p) = {p}, and it is clear.
Lemma 4.4.7. If p1, p2 have the same block-vertex sequence, then so does every element
of dλ(p1), dλ(p2).
Proof. If λ ∈ B1(p1) = B1(p2), write pi = eniλ p′i and dλ(pi) = {p′i}. Then p′i is pi with the
syllable eniλ removed, and since p1, p2 have the same block-vertex sequence, p
′
1, p
′
2 must also
have the same block-vertex sequence. In any other case, by Lemma 4.4.6, every element
in dλ(pi) has the same block-vertex sequence as pi.
Definition 4.4.8. Let F ⊂ PΓ be a finite set. Define c(F ) =
∑
c(f), where the summation
is over all f ∈ F , but multiple elements with the same block-vertex sequence are only
summed once.
Lemma 4.4.9. c(dλ(F )) < c(F ).
Proof. Without loss of generality, let f1, · · · , ft have distinct block-vertex sequences while
ft+1, · · · , fn have the same block vertex sequence as some fi, 1 ≤ i ≤ t, where f1 = p1 =
en1λ p
′
1 and eλ not commuting with p
′
1. Then c(F ) =
∑t
i=1 c(pi).
Now, from Lemma 4.4.2, λ ∈ B1(p1). Therefore, dλ(f1) = {p′1}, and c(p′1) < c(f1). Now
apply Lemma 4.4.7, the block-vertex sequence of each dλ(ft+1), · · · , dλ(fn) is the same as
that of some dλ(f1), · · · , dλ(ft). Moreover, by Lemma 4.4.6, c(dλ(fi)) ≤ c(fi). Therefore,
since dλ(F ) =
⋃n
i=1 dλ(fi), we have,
c(dλ(F )) ≤
t∑
i=1
c(dλ(fi)) <
t∑
i=1
c(fi) = c(F ).
To summarize the first step towards the proof of the main theorem,
Proposition 4.4.10. For every finite subset F ⊂ PΓ, there exists finite subset F˜ ⊂ PΓ,
where every element in F˜ contains exactly one block, and K[F ] ≥ 0 if K[F˜ ] ≥ 0.
Proof. We start with F = F0 and repeatedly apply Lemma 4.4.2 to obtain F1 = dλ(F ),
F2 = dλ(F1), · · · . Lemma 4.4.2 proves that K[Fn] ≥ 0 if K[Fn+1] ≥ 0. Lemma 4.4.9 shows
that c(Fn) is a strictly decreasing integral sequence, and thus must stop at some FN = F˜ .
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If c(F˜ ) 6= 0, some elements in F˜ has at least 2 blocks and Lemma 4.4.2 can still be applied
to obtain another set F˜ ′ = dλ(F˜ ) with c(F˜ ′) < c(F˜ ). Therefore, the last FN = F˜ must
have c(FN) = 0, which is equivalent of saying every element in F˜ contains exactly one
block. It is also clear that K[F ] ≥ 0 if K[FN ] ≥ 0.
Our second step shall prove that for every finite subset F where every element has
exactly one block, K[F ] ≥ 0. Since F only contain finitely many syllables, we may consider
only the case when Γ is a finite graph. If an element has exactly one block, then every
syllable commutes with all other syllables, and thus their vertices corresponds to a clique
in Λ. For a clique U , denote eU =
∏
λ∈J eλ. Since U is a clique, there is no ambiguity
in the order of this product. One exception to the definition is that we shall consider the
empty set as a clique as well, and denote e∅ = e. When Γ is a finite graph, there are only
finitely many cliques. Denote Fc = {eU : U is a clique}. The first lemma shows that it
suffices to prove K[Fc] ≥ 0.
Lemma 4.4.11. If K[Fc] ≥ 0, then for any finite subset F of PΓ whose elements all have
one block, K[F ] ≥ 0.
Proof. Suppose F = {p1, · · · , pn} contains an element enλp′ with n ≥ 2, then reorder
p1, · · · , pn so that λ is an initial vertex for p1, · · · , pm but not pm+1, · · · , pn. Let p′i be the
pi with the syllable corresponding to λ removed. Let F0 = {p′1, · · · , p′m, pm+1, · · · , pn} and
let C ⊆ F0 be all elements that commute with eλ. Lemma 4.4.2 proves that K[F0] ≥ 0
if K[F ′] = K[(eλ · C)
⋃
F0] ≥ 0. Since elements in F0 contain exactly one block, and
elements in C commute with F0, we have every element in F
′ contains exactly one block.
Moreover, each syllable corresponding to the vertex λ is eλ. Repeat this process until
we reach F˜ where for all λ, all syllables corresponding to λ are eλ. In such case, every
element has the form eU for some clique U . It is clear that F˜ ⊂ Fc and thus if K[Fc] ≥ 0,
then K[F˜ ] ≥ 0 and thus K[F ] ≥ 0.
To show K[Fc] ≥ 0, it suffices to show K[Fc] can be decomposed as RcR∗c . Following
the technique outlined in [40, Section 6], we can explicitly find such Rc. Moreover, under a
certain ordering, Rc can be chosen to be a lower triangular matrix, and can thus be viewed
as a Cholesky decomposition of K[Fc]. This will be done in Proposition 4.4.14, where we
shall see where the conditions in Condition (4.1) come from.
From Condition (4.1), denote
ZV =
∑
U⊆V
U is a clique
(−1)|U |TUT ∗U ≥ 0. (4.4)
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Here, V is any subset of the vertex set Λ, and TU = T (eU). Assuming Condition (4.1)
holds true for a contractive representation T , each ZV ≥ 0 and we can thus take its square
root Z
1/2
V ≥ 0.
Definition 4.4.12. For a clique V , we define the neighborhood of V , denoted by NV , to
be
NV = {λ ∈ Λ : λ /∈ V, and λ is adjacent to every vertex in V }.
In particular, we define N∅ = Λ.
Lemma 4.4.13. Fix a clique F , then∑
F⊆W
W is a clique
TW\FZNWT
∗
W\F = I.
Proof. Replace ZNW using Equation (4.4),∑
W⊇F
W is a clique
TW\FZNWT
∗
W\F
=
∑
W⊇F
W is a clique
TW\F
 ∑
U⊆NW
U is a clique
(−1)|U |TUT ∗U
T ∗W\F
=
∑
W⊇F
W is a clique
 ∑
U⊆NW
U is a clique
(−1)|U |T(U ⋃W )\FT ∗(U ⋃W )\F

Suppose U ⊆ NW is a clique, then every vertex of U is adjacent to every vertex in W ,
and vertices in U are adjacent to one another. Therefore, U
⋃
W is also a clique. The
converse is true as well: if U
⋃
W is a clique where U
⋂
W = ∅, then U ⊆ NW is a clique.
Hence, we can rearrange the double summation so that we first sum over all possible cliques
V = U
⋃
W , and then sum over all possible U . For a fixed clique V = U
⋃
W , the set
W = V \U and the only requirement is that F ⊆ W . Therefore, we only sum those U so
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that U ⊆ V \F . Rewrite the double summation as:
∑
V=U
⋃
W
V is a clique
 ∑
U⊆V \F
U is a clique
(−1)|U |TV \FT ∗V \F
 .
For a fixed clique V = U
⋃
W where U
⋂
W = ∅, consider the inner summation over
all clique U ⊆ V \F . |U | can take any value between 0 and |V \F |. Moreover, for a fixed
size |U | = k, there are precisely (|V \F ||U | ) possibilities for U where U ⊆ V \F with size k.
Therefore, the coefficient for TV \FT ∗V \F where V is a clique containing F , is equal to
|V \F |∑
j=0
(|V \F |
j
)
(−1)j
This summation is equal to 1 if V = F and |V \F | = 0. Otherwise, this is equal to
(1− 1)|V \F | = 0. This proves the double summation is equal to TF\FT ∗F\F = I.
We are now ready to show K[Fc] ≥ 0. K[Fc] is a |Fc|×|Fc| operator matrix, whose rows
and columns are indexed by cliques U, V . Its (U, V )-entry is equal toK[eU , eV ]. Eliminating
common initial vertices, K[eU , eV ] = K[eU\V , eV \U ]. Now eU\V commutes with eV \U if and
only if all vertices in U\V are adjacent to all vertices in V \U . In other words, U ⋃V is a
clique. Therefore, we have,
K[eU , eV ] =
{
TV \UT ∗U\V , if U
⋃
V is a clique;
0, otherwise.
(4.5)
Let Rc be a |Fc| × |Fc| operator matrix, where
Rc[U,W ] =
{
TW\UZ
1/2
NW
, if U ⊆ W
0, otherwise.
(4.6)
Proposition 4.4.14. K[Fc] = Rc ·R∗c . In particular, K[Fc] ≥ 0.
Proof. The (U, V )-entry for Rc ·R∗c is equal to
∑
W Rc[U,W ]Rc[V,W ]
∗.
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If U
⋃
V is not a clique, we cannot find a clique W that contains both U and V .
Therefore, for every clique W , we cannot have both U, V contained in W . By Equation
(4.6), this implies at least one of Rc[U,W ], Rc[V,W ] is 0. Hence, the (U, V )-entry for Rc ·R∗c
is 0, which agrees with the (U, V )-entry of K[Fc] by Equation (4.5).
If U
⋃
V is a clique, then Rc[U,W ]Rc[V,W ]
∗ may be non-zero only when W is a clique
containing both U, V . Therefore, in such case,∑
W
Rc[U,W ]Rc[V,W ]
∗
=
∑
U
⋃
V⊆W
Rc[U,W ]Rc[V,W ]
∗
=
∑
U
⋃
V⊆W
TW\UZNWT
∗
W\V
=TV \U
 ∑
U
⋃
V⊆W
TW\(U ⋃V )ZNWT ∗W\(U ⋃V )
T ∗U\V
The summation in the middle is equal to I by Lemma 4.4.13, in which F is the fixed
clique U
⋃
V . This proves that the (U, V )-entry for Rc·R∗c is equal to TV \UT ∗U\V = K[eU , eV ]
in this case.
Therefore, we conclude that K[Fc] = Rc ·R∗c and K[Fc] ≥ 0.
Remark 4.4.15. We can regard Rc as a Cholesky decomposition of K[Fc] by rearranging
Rc as a lower triangular matrix. We first notice that whenever U contains more elements
than W , Rc[U,W ] = 0. Moreover, when |U | = |W |, U ⊆ W is equivalent to U = W .
Therefore, Rc[U,W ] = 0 whenever |U | ≤ |W | and U 6= W . Therefore, if we rearrange Fc
according to the size of cliques (larger cliques come first), Rc becomes a lower triangular
matrix.
Example 4.4.16. Let us consider the graph product of N associated with the graph in
Figure 4.2:
The graph semigroup is the unital semigroup generated by e1, e2, e3 where e1, e2 com-
mute. There are 5 cliques in this graph: {1, 2}, {1}, {2}, {3}, and ∅. Under this ordering,
K[Fc] =

I T ∗2 T
∗
1 0 T
∗
2 T
∗
1
T2 I T
∗
1 T2 0 T
∗
1
T1 T
∗
2 T1 I 0 T
∗
2
0 0 0 I T ∗3
T1T2 T1 T2 T3 I
 .
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1 3
2
Figure 4.2: A Simple Graph on 3 Vertices
We can write out the matrix Rc using Equation (4.6):
Rc =

I 0 0 0 0
T2 Z
1/2
2 0 0 0
T1 0 Z
1/2
1 0 0
0 0 0 I 0
T1T2 T1Z
1/2
2 T2Z
1/2
1 T3 Z
1/2
{1,2,3}
 .
One can verify that K[Fc] = Rc ·R∗c .
We are now ready to prove the main Theorem 4.2.11.
Proof. It suffices to prove that the Toeplitz kernel K in Definition 4.2.1 is completely
positive definite. For any finite subset F ⊂ PΓ, it suffices to prove K[F ] ≥ 0. Proposition
4.4.10 shows that it suffices to prove K[F˜ ] ≥ 0 for some finite subset F˜ ⊂ PΓ, where each
element in F˜ has precisely one block. Let Λ0 be all the vertices that appears in a syllable
of some element of F˜ , which is a finite set. Denote Fc = {eJ ∈ Λ0 : J is a clique}. By
Lemma 4.4.11, K[F˜ ] ≥ 0 if K[Fc] ≥ 0. Finally, by Proposition 4.4.14, K[Fc] ≥ 0.
Remark 4.4.17. The converse of Theorem 4.2.11 is also true (see Corollary 4.5.4).
4.5 Nica-Covariant Representation on Graph Prod-
ucts
Isometric Nica-covariant representations on quasi-lattice ordered groups are first studied
in [48], and were soon found to be an important concept in the study of operator algebras.
Isometric Nica-covariant representations on graph semigroups, in particular graph products
of N, are intensively studied in [17]. It is observed in [17, Theorem 24] that an isometric
representation V of the graph semigroup is isometric Nica-covariant if
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1. for any two adjacent vertices i, j, Vi and Vj ∗-commute.
2. for any two non-adjacent vertices i, j, Vi and Vj have orthogonal ranges. In other
words, V ∗i Vj = 0.
Contractive Nica-covariant representations on lattice ordered semigroups are first de-
fined and studied in [28, 21]. However, lattice order is quite restrictive compared to quasi-
lattice order. For example, the free semigroup F+m is quasi-lattice ordered, but not lattice
ordered. In particular, the graph product PΓ is only lattice ordered when the graph Γ is the
complete graph, which corresponds to the abelian semigroup Nk. This leads to a question
of which representations of the graph product PΓ have isometric Nica-covariant dilations.
In [29], it is shown that a pair of commuting contractions has a ∗-regular dilation if
and only if they have a ∗-commuting isometric dilation, which is an equivalent way of
saying a Nica-covariant dilation. The contractive Nica-covariant representations defined
in [28, 21, 40] are always ∗-regular. It turns out that ∗-regular is equivalent of having an
isometric Nica-covariant dilation.
Theorem 4.5.1. If T : PΓ → B(H) has ∗-regular dilation, then its minimal Naimark
dilation is an isometric Nica-covariant representation of the graph semigroup.
The minimal Naimark dilation in Theorem 2.2.9 can be constructed explicitly. We
loosely follow the construction in [56, Theorem 3.2]. Given a completely positive definite
kernel K : P × P → B(H), define K0 = P ⊗H with a semi-inner product defined by〈∑
δp ⊗ hp,
∑
δq ⊗ kq
〉
=
∑
p,q
〈K(q, p)hp, kq〉.
The original Hilbert spaceH can be embedded into K0 as δe⊗H. The minimal Naimark
dilation V of T acts on theK by V (p)δq⊗h = δpq⊗h, which are clearly isometries. Moreover,
for any h1, h2 ∈ H,
〈V (q)∗V (p)h1, h2〉 =〈δp ⊗ h1, δq ⊗ h2〉
=〈K(q, p)h1, h2〉
Therefore, PHV (q)∗V (p)
∣∣
H = K(q, p). Let N = {k ∈ K0 : 〈k, k〉 = 0}. One can
show that N is invariant for all V (p), and thus we can let K = K0/N , which is a Hilbert
space. V can be defined as isometries on K, and it turns out that it is a minimal Naimark
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dilation. For technical details, one may refer to [56, Theorem 3.2]. It is worth noting that
H is coinvariant for the minimal Naimark dilation V , and thus invariant for V ∗.
Throughout the rest of this section, we fix a contractive representation T on PΓ that
is ∗-regular, and let V : PΓ → B(K) be the minimal Naimark dilation for T described as
above.
Lemma 4.5.2. Suppose p ∈ PΓ, λ ∈ Λ so that λ /∈ I1(p) and eλ does not commute with p.
Then V (eλ) and V (p) have orthogonal ranges. In other words, V (eλ)
∗V (p) = 0.
Proof. It suffices to prove for any h =
∑
i δxi ⊗ hi ∈ K0 = PΓ ⊗H and h =
∑
j δyj ⊗ ki ∈
K0 = PΓ ⊗H, 〈V (p)h, V (eλ)k〉 = 0.
By the definition of the pre-inner product on K0,
〈V (p)h, V (eλ)k〉 = 〈
∑
i
δp·xi ⊗ hi,
∑
j
δeλ·yj ⊗ ki〉
=
∑
i,j
〈K(eλ · yj, p · xi)hi, kj〉
Suppose (eλ · yj)−1p · xi = u−1v for some u, v ∈ PΓ, where u, v share no common initial
vertices. By Lemma 4.1.8, u, v do not commute. Therefore, K(eλ · yj, p ·xi) = 0 for all i, j.
Hence, the inner product is equal to 0.
Lemma 4.5.3. Let p ∈ PΓ and λ ∈ Λ be a vertex such that λ /∈ I1(p) and eλ commutes
with p. Then V (eλ)
∗V (p)
∣∣
H = V (p)V (eλ)
∗∣∣
H
Proof. By the minimality of V , span{V (q)k : q ∈ PΓ, k ∈ H} is dense in K. Therefore, it
suffices to prove for all q ∈ PΓ, h, k ∈ H,
〈V (eλ)∗V (p)h, V (q)k〉 = 〈V (p)V (eλ)∗h, V (q)k〉 (4.7)
Starting from the left hand side of Equation (4.7),
〈V (eλ)∗V (p)h, V (q)k〉 =〈V (eλq)∗V (p)h, k〉
=〈K(eλq, p)h, k〉
=〈K(q, p)T (eλ)∗h, k〉
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Here we used Lemma 4.3.5 to show K(eλq, p) = K(q, p)T (eλ)
∗. Now since V (eλ) =[
T (eλ) 0
∗ ∗
]
with respect to the decomposition K = H ⊕ H⊥, V (eλ)∗h = T (eλ)∗h ∈ H.
Therefore,
〈K(q, p)T (eλ)∗h, k〉 =〈K(q, p)V (eλ)∗h, k〉
=〈V (q)∗V (p)V (eλ)∗h, k〉
=〈V (p)V (eλ)∗h, V (q)k〉
This proves Equation (4.7).
We now prove the main result of this section:
Proof of Theorem 4.5.1. It suffices to pick any two vertices λ1, λ2 and consider two cases
when they are adjacent or not.
If λ1, λ2 are not adjacent, by Lemma 4.5.2, V (eλ1) and V (eλ2) are isometries with
orthogonal ranges.
If λ1, λ2 are adjacent, it suffices to prove for all p ∈ PΓ,
V (eλ1)
∗V (eλ2)V (p)
∣∣
H = V (eλ2)V (eλ1)
∗V (p)
∣∣
H. (4.8)
Indeed, since span{V (p)h : p ∈ PΓ, h ∈ H} is dense in K, Equation (4.8) implies that
V (eλ1)
∗V (eλ2) = V (eλ2)V (eλ1)
∗.
There are now several possibilities:
If λ ∈ I1(p), we can write p = eλ1p′, and thus V (p) = V (eλ1)V (p′). Since λ1, λ2 are
adjacent, V (eλ1) commutes with V (eλ2). Hence, both sides of the Equation (4.8) are equal
to V (eλ2)V (p
′)
∣∣
H.
If λ /∈ I1(p) and eλ1 does not commute with p, then λ1 /∈ I1(eλ2p) and eλ1 does not
commute with eλ2p as well. Therefore, by Lemma 4.5.2, V (eλ1) and V (p) are isometries
with orthogonal ranges, and V (eλ1)
∗V (p) = 0. Similarly, V (eλ1) and V (eλ2p) are isometries
with orthogonal ranges, and V (eλ1)
∗V (eλ2p) = 0. Both sides of the Equation (4.8) are 0.
Lastly, if λ /∈ I1(p) and eλ1 commutes with p. Then eλ2p and p are both element in PΓ
that commutes with eλ1 without λ1 as an initial vertex. By Lemma 4.5.3, for every h ∈ H,
V (eλ1)
∗V (eλ2)V (p)h =V (eλ2)V (p)V (eλ1)
∗h
=V (eλ2)V (eλ1)
∗V (p)h
This is precisely the Equation (4.8), and thus we finished the proof.
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Corollary 4.5.4. Let T be a contractive representation of a graph product of N. If T is
has a minimal isometric Nica-covariant dilation, then,∑
U⊆W
U is a clique
(−1)|U |TUT ∗U ≥ 0.
Proof. Let V : PΓ → B(K) be the minimal Naimark dilation for T . We have H is
co-invariant for V , and thus with respect to the decomposition K = H ⊕ H⊥, V (p) =[
T (p) 0
∗ ∗
]
. Therefore, for every clique U in Γ,
TUT
∗
U = PHV (eU)V (eU)
∗∣∣
H.
It suffices to show for every W ⊆ Λ,∑
U⊆W
U is a clique
(−1)|U |V (eU)V (eU)∗ ≥ 0. (4.9)
For each vertex i ∈ Λ, denote Pi = V (ei)V (ei)∗ the range projection of the isometry
V (ei). Since V is Nica-covariant, Pi, Pj commutes and
PiPj =
{
ViVjV
∗
j V
∗
i , if i is adjacent to j;
0, otherwise.
For each U ⊆ W , denote PU =
∏
i∈U Pi and in particular let P∅ = I. If U ⊆ W is not
a clique, then we can find two vertices i, j ∈ U that are not adjacent. Since PiPj = 0,
it follows that PU = 0. If U ⊆ W is a clique, then it follows from that Nica-covariant
condition that PU = V (eU)V (eU)
∗.
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Consider the projection R =
∏
i∈W (I − Pi):
R =
∏
i∈W
(I − Pi)
=
∑
U⊆W
(−1)|U |PU
=
∑
U⊆W
U is a clique
(−1)|U |PU
=
∑
U⊆W
U is a clique
(−1)|U |V (eU)V (eU)∗.
Since R is a projection, R ≥ 0 and this proves condition (4.9).
We have now established the equivalence among Condition (4.1), ∗-regular, and having
a minimal isometric dilation that is Nica-covariant.
Theorem 4.5.5. Let T : PΓ → B(H) be a representation of a graph product of N. Then
the following are equivalent:
1. T has ∗-regular dilation,
2. T has a minimal isometric dilation that is Nica-covariant,
3. T satisfies Condition (4.1).
Proof. (1) =⇒ (2) is established in Theorem 4.5.1. (1) =⇒ (2) is established in Corollary
4.5.4. Finally, (3) =⇒ (1) is established in Theorem 4.2.11.
4.6 The Property (P)
Popescu [55] first studied the noncommutative Poisson transform associated to a certain
class of operators that satisfies the property (P). The property (P) has recently been gen-
eralized to higher rank graphs [62, 63]. It turns out that the class of operators Popescu
studied can be viewed as a representation of a graph product of N, and we thereby ex-
tend the Property (P) to representations of graph products of N. This section proves
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that ∗-regular condition implies the property (P), and they are equivalent under certain
conditions.
Throughout this section, we fix a finite simple graph Γ whose vertex set is denoted by
Λ.
Definition 4.6.1. A contractive representation T : PΓ → B(H) is said to have the Prop-
erty (P) if there exists 0 ≤ ρ < 1 so that for all ρ ≤ r ≤ 1,
∑
U⊆Λ
U is a clique
(−1)|U |r|U |T (eU)T (eU)∗ ≥ 0. (4.10)
Example 4.6.2. Let Γ be a complete k-partite graph Kn1,n2,··· ,nk . In other words, denote
Λ = {(i, j) : 1 ≤ i ≤ k, 1 ≤ j ≤ ni} be the vertex set, and (i1, j1) is adjacent to (i2, j2)
in Γ if and only if i1 6= i2. A contractive representation T of this graph semigroup PΓ is
uniquely determined by Ti,j = T (ei,j). Here, for each i, Ti,1, · · · , Ti,ni are not necessarily
commuting contractions. However, for each i1 6= i2, Ti1,j1 commutes with Ti2,j2.
In [55], Popescu considered such class of operators {Ti,j} where for each i, {Ti,j}njj=1
forms a row contraction in the sense that,
ni∑
j=1
Ti,jT
∗
i,j ≤ I.
This family of operators is also considered in many subsequent papers on non-commutative
polyballs (see also [57, 59]). For such family of operators, Popescu says it has the property
(P) if condition (4.10) is satisfied. It is observed in [55] that the property (P) allows one
to obtain a Poisson transform and subsequently a dilation of the family of operators {Ti,j}.
One may observe that Definition 4.6.1 of the property (P) does not require the row
contractive condition. Instead, this paper mostly considers a contractive representation T
of the graph product PΓ that satisfies condition (4.1) and thus has a ∗-regular dilation. The
row contractive condition is embedded in condition (4.1).
Our first result shows that if T satisfies condition (4.1), then it has the property (P). Let
T : PΓ → B(H) be a representation that satisfies condition (4.1). By Theorem 4.5.5, it has
a minimal isometric Nica-covariant dilation V : PΓ → B(K). Moreover, H is co-invariant
for V , and thus
PHV (eU)V (eU)∗
∣∣
H = T (eU)T (eU)
∗.
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Therefore, to show T has the property (P), it suffices to show V has the property (P).
For r ∈ R, let us denote
f(r) =
∑
U⊆Λ
U is a clique
(−1)|U |r|U |V (eU)V (eU)∗.
It follows from the proof of Corollary 4.5.4 that f(1) ≥ 0. In fact, f(1) is a projection
onto the subspace that is orthogonal to all the ranges of V (ei). Following the notation we
used in the proof of Corollary 4.5.4, for each vertex i ∈ Λ, denote Pi = ViV ∗i . Since V is
Nica-covariant, Pi, Pj commute, and
PiPj =
{
ViVjV
∗
j V
∗
i , if i is adjacent to j;
0, otherwise.
For each U ⊆ Λ, denote PU =
∏
i∈U Pi, the projection onto the intersection of the
ranges of all {Pi}i∈U . In particular, we let P∅ = I. Notice that if there are two vertices
i, j ∈ U that are not adjacent, PiPj = 0 and thus PU = 0. Therefore, PU 6= 0 only if U is
a clique. The function f(r) can be rewritten as
f(r) =
∑
U⊆Λ
U is a clique
(−1)|U |r|U |PU
=
∑
U⊆Λ
(−1)|U |r|U |PU
=
|Λ|∑
k=0
∑
U⊆Λ
|U |=k
(−1)kPU
 rk
For each U ⊆ Λ, denote RU = PU ·
∏
i/∈U P
⊥
i . The range of RU are those vectors that are
contained in the range of PU but orthogonal to the range of Pi where i /∈ U . In particular,
R∅ =
∏
i∈Λ P
⊥
i , which is the projection onto those vectors that are orthogonal to the ranges
of all Pi. It was observed in Corollary 4.5.4 that
R∅ =
∑
U⊆Λ
U is a clique
(−1)|U |V (eU)V (eU)∗ = f(1).
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Finally, denote
Qm =
∑
U⊆Λ
|U |=m
RU . (4.11)
In particular, Q0 = R∅ = f(1). Notice that if two distinct subsets U1, U2 ⊆ Λ and
|U1| = |U2| = m, then at least one vertex in U1 is not in U2 and vice versa. Therefore,
RU1RU2 = 0 and thus RU1 , RU2 are projections onto orthogonal subspaces. Hence, Qm is a
projection. Intuitively, the range of Qm are those vectors that are contained in the range
of m of Pi and orthogonal to the range of all other Pi. Therefore, {Qm}|Λ|m=0 are pairwise
orthogonal projections and
|Λ|∑
m=0
Qm = I.
We first obtain a Taylor expansion of f about r = 1. For each 1 ≤ m ≤ |Λ|, the m-th
derivative of f is equal to:
f (m)(r) =
|Λ|∑
k=m
∑
U⊆Λ
|U |=k
(−1)k k!
(k −m)!r
k−mPU
= (−1)mm!
|Λ|∑
k=m
∑
U⊆Λ
|U |=k
(−1)k−m
(
k
m
)
rk−mPU
Lemma 4.6.3. f (m)(1) = (−1)mm! ·Qm. Moreover, f has the Taylor series expansion
f(r) =
|Λ|∑
m=0
(−1)m(r − 1)mQm.
Proof. It suffices to prove
Qm =
|Λ|∑
k=m
∑
U⊆Λ
|U |=k
(−1)k−m
(
k
m
)
PU .
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Denote the right hand side of the summation Sm. It suffices to prove
SmQi = QiSm =
{
Qi, if i = m;
0, if i 6= m.
From Equation (4.11), Qm is the sum of all RW where |W | = m. Since {RW}|W |=m are
pairwise orthogonal projections, it suffices to prove
SmRW = RWSm =
{
RW , if |W | = m;
0, if |W | 6= m.
First of all, since {Pi}i∈Λ are commuting orthogonal projections, RW , Sm commute for
all W ⊆ Λ and 0 ≤ m ≤ |Λ|. Fix W and consider SmRW .
If |W | < m, then every |U | ≥ m contains some vertex not in W . Therefore, PURW = 0,
and hence SmRW = 0.
If |W | ≥ m, then for each |U | ≥ m,
PURW =
{
RW , if U ⊆ W ;
0, otherwise.
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Therefore,
SmRW =
 |Λ|∑
k=m
∑
U⊆Λ
|U |=k
(−1)k−m
(
k
m
)
PU
 ·RW
=
|W |∑
k=m
∑
U⊆W
|U |=k
(−1)k−m
(
k
m
)
RW
=
|W |∑
k=m
(−1)k−m
(|W |
k
)(
k
m
)(
k
m
)
RW
=
|W |∑
k=m
(−1)k−m |W |!
k!(|W | − k)!
k!
m!(k −m)!RW
=
(|W |
m
) |W |∑
k=m
(−1)k−m
(|W | −m
k −m
)
RW
=
(|W |
m
) |W |−m∑
j=0
(−1)j
(|W | −m
j
)
RW .
Here,
∑|W |−m
j=0 (−1)j
(|W |−m
j
)
is equal to (1− 1)|W |−m = 0 if |W | > m, and 1 if |W | = m.
Therefore,
SmRW =
{
RW , if |W | = m;
0, otherwise.
This proves Sm = Qm. Since the graph Γ is assumed to be a finite graph, f(r) is a
finite operator-valued polynomial. Its Taylor series expansion about 1 is equal to:
f(r) =
|Λ|∑
m=0
f (m)(1)
m!
(r − 1)m
=
|Λ|∑
m=0
(−1)m(r − 1)mQm.
Theorem 4.6.4. If a representation T : PΓ → B(H) has ∗-regular dilation, then T satisfies
property (P). Moreover, the constant ρ in property (P) can be chosen to be 0.
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Proof. Let V : PΓ → B(K) be the minimal isometric ∗-regular dilation for T . By Lemma
4.6.3, for each 0 ≤ r ≤ 1,
f(r) =
∑
U⊆Λ
U is a clique
(−1)|U |r|U |PU
=
|Λ|∑
m=0
(−1)m(r − 1)mQm
For 0 ≤ r ≤ 1, (−1)m(r − 1)m ≥ 0. Since each Qm is an orthogonal projection,
f(r) ≥ 0. Notice when U is a clique, PU = VUV ∗U , where VU =
[
TU 0
∗ ∗
]
with respect to
K = H⊕H⊥. Therefore, by projecting onto the corner corresponding to H, we obtain that
for all 0 ≤ r ≤ 1, ∑
U⊆Λ
U is a clique
(−1)|U |r|U |TUT ∗U ≥ 0.
This implies T satisfies the property (P) with ρ = 0.
It is not clear when the converse of Theorem 4.6.4 also holds. Popescu established
in [55, Corollary 5.2] the converse for a special class of operators. Recall a complete k-
multipartite graph Kn1,··· ,nk is a graph with vertices V = {(i, j) : 1 ≤ i ≤ k, 1 ≤ j ≤ ni}
and each vertex (i, j) is adjacent to all other vertices except (i, j′).
Proposition 4.6.5 (Corollary 5.2, [55]). Let Γ = Kn1,··· ,nk be a complete k-multipartite
graph. Let {Ti,j ∈ B(H) : 1 ≤ i ≤ k, 1 ≤ j ≤ ni} be a family of operators such that:
1. For each i,
∑ni
j=1 Ti,jT
∗
i,j ≤ I,
2. The associated representation T : PΓ → B(H) has property (P).
Then the associated representation T has a minimal isometric Nica-covariant dilation.
However, for a representation of an arbitrary graph semigroup, it is not clear how one
can replace Condition (1) in Proposition 4.6.5.
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Example 4.6.6. Let us consider the special case when n1 = · · · = nk = 1 and the graph Γ
is the complete graph on k-vertices. Let {Ti}ki=1 be a family of operators as in Proposition
4.6.5. Notice that Condition (1) is simply saying that each Ti is a contraction. Proposition
4.6.5 states that such Ti has a minimal isometric Nica-covariant dilation, and thus by
Theorem 4.5.5, Ti has to satisfy Condition (4.1). Note that in a complete graph, Condition
4.1 is the same as Brehmer’s Condition (2.1).
In fact, we can derive condition (4.1) directly from the property (P), without invoking
the minimal isometric Nica-covariant dilation.
For any subset W ⊆ {1, 2, · · · , n}, denote
∆W (r) =
∑
U⊆W
(−1)|U |r|U |TUT ∗U .
The property (P) implies for some 0 ≤ ρ < 1 and all ρ ≤ r ≤ 1, ∆{1,2,··· ,n}(r) ≥ 0. For
any 1 ≤ i ≤ n, let Wi = {1, · · · , i− 1, i+ 1, · · · , n}. Notice that,
∆{1,2,··· ,n}(r) = ∆Wi(r)− rTi∆Wi(r)T ∗i .
We claim that ∆Wi(r) ≥ 0 for all ρ ≤ r < 1. If otherwise, since ∆Wi(r) is a self-adjoint
operator, let
−M = inf{〈∆Wi(r)h, h〉 : ‖h‖ = 1} < 0.
Pick a unit vector h so that −M ≤ 〈∆Wi(r)h, h〉 < −M · r. Then,
〈rTi∆Wi(r)T ∗i h, h〉 = r · 〈∆Wi(r)T ∗i h, T ∗i h〉
≥ −M · r.
Therefore,
〈∆{1,2,··· ,n}(r)h, h〉 = 〈∆Wi(r)h, h〉 − 〈rTi∆Wi(r)T ∗i h, h〉
< −M · r +M · r = 0.
This contradicts that ∆{1,2,··· ,n}(r) ≥ 0. Hence, we can conclude that ∆Wi(r) ≥ 0. In
other words, {T1, · · · , Ti−1, Ti+1, · · · , Tn} satisfies the property (P). Similarly, by removing
one element each time, we obtain that for any W ⊆ {1, 2, · · · , n}, ∆W (r) ≥ 0 for all
ρ ≤ r < 1. In particular, let r → 1, we obtain that for every W ⊆ {1, 2, · · · , n},∑
U⊆W
(−1)|U |TUT ∗U ≥ 0.
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This is exactly Condition (4.1) on the complete graph (equivalently, Brehmer’s Condi-
tion (2.1)).
Remark 4.6.7. For an arbitrary graph Γ, it is not clear how we can replace Condition
(2) in Proposition 4.6.5 to guarantee a minimal isometric Nica-covariant dilation for a
representation T : PΓ → B(H).
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Chapter 5
Regular Dilation on Other
Semigroups
In Chapter 4, Theorem 4.5.1 stated that a contractive representation on graph product of
N has ∗-regular dilation if and only if it has a minimal isometric Nica-covariant dilation.
This motivated us to consider ∗-regular dilation on more general semigroups, where we
treat having a ∗-regular dilation as being a compression of an isometric Nica-covariant
representation. This allows us to extend the definition of ∗-regular dilation to any right
LCM semigroups.
The difficulty, however, comes from the lack of a satisfactory analogue of the matrix
reduction tricks that we used in the case of graph product of N (e.g. Corollary 4.3.6).
Instead, we work around this difficulty by directly studying the Cholesky decomposition of
the operator matrix arising from the Toeplitz kernel and obtain Brehmer-type conditions
(Theorem 5.1.8).
The condition we obtain requires that for every finite subset F of the semigroup P , a
certain operator ZF must be positive. This can be a difficult condition to check, which
motivates us to reduce this condition to a smaller collection of subsets. With the help of
a few technical lemmas (Lemma 5.2.2), we show the condition can be reduced to checking
finite subsets of the set of minimal elements when the semigroup satisfies the descending
chain condition (Theorem 5.2.8).
We then apply our result to study regular dilation on many examples of right LCM
semigroups and derive their corresponding ∗-regular condition.
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5.1 Regular Dilation on Right LCM Semigroups
Fix a right LCM semigroup P . Let T : P → B(H) be a contractive representation. Suppose
T has a minimal isometric Nica-covariant dilation V , then the Toeplitz kernel K defined
by V can be written out in terms of T in an explicit way.
Proposition 5.1.1. Let T : P → B(H) be a contractive representation of a right LCM
semigroup P . Suppose T has a minimal isometric Nica-covariant dilation V . Then,
PHV (p)∗V (q)
∣∣
H = T (p
−1s)T (q−1s)∗
for all p, q ∈ P , s ∈ p ∨ q.
Proof. By the Nica-covariance, V (p)V (p)∗V (q)V (q)∗ = V (s)V (s)∗ for s ∈ p ∨ q, where by
convention, V (s) = 0 if p ∨ q = ∞. Multiplying V (p)∗ on the left and V (q) on the right
gives us
V (p)∗V (q) = V (p−1s)V (q−1s)∗.
Since V is minimal, H is co-invariant. With respect to the decomposition K = H⊕H⊥,
each V (a) can be written as
V (a) =
[
T (a) 0
∗ ∗
]
.
Therefore, for any a, b ∈ P , V (a)V (b)∗ can be written as
V (a)V (b)∗ =
[
T (a)T (b)∗ ∗
∗ ∗
]
.
Therefore,
PHV (p)∗V (q)
∣∣
H
= PHV (p−1s)V (q−1s)∗
∣∣
H
= T (p−1s)T (q−1s)∗
This proves the desired result.
This motivates our definition of ∗-regular dilation.
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Definition 5.1.2. Let P be a right LCM semigroup and T : P → B(H) a unital contractive
representation. Define a kernel K : P × P → B(H) by
K(p, q) = T (p−1s)T (q−1s)∗
for all p, q ∈ P , s ∈ p∨q. Here, we assume by convention that when p∨q =∞, K(p, q) = 0.
We say T has a ∗-regular dilation if this kernel K is completely positive definite. In
such case, the minimal Naimark dilation V of the kernel K is called the ∗-regular dilation
of T .
Remark 5.1.3. This kernel K is well defined since for any s, t ∈ p ∨ q, there exists an
invertible u with s = tu. Therefore,
T (p−1s)T (q−1s)∗ = T (p−1t)T (u)T (u)∗T (q−1t)∗ = T (p−1t)T (q−1t)∗.
Remark 5.1.4. This kernel K is a Toeplitz kernel. It is clear that K(e, e) = I, K(p, q) =
K(q, p)∗. If a ∈ P , by Lemma 2.1.17, we have ap∨aq = a(p∨ q) and therefore (ap)−1(ap∨
aq) = p−1(p ∨ q) and similarly (aq)−1(ap ∨ aq) = q−1(p ∨ q).
It is now evident from Proposition 5.1.1 that the kernel in the Definition 5.1.2 is our
only choice if we desire T to have a minimal isometric Nica-covariant dilation. We shall
soon see that if this kernel K is completely positive definite, then its minimal Naimark
dilation is Nica-covariant (Theorem 5.1.7). We first note that our definition of ∗-regular
dilation coincides with the definition in the context of `-semigroups and graph products of
N.
Example 5.1.5. In the case that P is an `-semigroup, regular dilation was first defined
and studied in [21] and a necessary and sufficient condition was given in [40]. In such
case, for every p, q ∈ P , there exists a unique pair g+, g− ∈ P with p−1q = g−1− g+ and
g− ∧ g+ = e. The definition of ∗-regularity on an `-semigroup is equivalent to the kernel
K(p, q) = T (g+)T (g−)∗ being completely positive definite.
In fact, g+ = (p ∧ q)−1q = p−1(p ∨ q) and g− = (p ∧ q)−1p = q−1(p ∨ q), and it is clear
that these two definitions coincide.
Historically, Brehmer’s original definition of regular dilation on Nk requires the kernel
K(p, q) = T (g−)∗T (g+) to be completely positive, which is equivalent to T ∗ being ∗-regular.
This is why we adopt the notion of ∗-regular dilation instead of regular dilation to be
consistent with Brehmer’s definition.
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Example 5.1.6. In the case that P is a graph product of N, ∗-regular dilation was recently
defined in [42] as a generalization of the Brehmer dilation and Frazho-Bunce-Popescu di-
lation. The definition of ∗-regular dilation in this case can be summarized as follow: given
p, q ∈ P , one first identifies the largest a ∈ P so that p = a · p′, q = a · q′ via repeatedly
removing a common initial syllable. This procedures ends when there is no e 6= b ∈ P with
p′ = b · p′′ and q′ = b · q′′. Then the kernel is defined as
K(p, q) = K(p′, q′) =
{
T (q′)T (p′)∗, if p′, q′ commute;
0, otherwise.
Now if p′, q′ do not commute, then p′ ∨ q′ = ∞ and similarly p ∨ q = ∞. Otherwise,
since they have no common initial syllable, p′ ∨ q′ = p′q′. Therefore,
p−1(p ∨ q) = p′−1(p′ ∨ q′)
= p′−1p′ · q′ = q′
Similarly, q−1(p ∨ q) = p′. Again, the Definition 5.1.2 coincides with that in [42].
Theorem 5.1.7. T has a ∗-regular dilation if and only if it has a minimal isometric
Nica-covariant dilation.
Proof. It follows from Proposition 5.1.1 that if V is a minimal isometric Nica-covariant
dilation, then for any p, q ∈ P and s ∈ p ∨ q,
K(p, q) = T (p−1s)T (q−1s)∗ = PHV (p)∗V (q)
∣∣
H.
Since V is a minimal isometric dilation of T , it follows from the second half of Theorem
2.2.9 that K is completely positive definite, which is exactly what it mean for T to have a
∗-regular dilation.
Conversely, suppose that T has a ∗-regular dilation so that the kernelK in the Definition
5.1.2 is completely positive definite. Let V : P → B(K) be the minimal Naimark dilation
as constructed in the proof of Theorem 2.2.9. We first show that for any p, q ∈ P and
s ∈ p ∨ q, V (p)∗V (q)|H = V (p−1s)V (q−1s)∗|H (in case of p ∨ q =∞, the right hand side is
0 by convention).
Since span{V (r)h : r ∈ P, h ∈ H} is dense in K, it suffices to prove for any r ∈ P and
h, k ∈ H, we have
〈V (p)∗V (q)h, V (r)k〉 = 〈V (p−1s)V (q−1s)∗h, V (r)k〉.
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Starting from the left hand side:
〈V (p)∗V (q)h, V (r)k〉 = 〈V (pr)∗V (q)h, k〉
= 〈K(pr, q)h, k〉H
When p ∨ q = ∞, pr ∨ q = ∞ and thus K(pr, q) = 0 which coincides with the right
hand side (which is assumed to be 0 in this case). Otherwise, there are two cases,
Case 1: If t ∈ pr ∨ q 6= ∅, K(pr, q) = T ((pr)−1t)T (q−1t)∗. Since pr ∨ q 6= ∅, p ∨ q 6= ∅
and we can take s ∈ p ∨ q and w = p−1s. Notice now, by Lemma 2.1.19,
p−1(pr ∨ q) = r ∨ (p−1s) = r ∨ w.
Hence,
q−1(pr ∨ q) = q−1s · s−1(pr ∨ q)
= q−1s · w−1p−1(pr ∨ q)
= q−1s · w−1(r ∨ w).
Therefore, take v = p−1t ∈ r ∨ w,
〈T ((pr)−1t)T (q−1t)∗h, k〉H
=〈T (r−1v)T (w−1v)∗T (q−1s)∗h, k〉H
=〈K(r, w)V ∗(q−1s)∗h, k〉H
=〈V (p−1s)V ∗(q−1s)∗h, V (r)k〉.
Here, we used the fact that for all s ∈ P ,H is co-invariant for V and thus h′ = V ∗(q−1s)∗h ∈
H. Since h′, k ∈ H,
〈K(r, w)h′, k〉 = 〈V (r)∗V (w)h′, k〉 = 〈V (w)h′, V (r)k〉.
Case 2: In the case when pr ∨ q = ∅, K(pr, q) = 0. Hence, 〈V (p)∗V (q)h, V (r)k〉 = 0.
On the right hand side, in H is invariant for V ∗, we have,
〈V (p−1s)V (q−1s)∗h, V (r)k〉
=〈V (r)∗V (p−1s)T (q−1s)∗h, k〉
=〈K(r, p−1s)T (q−1s)∗h, k〉
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Since pr ∨ q = ∅, we have prP ∩ qP = ∅ and thus prP ∩ qP ∩ pP = prP ∩ sP = ∅.
Multiply by p−1, we obtain rP ∩ p−1sP = ∅. Hence r ∨ (p−1s) = ∅ and K(r, p−1s) = 0 by
definition. Both sides are 0 in this case.
Now it suffices to show for all r ∈ P and s ∈ p ∨ q,
V (p)∗V (q)V (r)|H = V (p−1s)V (q−1s)∗V (r)|H.
Denote w = q−1s and similar to the computation earlier, observe that w∨r = q−1(p∨qr).
Take t ∈ p ∨ qr and v = q−1t ∈ w ∨ r, and start from the left,
V (p)∗V (q)V (r)|H =V (p−1t)V (r−1q−1t)∗|H
=V (p−1s)V (w−1v)V ∗(r−1v)|H
=V (p−1s)V (w)∗V (r)|H
=V (p−1s)V (q−1s)∗V (r)|H
This proves for any p, q ∈ P and s ∈ p∨ q, V (p)∗V (q) = V (p−1s)V (q−1s)∗. Multiplying
V (p) on the left and V (q)∗ on the right proves that V is Nica-covariant.
It has been observed that the kernel K being completely positive is often equivalent
to a Brehmer-type condition where a collection of operators (instead of a collection of
operator matrices) are positive. This is the case in Brehmer’s dilation, Frazho-Bunce-
Popescu’s dilation, and more recently, dilation on graph products of N. We first establish
a Brehmer-type condition in the case of an arbitrary right LCM semigroup.
For simplicity, we shall denote TT ∗(p) = T (p)T (p)∗. It is clear that TT ∗(pq) =
T (p)TT ∗(q)T (p)∗. Since T is contractive, for each invertible u ∈ P ∗, T (u) must be an
unitary. For a finite subset F ⊂ P , we define TT ∗(∨F ) = TT ∗(p) for some p ∈ ∨F . This
is well-defined since for any two p, q ∈ ∨P , p = qu for some invertible u ∈ P ∗. Therefore,
TT ∗(p) = T (q)TT ∗(u)T (q)∗ = TT ∗(q).
Theorem 5.1.8. Let T : P → B(H) be a unital representation of a right LCM semigroup.
The following are equivalent:
1. T has a ∗-regular dilation;
2. T has a minimal isometric Nica-covariant dilation;
3. For any finite set F ⊂ P ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0.
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Proof. First of all, the equivalence between (1) and (2) is shown in Theorem 5.1.7.
To show (2) implies (3), let V : P → B(K) be the minimal isometric Nica-covariant
dilation for T : P → B(H). Consider the product ∏p∈F (I − V (p)V (p)∗): notice that for
any subset U ⊆ F , by the Nica-covariance,∏
p∈U
V (p)V (p)∗ = V (∨U)V (∨U)∗.
Hence, ∏
p∈F
(I − V (p)V (p)∗) =
∑
U⊆F
(−1)|U |V (∨U)V (∨U)∗.
Now since H is co-invariant for V , we have
PHV (∨U)V (∨U)∗
∣∣
H = T (∨U)T (∨U)∗.
By restricting to H, we have
Z(F ) =
∑
U⊆F
(−1)|U |T (∨U)T (∨U)∗
= PH
(∑
U⊆F
(−1)|U |V (∨U)V (∨U)∗
)∣∣∣
H
= PH
(∏
p∈F
(I − V (p)V (p)∗)
)∣∣∣
H
≥ 0
Now to show (3) implies (1), it suffices to show for any F0 = {p1, · · · , pn} ⊂ P , the
operator matrix K[F0] is positive. Now for each U ⊆ F0, pick sU ∈ ∨U . Since
∨{pi} = {r : rP = piP} = piP ∗,
we can pick spi = pi for all i. Let F1 = {sU : U ⊆ F0}. F1 is still a finite subset of P , and
F0 ⊂ F1 since each spi = pi ∈ F1. Therefore, it suffices to show K[F1] ≥ 0. Let us now
show that K[F1] ≥ 0 given condition (3).
First, rows and columns of K[F1] are indexed by subsets of F0. For any subsets Ai, Aj ⊆
F0, the (Ai, Aj)-entry of K[F1] can be expressed as
K(sAi , sAj) = T
(
s−1Ai s
)
T
(
s−1Aj s
)∗
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for some s ∈ sAi ∨ sAj (the choice does not affect the value). By Lemma 2.1.18,
sAi∪Aj ∈ ∨(Ai ∪ Aj) = (∨Ai) ∨ (∨Aj) = sAi ∨ sAj .
Hence,
K(sAi , sAj) = T
(
s−1Ai sAi∪Aj
)
T
(
s−1Aj sAi∪Aj
)∗
Now define an operator matrix R with the same dimension as K[F1]. For any subsets
Ai, Aj ⊆ F0, define the (Ai, Aj)-entry of R to be 0 if Ai is not a subset of Aj. Otherwise,
define R(Ai, Aj) to be:
T
(
s−1Ai sAj
) ( ∑
Aj⊆U⊆F0
(−1)|U\Aj |TT ∗
(
s−1Aj sU
))1/2
We first show that this is well defined given condition (3). For a fixed A ⊆ F0, let
F0\A = {q1, · · · , qk} and define
FA = {s−1A sA∪{qj} : 1 ≤ j ≤ k}.
Then,
Z(FA) =
∑
W⊆FA
(−1)|W |TT ∗(∨W )
=
∑
W0⊆F0\A
(−1)|W0|TT ∗
( ∨
q∈W0
s−1A sA∪{q}
)
=
∑
W0⊆F0\A
(−1)|W0|TT ∗
(
s−1A (∨(A ∪W0))
)
=
∑
A⊆U⊆F0
(−1)|U\A|TT ∗ (s−1A (∨U))
=
∑
A⊆U⊆F0
(−1)|U\A|TT ∗ (s−1A sU)
Therefore, R(Ai, Aj) is in fact equal to T
(
s−1Ai sAj
)
Z(FAj)
1/2, where Z(FAj) ≥ 0 by
condition (3). We now claim that
K[F1] = R ·R∗ ≥ 0.
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Fix Ai, Aj ⊂ F0 for which we compute the (Ai, Aj)-entry of R · R∗, which is equal to∑
U⊆F0 R(Ai, U)R(Aj, U)
∗. By the construction of R, R(Ai, U)R(Aj, U)∗ 6= 0 only when
Ai, Aj are subsets of U . Therefore,
RR∗[Ai, Aj] =
∑
U⊆F0
R(Ai, U)R(Aj, U)
∗
=
∑
Ai∪Aj⊆U⊆F0
R(Ai, U)R(Aj, U)
∗
=
∑
Ai∪Aj⊆U⊆F0
T
(
s−1Ai sU
)
Z(FU)T
(
s−1Aj sU
)∗
Replacing Z(FU) using the earlier computation, we obtain
RR∗[Ai, Aj]
=
∑
U
∑
U⊆W
(−1)|W\U |T (s−1Ai sU)TT ∗ (s−1U sW )T (s−1Aj sU)∗
=
∑
U
∑
U⊆W
(−1)|W\U |T (s−1Ai sW )T (s−1Aj sW)∗
Consider the term T
(
s−1Ai sW
)
T
(
s−1Aj sW
)∗
in the double summation. It occurs whenever
Ai ∪ Aj ⊆ U ⊆ W . Let m = |W\(Ai ∪ Aj)| and k = |W\U |, U has to contain all the
elements in Ai ∪ Aj and m− k elements in W\(Ai ∪ Aj). There are precisely
(
m
k
)
choices
of U . Therefore,
RR∗[Ai, Aj]
=
∑
W :U⊆W
(
m∑
k=0
(−1)k
(
m
k
))
T
(
s−1Ai sW
)
T
(
s−1Aj sW
)∗
Notice that
m∑
k=0
(−1)k
(
m
k
)
=
{
1, if m = 0;
0, otherwise.
Hence, the only non-zero term in the summation occurs when m = 0 and thus W0 =
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Ai ∪ Aj. Therefore, ∑
U⊆F0
R(Ai, U)R(Aj, U)
∗
=T
(
s−1Ai sW0
)
T
(
s−1Aj sW0
)∗
=T
(
s−1Ai sAi∪Aj
)
T
(
s−1Aj sAi∪Aj
)∗
=K(sAi , sAj)
This finishes the proof.
Remark 5.1.9. As observed in [40, 42], the matrix R is a Cholesky decomposition of the
operator matrix K[F1]. Given two subsets Ai, Aj ⊆ F0, R(Ai, Aj) = 0 whenever |Aj| > |Ai|.
When |Aj| = |Ai|, the only case when R(Ai, Aj) 6= 0 is when Ai ⊆ Aj and thus Ai = Aj.
Hence by arranging F1 = {∨A : A ⊆ F0} according to |A| in decreasing order, the matrix
R becomes a lower triangular matrix.
As a quick corollary, every co-isometric representation of a lattice ordered semigroup
has ∗-regular dilation. This generalizes [40, Corollary 3.8] in the case of `-semigroups.
Corollary 5.1.10. Suppose that any finite subset of P has a least upper bound. If T :
P → B(H) is a co-isometric representation (i.e. T (p)T (p)∗ = I for all p ∈ P ), then T has
∗-regular dilation.
Proof. It suffices to check that T satisfies condition (3) in Theorem 5.1.8. For any finite set
F ⊂ P and any U ⊆ F , since P is lattice ordered, ∨U ∈ P and thus T (∨U)T (∨U)∗ = I.
Therefore,
Z(F ) =
∑
U⊆F
(−1)|U |T (∨U)T (∨U)∗ =
∑
U⊆F
(−1)|U |I = 0.
5.2 Descending Chain Condition
In general, Condition (3) in Theorem 5.1.8 can be very difficult to verify since it requires
Z(F ) ≥ 0 for all finite subsets of P . Our goal is to reduce it to a smaller collection of finite
subsets.
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5.2.1 Reduction Lemmas
We first prove a few technical lemmas that help us with the reduction.
Lemma 5.2.1. Let F ⊆ P be a finite subset.
1. If F = {p1, p2, · · · , pn} where p1P = p2P , then let F0 = {p2, · · · , pn}. Then Z(F ) =
Z(F0) and thus Z(F ) ≥ 0 if and only if Z(F0) ≥ 0.
2. If F = {p1, p2, · · · , pn} and p1 ∈ P ∗, then Z(F ) = 0.
Proof. For (1): Consider Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗. For any U0 ⊆ {p3, · · · , pn} and
consider the terms U1 = {p1} ∪ U0 and U2 = {p1, p2} ∪ U0. Since p1P = p2P , it is clear
that ∨U1 = ∨U2 and |U2| = |U1|+ 1. Therefore,
(−1)|U1|TT ∗(∨U1) + (−1)|U1|TT ∗(∨U2) = 0.
Hence,
Z(F )− Z(F0) =
∑
p1∈U⊂F
(−1)|U |TT ∗(∨U)∗ = 0.
For (2): Since p1 ∈ P ∗ is invertible, p1P = P . Hence, for any U0 ⊆ {p2, · · · , pn},
∨U0 = ∨{p1} ∪ U0. It follows from a similar argument that Z(F ) = 0.
Lemma 5.2.2. Let T : P → B(H) be a unital representation of a right LCM semigroup.
Let p1, · · · , pn, q ∈ P . Define:
F = {p1 · q, p2, · · · , pn},
F1 = {p1, · · · , pn},
F2 = {q, p−11 s2, · · · , p−11 sn}.
where si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. Here, when p1 ∨ pi = ∅, we can exclude the term p−11 si
in F2.
Then Z(F ) = Z(F1)+T (p1)Z(F2)T (p1)
∗. In particular, Z(F ) ≥ 0 if Z(F1), Z(F2) ≥ 0.
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Proof. Let F0 = {p2, · · · , pn} and consider Z(F )− Z(F1):
Z(F )− Z(F1)
=
∑
U⊆F
(−1)|U |TT ∗(∨U)−
∑
U⊆F1
(−1)|U |TT ∗(∨U)
The only difference between F and F1 is their first element, and therefore the only
difference between Z(F ) and Z(F1) occurs when U contains the first element. Hence,
Z(F )− Z(F1)
=
∑
U⊆F0
(−1)|U |+1 (TT ∗ (∨({p1q} ∪ U))− TT ∗ (∨({p1} ∪ U)))
=T (p1)
(∑
U⊆F0
(−1)|U |+1TT ∗(p−11 ∨({p1q}∪U))−TT ∗(p−11 ∨({p1}∪U)))T (p1)∗
=T (p1)
(∑
U⊆F0
(−1)|U |+1TT ∗(q ∨∨
p∈U
p−11 (p1∨p)
)−TT ∗( ∨
p∈U
p−11 (p1∨p)
))
T (p1)
∗
=T (p1)
( ∑
q∈U⊆F2
(−1)|U |TT ∗ (∨U) +
∑
q /∈U⊆F2
(−1)|U |TT ∗ (∨U) )T (p1)∗
=T (p1)Z(F2)T (p1)
∗
Now it is clear that Z(F ) ≥ 0 if Z(F1) ≥ 0 and Z(F2) ≥ 0. In the case when p1∨pi = ∅,
∨U = ∅ whenever p1, pi ∈ U ⊂ F1 or p1q, pi ∈ U ⊂ F . Therefore, we can simply pretend
that the term p−11 si does not exist in F2. The calculation will not be affected.
Remark 5.2.3. Lemma 5.2.2 allows us to reduce the positivity of Z(F ) to the positivity
of Z(F1), Z(F2). F1 replaces the element p1q ∈ F by p1 ∈ F1 while keeping the rest of it
unchanged. Moreover, since p1qP ⊆ p1P , take r1 ∈ ∨F1 and r ∈ ∨F , we have rP ⊆ r1P
and thus r = r1v for some v ∈ P . For F2, observe that
∨F = (p1q ∨ p2 ∨ · · · ∨ pn ∨ e)
= p1 ·
(
q ∨ (p−11 (p1 ∨ p2)) ∨ · · · (p−11 (p1 ∨ pn)))
= p1 · ∨F2
Intuitively, elements are ‘smaller’ in F1, F2 compared to F .
Remark 5.2.4. In the case when T is an isometric Nica-covariant representation,
Z(F ) = (I − TT ∗(p1q)) ·
n∏
i=2
(I − TT ∗(pi))
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Observe that
I − TT ∗(p1q) = (I − TT ∗(p1)) + T (p1)(I − TT ∗(q))T (p1)∗.
Therefore,
Z(F ) =(I − TT ∗(p1)) ·
n∏
i=2
(I − TT ∗(pi))
+ T (p1)
(
(I − TT ∗(q)) ·
n∏
i=2
(I − TT ∗(pi))
)
T (p1)
∗
=Z(F1) + T (p1)Z(F2)T (p1)
∗.
5.2.2 Ore LCM semigroups
We say the right LCM semigroup P is an Ore semigroup if for any p, q ∈ P , pP ∩ qP 6= ∅.
In the case of quasi-lattice ordered group, this corresponds to the lattice order condition
discussed in [17] where every finite subset F of P always has a least upper bound.
Definition 5.2.5. We say that P satisfies the descending chain condition if there is no
infinite sequence xn ∈ P and yn /∈ P ∗ so that xn = xn+1yn or xn = ynxn+1.
An element x ∈ P is called minimal if x /∈ P ∗ and whenever x = yz for y, z ∈ P , either
y ∈ P ∗ or z ∈ P ∗. We let Pmin be the set of all minimal elements in P .
Intuitively, P has the descending chain property if we cannot cancel non-invertible
factors from each x ∈ P from the left or the right infinitely many times.
Remark 5.2.6. In the case when (G,P ) is a quasi-lattice ordered group, the descending
chain condition is saying there is no infinite sequence xn so that xn+1 < xn (i.e. when
there is yn 6= e, xn = xn+1yn) or xn+1 <r xn (i.e. when there is yn 6= e, xn = ynxn+1). We
are not sure if the descending chain property of the partial order < (or <r) alone would be
sufficient.
Suppose P satisfies the descending chain condition, it is clear that Pmin 6= ∅ since
otherwise we can build an infinite descending chain starting from any element x 6= e. It
turns out that testing subsets of Pmin is sufficient for Condition (3) in Theorem 5.1.8.
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Proposition 5.2.7. Let P be a right LCM Ore semigroup that satisfies the descending
chain condition. Suppose Z(F ) ≥ 0 for all finite F ⊂ Pmin. Then Z(F ) ≥ 0 for all finite
F ⊂ P .
Proof. Pick any finite F ⊂ P . If F ∩ P ∗ 6= ∅, we have Z(F ) = 0 ≥ 0 by Lemma 5.2.1. If
F * Pmin, we can pick some element x ∈ F that is not minimal. Therefore, we can write
x = p1 · q for p1, q /∈ P ∗ and write F = {p1q, p2, · · · , pn}. We have Z(F ) ≥ 0 if Z(F1) ≥ 0
and Z(F2) ≥ 0 where F1, F2 are defined in Lemma 5.2.2.
This process allows us to build a binary tree rooted at F . Let F+2 be the free semigroup
generated by {1, 2}, and let  ∈ F+2 be the empty word. We start with F = F . Suppose
for a word ω ∈ F+2 where Fω * Pmin ∪ P ∗, we can pick an element x = p1 · q ∈ Fω where
p1, q /∈ P ∗. This allows us to define Fω1 and Fω2 as in Lemma 5.2.2. We have Z(Fω) ≥ 0
whenever Z(Fω1) ≥ 0 and Z(Fω2) ≥ 0.
Suppose the binary tree is finite, its leaves contain finite subsets F ⊂ Pmin ∪ P ∗. We
know such F satisfies Z(F ) ≥ 0 by the hypothesis (in the case when F ⊂ Pmin) or Lemma
5.2.1 (in the case when F ∩P ∗ 6= ∅). Therefore, it suffices to show the binary tree is finite.
Assume otherwise that the binary tree is infinite. By the Ko¨nig Lemma, this tree has
an infinite path s1s2 · · · sn · · · , si ∈ {1, 2}. Let ωn = s1s2 · · · sn so that Fωn are nodes in the
binary tree. Pick tω ∈ ∨Fω for each node of the binary tree. Here, we are using the Ore
condition to ensure that ∨Fω 6= ∅. As we observed in Remark 5.2.3, there exists pω2 /∈ P ∗
so that pω2 · tω2 = tω and some element uω1 ∈ P so that tω1uω1 = tω. By the descending
chain condition, this implies there is only finitely many si = 2 and hence there is N so
that si = 1 for all i > N .
For n > N , the only difference between Fωn and Fωn+1 = Fωn1 is an element p1q ∈ Fωn
and p1 ∈ Fωn+1 where q /∈ P ∗. By the descending chain condition again, this process cannot
continue infinitely many times. This proves the binary tree has to be finite which finishes
the proof.
As an immediate consequence, we can replace condition (3) in Theorem 5.1.8 by a much
smaller collection of subsets when the Ore semigroup has the descending chain property.
Theorem 5.2.8. Let T : P → B(H) be a unital representation of a right LCM Ore
semigroup with the descending chain property. Let Pmin be the set of all minimal elements
in P . The following are equivalent:
1. T has a ∗-regular dilation;
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2. T has a minimal isometric Nica-covariant dilation;
3. For any finite set F ⊂ Pmin,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗ ≥ 0.
5.2.3 Non-Ore LCM Semigroups
In the case of a right LCM semigroup that fails to satisfy the Ore condition, the proof of
Proposition 5.2.7 fails due to the fact that ∨F can be∞. Nevertheless, a similar argument
can be applied.
Definition 5.2.9. We say a subset P0 of a right LCM semigroup is a minimal set if
1. Pmin ⊆ P0
2. For any x ∈ Pmin and y ∈ P0, we have
x−1(x ∨ y) ⊆ P0 ∪ P ∗.
It is clear that P0 = P is always a minimal set. However, in many cases, we can choose
P0 to be a much smaller set.
Proposition 5.2.10. Let P be a right LCM semigroup that satisfies the descending chain
condition. Let P0 be any minimal set of P . Suppose Z(F ) ≥ 0 for all finite F ⊂ P0. Then
Z(F ) ≥ 0 for all finite F ⊂ P .
Proof. For every finite F ⊂ P , denote m(F ) = |F ∩ P0| which counts the number of
elements in F that are from P0. In the case when m(F ) = |F |, we have F ⊂ P0 and
thus Z(F ) ≥ 0. Otherwise, we will show that we can find a collection F1, · · · , Fk with
m(Fi) > m(F ), and Z(F ) ≥ 0 whenever Z(Fi) ≥ 0 for all i. This allows us to proceed
with induction with m(F ).
Suppose m(F ) < |F |, pick x ∈ F so that x is not in P0. Since P has the descending
chain condition, we can repeatedly remove a minimal element from x for a finite number of
times. Hence, we can write x = x1x2 · · ·xn where xi ∈ Pmin. Write F = {x, p2, p3, · · · , pn}.
Apply Lemma 4.3.7, Z(F ) ≥ 0 if Z(F1), Z(F2) ≥ 0, where
F1 = {x1, p2, p3, · · · , pn}
F2 = {x2x3 · · ·xn, x−11 (x1 ∨ p2), · · · , x−11 (x1 ∨ pn)}
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Notice that x1 ∈ Pmin ⊂ P0, and thus m(F1) = m(F ) + 1. For each pi ∈ F ∩ P0,
x−11 (x1∨pi) ∈ P0∪P ∗. If x−11 (x1∨pi) ∈ P ∗, then it follows from Lemma 5.2.1 that Z(F2) = 0.
Otherwise, we must have m(F2) ≥ m(F ). In the case when n = 2, xn ∈ Pmin ⊂ P0 and
we get m(F2) > m(F ), which we can proceed with induction. Otherwise, notice that
though m(F2) = m(F ), the element x = x1 · · ·xn ∈ F is replaced by x′ = x2x3 · · ·xn in
F2, where x
′ is a product of (n − 1) minimal elements. Repeat the same procedure again
for F2, we get Z(F2) ≥ 0 if Z(F21) ≥ 0 and Z(F22) ≥ 0, where m(F21) > Z(F2) ≥ Z(F )
and m(F22) ≥ m(F2) ≥ Z(F ). The inequality is strict when n = 3 since x3 ∈ F22 ∩ P0.
Otherwise, repeat the same procedure again. Eventually, we can reduce the positivity of
Z(F ) to the positivity of Z(Fi) with m(Fi) > m(F ). This finishes the proof.
We now reach a nice condition for ∗-regularity in the case of an arbitrary right LCM
semigroup with descending chain condition.
Theorem 5.2.11. Let T : P → B(H) be a unital representation of a right LCM with the
descending chain condition. Let P0 be a minimal set. The following are equivalent:
1. T has a ∗-regular dilation;
2. T has a minimal isometric Nica-covariant dilation;
3. For any finite set F ⊂ P0,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)∗ ≥ 0.
5.3 Examples
We now examine several classes of right LCM semigroups that satisfy the descending chain
condition. For each class of semigroups, we derive the corresponding conditions for ∗-
regularity.
5.3.1 Artin Monoids
Artin monoids (see Example 2.1.8) form an important class of right LCM semigroups. Their
Nica-covariant representations and related C∗-algebras are studied in [17]. In the case of
finite type or right-angled Artin monoids PM , it is known that they are embedded injectively
99
in the corresponding Artin group GM , and (GM , PM) form a quasi-lattice ordered group
[17]. In general, Artin monoids are shown to embed injectively inside the corresponding
artin group [50]. The semigroup PM is known to be a right LCM semigroup, but it is
unknown whether (GM , PM) is quasi-lattice ordered.
Let {e1, · · · , en} be the set of generators for PM . Each element p ∈ PM can be written
as p = ei1ei2 · · · ein , and we define the length of p to be `(p) = n when p can be expressed as
a product of n generators. Though there may be multiple ways to express p as a product of
generators, the relations on an Artin monoid are always homogeneous and thus it always
takes the same number of generators to express p. Therefore, `(p) is well-defined.
Lemma 5.3.1. Every Artin monoid PM has the descending chain property. The set of
minimal elements is precisely the set of generators Γ.
Proof. Once we defined the length of an element `(p) to be the number of generators
requires to express p. We have for any p, q ∈ PM , `(pq) = `(p) + `(q). It is clear that
we can not find infinite sequences xn and yn 6= e with xn = ynxn+1 or xn = xn+1yn since
otherwise, `(xn) ∈ Z≥0 is strictly decreasing.
Its set of minimal elements are precisely the set of elements with length 1, which is
exactly the set of generators.
The Artin monoids of finite types are all lattice ordered. Therefore, Theorem 5.2.8
applies.
Theorem 5.3.2. A contractive representation T of finite-type Artin monoids are ∗-regular
if and only if Z(F ) ≥ 0 for all finite subset F of the set of generators.
Example 5.3.3. Let us consider the Braid monoid on 3 strands:
B+3 = 〈e1, e2 : e1e2e1 = e2e1e2〉.
A representation T : B+3 → B(H) is uniquely determined by Ti = T (ei), i = 1, 2, which
satisfies T1T2T1 = T2T1T2. Theorem 5.3.2 states that T has ∗-regular dilation if and only
if T1, T2 are contractions, and
I − T1T ∗1 − T2T ∗2 + T (e1 ∨ e2)T (e1 ∨ e2)∗
=I − T1T ∗1 − T2T ∗2 + T1T2T1T ∗1 T ∗2 T ∗1 ≥ 0.
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When the Artin monoid is infinite, it is hard to find a minimal set in general. Recall
that an Artin monoid is called right-angled if entries in M are either 2 or ∞. This is also
known as the graph product of N. Regular dilations of right-angled Artin monoids were
studied in [42].
Proposition 5.3.4. Given a right-angled Artin monoid A+M , the set of generators Pmin =
{e1, · · · , en} is also a minimal set.
Proof. Pick any ei ∈ Pmin and ej with ej 6= ei. Either mij = 2, in which case e−1i (ei∨ ej) =
e−1i eiej = ej. Or mij =∞, in which case ei ∨ ej =∞. In either case, we can see Pmin is a
minimal set.
Remark 5.3.5. Combining Proposition 5.3.4 with Theorem 5.2.11, this recovers our main
result on ∗-regular dilation on graph products of N (Theorem 4.5.5).
5.3.2 Thompson’s Monoid
Recall the Thompson’s monoid from Example 2.1.7 (2.1.13):
F+ = 〈x0, x1, · · · |xnxk = xkxn+1, k < n〉 .
Our result of ∗-regular dilation can help us generate isometric Nica-covariant repre-
sentations for the Thompson’s monoid. We first show that F+ has the descending chain
property.
Lemma 5.3.6. Thompson’s monoid F+ has the descending chain property. The set of
minimal elements is the set of generators {x0, x1, · · · }. The set of generators is also a
minimal set for F+.
Proof. Similar to the case of Artin monoids, since the relations that define the Thompson’s
monoid F+ are homogeneous, we can define `(p) = n if we can write p as a product of
n generators p = xi1xi2 · · ·xin . It is clear that for all p, q ∈ F+, `(p) + `(q) = `(pq).
Therefore, F+ has the descending chain property (otherwise, we can obtain a strictly
decreasing sequence of `(pn)). It is clear that the set of minimal elements are precisely the
set of generators.
Now for any xi, xj, i < j. It follows from the relation xjxi = xixj+1 that xi ∨ xj = xjxi
and thus both x−1i (xi ∨ xj) = xj and x−1j (xi ∨ xj) = xj+1 are again minimal elements.
Therefore, Pmin is also a minimal set.
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Again, Theorem 5.2.8 applies to the Thompson’s monoid.
Theorem 5.3.7. Let T : F+ → B(H) be a unital representation uniquely determined by
the generators Ti = T (ei). Then T has a ∗-regular dilation if and only if for any finite
subset F of the generators, Z(F ) ≥ 0.
5.3.3 No N×
Recall the semigroup N o N× (Example 2.1.16 (2)) is the monoid {(a, p) : a ∈ N, p ∈ N×}
with the multiplication
(a, p)(b, q) = (a+ bp, pq).
It embeds in QoQ×, and they form a quasi-lattice ordered group [38]. The semigroup
N o N× has (0, 1) as the identity, and it is generated by P0 = {(1, 1), (0, p) : p is a prime}
with the relations:
(0, p)(1, 1) = (p, p) = (1, 1)p(0, p),
(0, p)(0, q) = (0, pq).
It is obvious that N o N× has the descending chain property and the set of minimal
elements are precisely the set of its generators Pmin. However, it is not a Ore-semigroup.
For example, consider the principal right ideal generated by (0, 2) and (1, 2). For all
(b, q) ∈ P , (i, 2)(b, q) = (i+ 2b, q), and thus the first coordinate always has the same parity
as i. Therefore, (0, 2)P ∩ (1, 2)P = ∅. In general, given (a,m), (b, n) ∈ N o N×, one can
compute [38, Remark 2.3]:
(a,m) ∨ (b, n) =
{
(`, lcm(m,n)) : (a+mN) ∩ (b+ nN) 6= ∅;
∞, (a+mN) ∩ (b+ nN) = ∅
Here, ` = min{(a+mN) ∩ (b+ nN)}.
Proposition 5.3.8. Let P0 = {(1, 1), (i, p) : 0 ≤ i < p, p is a prime}. Then P0 is a
minimal set.
Proof. We need to show for all x ∈ Pmin and y ∈ P0, x−1(x∨ y) ∈ P0. We divide the proof
into several cases.
Case 1: take y = (1, 1). It is clear that if we take x = (1, 1), then x−1(x∨ y) = (0, 1) ∈
P ∗. Suppose we take x = (0, p) for a prime p, then one can check that x ∨ y = (p, p) =
x · (1, 1). Thus, x−1(x ∨ y) = (1, 1) ∈ P0.
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Case 2: Take y = (i, p) for some prime p and 0 ≤ i < p. We divide the choices of x
into three cases:
When x = (1, 1), we have x ∨ y = (p, p) = (1, 1)(p − 1, p). Therefore, x−1(x ∨ y) =
(p− 1, p) ∈ P0.
When x = (0, p), we have x ∨ y = ∞ unless y = (0, p), in which case x−1(x ∨ y) =
(0, 1) ∈ P ∗.
When x = (0, q) for some prime q 6= p, we have x ∨ y = (`, pq), where ` = min{(i +
pN) ∩ qN}. Notice that by the Chinese remainder theorem, there always exists a solution
` ∈ [0, pq − 1), and thus ` = kq for some 0 ≤ k < p. Hence, x ∨ y = (kq, pq) = (0, q)(k, p)
and thus x−1(x ∨ y) = (k, p) ∈ P0. This finishes the last case of the proof.
Therefore, we obtain the following characterization:
Theorem 5.3.9. Let T : N o N× → B(H) be a contractive representation. Then, T has
a ∗-regular dilation if and only if Z(F ) ≥ 0 for any F ⊆ P0 = {(1, 1), (i, p) : 0 ≤ i <
p,∀p is a prime}
5.3.4 Baumslag-Solitar monoids
The Baumslag-Solitar monoid Bn,m (Example 2.1.16 (1)) is the monoid generated by a, b
with the relation abn = bma. Each Bn,m is a right LCM semigroup.
Lemma 5.3.10. Every Baumslag-Solitar monoid Bn,m has the descending chain property.
The set of minimal elements is precisely {a, b}.
Proof. Every elements p ∈ P can have many different expressions as product of a, b. We
let `(p) to be the maximum number of a, b we can use to express p. `(p) is always bounded
[33, Lemma 2.2]. It is clear that for any p, q ∈ Bn,m, `(pq) ≥ `(p) + `(q). Therefore,
whenever p, q 6= e, we have `(p), `(q) < `(pq). Since `(p) ≥ 1 are integer-valued, Bn,m has
the descending chain property. It is clear that the set of minimal elements are {a, b}.
We first find a minimal set for Bn,m.
Proposition 5.3.11. P0 = {bia : 0 ≤ i} ∪ {bj : 1 ≤ j} is a minimal set for Bn,m.
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Proof. We need to show for all x ∈ Pmin and y ∈ P0, x−1(x∨ y) ∈ P0. We divide the proof
into several cases.
Case 1. Suppose y = bia for some 0 ≤ i. If x = a, then either i is a multiple of m in
which case x−1(x∨y) = bi ∈ P0∪P ∗, or i 6= 0 in which case x∨y = ∅. If x = b, then either
i = 0 in which case x−1(x∨y) = bm−1a ∈ P0, or i 6= 0 in which case x−1(x∨y) = bi−1a ∈ P0.
Case 2. Suppose y = bj for some 1 ≤ j. If x = b, then x−1y = bj−1 ∈ P0 ∪ P ∗. If
x = a, then x∨y = b`a where ` = min{mN∩N≥j}. Assume ` = km, we have x∨y = abkn.
Hence, x−1(x ∨ y) = bkn ∈ P0. This finishes the proof.
In fact, we can further reduce this set P0 to a smaller set. Let P00 = {b, bia : 0 ≤ i ≤
m− 1}.
Proposition 5.3.12. The following are equivalent:
1. Z(F ) ≥ 0 for all finite F ⊂ P0.
2. Z(F ) ≥ 0 for all finite F ⊂ P00.
Proof. It is clear that P00 ⊂ P0 and thus one direction is trivial. Now suppose Z(E) ≥ 0
for all finite E ⊂ P00. Now take a finite F ⊂ P0 and let k(F ) = max{i : bia ∈ F} and
`(F ) = max{j : bj ∈ F}. We know F ⊂ P00 when k(F ) < m and `(F ) ≤ 1.
Suppose k(F ) = k ≥ m, then write F = {bka, p2, · · · , pn}. Due to Lemma 5.2.1, we
may assume all other elements in F with the form bia has i < k. Denote
F1 = {b, p2, ·, pn},
F2 = {bk−1a, b−1(b ∨ p2), · · · , b−1(b ∨ pn)}.
It follows from Lemma 5.2.2 that Z(F ) ≥ 0 if both Z(F1) ≥ 0 and Z(F2) ≥ 0. Notice that
we replaced bka by b in F1, so that k(F1) < k(F ) and `(F1) = `(F ). For F2, it follows from
the calculation in Proposition 5.3.11 that if pi = b
ia, then
b−1(b ∨ pi) =
{
bi−1a, i ≥ 1
bm−1a, i = 0
If pi = b
j, then b−1(b∨pi) = bj−1. Therefore, k(F2) < max{k(F ),m−1} and `(F2) ≤ `(F1).
Suppose `(F ) = ` > 1, then write F = {b`, p2, · · · , pn}. Denote
F1 = {b, p2, ·, pn},
F2 = {b`−1, b−1(b ∨ p2), · · · , b−1(b ∨ pn)}.
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It follows from Lemma 5.2.2 that Z(F ) ≥ 0 if both Z(F1) ≥ 0 and Z(F2) ≥ 0. A similar
computation shows that k(F1) = k(F ), k(F2) ≤ max{k(F ),m−1}, and `(F1), `(F2) < `(F ).
Combining these two cases, we able to repeated use Lemma 5.2.2 and induction on
(k(F ), `(F )) to show Z(F ) ≥ 0 assuming Z(E) ≥ 0 for all finite E ⊂ P00.
Theorem 5.3.13. Let Bn,m be a Baumslag-Solitar monoid for n,m ≥ 1 and let a, b be its
generators. Let P00 = {b, bia : 0 ≤ i ≤ m − 1}. Then T has ∗-regular dilation if and only
if Z(F ) ≥ 0 for all finite F ⊂ P00.
Remark 5.3.14. This set P00 arise naturally in the study of Baumslag-Solitar monoids. A
set E ⊂ P is called a foundation set for every p ∈ P , there exists e ∈ E so that eP∩pP 6= ∅.
Foundation set naturally arises from the study of boundary quotient of various semigroup
C∗-algebras [18, 11, 66].
One may also notice that the minimal sets in the case of finite Artin monoids, Thomp-
son’s monoid, N o N×, the minimal set P0 is in fact also a foundation set in the corre-
sponding semigroups. However, it is unknown if this is true in general: namely, whether T
has ∗-regular dilation if and only if Z(F ) ≥ 0 for all finite F ⊂ E where E is a foundation
set.
5.4 The Graph Product of Right LCM Semigroups
Recall the graph product construction discussed in the Section 2.1.4 provides a way to
construct right LCM semigroups from existing ones. Our goal is to study the relation
between ∗-regular condition on the graph product of right LCM semigroups.
We first prove a key technical lemma in our analysis of the ∗-regular condition on graph
product of right LCM semigroup.
Lemma 5.4.1. Let p ∈ Pv and x ∈ PΓ so that x ∨ p 6= ∅. Then there exists s ∈ x ∨ p with
`(p−1s) ≤ `(s).
Proof. The statement is trivially true if p = e since we can simply pick s = x ∈ x ∨ e.
Suppose otherwise, let x = x1x2 · · ·xn be a reduced expression of x and let x1 ∈ Pu. Here,
`(x) = n. Let y = x2 · · · xn and x = x1y. First of all, since x ∨ p 6= ∅, there exists
q = p · p′ = x · x′ = x1y · x′ for some x′, p′ ∈ PΓ. Since p and x1 are in the front of this
expression, u, v are both initial vertices of q and thus either u = v or (u, v) is an edge of Γ.
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Let us do an induction on `(x). In the base case when `(x) = 1, x = x1 has only one
syllable in its reduced expression. There are two cases:
Case 1: if u = v, then x1, p ∈ Pv. By Lemma 2.1.21, xPΓ∩pPΓ 6= ∅ implies xPv∩pPv 6=
∅. Therefore, we can pick s ∈ x ∨ p ⊂ Pv and p−1s ∈ Pv ⊂ PΓ. p−1s has only one syllable,
and its length is either 0 (when p−1s = e) or 1. Hence, `(p−1s) ≤ 1 = `(x).
Case 2: if u 6= v, then (u, v) must be an edge of Γ. By Lemma 2.1.20, we can pick
s = px1 ∈ p ∨ x and thus `(p−1s) = `(x).
Suppose now the statement holds true for all x with `(x) < n. Now consider the case
when `(x) = n and x = x1 · · ·xn is an reduced expression of x. Let y = x2 · · ·xn. There
are again two cases.
Case 1: if u = v, then xPΓ ∩ pPΓ 6= ∅ implies x1Pv ∩ pPv 6= ∅. Pick t ∈ x1 ∨ p ∈ Pv and
let q = x−11 t ∈ Pv. We first prove that
tPΓ ∩ xPΓ = pPΓ ∩ xPΓ.
First, by Lemma 2.1.21, t ∈ x1 ∨ p implies tPΓ = x1PΓ ∩ pPΓ. Hence
tPΓ ∩ xPΓ ⊆ pPΓ ∩ xPΓ.
Conversely, by Lemma 2.1.21,
pPΓ ∩ xPΓ ⊂ pPΓ ∩ x1PΓ = tPΓ.
This proves the other inclusion.
Now t∨ x = p∨ x. But t = x1q and x = x1y, by Lemma 2.1.17, x1 · (q ∨ y) = p∨ x 6= ∅.
In particular, q ∨ y 6= ∅. Notice that y is obtained by removing the initial syllable x1 from
a reduced expression x = x1y. Hence, `(y) = `(x) − 1 < n. By the induction hypothesis,
there exists s ∈ q ∨ y and `(q−1s) ≤ `(y).
Let w = q−1s and s = qw ∈ q ∨ y. Let s′ = x1s ∈ x1(q ∨ y) = p ∨ x. s′ = x1qw = tw
and p−1s′ = (p−1t)w. The induction hypothesis gives `(w) ≤ `(y). Now p−1t ∈ Pv and
thus `(p−1s′) = `(p−1tw) ≤ `(w) + 1. Hence
`(p−1s′) ≤ `(w) + 1 ≤ `(y) + 1 = `(x),
where s′ ∈ p ∨ x. This finishes the induction step for this case.
Case 2: if u 6= v, then (u, v) must be an edge of Γ and x1, p commute. We first prove
that
x1pPΓ ∩ xPΓ = pPΓ ∩ xPΓ.
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The ⊆ direction is trivial as x1pPγ = px1PΓ ⊂ pPΓ. Conversely, by Lemma 2.1.20,
pPΓ ∩ xPΓ ⊂ pPΓ ∩ x1PΓ = x1pPΓ.
This proves the other inclusion.
By Lemma 2.1.17, p ∨ x = x1p ∨ x1y = x1(p ∨ y) 6= ∅. Hence p ∨ y 6= ∅. Moreover,
`(y) = `(x)− 1 < n. By the induction hypothesis, there exists s ∈ p ∨ y so that `(p−1s) ≤
`(y). Let w = p−1s and s′ = x1s = x1pw ∈ x1(p ∨ y) = p ∨ x. Now
`(p−1s′) = `(p−1x1pw) = `(x1w) ≤ `(w) + 1 ≤ `(y) + 1 = `(x),
where s′ ∈ p∨x. This finishes the induction step for this case and thus the entire proof.
Now consider a collection of representations Tv : Pv → B(H). Suppose for any edge
(u, v) of Γ, Tu(p) commutes with Tv(q) for all p ∈ Pu and q ∈ Pv. Then we can build a
representation T : PΓ → B(H) where for any x = x1 · · ·xn, xi ∈ Pvi ,
T (x) = Tv1(x1)Tv2(x2) · · ·Tvn(xn).
Since the commutation relations of Tv coincide with the commutation relations in PΓ,
this defines a representation T on the graph product PΓ. In fact, every representation T
of PΓ arises in this way since we can simply let Tv be the restriction of T on Pv. We are
interested in when the representation T has ∗-regular dilation.
Example 5.4.2. Take Pv = N for all v ∈ V . This semigroup PΓ is the graph product of
N, also known as a right-angled Artin monoid as discussed previously (Example 2.1.7(2)).
Each representation Tv of Pv = N is uniquely determined by the value Tv = Tv(1v). The
commutation relations require that Tu, Tv commute whenever (u, v) is an edge of Γ.
The ∗-regular dilation for such representation T of graph product of N was the focus of
[42]. A Brehmer-type condition is established in [42, Theorem 2.4]. It is shown that the
following are equivalent:
1. T has a ∗-regular dilation;
2. T has a minimal isometric Nica-covariant dilation;
3. For every finite W ⊂ V , ∑
U⊆W
U is a clique
(−1)|U |TUT ∗U ≥ 0.
Here, TU =
∏
v∈U Tv.
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We would like to extend our result of ∗-regular dilation on graph product of N to graph
product of any right LCM semigroup. We have derived in Theorem 5.1.8 that T has a
∗-regular dilation if and only if for every finite set F ⊂ PΓ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0.
The goal is to reduce F further to a much smaller collection of subsets.
Proposition 5.4.3. Let PΓ be a graph product of a collection of right LCM semigroups
(Pv)v∈V , and T : PΓ → B(H) be a contractive representation. Then the following are
equivalent:
1. For every finite set F ⊂ PΓ, Z(F ) ≥ 0.
2. For every finite set e /∈ F ⊂ ⋃v∈V Pv, Z(F ) ≥ 0.
Proof. The direction (1) ⇒ (2) is obvious. To show the converse, notice that a finite set
e /∈ F ⊂ ⋃v∈V Pv if and only if every element x ∈ F is inside some Pv and thus `(x) = 1 for
all x ∈ F . Denote c(F ) = ∑x∈F (`(x)− 1). Then for a finite subset e /∈ F ⊂ PΓ, c(F ) ≥ 0
and F ⊂ ⋃v∈V Pv if and only if c(F ) = 0.
If e /∈ F has c(F ) > 0, then there exists x ∈ F with `(x) ≥ 2. Write x = p1q for some
p1 ∈ Pv and `(q) = `(x)− 1. Let F = {p1q, p2, · · · , pn}. Let
F1 = {p1, p2, · · · , pn}
F2 = {q, p−11 s2, · · · , p−11 sn}
where si ∈ p1 ∨ pi for all 2 ≤ i ≤ n. By Lemma 5.2.2, Z(F ) ≥ 0 if Z(F1) ≥ 0 and
Z(F2) ≥ 0.
Since `(p1) < `(p1q), we have c(F1) < c(F ). By Lemma 5.4.1, for each 2 ≤ i ≤ n,
either p1 ∨ pi = ∅ or there exists si ∈ p1 ∨ pi with `(p−11 si) ≤ `(pi). Therefore, compare
elements in F with F2: either an element pi is removed when p1 ∨ pi = ∅, or pi is replaced
by p−11 si with `(p
−1
1 si) ≤ `(si). Moreover, the element p1q in F is replaced by q where
`(q) = `(p1q)− 1. Hence, c(F2) < c(F ).
Now c(F1), c(F2) < c(F ). We can only repeat this process finitely many times. The
positivity of any finite e /∈ F ⊂ PΓ is therefore reduced to the positivity of sets of the form
F ⊂ PΓ where `(x) ≤ 1 for all x ∈ F . Notice that Z(F ) ≥ 0 whenever e ∈ F (Lemma
5.2.1(2)). Hence, condition (2) is sufficient.
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For a finite set e /∈ U ⊂ ⋃v∈V Pv, we denote I(U) = {I(x) : x ∈ U}. Suppose (u, v) is
not an edge of Γ, and e 6= p ∈ Pu, e 6= q ∈ Pv, then pPΓ∩ qPΓ must be ∅ since u, v are both
initial vertices of any element r ∈ p ∨ q. Therefore, ∨U = ∅ unless any two vertices in U
are adjacent to one another. In other words, ∨U = ∅ unless I(U) is a clique in Γ. Hence,
we can simplify Z(F ) as:
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U)
=
∑
U⊆F
I(U) is a clique
(−1)|U |TT ∗(∨U).
Take a finite set finite e /∈ F ⊂ ⋃v∈V Pv. Each x ∈ F belongs to a certain copy of Pv.
If x = p1q with p1, q ∈ Pv and F = {p1q, p2, · · · , pn}. Let F1, F2 be the subsets defined in
Lemma 5.2.2:
F1 = {p1, p2, · · · , pn}
F2 = {q, p−11 s2, · · · , p−11 sn}
where si ∈ p1∨pi for all 2 ≤ i ≤ n. For each 2 ≤ i ≤ n, apply Lemma 5.4.1, either p1∨pi = ∅
or we can pick si ∈ p1 ∨ pi with `(p−11 si) ≤ `(pi). Hence, F1, F2 ⊂
⋃
v∈V Pv. In the case
when a semigroup Pu satisfies the descending chain condition, the procedure described in
Proposition 5.2.7 still applies. This can further reduce F to a subset F ⊂ ⋃v∈V Pv where
every element in F ∩ Pu is a minimal element (i.e. F ∩ Pu = (Pu)0).
Therefore, we obtain the following characterization of ∗-regular representations of a
graph product of right LCM semigroups.
Theorem 5.4.4. Let PΓ be a graph product of right LCM semigroups and T : PΓ → B(H)
be a contractive representation. Then the following are equivalent:
1. T has a ∗-regular dilation;
2. T has a minimal isometric Nica-covariant dilation;
3. For every finite F ⊂ PΓ,
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U) ≥ 0;
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4. For every finite e /∈ F ⊂ ⋃v∈V Pv,
Z(F ) =
∑
U⊆F
I(U) is a clique
(−1)|U |TT ∗(∨U) ≥ 0.
In particular, in the case when Pu satisfies the descending chain condition, we may
assume F ∩ Pu ⊂ (Pu)0, where (Pu)0 is the set of minimal elements of Pu.
Example 5.4.5. In the case when Pv = N for all v ∈ V . PΓ is a graph product of N,
which is generated by {ev : v ∈ V } with the relation euev = eveu whenever (u, v) is an edge
of Γ. Let T : PΓ → B(H) be a contractive representation which is uniquely determined by
Tv = T (ev). For each finite W ⊂ V , if W is a clique, let TW =
∏
v∈W TW . Each Pv = N
satisfies the descending chain condition, and the set of minimal elements (Pv)0 = {ev}.
By Theorem 5.4.4, T has a ∗-regular dilation if and only if for every finite F ⊆ {ev :
v ∈ V },
Z(F ) =
∑
E⊆F
I(E) is a clique
(−1)|E|TT ∗(∨E) ≥ 0.
Notice that each finite E ⊆ {ev : v ∈ V } corresponds to a finite set U = {v : ev ∈
E} ⊂ V . It is easy to see that I(E) = U and ∨E = ∏v∈U ev. Therefore, T has a ∗-regular
dilation if and only if for every finite W ⊂ V ,∑
U⊆W
U is a clique
(−1)|U |TUT ∗U ≥ 0.
Here, TU =
∏
u∈U T (eu). This gives an another proof of Theorem 4.5.5. Two proof differs
in the following manner: the proof in Chapter 4 reduces the positivity of K[F ] to subsets
F ⊂ {ev} by exploiting the structure of graph product of N. A Cholesky decomposition
is then applied to such K[F ] using the positivity of Z(F ). In this chapter, we first make
reduce the positivity of K[F ] to the positivity of Z(F ) via Cholesky decomposition. Then,
we use the descending chain properties and few reduction lemmas to reduce Z(F ) to subsets
F ⊂ {ev}.
We would like to consider an application of Theorem 5.4.4. Let Γ be a complete graph.
In other words, (u, v) ∈ E for all u 6= v in V . The graph product PΓ is simply the direct
sum ⊕v∈V Pv.
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Definition 5.4.6. A family of contractive representation Tv : Pv → B(H) are called doubly
commuting if for any u 6= v and p ∈ Pu, q ∈ Pv, Tu(p) commutes with both Tv(q) and Tv(q)∗.
Suppose that Γ is a complete graph. A representation T : PΓ → B(H) is called doubly
commuting if Tv : Pv → B(H) given by restricting T on Pv form a doubly commuting family
of contractive representations.
Doubly commuting representations on products of special semigroups have been pre-
viously studied. A doubly commuting representation of Nk is always regular ([9], see also
[52] for an alternative proof using C∗-algebra and completely positive maps). Fuller [28,
Theorem 2.4] proved that a doubly commuting representation of ⊕Si is always regular,
where Si is a countable additive subgroup of R+. We are now going to extend all these
results to direct sums of right LCM semigroups.
Lemma 5.4.7. Fix a finite subset W ⊂ V and for each w ∈ W , Fw ⊂ Pw is a finite subset.
Let F =
⋃
w∈W Fw. Let T : PΓ → B(H) be a doubly commuting contractive representation
and Tv : Pv → B(H) be the representation by restricting T on Pv. Then
TT ∗(∨F ) =
∏
w∈W
TwT
∗
w(∨Fw)
.
Moreover, let
Z(F ) =
∑
U⊆F
(−1)|U |TT ∗(∨U),
Zw(Fw) =
∑
Uw⊆Fw
(−1)|Uw|TwT ∗w(∨Uw).
Then {Zw(Fw)}w∈W is a collection of commuting operators, and
Z(F ) =
∏
w∈W
Zw(Fw).
Proof. For each w ∈ W , pick pw ∈ ∨Fw. By Lemma 2.1.18, ∨F = ∨{pw}w∈W . By Lemma
2.1.22, ∏
w∈W
pw ∈ ∨{pw}w∈W = ∨F.
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Hence,
TT ∗(∨F ) = TT ∗(
∏
w∈W
pw)
=
( ∏
w∈W
Tw(pw)
)( ∏
w∈W
Tw(pw)
∗)
=
∏
w∈W
Tw(pw)Tw(pw)
∗.
Now for each U ⊆ F , let Uw = U ∩ Fw be disjoint subsets. Then,
(−1)|U |TT ∗(∨U) =
∏
w∈W
(−1)|Uw|TwT ∗w(∨Uw).
It is now easy to check Z(F ) =
∏
w∈W Zw(Fw).
As a direct consequence of Lemma 5.4.7 and Theorem 5.4.4:
Theorem 5.4.8. Let T : PΓ → B(H) be a doubly commuting contractive representation
of PΓ and Tv : Pv → B(H) be the representation by restricting T on Pv. Then T has a
∗-regular dilation if and only if each Tv has a ∗-regular dilation as a representation of Pv.
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Chapter 6
Application
This chapter discusses two applications of regular dilation. In the Section 6.1, which is
based on Section 7 of [40], we look into the application of regular dilation in the study
of semi-crossed product. The main result (Theorem 6.1.3) states that a contractive Nica-
covariant pair can be dilated toan isometric Nica-covariant pair. Therefore, certain univer-
sal semi-crossed product algebra generated by contractive Nica-covariant pairs coincides
with those generated by isometric Nica-covariant pairs (Corollary 6.1.4). Finally, in the
Section 6.2, which is based on [39], we look into the surprising relation between regular
dilation and subnormal operators.
6.1 Covariant Representations
The semicrossed products of a dynamical system by Nica-covariant representations was
discussed in [28, 21], where its regularity is seen as a key to many results. Our result on
the regularity of Nica-covariant representations (Theorem 3.3.1 and Corollary 3.3.2) allows
us to generalize some of the results to arbitrary lattice ordered abelian groups.
Definition 6.1.1. A C∗-dynamical system is a triple (A,α, P ) where
1. A is a C∗-algebra;
2. α : P → End(A) maps each p ∈ P to a ∗-endomorphism on A;
3. P is a spanning cone of some group G.
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Definition 6.1.2. A pair (pi, T ) is called a covariant pair for a C∗-dynamical system if
1. pi : A→ B(H) is a ∗-representation;
2. T : P → B(H) is a contractive representation of P ;
3. pi(a)T (s) = T (s)pi(αs(a)) for all s ∈ P and a ∈ A.
In particular, a covariant pair (pi, T ) is called Nica-covariant/isometric, if T is Nica-
covariant/isometric.
The main goal is to prove that Nica-covariant pairs on C∗-dynamical systems can be
lifted to isometric Nica-covariant pairs. This can be seen from [21, Theorem 4.1.2] and
Corollary 3.3.2. However, we shall present a slightly different approach by taking the
advantage of the structure of lattice ordered abelian group.
Theorem 6.1.3. Let (A,α, P ) be a C∗-dynamical system over a positive cone P of a lattice
ordered abelian group G. Let pi : A → B(H) and T : P → B(H) form a Nica-covariant
pair (pi, T ) for this C∗-dynamical system. If V : P → K is a minimal isometric dilation of
T , then there is an isometric Nica-covariant pair (ρ, V ) such that for all a ∈ A,
PHρ(a)
∣∣
H = pi(a).
Moreover, H is invariant for ρ(a).
Proof. Fix a minimal dilation V of T and consider any h ∈ H, p ∈ P , and a ∈ A: define
ρ(a)V (p)h = V (p)pi(αp(a))h
We shall first show that this is a well defined map. First of all, since V is a minimal
isometric dilation, the set {V (p)h} is dense in K. Suppose V (p)h1 = V (s)h2 for some
p, s ∈ P and h1, h2 ∈ H. It suffices to show that for any t ∈ P and h ∈ H, we have
〈V (p)pi(αp(a))h1, V (t)h〉 = 〈V (s)pi(αs(a))h2, V (t)h〉 . (6.1)
Since A is a C∗-dynamical system, it follows from the covariant condition pi(a)T (s) =
T (s)pi(αs(a)) that T (s)
∗pi(a) = pi(αs(a))T (s)∗. Hence,
〈V (p)pi(αp(a))h1, V (t)h〉
= 〈V (t)∗V (p)pi(αp(a))h1, h〉
= 〈V (t− t ∧ p)∗V (p− t ∧ p)pi(αp(a))h1, h〉
= 〈T (t− t ∧ p)∗T (p− t ∧ p)pi(αp(a))h1, h〉
=
〈
pi(αp−(p−t∧p)+(t−t∧p)(a))T (t− t ∧ p)∗T (p− t ∧ p)h1, h
〉
= 〈pi(αt(a))T (t− t ∧ p)∗T (p− t ∧ p)h1, h〉 .
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Here we used that fact that V has regular dilation and thus
PHV (t− t ∧ p)∗V (p− t ∧ p)
∣∣
H = T (t− t ∧ p)∗T (p− t ∧ p).
Now notice that
T (t− t ∧ p)∗T (p− t ∧ p)h1 = PHV (t− t ∧ p)∗V (p− t ∧ p)h1
= PHV (t)∗V (p)h1.
Similarly,
〈V (s)pi(αs(a))h2, V (t)h〉 = 〈pi(αt(a))T (t− t ∧ s)∗T (s− t ∧ s)h2, h〉 ,
where
T (t− t ∧ s)∗T (s− t ∧ s)h2 = PHV (t)∗V (s)h2 = PHV (t)∗V (p)h1.
Therefore, ρ is well defined on the dense subset {V (p)h}.
Since V (p) is isometric and pi, α are completely contractive,
‖V (p)pi(αp(a))h‖ = ‖pi(αp(a))h‖ ≤ ‖h‖ = ‖V (p)h‖,
and thus ρ(a) is contractive on {V (p)h}. Hence, ρ(a) can be extended to a contractive
map on K. Moreover, for any h ∈ H and a ∈ A, we have ρ(a)h = pi(a)h ∈ H, and thus H
is invariant for ρ. For any a, b ∈ A, p ∈ P , and h ∈ H,
ρ(a)ρ(b)V (p)h = V (p)pi(αp(a))pi(αp(b))h
= V (p)pi(αp(ab))h
= ρ(ab)V (p)h.
Therefore, ρ is a contractive representation of A and thus a ∗-representation. Now for any
p, t ∈ P and h ∈ H,
ρ(a)V (p)V (t)h = V (p+ t)pi(αp+t(a))h
= V (p)V (t)ρ(αp+t(a))h
= V (p)ρ(αp(a))V (t)h.
Hence, (ρ, V ) is an isometric Nica-covariant pair.
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This lifting of contractive Nica-covariant pairs to isometric Nica-covariant pairs has
significant implication in its associated semi-crossed product. A family of covariant pairs
gives rise to a semi-crossed product algebra in the following way [28, 21]. For a C∗-
dynamical system (A,α, P ), denote P(A,P ) be the algebra of all formal polynomials q of
the form
q =
n∑
i=1
epiapi ,
where pi ∈ P and api ∈ A. The multiplication on such polynomials follows the rule that
aes = esα(a) and epeq = epq. For a covariant pair (σ, T ) on this dynamical system, define
a representation of P(A,P ) by
(σ × T )
(
n∑
i=1
epiapi
)
=
n∑
i=1
T (pi)σ(api).
Now let F be a family of covariant pairs on this dynamical system. We may define a norm
on P(A, S) by
‖p‖F = sup{(σ × T )(p) : (σ, T ) ∈ F},
and the semi-crossed product algebra is defined as
A×Fα P = P(A, S)
‖·‖F
.
In particular, A×ncα P is determined by the Nica-covariant representations, and A×nc,isoα P
is determined by the isometric Nica-covariant representation. As an immediate corollary
from Theorem 5.1.8 and 6.1.3,
Corollary 6.1.4. For a C∗-dynamical system (A,α, P ), the semi-crossed product algebra
given by Nica-covariant pairs agrees with that given by isometric Nica-covariant pairs. In
other words,
A×ncα P ∼= A×nc,isoα P.
6.2 Subnormal Representations
An operator T ∈ B(H) is called subnormal if there exists a normal extension N ∈ B(K)
where H ⊆ K and N |H = T . There are many equivalent conditions for an operator being
116
subnormal, for example, Agler showed a contractive operator T is subnormal if and only
if for any n ≥ 0,
n∑
j=0
(−1)j
(
n
j
)
T ∗jT j ≥ 0.
One may refer to [16, Chapter II] for many other characterizations of subnormal operators.
A commuting pair of subnormal operators T1, T2 ∈ B(H) might not have commuting
normal extensions [45, 1], and a necessary and sufficient condition was given by Itoˆ in
[32]. Athavale obtained a necessary and sufficient condition for n commuting operators
T1, · · · , Tn ∈ B(H) to have commuting normal extensions in terms of operator polynomials
[6, 8].
This section consider the question as to when a contractive representation of a unital
abelian semigroup can be extended to a contractive normal representation. Athavale’s
result can be applied to the set of generators, and obtain a map that sends the semi-
group into a family of commuting normal operators. Our first result shows that such
normal map guarantees the existence of a normal representation. It is also observed that
Athavale’s result is equivalent to a certain representation being regular, and we further
extend Athavale’s result to abelian lattice ordered semigroups.
6.2.1 Involution Semigroup and Subnormal Map
Itoˆ [32] established a necessary and sufficient condition for a commuting family of sub-
normal operators to have commuting normal extensions. Athavale [6] generalized Agler’s
result to a family of commuting contractions:
Theorem 6.2.1 (Athavale). Let T = (T1, T2, · · · , Tm) be a family of m commuting contrac-
tions. Then T has a commuting normal extension N if and only if for any n1, n2, · · · , nm ≥
0, we have ∑
0≤ki≤ni
(−1)k1+k2+···+km
(
n1
k1
)
· · ·
(
nm
km
)
T ∗k11 T
∗k2
2 · · ·T ∗kmm T kmm · · ·T k11 ≥ 0. (?)
One may observe that a family of m commuting contractions defines a contractive
representation T : Nm → B(H) that sends each generator ei to Ti. A commuting normal
extension N = (N1, · · · , Nm) can be seen as a contractive normal representation N : Nm →
B(K) that extends T . Athavale’s result gives a necessary and sufficient condition for the
existence of a normal representation that extends T . If P is a unital abelian semigroup
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and T : P → B(H) is a contractive representation, we may also ask the question when
there exists a normal representation N : P → B(K) that extends T .
Example 6.2.2. Consider P = N\{1} which is a unital semigroup generated by 2 and 3.
A contractive representation T : P → B(H) is uniquely determined by T (2), T (3), which
satisfies T (2)3 = T (3)2. We may use Theorem 6.2.1 to test if T (2), T (3) has commuting
normal extensions N2, N3. However, even if they do have such extensions, there is no
guarantee that N32 = N
2
3 and therefore it is not clear if we can get a normal representation
N : P → B(K) that extends T . Nevertheless, since N2, N3 extend T (2), T (3) respectively,
we may define a normal map N : P → B(K) using N2, N3 such that {N(p)}p∈P is a family
of commuting normal operators where N(p) extends T (p). As we shall see soon, in Theorem
6.2.6, the existence of such normal map guarantees a normal representation that extend T .
We shall also note that this semigroup P = N\{1} is closely related to the so-called
Neil algebra A = {f ∈ A(D) : f ′(0) = 0}. Dilation on Neil algebra has been studied in
[23, 10]. Unlike N where every contractive representation has a unitary dilation due to
Sz.Nagy’s dilation, contractive representations of P may not have a unitary dilation. Even
so, for a contractive representation T : P → B(H), we may apply Ando’s theorem to dilate
T (2), T (3) into commuting unitaries U2, U3, and therefore there exists a family {Un}n∈P
of commuting unitaries where PHUn|H = T (n) for each n [23, Example 2.4]. However,
existence of such unitary maps does not guarantees a unitary dilation of T .
One of the main tools for the proof is the involution semigroup. Sz.Nagy used such a
technique and proved a subnormality condition of a single operator due to Halmos [68],
and Athavale also used this technique in [6]. We shall extend this technique to a more
general setting.
Definition 6.2.3. A semigroup P is called an involution semigroup (or a ∗-semigroup) if
there is an involution ∗ : P → P that satisfies p∗∗ = p and (pq)∗ = q∗p∗.
For example, any group G can be seen as an involution semigroup where g∗ = g−1. Any
abelian semigroup can be seen as involution semigroup where p∗ = p. A representation
D of a unital involution semigroup P is a unital ∗-homomorphism. It is obvious that if
pp∗ = p∗p, then D(p) is normal. Sz.Nagy established a condition which guarantees that a
map on an involution semigroup has a dilation to a representation of the semigroup [68].
Theorem 6.2.4. Let P be a ∗-semigroup and T : P → B(H) satisfies the following
conditions:
1. T (e) = I, T (p∗) = T (p)∗,
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2. For any p1, · · · , pn ∈ P , the operator matrix [T (p∗i pj)] is positive,
3. There exists a constant Ca > 0 for each a ∈ P such that for all p1, · · · , pn ∈ P ,
[T (p∗i a
∗apj)] ≤ C2a [T (p∗i pj)].
Then, there exists a representation D : P → B(K) that satisfies T (p) = PHD(p)|H and
‖D(p)‖ ≤ Cp.
Now let P be a unital abelian semigroup and consider Q = {(p, q) : p, q ∈ P}. Q is a
unital semigroup under the point-wise semigroup operation
(p1, q1) + (p2, q2) = (p1 + p2, q1 + q2).
Define a involution operation of Q by (p, q)∗ = (q, p), which turns Q into an involution
semigroup. Notice since P is abelian, Q is also abelian. Moreover, any element (p, q) =
(0, q) + (0, p)∗. If D : Q→ B(K) is a representation, then
D(0, p)∗D(0, p) = D(p, p) = D(0, p)D(0, p)∗,
and therefore D(0, p) is normal.
Lemma 6.2.5. Let T ∈ B(H) and N ∈ B(K) where H is a subspace of K. Suppose
T = PHN |H and T ∗T = PHN∗N |H, then N is an extension of T .
Proof. From the conditions, we have for any h ∈ H, ‖Th‖2 = 〈Th, Th〉 = 〈T ∗Th, h〉. Since
T ∗T = PHN∗N |H, 〈T ∗Th, h〉 = 〈N∗Nh, h〉 = ‖Nh‖2.
On the other hand, ‖Th‖ = sup‖k‖≤1,k∈H〈Th, k〉. But T = PHN |H, and thus 〈Th, k〉 =
〈Nh, k〉. Therefore,
‖Th‖ = sup
‖k‖≤1,k∈H
〈Th, k〉
= sup
‖k‖≤1,k∈H
〈Nh, k〉
= ‖PHNh‖
Therefore, ‖Th‖ = ‖Nh‖ = ‖PHNh‖ and thus H is invariant for N . Hence, N is an
extension of T .
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Theorem 6.2.6. Let P be any unital abelian semigroup and let T : P → B(H) be a unital
contractive representation of P . Then the following are equivalent:
1. There exists a contractive normal map N : P → B(K) that extends T , where the
family {N(p)}p∈P is a commuting family of normal operators.
2. There exists a contractive normal representation N : P → B(L) that extends T .
Proof. (ii)=⇒(i) is trivial. For the other direction, denote Q be the ∗-semigroup con-
structed before and let T˜ : Q → B(H) defined by T˜ (p, q) = T (p)∗T (q). For each p ∈ P ,
denote N(p) =
[
T (p) Xp
0 Yp
]
. Pick si = (pi, qi) ∈ Q and t = (a, b) ∈ Q. We shall show that
T˜ satisfies all the conditions in Theorem 6.2.4.
The first condition of Theorem 6.2.4 is clearly valid. For the second condition:
[T˜ (s∗i sj)]
=[T˜ (qipj, piqj)]
=[T (qi)
∗T (pj)∗T (pi)T (qj)]
= diag(T (q1)
∗, T (q2)∗, · · · , T (qn)∗)[T (pj)∗T (pi)] diag(T (q1), · · · , T (qn))
It suffices to show [T (pj)
∗T (pi)] ≥ 0. Notice that {N(pi)} is a commuting family of normal
operators and thus they also doubly commute (by Fuglede’s Theorem).
[N(pj)
∗N(pi)] = [N(pi)N(pj)∗] =

N(p1)
N(p2)
...
N(pn)
 [N(p1)∗ N(p2)∗ · · ·N(pn)∗] ≥ 0.
N(pi) extends T (pi) and therefore PHN(pj)∗N(pi)|H = T (pj)∗T (pi). By projecting on Hn,
we get the desired inequality.
For the third condition:
[T˜ (s∗i t
∗tsj)]
=[T˜ (qipjab, abpiqj)]
=[T (ab)∗T (qi)∗T (pj)∗T (pi)T (qj)T (ab)]
= diag(T (q1)
∗, T (q2)∗, · · · , T (qn)∗)[T (ab)∗T (pj)∗T (pi)T (ab)] diag(T (q1), · · · , T (qn))
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Therefore, it suffices to show (with Ct = 1 in the condition)
[T (ab)∗T (pj)∗T (pi)T (ab)] ≤ [T (pj)∗T (pi)]
Similar to the previous case, it suffices to show
[N(ab)∗N(pj)∗N(pi)N(ab)] ≤ [N(pj)∗N(pi)]
Let X = [N(pj)
∗N(pi)] ≥ 0 and D = diag(N(ab), · · · , N(ab)). Since D and X ∗-commute,
and thus D and X1/2 also ∗-commute. We have
D∗XD = X1/2D∗DX1/2 ≤ ‖N(ab)‖X.
Since N is contractive, this shows D∗XD ≤ X. Therefore, all conditions in Theorem
6.2.4 are met, and thus there exists a contractive representation S : Q → B(L) such that
T˜ (p, q) = PHS(p, q)|H. Denote M(p) = S(0, p). Then M : P → B(L) is a representation
of P , and moreover,
T (p)∗T (p) = PHS(p, p)|H = PHM(p)∗M(p)|H.
By Lemma 6.2.5, we know M(p) extends T (p) and therefore M is a normal extension.
Remark 6.2.7. When the semigroup is P = Nk, Theorem 6.2.6 is trivial: for a normal
map N : Nk → B(K), one may define a normal representation by sending each generator
ei to N(ei). However, it is not clear how we can derive a normal representation from a
normal map when the semigroup does not have nice generators. For example, we have
seen this issue in Example 6.2.2 where the semigroup P = N\{1} is finitely generated.
This result shows that finding a commuting family of normal extensions for {T (p)}p∈P is
equivalent of finding a normal representation that extends T .
Corollary 6.2.8. Let P be a commutative unital semigroup generated by {pi}i∈I , and T :
P → B(H) a unital contractive representation. Then the family {T (pi)}i∈I has commuting
normal extensions {Ni}i∈I if and only if there exists a normal representation N : P → B(K)
such that each N(p) extends T (p).
Proof. The backward direction is obvious. Now assuming {T (pi)}i∈I has commuting nor-
mal extension {Ni}i∈I . For each element p ∈ P , write p as a finite product of {pi}i∈I and
define N(p) to be the corresponding product of T (pi). Since Ni commutes with one an-
other, we obtain a normal map N : P → B(L) where {N(p)}p∈P is a family of commuting
normal operators where N(p) extends T (p). Theorem 6.2.6 implies the existence of the
desired normal representation N .
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Remark 6.2.9. Corollary 6.2.8 shows that for a contractive representation T : P → B(H),
it suffices to extends the image of T on a set of generators. Since Athavale’s result still
holds for an infinite family of operators (Corollary 6.2.12), we may use Condition (?) to
check if the set of generators have a commuting normal extension. However, when the
semigroup has too many generators, Condition (?) is hard to check. We shall give another
equivalent condition for an abelian lattice ordered group in the next section.
6.2.2 Normal Extensions For Lattice Ordered Semigroups
Although it is observed that Condition (?) implies a representation T : Nm → B(H) has
regular dilation [7], the converse is not true. However, we shall prove that Athavale’s result
is equivalent to saying that a certain representation T∞ has regular dilation. First of all,
define Nm×∞ by taking the product of infinitely many copies of Nm, in other words, Nm×∞
is the abelian semigroup generated by (ei,j)1≤i≤m
j∈N
. Consider T∞ : Nm×∞ → B(H) where
T∞ sends each generator ei,j to Ti.
Lemma 6.2.10. As defined above, T∞ has regular dilation if and only if T satisfies con-
dition (?).
Proof. It suffices to verify Condition (?) is equivalent to Brehmer’s condition on Nm×∞ in
Theorem 2.2.3. For any finite set U ⊆ {1, 2, · · · ,m}×N, denote by ni the number of u ∈ U
whose first coordinate is i. For any subset V ⊆ U , denote by ki the number of v ∈ V whose
first coordinate is i. It is clear that 0 ≤ ki ≤ ni. Notice that T (eV ) = T k11 T k22 · · ·T kmm ,
and among all subsets of U , there are exactly
(
n1
k1
) · · · (nm
km
)
subsets V that have ki elements
whose first coordinate is i. Therefore,∑
V⊆U
(−1)|V |T (eV )∗T (eV )
=
∑
0≤ki≤ni
(−1)k1+k2+···+km
(
n1
k1
)
· · ·
(
nm
km
)
T ∗k11 T
∗k2
2 · · ·T ∗kmm T kmm · · ·T k11 .
Hence, Brehmer’s condition holds if and only if T satisfies Condition (?).
Notice that Condition (?) cannot be generalized directly to arbitrary abelian lattice
ordered semigroups when the semigroup lacks generators. However, Lemma 6.2.10 mo-
tivates us to consider T∞ in an abelian lattice ordered semigroup: for a lattice ordered
semigroup P inside a group G, define P∞ =
∏∞
i=1 P to be the abelian semigroup generated
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by infinitely many identical copies of P . We shall denote p⊗δn to be p inside the n-th copy
of P∞. A typical element of P∞ can be denoted by
∑N
i=1 pi⊗ δi for some large enough N .
P∞ is naturally a lattice ordered semigroup inside the group G∞, where(
N∑
i=1
pi ⊗ δi
)
∧
(
N∑
i=1
qi ⊗ δi
)
=
N∑
i=1
pi ∧ qi ⊗ δi.
Our main result shows that T∞ being regular is equivalent to having a normal extension.
Theorem 6.2.11. Let T : P → B(H) be a contractive representation on an abelian lattice
ordered semigroup. Define T∞ : PN → B(H) by T∞(p, n) = T (p) for any n. Then the
following are equivalent:
1. T has a contractive normal extension to a representation N : P → B(K). In other
words, there exists a contractive normal representation N : P → B(K) such that for
all p ∈ P , T (p) = N(p)|H.
2. T∞ has regular dilation.
Proof. (i)⇒(ii): First of all notice that the family {N(p)}p∈P ∗-commutes due to Fuglede’s
theorem. Define N∞ by sending N∞(p, n) = N(p) for all p ∈ P, n ∈ N. Then for any
s, t ∈ P∞, N∞(s), N∞(t) are a finite product of operators in {N(p)}p∈P and therefore they
also ∗-commute. In particular, N∞ is Nica-covariant and therefore has regular dilation [40,
Theorem 4.1]. Since N extends T , N∞ also extends T∞, and therefore for any s, t ∈ P∞,
PHN∞(t)∗N∞(s)|H = T∞(t)∗T∞(s).
N∞ satisfies the condition in Theorem 3.2.1, and by projecting onto H, T∞ also satisfies
this condition and thus has regular dilation.
(ii)⇒(i): Let U : G∞ → B(K) be a regular unitary dilation of T∞, and decompose
K = K+ ⊕H⊕K− so that under such decomposition, for each w ∈ P∞,
U(w) =
∗ 0 0∗ T (w) 0
∗ ∗ ∗
 .
Fix p ∈ P , denote Ui(p) = U(p⊗ δi). Under the decomposition K = K+ ⊕H⊕K−, let
Ui(p) =
Ai 0 0Bi T (p) 0
Ci Di Ei
 .
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First by regularity of U , for any i 6= j,
T (p)∗T (p) = PHU(p⊗ δi − p⊗ δj)|H
= PHUj(p)∗Ui(p)|H
= PH
A∗j B∗j C∗j0 T (p)∗ D∗j
0 0 E∗j
Ai 0 0Bi T (p) 0
Ci Di Ei
∣∣∣∣∣∣
H
= PH
∗ ∗ ∗∗ T (p)∗T (p) +D∗jDi ∗
∗ ∗ ∗
∣∣∣∣∣∣
H
Therefore, each D∗jDi = 0 whenever i 6= j. When i = j, since U is a unitary representation,
Ui(p) is a unitary, and thus D
∗
iDi = I − T (p)∗T (p). Now fix  > 0, denote
Λ = {λ = (λi)∞i=1 ∈ c00 :
∞∑
i=1
λi = 1, 0 ≤ λi ≤ 1, ‖λ‖2 < }.
This set is non-empty since we may let λi =
1
n
for 1 ≤ i ≤ n, and 0 otherwise. This
gives ‖λ‖2 = 1√n , which can be arbitrarily small as n → ∞. For each λ ∈ Λ, denote
Nλ =
∑∞
i=1 λiUi(p), which converges since λ has finite support. Denote
N = {Nλ : λ ∈ Λ}
Notice that PHNλ|H =
∑∞
i=1 λiT (p) = T (p). Therefore, under the decomposition K =
K+ ⊕H⊕K−,
Nλ =
Aλ 0 0Bλ T (p) 0
Cλ Dλ Eλ
 .
Here, Dλ =
∑∞
i=1 λiDi and thus
D∗λDλ =
∞∑
i,j=1
λiλjD
∗
iDj
=
∞∑
i=1
|λi|2D∗iDi
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Here we used the fact thatD∗iDj = 0 whenever i 6= j. Note that eachD∗iDi = I−T (p)∗T (p),
which is contractive. Hence,
‖D∗λDλ‖ ≤ ‖λ‖22 < 2
Each Nλ is a convex combination of Ui and thus is contained in the convex hull of Ui,
which is also contained in the unit ball in B(K). Observe that eachN is also convex. There-
fore, the convexity implies their SOT∗ and WOT closures agree (here, SOT ∗− limTn = T
if Tn and T
∗
n converges to T and T
∗ respectively in SOT.). Hence,
NSOT
∗
= NWOT ⊆ convWOT{Ui} ⊆ b1(B(K))
The Banach Alaoglu theorem gives b1(B(K)) is WOT-compact, and therefore NWOT is a
decreasing nest of WOT-compact sets. By the Cantor intersection theorem,⋂
>0
NSOT
∗
=
⋂
>0
NWOT 6= ∅
Pick N(p) ∈ ⋂>0NSOT ∗ . Then for any  > 0, we can choose a net (Nλ)λ∈I , where
I ⊆ Λ, such that SOT ∗− limI Nλ = N(p) and thus SOT ∗− limI N∗λ = N(p)∗. Now both
Nλ, N
∗
λ are uniformly bounded by 1 since they are all contractions. Hence, their product
is SOT-continuous.
SOT − lim
Λ
N∗λNλ = N(p)
∗N(p)
SOT − lim
Λ
NλN
∗
λ = N(p)N(p)
∗
But since Ui are commuting unitaries and thus ∗-commute, Nλ is normal. Hence, N(p)∗N(p) =
N(p)N(p)∗ and N(p) is normal.
Consider N(p) ∈ B(K) under the decomposition K = K+ ⊕H ⊕ K−, each entry must
be the WOT-limit of (Nλ)λ∈I and therefore it has the form
N(p) =
A(p) 0 0B(p) T (p) 0
C(p) D(p) E(p)
 .
Since (Dλ)λ∈I WOT-converges to D(p), and for each λ ∈ Λ, ‖Dλ‖ < . Therefore,
‖D(p)‖ <  for every  > 0 and thus D(p) = 0. Hence H is invariant for N(p), whence
N(p) is a normal extension for T (p).
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The procedure above gives a normal map N : P → B(K) where each N(p) is a nor-
mal contraction that extends T (p). Notice N(p) is a WOT-limit of convex combinations of
{Ui(p)}i∈N, where the family {Ui(p)}i,p is commuting since P is abelian. Any convex combi-
nation of {Ui(p)}i∈N also commutes with any convex combination of {Ui(q)}i∈N. Therefore,
{N(p)}p∈P is also a commuting family of normal operators. By Theorem 6.2.6, there exists
a normal representation N : P → B(L) that extends T .
As an immediate corollary, Theorem 6.2.1 can be extended to any family of commuting
contractions {T (ω)}ω∈Ω by considering Brehmer’s condition on NΩ×∞.
Corollary 6.2.12. Let {Ti}i∈I be a family of commuting contractions. Then there exists
a family of commuting normal contractions {Ni}i∈I that extends {Ti}i∈I if and only if for
any finite set F ⊆ I, {Ti}i∈F satisfies Condition (?).
It is known that isometric representations of lattice ordered semigroups are automati-
cally regular [40, Corollary 3.8]. Therefore, if T : P → B(H) is an isometric representation,
then T∞ : P∞ → B(H) is also an isometric representation and thus T has a subnormal
extension.
Corollary 6.2.13. Every isometric representation of an abelian lattice ordered semigroup
has a contractive subnormal extension.
126
References
[1] M. B. Abrahamse. Commuting subnormal operators. Illinois J. Math., 22(1):171–176,
1978.
[2] Jim Agler. Hypercontractions and subnormality. J. Operator Theory, 13(2):203–217,
1985.
[3] M. Anderson and T. Feil. Lattice Ordered Groups: An Introduction. Reidel Texts in
the Mathematical Sciences, 1988.
[4] T. Andoˆ. On a pair of commutative contractions. Acta Sci. Math. (Szeged), 24:88–90,
1963.
[5] William B. Arveson. Subalgebras of C∗-algebras. Acta Math., 123:141–224, 1969.
[6] Ameer Athavale. Holomorphic kernels and commuting operators. Trans. Amer. Math.
Soc., 304(1):101–110, 1987.
[7] Ameer Athavale. Relating the normal extension and the regular unitary dilation of a
subnormal tuple of contractions. Acta Sci. Math. (Szeged), 56(1-2):121–124, 1992.
[8] Ameer Athavale and Steen Pedersen. Moment problems and subnormality. J. Math.
Anal. Appl., 146(2):434–441, 1990.
[9] S. Brehmer. U¨ber vertauschbare Kontraktionen des Hilbertschen Raumes. Acta Sci.
Math. Szeged, 22:106–111, 1961.
[10] Adam Broschinski. Eigenvalues of Toeplitz operators on the annulus and Neil algebra.
Complex Anal. Oper. Theory, 8(5):1037–1059, 2014.
[11] Nathan Brownlowe, Astrid An Huef, Marcelo Laca, and Iain Raeburn. Boundary
quotients of the Toeplitz algebra of the affine semigroup over the natural numbers.
Ergodic Theory Dynam. Systems, 32(1):35–62, 2012.
127
[12] Nathan Brownlowe, Nadia S. Larsen, and Nicolai Stammeier. On C∗-algebras associ-
ated to right LCM semigroups. Trans. Amer. Math. Soc., 369(1):31–68, 2017.
[13] Nathan Brownlowe, Jacqui Ramagge, David Robertson, and Michael F. Whit-
taker. Zappa-Sze´p products of semigroups and their C∗-algebras. J. Funct. Anal.,
266(6):3937–3967, 2014.
[14] John W. Bunce. Models for n-tuples of noncommuting operators. J. Funct. Anal.,
57(1):21–30, 1984.
[15] Lisa Orloff Clark, Astrid an Huef, and Iain Raeburn. Phase transitions on the Toeplitz
algebras of Baumslag-Solitar semigroups. Indiana Univ. Math. J., 65(6):2137–2173,
2016.
[16] John B. Conway. The theory of subnormal operators, volume 36 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 1991.
[17] John Crisp and Marcelo Laca. On the Toeplitz algebras of right-angled and finite-type
Artin groups. J. Aust. Math. Soc., 72(2):223–245, 2002.
[18] John Crisp and Marcelo Laca. Boundary quotients and ideals of Toeplitz C∗-algebras
of Artin groups. J. Funct. Anal., 242(1):127–156, 2007.
[19] Michael R. Darnel. Theory of lattice-ordered groups, volume 187 of Monographs and
Textbooks in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1995.
[20] Kenneth R. Davidson. Nest algebras, volume 191 of Pitman Research Notes in Math-
ematics Series.
[21] Kenneth R. Davidson, Adam H. Fuller, and Evgenios T. A. Kakariadis. Semi-
crossed products of operator algebras by semigroups. Mem. Amer. Math. Soc.,
247(1168):v+97, 2017.
[22] R. G. Douglas. On majorization, factorization, and range inclusion of operators on
Hilbert space. Proc. Amer. Math. Soc., 17:413–415, 1966.
[23] Michael A. Dritschel, Michael T. Jury, and Scott McCullough. Dilations and con-
strained algebras. Oper. Matrices, 10(4):829–861, 2016.
[24] Søren Eilers, Xin Li, and Efren Ruiz. The isomorphism problem for semigroup C∗-
algebras of right-angled Artin monoids. Doc. Math., 21:309–343, 2016.
128
[25] John Fountain and Mark Kambites. Graph products of right cancellative monoids. J.
Aust. Math. Soc., 87(2):227–252, 2009.
[26] Arthur E. Frazho. Models for noncommuting operators. J. Funct. Anal., 48(1):1–11,
1982.
[27] Adam Hanley Fuller. Finitely correlated representations of product systems of C∗-
correspondences over Nk. J. Funct. Anal., 260(2):574–611, 2011.
[28] Adam Hanley Fuller. Nonself-adjoint semicrossed products by abelian semigroups.
Canad. J. Math., 65(4):768–782, 2013.
[29] Dumitru Gas¸par and Nicolae Suciu. On the intertwinings of regular dilations. Ann.
Polon. Math., 66:105–121, 1997. Volume dedicated to the memory of W lodzimierz
Mlak.
[30] E.R. Green. Graph Products of Groups. PhD thesis, University of Leeds, 1990.
[31] Israel Halperin. Sz.-Nagy-Brehmer dilations. Acta Sci. Math. (Szeged), 23:279–289,
1962.
[32] Takasi Itoˆ. On the commutative family of subnormal operators. J. Fac. Sci. Hokkaido
Univ. Ser. I, 14:1–15, 1958.
[33] David A. Jackson. Decision and separability problems for Baumslag-Solitar semi-
groups. Internat. J. Algebra Comput., 12(1-2):33–49, 2002. International Conference
on Geometric and Combinatorial Methods in Group Theory and Semigroup Theory
(Lincoln, NE, 2000).
[34] C. Krattenthaler. The theory of heaps and the Cartier-Foata monoid. Appendix of
the electronic edition of Proble`mes combinatoires de commutation et re´arrangements,
2006.
[35] Marcelo Laca. Purely infinite simple Toeplitz algebras. J. Operator Theory, 41(2):421–
435, 1999.
[36] Marcelo Laca. From endomorphisms to automorphisms and back: dilations and full
corners. J. London Math. Soc. (2), 61(3):893–904, 2000.
[37] Marcelo Laca and Iain Raeburn. Semigroup crossed products and the Toeplitz algebras
of nonabelian groups. J. Funct. Anal., 139(2):415–440, 1996.
129
[38] Marcelo Laca and Iain Raeburn. Phase transition on the Toeplitz algebra of the affine
semigroup over the natural numbers. Adv. Math., 225(2):643–688, 2010.
[39] Boyu Li. Normal extensions of representations of abelian semigroups. Canad. Math.
Bull., 59(3):564–574, 2016.
[40] Boyu Li. Regular representations of lattice ordered semigroups. J. Operator Theory,
76(1):33–56, 2016.
[41] Boyu Li. Regular dilation and Nica-covariant representation on right LCM semigroups.
arXiv preprint arXiv:1710.09004, 2017.
[42] Boyu Li. Regular dilation on graph products of N. J. Funct. Anal., 273(2):799–835,
2017.
[43] Xin Li. Semigroup C∗-algebras and amenability of semigroups. J. Funct. Anal.,
262(10):4302–4340, 2012.
[44] Xin Li. Semigroup C*-Algebras, pages 185–196. Springer International Publishing,
Cham, 2016.
[45] Arthur Lubin. A subnormal semigroup without normal extension. Proc. Amer. Math.
Soc., 68(2):176–178, 1978.
[46] W. Mlak. Unitary dilations in case of ordered groups. Ann. Polon. Math., 17:321–328,
1966.
[47] M. Neumark. Positive definite operator functions on a commutative group. Bull.
Acad. Sci. URSS Se´r. Math. [Izvestia Akad. Nauk SSSR], 7:237–244, 1943.
[48] A. Nica. C∗-algebras generated by isometries and Wiener-Hopf operators. J. Operator
Theory, 27(1):17–52, 1992.
[49] David Opeˇla. A generalization of Andoˆ’s theorem and Parrott’s example. Proc. Amer.
Math. Soc., 134(9):2703–2710 (electronic), 2006.
[50] Luis Paris. Artin monoids inject in their groups. Comment. Math. Helv., 77(3):609–
637, 2002.
[51] Stephen Parrott. Unitary dilations for commuting contractions. Pacific J. Math.,
34:481–490, 1970.
130
[52] Vern Paulsen. Completely bounded maps and operator algebras, volume 78 of Cam-
bridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge,
2002.
[53] Gelu Popescu. Isometric dilations for infinite sequences of noncommuting operators.
Trans. Amer. Math. Soc., 316(2):523–536, 1989.
[54] Gelu Popescu. Positive-definite functions on free semigroups. Canad. J. Math.,
48(4):887–896, 1996.
[55] Gelu Popescu. Poisson transforms on some C∗-algebras generated by isometries. J.
Funct. Anal., 161(1):27–61, 1999.
[56] Gelu Popescu. Positive definite kernels on free product semigroups and universal
algebras. Math. Scand., 84(1):137–160, 1999.
[57] Gelu Popescu. Curvature invariant on noncommutative polyballs. Adv. Math.,
279:104–158, 2015.
[58] Gelu Popescu. Berezin transforms on noncommutative polydomains. Trans. Amer.
Math. Soc., 368(6):4357–4416, 2016.
[59] Gelu Popescu. Holomorphic automorphisms of noncommutative polyballs. J. Operator
Theory, 76(2):387–448, 2016.
[60] D. Sarason. Invariant subspaces and unstarred operator algebras. Pacific J. Math.,
17:511–517, 1966.
[61] Orr Moshe Shalit. Representing a product system representation as a contractive semi-
group and applications to regular isometric dilations. Canad. Math. Bull., 53(3):550–
563, 2010.
[62] Adam Skalski. On isometric dilations of product systems of C∗-correspondences and
applications to families of contractions associated to higher-rank graphs. Indiana
Univ. Math. J., 58(5):2227–2252, 2009.
[63] Adam Skalski and Joachim Zacharias. Poisson transform for higher-rank graph alge-
bras and its applications. J. Operator Theory, 63(2):425–454, 2010.
[64] Baruch Solel. Regular dilations of representations of product systems. Math. Proc. R.
Ir. Acad., 108(1):89–110, 2008.
131
[65] Jack Spielberg. C∗-algebras for categories of paths associated to the Baumslag-Solitar
groups. J. Lond. Math. Soc. (2), 86(3):728–754, 2012.
[66] Charles Starling. Boundary quotients of C∗-algebras of right LCM semigroups. J.
Funct. Anal., 268(11):3326–3356, 2015.
[67] Be´la Sz.-Nagy. Sur les contractions de l’espace de Hilbert. Acta Sci. Math. Szeged,
15:87–92, 1953.
[68] Be´la Sz.-Nagy. Extensions of linear transformations in hilbert space which extend
beyond this space. In Functional Analysis. Frederic Ungar Pub. Co., 1960.
[69] Be´la Sz.-Nagy. Bemerkungen zur vorstehenden Arbeit des Herrn S. Brehmer. Acta
Sci. Math. Szeged, 22:112–114, 1961.
[70] Be´la Sz.-Nagy, Ciprian Foias, Hari Bercovici, and La´szlo´ Ke´rchy. Harmonic analysis
of operators on Hilbert space. Universitext. Springer, New York, second edition, 2010.
[71] N. Th. Varopoulos. On an inequality of von Neumann and an application of the metric
theory of tensor products to operator theory. J. Functional Analysis, 16:83–100, 1974.
132
