Focal-plane Sensor-Processor Arrays (FPSPs) are new imaging devices with parallel Single Instruction Multiple Data (SIMD) computational capabilities built into every pixel. Compared to traditional imaging devices, FPSPs allow for massive pixel-parallel execution of image processing algorithms. This enables the application of certain algorithms at extreme frame rates (>10,000 frames per second). By performing some earlystage processing in-situ, systems incorporating FPSPs can consume less power compared to conventional approaches using standard digital cameras. In this article, we explore code generation for an FPSP whose 256 × 256 processors operate on analogue signal data, leading to further opportunities for power reductionand additional code synthesis challenges.
INTRODUCTION
Conventional image processing systems consist of multiple distinct hardware components. The image gets captured by a digital camera before being transferred over a bus to the system's main for local-plane sensor processing, and to guide research and development of future FPSP device architectures. Although results are reported for the SCAMP chip, the method is applicable for any pixel-parallel SIMD processing device with local connectivity. A use case of the proposed code generation method has been demonstrated by using our method to implement a Viola-Jones face recognition program [45] . Analogue FSPSs are inherently limited by the number of the operations they apply to data, since every operation introduces noise to the values. This holds true for all analogue devices, meaning that even future versions of SCAMP will need a way to generate programs as short as possible to minimise loss. While digital FPSPs do not suffer from the accuracy problem, they can still benefit from shorter programs. Furthermore, our method allows the approximation of multiplications on a device without a multiplication unit. It is expected that the method can help to reduce the number of expensive multiplications in favour of cheaper arithmetic operations on devices that do support multiplication. Moreover, this method can also be applied to filtering in VLSI circuits and in super-low-power digital microcontrollers, where similar issues are present [1] .
A closely related work to this article is the RedEye project [28] , an analogue ConvNet image sensor architecture. Both our work and RedEye take advantage of specialised hardware to perform early vision processing for applications that rely on convolution. The objectives in both works are to perform high-speed convolution at low power for applications that need always-on vision capability. RedEye has specifically been designed for operations needed in deep convolutional neural networks, while our work presents a code generation method for performing convolutions on general purpose pixel-parallel processors without specific considerations for neural networks.
Background
FPSP devices have been used for several image processing applications. But these applications are limited due to coding challenges [18] . Martel et al. developed real-time high dynamic range (HDR) imaging [33] , which can be used for robust navigation of autonomous cars while driving under extremely variable lighting conditions. Bose et al. propose a four degrees-of-freedom visual odometry algorithm [5] , which can be used in high-speed drones. Martel et al. also present a method to jointly estimate visual quantities such as optical flow and image gradient on the chip [32] . However, current applications are restricted due to the limited hardware resources and parallel coding challenges.
From computational perspective, in computer vision, stencil and convolution reduction are the main component of many pipelines. Thus optimization of memory efficiency of convolutions [11] or their algorithmic complexity, as done in Reference [23] using the Winograd transform [49] , can improve the overall efficiency of the pipelines. Several works on domain-specific languages (DSLs) have been introduced to optimize the image processing pipelines on modern systems such as GPUs. There is a large and successful body of work on tiling optimisations for locality and parallelism in MIMD implementations of convolutional filters and finite-difference stencils; notable examples include Halide [38] , Polymage [35] , OPS [40] , and ExaStencils [25] . For instance, Halide presents a new language and compiler that allows developers to write fast image processing pipelines [38] . Halide separates the definition of the algorithm in the pipeline from the concerns of the optimization, such as SIMD vectorization, tiling, or parallelization. PolyMage is another DSL where complex fusion, tiling, and storage optimization is performed automatically [35] . These works are primarily focused on loop fusion and tiling-that is, finding a schedule for execution of local convolution operators that makes effective use of caches and multicore processors. Our work addresses different concerns than Halide or PolyMage, because of the differences in the hardware. Unlike GPUs, FPSPs have limited number of registers, support limited mathematical operations, and also compute in analogue that introduces computational noise. While for Halide or PolyMage various mathematical operations are easily accessible on GPUs, we have to apply approximation techniques on every operand to perform the desired mathematical operations. Our article presents a different approach, targeting single convolutional operators, on SIMD hardware with no cache or scratchpad memory. It might be possible to combine these approaches, if we were to consider rather different processor designs, but that lies far beyond the scope of the current work. There has been interesting related work on retiming evaluation of convolution filters to reduce register pressure [39, 43] , and, more generally, exploiting distributivity to maximise code motion opportunities [31] .
A core concept of our method is the idea to approximate multiplications using a Canonical Signed Digit (CSD) [3] representation. In binary representation the probability of a bit being zero is 50%. For CSD representation, however, the probability of a bit being zero tends to almost 66%, as shown in Reference [41] . Many contributions have been made in minimizing add/subtract networks for constant multiplication, such as References [21] and [36] , which introduce subexpression sharing to CSD networks to minimize hardware resources. Graph construction based methods for the construction of the multipliers used in digital filters have been shown in References [6] and [13] . These methods explore the search space by trying different combinations of previouslycomputed sub-results, either exhaustively or with the help of heuristics. A generalization of these graph based methods has been presented in Reference [46] . Similarly, a method was presented in Reference [4] to find the optimal sequences of basic operations used in matrix multiplication in Toom-Cook methods. The sequence is determined via an optimised research on graphs. Significant position encoding (SPE) is another technique that uses a ternary number system with −1, 0, and 1 for efficient implementation of forward inference in neural networks [44] . SPE uses fewer bits for data representation, and still it is able to achieve high accuracy of classification, thanks to inherent robustness of neural networks to noisy signal and weight values. The algorithm presented in this article tackles a similar problem. In contrast to solutions aimed at integrated circuit design, where multiplications and divisions by factor 2 are free, they do incur a cost on the focal-plane processor. This renders previous approaches unsuitable for the problem at hand.
Contributions
In the context of this background and related work, we summarize the main contributions offered in this article:
• We propose a novel method to automatically generate code for kernel filtering. Our approach is, to the best of authors' knowledge, the first to introduce automatic optimized kernel code generation for FPSPs. Our algorithm takes a filtering kernel of given size and values as input, and generates the SCAMP operations, such as addition, division by two and shifting in four directions, to apply the kernel to the incoming images, while optimizing to minimize the number of operations. This is done by avoiding redundant computations, commonly found in kernel convolutions, especially when implemented multiplier-free using the CSD technique.
• We present a novel algorithm, which we call, reverse splitting, based on a representation of the state of the search for an optimum kernel evaluation strategy as a multiset of partial value representatives. This is an advance on prior work (notably Reference [13] ), in the possibility to also assess the transformation costs associated with shifting values both locally, as well as in scale.
• We present experimental evaluation of the effectiveness of the resulting FPSP code on a suite of standard kernel filter examples, compared with the best available OpenCV implementations for CPUs and GPUs. Our proposed solution achieves estimated execution times of 1.4-12.5μs per 256 × 256 frame, with estimated energy consumption of 2-15μ J -in Fig. 1 . The code generation is composed of four steps. In "Kernel Approximation," the kernel values are approximated to meet the FPSP hardware limitations. In "Reverse Split," a computational graph is obtained that represents a plan to compute the kernel. The graph reuses intermediate results. In "Graph Relaxation," the graph weights are rebalanced to reduce the number of total instructions. Finally, in "Register Allocation," using a graph coloring algorithm, the physical registers are allocated to the graph.
summary, up to 200 times less energy per frame than a CPU solution using the state-of-theart OpenCV library, while achieving up to ten times the frame rate.
• We demonstrate the approach with the Viola-Jones face detection algorithm (whose box kernels are designed for fast sequential execution using integral images). Although CPU implementations are faster, our FPSP implementation requires almost an order of magnitude less energy per frame.
An implementation of the algorithm in Python has been open-sourced 1 . A video description of the article is available online. 2 The rest of the article is organized as follows. Sections 2 and 3 present the proposed method for filter kernel code generation. Section 4 demonstrates experimental results, and 5 summarizes the article.
PROBLEM FORMULATION AND NOTATIONS
The automatic filter code generation is performed in four steps. Figure 1 shows the outline of the proposed method. In a first step, the coefficients of the input filter get approximated to fit to the hardware capabilities of the device. This step is outlined in Section 2.1. The filter then gets transformed into a multiset notation to be decomposed by the reverse split algorithm. The reverse split algorithm, described in Section 3.1, tries to recursively decompose the filters multiset into additions of subsets. The algorithm continues, until it reaches the multiset notation of the goal represented by the initial sum, the state of the image before any filter application. This way, by trying to reach the initial sum from the final sum, it obtains a plan on how to compose the final sum from the initial sum. In a third step, it reduces the amount of necessary instructions by exploiting equivalence transforms on the computational graph. This operation is described in Section 3.2. In a last step, a graph coloring algorithm computes a valid register allocation for the computation graph. This is described in Section 3.3. The physical register allocation yields a program that can be executed on the FPSP without any further modifications.
Approximation Formulation
This section presents numerical value approximation and the filter kernel approximation. These approximations are necessary to map the problem to the device capabilities.
Value Approximation.
The studied device does not support multiplications by arbitrary constants. Multiplications by integers can be simulated by adding values to themselves. Divisions by integers can be performed by evenly splitting current into multiple registers at the same time [17] . This division technique requires at least n + 1 available registers to perform a division by n. The chip only has seven analogue registers that we can utilize most effectively by using them to store intermediate results. To save registers for this purpose and for reasons of simplicity, we 59:6 T. Debrunner et al. restrict any division to be a division by two. This is similar to the problem faced in integrated circuit design, where in the absence of multipliers and adders only divisions and multiplications by two are possible.
Kernel convolution is a weighted sum of the pixel values in the vicinity of a centre pixel. To perform this task on a chip with the stated limitations in place, every coefficient in the filter kernel is represented in truncated, fixed point Canonical Signed Digit (CSD) form [41] . Let α ∈ R be an arbitrary value in a convolution kernel and I be the intensity value of a pixel. The product α · I is approximately written in CSD form as follows:
The coefficients, a d , define if we subtract, ignore or add a certain scaling. D is the depth of the approximation. The lower summation bound log 2 (|α |) guarantees that there are big-enough coefficients for the sum to converge.
Example 1. The product 0.6 · I can be approximated as follows (D = 3):
Based on Equation (1), an optimal set of a d coefficients given a desired α and depth is computed by an algorithm that iterates over the sequence
in every iteration whether it is beneficial to use the coefficient positively, negatively or not at all. This process introduces an approximation error to the computation result. Intuitively, approximating to greater depths yields better results. The theoretically induced absolute error on the coefficient for various approximation depths is illustrated in Figure 2 . The effects of the approximation to the resulting image after filter application is analysed in Section 4.
Filter Representation.
In this section, we reuse the approximation Equation (1), to represent a convolutional filter as counts of small, equal scalings of the pixel values. This description as accumulates of fractions of same size, allows our algorithm to find reuse opportunities between neighbouring cells. We apply a convolutional kernel K ∈ R m×n to a large-enough image at pixel (i, j). I i, j is the original intensity of this pixel. We define R to be the set of coordinates u, v in the neighbourhood of this pixel, extending to the edge of the filter. An example is shown in Figure 3 . Specifically that is for n odd:
Applying the kernel K on the image I at position i, j is then expressed as
The kernel coefficients K u,v are replaced by the approximation formulation Equation (1). Then Equation (4) becomes (D being the approximation depth)
where 2 −D I is the smallest scaling of an input value used in the approximation. N (u, v) ∈ Z then gives the count of these "smallest scalings" for every coordinate u, v ∈ R. An approximated filter can therefore be fully described by the function N (u, v) together with the approximation depth D.
Example 2. Consider the following 1 × 3 filter 
Notation, Definitions
This section introduces notation and definitions used throughout the article. Filters and states are represented as multisets. A multiset behaves like a normal set with the alteration that every element can occur multiple times, both positively as well as negatively. A multiset is denoted as S = A, m A , where A is a classical set of all the items that may occur in S. m A is a function A → Z that assigns the multiplicity to every item in A. This representation allows a straight forward mapping of hardware instructions to operations on multisets.
Filters as Multisets. We represent a filter in terms of a multiset of so called Partial Value Representatives (PVRs). We call this multiset then a Sum of Partial Value Representatives (SOPVR).
A PVR represents a "smallest scaling" (2 −D ) of the pixel value at a certain coordinate location. Coordinates are according to the definition of R (see Figure 3) . 
Definition 1. Let a Partial Value Representative (PVR), denoted as (a u , a v ), be a representation of the pixel value at coordinates a u , a v scaled by 2 −D (the smallest scaling). a u and a v are coordinates relative to the center of the filter (see Figure 3) . A PVR corresponds to the factor 2 −D I i+u, j+v in Equation (6).
Definition 2. Let a Sum of Partial Value Representatives (SOPVR) be a multiset S = R, m s .
R is the set of all possible coordinates (u, v) (see Figure 3) . m s is the multiplicity function assigning an integer count to every item in R. A PVR x = (u, v) is said to be included iff |m s (x )| > 0. A SOPVR can be represented as a filter kernel and vice versa. To obtain a SOPVR from standard filter notation, one has to take N (u, v) (as defined in Equation (6)) as the multiplicity function. The resulting set has exactly N (u, v) PVRs to all coordinates (u, v) ∈ R. The number of PVRs at every coordinate is determined by the unary representation of the integer.
Definition 3. The final sum (FS) SOPVR is the target filter kernel approximation in SOPVR
The multiplicity function m F S is given by the N function defined in Equation (6) . The final sum represents the value we desire to be present in a register after a filter application.
Definition 4. The initial sum (IS)
SOPVR is the identity filter in SOPVR notation.
The initial sum represents the value present in a register of the device prior to any operations. The set contains exactly 2 D PVRs at (0,0).
Example 4.
Consider the following 1 × 3 filter
With depth D = 3, in our notation, every PVR (u, v) corresponds to 1 8 of the original pixel value at (u, v), relative to the center of the filter. The final sum of this kernel is
With the initial sum being (representing the scaled identity kernel:
While the SOPVRs represent filter kernels, they also represent single values present in FPSP registers. For example, prior to performing any operations, the value present in the source register corresponds to the sum of all the PVRs in IS. After running the filter program, the value in the target register should equal the sum of all the PVRs in FS. The advantage of the SOPVR notation is that instructions on FPSP can be easily mapped to operations on SOPVRs.
Communication
Operations. FPSP devices allow communication of every pixel with neighbouring pixels. At the same time, every pixel performs the same stream of operations on their local data.
Example 5. Assume a pixel contains a sum in a register that can be expressed as the SOPVR {(0, 0), (0, 1)}. This SOPVR represents the sum of the local input value and an equal contribution of the input value from the pixel above. This contribution has been obtained via a local communication and an addition in the past. Since all pixels have performed the same operations on their data in the past, the pixel to the right must have the SOPVR {(1, 0), (1, 1)} in the same register (relative to the local coordinate system). We can copy this SOPVR from the pixel to the right using local communications. The existence of {(1, 0), (1, 1)} in the pixel to the right requires the existence of SOPVR {(0, 0), (0, 1)} in the local pixel. Because of this we can formulate communication as a purely local operation of transforming {(0, 0), (0, 1)} → {(1, 0), (1, 1)}. Transformation by any integer distance both horizontally and vertically are possible by communicating multiple times, handing the values over.
Let F and G be two SOPVRs. supp(F ) is the support of F (that is, the set of elements that exist in F ), card(F ) is the (absolute) cardinality of F (the sum of positive and negative multiplicities of all the elements of F ).
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Definition 5. G and F can be transformed by shift into each other iff there is an offset mapping from every PVR in F to a PVR in G. Formally, ∃m, n ∈ Z such that ∀x ∈ supp(F ), ∃y ∈ supp(G) with x u + m = y u , x v + n = y v and m F (x ) = m G (y) and vice versa.
Example 6. SOPVR G = {(0, 0), (0, 1)} and F = {(5, −2), (5, −1)} can be shifted to each other with m = 5, n = −2. SOPVRs G = {(0, 0), (1, 0)} and F = {(0, −1), (1, −2)} cannot be shifted into each other, as there is no m, n to shift G to F .
Negation Operations.
A local inversion of a value on the FPSP results in a sign change for all the multiplicities of PVRs for the value's SOPVR.
Definition 6. F and G can be transformed by negation into each other iff
m F (x ) = −m G (x )∀x ∈ R. Example 7. The negation of G = {(1, −2), (0, 1)} is F = {−(1, −2), −(0, 1)}.
Scaling Operations. A PVR represents a 2 −D contribution of the input value at offset (u, v).
A division by 2 of a value on FPSP therefore results in halving the number of PVRs of each location in the SOPVR. A division can only be performed if every PVR in the SOPVR appears at least twice. Similarly, doubling a value results in doubling the number of PVRs for all coordinates.
Arithmetic Operations.
The FPSP has multiple registers. The contents of each register can be expressed in terms of a SOPVR each. Addition and subtraction are pure pixel-local operations that yield new SOPVRs each. The resulting SOPVRs have the added/subtracted multiplicities for all PVRs.
Definition 8. SOPVR R, m
A = F + G with m A (x ) = m F (x ) + m G (x )∀x ∈ R is the addition of F and G. SOPVR R, m S = F − G with m S (x ) = m F (x ) − m G (x )∀x ∈ R is the subtraction of F and G.
Graph Representation
It is useful to represent a sequence of operations as a computation graph. Every node of the graph represents a SOPVR. multiple adjacent transformations (shift, scale, negation) are condensed in a single edge. The symbols in Table 1 are used to represent transformations and additions/subtractions in a graph.
CODE GENERATION
Any filter can be approximated to the approximation depth D. The initial sum SOPVR (IS), and the final sum SOPVR (FS) are uniquely given by the filter and D. IS is the source register state prior to performing any operations. FS is the target register state after kernel execution. A solution to the filter problem is given by a series of transformations and additions/subtractions that generate FS from IS while only holding as many intermediate SOPVRs at the same time as there are physical registers. This section presents an algorithm that achieves this. As shown in Figure 1 , the algorithm is composed of three modules:
• Reverse Splitting: generates transformations needed to produce FS from IS, • Graph Relaxation: exploits the redundant transformations, using a computational graph, and • Register Allocation: dedicates the resources to execute the algorithm. 
While the initial set IS just consists of a single PVR: IS = {(0, 0)}. A valid program is a sequence of transformations and additions that generates FS from IS. Suppose we have a program that would generate the following SOPVR (S) as a sub-result, which corresponds to the middle row of the filter
The PVRs that remain (the rows above and below) can then be grouped into the following two SOPVRs:
The reason this particular decomposition is profitable is that SOPVRs R 0 and R 1 can be computed in a single shift instruction from S. A smart algorithm should compute the remaining parts R 0 and R 1 by reusing S. Note that in this case, the re-usability stems from the separability of the kernel.
Search Space.
The trivial case is when IS is directly transformable into FS. In that case, there is a known shortest program given by the transformation. In the general case however, IS and FS are not transformable into each other. In that case, FS is an addition of two sub-SOPVRs. 
Each new SOPVR is again either directly transformable from IS, from another given SOPVR, or is the sum of two new sub-SOPVRs. Splitting the multi-sets further, one eventually reaches a point where the only remaining SOPVRs is directly transformable from IS. The complete graph of all split possibilities contains every possibility of reaching FS by means of transformations and additions of sub-SOPVRs of FS, starting from IS.
Bounding the Search Space.
The search space we have described does not include SOPVRs that are not direct sub-multisets of FS. It is assumed that it is never beneficial to generate an SOPVR that is not part of FS. Therefore, every SOPVR generated by the algorithm is a sub-multiset of FS. This assumption has the consequence that the algorithm finds graphs under the assumption that all shifts and scales incur the same cost. In fact some shifts and scales can be moved, and perhaps cancelled, through graph relaxation, as described in Section 3.2. Using this technique, previously excluded solutions are re-discovered. We have good reasons, and experimental results, to show that this is an effective heuristic. We do not currently have a proof of its optimality.
Algorithmic Discovery.
We propose an algorithm that is capable of exploring this search space efficiently, while providing results that reuse previous sub-results. The algorithm starts with the FS SOPVR and splits it into three parts: FS = A 0 + B 0 + R i the Remainder-SOPVR obtained at step i, for the jth SOPVR. The key idea of the algorithm is that we require A i and B i to be transformable into each other. Unless the SOPVR is directly transformable from IS, it is always possible to find such A and B, since every single PVR is transformable into every other single PVR. R (j ) i always contains the remainder that is not covered by A i and B i . The R SOPVR can also be empty, if a perfect split into A and B was made.
Since A 0 and B 0 are required to be transformable into each other, a program that can generate A 0 from B 0 is trivially given by the transformation sequence. Given this, it is sufficient to continue the search only for solutions for B 0 and R . Since there is now more than one SOPVR to split, the algorithm has to evaluate all possible split pairs along the following choices of SOPVRs to split: (see Table 2 and Figure 4) :
The number of possible choices to choose from depends on the number of available SOPVRs. Assume that at step i, there are n SOPVRs. Analogous to the case i = 1, we can either split any of the n SOPVRs individually or, we can choose any two of the SOPVRs to split together. This yields n + ( n 2 ) possibilities to choose from. The R SOPVRs can be empty; therefore, any split will yield either one more, one less, or the same number of SOPVRs for the next step. Note that for any step, the labelling (B, R) from the previous step is irrelevant. Every step treats the incoming SOPVRs equivalently.
The algorithm terminates, when it reaches a single SOPVR, that can be directly transformed from from IS. Once terminated, the obtained plan holds the sequence of instructions of splitting the final sum into sub-sums until only the initial value remains. To perform a filter application, one has to follow the plan in reverse order, with the splits becoming additions. To do so, one has to generate the A SOPVRs from the B SOPVRs, and add them together until FS is reached. Every SOPVR present at a certain time in the plan has to be held in a physical register. Since there is no possibility for register spilling, we have to ignore all branches of the search tree that yield more SOPVRs than available registers. This ensures, that any generated plan fits the hardware limits. The potentially quite large number of possibilities n + ( n 2 ) to choose SOPVRs to split is therefore not a problem in practice, as the studied FPSP device has only seven registers.
Algorithm 1 is a pseudo code recursive implementation of the proposed method. It works exhaustively by evaluating all the possible splits in every step. At every step, the algorithm adds a step to the plan with the SOPVRs to have in this step, as well as the A, B split-pair required to reach it. Whenever the algorithm finds a solution, it adds it to the total list of solutions. In every step, the splitting will either yield one less, the same amount of, or one more SOPVR. All branches that require more SOPVRs than available registers are not explored, as such plans would not be feasible on hardware.
An improvement, not shown in Algorithm 1, is to cut branches as soon as they reach a worse cost as the best plan found so far. The instruction count is used as this metric. The function generatePairs generates an exhaustive list of all valid A and B SOPVRs that can be applied to the current SOPVRs. Another improvement not shown is to perform static heuristics on the split pairs, and explore the more promising pairs first. This is considered in the next section.
Non-Exhaustive Search.
While for small filters exhaustive search is possible, the number of possible splits gets very large for bigger problems. The result of the generatePairs function, as well as the number of available SOPVRs to split at each node, determines the branching factor of the search tree. To perform heuristic search, the generatePairs function is modified to not return an exhaustive list of possible pairs, but batches of likely good split pairs first. By finding good solutions early on, the algorithm can then cut off branches that exhibit a higher cost early on. This leads the algorithm to probe the likely more interesting subtree of every node first. A series of heuristics are applied to generate the best pairs first. The following ordering metric is applied: (A, B) is the length of the transformation between A and B and card(A) the cardinality (the number of PVRs) of A. In every step of the plan, the algorithm eliminates an A SOPVR, leaving the PVRs in B and R. A short plan is desirable, therefore, the ordering Equation (22) favours large A SOPVRs, which eliminate more PVRs in the step. On execution of the program, A has to be created from B. This operation takes as many instructions as the transformation distance between the two SOPVRs. For a shorter program, it is desirable to have shorter transformation distances, which is why there is a tradeoff between the size of A and the transformation distance. As another static evaluation, maximum size pairs are preferred. In a maximum size pair, all the available PVRs that match the pair's transformation vector are included. Also, splits that exhibit spatial proximity and aligned PVRs are preferred as they were found to tend to be easier to split in the next steps. This is especially the case when PVRs are aligned in columns and rows.
Graph Relaxation
As noted in Section 3.1.2, the reverse splitting algorithm finds plans to assemble SOPVRs under the constraint that it never uses anything that is not a sub-multiset of FS. This greatly reduces the search tree and makes the algorithm feasible in practice. There are also strong arguments for this constraint. Consider a SOPVR T that is not a sub-multiset of the FS (T FS).
(1) If there is no SOPVR that can be transformed from T and is a subset of FG ( A ⊆ FS with T & A transformable), then neither T nor any of its transformations would ever form part of the solution. (2) If there is an SOPVR A that can be transformed from T and is a subset of FS (∃A ⊆ FS,
T & A transformable), then one could just have generated A in the first place. This does not reduce generality as every SOPVR that is transformable from T is also transformable from A.
For case (1) it is clear such a step would never be beneficial for the final program. Case (2) however, only holds if we assume the cost of all transformations to be the same. There might be a third SOPVR B ⊆ FS that is also transformable from T (and therefore also A). While it is true that one can generate A first, and then transform A into B, it might be cheaper to transform into T FS first and then generate A and B from T . In that case, there is a valid reason for having the intermediate result T despite not being part of the final sum. Therefore, one can see that the previously chosen constraint to only consider direct sub-multisets of FS is too strong. In fact not only sub-multisets of FS, but also all SOPVRs that can be transformed into sub-SOPVRs of FS are potentially beneficial. However, replacing a SOPVR with any of its transformations in a plan only changes the transformation distances. The order of addition/subtraction remains the same as obtained by the reverse splitting algorithm. Therefore, for every plan that includes such a beneficial SOPVR, there exists a similar plan with the same addition order that fulfils the constraint and gets discovered by the reverse splitting algorithm.
Example 10. A very simple example is the following one dimensional filter
with the final sum
and initial sum IS = { (0, 0) (0, 0) }. (24) Figure 5 (a) shows a graphical representation of the plan obtained by the reverse splitting algorithm. One can see that there might be an opportunity for relaxation at node 1, as both outgoing transformation edges shift the value in opposite direction to the incoming transformation edge. Since node 1 also has an addition edge, a new node t is introduced with an ϵ edge between node 1 and node t. Note that this does not alter the program. By utilizing the method stated later in this article, one can then write down the computational cost of the horizontal shift dimension as
This expression is minimised for λ = 1, by the argument stated in this article. Figure 5(b) shows the application of the retiming to the computational graph. In a last step, the now empty edges are removed and a sequence number is given to the t node. This is decided by static analysis to minimise the register requirement. This is shown in Figure 5 (c). The retimed version of the computational graph requires two instructions less than the original version. Note that this increases the liveness of node 3 from 2 to 3, increasing the demand for registers.
Albeit simplified, an approach from integrated circuit design, called retiming [24] , is used. The method states, that if drawing a circle (as shown in Figure 5(a) by the dashed circle) , that contains at least one node in the computation graph, but neither the input or output node, it is allowed to change the graph the following way: If we add a constant to a transformation direction on all edges that go into the circle, then we have to subtract the same constant from transformation of all edges that point out of the circle. If following this rule, then the original function of the program is preserved.
A problem arises by the fact that our graphs do not only contain transformation edges (i.e., shift, scale, and negation), but also addition edges on which relaxation cannot be applied. To address this problem, a new node is created at the origin of the add instructions, with an empty transformation edge from the node to be relaxed to the newly generated node, as shown by node t in Figure 5(b) . The edge between the origin node and node t is initially an empty transformation, but after the retiming, the edge is assigned a weight.
We consider a situation, with a node a having n input edges i k , k ∈ {0 . . . n} and m output edges o l , l ∈ {0 . . .m}. Let w (e) be the weight of edge e in a particular dimension (horizontal shift, vertical shift, scale). As relaxation is done on each dimension individually we omit the notion of dimension. The total computational cost C (a) of node a in a dimension is given as the sum of the absolute value of the weights of all incoming and outgoing edges,
If we relax the weights by an integer λ ∈ Z following the retiming theory, then the total computational cost of the node in the dimension is given by
This follows from the fact that we subtract the relaxation from all incoming edges and add the relaxation to all outgoing edges to maintain the functionality. The goal is to minimise the computational cost C given λ:
This is a geometric median problem for which the solution is the median of the weights [20] :
with λ known, it is straight forward to apply the relaxation to the graph. Note that in many cases, the relaxation increases the amount of required physical register required in an instant of the program. If it would exceed the number of registers physically available, then the relaxation is not performed.
Register Allocation
To perform the computational graph on the FPSP hardware, the nodes of the computational graph have to be mapped onto the physical registers. FPSP cells cannot spill values into the main memory; therefore, the program must not exceed the physical register count. The reverse splitting and the graph relaxation steps take this into account and only produce graphs that are guaranteed to comply with this limit. However, the actual allocation of register number to nodes still has to be decided.
To allocate the registers to the computational graph G, first a liveness analysis is performed for every node of the graph. The liveness of a node a is the set of all other nodes that have to be present at the time node a is computed. Nodes are computed in the order of their numbers. From this information, a bidirectional dependency graph DG is generated, with vertices V (DG) that are the same as in the computational graph G, and edges E(DG) that stem from the liveness analysis; i.e.,
, then a and b are live at the same time and cannot be allocated to the same physical register. The program is inherently in single static assignment form (SSA), meaning that every variable only gets assigned exactly once and is assigned before use. This property would allow for a polynomial time register allocation algorithm such as Reference [19] . However, the time spent in the code generation pipeline is dominated by the reverse split search. Register allocation on the comparatively short programs takes an insignificant amount of time. Due to this, we implemented a simple backtracking graph colouring algorithm that proved to be fast enough for all practical use cases. The algorithm assigns the k available physical registers to DG, by finding a graph colouring of DG using k colours.
EXPERIMENTS
This section presents experimental results. First the effect of the kernel approximation is analyzed. Then several metrics are shown that demonstrates the performance of the search algorithm and its pair generation function. At the end, the implementation and evaluation of a simple but powerful face detector, similar to the one described in Reference [45] , is presented. An in-depth discussion of the face detection algorithm is provided in Reference [47] .
Effects of Approximation
While the theoretical limits of the approximation of coefficients are shown in Figure 2 , this does not give an insight into the actual effects of the approximation on the image convolution result. To show the effect of the approximation, a set of 100 random 3 × 3 convolution kernels was generated. Each coefficients of each kernel is independent and identically distributed from a uniform distribution between [0, 1]. All coefficients in the kernels were approximated with the method from Equation (7) . A test set of 1, 000 random images from the Caltech101 [26] was chosen. Each filter was applied to the images, once in original kernel (perfect) configuration and once in the approximated configuration. An error metric was calculated as the absolute differences in pixel intensities after the application of the kernels.
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T. Debrunner et al. Fig. 6 . Absolute pixel intensity value errors for pixels in range [0 − 1] sampled on a set of 1, 000 random images with a set of 100 random kernels. The filter kernels have been approximated to increasing depths. Figure 6 shows the real-world absolute pixel intensity errors that result from approximating the kernels to various depths using Equation (7). One can see, that every approximation step yields around half the error rate of the previous approximation. This is expected, since we are approximating at powers of two. Another fact to note is that when approximating to a depth of 8, and assuming an 8-bit input image, the kernels are approximated to the same depth as the input image.
Performance Evaluation
In this section, several experiments are explained, designed to demonstrate the performance of the proposed method. The efficiency of the heuristic search method is compared with exhaustive search. Then the program length is analyzed and comparisons with CPU/GPU implementations are shown. Figure 7 compares the fully exhaustive search with all heuristics disabled to the heuristic search on the Sobel filter. There is an ordering given to the split pairs based on the implementation of the algorithm. Albeit uninformed, it makes the algorithms performance deterministically implementation dependent. To remove this effect, the ordering of the pairs was randomized in the exhaustive runs, making them stochastic. To every stochastic run of the algorithm, we report mean as well as standard deviation of the results. One can see from the figure that the heuristic search manages to find the optimum of 8 instructions almost immediately while the exhaustive search takes (in general) a much longer time to reliably find it. The figure also shows best and worst case runs from the sampling of 256 performed exhaustive runs. In the best case, the exhaustive runs finds the optimal solution almost immediately as well. This, however, is just a matter of chance, whereas the heuristic search yields the immediate result in every run.
Full Heuristic vs. Exhaustive Search.
To further elaborate on the optimization, we discuss the Box filters, kernels with 1 on all elements. These filters do not need value approximation and expose exactly one PVR per coordinate in their final sum SOPVR. This makes them especially well suited for optimization as there is a large potential of reusing previously computed values. For example, for the 5 × 5 Box filter, the algorithm produces the code shown in Listing 1. As we only have one PVR per coordinate, we can represent individual SOPVRs graphically. Figure 9 shows the computational graph for the 5 × 5 Box filter, annotated with a graphical representation of the SOPVRs. Listing 1. Generated code for a 5 × 5 Box filter. Functions north, east, south, and west are used for shifting the image on the device, see Table 1 . For a graphical representation, see Figure 7 . 
Comparisons with CPU and GPU Implementations.
To compare the execution times of kernels on the FPSP hardware in comparison with standard CPU and GPU implementations, various test runs have been performed. A selection of eight well-known filter kernels was executed on a 256 × 256 8bit grayscale image. The image resolution and color was chosen to achieve comparable results to the FPSP implementation, as the SCAMP chip features the same resolution. The chosen algorithms for CPU and GPU are the default algorithms shipped with OpenCV 3.3.0. The CPU version of OpenCV was compiled with both Threading Building Blocks (TBB) as well as Integrated Performance Primitives (IPP) enabled. The GPU algorithms were compiled for CUDA V8.0.61 to run on NVidia CUDA equipped GPUs. To measure the time and power, the same algorithm was applied 10,000 times to the same image, and the average results are reported. The reported time is therefore the average runtime of these filter applications. Only computation time was measured. Transfers between hard drive and system memory as well as from system memory to GPU memory were performed outside the timing loop. A number of different Intel CPUs from different generations Fig. 10 . Runtime of various well-known filter kernels on different types of CPU and GPU hardware (averaged samples from 10,000 runs), as well as the estimated runtime for the generated algorithm for the FPSP. For the CPU and GPU values, the algorithms are the default algorithms shipped with OpenCV 3.3.0. Due to the analogue operation of SCAMP the resulting images do incur more noise. However, the performance gain mainly comes from the pixel-parallel architecture rather than the analogue operation. Fig. 11 . Focal-plane Sensor-Processor Arrays (FPSPs) are very power efficient. This graph shows average power consumption of FPSP versus several other hardware components, performing filtering with various kernels, averaged over 10,000 applications of the filter kernels. The FPSP programs are generated by our method. Due to the analogue operation of SCAMP the resulting images do incur more noise. However, the performance gain mainly comes from the pixel-parallel architecture rather than the analogue operation.
were tested as well as three NVidia graphics cards. The statistics reported for the SCAMP FPSP chip are based on the reported 10MHz instruction rate [9] , as well as the length of the programs generated by the algorithm. The values for these filters can be perfectly represented so there is no loss in quality introduced by the approximation. Figure 10 shows the execution times of a single application of various filter kernels on different hardware components. The parallel nature of the SCAMP FPSP allows it to perform all of the tested filter kernels in a fraction of the time needed by the other devices. Figure 11 shows the average continuous power consumption of the devices, at computing the same filter kernels. Most CPUs consume about 20W to 30W, with the i7-3720QM using slightly less. This is most probably due to it being a mobile CPU while the others are desktop class CPUs. The generated programs do not incur any loss in quality. The figure demonstrates that compared with many other processing systems, FPSP consumes at least 20 times less power. The TITAN X GPU consumes a considerable amount more power than the CPUs, with values ranging up to more than 150W. The SCAMP chip consumes only 1.23W under full load, which is a lot less than any of the other tested devices. The benefit in energy ranges from a 180 times improvement (Sobel, i7-6700) all the way to a 2, 100 times less energy per frame (Box7, TITAN X). Table 3 report the energy the devices spend per single filter application. This value was computed by dividing the continuous power consumption by the frame rate. Still, the TITAN X GPU has the highest power consumption for all filters. However, the difference to the CPUs is considerably smaller than it was for the continuous power consumption. This follows naturally from the fact, that the GPU manages to perform more filter applications in the same time. The results look different for the SCAMP FPSP. Since it has not only the smallest computation time per filter, but also the lowest continuous power consumption, the energy spent per frame is much smaller than for any device. 
Accuracy of Analogue Computations
Focal-Plane Sensor-Processing Arrays can be both implemented using analogue as well as digital logic. This article focuses on the analogue SCAMP-5 device. This section elaborates the effects of analogue computation on the accuracy of the results. All experiments have been carried out on a SCAMP-5 hardware device. The ground truth values were computed with a realistic simulator for the SCAMP chip 3 with the noise model deactivated. Both the simulator and the hardware ran the same code produced by our method. All instructions of the class the generated filters use are implemented as a double register-transfer on the hardware [16] . The noise model differentiates between signal dependent noise and signal independent noise [8] . While signal dependent noise can be mitigated by operating on smaller signal amplitudes, signal independent noise can be mitigated by operating on larger signal amplitudes. This tradeoff could lead to further optimisations that this article does not take into account. We apply eight filters including Gauss3, Gauss5, Box3, Box5, Box7, Sobel, Laplacian, and Sharpen to 100 random images from the Caltech 101 dataset [26] . Figure 12 shows the RMS pixel intensity errors compared to a noise-free computation averaged over 100 sample images. Figure 13 shows the Structural Similarity Index (SSIM) [48] between a noise free and a noise modelled filter application. SSIM is a metric to assess perceived image quality by measuring structural information loss instead of absolute errors. Even for short and simple filters, the analogue nature of the chip adds substantial errors. While the effect is less strong for averaging filters such as Gaussian and box filters, it is stronger for differential filters such as Laplacian and Sobel. The speed gains of the device are achieved thanks to single-pixel parallelism, whereas the power savings are mostly the result of the slow clock frequency. Massive parallelism, as the SCAMP device, allows for strong speed and energy gains at the expense of silicon area per pixel. Limited silicon area makes the implementation of accurate analogue or fully functional digital circuitry more challenging. A future device could be placed more favourably in the parallelism-silicon device space. It is expected that future digital devices would suffer less from the accuracy problem, while still be benefiting from our method.
Face Detection
In this section, a face detection experiment on FPSP is demonstrated. A face detector implementation, also available in OpenCV, based on the pre-trained values of the FrontalFace Haar cascade contributed by Reference [27] , is used to compare the results. Fig. 12 . The analogue nature of analogue FPSP adds errors to the output. Induced root mean square pixel intensity differences between noisy and perfect image measured on a SCAMP 5 device. The errors are averaged over 100 randomly chosen real images. Averaging filters such as Box and Gauss suffer less from the accuracy loss than differential filters such as Sobel or Laplacian. Fig. 13 . This graph shows the Structural Similarity Index (SSIM) [48] of a noise free filter application on CPU and a noisy filter application on SCAMP. The SSIM assesses image quality based on the loss of structural information in the image. The averaging filters suffer less from the accuracy loss as they also average out induced noise. Fig. 14. An example of a feature consisting of two sums. The large 24 × 24 square is the detection frame of the processing element at coordinates (12, 12) in the middle, shaded in gray. This processing element has to obtain the values of the weighted sums of the pixels in the red and blue rectangles. To facilitate the problem, the algorithm translates the feature to a filter kernel, aligned at the center of the detection frame. After computing the kernel and thresholding, the (binary) result gets shifted to the top-left to be evaluated by the processing element of which the features center coincides with the center of our detection frame. At the same time, we get the result from the processing element on the bottom-right.
In this face detector, every processing element is responsible for the detection of objects in its 24 × 24 neighborhood. To do so, the processing element has to compute the features, which are essentially thresholded differences of partial sums, of the pixels in its neighborhood (Haar features). A straight forward approach would be to just to represent the features as a large 24 × 24 filter mask. However, looking at the provided features by OpenCV, there are a lot of small features at considerable offset from the center of the detection frame. Figure 14 shows an example of a feature with two sums to be evaluated. Since shifting is a very natural and cheap operation on the FPSP, and every pixel performs the same computation simultaneously, it does not matter where exactly inside the detection frame a processing element computes the kernel, as the result of the computation can easily get shifted to the right place. This allows us to relocate the computation of the sums for the feature to a location that is most suitable for the specific processing element. This is, naturally, the position where the center of the feature coincides with the processing elements location. The very sparse 24 × 24 pixel kernel of the straight forward approach therefore gets replaced by a smaller, dense kernel of the same size as the area covered by the features sums. An additional benefit comes from the fact, that in later stages a lot of the Haar features are equivalent in shape, but evaluated at different locations. Since the FPSP computes the results in every location at the same time, we can reuse the computations of other cells to evaluate multiple, similar Haar features at the same time. It turns out that of the 2, 913 features in the pretrained OpenCV cascade, only 1, 656 are distinct in shape. This allows us to reduce the amount of sums to be computed by 43%. A face detector using the full 25 OpenCV stages was implemented. Due to simulator code size limitations, testing of more than 7 stages could not be performed. Experiments on the MIT CBCL [34] dataset showed a difference in classification rate, recall and precision of 2%, 1% and 2% compared to OpenCV. This comes with the benefit of a 90% reduction in energy consumption. CPUs and GPUs benefit from the integral image representation [45] for efficient summation. The FPSP in contrast sums up the pixel values in a naive but massively parallelized way. This is why the FPSP only exhibits a boost in energy consumption while having a slightly longer runtime. Nevertheless, it is impressive that due to the massive parallelism, this much more naive algorithm shows runtimes in the same order of magnitude as CPU, even though it runs a more computation intensive algorithm at a clock frequency that is two orders of magnitude lower. Figure 15 shows that an FPSP with specification such as the SCAMP would be capable of performing the full face detection algorithm at competitive speeds. However, due to fact that the SCAMP chip is implemented as an analogue device, every operation performed introduces an irreversible error on the data.
CONCLUSIONS
This article presents a formalism to write convolutional kernels as multisets of approximation factors on FPSP. Furthermore, a formalism is presented to encode the chips hardware functionalities into operations on multisets. An algorithm, called the reverse splitting algorithm, which uses this formalism to find plan for building up the convolutional kernel. The algorithm makes use of heuristics, which in every step provide it with likely good choices for creating a good program. Subsequent software is presented that can optimize the program by performing local optimizations on the output of the reverse splitting algorithm. This is done by changing edge values in the computation graph by a method known as retiming, commonly applied in integrated circuit design. Known algorithms such as graph coloring for register allocation have been used in subsequent steps to create a real, runnable FPSP program from the intermediate representations as well as validating the result against the input. The system has proved to be very reliable in generating code for arbitrary filter kernels. Especially the heuristics has proven to be essential in speeding up the algorithm to acceptable levels. It has been shown, that the code generated by the algorithm is in most cases equivalent, or outperforms code written by human experts for the same convolutional filter. Experimental results on a set of well-known kernels demonstrates that FPSP can perform the filtering task consuming up to 200 times less energy per frame than a CPU, while running at up to 10 times the frame rate of a CPU. Experiments using a face detector showed similar performance to a CPU implementation, running slightly slower than the CPU implementation on a 10MHz FPSP. A future FPSP is expected to complete the task faster than CPU. It was shown that current FPSP would run the face detector using roughly 10% of the power a CPU requires.
Convolutional Neural Networks such as ImageNet [22] contain large amounts of convolutional filters in their first layers. Arbitrary kernel code generation as presented in this work would allow the computation of these layers completely pixel parallel in hardware, significantly speeding up recognition performance. Arbitrary filter code generation is a basic building block for many more sophisticated high-level Computer Vision applications such as edge detection, image segmentation or object recognition. In the future, we would like to develop a compiler that can directly compile efficient FPSP code from a high-level language such as C. Also imaginable is a novel programming language better aimed at the pixel-parallel execution capabilities of FPSP hardware.
