Paper [1] generalizes the Kalman Filter to nonlinear systems by transforming approximations of the probability distributions through the nonlinear process and measurement functions. This Comment derives exactly the same estimator by linearizing the process and measurement functions by a statistical linear regression through some sampling points (in contrast with the Extended Kalman Filter which uses an analytic linearization in one point). This insight allows (i) to understand/predict the performance of the estimator for specific applications and (ii) to make adaptations to the estimator (i.e., the choice of the sampling points and their weights) in those cases where the original formulation does not assure good results.
I. Introduction

Paper [1] describes the so-called Unscented Kalman Filter (UKF) as a new Minimum
Mean Squared Error (MMSE) state estimator for a nonlinear system
z(k + 1) = h[x(k + 1), u(k + 1), k + 1] + w(k + 1); (2) where x(k) is the state of the system at time step k, u(k) is the input vector, z(k) is the observation vector, and w(k) is additive measurement noise. f [.] and h [.] are the nonlinear system and measurement functions. The UKF formulas of paper [1] assume that the state vector x(k) is augmented with the process noise vector v(k). This explains why v(k) is not explicitly mentioned in Eq. (1) . It is also assumed that the process noise v(k) and the measurement noise w(k) are zero mean and
E[w(k)w T (j)] = δ kj R(k), ∀k, j;
The Kalman Filter update equations compute the n-dimensional state estimatex(k|j) at time step k, given all observations up to and including time step j, and the covariance matrix P (k|j) of this estimate:
Different Kalman Filter variants for nonlinear systems propose other ways of computinĝ
x(k + 1|k),ẑ(k + 1|k), their covariance matrices P (k + 1|k) and P zz (k + 1|k) and their cross covariance matrix P xz (k + 1|k).
The UKF formalism chooses 2n + 1 sampling points X i in state space with weights W i (i = 1, . . . , n):
where (n + κ)P (k|j) i is the ith row or column of (n + κ)P (k|j); κ is a degree of freedom in the choice of the sampling points X i [1] , [2] . This sample set is chosen to have the same mean and covariance as the distribution of x(k):
Starting from the sampling points X i (k|k), obtained by Eqs. (11)-(13), the UKF-specific process update equations compute the sample mean and covariance of the sampling points passed through the nonlinear process function:
Starting from the sampling points X i (k + 1|k), obtained by Eqs. (11)- (13), the UKFspecific measurement update equations compute the sample mean and covariance of the sampling points passed through the nonlinear measurement function 1 :
The motivation behind [1] is to avoid the linearization of the process and measurement functions f and h, however, Eqs. (16) 
II. Equivalence of the UKF and the LRKF
Subsection II-A describes the linear regression formulas. Subsections II-B and II-C define the LRKF and show that the UKF is a LRKF for both the process and the measurement update.
A. Statistical linear regression of a nonlinear function
Consider a nonlinear function
The y-regression is the linear regression y = Ax+b that minimizes the sum of the squared errors: The solution to Eq. (27) is, [3] :
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The covariance matrix of the deviations e i is
B. The UKF is a LRKF: process update
The LRKF evaluates the nonlinear process function in r points X i (k|k). These points have meanx(k|k) and covariance P (k|k). The updated values of the sampling points are
The LRKF algorithm uses a linearized process function obtained by statistical linear regression through X i (k|k), X i (k + 1|k) , i = 1, . . . , r:
The analogy with Section II-A becomes clear by replacing the symbols according to Table I .
Section II-A Section II-B Section II-C The LRKF-specific process update equations then follow from the well-known linear Kalman Filter equations:
These update equations correspond to the UKF equations (16)- (18) provided that the UKF defines r = 2(n + κ) sampling points: n points X i (k|k) , n points X i+n (k|k) and 2κ points X o (k|k), Eq. (11)-(13).
C. The UKF is a LRKF: measurement update
The LRKF evaluates the nonlinear measurement function r sampling points X i (k + 1|k)
. 
w(k +1) is the measurement noise on the nonlinear measurement function (2), w
is the extra measurement uncertainty on the linearized function due to linearization errors.
The covariance matrix of the latter is R * (k + 1) and is defined as the covariance matrix of the deviations between the function values of the nonlinear and the linearized function in the sampling points, i.e., R * (k + 1) = P ee of Eq. (29).
The LRKF-specific measurement equations then follow from the well-known linear Kalman Filter equations:
These update equations are identical to the UKF process update equations (19)- (22), provided that the UKF defines r = 2(n + κ) sampling points: n points X i (k + 1|k), n points X i+n (k + 1|k) and 2κ points X o (k + 1|k), Eqs. (11)-(13).
III. Adaptations to the original UKF
Several adaptations to the original UKF framework have been proposed [2] , [4] , [5] .
These adaptations use other criteria to choose the sampling points and/or their weights; also for some adaptations, the calculated covariance matrix is increased artificially:
• The weights can be chosen as real numbers, the UKF then performs a weighted linear regression.
• Sometimes, the UKF is used with a κ < 0 (resulting in negative weights !!) [1] , [2] . In this case, the calculated covariance matrices can be nonpositive, semidefinite. To overcome this problem, the covariances are artificially increased:
• The Scaled Unscented Transformation [4] introduces one more degree of freedom in the choice of the sampling points and their weights (parameter α). In this case, the calculated covariances lie between those of the original formulation and the modified form above.
The covariances can be increased even more by introducing another parameter (β).
• The Reduced Sigma Point Filters [5] minimize the number of sampling points to n + 1 (the so-called "Simplex Sigma Points") for an n-dimensional state space. This means that the linear regression is exact, i.e., the linearized function is a hyperplane through the sampling points. Hence, Q * and R * are zero: the linearization errors are not taken into account. The calculated covariance in this case is too small and has to be increased artificially.
IV. Conclusion
This Comment has shown that the UKF is a special case of the LRKF, i.e. 
