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0 Introduction
It has been investigated that linear (evolutionary) equations of mathematical physics share
a common form, see e.g. [13]. In a Hilbert space framework, formally, these equations can
be written as
v˙(t, x) + Au(t, x) = f(t, x), (0.1)
for t ∈ [0,∞) and x belonging to a certain open subset of Rn. The notation v˙ stands for the
time-derivative of v. The operator A is a maximal monotone (m-accretive) linear operator
containing the spatial derivatives and f is a certain source term. As the functions u and
v are both unknowns, equation (0.1) is not enough to uniquely determine u and v. Thus,
equation (0.1) needs to be supplemented by the so-called “material law” or “constitutive
relation”. The material law links u and v via a bounded linear operator M acting in
space-time in the way that
v =Mu. (0.2)
Of course equations (0.1) and (0.2) are subject to certain initial conditions, which – for
simplicity – we assume to be 0. Boundary conditions are encoded in the domain of A.
Plugging (0.2) into (0.1), we arrive at
(Mu)· + Au = f, (0.3)
In this article, we discuss well-posedness issues of the equation (0.3) in a particular Hilbert
space setting. We shall note here that, if M = 1, equation (0.3) is well-known to be
well-posed in the sense that −A generates a C0-semigroup and the respective solution can
be obtained via the variation of constants formula, see e.g. [5]. By suitably weighting the
norm and assuming that M only acts on the spatial variables and – at the same time –
is continuously invertible, we also realize that equation (0.3) can be discussed within a
semi-group framework. Writing ∂0 for time-differentiation (∂
−1
0 is then integration, which
is made more precise later on) and assume that M is given in the form M + ∂−10 N for
suitable bounded linear operators M and N , we infer that equation (0.3) reads as
∂0 (Mu) + Au = ∂0
(
M + ∂−10 N
)
u+ Au = ∂0Mu+Nu+ Au = f. (0.4)
Of course, if M is continuously invertible, it might be possible to show well-posedness of
(0.4) with semi-group techniques by suitable perturbation theorems. However, if M has
a non-trivial nullspace the equation (0.4) amounts to be a differential-algebraic system,
which might be hard to treat within a C0-semi-group framework. Moreover, for example
if M = 0, (time-)regularity of a possible solution of (0.4) cannot be expected.
Since we assumeM to be non-autonomous in general, we need to incorporate other solution
techniques. The strategies discussed in [1, 8, 18] generalize the semi-group perspective in
the sense that the generators are no longer time independent. In order to apply the theory
developed in [1, 8, 18], the operator M again has to be inverted. The authors of [1] focus
on the parabolic case.
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0 Introduction
Thus, other techniques need to be incorporated. Realizing that (0.4) is a formal sum of the
two (unbounded) operators ∂0M +N and A, we seek for conditions, which guarantee that
this operator sum is closable and continuously invertible. The authors of [4] give general
conditions, which guarantee that a sum of two unbounded linear operators is closable and
(that its closure is) continuously invertible. They mainly focus on the parabolic case, i.e.,
they assume that one of the operators involved is sectorial. However, in [4, Section 5] they
also discuss the hyperbolic case in a Banach space setting. In order to derive closability and
surjectivity of the operator sum they assume certain resolvent estimates and properties of
how the Yosida approximants converge. In [16], such estimates are not assumed. However,
in [16] one sticks to the Hilbert space case, which makes things conceptually easier. In [17]
a related problem class has been studied. However, since the operators under consideration
are defined via forms, the author focussed on the parabolic/elliptic case.
The heart of the solution theory in the present article, and thus the possibility to define
the operator sum and to derive that the respective operator is continuously invertible,
is a positive definiteness constraint in space-time. This allows for the consideration of
equations with change of type switching from elliptic, to hyperbolic and to parabolic equa-
tions, see e.g. [16, pp. 20]. The general idea has been applied in a number of studies
to integro-differential equations ([22]), fractional differential equations ([15]), problems
with impedance type boundary conditions ([12]), electro-seismic waves ([9]) or differential-
algebraic systems arising in control theory ([14]).
The aim of this article is twofold. At first we show that the technique to prove well-
posedness in [16] applies to a more general situation covering the solution theories given in
[16, 11, 12], which can then be understood as a unifying strategy to tackle well-posedness
issues in linear problems of mathematical physics.
The solution theory is built up in a certain space of exponentially weighted functions.
In applications to particular examples one might choose this exponential weight small
enough. Note that this exponential weight can be thought of as a L2-analogue of the
exponential growth of solutions in semi-group theory. Since changing the weight goes
along with different underlying Hilbert spaces the question arises, whether the solution
theory depends on the weight. Thus, the second aim of the present article is to show –
roughly speaking – that the solution theory barely depends on the weight provided the
operators involved barely depend on the weight. The latter is precisely the theorem, which
one would hope for. The latter issue has not been addressed in [16] but it applies to the
situation mentioned there.
As this article is intended to substantiate the results previously found in [16], we will not
give concrete examples and only sketch possible applications in Example 2.13. The main
issue will be that the problems from the linear theory1 well fit into the scheme developed.
In order to do so, we provide some basic notions and definitions in Section 1. In this
section some results from [13, 25, 26] are summarized. Section 2 deals with the statement
of the well-posedness theorem and elaborates the relations to the ones in [12] and [16]. In
1We refer the reader to [24, 21, 20] for possibilites to deal with maximal monotone (non-linear) relations.
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Section 3 we show the aforementioned independence of the exponential weight and Section
4 provides the proof of the well-posedness theorem.
1 Preliminaries
For ν ∈ R and a Hilbert space H , we denote by L2ν(R;H) the space of (equivalence classes
of) measurable H-valued functions with respect to the Lebesgue-weight x 7→ e−2νx, thus
L20(R;H) = L
2(R;H). We use 〈·, ·〉ν and |·|ν to denote the scalar product and the norm in
L2ν(R;H), respectively. If the value of ν is clear from the context, we drop the respective
indices. Denoting by Hν,1(R;H) the space of H-valued weakly differentiable functions with
weak derivative representable as a L2ν(R;H)-function, we can show that
∂0,ν : Hν,1(R;H) j L
2
ν(R;H)→ L2ν(R;H), φ 7→ φ′
defines a continuously invertible operator if ν 6= 0. For ν > 0 and f ∈ L2ν(R;H) the inverse
of ∂0,ν can be expressed with the help of the Bochner-integral
∂−10,νf(t) =
∫ t
−∞
f(τ) dτ (t ∈ R).
Moreover, the Fourier-Laplace transformation Lν being the (unitary) closure of the oper-
ator2
Cc(R;H) j L
2
ν(R;H)→ L2(R;H)
f 7→
(
x 7→ 1√
2π
∫
R
e−ixy−νyf(y) dy
)
is an explicit spectral representation for ∂0,ν . Indeed, denoting by m : D(m) j L
2(R;H)→
L2(R;H) the multiplication-by-argument operator given by mf(x) := xf(x), x ∈ R, for f
lying in the maximal domain D(m) of m, one can prove the formula ([2, p. 161-163])
∂0,ν = L∗ν(im+ ν)Lν . (1.1)
Again, if the value of ν is clear from the context, we drop the index in the notation of
∂0,ν . Equation (1.1) gives rise to a functional calculus for ∂
−1
0,ν : If M : B(r, r)→ L(H) is a
bounded, analytic function defined on some complex ball with radius r > 1
2ν
centered at r
with values in the space of bounded linear operators on H , we define
M
(
∂−10,ν
)
:= L∗νM
(
1
im+ ν
)
Lν ,
where M
(
1
im+ν
)
φ(t) := M
(
1
it+ν
)
φ(t) for φ ∈ L2(R;H), t ∈ R. Invoking [19, Theorem 6.5]
(see also [6, 10]), we realize that bounded and analytic functions of ∂−10,ν in the aforemen-
tioned sense are precisely the ones being causal in the following sense:
2The space of compactly supported continuous functions on R with values in H is denoted by Cc(R;H).
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Definition (causality, see e.g. [13, Definition 3.1.47]). Let H0, H1 be Hilbert spaces, ν > 0,
M : D(M) j L2ν(R;H0) → L2ν(R;H1). We say that M is causal if for all a ∈ R and
f, g ∈ D(M) with3 1R≦a(m0)(f − g) = 0 then 1R≦a(m0)(M(f)−M(g)) = 0.
The next lemma is almost immediate:
1.1 Lemma. Let H be a Hilbert space, M : D(M) j L2ν(R;H)→ L2ν(R;H). Assume that
1R≦a(m0)[D(M)] j D(M) for all a ∈ R. Then the following statements are equivalent:
(i) M is causal;
(ii) for all a ∈ R we have 1R≦a(m0)M = 1R≦a(m0)M 1R≦a(m0).
In [25] it has been found that at least for closure procedures the latter concept of causality
seems not to be appropriate. A possible way to overcome this difficulty is to introduce the
following notion:
Definition (strong causality, [25]). Let H0, H1 be Hilbert spaces, ν > 0, M : D(M) j
L2ν(R;H0) → L2ν(R;H1). We say that M is strongly causal if for all R > 0, a ∈ R,
φ ∈ L2ν(R;H1) the mapping(
BM(0, R),
∣∣∣1R≦a(m0) (· − ·)∣∣∣)→ (L2ν(R;H), ∣∣∣〈1R≦a(m0) (· − ·) , φ〉∣∣∣)
f 7→ Mf,
is uniformly continuous, where BM(0, R) := {f ∈ D(M); |f |2 + |Mf |2 < R2}.
The latter notion is equivalent to causality for particular situations.
1.2 Theorem ([25, Theorem 1.6]). Let H0, H1 be Hilbert spaces, ν > 0, M : D(M) j
L2ν(R;H0)→ L2ν(R;H1) densely defined, linear and closable. Then the following statements
are equivalent:
(i) M is causal;
(ii) M is strongly causal.
In [16], we found that multiplication operators, which – in contrast to functions of ∂−10,ν – are
not time-translation invariant, can also be dealt with as coefficients in a solution theory
for certain linear evolutionary equations. A notion containing both the aforementioned
functions of ∂−10,ν as well as multiplication operators is the one given in [26], the notion of
evolutionary mappings:
3For a function ψ : R→ C we denote by ψ(m0) the associated multiplication operator acting on Hilbert
space-valued functions f : R→ H in the way that (ψ(m0)f) (t) := ψ(t)f(t), t ∈ R.
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Definition (evolutionary mappings, [26, Definition 2.1]). Let H0, H1 be Hilbert spaces,
ν1 > 0. We call a linear mapping
M : D(M) j
⋂
ν≧ν1
L2ν(R;H0)→
⋂
ν≧ν1
L2ν(R;H1) (1.2)
evolutionary (at ν1) if D(M) is dense in L
2
ν(R;H0) and M is a closable operator from
L2ν(R;H0) to L
2
ν(R;H1) for all ν ≧ ν1. M is called bounded, if, in addition, M extends to
a bounded linear operator from L2ν(R;H0) to L
2
ν(R;H1) for all ν ≧ ν1 such that
4
lim sup
ν→∞
‖M‖L(L2ν(R;H0),L2ν(R;H1)) <∞.
For evolutionary mappings M , the closure of M in some L2ν will be denoted by Mν . We
define the sets
Cev,ν1(H0, H1) := {M ;M is as in (1.2) and is evolutionary at ν1}
and
Lev,ν1(H0, H1) := {M ;M is as in (1.2), is evolutionary at ν1 and bounded}
We abbreviate Cev,ν1(H0) := Cev,ν1(H0, H0) and Lev,ν1(H0) := Lev,ν1(H0, H0).
1.3 Example. LetH be a Hilbert space, r > 0,M : B(r, r)→ L(H) bounded and analytic.
For ν > 1
2r
the operator M
(
∂−10
)
is a bounded evolutionary mapping at ν. Indeed, take
D
(
M
(
∂−10
))
= C∞,c(R;H), the space of compactly supported H-valued functions, which
are indefinitely differentiable. Then C∞,c(R;H) is dense in L
2
ν′(R;H) for every ν
′ ≧ ν.
Moreover, Cauchy’s integral theorem shows that
L∗ν′M
(
1
im+ ν ′
)
Lν′φ = L∗νM
(
1
im+ ν
)
Lνφ
for every ν ′ ≧ ν and φ ∈ C∞,c(R;H), see also [23, Lemma 3.6] for more details. Moreover,
the operator norm of M
(
∂−10
)
in L2ν′(R;H) is easily estimated by supz∈B(r,r) ‖M(z)‖L(H).
1.4 Example ([26, Example 2.3]). Let H be a Hilbert space and let L∞s (R;L(H)) be the
space of bounded strongly measurable functions from R to L(H). For A ∈ L∞s (R;L(H)) we
denote the associated multiplication operator on L2ν(R;H) by A(m0). It is easily verified
that A(m0) ∈
⋂
ν>0 Lev,ν(H).
1.5 Remark. Evolutionarity and causality are rather closely connected. Indeed, let M ∈
Lev,ν1(H0, H1) and assume that for all a ∈ R the set D(M 1R≦a(m0)) ∩ D(M) is dense in
4For a linear operator A from L2ν(R;H0) to L
2
ν(R;H1) we denote its operator norm by
‖A‖L(L2
ν
(R;H0),L2ν(R;H1))
. If the spaces H0 and H1 are clear from the context, we shortly write ‖A‖L(L2
ν
).
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L2ν(R;H0) for ν ≧ ν1
5. Then Mν is causal for all ν ≧ ν1. Indeed, let f ∈ L2ν(R;H0), a ∈ R
and assume that 1R≦a(m0)f = 0. We choose (φn)n in D(M 1R≦a(m0)) ∩D(M) such that
φn → f in L2ν(R;H0) as n→∞. For all n ∈ N we have 1R≧a(m0)φn = φn − 1R<a(m0)φn ∈
D(M) and
1R≧a
(m0)φn → 1R≧a(m0)f = f (n→∞)
in L2ν(R;H0). In particular, the latter implies that ψn := 1R≧a(m0)φn approximates f in
L2ν′(R;H0) for all ν
′ ≧ ν and, thus, ψn → f in L2loc(R;H) as n → ∞. Now, we follow
the idea of [7, Proof of Theorem 4.5]. For this let φ ∈ C∞,c(R;H1) with support bounded
above by a. For ν ′ ≧ ν we get that
|〈Mνf, φ〉0| = lim
n→∞
|〈Mνψn, φ〉|
= lim
n→∞
|〈Mψn, φ〉|
≦ lim
n→∞
|Mψn|ν′ |φ|−ν′
≦ ‖M‖L(L2
ν′
) |f |ν′ |φ|0 eν
′a
= ‖M‖L(L2
ν′
) |f(·+ a)|ν′ |φ|0
Letting ν ′ tend to infinity, we deduce that 〈Mνf, φ〉0 = 0. Hence, Mνf = 0 on (−∞, a].
2 The well-posedness result
The well-posedness result will be formulated within the following situation. Throughout,
let H be a Hilbert space and ν > 0.
2.1 Hypotheses (on the material law operator). LetM,N ∈ L(L2ν(R;H)). Assume that
there exists M ∈ L(L2ν(R;H)) such that
M∂0 j ∂0M+M.
Further assume that both M and N are causal.
2.2 Hypotheses (on the unbounded spatial operator). Let A : D(A) j L2ν(R;H) →
L2ν(R;H) be densely defined, closed, linear and such that ∂
−1
0 A j A∂−10 .
2.3 Remarks. (a) Note that Hypothesis 2.2 reflects the fact that we will treat autonomous
A. Since we do not assume this commutativity condition for the material law operator, we
allow for operators, which are not time-translation invariant in Hypothesis 2.1.
5This assumption is met if, for instance, D(M) contains C∞,c(R;D) for D being a Hilbert space densely
embedded into H0. An example, where the intersection D(M 1R≦a(m0)) ∩ D(M) only contains 0 for
all a ∈ R is given in [25, Example 1.4].
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(b) The assumption in Hypothesis 2.2 implies that (1 + ε∂0)
−1A j A(1 + ε∂0)−1 for every
ε > 0, since (1 + ε∂0)
−1 is a bounded (continuous) Borel function of ∂−10 .
(c) Hypothesis 2.2 particularly implies that D(∂0) ∩ D(A) is dense in L2ν(R;H). Indeed,
let ε > 0 and let f ∈ D(A). Then, by (b), we have (1 + ε∂0)−1A j A(1 + ε∂0)−1. Thus,
(1+ ε∂0)
−1f ∈ D(∂0)∩D(A). Since (1+ ε∂0)−1f → f as ε→ 0 (see e.g. [16, Lemma 2.7]),
we conclude that D(∂0)∩D(A) is dense in D(A). The density of D(A) in L2ν(R;H) yields
the assertion.
The results reads as follows.
2.4 Theorem. Let M,N ,A be as in Hypotheses 2.1 and 2.2. Assume there exists c > 0
such that the positivity conditions
Re〈(∂0M+N +A)φ,1R≦a(m0)φ〉 ≧ c〈φ,1R≦a(m0)φ〉 (2.1)
and
Re〈((∂0M+N )∗ +A∗)ψ, ψ〉 ≧ c〈ψ, ψ〉 (2.2)
hold for all a ∈ R, φ ∈ D(∂0) ∩D(A), ψ ∈ D(∂0) ∩D(A∗).
Then B := ∂0M+N +A is continuously invertible, ‖B−1‖ ≦ 1c , and the operator B−1 is
causal in L2ν(R;H).
For later purposes, we also have the following density result:
2.5 Lemma. Under the hypothesis of Theorem 2.4, let F j D(A) be a core for A. Then
F := lin⋃δ>0 (1 + δ∂0)−1 [F ] is a core for ∂0M+N +A
2.6 Remarks. (a) Of course there is also an adapted perturbation theorem, similar to the
ones given in [16, Theorem 2.17 and Theorem 2.19]. The proof of the respective results
will be obvious from the proofs in [16]. Thus, we will not repeat them here.
(b) The condition on A to commute with ∂−10 can be relaxed in the sense that it suf-
fices to assume that A and ∂0 have a bounded commutator. We will address this non-
commutativity relation in a future article.
(c) The truncation in the positive definiteness condition (2.1) is needed in order to obtain
causality. The proof in Section 4 will show that the well-posedness result, i.e., continuous
invertibility of the closure of ∂0M+N +A, can also be obtained if one assumes
Re〈(∂0M+N +A)φ, φ〉 ≧ c〈φ, φ〉 (2.3)
instead of (2.1) for all φ ∈ D(∂0) ∩D(A).
We will postpone a proof of Theorem 2.4 to Section 4. In the remainder of this section,
we show that Theorem 2.4 contains [16, Theorem 2.13] and the solution theory stated in
[12] and [13, Theorem 6.2.5] as special cases. In order to obtain the latter, we observe the
following consequence of Theorem 2.4:
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2.7 Theorem. Let M,N ,A be as in Hypotheses 2.1 and 2.2. Assume in addition that A
is maximal monotone in L2ν(R;H), A is causal and 1R≦0(m0)[D(A)] j D(A). Moreover,
assume the positive definiteness condition
Re
〈
(∂0M+N )u,1R≦a(m0)u
〉
ν
≧ c
〈
u,1R≦a(m0)u
〉
ν
(2.4)
for all u ∈ D(∂0), a ∈ R and some c > 0. Then 0 ∈ ̺
(
∂0M+N +A
)
and the operator(
∂0M+N +A
)−1
is causal.
Next we show that Theorem 2.7 follows from Theorem 2.4. Indeed, this follows from the
next two lemmas:
2.8 Lemma. Under the hypotheses of Theorem 2.7, we get for every a ∈ R and φ ∈
D(∂0) ∩D(A) that
Re〈(∂0M+N +A)φ,1R≦a(m0)φ〉 ≧ c〈φ,1R≦a(m0)φ〉.
2.9 Lemma. Under the hypotheses of Theorem 2.7, we have for all ψ ∈ D(∂0) ∩D(A)
Re〈((∂0M+N )∗ +A∗)ψ, ψ〉 ≧ c〈ψ, ψ〉.
The proofs of the Lemmas 2.9 and 2.8 need the following preliminary observation:
2.10 Lemma. Under the hypotheses of Theorem 2.7, we have for all φ ∈ D(∂0):
Re〈(∂0M+N )φ, φ〉 = Re〈(∂0M+N )∗ φ, φ〉 ≧ c〈φ, φ〉.
Proof. We observe that the equality is true for all φ ∈ D(∂0M+N ) ∩D((∂0M+N )∗) ∩
D(∂0). The inclusion D(∂0M+N ) = D(∂0M) k D(∂0) being obvious, the only thing left
to prove is D((∂0M+N )∗) k D(∂0). For this, we compute (use ∂∗0 = −∂0 + 2ν) that
(∂0M+N )∗ = (∂0M)∗ +N ∗ kM∗∂∗0 +N ∗ = −M∗∂0 + 2νM∗ +N ∗,
which yields the assertion.
Proof of Lemma 2.8. Let a ∈ R and φ ∈ D(A) ∩D(∂0). We compute
Re〈(∂0M+N +A)φ,1R≦a(m0)φ〉
= Re〈(∂0M+N )φ+ 1R≦a(m0)Aφ,1R≦a(m0)φ〉
= Re〈(∂0M+N )φ+ 1R≦a(m0)A1R≦a(m0)φ,1R≦a(m0)φ〉
≧ c〈φ,1R≦a(m0)φ〉+Re〈A1R≦a(m0)φ,1R≦a(m0)φ〉
≧ c〈φ,1R≦a(m0)φ〉,
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where we have used the monotonicity of A and that 1R≦a(m0) leaves the domain of A
invariant. Indeed, the inclusion 1R≦a(m0)[D(A)] j D(A) for all a ∈ R follows from
1R≦0(m0)[D(A)] j D(A). For this, let a ∈ R and denote by τa ∈ L(L2ν(R;H)) the shift
of a function f by a, i.e., τaf := f(· + a). Since τa is a Borel function of ∂−10 it thus
commutes with A. In particular, we have for all φ ∈ D(A) also τaφ ∈ D(A). Hence,
1R≦a
(m0)φ = 1R≦a(m0)τ−aτaφ = τ−a 1R≦0(m0)τaφ ∈ D(A), since 1R≦0(m0)τaφ ∈ D(A), by
assumption and τ−a[D(A)] j D(A).
Proof of Lemma 2.9. It is well-known that the maximal monotonicity ofA implies the same
for A∗, see e.g. [3, Exercise 1.7.5]. (Use that maximal monotonicity for A is equivalent
to (0,∞) j ̺(−A) and ‖λ(λ+ A)‖ ≦ 1 for all λ ∈ R>0.) Hence, the result follows from
Lemma 2.10.
Now, we discuss the relationship of Theorem 2.4 to the well-posedness theorems stated in
[11, Solution Theory] ([13, Theorem 6.2.5]) with its generalization in [12, Theorem 1.2] and
its time-dependent analogues [16, Theorem 2.13 and Theorem 2.15].
Relationship to the well-posedness condition in [12, Theorem 1.2]
The well-posedness theorem in [12] has been applied to a model for acoustic waves with
impedance type boundary conditions. The theorem reads as follws.
2.11 Theorem ([12, Theorem 1.2]). Let H be a Hilbert space, ν > 0, r > 1
2ν
. Denote
by M : B(r, r) → L(H) a bounded and analytic function and let A : D(A) j L2ν(R;H) →
L2ν(R;H) satisfy Hypothesis 2.2. Assume that
Re〈(∂0M (∂−10 )+A)φ,1R≦0(m0)φ〉 ≧ c〈φ,1R≦0(m0)φ〉,
as well as
Re〈((∂0M (∂−10 ))∗ +A∗)ψ, ψ〉 ≧ c〈ψ, ψ〉.
for all φ ∈ D(∂0) ∩ D(A) and ψ ∈ D(∂0) ∩ D(A∗). Then ∂0M(∂−10 ) +A is continuously
invertible and causal in L2ν(R;H).
Regarding the positive definiteness conditions in Theorem 2.11, we realize that these con-
ditions are precisely the ones in Theorem 2.4 (with M = M(∂−10 ), N = 0). Indeed, since
both M
(
∂−10
)
and A commute with time-translation, the positive definiteness condition
in Theorem 2.11 carries over to the situation, where 1R≦0(m0) is replaced by 1R≦a(m0),
a ∈ R. For the latter also see the argument in the proof of Lemma 2.8. The only thing left
to prove is that M
(
∂−10
)
has a bounded commutator with ∂0, which is obvious since the
former is a function of the latter. Indeed, in this situation the commutator equals 0.
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Relationship to the well-posedness condition in [16, Theorem 2.13
and Theorem 2.15]
Recall the well-posedness result in [16]:
2.12 Theorem ([16, Theorem 2.15]). Let H be a Hilbert space, ν > 0, A : D(A) j H → H
skew-selfadjoint6. Let M0,M1 ∈ L∞s (R;L(H)) (see Example 1.4 for a definition). Assume
in addition that M0 is strongly differentiable, Lipschitz continuous and that
7
νM0(t) +
1
2
M˙0(t) +ReM1(t) ≧ c (2.5)
in L(H) for almost every t ∈ R and all sufficiently large ν. Then ∂0M0(m0) +M1(m0) + A
is continuously invertible and causal in L2ν(R;H) (if ν is sufficiently large).
For this theorem it should be noted that this is a direct consequence of Theorem 2.7 (ap-
plied to M0(m0) = M, M1(m0) = N and A = A). Indeed, the strong differentiability
and the Lipschitz continuity of M0 ensure that M0(m0) and ∂0 have a bounded commu-
tator, see [16, Lemma 2.1]. Moreover, skew-selfadjoint operators are maximal monotone
and condition (2.5) implies condition (2.4) assumed in Theorem 2.7, see [16, Lemma 2.6].
The other conditions are easily verified. Indeed, using Remark 1.5 and taking into account
that multiplication operators induced by bounded strongly measurable mappings are evo-
lutionary at every ν ≧ 0 (see Example 1.4) and defined on the whole of L2ν(R;H) for every
ν ≧ 0, we realize that these multiplication operators are strongly causal. Note that a sim-
ilar argument also applies to A, which is a bounded evolutionary mapping in Lev,ν(DA, H)
for every ν ≧ 0, where DA denotes the domain of A endowed with the graph norm of A.
An example of particular material laws
In the introduction we elaborated the applicability of the theorems above and cited the
respective references. Thus, there is no need to repeat them here. Due to the two latter
observations concerning the entailment of the well-posedness theorems given in the liter-
ature, we give an example of material laws, which are neither covered by the one or the
other well-posed theorem but by the well-posedness theorem discussed in this article.
2.13 Example (Time-dependent integro-differential-algebraic equations). Let ν > 0, r >
1
2ν
. Assume H = H0⊕H1 and take M : B(r, r)→ L(H0) analytic and bounded. Moreover,
let M0,M1 ∈ L∞s (R;L(H1)) satisfy the conditions in Theorem 2.12 with H replaced by H1
6We use the canonical extension of A as multiplication operator in L2ν(R;H) and use the same notation.
7For a bounded linear operator B ∈ L(H), we define its (selfadjoint) real-part by ReB := 12 (B + B∗).
Then ReB ≧ c means that ReB − c lies in the cone K j L(H) of positive definite bounded linear
operators, i.e., T ∈ K if 〈Tφ, φ〉 ≧ 0 for all φ ∈ H .
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and assume that Re ∂0M(∂
−1
0 ) ≧ c in L
2
ν(R;L(H0)). Then, for any maximal monotone
operator A : D(A) j H → H , the operator sum
∂0
(
M(∂−10 ) 0
0 M0(m0)
)
+
(
0 0
0 M1(m0)
)
+ A
is closable with continuous invertible closure for sufficiently large ν. Since the block struc-
ture of ∂0
(
M(∂−10 ) 0
0 M0(m0)
)
+
(
0 0
0 M1(m0)
)
and A need not be comparable, the continu-
ous invertibility does not follow either from Theorem 2.11 or 2.12 or both of them. Hence,
we need to invoke Theorem 2.4.
3 On the independence of ν
Of course, a natural question in the general setting of Theorem 2.4 and more particularly
in Theorem 2.12 is whether the solution operator depends an the particular choice of ν. In
[16, Theorem 2.13] the independence of ν has not been adressed. The next theorem shows
that the solution indeed does not depend on the parameter ν in the following sense:
3.1 Theorem. Let H be a Hilbert space, ν0 > 0, M,N ∈ Lev,ν0(H), A ∈ Cev,ν0(H). As-
sume thatMν ,Nν ,Aν satisfy Hyptheses 2.1 and 2.2, respectively, for all ν ≧ ν0. Moreover,
assume that
Re〈(∂0,νMν +Nν +Aν)φ,1R≦a(m0)φ〉ν ≧ c〈φ,1R≦a(m0)φ〉ν
and
Re〈((∂0,νMν +Nν)∗ +A∗ν)ψ, ψ〉ν ≧ c〈ψ, ψ〉ν
hold for all a ∈ R, φ ∈ D(∂0,ν) ∩ D(Aν), ψ ∈ D(∂0,ν) ∩ D(A∗ν), ν ≧ ν0. Then for
Sν :=
(
∂0,νMν +Nν +Aν
)−1
we have ‖Sν‖ ≦ 1c and for all ν1, ν ≧ ν0 that
Sνf = Sν1f
(
f ∈ L2ν1(R;H) ∩ L2ν(R;H)
)
.
To begin with, we observe the following relationship of causality and the independence of
ν:
3.2 Lemma. Let ν1 ≧ ν0 ≧ 0, H0, H1 Hilbert spaces, Mi ∈ L(L2νi(R;H0), L2νi(R;H0))
causal, i ∈ {0, 1}. Assume that there exists D j L2ν0(R;H0) ∩ L2ν1(R;H0) dense in
L2ν0(R;H0). Then M0 and M1 coincide on L
2
ν0
(R;H0) ∩ L2ν1(R;H0).
Proof. Let f ∈ L2ν1(R;H0) ∩ L2ν(R;H0). Let a ∈ R. By definition, there exists (φn)n in
D such that φn → f in L2ν0(R;H0) as n → ∞. Moreover, we get that 1R≦a(m0)φn →
1R≦a(m0)f in L
2
ν1
(R;H0) as n → ∞ and that
(
M1
(
1R≦a(m0)(φn − f)
))
n
tends to 0 in
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L2ν1(R;H1). Using that bothM0 andM1 are everywhere defined and Lemma 1.1, we deduce
for n ∈ N and ψ ∈ C∞,c(R;H) that∣∣∣〈1R≦a(m0) (M0f −M1f) , ψ〉ν0∣∣∣
≦
∣∣∣〈1R≦a(m0) (M0f −M0φn) , ψ〉ν0∣∣∣+ ∣∣∣〈1R≦a(m0) (M1f −M1φn) , ψ〉ν1∣∣∣
≦
∣∣∣〈1R≦a(m0) (M0f −M0φn) , ψ〉ν0∣∣∣
+
∣∣∣〈1R≦a(m0)(M1 1R≦a(m0)f −M1 1R≦a(m0)φn) , ψ〉ν0∣∣∣
=
∣∣∣〈1R≦a(m0) (M0f −M0φn) , ψ〉ν0∣∣∣
+
∣∣∣〈1R≦a(m0)(M1 1R≦a(m0)f −M1 1R≦a(m0)φn) , e2(ν1−ν0)(·)ψ〉ν1∣∣∣
→ 0 (n→∞).
Thus, M0f = M1f almost everywhere.
We observe the following consequence of Lemma 3.2, which gives more insight to bounded
(causal) evolutionary mappings:
3.3 Lemma. Let ν ≧ ν1 ≧ ν0, H0, H1 Hilbert spaces. Let M ∈ Lev,ν0(H0, H1) be strongly
causal. Then Mν and Mν1 coincide on L
2
ν1
(R;H0) ∩ L2ν(R;H0).
Proof. The assertion follows from Theorem 1.2 and Lemma 3.2.
We come to the proof of Theorem 3.1.
Proof of Theorem 3.1. For ν ≧ ν0 we define S˜ν := (∂0,νMν +Nν +Aν)−1. From Theorem
2.4, we deduce that
∥∥∥S˜ν∥∥∥
L(L2ν)
≦ 1
c
. Our aim is to show that there exists a space F j⋂
ν≧ν0
L2ν(R;H), which is dense in L
2
ν(R;H) for all ν ≧ ν0 and such that S˜νf = S˜ν′f for
all ν, ν ′ ≧ ν0 and f ∈ F . Having done so, we get the assertion from S˜ν = Sν , ν ≧ ν0, and
Lemma 3.3 (Use the Theorems 2.4 and 1.2 to get that S˜ν |F is bounded evolutionary at ν0
and (strongly) causal).
Let ν ≧ ν0, Bν := ∂0Mν +Nν +Aν and denote the domain of Bν endowed with the graph
norm by DBν . By Lemma 2.5, we deduce that F := lin
⋃
δ>0 (1 + δ∂0)
−1 [D(A)] is dense in
DBν . The mapping
ι : DBν → L2ν(R;H), f 7→ Bνf
is continuous and onto, by Theorem 2.4. In particular, we have ι[G] j ι[G] for all G j
D(Bν). Consequently, the set ι[F ] is dense in L2ν(R;H). Moreover, the set ι[F ] lies in all
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L2ν(R;H) for sufficiently large ν. Moreover, Bνf for all f ∈ F is independent of ν. Indeed,
Bνf = (∂0Mν +Nν +Aν)f
= (∂0Mν +Nν +Aν) f
= ∂0Mνf +Nνf +Aνf
= ∂0Mνf +Nνf +Af,
where we have used that (1+ δ∂0)
−1Aν j Aν(1+ δ∂0)−1 and thus F j D(A) for all δ > 0.
By Lemma 3.3, we get that Mνf and Nνf do not depend depend on ν and hence so does
∂0Mνf . Thus, F := ι[F ] is the space we desired for.
4 Proof of Theorem 2.4
From now on, we assume the situation in Theorem 2.4 as our standing hypothesis. We need
several preparations to give a proof for Theorem 2.4. Throughout, let B := ∂0M+N +A
and denote the domain of B endowed with the graph norm by DB. We denote the com-
mutator of two operators A,B by [A,B] = AB−BA with its natural domain. Recall that
in Hypothesis 2.1, we assumed the existence of a continuous M such that [M, ∂0] = M on
D(∂0).
4.1 Lemma. Under the standing hypothesis, for every ε > 0, we have:
[(1 + ε∂0)−1, ∂0M]u = ε∂0(1 + ε∂0)−1M(1 + ε∂0)−1u
for all u ∈ L2ν(R;H).
Proof. Let u ∈ D(∂0). We compute that
[(1 + ε∂0)
−1, ∂0M]u = (1 + ε∂0)−1∂0Mu− ∂0M(1 + ε∂0)−1u
= (1 + ε∂0)
−1 (∂0M(1 + ε∂0)− (1 + ε∂0)∂0M) (1 + ε∂0)−1u
= ε∂0(1 + ε∂0)
−1M(1 + ε∂0)
−1u.
4.2 Lemma. Under the standing hypothesis, we have for ε > 0 and u ∈ D(B) that
(1 + ε∂0)
−1u ∈ D(∂0) ∩D(A). Moreover, the formula
(1 + ε∂0)
−1 Bu = B (1 + ε∂0)−1 u+ ε∂0(1 + ε∂0)−1M (1 + ε∂0)−1 u+
[
(1 + ε∂0)
−1
,N ]u
holds. In particular, we have
ε∂0(1 + ε∂0)
−1M (1 + ε∂0)
−1
u ⇀ 0
and
B (1 + ε∂0)−1 u ⇀ Bu
as ε→ 0 for all u ∈ D(B) with weak convergence in L2ν(R;H).
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4 Proof of Theorem 2.4
Proof. The computation can be made precise in H−1(∂0) ∩H−1(|A| + i)8 Thus, the com-
mutator relation is a consequence of Lemma 4.1. The convergence result relies on weak
compactness in L2ν(R;H), similar to the argument in [16, Lemma 2.9].
4.3 Lemma. Under the standing hypothesis, we assume in addition that we are given a
continuous G : L2ν(R;H)→ R and a bounded and measurable ψ : R→ C. Assume that for
all u ∈ D(∂0) ∩D(A) we have the inequality
Re〈(∂0M+N +A)u, ψ(m0)u〉 ≧ G(u).
Then the same inequality holds for u ∈ D(B).
Proof. Let u ∈ D(B). Using Lemma 4.2, we compute
Re〈Bu, ψ(m0)u〉
= lim
ε→0
Re〈(∂0M+N +A) (1 + ε∂0)−1 u, ψ(m0) (1 + ε∂0)−1 u〉
≧ lim
ε→0
G
(
(1 + ε∂0)
−1
u
)
= G(u)
We come to the proof of Theorem 2.4:
Proof of Theorem 2.4. At first, we note that
Re〈Bu, u〉 ≧ c〈u, u〉
for all u ∈ D(B) due to Lemma 4.3 yielding continuous invertibility once we have shown
that B is onto. For this, we let ε > 0, f ∈ D(B∗) and show that (1+ε∂∗0)−1[D(B∗)] j D(B∗)
and compute B∗. For u ∈ D(B) we have
〈Bu, (1 + ε∂∗0)−1f〉
= 〈B(1 + ε∂0)−1u, f〉+ 〈[(1 + ε∂0)−1 , ∂0M]u, f〉+ 〈[(1 + ε∂0)−1,N ]u, f〉
= 〈u, (1 + ε∂∗0)−1B∗f〉+ 〈u, [(1 + ε∂0)−1 , ∂0M]∗f〉+ 〈u, [(1 + ε∂0)−1,N ]∗f〉,
proving that (1 + ε∂∗0)
−1f ∈ D(B∗) and
B∗ (1 + ε∂∗0)−1 f = (1 + ε∂∗0)−1 B∗f + [(1 + ε∂0)−1 , ∂0M]∗f + [(1 + ε∂0)−1,N ]∗f. (4.1)
Further, for u ∈ D(A) ∩D(∂0) we compute
〈(∂0M+N +A) u, (1 + ε∂∗0)−1f〉 = 〈Au, (1 + ε∂∗0)−1f〉+ 〈u, (∂0M+N )∗ (1 + ε∂∗0)−1f〉.
8Here we use the concept of Sobolev lattices as introduced in [13, Chapter 2]. We briefly recall that for
a densely defined closed linear operator B : D(B) j H → H in some Hilbert space H with 0 ∈ ̺(B)
we define H−1(B) to be the completion of (H,
∣∣B−1·∣∣
H
). It turns out that H−1(B) ∼= D∗B∗ and that it
is possible to continuously extend B as a (unitary) mapping from H to H−1(B). We note that if B is
normal, i.e., it commutes with its adjoint, then H−1(B) ∼= D∗B.
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Using that D(A) ∩ D(∂0) is dense in D(A) with respect to the graph norm of A, we get
that (1 + ε∂∗0)
−1
f ∈ D(A∗) and
B∗ (1 + ε∂∗0)−1 f = ((∂0M+N )∗ +A∗) (1 + ε∂∗0)−1f. (4.2)
Now, since (1 + ε∂∗0)
−1 → 1 strongly as ε → 0 and computing the adjoint is continuous
with respect to the weak operator topology, we infer with the help of equation (4.1) and
Lemma 4.2 that
B∗f = w- lim
ε→0
(1 + ε∂∗0)
−1 B∗f = w- lim
ε→0
B∗ (1 + ε∂∗0)−1 f,
with limits taken in L2ν(R;H) j H−1(∂
∗
0) ∩H−1(A∗). Moreover,
((∂0M+N )∗ +A∗) (1 + ε∂∗0)−1f → ((∂0M+N )∗ +A∗) f
in H−1(∂
∗
0) ∩H−1(|A∗|+ i). Thus,
B∗ j (∂0M+N )∗ +A∗,
where the latter operator is considered with maximal domain in L2ν(R;H), which equals
{φ ∈ L2ν(R;H);−∂0M∗φ+A∗φ ∈ L2ν(R;H)}. Observing that for all u ∈ D(B∗):
Re〈B∗u, u〉 = lim
ε→0
Re〈B∗ (1 + ε∂∗0)−1 u, (1 + ε∂∗0)−1 u〉
= lim
ε→0
Re〈((∂0M+N )∗ +A∗) (1 + ε∂∗0)−1 u, (1 + ε∂∗0)−1 u〉
≧ lim
ε→0
c〈(1 + ε∂∗0)−1 u, (1 + ε∂∗0)−1 u〉 = c〈u, u〉,
we deduce that B∗ is one-to-one, which, in turn, shows that B is onto.
We conclude with a proof of Lemma 2.5:
Proof of Lemma 2.5. Let u ∈ D(B). For δ > 0, ψ ∈ L2ν(R;H), v ∈ D(∂0) ∩ D(A) and
f ∈ F , we compute∣∣〈B (u− (1 + δ∂0)−1 f) , ψ〉∣∣
≦ |〈B (u− v) , ψ〉|+ ∣∣〈B (v − (1 + δ∂0)−1 v) , ψ〉∣∣
+
∣∣〈B ((1 + δ∂0)−1 v − (1 + δ∂0)−1 f) , ψ〉∣∣
≦ |〈B (u− v) , ψ〉|+ ∣∣〈B (v − (1 + δ∂0)−1 v) , ψ〉∣∣+ ∣∣〈∂0M (1 + δ∂0)−1 (v − f) , ψ〉∣∣
+
∣∣〈N (1 + δ∂0)−1 (v − f) , ψ〉∣∣+ ∣∣〈A (1 + δ∂0)−1 (v − f) , ψ〉∣∣
≦ |B (u− v)| |ψ|+ ∣∣〈B (v − (1 + δ∂0)−1 v) , ψ〉∣∣
+
∣∣〈M∂0 (1 + δ∂0)−1 (v − f) , ψ〉∣∣+ ∣∣〈M (1 + δ∂0)−1 (v − f) , ψ〉∣∣
+
∣∣〈N (1 + δ∂0)−1 (v − f) , ψ〉∣∣+ ∣∣〈(1 + δ∂0)−1A (v − f) , ψ〉∣∣
≦ |B (u− v)| |ψ|+ ∣∣〈B (v − (1 + δ∂0)−1 v) , ψ〉∣∣
+
2
δ
‖M‖ |v − f | |ψ|+ ‖M‖ |v − f | |ψ|+ ‖N‖ |v − f | |ψ|+ |A (v − f)| |ψ| .
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By appropriately choosing v such that |B(u− v)| is small (see Lemma 4.2) and after-
wards choosing δ > 0 such that
∣∣〈B (v − (1 + δ∂0)−1 v) , ψ〉∣∣ is small, we find f such
that the remaining terms can be made small. Since B is continuously invertible, for a
suitable choice of sequences (δn)n and (fn)n we get that both
(
u− (1 + δn∂0)−1 fn
)
and
B (u− (1 + δn∂0)−1 fn) are weakly convergent, which shows that ⋃δ>0 (1 + δ∂0)−1 [F ] is
weakly dense in DB and hence F is dense in DB.
References
[1] P. Acquistapace and B. Terreni. A unified approach to abstract linear nonautonomous
parabolic equations. Rend. Semin. Mat. Univ. Padova, 78:47–107, 1987.
[2] N.I. Akhiezer and I.M. Glazman. Theory of linear operators in Hilbert space. Vol. I, II.
Transl. from the 3rd Russian ed. by E. R. Dawson, ed. by W. N. Everitt. Monographs
and Studies in Mathematics, 9, 10. Publ. in association with Scottish Academic Press,
Edinburgh. Boston - London -Melbourne: Pitman Advanced Publishing Program ,
1981.
[3] W. Arendt. Heat kernels. Technical report, Internetseminar, 2005/2006.
[4] G. da Prato and P. Grisvard. Sommes d’opérateurs linéaires et équations différentielles
opérationnelles. 1975.
[5] K. Engel and R. Nagel. One-Parameter Semigroups for Evolution Equations. 194.
Springer-Verlag, New York, Berlin, Heidelberg„ 1999.
[6] B. Jacob and J.R. Partington. Graphs, closability, and causality of linear time-
invariant discrete-time systems. Int. J. Control, 73:1051–1060, 2000.
[7] A. Kalauch, R. Picard, S. Siegmund, S. Trostorff, and M. Waurick. A
Hilbert Space Perspective on Ordinary Differential Equations with Memory
Term. Journal of Dynamics and Differential Equations., 2013. Accepted,
http://arxiv.org/abs/1204.2924.
[8] T. Kato. Integration of the equation of evolution in a Banach space. J. Math. Soc.
Japan, 5:208–234, 1953.
[9] D. McGhee and R. Picard. On electroseismic waves in anisotropic, inhomogeneous
media. GAMM-Mitt., 34(1):76–83, 2011.
[10] J.R. Partington. Linear operators and linear systems. Cambridge University Press,
2004.
[11] R. Picard. A structural observation for linear material laws in classical mathematical
physics. Mathematical Methods in the Applied Sciences, 32:1768–1803, 2009.
[12] R. Picard. A class of evolutionary problems with an application to acoustic waves with
impedance type boundary conditions. Arendt, Wolfgang (ed.) et al., Spectral theory,
20
References
mathematical system theory, evolution equations, differential and difference equations.
Selected papers of 21st international workshop on operator theory and applications,
IWOTA10, Berlin, Germany, July 12–16, 2010. Basel: Birkhäuser. Operator Theory:
Advances and Applications 221, 533-548 (2012)., 2012.
[13] R. Picard and D. McGhee. Partial Differential Equations: A unified Hilbert Space
Approach, volume 55 of Expositions in Mathematics. DeGruyter, Berlin, 2011.
[14] R. Picard, S. Trostorff, and M. Waurick. A note on a class of conservative, well-posed
linear control systems. In 8th ISAAC Congress, Session on Evolution Partial Differ-
ential Equations, Michael Reissig, Michael Ruzhansky (Eds.) Springer Proceedings in
Mathematics and Statistics (PROMS)., 2013.
[15] R. Picard, S. Trostorff, and M. Waurick. On evolutionary equations with material
laws containing fractional integrals. Math-an-05-2013, TU Dresden, 2013. Submitted,
http://arxiv.org/pdf/1304.7620.
[16] R. Picard, S. Trostorff, M. Waurick, and M. Wehowski. On non-autonomous
evolutionary problems. Technical report, TU Dresden, 2013. Submitted,
http://arxiv.org/abs/1302.1304.
[17] R.E. Showalter. Degenerate evolution equations and applications. Indiana Univ. Math.
J., 23:655–677, 1974.
[18] H. Tanabe. Functional analytic methods for partial differential equations. Pure and
Applied Mathematics, Marcel Dekker. 204. New York, NY: Marcel Dekker., 1997.
[19] E. G. F. Thomas. Vector-valued integration with applications to the operator-valued
H∞ space. IMA Journal of Mathematical Control and Information, 14(2):109–136,
1997.
[20] S. Trostorff. Well-posedness and causality for a class
of evolutionary inclusions. PhD thesis, TU Dresden,
http://www.qucosa.de/fileadmin/data/qucosa/documents/7832/phd-thesis_trostorff.pdf,
2011.
[21] S. Trostorff. An alternative approach to well-posedness of a class of differential in-
clusions in Hilbert spaces. Nonlinear Anal., Theory Methods Appl., Ser. A, Theory
Methods, 75(15):5851–5865, 2012.
[22] S. Trostorff. Well-posedness of linear integro-differential equations
with operator-valued kernels. Technical report, TU Dresden, 2012.
http://arxiv.org/abs/1210.1728.
[23] S. Trostorff. Exponential stability for linear evolutionary equations. Asymptotic Anal.,
2013. To appear, http://arxiv.org/abs/1302.7209.
[24] S. Trostorff and M. Wehowski. Well-posedness of non-autonomous evolutionary inclu-
sions. Technical report, TU Dresden, 2013.
21
References
[25] M. Waurick. A note on causality in reflexive Banach spaces. Technical report, TU
Dresden, 2013. Submitted, http://arxiv.org/pdf/1306.3851.
[26] M. Waurick. G-convergence of linear differential equations. Technical report, TU
Dresden, 2013. Submitted, http://arxiv.org/pdf/1302.7207.
22
