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Abstract
For almost a century the famous theorem of Shannon-Nyquist has been very important in
digital signal processing applications as the basis for the number of samples required to
efficiently reconstruct any type of signal, such as speech and image data. However, signals
and images are mainly stored and processed in huge files, which require more storage space,
they take longer to transmit and they demand a large computational cost for processing. For
this purpose many compression techniques have been introduced including the emerging field
of Compressed Sensing (CS). CS is a novel and fast sampling and recovery process, which has
attracted considerable research interest with several new application areas. By exploiting
the signal and the measurements structure we are able to recover a signal from what was
previously considered as highly under-sampled measurements, according to the Shannon-
Nyquist criterion. This reconstruction is accomplished by finding the sparsest solution for
an ill-posed system of linear equations, which is an NP-hard combinatorial optimisation
problem. This thesis focuses on the l0-norm based minimisation problem which arises from
sparse signal or image recovery, using the CS technique. A new, fast heuristic is proposed to
directly minimise a continuous function of the l0 norm. This swarm based stochastic method
provides better sparse solutions for highly under-sampled and over-sampled cases even under
the presence of noise with small error and less time complexity, compared with several well-
known competing approaches. The evaluation methodology includes different parameters of
the l0-heuristic and is based on measuring recovery error and execution time under various
sparsity levels, sample sizes, sampling matrices and transform domains. The mathematical
background of CS, including the key aspects of sparsity and incoherence in measurements
are also provided, together with applications and further open research questions, such as
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Chapter 1
Introduction
1.1 Overview of CS
For over half a century the sampling theory has been focusing on the well known Nyquist-
Shannon criterion which states that a signal (or image) has to be sampled at a rate greater
than twice its bandwidth 1 in order to be effectively reconstructed. In particular, the Nyquist-
Shannon rate theorem requires that the sampling rate must be at least twice the highest
frequency of the original signal. Recently the scientific focus has shifted to the under-sampled
technique called Compressive Sensing (CS).
Compressive Sensing (CS) or Compressed Sensing, Compressive Sampling, Sketching
and Heavy-Hitters are just different terms referred in the literature in order to describe
a recently developed technique for reconstructing and representing a signal from highly
incomplete frequency samples or measurements. Typically these measurements are far below
the expected number of samples required by the Nyquist-Shannon sampling theorem (or the
Nyquist rate theorem). This methodology was introduced by the mathematicians Cande`s
[39, 42, 46], Tao [43, 48], Romberg [169, 170] and Donoho [74–76] as an effective way to reduce
the sampling, re-construction and computation costs for important physical signals having a
certain property concerning their structure or regularity (i.e. their energy or largest values
1In signal processing and related disciplines in general, bandwidth is expressed in terms of the difference
between the highest-frequency and the lowest-frequency signal component or term. Frequency is the rate
that a repetitive event or more precisely the number of events are repeated in a time interval [136, 157, 186].
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are concentrated on a small number of elements) and their randomly collected measurements,
in a noiseless environment.
In order to apply the CS technique a signal or image must be what we call sparse or
compressible and the sampling or sensing method to be random [11, 46, 75]. A sparse or
compressible signal is a specific type of signal that can be stored in a compressed/sparse
form by expressing it in terms of a linear combination of elementary/primitive elements
which are called atoms (i.e. coefficients of signal basis). Moreover, such types of signals can
be well-approximated (i.e. they have small recovery error) using a small number of basis
elements or have a small finite number of degrees of freedom in each time interval (discrete
number of coefficients or amplitudes in time). In essence, many signals are sparse if they
contain many coefficients close or equal to zero in some domain or representation basis.
Another important assumption is about the measurements performed in the signal which
have to be incoherent. This means that they are random in such a way so as to extract
the maximum amount of information from a given signal without much perceptual loss
[46, 119, 169]. Every signal with this representation (in a fixed basis or transform domain)
can be efficiently recovered from a much smaller number of random measurements, in contrast
to conventional recovery approaches, which act as a universal measurement (representation)
basis with high probability. In general, the required number of samples needed for efficient
recovery is proportional to the information content of the signal which can be significantly
lower (at least half of the lower order) than the number of samples required by traditional
sampling methods [39, 41]. This is actually a lossy compression and the decompression is
performed as a solution of an optimisation problem which is the main theme of this thesis.
1.2 The CS method vs traditional techniques
The traditional (practical) way of signal processing involves initially the acquisition of
the whole signal (sampling the whole signal), then the computation of the complete set of
transform coefficients and finally the compression of the data (signal). This conventional
approach computes and encodes the largest coefficients (i.e. trading off signal representation
complexity) and then discards all the unnecessary ones after the sampling process [39, 46,
119]. This long-established approach is clearly very computationally expensive (twice the
bandwidth of the transform domain) and a sheer waste of valuable sensing resources in
the calculation of the complete set of large coefficients, the majority of which is discarded
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Figure 1.1: The CS technique as a lossy (random) compression approach and the recovery or
decompression as a solution of an optimisation problem. Note that the original signal X (one
dimensional vector) is not the same as the recovered one Xˆ but only a good approximation
with small recovery error.
afterwards due to compression. Clearly, the new theory of Compressive Sampling is opposed
to this traditional way as the signal is sampled and compressed simultaneously (thus the
name) at a greatly reduced rate in order to keep only the most important elements/features
(half the bandwidth of the transform domain). This scheme is represented graphically in
Figure (1.1), where we assume a discrete communication channel (the signal is a sequence
of discrete time values). The initial N element vector X (i.e. signal) is randomly under-
sampled and compressed so as to efficiently be transmitted or stored as an M element vector
(M  N). Then the compressed sampled vector is read or received and decompressed by
solving a non-linear optimisation problem. Note that this is a lossy compression and thus
what we will derive is a good approximation of the original vector (Xˆ) with small recovery
error.
Compressive sampling is based on the idea that not all measurements are equally impor-
tant and thus discarding some measurements does not affect the recovery of a signal/image
[11, 39, 46, 75]. This particular aspect is very important in a number of statistical appli-
cations where the number of variables or parameters N is much larger than the number of
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observations M . The recovery in such cases is not affected by the method of data acquisition,
or sensors in general, as a new recovery method for better reconstruction can be incorporated
in the whole process [72, 119, 145, 153]. In fact, it has been shown that as the number of
measurements decreases the reconstruction error decreases at an optimal rate up to some
standard point [39, 75]. All these nice characteristics make CS a robust, highly efficient and
computationally inexpensive method [11, 75, 119].
1.3 Sparse recovery as an optimisation problem
In many research fields, we want to recover a vector X ∈ RN (representing a digital image
or signal), from linear measurements (samples) Y ∈ RM (M  N) possibly corrupted by
additive noise [11, 41, 75]:
(1.1) Yi =< X,Ci >, i = 1, . . . ,M, or YM×1 = CM×NXN×1,
where Yi represents the i-th element of vector Y and Ci is the i-th row vector (Ci ∈ RN)
used to acquire information about the unknown signal by sampling it. In essence, the aim
is to find the best fit of the given data (Y ) as a linear combination of a small number of the
basis functions C (sometimes referred to as over-complete basis or dictionary). In this case
we have an ill-posed inverse problem with much fewer measurements than unknown values;
a problem which typically arises in many areas, such as radiology and biomedical imaging
[39, 42, 46]. Based on the mathematician’s Jacques Hadamard definition on these types of
problems we say that a problem is well-posed (i.e. the opposite of an ill-posed problem) if
there is a unique solution for all the data given and this solution depends continuously on
the data [113, 194]. Indeed, numerically calculating an approximate solution of the system of
linear algebraic linear Equations in (1.1) amounts to deterrent (perturbed) data not uniquely
defined, as the system is ill-conditioned (more unknowns than equations). Moreover, in most
cases the matrix C is not square and thus its inverse C−1 does not exist which means that
SVD and interpolating methods cannot be used in this case.
Recently, it has been suggested [11, 42, 46, 75] that solving the under-determined system
of linear equations defined in (1.1) can be modelled in an equivalent way as an optimisation




‖Xˆ‖l0 s.t. ‖CXˆ − Y ‖l2 ≤ ,
where the norm ‖.‖l2 represents the Euclidean distance to be decreased between the measure-
ments and the data, while the norm ‖.‖l0 counts the number of non-zero components which
enforces sparsity (minimum number of non-zero entries). The parameter  indicates the error
term assumption (data misfit relaxation), in the collection of noisy measurements Y , with
bounded values ‖‖l2 ≤ c with 0 < c < 1 a small constant. The aim is to find the sparsest
solution of the non-convex problem (1.2) in a form of an estimate Xˆ of the original vector
X, given the highly incomplete and inaccurate measurements Y . This process is also called
signal recovery (reconstruct the original signal when  = 0) or de-noising (remove the noise
from the signal when 0 <  < 1). Since most of recovery methods end up performing some
sort of smoothing (relaxation) operation on X to produce an approximate Xˆ, the process is
sometimes also called smoothing [28].
We can easily see that in the problem (1.2) for the case of  = 0 the constraints are
linear while the objective function is non-linear, while for  > 0 both the objective function
and constraints are non-linear. In fact this problem is NP-Hard (reduction from the Set
Covering problem) [92, 146]. Instead of replacing the l0 norm based problem with its convex
equivalent (l1 norm based problem assuming that ‖CX‖l2 ≈ ‖X‖l2 based on the number
of measurements) as has been suggested in [11, 39, 42, 75], we will approximate it with a
smooth, easy to differentiate function subject to the same as previously constraints [6, 142,
161, 199, 213]:
(1.3) ‖X‖l0 ≈ f(‖X‖, σ) =
N∑
i=1







where f(‖X‖, σ) is a smooth non-linear objective function which is minimised together with
the real parameter σ. The aim now is to gradually decrease both the objective function
f(‖X‖, σ) of the problem in (1.3) together with the σ parameter, which is actually a de-
creasing sequence of constants [σ1, σ2, . . . , σj]. In fact σ parameter determines the quality
of the approximation: the larger the σ, the smoother the function f(‖X‖, σ) but the worse
the approximation to the l0 norm and vice versa. It has been shown in [6, 142, 161] that
26 CHAPTER 1. INTRODUCTION
the solution approaches to the sparsest one when σ → 0, while for small values of σ the
approximation becomes more difficult due to a number of local minima.
In this thesis, the problem in Equation (1.3), given the constraints in (1.1), is solved by a
novel, swarm-based stochastic heuristic which aims to achieve a fast sparse recovery with a
reduced number of measurements compared to the l1 minimisation principle and other sparse
recovery approaches. This is achieved by an iterative process which finds an approximation
of the l0-norm based problem, viewed as a combinatorial optimization problem. The l0
heuristic uses the gradient of the function defined in (1.3) to rank the slightly different
feasible solutions carried by swarms at each iteration. With the use of a stochastic step
in the generation of the solution, the heuristic avoids stalling and thus being trapped into
the numerous local minima of the problem in (1.3). In general, the quality of the solution
provided is very good in terms of linear execution time and small recovery error under the
presence of highly under-sampled measurements with and without noise. Efficient sparse
solution of over-determined linear systems (over-sampled measurements where M  N) is
also possible using the l0 heuristic, compared to other sparse recovery methods which are
only conjectured to work. For further details see Chapter 9.
1.4 Methods for sparse recovery and stability
Due to the fact that the measurement process in (1.1) is not adaptive and the reconstruc-
tion process in (1.2) of a signal/image is non-linear, a variety of measurement and recovery
algorithms have been developed and proposed during the recent years. These algorithms
are referred to CS literature as sparse recovery algorithms and include conventional linear
programming algorithms [42, 130], which replace the combinatorial problem in (1.2) with a
convex optimization problem and exploit the problem’s structure and some tailored combi-
nations, such as a re-weighted l1 norm approach [45], the least squares variations [29, 52, 56]
and modified Newton based methods [13, 17, 38, 92]. Most methods in this category start
from an initial solution guess X(0) and then gradually generate a sequence of solutions itera-
tively X(k), k = 1, 2, . . . from the previously generated solution. Other major computational
techniques for solving sparse approximation problems are greedy approaches2. This selection
2A general notion of a greedy approach, we adopt in this thesis, refers to an algorithm that selects an item
from a sequence that is the most“appropriate” or “best” according to some criterion set, without keeping
the previous choices or steps made [62, 147].
1.4. METHODS FOR SPARSE RECOVERY AND STABILITY 27
of choices does not follow any pattern and the algorithm simply selects the “best” current
choice. Sometimes greedy algorithms are also called exhaustive search [135, 147], such as
IHT [21, 22] and OMP [35, 177] and their variations [196, 197], which iteratively refine a
sparse solution by successively identifying one or more components that yield the greatest
improvement in quality (e.g. minimising the residual R = ‖Y − CX(k)‖l2).
In general, these methods cannot guarantee to find the sparsest solution to the problem
and they are usually computationally more complex than other sparse recovery algorithms.
Although many tailored approaches have been introduced, such as AIHT, STOMP, ROMP,
PMP [21, 35, 72, 80, 148], they still remain very computationally expensive and approximate
in reconstruction performance, as they do not consider the signal’s structure in terms of spar-
sity and sampling pattern (see [141, 196, 215] for further discussion and analysis). A simple
typical example of failure in greedy methods is when a linear combination of the transformed
vector (signal or image) happens to be highly correlated with a third vector belonging to
the same dictionary, fact which will result in wrong solution choices and thus non-optimal
representations [132]. Recently, we have also seen interest in heuristic algorithms directly
solving the l0 norm based problem in (1.2) [6, 142, 161] or even model-based compressive
sampling algorithms, which use additional a-priori information such as the tree structure of
wavelet coefficients to guide the recovery process [66, 82, 118]. It comes with no surprise the
plethora of striking sparse recovery methods for sparse approximation being available since
CS is an important and popular topic of research in recent years. For a quick overview of
the most common and efficient solvers see [132, 196, 215].
Nevertheless, many interesting classes of sparse approximation problems solved by nu-
merous computationally tractable algorithms have been introduced. We will not provide a
complete overview of the possible recovery algorithms here. Instead, we will merely outline
the most important approaches, which are computationally practical and lead to provably
correct solutions under predefined conditions as we will see in Chapter 4. More details about
the methods and their corresponding recovery approaches can be found in Chapter 7 and
Chapter 8. The most popular basic recovery algorithms ([13, 38, 42]) solve the following
problem, often known as Basis Pursuit, de-noising, or simply as l1-minimisation:
(1.4) min
Xˆ
‖Xˆ‖l1 s .t . CXˆ = Y (= CX),
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where Xˆ = [Xˆ1, Xˆ2, . . . , XˆN ] is a sparse vector estimate representing the signal/image which
can be recovered from a small number of linear measurements Y = [Y1, Y2, . . . , YM ] with
M  N . The ‖.‖l1 norm denotes the sum of absolute values. Despite the number of quick
solvers available, these methods are still very slow to converge for large scale problems.
Several improvements have been proposed to increase the quality of approximation and
handle noisy cases, such as re-weighted l1 [45] or l2 norm [52, 56] and Dantzig selector (l∞
norm) [13, 49]. In case of the Dantzig selector the l1 norm based objective function remains
the same but it is subject to slightly different set of constraints, namely:
(1.5) min
Xˆ
‖Xˆ‖l1 s .t . ‖CT (CXˆ − Y )‖l∞ ≤ ,
where −1 ≤  ≤ 1 is a small quantity measuring the estimation error for recovering Xˆ while
projecting back to N elements (instead of M) using the transpose CT . In the case of re-
weighting techniques the new value of the solution obtained is recalculated in every iteration
using a simple weight:
(1.6) W (t) = ((Xˆ(t−1))2 + λ)p/2−1,
where t is the current iteration of the method, 0 ≤ λ ≤ 1 is a small regularisation parameter
(in case Xˆ(t−1) is close to zero) depending on Xˆ values and p ∈ [0, 2]. Note the special case
where p = 0 where the weight becomes W (t) = log((Xˆ(t−1))2 + λ)) [196].
In addition to the general optimisation principle defined in Equation (1.4) there is also a
variety of greedy and iterative methods such as IHT and OMP (see Chapter 7) which treat
vector CTY as a rough estimate of X and obtain Xˆ by iteratively identifying likely non-
zeroes. Alternatively, some sparse recovery methods try to minimise an objective function






‖CXˆ − Y ‖l2 + T‖Xˆ‖l1 ,
where C is a dense matrix of corresponding dimension and ‖.‖l2 denotes the standard Eu-
clidean (l2) norm. The term ‖CXˆ − Y ‖l2 is the data fitting term while the T‖Xˆ‖l1 is the
regularisation term, with T a non-negative parameter controlling the sparsity of solution.
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The presence of additive term of l1 norm very often increases the sparsity of optimal so-
lution (see [17, 18, 59, 116] for more details). This feature is used in many areas, such as
signal processing and statistical inference. In general, the objective in (1.7) is a non-smooth
convex function, where several gradient based methods are used for generating a solution.
An alternative yet similar problem formulation which is intermediate for the l0 and l2 norm





‖CXˆ − Y ‖l2 + T‖Xˆ‖l0
Note that IRLS [52, 56], FOCUSS [116] and TWIST [17, 18] are a family of recovery algo-
rithms that treat these types of problems and their variations. Although they are much
quicker than BP methods the quality of their solution estimation is worse especially for
weakly sparse or approximately sparse vectors [142, 196].
Along with the development of many efficient sparse recovery algorithms there has also
been significant interest in ensuring the necessary conditions so as the recovery methods can
obtain provably accurate estimations. One of the first known assumptions is the Restricted
Isometry Property (RIP) of the Sensing matrix C which essentially requires that ‖CX‖l2 ≈
‖X‖l2 for any K-sparse vector (signal or image with K-non zero entries). However, any
direct construction of matrix C that satisfies this property turns out to be very difficult; in
fact it is NP-Hard [40, 41]. On the other hand, it is possible to show that if we construct C
at random, then with high probability it will satisfy RIP [39, 189]. In fact, there is a number
of different distributions, such as Normal, Bernoulli and Rademacher ensemble (i.e. each
entry is either 1/
√
M or −1/√M with equal probability) where the entries of C matrix are
drawn so as to efficiently achieve dimensionality reduction in the sampling process. All these
measurement matrices are universal with respect to the sparsity inducing basis and with high
probability satisfy RIP conditions, given that the measurements are M ≈ K log(N/K) (see
for example [39, 40, 42] for details on measurement bounds). The performance guarantee is
finite and proportional to measurements size and approximation error [39, 42, 50]:
(1.9) ‖X − Xˆ‖l2 ≤ 1K−1/2‖X −XK‖l1 ,
where Xˆ is the derived estimate of X using the l1-norm based optimisation approach, XK is
the best possible K-sparse approximation to the original X and 0 ≤ 1 ≤ 1 is a small absolute
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constant, while the l2 norm refers to the Euclidean distance. In the special (theoretical) case
where X = Xˆ the Equation (1.9) holds as an equality. However, this is not the case in real
life applications where XK represents the best possible K-term (sparse) approximation of
the N -term X (K  N) using a different domain of representation, such as the application





where α is a small absolute constant depending on the values of X. For example if XK
represents the best 250-term sparse approximation of 1000-term X using FFT (Fast Fourier
transform) then α ≈ 50. Further discussion regarding Unitary transforms and sparse ap-
proximation can be found in Section 2.3 and Section 2.5, while specific cases, measurement
bounds and assumption models in the context of CS are provided in Chapter 4.
1.5 Application areas of CS
The CS technique has a number of applications apart from the obvious areas of signal and
image recovery [132, 186]. In radiology and biomedical imaging for instance we can typically
collect much fewer measurements about an image of interest than the known number of
pixels (i.e. every pixel represents a sample). Representative examples are MRI, Hyper
Spectral Imaging and tomography images (e.g. x-ray transmission tomography, positron-
emission tomography (PET) and single-photon emission tomography (SPECT)) [42, 134, 170,
213]. Computational Biology and particularly gene expression constitutes another example,
where highly dimensional data frequently arise [154, 186]. Gene expression studies typically
involve a relatively low number of observations while the total number of genes is aggregated
in thousands. Similar problem arises in seismic and geophysical data analysis in general
[82, 154, 186]. Other examples in statistical signal processing, error correction and non-
parametric estimation include the recovery of a continuous-time curve or surface from a finite
number of noisy samples [48, 66, 72, 74, 142]. Other notable areas include sensor networks
[71], analog-to-digital Information Conversion [139], Compressive Radar [88], Astronomy [58,
186], Communications [102], Cognitive Radio network [122], Acoustics and Time-Frequency
Analysis [48, 87], Geo-science and Remote Sensing [58], Robotics and Control [109], Optics,
Holography and MRI [123, 132, 169, 186], Fault Identification [191, 200] and Music Genre
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Classification [54]. For a more detailed treatment of direct and indirect applications of CS
the interested reader is advised to visit the Compressive Sampling website of Rice University
[100] which contains several application areas updated regularly.
In all these applications the underlying problem is the estimation of a sparse signal, image
or system of parameters. Some efforts have also been made for incorporating the information
about sparsity into the estimation problem in order to design more accurate or less complex
estimation algorithms with a number of other potential applications. In fact, it is believed
that further progress and experimentation in CS may have far reaching impact across many
new areas of statistics [39, 196]. However, CS in general, is particularly useful in cases where
hardware limitations affect the collection of samples directly in a frequency domain due to
the fact, for example, that measurements are expensive or not possible to be obtained [85].
CS can also be used in cases where the computations at the sensor end are very expensive
but at the receiver end very cheap, on condition that a signal or image is sparse in a known
basis (transform domain). MRI (Magnetic Resonance Imaging), agiography, tomographic
imaging and optical microscopy are some of the first applications of CS, where we assume
sparsity and incoherence in measurement samples, which are selected from the 2D contin-
uous Fourier transform (limited frequency domain samples) [42, 85, 170]. In these cases the
application of CS can be viewed as a low pass filter directly applied to Fourier coefficients
for efficient sparse recovery, which can integrate sensing, compression and processing at the
same time. Other well-known areas of application for sparse representations and descriptions
are denoising, smoothing, channel coding and data compression where CS can be used for
efficient error recovery in transmission and storage [28, 39, 87]. Here, the dictionary or basis
is known to both sender and receiver as a universal encoder, which is randomly designed
with or without knowledge of structure of signal. Using the values obtained by the com-
pressed, sparse signal transmitted by the sender, the receiver can reconstruct approximately
the original one without much loss.
Efficient recovery from under-sampled measurements under the presence of noise consti-
tutes the current scientific forefront together with further research in the interplay between
signal/image models, sampling operators and efficient new reconstruction algorithms. In this
context we seek to recover Xˆ ∈ RN from partial measurements Yˆ ∈ RM (M  N) under
some additive noise e ∈ RM in the model and under the assumption that the elements of
C matrix follow an unknown probability distribution instead of the Normal distribution. In
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this case the noisy model of the under-determined system of equations can now be defined
as follows [43, 76, 105]:
(1.11) YˆM×1 = CM×NXN×1 + eM×1,
where e ∼ N(µ, σ2) is a small bounded noise with 0 ≤ ‖e‖l2 ≤ 1. This typically models simple
errors (e.g. loss in transmission, malfunctions, environment noise, etc.) in the sampling
process which are stochastic and not correlated with signal vector X we seek to recover.
Another scope of current scientific research is conducted in the design of the specifica-
tion of accurate signal/image models that exploit signal/image structure, the development
and study of sampling systems that preserve the relevant signal/image information and the
derivation of fast and provably efficient algorithms to reconstruct the signal/image form
these samples. In this case the model of the under-determined system of equations can now
be defined as follows [39, 79, 186]:
(1.12) YˆM×1 = ΦM×NΨN×NXN×1 + eM×1,
e ∼ N(µ, σ2) typically models simple errors in the domain of representation of signal ΨN×N
which is the sparsifying transform for enhancing sparsity (e.g. Fourier transform), Φ is
the Sensing or Sampling matrix (which defines the random selection of the columns in Ψ)
and X ∈ CN is the unknown vector we want to recover from the partial measurements
Yˆ ∈ CM in Ψ domain of representation. The purpose is to define the optimal bounds for the
measurements M and sparsity levels K for the best possible solution stability and robustness
to data corruption (0  1) and compressibility (K as small as possible). The design of
Ψ and Φ and how can be efficiently combined into the global Sensing matrix (compression
and representation) is another area of research in CS. For example, it has been suggested in
[6, 161, 199] that it is possible to design new Sensing/Compression matrices C, which follow
different distributions than Normal distribution (e.g. Levy, Poisson, etc.), but can still derive
optimal bounds for sparse recovery with much smaller number of measurements.
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1.6 Contributions of the thesis
The aim of this thesis is to provide a more consistent view on the field of CS and introduce
a new alternative approach for solving the l0-norm minimisation problem, which arises in the
sparse signal/image recovery problem. In particular, the aim is to develop an efficient method
to recover any type of signal, such as speech and image data, using what was previously
considered as highly incomplete and inaccurate (under-sampled) measurements. This is an
ill-posed inverse problem, which can be solved as an l0-norm based (non-linear) optimization
problem (NP-hard problem) with the help of a new swarm based heuristic. By combining the
concepts of neighbourhood and gradient based methods [112, 206, 214], this population based
evolutionary (swarm based) heuristic finds an approximation of the l0-norm based problem,
viewed as a combinatorial optimization problem. This is achieved by iteratively re-weighting
and minimising the difference between the solution and the observations based on a gradient
of a function which approximates the l0 norm. In each iteration every swarm calculates
and carries a slightly different feasible solution based on the current best (optimal) solution,
which is necessary so as to avoid being trapped to one of the numerous local minima. In
general, the l0 heuristic achieves fast and efficient recovery of signals and images, viewed
as real and complex vectors with high sparsity. A detailed description of the l0 heuristic
method, including its parameters, initial and new solutions, is provided in Chapter 6.
In this thesis we will also define and present different recovery methods and optimisation
principles for sparse recovery of both real and complex-valued vectors. These methods and
principles use slightly different optimisation problems where the constraints are the same
but the definition of the objective function changes (e.g. TV-norm and re-weighted l2-norm
metrics). Chapter 9 presents a number of experiments where we compare the performance of
the l0 heuristic with other sparse recovery methods, such as OMP, COSAMP, AIHT, LASSO,
SL0, IRLS and packages, such as L1-Magic, NESTA, CVX, FOCUSS. The performance of
each sparse recovery method is measured in terms of execution time (in CPU cycles) and
recovery error (e.g. expressed as a mean-square error between the original and estimate)
under different sparsity levels (from highly sparse to weakly sparse vectors), samples sizes
(from highly under-sampled to over-sampled cases), types of Sensing matrices (Uniform,
zero-one, Normal, exponential, geometric, Poisson, Pareto), Unitary transforms (FWHT,
FFT, DCT) and different levels of noise during the sampling process.
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The l0 heuristic is able to recover real and complex-valued sparse vectors under linear
time complexity, in contrast to other recovery methods, such as LASSO, l1 minimisation
principle, NESTA and L1-Magic, which require quadratic time complexity. Moreover, the
l0 heuristic can recover sparse vectors with small recovery error from highly under-sampled
or over-sampled measurements, on condition that the vector is sparse enough. For example,
for an 70-element vector with 10 non-zero entries, efficient recovery (10−1) can be achieved
from less than 23 − 25 measurements, in contrast to 30 measurements required by AIHT,
IRLS, LASSO and 35 measurements required by OMP and l1 minimisation principle to
achieve the same or better level of accuracy. Efficient recovery (10−50) for the same vector
is also possible from moderately under-sampled and over-sampled measurements (50 − 80
samples), for the l0 heuristic, where the solution guarantees are only conjectured to work and
sparse recovery methods, such as OMP, IRLS, AIHT, NESTA, fail. However, for samples
sizes between 35 and 50 the recovery error of the l1 minimisation principle is 10
−40 and
between 10−25 and 10−40 for the SL0 method, in contrast to the recovery error between
10−8 and 10−30 for the l0 heuristic. Similar results are also possible under the presence of
noisy measurements, on condition that we have bounded small additive noise and enough
measurements (at least twice the sparsity level). Sparse recovery using the l0-heuristic is
also possible using sampling matrices with entries drawn from probability distributions (e.g.
exponential, geometric, Poisson) which are not supported by the majority of sparse recovery
methods, such as OMP, AIHT, LASSO, AIHT, NESTA. These probability distributions,
in contrast to Normal and Rademacher distributions are not used in CS since they do not
provide sufficient guarantees about the stability of the solution. For example, a 200-element
real-valued vector with 20 non-zero entries can be efficiently recovered from 90 samples,
drawn from the Poisson and Pareto distribution, with 10−10 recovery error.
Finally, it is also important to briefly note the drawbacks of the l0 heuristic, some of
which are also common to other sparse recovery methods; the need of randomness as an
inherent step of the sampling process (common for all known sparse recovery methods), the
a-priori knowledge of the sparsity level of the vector to be recovered (also common in OMP,
AIHT, LASSO), the small bounded additive noise levels for efficient recovery (also common
in OMP, AIHT, LASSO, NESTA) and the samples size (very efficient mainly for highly
under-sampled or over-sampled cases). Towards this direction the use of different types
of filters (hard-threshold, median and moving average) can be an important improvement
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in the performance of the l0 heuristic for sparse vector recovery from noisy under-sampled
measurements (see Chapter 9 for further details).
The remainder of this thesis is organised as follows. Chapter 2 provides an introduction
and brief analysis on signals, sampling techniques, measurements collection, images, spar-
sity, incoherence and Unitary transforms. Chapter 3 provides an analysis of the Compressive
Sampling (CS) method using a simple example in signals and images. Chapter 4 discusses
in detail the sparse approximation as an optimisation problem together with the necessary
description on measurement bounds and the stability of the optimal solution. Chapter 5 pro-
vides an introduction on noisy and perturbed environments. Chapter 6 extensively describes
the design and analysis of the l0 heuristic. Chapter 7 describes the most representative
algorithms used for sparse recover, while Chapter 8 describes the most important Matlab
packages used for the same purpose. Chapter 9 describes the numerical experiments con-
ducted, namely 10 for sparse signal approximation and 2 for sparse image approximation.
Chapter 10 provides some concluding remarks and future work on the areas of Compressive
Sampling and Sparse recovery in general.
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Chapter 2
Background knowledge
This Chapter aims to provide key notions that CS theory relies on. In particular, we briefly
describe the notions of image/signal analysis, randomness in sampling, sparsity, probability
and transformations; all of which constitute the scientific fields or techniques that CS takes
advantage for efficient compression and recovery of a signal or image. In later chapters we
will define the CS method (Chapter 3), the recovery problem needs to be solved for sparse
signal or image recovery (Chapter 4) and representative algorithms/packages in bibliography
for formulating and solving relevant recovery problems (Chapters 7, 8). Other key notions
defined and discussed include random matrices, norms, sparsity, Unitary transforms and
incoherence. At this point we also have to pinpoint that CS is actually a lossy compression
technique rather than just a sampling or signal/image processing procedure.
2.1 Fundamentals of signals
In Signal Analysis the term signal generally refers to a function that represents one or
more independent variables of a set I (domain of a function) in one or more dependent
variables of a set U (range of a function) [32, 155, 210]. In essence, a signal is a description
of how one parameter varies with another parameter. For instance, voltage changing over
time in an electronic circuit, sound and electromagnetic waves, or a brightness varying with
distance in an image. A relevant notion is a system; it is any process that produces an output
signal in response to an input signal [32, 157, 210]. Continuous systems input and output
continuous signals, such as in analog electronics, while discrete systems input and output
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discrete signals, such as computer programs computing values stored in arrays. Represen-
tative examples of signals with high research interest are human speech (function of time),
video signals, music signals, voice signals, 3D images (representation of a certain property as
a function of coordinates, such as the (x, y) spatial variables in a plane), biomedical signals
(used in electrocardiography, MRI, PET, SPECT etc.) or even tracking signals (using some
sort of sensors for finding the coordinates or velocity of vehicles) [136, 157, 205, 210]. More-
over, a voltage or current of a circuit, the telephone voice transmitted through the copper
wires/lines or even the Dow Jones Industrial average can also expressed as a measurable
quantity (function of one or more independent variables) in space or time and thus as a
signal [157, 205, 210].
It is useful to categorise and characterise the signals based on their type. In particular,
if the values of the variables of the signal belong to a continuous set, we have a continuous
time signal, while in the discrete time signal the values of its variables belong to a discrete
set [136, 157, 205]. Similarly, when the values of the signal cover a continuous set then
the signal is specified as analog, while if its values cover a discrete set then we have a
digital signal [136, 157, 205]. It is important to pinpoint that discrete time signals arise
usually via sampling continuous time signals in some time interval using specialised interface
circuits since computers and other digital devices are usually restricted to discrete time
signals instead. In the CS theory, for simplicity, we only presume discrete time digital
signals represented as vectors, which is a commonly adopted approach, see for example in
[132, 186, 215].
2.1.1 Basic types of signals
Simply put, a signal is actually a time-varying function in any field relevant to signal
processing, electrical engineering or communications. More precisely, a one dimensional
signal expresses the change of a variable, let it be f , in terms of another variable, let it
be t [157, 205, 210]. This can be defined as a function f(.) such that t → f(t) 3. Usually,
the independent variable t refers to time or space and receives values from the domain I
3In general, a signal can be represented by two alternative approaches. The most common one is the
time domain where the signal is usually represented as f(t) for one dimension. An alternative representation
as we will see in Section 2.3 is the frequency domain where the signal F (ω) is represented in terms of the
independent frequency variable ω. Any signal can be represented in either domain as both representations
are equivalent [99, 132, 186].
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of the signal, while the value of the signal at time t is symbolised as f(t) and is defined
in some range of values in U [157, 205, 210]. If this variable is defined in a discrete space,
which means that the set I is a discrete set then the corresponding signal is called discrete
time signal. The most common cases of discrete time signals are defined in I = Z or when
I = Z+, where Z+ defines the set of non-negative integer numbers. Such types of signals can
be represented as a sequence of numbers where the independent variable is represented as t,
the corresponding value of the signal with f(t) and the chronological progress of the signal
(signal cycle) as t→ f(t).
Another important classification refers to whether a signal is represented by an aperiodic
or periodic function f(t). For practical purposes we usually consider signals which repeat
themselves over a period of time interval without significant distortion. In CS theory, for sim-
plicity and analytical purposes, we presume only discrete and periodic time digital signals.
This is also the common approach of signals of scientific interest, even with long duration,
see for example [39, 46, 132]. Some basic well-known discrete time signals, used for the rep-
resentation of acoustic waves, vibrating structures, human speech and several mathematical
and physical models, are the following [136, 157, 205, 210]:
• The unit step which is defined for I = Z+ as: fs(t) = 1, t ∈ Z+
• The linear signal which is defined for I = Z+ as: fr(t) = t, t ∈ Z+
• The sinusoidal signal (or pattern) is defined as: f(t) = sin(ωt), or alternatively the
cosine wave, a signal waveform with similar representation: f(t) = cos(ωt), for t ∈ Z+
and a parameter 0 < ω < pi. Both sine and cosine waves have identical shape and
same frequency though the cosine wave leads the sine wave by 90 degrees of phase.
Particularly each point on the cosine wave occurs exactly 1
4
cycle earlier than the
corresponding point on the sine wave [157, 205, 210]. Both sine and cosine waves are
important in Fourier analysis and Unitary transforms Section (2.3, as more complex
waveforms are defined in terms of sine and cosine waves.
Note that the signals we describe here are what we call “one dimensional” since the domain
of defining a signal is characterized by only one variable. If we have a domain I defined by
a two dimensional variable then the signal is defined as two-dimensional, while if we have
a variable of m dimensions then the signal is defined as multidimensional or m-dimensional
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[157, 205, 210]. In the first case the signal expresses the change of the dependent variable f
in terms of the two independent variables t1 and t2 and the function f(...) is defined in the
domain I = I1 × I2, such that (t1, t2) → f(t1, t2). In the second case we assume that the
domain of I has the form of a Cartesian product I = I1 × I2 × . . .× Im, where I1, I2, . . . , Im
are subsets of the set of integers Z [157, 205, 210]. In all cases we assume that the variables
can get discrete values. A representative example of a two dimensional representation is the
digital images stored in computers. As we will see in Section 3.7 an image can be represented
as a two dimensional array of points of the same size as the image. Every element of this
array represents the light intensity of the image’s pixel and its coordinates, its position inside
the array grid and thus in the image.
2.1.2 General signal formulation
As we discussed previously, in signal processing, a signal can be represented in time or
space as a function f(t), which is referred usually in the literature as a waveform and is
defined as a combination of sines and/or cosines over a specific domain of numbers, usually
discrete integers. In signal processing theory almost every periodic signal of period T0 can
be represented as a function f(t), formed as a linear combination of coefficients (amplitudes)
and waveforms (sines or cosines), which represent the basis of the signal. A general expansion




(ωk cos(kω0t+ A) + vk sin(kω0t+B)),
where ωk and vk are the peak amplitude of the wave, while A, B and ω0 are the set of
real numbers forming the coefficients, where every term ωk cos(kω0t+A) + vk sin(kω0t+B)
define one harmonic of the function f(t). For k = 1 the term is called first harmonic or
fundamental harmonic [157, 205, 210]. In general, if we know all the frequency components
ωk and vk then we can efficiently recover the signal f(t).
In fact, function f(t) represents the signal through time t, ω0 is the fundamental frequency
of the signal (i.e. the duration and the intensity of the signal) and A,B are some constants
that represent the time offsets (phase or displacement offsets) of the signal [57, 157, 210].
Note that the angles (kω0t + A) and (kω0t + B) are usually measured in radians, where
pi (in radians) = 180o, while ω0 is sometimes also called angular frequency. Usually, the
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values of ω0 span in the range [0, pi], while the values of A, B span in the range [0, 2pi]. It is
also important to mention here that the frequency ω0 can also be represented as [136, 157,
205, 210]:
(2.2) ω = 2pif0, or f0 =
1
T0
where T0 is the period (i.e. the number of occurrences of a repeating event per unit time),
f0 is the frequency number of rotations in a period of time, usually 1 second, and ω0 is again
the angular velocity or angle in an amount of time. In general, f and ω use different units
to express the frequency; f expresses the frequency in terms of revolutions or number of
complete cycles, while ω uses radians for the same purpose and since one revolution (or full
circle) is 2pi radians (or 360 degrees), the two terms are related as ω = 2pif .
CS theory is based on the idea that by exploiting the signal structure we are able to
reduce the sampling size and thus the time required for digital processing and storage space.
Throughout this thesis, for simplicity reasons we will only consider finite dimensional prob-
lems where every signal can be measured and presented as a vector in a finite dimensional
subspace of RN or CN , F = [F1, F2, . . . , FN ], where Fi (for i = 1, . . . , N) represents the i-th
element of vector F . More generally, we can model a signal F as the linear combination of
N elementary waveforms, called signal atoms, such that [11, 46, 79]:




where vector W = W (F ) = [W1,W2, . . . ,WN ] is called the representation coefficients of F
in dictionary Ψ = [Ψ1,Ψ2, . . . ,ΨN ], which is a N × N matrix which represents the domain
of representation. The elements Ψi are columns of Ψ which represent a vector of atoms with
sines, cosines, or any other combination with/without complex numbers. For example, based
on general signal representation defined in Equation (2.1) W represents ωk and vk elements
of a signal, while Ψ represents the elements cos(kω0t + A) and sin(kω0t + B) (in the main
diagonal of Ψ). In fact, the coefficients vector W is characterized by the same sparsity profile
or support as the signal F under Ψ representation, which means that W is sparse (it has
many close to 0 entries), as we will see in Section 2.5. Note also that in order to facilitate
later analysis, we adopt a more general notation that Fi represents the i-th element of signal
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or image F .
We also assume that every discrete time signal has a sparse representation on a fixed basis,
meaning that one can store only a small number of adaptively chosen transform coefficients
without much loss. If the given signal is not sparse, we can easily enhance its sparsity by
applying a Fourier or a similar transform, such as the Wavelet or Discrete Cosine transform,
which simply changes the values of Ψ. Signals or images that are sparse in Ψ are those that
can be written exactly as a superposition of a small fraction of the atoms in the family Ψi.
In contrast to conventional sampling methods, CS is a protocol that senses and compresses a
signal simultaneously in Ψ domain without going through the intermediate stage of acquiring
all the samples. This is a distinctive property of CS entailing that the measurement process
is not adaptive, in the sense that it will not depend on the explicit knowledge of the signal
F . Note that in order to achieve this outcome, we need to use dictionaries Ψ in which
sets of signals can be decomposed in a sparse manner and to find and use measurement
ways that are incoherent (random) in terms of these dictionaries. Further details about the
transformations can be found in Section 2.3, while a comprehensive comparison of different
transform domains and how they affect the efficient signal recovery can be found in Section
9.4.9. Note also that the aim of this thesis is not to explicitly define and compare all
the different transforms, but merely to briefly describe them in terms of their contribution
towards enhancing the sparsity of a vector (image or signal).
2.2 Sampling techniques
In signal processing theory, sampling is a process of converting a function of continuous
time or space (i.e. a signal or an image) into a function of a discrete time or space (a numeric
sequence) [136, 157, 205, 210]. This is in general a process of reduction of a continuous time to
a discrete time, as a sequence of samples of a continuous time signal in proper time intervals
[136, 157, 205, 210]. A general sampling process derives this set of discrete values (points)
uniformly spacing. In a simple mathematical form the sampling process can be expressed as
a multiplication [157, 205, 210]:
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where f ∗(t) is the sampled output function at (kTs) intervals (Ts is the sampling period or
time), f(kTs) is the original function (signal in time) f(t) sampled at (kTs) intervals (replace
the continuous variable t with the discrete value or index kTs) and S(t, kTs) is the sampling
function in time at (kTs) intervals so as to convert a continuous (analogue) function f(t) to
a discrete (digital) function f ∗(t). This sampling function can be for example the unit pulse
expressed as Dirac delta function as S(t, kTs) = δ(t− kTs), where Ts is the sampling rate or
period which can also be expressed as sampling frequency fs = ωs/2pi = 1/Ts.
Obviously, the continuous signal f(t) which can be recovered back from the sampled one
f ∗(t) is not exactly the same, but a good approximation. This reconstruction (recovery from





where p is a general or rectangle pulse function which is not based on any prior knowledge
of signal’s support. For example:
(2.6) p(t) =

0 for |t| > 1/2
1/2 for |t| = 1/2
1 for |t| < 1/2,
or more generally [157, 205]:
(2.7) p(t) = hδ((t− c)/b),
where h is the height offset, c the centre offset and b the width offset of a time interval. Note
also that the ordinary sampling scheme follows the pattern that the sampling rate must be
at least the highest frequency of the original signal (Nyquist-Shannon theorem/limit for a
signal). For example, given a simple signal f(t) = 5 cos(2pi250t), the sampling frequency has
to be fs ≥ 500 Hz, or the sampling period Ts = 1/fs ≤ 0.002 secs. This might represent for
example, a 2 cycles/second cosine wave being sampled at 1000 samples/second. Undersam-
pling (sampling using a lower frequency) can cause aliasing which means that samples taken
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are not enough for efficient recovery (less than twice the bandwidth 4). In a more general
perspective the reconstruction process is exact (without loss of information) based on the
following Sampling Theorem (i.e. Nyquist-Shannon Theorem):
Theorem 1: [157, 205, 210]The sampling frequency must be at least twice greater than
the highest frequency of the signal so as the signal can be exactly reconstructed from its sam-
ples. In other words, if B is the highest frequency of the original signal, then the sampling
rate fs ≥ 2B samples/second, so as to efficiently recover a signal f(t) from its samples
f ∗(kTs) at (kTs) intervals (Ts = 1/fs ≤ 0.5B). Alternatively, given an infinite sequence of
samples a signal can be perfectly reconstructed if the sampling rate exceeds 2B samples per
second.
In other words, if a signal (function f(t)) does not have any frequency higher than B Hertz,
then it can be obtained back by collecting a series of points spaced 1/(2B) seconds apart.
Therefore, the value of B, which is also called Nyquist frequency, is indeed the highest fre-
quency needed for deriving meaningful information (i.e. no error recovery) from a set of
data/samples. For example, if we restrict the frequency ω = 2pif of a signal to take the
values (2pi/N, 4pi/N, 6pi/N, . . . , pi), where N denotes the even number of terms/sums of the
signal, then the upper bound (Nyquist frequency) is set to pi, while the lower bound (lowest -
fundamental frequency) is set to 2pi/N . Note that both fundamental and Nyquist frequencies
are mainly used in cases where the signal is periodic (i.e. self-repeated) with period T so
that f(t+ kT ) = f(t), for all integer values of k ≥ 0. However, the Nyquist frequency does
not depend on N , but solely on the sampling frequency, in contrast to the lowest frequency
that depends on N . This means that the higher the (necessary) frequency the longer the
time period needed for measurements or observations.
On the other hand, if we sample in a frequency lower than B then the reconstructed
(from its samples) signal will not be identical to the original signal. This ambiguity is
called aliasing (under-sampling) and is valid for all types of signals or images [157, 205, 210].
Alternatively, if we sample with frequency higher than 4B then the signal will be aliased and
appear as a lower frequency signal, since we have more than required samples [157, 205, 210].
4Bandwidth is the difference between upper and lower values of frequencies, magnitudes, wavelengths or
in general energies, within a set of values in a signal [157, 210]. It is the main idea behind several signal
processing applications, including systems (see Section 2.1) and filters (see Section 9.4.10).
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A common remedy in such cases is the application of a filter or convolution mask, such
as averaging (see Appendix B) [157, 205]. As we will see in the next Section, the sampling
process is usually achieved by using a Dirac delta function δ already described, but sometimes
in bibliography we also consider a sampling process as a sum of uniformly spaced discrete
Dirac delta functions, aspect which will not consider in this thesis.
As a final note, it has already become clear that the conventional wisdom of sampling
process dictated by the famous Nyquist-Shannon Theorem requires a very large number of
samples as the sampling frequency is much more than twice the one required by the signal’s
limited bandwidth. Compressive Sampling or Compressed Sensing (CS) method, which is
the main topic of this thesis, follows a different approach which states that we are still able
to recover almost perfectly a signal or image from what was previously considered as highly
incomplete and inaccurate samples according to Nyquist-Shannon Theorem. This relatively
new sampling approach uses the prior knowledge that signals are sparse and the samples
random, while traditional ways of sampling are designed for frequency band-limited signals,
with no prior knowledge or use of over-complete signal representations [132, 186, 215]. Ac-
cording to CS theory a large class of signals can be economically (or compactly) represented,
allowing more flexibility in signal representation, more adaptivity to their morphological con-
tent and thus entailing more effectiveness in many processing tasks (restoration, separation,
compression and estimation) [41, 45, 75]. CS immediately became the new scientific forefront
of the current research due to these characteristics which have high applicability mainly in
the areas of signal and image acquisition and processing, medical imaging, error coding and
geophysical and astronomical data analysis [100, 132, 186, 215].
2.2.1 The Dirac Delta and Impulse Response functions
For discrete time sampling of signals the dirac delta function (or simply dirac function)
can be used as a simple measurement basis (sampling matrix) for a signal. In essence, this
is not a function in a strict mathematical definition. It is rather a generalised function or
distribution which maps a function, let’s say φ(t), into a real line by producing the value
φ(0) [57, 157, 205]. A general mathematical definition of Dirac delta function in the discrete
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time domain is [57, 157, 205]:
(2.8) δ(t) =

0, t 6= 0
∞, t = 0
which provides three fundamental properties, namely [207]:
1. δ(t− c) = 0, for ∀t 6= c,
2.
∑c+
c− δ(t− c) = 1, for ∀t 6= c and  > 0,
3.
∑c+
c− φ(t)δ(t− c) = φ(c), for ∀t 6= c and  > 0.
Then the collection of k-th sample yk at time t




φ(t)δ(t− t′)dt = φ(t′)
for k ∈ M , with M the collective number of measurements (samples) in time t and φ(t) a
discrete time periodic signal as a function of time t. In all cases we are interested in the values
of φ(t) in terms of δ(t) and not in the value of δ(t) itself since δ(t) is simply a generalised
function used for the collection of samples. A slight variation, also used in discrete time
sampling, is called impulse response function [57, 157, 205]:
(2.10) ht =
0, t 6= 01, t = 0
Then the output (k-th measurement) yk at time t = t




φ(t)ht−t′ = φ(t′), t = t′.
In effect, impulse function provides a way to analyse signals as one sample at a time. By this
way a discrete time signal can be decomposed into a group of components called impulses,
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as an approximation of short duration in time. An impulse is a signal composed of all zeros,
except a single nonzero point [57, 120].
2.3 Frequency domain
The representation of functions as a superposition of sines and cosines, using for example
the Fourier transform, has become a highly efficient and well-known technique with signifi-
cant impact on the numerical analysis and analytic treatment of signals and images. Fourier
transform generally focuses on estimating the spectrum or the spectral density function of
a given time series (such as signals) over a range of frequencies. Signals or images are often
analysed or modelled in terms of their frequency spectrum since their are often very large
in size in time domain (usually N  106 [132]). This is achieved by frequency domain
techniques, such as the Fourier or Wavelet transforms, which are applicable to both con-
tinuous and discrete time signals. This change in the domain of representation is usually
very convenient so as to decrease the number of the non-zero entries of the transformed
signal and therefore to enhance the performance of the sampling procedure. In fact, this
transform from the time domain t to the frequency domain ω, is lossless (the recovery error
is less than 10−15 in Matlab, using FFT transform in images) as the frequency coefficients of
the transformed signal represent the contribution of each sine and/or cosine (based on the
transform) function of the original signal at each frequency. These transforms can be used
and extended for use in a variety of related and sophisticated reconstruction applications for
signals. The category of this type of transforms (called Unitary transforms) is widely used
in many areas such as electrical engineering, geophysics, marine science and meteorology
[99, 186]. All their advantages and their properties will become apparent progressively as we
present them in the next sections. At the moment we can say that each Unitary transform
has its own characteristic properties in the frequency domain as its suitability highly depends
on these aspects as well as on the existence of a proper computational algorithm [99, 132].
2.3.1 Time to Frequency transformation
Most physical and natural phenomena can be modelled as signals which are usually in a
continuous time. To represent them in computers we have to sample them first and then
process them in the frequency domain. For convenience we usually decompose signals (or
images) over a family of functions so as to be well-localised both in time and frequency,
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which has a number of applications in the fields of signal processing and harmonic analysis
[114, 205]. The key component in such functions, called time-frequency atoms, is the time
to frequency transformation, which affects the choice of these atoms and the decomposition
offering different properties. These benefits of the transformation can be mainly used for
two reasons [99, 136, 175, 186]: for the analysis and processing of a given time signal and for
achieving compression. In fact, significant properties which are not seen explicitly in time
domain can be enhanced in frequency domain. For example, a simple sinusoid is transformed
into an impulse in the frequency domain, meaning that it is consisted of only one frequency
component. This transformation is also important for the use of low, high or band-pass
filters which work as a threshold for some frequencies and reject some others. Another
important aspect is compression applications. transforms, such as the Fourier transform, can
concentrate the energy of a signal in only a few impulses or magnitudes. This means that we
can represent a signal with much fewer samples in frequency domain than in the conventional
time domain. Then these samples can be used for transmission, storing, quantisation and
in general for many other processing steps. This is also the basic concept of various audio
codecs, such as .flac and .mpeg-4.
As we have seen briefly in Section 2.1.2 (more details in Section 2.3.3), given an N
element signal f (in a form of vector), it can be represented as a set of linear combination





where WN(f) is the coefficient vector of f which depicts the signal’s behaviour in the domain
to which Ψ belongs. For example, in a simple case where the basis Ψ is a combination of
cosines and sines, similar to Equation (2.1) where we define the general formulation of signals
and the coefficients vector WN(f) can be the ωk and vk values.
In general, in any transformation it is desired that fˆ = f , where f is assumed to be the
signal in its original physical domain (i.e. time domain) and fˆ the signal in a transformed
domain (usually the frequency domain). In other words, we expect that the transition from
one domain to another will be lossless (f will be the same in both transform domains), condi-
tion which depends on the proper choice of the elementary functions in Ψ. These elementary
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functions can be orthogonal (no correlation among them) or non-orthogonal [99, 136, 175].
The orthogonality property has a major advantage that the energy (Euclidean distance) in
the difference between fˆ and f is minimum and thus negligible 5. Moreover, in order to avoid
scaling mismatches it is important the elementary functions to also be of unit magnitude (i.e.
orthonormal) [99, 136, 175]. Finally, if these elementary functions can completely represent
the entire range of the signal in the domain to which they belong, they are also called Basis
functions. Orthogonality is also preferred since the coefficients of each elementary function
remain unchanged. This is mainly because the weighted basis has no correlation in each
other and so there is no affection of the basis by the addition of each other. In Fourier
transform complex sinusoids are used for basis with lots of applications, as the elementary
functions are periodic and this property can lead to a periodic signal as a linear combination
of periodic functions. Before proceeding with the definition and analysis of the transforms we
first need to provide a general definition of the linear transformation and then the definitions
about when a transform is Unitary and thus Orthogonal.
Definition 1:[99, 114, 136] Let M quantities T0, T1, . . . , TM−1 be linearly and uniformly




Cj,iFi, j = 0 : (M − 1).
The transformation of the quantities F0, F1, . . . , FN−1, into the quantities T0, T1, . . . , TM−1
is called linear transformation, where the coefficients of the transform Cj,i form a M × N
matrix C.
Note that every matrix C determines this transform uniquely. In matrix form the previous
5According to Parseval’s relation, in the ideal case of uniformly sampled signals, the energy of the signal
in the time domain remains equal to that in the frequency domain [99, 136, 175] (see Section 2.3.2)
6The term ”uniformly expressed” means that the difference (expressed in l1 or l2 norm) between two
elements in C remains the same across all elements Cj,i. Fourier uniformity, for example, between any two
signals is the condition where the phase difference between two Fourier components of the same frequency
band remains exactly the same across all the bands (see Section 2.3.2 for details). More general, in signal
processing uniformity implies uniform sampling intervals [99, 205].
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where F = [F0, F1, . . . , FN−1]T and T = [T0, T1, . . . , TM−1]T are column vectors, while C is
the transform matrix. This is called a N point discrete transformation and all sequences F
on which this transformation is executed, form the domain of this transformation [99, 114].
The numbers defined in the N dimensional sequence F are called orders of the transformation
[99, 114].
A simple example is the N point Fourier transform whose matrix C forms the Basis of
the transform, as a collection of functions, C = exp(2pii/N). This sequence is sometimes
called the kernel or basis of the frequency domain (Fourier transformation) with order equal
to N [99, 114]. Note that this is a one-dimensional transform (only one basis used in a form
of vector), which converts a one-dimensional vector of N elements (e.g. defined in RN) from
time (or space) domain representation to frequency domain representation. In general, the
dimension of a transformation (or more generally in vector spaces S) is the cardinality (i.e.
the number of one-dimensional vectors) of the basis used for the transformation [3, 164, 216].
Note in the previous Equation (2.14) we have an N -dimensional transformation since we
have N -column vectors in the transform matrix C. For more information on this topic see
Appendix A.
Definition 2:[99, 114, 205] If the Basis functions of an N-point transform (N-point dis-
crete transformation) are defined by a finite set of samples, then such transformation is called
discrete. If the Basis (or kernel) of a transformation is composed of real functions, then this
transform is real, while if the Basis functions (or kernel) are complex, then the transform is
complex.
Definition 3:[99, 114, 136] A transform C−1 is called an inversion of the transform C
if, for every sequence F in the domain of C, the transform C over F is the sequence T of
the domain of C−1 and the transform C−1 over T is the sequence over F . Assuming C−1 is
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C−1i,j Tj, i = 0 : (N − 1),
where C−1i,j are the coefficients representing the inverse of the transform matrix C (assuming
C is a square matrix and thus M = N).
Definition 4:[99, 114, 164] An N-point discrete transform C is called Unitary, if the trans-
form matrix is unitary. A real Unitary transform (vector space over R) is called Orthogonal.
If C is an Unitary transform (e.g. Fourier, Wavelets, Discrete Cosine), then there exits an
inverse transform C−1 whose Basis functions satisfy the following properties :






k,j = δi,k =
1, if i = k0, if i 6= k i, k = 0 : (N − 1),
where δ is the Kronecker delta function and C∗ is the adjoint of C. Note that column orthog-
onality must also be satisfied. Orthogonal is a real Unitary matrix. Note that Discrete trans-
form matrices with complex numbers are defined on vector spaces over C (non-orthogonal)
and do not preserve the dot product. Orthogonal matrices are the ones which preserve dot
product (inner product in Euclidean space, defined as ‖.‖ > 0, i.e. ‖x, x‖ > 0, ∀x 6= 0).
2) Mutuality condition:
(2.17) Ci,j = (C
∗
j,i)
−1, ∀i ∈ N, j ∈M
If the mutuality condition is satisfied then C is said to be a complete and orthogonal and
thus it has an orthonormal set of basis functions. At this point, it is important to note some
important definitions from Linear Algebra.
Definition 5:[99, 114, 205, 210] If a matrix C is real, that is a matrix with real elements,
then its adjoint (complex conjugate) C∗ coincides with its transpose CT , i.e. C∗ = CT . If
C is a square matrix, it is called unitary if CC∗ = I. If a matrix C is unitary, then its
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inverse C−1 coincides with its adjoint C∗, i.e. C−1 = C∗. Consequently, ‖CU‖l2 = ‖UC‖l2
for every matrix U given that C is a unitary matrix. If a matrix C is orthogonal, then its
inverse C−1 coincides with its transpose CT , i.e. C−1 = CT . Finally, if C is a normal
matrix then CTC = CCT .
As a final remark, we have to pinpoint that in many applications, the sparsity of a vector
(signal or image) occurs in the frequency domain. In these applications, a necessary trans-
form, such as Fourier transform is an important pre-processing step. Dictionaries (Bases) of
Unitary transforms are known to be redundant; thus the search for the vector that matches
best the vector is limited to only a small sub-dictionary and hence efficient recovery is pos-
sible. However, as we will see, some of the proposed methods in the literature (Matching
Pursuit methods) cannot handle the complex case.
2.3.2 The Discrete Fourier transform
Let’s assume we have a finite-dimensional signal in time domain f(t) ∈ CN (or RN) then
the classical Discrete Fourier transform (DFT) F(f) = fˆ : CN → CN (or RN → CN) is





where ω = 1, ..., N and fˆ(ω) is the transformed signal (spectrum). Note that from Euler’s re-
lation for complex number notation we have e(−2piiωt)/N = cos((−2piωt)/N)+i sin((−2piωt)/N).
The inverse Fourier transform does the opposite; transform data from the frequency
domain back into the time domain. So, if we are given the values of the Fourier coefficients
fˆ(ω) for all frequencies ω ∈ ZN , then we can obviously reconstruct the signal f(t) via the







for all frequencies ω = 1, ..., N , where f(t) is the signal we want to recover. Since DFT is
orthogonal the recovery of f(t) is almost exact. This is based on the Parseval’s theorem for
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Fourier transform, which is written using inner product notation as [99, 132, 136, 186]:
(2.20) < f(t), f(t) >=
1
2pi
< fˆ(ω), fˆ(ω) >
where the inner product represents the signal’s energy. For a time interval (t0, t1) the energy
of a discrete time signal f(t) can be defined as [114, 136]:

















which means that the total energy of a signal is the same in either domain.
If a function f(t) is discontinuous at a point t = t1 then we have to calculate the average




[f(t+1 ) + f(t
−
1 )],
where f(t+1 ) and f(t
−
1 ) represent the value of the function at point t = t1 as we approach the
positive and negative side respectively. A few interesting points have to be discussed here.
Rotation, change of size and small quantisation errors or noise in an object (i.e. function)




fˆ 2s (ω) + fˆ
2
c (ω),
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which is the magnitude of Fourier transform and
(2.26) tan−1(fˆ 2s (ω)/fˆ
2
c (ω)),









This aspect offers Fourier transform many advantages for template matching as it can show
how an object is varying (distance between the centre of gravity 7 and points in the periphery
of an object) given the object is periodic.
Notice also that both the DFT (defined in Equation (2.18)) and IDFT (defined in Equa-
tion (2.19)) involve the same operations except the sign of the exponent and the scale factor.
These two functions (DFT and IDFT) are sometimes called Fourier transform pair. In fact
there is one-to-one mapping between the spatial and frequency domain. The DFT maps
an N (real or complex value) vector f(t) on M complex-value vector fˆ(ω), while the in-
verse DFT maps the fˆ(ω) on f(t) [132, 186]. Moreover, if f(t) is complex then we need
one complex multiplication for the term f(t) exp((−2piiωt)/N), which is equivalent to 4 real
multiplications and 2 real additions [157, 186]. In general, the computation of f(t) requires
N2 complex multiplications and N(N − 1) ≈ N2 complex additions no matter what is the
approach we have chosen to adopt [157].
Due to this computational cost, in practice, the DFT is computed using the Fast Fourier
transform (FFT) algorithm, which is simply a computationally efficient way of obtaining
the DFT coefficients based on the symmetries of the basis (matrix Ψ) in the cosine and
sine functions so as to reduce the number of multiplications (providing that N is power of
7Centre of gravity is a simple geometric property which expresses the average location of an object [182].
For a signal (one dimensional vector) f(t) the centre of gravity c is defined as c =
∑N
t=1 f(t)/N , while for






where p, q > 0 are positive integers representing the order/power of the centre of gravity (centroids).
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2) [99, 114, 132]. For two dimensional objects (i.e. images) FFT makes use of a series of
one-dimensional transforms (in a N × N image we will have 2N 1D transforms as separa-
ble Fourier) [99, 114]. Finally, it is important to pinpoint that many authors use a slightly
different definitions for the aforementioned DFT and IDFT (see [114, 132, 186]). For ex-
ample, sometimes a constant 1/
√
2pi is used outside the sum of the Equation (2.18) and
then the Equation (2.19) has a symmetric form. Other variations use the constant 1/2pi
outside the sum of the equation (2.18) and the absence of minus sign in the exponential, i.e.
exp((2piiωt)/N) in place of exp((−2piiωt)/N). These expressions are also equivalent as the
definition of Fourier transform is more customary. In general, if the transform is written as
fˆ = A
∑+∞
−∞ f(t) exp(−ibωt), then the inversion formula is f = [|b|/(2piA)]
∑+∞
−∞ fˆ exp(ibωt).
2.3.3 CS method and Fourier transform
Suppose now that the Fourier coefficients fˆ(ω) are known only for a small, limited subset
of ω ∈ Ω ⊂ 1, ..., N of size M , where M are the measurements of the signal taken with
M  N . This means that these Fourier coefficients given are sampled on some partial
subset Ω ( ZN of all frequencies (ZN : set of N integers). This partial Fourier coefficients
matrix can be easily obtained by selecting M rows uniformly at random and re-normalising
the columns so that they are unit-normed [39, 42, 43]. In this case the reconstruction of
the signal is not so straightforward as the use of conventional methods of interpolating and
reconstructing signals will not work. This is expected as there is not enough information to
reconstruct the signal exactly in general; the initial signal F (t) has N degrees of freedom
(elements) while we are given only |Ω| = M  N 8 observations.
In CS we use a Unitary transform, such as DFT, to enhance the sparsity of an image
before down-sampling it. We only change the domain of representation and thus we enhance
its sparsity as many natural signals/images have concise representations when expressed in a
convenient basis. For simplicity reasons, it is common to treat an N×N image as a N := N2
signal vector and samples as a vector on the M frequencies (M  N); principle we will also
adopt in this thesis.
Let’s assume we have a noiseless signal F (t) as previously, which we expand in an or-
thonormal basis as a superposition of spikes (e.g. canonical basis in RN , sinusoids or splines,
8The norm |Ω| denotes the cardinality of Ω.
56 CHAPTER 2. BACKGROUND KNOWLEDGE
wavelets or Fourier frequencies) Ψ = [Ψ1,Ψ2, . . . ,ΨN ] as Fˆ (ω) =
∑N
i=1 Fi(t)Ψi. Then the
signal can be represented as a sparse linear combination of atoms in Ψ [132, 186, 215]:
(2.29) FˆN×1 = ΨN×NFN×1,
where F is the expansion coefficients corresponding to basis Ψ, where it is assumed to be
sparse (compressible). This basis Ψ is a unitary N ×N matrix of waveforms Ψ1, . . . ,ΨN as
columns and Fˆ is the vector of frequency coefficients with respect to Ψ. So, the N -point
DFT is expressed as an N -by-N matrix multiplication, where F is the original input signal
and Fˆ is the DFT of the signal. Then F is sampled or sensed using M sets of N regularly
spaced (uniformly spaced) samples. This partial information about Fˆ (measurements) is
collected as Yk =< Fˆ ,Φk >, k = 1, 2, . . . ,M [42, 75, 186]:
(2.30) YM×1 = ΦM×N FˆN×1 = ΦM×NΨN×NFN×1 = CM×NFN×1
That is, the signal is represented as a linear combination of basis functions of a linear
integral transform. We simply correlate the object we wish to acquire with the waveforms Φ,
which is the measurement or sampling operator, and Ψ is the sparcifying operator (Unitary
transform), which uses cosines and sines as basis functions (i.e. Ψk = exp(iωk) = cos(ωk) +
i sin(ωk), k = 1, 2, . . . ,M) [11, 39, 75]. In fact, there is no formal difference between Φ and
Ψ, which can be combined into the global Sensing basis C. In theory, the former refers to
the dictionary of physical spectra (Sensing basis) and the later refers to the dictionary of
waveforms (sparsity basis). In practice, C is a partial Fourier matrix obtained by selecting
M rows (i.e. measurements) uniformly at random, using Gaussian distribution, and then re-
normalising the columns so that they are unit-normed (For further details, see Experimental
results in images in Section 9.5 and for bibliography see for example in [42, 132, 170, 186, 215]).
Note that the sampling procedure described above can be applied to any orthonormal
basis, or more generally given that the columns of C are approximately orthogonal. More
generally, the problem can be formed as previously for any set of functions Ψ(t) = H(t) where
H(t) represents a Unitary transform (real or complex invertible basis). In practice we can
also assume that the collections of samples is achieved with or without a small error, which
will not affect considerably the recovery scheme [42, 44, 76]. On the other hand efficient
sampling is guaranteed by low coherence between the sparsity system or sparsity basis Φ
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and the sensing system or measurement basis Φ. This is achieved by the mutual coherence






This result demonstrates how the relationship between the sensing modality (Φ) and the
sparsity model (Ψ) affects the number of measurements (M) required to reconstruct a sparse
vector (signal) of length N . This serves as a rough characterisation of the degree of similarity
between the sparsity and measurement systems. For µ close to its minimum value of 1,
each of the measurement vectors (rows of Φ) must be spread-out in the Ψ domain. This
relationship is often referred to bibliography as mutual coherence µ. In CS theory, µ as a
measure of the largest correlation between any two elements of Φ and Φ implies incoherence.
Incoherence means that no element belonging to one basis can be sparsily represented in
terms of the other basis [82, 85]. In particular, when the Ψ domain is the Fourier basis
(IDFT: 1/N exp(2piiωt/N)) then the sampling scheme in CS should obey µ(Φ,Ψ) = 1, which
means maximal incoherence in any dimension [39, 46]. In case the Ψ domain is the wavelets
basis then µ(Φ,Ψ) =
√
2 for Haar Wavelets and µ(Φ,Ψ) ∈ [2.2, 2.9] for Daubechies D4 and
D8 wavelets (mainly for image data) [41, 46]. Finally, if the Sensing matrix Φ is drawn from
uniform independent random entries (e.g. Gaussian or ±1 binary entries) then it exhibits
high incoherence with any fixed basis Ψ, with high probability µ(Φ,Ψ) =
√
2 logN [46, 85].
Obviously, the pursue of the best transform domain which leads to the sparsest repre-
sentation highly depends on the trade-off between the computation time and the size of the
dictionary basis [132, 186]. In fact, it has been proven that we can build 2N different or-
thonormal bases from a wave-like dictionary [131, 132]. The optimal dictionary can be found
through a global minimisation of all vector components (the basis which minimises the en-
tropy of dictionary9). This is also ideal in cases where we want to distinguish vector (image)
components with same frequency range but different time-frequency structure [131, 132].
The global entropy minimisation problem produces the best match of basis when the image
9In general the problem of minimising the entropy of a dictionary can be defined as Ha = 1/(1 −
a) log
∑N
i=1 1/N W (Ψi − c)a, where a represents the order of the entropy (for a = 2 we have quadratic
entropy), Ψi, i = 1, 2, . . . , N is the vector column of dictionary or basis Ψ and c > 0 is a small constant
representing the position where the window function (called Pazzen estimator) W (Ψi − c) is centred. This
function/estimator is defined as W (Ψi − c) = 1/(
√
piσ)d exp(−(Ψi − c)a/σa) with d, σ > 0 small numbers as
parameters to the estimator. For further details see [107].
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or signal is not stationary. Otherwise for highly non-stationary image/signal structures a
Matching Pursuit method can be particularly useful though greedy [72, 131]. In this thesis
we will mainly use DFT as a more realistic application for sparse compression and recovery,
though in Section 9.4.9 other Unitary transforms, such as Discrete Cosine transform, will
also be used for comparison purposes. However, even in these cases efficient recovery still
requires a unique sparse solution and incoherence for the collection of the under-sampled
measurements; vital concepts of the CS framework.
As we have seen the conversion between the spatial (or sometimes time) domain and
the wave number representation (or frequency domain) is well-known as Fourier transform.
However, this is an example of a more general class of operations, which are called Unitary
transforms and include Fourier, Z, Discrete Cosine, Wavelet and Laplace transforms 10.
In fact, Fourier analysis has some very strong links and properties in common with all
the aforementioned transforms. A potential future direction of this research can be the
examination of the performance of different sparse recovery methods together with different
Unitary transforms for compressing and decompressing signals or images of interest. The
most common transforms for time-frequency signal decomposition applied in the area of
signal (image) processing are briefly discussed in the Appendix B. A more thorough analysis
and study of Unitary transforms, their properties and applications can be found at [99, 114,
132, 136, 186, 205, 210].
2.4 Probability models
2.4.1 Randomness in Compressive Sampling
The success of Compressive Sampling lies on the design of the sampling matrix C which is
responsible for the compression and recovery of the original vector. This is a very important
condition for CS; which requires the sampling matrix, used for the collection of the samples,
to be completely random (see later in Section 4.4). For example, if C matrix is a properly
10Such transforms are defined by complete sets of exponential (complex or real) functions that are period-
ical and have many useful properties for studying and processing signals or images (e.g. the inner product
between two vectors before the transform is equal to their inner product after the transform). Indeed, a
linear or non-linear combination of these functions can be used to represent almost any type of signal and the
behaviour of a linear time invariant system in general [99, 114]. They are an important part of image/signal
analysis, medical imaging, speech processing, error correction, biomedical engineering and even seismology!
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normalised Gaussian matrix with i.i.d entries, or a normalised binary array with i.i.d. entries
taking values ±1 with probability 1/2, then the necessary conditions for many optimisation
principles hold for efficient recovery using the l1 or re-weighted l2 norms [40, 41, 43]. This
is an interesting aspect based on UUP and RIP properties, which will be explored in more
details later in Chapter 4 and particularly in Sections 4.3, 4.4 and 4.5. At the moment we
can say that RIP/UUP impose the necessary conditions based on the random property of
the sampling matrix, so as to be able to recover any type of vector which is sparse enough
given that the small number of measurements has been collected randomly. This term of
“randomness” is the milestone of the sampling process in the CS theory.
In general, most physical processes in nature involve some sort of a random and stochastic
property or process, which can be defined as a statistical phenomenon usually evolved in
time based on probabilistic laws [57, 128, 135]. At this point, it is important to define the
interconnecting terms of “stochastic” and “random”. In general, the term “randomness”
refers to a process capable of generating an arbitrary long sequence of outcomes which is
expected to be unpredictable and shows no regularity or pattern [120, 135, 147]. A stochastic
process can be described as a collection of random variables usually ordered in time and
defined at a specific set of time points, which can be either continuous or discrete [57, 120]. On
the other hand, mathematically speaking, a random process can be described as a sequence
of random variables which are mutually independent and identically distributed [57, 120].
Usually, random variables are normally distributed with zero mean µ = 0 and constant
variance σ2 (e.g. σ2 = 1) [57, 120, 128]. As we will see in Sections 5.1, 5.2 a very common
purely random process is the noise in sampling signals and images.
The evolution of a random process can be effectively defined and described using a random
model. Generally speaking, random models are used in situations where the outcomes have
to be random. In essence, all the possible outcomes of a situation that corresponds to a
sampling process has to be random in CS. This is achieved conveniently and efficiently using
a desired probability density function (pdf). It is important to pinpoint that this section
does not provide an extensive coverage of all the necessary material on how to describe
and obtain independent random numbers, but it is rather a quick summary of the essential
concepts in a form that can be easily understood. For a more detailed treatment on this
area the reader can see [57, 120, 140, 192]. Before now introducing how to generate uniformly
and normally distributed random numbers as elements in the sampling matrix C, we briefly
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need to describe the probability distributions which are highly applicable in CS theory for
collecting random measurements:
• Random normalised Gaussian matrices [39, 42]:
(2.32) Cij ∼ N (0, 1/M) or cij ∼ N (0, 1)




M with probability 1/2
−1/√M with probability 1/2.





3/M with probability 1/6
0 with probability 2/3
−√3/M with probability 1/6.
• Random normalised ortho-projections to RM of the Fourier or Wavelet Basis [42, 43,
170], which is simply choosing M rows uniformly at random from N × N orthogonal
matrix DFT or Daubechies wavelets (dictionary) and then re-normalising the columns
so as that they are unit-normed (based on Banach spaces, see Appendix A). Note that
in all cases M represents the number of measurements or samples and Cij is the i-th,
j-th element of the sampling matrix C.
In CS theory we want several independent continuous random variables which are inde-
pendent in essence that their individual probability distribution functions are not correlated
[120, 140]. For this reason we need to consider the probabilities of all the possible combina-
tions of these random variables, which is achieved through the use of probability distributions,
such as the Normal and Bernoulli distributions, instead of joint probability distributions, for
generating random matrices [57, 120, 140]. In this thesis, the term “random matrix” refers to
a matrix whose random elements are created based on some property (see Sections 3.3 and
4.5 for further details). Each element of the matrix is a random variable or random quantity
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that is generated using a real valued function which actually acts on elements of a sample
space [120, 192].
2.4.2 Generating uniformly distributed random numbers
One straightforward and simple way to generate a random number uniformly distributed
is to use the Uniform distribution (uniform random number generator). Given a variable x
we can simulate that x ∼ U(a, b) with a < b very easily [120, 208]:
(2.35) x = a+ (b− a)y,
assuming that y ∼ U(0, 1) and a, b > 0 are parameters (constants). Note that this is a
simple transformation method for generating random numbers using the pdf of the Uniform
distribution based on its properties. Several other simple approaches exist based on the
nature of the simulation using exponential, scaling and gamma random variates, all based
on the calculation of pdfs, but we will not provide any further details here (see [120, 208]).
A similar, in principle, but yet more sophisticated technique is the famous multiplicative
congruential algorithm introduced by Lehmer et al. in 1951 [120, 192]. This algorithm con-
stitutes the backbone of many state of the art but yet complex algorithms used in nowadays.
A sequence of random integers based on this algorithm can be generated using the following
equation [120, 128, 192]:
(2.36) x(k+1) = (cx(k) + a)(modn)
where c (multiplier), a (increment) and n (modulus chosen to be very large, say 109) are
non-negative integers as parameters of the algorithm, while x(k+1) and x(k) represent the
new and the current value of a random number respectively. Note also that for the first
iteration of the algorithm an initial value (x(0)) is needed, which is called seed or starting
value [120, 128]. It is notable that most normally distributed random number algorithms are
based on this method, though the outcome is pseudo-random as every x(k+1) is completely
determined by c, a and n. Also this method can be slightly amended so as to take rational
values, 0, 1/n, 2/n, 3/n, . . . , (n − 1)n based on the input parameters. Earlier versions of
Matlab programming environment also used a slight variation of this method for generating
random numbers [94].
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Feedback Shift Register generators constitute an alternative family of random num-
ber generators introduced by Tausworthe in 1965, with high applicability in cryptogra-
phy [120]. This method initially generates a sequence of binary digits `1, `2, . . . , `n fol-
lowing `i = (ci`i−1 + c2`i−2 + . . . , cn`i−n)(mod2), where c1, c2, . . . , cn are constants either
0 or 1 and cn = 1 [120]. Alternatively, only two c values are non-zero which implies
`i = (`i−r + `i−q)(mod2), where r, q are integers with 0 < r < q [120]. The case where
we start from `0 bears some similarities with the previous Lehmer method. Then the se-
quence of binary integers v1, v2, . . . , vk is created using n consecutive `i as a number in base 2,
so as v1 = `1`2 . . . `n and vi = `(i−1)n+1`(i−1)n+2 . . . `kn for i = 2, 3, . . . , k [120]. Then the i-th
uniform random number is defined as ri = vi/2
n for i = 1, 2, . . . , k. Note that the maximum
period of {`i} sequence is 2n − 1, as we have 2n different possible states generated [120].
An alternative less direct than the previous methods, is the Uniform Acceptance-Rejection
method, which is mainly used for general continuous random numbers. Let’s assume we want
to simulate a random variable x from a pdf F (x) with finite support on an interval (a, b)
and that F (x) ≤ m, ∀x ∈ (a, b). In this case we need to choose a function t(x) ≥ F (x)
∀x ∈ (a, b) and then create r(x) = t(x)/c, where c = ∫ b
a
t(x)dx ≥ ∫ b
a
F (x)dx = m [120, 208].
Then we generate s using pdf r(s), generate ` ∼ U(0,m) independently of s and check
whether ` ≤ F (s)/t(s); if this condition holds then x = s, otherwise reject and follow the
same steps again [120, 208]. The accepted values of x have pdf F (x). As a general note,
there are several techniques for generating uniformly or normally distributed variables, where
every method follows a different pattern and purpose. However, all these techniques can be
classified based on their theoretical and mathematical approach into some distinct categories
which we briefly describe here. For a more detailed treatment the interested reader is advised
to see [120, 192, 208].
2.4.3 Generating normally distributed random numbers
A simple way to generate normally distributed random numbers is to use the polar al-
gorithm [8, 120, 192]. This algorithm generates two random numbers in every iteration and
checks whether these numbers fall into a unit circle. The testing procedure is given by the
following equation:
(2.37) V TV with V = 2λ− 1,
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where λ represents a vector of two randomly generated numbers between 0 and 9, while V T
represents the transpose vector of V . Now the generation of the two normally distributed




This method generates a vector of two normally distributed numbers. It is notable that this
algorithm though simple in implementation and exact in generating random numbers is a
bit computationally expensive since it does not accept all the initial randomly generated
numbers. The square root and the logarithm in the generation equation should also be
considered as time consuming.
The Box and Miller method developed in 1958 is another simple but yet highly used
exact transformation method for generating normal random numbers [120, 192, 208]. It is
based on the idea that two i.i.d. normal random variables can be generated using a Uniform
distribution for (0, 1) interval (∼ U(0, 1)) representing coordinates in a two-dimensional
plane [120, 192]. In particular, two random numbers x, y can be generated so as to follow
the Normal distribution (x, y ∼ N (0, 1)) if we obtain them as x = √−2 ln c1 cos(2pic2) and
y =
√−2 ln c1 sin(2pic2), provided that c1, c2 ∼ U(0, 1) are random numbers drawn from the
Uniform distribution [120, 192]. Note that the computations of cosine and sine can be usually
calculated in one step, while several computationally efficient variations of this method exist
[192]. For example, some methods use c1 ∼ U(0, 2pi) and c2 ∼ exp(1/2) as two independent
uniform variables [208].
A more sophisticated algorithm is based on George Marsaglia, professor at Florida State
University, and Wai Wan Tsang, professor at the University of Hong Kong; authors of
several books in the area of random number generators. Their method is called Ziggurat
algorithm; named after the famous ancient Mesopotamian terraced temple mounds [133, 192].
Developed in the early 1980’s, this is a fast yet complicated method for generating a random
variable from a given probability density function, for example normal and exponential. It is
based on covering the target density function with a set of horizontal equal area rectangles,
called “cap” and “tail”. A uniform point (x, y) from the randomly chosen rectangle provides
the required random variable using two tables, one for keeping integers (K) and one for
keeping real values (W ). In a highly abstract way the required value x is produced by
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generating a random 32-bit integer j with i be the index formed from the rightmost 8 bits
of j. If j < ki (i.e. rejection method to check whether the value falls into the area of the
selected rectangle) then return x = j×wi. It is noteworthy that this method is not based on
the Lehmer’s algorithm since it does not use any multiplications or divisions between tables.
Further details can be found in [133] where the Ziggurat method is extensively described
and compared with other methods for normal variables and different table sizes.
Another similar well-known sophisticated class of exact random number generator was
firstly introduced by Forsythe in 1972 and later extended by Brent in 1974 [31, 192]. Based on
the ideas of John von Neumann, this method, called GRAND, can produce random numbers
from different distributions whose pdf follows the form F (x) = Ke−G(x), over a range of [a, b),
where a ≤ x < b, 0 ≤ G(x) ≤ 1 and K > 0 is a small constant [192]. Based on K value
a sequence of random numbers is generated using the Uniform distribution U [0, 1), apart
from the initial value which is generated based on initial ranges (U [a, b)). Then every value
is compared with the previous one; if it is greater it is accepted, while if it is smaller it is
rejected; process which continues till some random value is accepted and thus returned as a
sample [192]. More details about acceptance regions, boundaries of distributions supported
and the production of random values within a range can be found in [31, 192].
Alternative approaches for generating Gaussian random numbers is the Piecewise Linear
approximation using Triangular distributions and more general rejection methods. In piece-
wise linear approximation we divide the Gaussian distribution into a set of K basic triangular
distributions t1, t2, . . . , tK , each having the same width 2g with centre g((K + 1)/2− i) and
probability pi [120, 192]. In this case the samples are generated using multiplications and
additions probabilistically using the triangular distributions. On the other hand, rejection
methods generate random samples using a finite set of points taken uniformly from a finite
area defined by a curve using a probability density function [120, 192]. Representative exam-
ples in this area are the Polar Rejection and its slight variation Box and Miller method. Note
that some methods in these categories suffer from correlation problems between the samples
generated and high computational time for the generation of the samples. For further details
on these methods and their variations see [120, 163, 192].
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2.5 Sparsity, incoherence and compression
2.5.1 Sparsity as compression
The search of a sparse approximation of a vector constitutes an important mathematical
problem with a number of practical applications. In general, sparse approximation reduces
the amount of space or time needed to store, transmit, analyse or compute huge amounts of
high dimensional data, usually image or signal data [186, 215]. Due to this high importance,
the area of sparse approximation has been used in many areas of science and technology,
such as inpainting, de-noising, feature extraction and gene micro array analysis [132, 186].
Sparse matrices (with only a few non-zero elements) have also widely been used in scientific
computation, particularly in large-scale optimisation, structural and circuit analysis, com-
putational fluid dynamics and in general for the numerical solution of partial differential
equations [132, 186, 215]. Sparsity also helps in less arithmetic calculations, less complexity
in matrix algorithms, less memory requirements and certainly quickly computed results. In
recent years, the need for sparse approximations in signal and image processing has been
increased attracting much interest and research as an efficient pre-processing step in im-
age and signal analysis (store, transmit and process). Several effective packages written in
Fortran, C and Matlab for solving sparse linear systems are available [100]. In this thesis,
however, we will only discuss the most well-known ones implemented in Matlab, which is a
well-known commercial package most widely used.
Sparse representation of a vector (signal or image) in a particular domain, usually in
the frequency domain, is known to enhance compression, restoration and feature extraction
due to its attractive theoretical and practical properties [132, 186]. Recently in a number of
papers, particularly in [11, 39, 79, 87], researchers have posed an interesting question stating
that since a sparse representation of a vector concentrates all the vector’s values in only a few
entries, it would be beneficial to introduce a novel method for both sampling and compressing
a vector at the same time, without keeping all its entries, since some of them are zero, or
close to zero in a sparse form. In particular, CS theory assumes that a vector is sparse or
compressible in such a way that can be sparsely or concisely represented using a proper basis
or a dictionary Ψ (sparse approximation using dictionaries as a domain of representation).
Let Ψ denote a dictionary as an orthonormal basis or the standard basis in the traditional
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coordinate system. This means that Ψ ∈ RN (or alternatively Ψ ∈ CN) is a set of real-valued
(or complex valued) vectors Ψi of dimension N such that for any pair of these vectors we
have Ψi ⊥ Ψj with i 6= j. In a standard basis (traditional coordinate system) we have a N
dimensions vector Ψi = [Ψij] for i = 1, . . . , N and Ψij = 1 iff i = j. Note that any given basis
can be transformed into the standard one using a Unitary transform. A signal F in a finite
dimensional subspace of RN (or CN) can be represented as a vector F = [F1, F2, . . . , FN ],
where N is the number of terms or the length of the signal. Using a dictionary Ψ a signal is
transformed into a vector of coefficients W (F ) as an inner product between F and vectors
in Ψ. In fact, any signal F can be defined in a vector format by taking the inner product
between the coefficients vector and basis vector as Fi = 〈W (F )i,Ψi〉, for i = 1, ..., N , which
can be rewritten by orthogonality of Ψ 11 as:
(2.39) Wi(F ) = 〈F,Ψ−1i 〉, i = 1, 2, . . . , N
or more precisely as:





i , for i = 1, . . . , N
A signal F ∈ RN is said to be K-sparse, of order/cardinality K or has K degrees of freedom
if F has less or equal than K non-zero elements, entries or coefficients which are enough
for its reconstruction in a domain of representation. To generalise to vectors in CS theory,
a vector is said to be compressible or sparse with respect to some dictionary Ψ, when it
is well approximated using K terms, as its information is concentrated in only those small
in number non-zero coefficients, without knowing their position or their values (only their
number).
It is prudent to note that a compressive vector means that it is not exactly sparse but
most of its entries are small, close to zero (but not zero) and thus safe to ignore (i.e. its
magnitude or coefficients decay following the power law). Now in sparse approximation we
seek to represent F in a sparse way (only a few coefficients) by using a proper representation
11Due to unitarity of the transform matrix we have ΨΨ∗ = Ψ∗Ψ = I, with Ψ∗ the Hermitian or Conjugate
Transpose of Ψ. Also, due to orthogonality of the transform matrix (column-row vectors of Ψ are perpendic-
ular to each other) we have ΨΨT = ΨTΨ = I. Therefore, Ψ∗ = ΨT = Ψ−1 and thus we have Fi = W (F )iΨi,
or W (F )i = Ψ
−1
i Fi = Ψ
−1
i ΨiW (F )i.
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for some set |K| = K  N coefficients. Sometimes, Fˆ is also written as FK , which represents
the K largest non-zero entries of F . The aim of CS is very similar. Given a K sparse vector
F can be approximated in a basis Ψ we seek the sparsest solution W (F ) = FΨ−1, by
minimising ‖W (F )‖l0 = K, with K  N and ‖.‖l0 is the l0 norm, counting the non-zero
entries of vector W (F ). That is to recover a vector from only a few measurements drawn
from the coefficients which are carefully chosen. This is achieved by expressing a vector in
terms of a linear basis where most coefficients are small enough or zero so as they can be
safely ignored without significant distortion. Clearly this is a good approximation of the
original vector with small recovery error, but not an exact match. Using Parsevals equality,
the problem is equivalent as:
(2.42) min
Fˆ





for the K largest coefficients of F using Ψ for the representation. This is the error of
approximation using the Euclidean distance between the approximated Fˆ and the original
F vector (signal). Since the signal is sparse and the basis orthonormal by the Parseval’s
equality (since Ψ∗ = Ψ−1) we have:
(2.43) min
Wˆ (F )





where Wˆ (F ) and W (F ) is the approximated and the original coefficient respectively. Note
that for simplicity reason, in most cases we will assume the sparsity basis is orthonormal.
Also, note that the minimisation with respect to either F or W (F ) is also referred to in the
literature as Analysis versus Synthesis approach. As a consequence, the sparse recovery as an
optimisation problem (defined in Section 3.4) can be viewed either as a minimisation along
the coefficients Wˆ (F ) (Synthesis approach) or along the signal’s values directly Fˆ (Analysis
approach) [51, 132]. If dictionary Ψ is an orthonormal basis, then the Analysis and Synthesis
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approaches are equivalent as a minimisation criterion for sparse recovery (Ψ−1 exists), which
is not the case in over-complete representations [51].
In real life applications we usually have a signal (e.g. image data) which can be repre-
sented as a sequence of sinusoidal waveforms but it is not usually sparse. The best way to
express and store every type of signal is in terms of a linear basis (a linear combination of
coefficients) using a dictionary Ψ which sparsifies it. Examples of such efficient dictionaries
(discussed in Section 2.3), are the Discrete Fourier transform, the Wavelets, Discrete Cosine
transform etc. The efficiency of this technique lies on the fact that signals are represented
as a sum of products between sinusoids and coefficients which makes them sparse. In CS
we are interested in recovering the sparsest representation given the dictionary and not in
choosing the best possible dictionary, say Ψ, so as to enhance sparsity. Obviously the best
transform is the one that leads to the sparsest representation which is highly based on the
nature of the signal. For this purpose several variations of transforms have been introduced
by appropriate rotation and shift of the basis so as to enhance sparsity based on the signal’s
structure. A rigorous and detailed treatment on sparse representations and CS theory can
be found in [85, 132, 186, 196, 215].
2.5.2 Incoherent measurements
The design of the sampling process is very important in CS theory so as to recover suf-
ficiently which set of coefficients we need to select in the measurement process. In essence,
incoherent or pseudo-random measurements have to be chosen in such a way so as to ex-
tract the maximum amount of information from the vector using the minimum amount of
measurements. Known results in the recent literature indicate that there exists a single mea-
surement matrix such that any compressible vector (signal or image) can be reconstructed
from a small number of measurements, with error at most times the worst case error for the
class of such vectors [39, 48, 79]. One successful approach is to only consider matrices that
can be written as a linear combination of vectors from a dictionary say Ψ, an important
aspect of sparse approximation, as we need to find the K largest coefficients from W (F )
and measurements need to help us to estimate them. Our goal is to use a transform matrix
which compress the signal F to a fewer entries so as to enhance the sampling process.
A straightforward and successful approach introduced by Cande`s, Donoho and Tao [42,
46, 75] is to randomly choose M rows from the N ×N orthogonal matrix Ψ of the signal and
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normalise the columns. An equivalent approach is to randomly choose N unit vectors in M -
dimensional space by forming a matrix with random Gaussian entries (between 0 and 1) and
organise them into a M ×N matrix (i.e. M measurements of N terms). Then the sampling
matrix C is treated as an M × N matrix with each row representing a sample to collect.
Then given a measurements vector CW (F ) we are able to find an approximate representation
for F . As a sparse approximation principle, the sampling matrix C can be viewed as a
transformation, C = TΨ, for some transform matrix T and thus the measurements are
collected as CF = T (ΨW (F )) = TW (F ). Then the non-adaptiveness is achieved by finding
the K largest coefficients from W (F ) using C. Note that although CS theory is a relatively
new area of research, it is very active with a voluminous number of publications due to the
fact it combines sophisticated mathematics (Linear Algebra, Harmonic Analysis, Uncertainty
Principles) with a number of applications (image processing, coding theory, sensor networks,
computational biology, geophysics) [132, 186, 215].
2.5.3 A puzzling numerical problem
In many areas of practical interest we need to reconstruct an object, such as a signal or an
image from its samples in the frequency domain (e.g. Fourier samples in MRI images). If we
already know all the sampled values F represented in a dictionary Ψ, then we can easily (noise
free case) reconstruct the object W (F ) in it’s original domain, based on the conventional
recovery methods with a number of applications, using Equation (2.39) (i.e. by inverting Ψ).
Here we will adopt a different approach of more scientific interest. Let’s assume we want
to recover an object in the Fourier (frequency) domain Ψ, without knowing all the Fourier
coefficients Fˆ (ω). This means that inverse Fourier transform formulae in (2.19) cannot be
used as we do not know all the frequencies ω ∈ ZN . The problem is recover a discrete time
signal F (t) from a partial set of Fourier coefficients ω = (ω1, . . . , ωM) (selected uniformly at
random) which belong to some set Ω with ranges over {0, 1, . . . , N − 1} of cardinality much
less than N ; the size of the signal:
(2.44) Fˆ (ω) =
∑
t∈ZN
F (t)× e(−2pii(ω1t1+...,+ωM tM ))/N ,
where time t = (t1, . . . , tM) ⊆ ZN := {1, 2, . . . , N}, with measurements M << N . Suppose
now that F (t) is band-limited, which means that it is supported on a small but a priori
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unknown subset K of ZN in Fourier dictionary (Ψ = exp(−2pi(ω1t1 + . . .+ ωM tM)/N)) and
thus it can be approximated by only K terms (all but K terms are zero or close to zero to
safely ignore). Also assume that the signal can be uniquely determined in a transform domain
Ψ (sparsily expressed) as a linear combination of coefficients W (Fi(t)) = Fˆi(t) (represented
in its original domain) and the Fourier basis Ψ (uniformly spaced samples):




In contrast traditional methods for signal reconstruction, according to CS theory it is pos-
sible to recover the signal Fˆi(t) even without enough frequencies. For examples, a K-sparse
F (t) signal can be efficiently reconstructed from only 2K random (e.g. Fourier) measure-
ments ωk, k = 0, 1, 2, . . . , 2K for any 2K frequencies. In, particular for the case N is prime,
the signal F (t) can be almost exactly recovered from this small set of observations (frequen-
cies) by solving a straightforward optimisation problem which finds Fˆ (t), a good (sparse)
approximation of F (t) based on the Theorem:
Theorem 2:[39, 42, 75]It is possible to recover a signal F (t) from its partial Fourier Fˆ (ω),
provided that its length N is a prime number, its support (sparsity level) K ≤ 1/2|Ω| and
| sup Fˆ (ω)|+ | sup Fˆ (t)| ≥ 2√N .
Also in [42, 75] it has been shown experimentally that successful recovery rate is more than
50% for support K ≤ |Ω|/4, while for K ≤ |Ω|/8 more than 90%, given that |Ω| ≤ N/4,
M ≥ 2 and N ≥ 20. Counter examples where Theorem 2 does not work for arbitrary small
sample sizes are also discussed by the same authors. Further details about this problem
and its assumptions will be given in Chapter 4. Notice, however that the derived signal Fˆ
is simply an approximation of the original F (t) and can never be exactly the same for two
reasons; due to the approximation moving from the time or spatial domain to the frequency
or transform domain and also due to the fact that Ω set is partially known through the
collected samples.
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2.5.4 Key aspects of the CS method in a nutshell
At this point it is crucial to briefly summarise the key aspects and assumptions of CS
theory:
• It is possible to reconstruct a signal from incomplete frequency samples (i.e. under-
sampled measurements) which are less than those defined as necessary in the Nyquist
sampling rule, by solving a non-linear (l0 norm) optimisation problem.
• For example, if we have a N -term discrete time signal F (t) in a domain (CN or RN)
and a randomly chosen set of frequencies ω ∈ Ω. Then, it is possible to reconstruct it
from partial knowledge of its coefficients (such as its Fourier coefficients) on the set of
Ω.
• Signals can be stored in a compressed form (sparse signals) by expressing them in
terms of linear basis or more precisely as a linear combination of elementary parts of
signals called atoms in the frequency domain. By this way zero or very close to zero
coefficients of these signals can be safely ignored without much distortion or in other
words with very low recovery error as we have seen.
• Usually a Unitary transform (such as DFT, DCT, Wavelets) is used so as to enhance
the sparsity and compressibility of the signal, where the largest coefficients are kept
and those close to zero are discarded.
• The CS method can also be applied in signals or images that are almost sparse (e.g.
compressible signals) and also in cases where the samples were collected in a noisy
environment (small additive random noise), as we will see in a Chapter 5.
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Chapter 3
The CS method
Before we define the sparse recovery (approximation) problem as an optimisation problem
we firstly need to briefly describe how the Compressive Sampling (CS) technique works
in a vector or function (a simple signal). The key steps of CS method are to initially
compress and simultaneously sample vector (lossy compression) and then follow the recovery
process (decompression) as an optimisation problem. CS constitutes a new way of vector
acquisition and recovery by using only a small amount of linear, suitable and non-adaptive
measurements, the precise number of which is pertinent to the level of sparsity of the original
vector in a given dictionary. An important note is that all the efficient measurement matrices
suggested in bibliography follow the same pattern of independent identically distributed
uniform values, drawn from a specific probability density function. In all what follows, we
will adopt a simple example to present all the main aspects of CS method, including all the
necessary assumptions and key steps before defining the sparse recovery problem.
3.1 An example of sparse signal representation
Let’s assume a simple, real valued, discrete time, one dimensional signal represented as a
function (vector) F (t) ∈ RN . We aim to compress it and then recover it by finding it’s best
sparse approximation which fits the measurement data collected. We also assume that F (t) is
of size N (N element vector) but it is supported on a set of size K (K sparse) in a transform
domain Ψ. For example the signal can be expanded (represented) as a superposition (linear
combination) of spikes (such as canonical form in RN using the delta function as basis δ(t−i)),
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sinusoids (Discrete Cosine or Sine transforms), Fourier (complex basis), Wavelets, etc. (use
of a Unitary transform). This means that F (t) can be approximated in an orthonormal basis
Ψ ∈ RN×N as a linear combination in a basis:
(3.1) F (t) = W (F )Ψ =
N∑
t=1
Wt(F )Ψt, for t = 1, . . . , N,
where Wt(F ) is the t-th term of the signal’s coefficient. Note that W (F ) and F (t) represent
the same signal, the former represents the signal in its original (time) domain, while the
latter represents the same signal in the Ψ(t) domain. Both W (F ) and F (t) can also be
represented in a vector format:
(3.2) W (F ) = [Wt1(F ),Wt2(F ),Wt3(F ), . . . ,WtN (F )]
(3.3) F (t) = [Ft1 , Ft2 , Ft3 , . . . , FtN ]
Furthermore, note that Ψ is a diagonal matrix with non-zero elements only in its main
diagonal and therefore in (3.1) we assume Ψt as the t-th element of its main diagonal. In
the simple case where Ψ is the canonical basis, its elements are defined as:
(3.4) Ψi,j(t) =
 1, if i = j0 otherwise
Alternative approaches could be that Ψ is the cosine basis and/or sine basis depending on
the transform we apply to the signal (Fourier, Wavelet, etc.). In certain cases in the Exper-
iments Chapter 9 we will explicitly define different bases for Ψ as a sparse approximation
for discussion and comparison purposes. Note that we assume that a signal F (t) is sparse
in the Ψ domain if its support is very small or concentrated on a small set (compressible),
which means supW (F ) = N  supF (t) = K, where N is the length of signal and sup is the
set theoretic support which simply counts the non-zero entries (similarly to l0 norm). This
linear combination between the coefficients and the basis is important for the signal in order
to be expressed in a vector format and look sparse under a specific (canonical or not) basis.
Although most real-world signals are not sparse, we can choose an appropriate transform
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(like Fourier transform) in order to achieve sparsity under a different (appropriate) basis.
This is important since the sparse representation efficiently captures the structure inherent
to the signal we analyse and compress.
3.2 Partial measurements
Our goal in the sampling process is to collect M measurements which are close to sparsity
level K of the signal F (t) for low distortion in the recovery and thus efficient compression
during sampling acquisition. Expressed in a different way we want to collect M incoherent
(random) measurements as partial information about signal F (t). In CS theory a simple
and straightforward way to achieve that is to choose M randomly subsets (elements) of the
original signal vector F (t) of N elements. For this purpose we have to generate a random
vector Φ ∈ RM×N with values between 0 and 1, following the Gaussian distribution. Every
row of Φ represents a measurement or sample and thus the sampling process is simply a vector
multiplication between Φ and F (t). In particular, for the collection of the k-th sample of
vector Y ∈ RM we have:
(3.5) Yk = 〈Φk, F (t)〉, k = 1, 2, . . . ,M
where M represents the number of measurements with M  N , Yk is the k-th element of
samples vector Y and Φk is the k-th row (vector taken from Φ), since the M rows of Φ repre-
sent the M measurements. For example, the second row of Φ represents the vector Φ2 which
is the measurement taken for the second sample. Now in vector format the measurements
acquisition process can be represented as:
(3.6) YM×1 = ΦM×NF (t)N×1,
or using the coefficients W (F ) and the basis Ψ,
(3.7) YM×1 = ΦM×NΨN×NW (F )N×1
At this point it is important to mention that we assume the sampling process here is noiseless,
or more precisely we assume a noiseless environment for the collection of measurements.
However, the CS method also works in a noisy environment with some slight variations
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which is discussed in Chapter 5.
In this setup, once the measurements have been collected, the compressed signal can
be transmitted, processed or stored for further analysis. A simple scenario could be that
the encoder or sender sends the collected (compressed) samples and the Sensing matrix
(compressing and sparsifying bases matrices) to the decoder or receiver for the reconstruction.
A more realistic scenario is the fundamental problem in communications, where we want
to recover or correct a signal sent from one point to another [176]. A discrete time signal
can be a message or sequence of symbols or functions (telegraphy) while a continuous signal
can be a continuous sequence of symbols (radio or TV) or even a combination of these two
types (transmission of speech) 12 [176]. This reconstruction system will aim to select the best
possible solution based on various engineering parameters, such as time, bandwidth, capacity
of channel, reliability or even complexity in operations. Again, the information source is
the sender from the one end of communication channel, sampling, compressing quantising,
encoding and transmitting signals (e.g. climate, military, satellite, seismic data) and the
receiver from the other end which performs the inverse operation (correcting, decompressing
or reconstructing the distorted signal) [58, 176].
At this point it is important to note that in some cases we may not have the original
vector or basis but only the partial measurements expressed as a superposition of a sequence
of coefficients in a known dictionary. CS method will also work in this case with the difference
that we cannot verify the whole process in terms of recovery error between the original
vector and it’s best sparse approximation. However, as we will see in Chapter 4 there are
certain measurement bounds and properties for the stability of the derived solution obtained
from the under-sampled measurements. In general CS theory adopts a different procedure
for both signal acquisition and (sparse) recovery in contrast to conventional approaches,
dictated by the Nyquist-Shannon theorem of signal reconstruction, which requires uniform
sampling at a very high rate and linear recovery by interpolation. CS can recover a signal
from highly incomplete and inaccurate measurements drawn randomly from a signal with
a low yet arbitrary and unknown support of small size. In essence, the signal is sensed
12Note that in this thesis we will only consider discrete type communication systems and thus only discrete
time signals. Teletype and telegraphy represent discrete type channels for transmitting information. In
general, in a discrete channel we have a sequence of options from a finite set of symbols, which can be
transmitted from one point to another, at a certain duration [176].
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and compressed simultaneously by a small number of measurements and hence the name
Compressed or Compressive Sensing/Sampling of the method.
3.3 Mutual coherence
A key property about the performance of CS is the design of the sampling matrix Φ, which
involves the analysis of coherence as a property. In Linear Algebra, mutual coherence is an
easy to compute property which defines the absolute value of the inner product between the














where Φi and Ψj represent the columns and rows of Φ and Ψ respectively. In fact, there is
no formal difference between Φ and Ψ, which can be combined into the global Sensing basis
C = ΦΨ, which maps the signal from Ψ to Φ domain (selecting M rows uniformly at random
from Ψ).
The µ(Φ,Ψ) is simply the maximum correlation between two vectors properly rescaled.
It represents the largest entry (maximum) in the product between the two vectors Φ (the
measurement basis or system) and Ψ (the sparsity basis or system) properly normalised.
It can be seen that the values of µ(Φ,Ψ) span in the range of [
√
N−M
M(N−1) , 1] as a general
case [85]. However, since M  N the lower bound is approximately 1/√M . In CS theory
we want low coherence (µ(Φ,Ψ) ≈ 1) in order to derive the necessary randomness in the
measurements (the lower the coherence, the lower the number of samples needed). There are
several sampling matrices Φ which can achieve maximally incoherence in terms of Ψ, such
as the Gaussian Distribution with N (0, 1/√M) and Rademacher distribution 13. In fact,
13A Rademacher distribution generates values ±1 with equal probability 1/2 [39, 85]. This bears some
similarities with the sub-Gaussian distribution where a random variable acquires a value based on the pdf
E(ext) ≤ ec2t2/2, ∀t ∈ R, c > 0.
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µ(Φ,Ψ) determines the necessary number of samples for efficient recovery. If the coherence
is equal or very close to 1, this guarantees that the K + 1 ≤ M ≤ 2K is a sufficient num-
ber of measurements for efficient recovery of the signal, with lower bound for the l0 norm
problem and upper bound for the l1 problem (see details in Chapter 4). In particular, for
the l1 norm problem we want the coherence metric to be almost 1, which requires M = 2K
measurements or M ≈ K log2(N/M) samples [11, 41, 75]. More formally,
Theorem 3:[41, 42]If a N-element vector F is K-sparse (K non-zero entries) in a do-
main or basis Ψ then we need to select M measurements uniformly at random in Ψ with
M  µ2(Φ,Ψ)K log2N .
However, since µ(Φ,Ψ) = 1 and M  N we need only M  K log2N measurements. No-
tice that the dependence on N is logarithmic, but usually the number of measurements M
required is approximately 4 times the sparsity level for almost all types of signals [11, 42, 46].
For example, if the length of the signal is N = 256, then we need only M = 30 data (samples)
so as to perfectly recover K = 15 necessary coefficients. The importance of this theorem is
that we do not actually need to collect more than M samples-measurements while we also
cannot sample less than this required amount for efficient recovery using the l1 norm optimi-
sation principle. For more details on Mutual Coherence see for example [41, 132, 186, 215].
3.4 Recovery as an optimisation problem
Given now the partial information collected (Y ) we want to derive the original signal
values F (t) or its coefficients W (F ) in Ψ domain. Ideally we would want to recover all the
N coefficients or elements of F (t), but we have only observed (sampled) a subset (M  N)
randomly collected:
(3.10) YM×1 = ΦM×NΨN×NW (F )N×1
or by substituting C = ΦΨ as a projection RN → RM (measurements matrix) we have,
(3.11) YM×1 = CM×NW (F )N×1,
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where the coefficients W (F ) are of size K < M  N , which is much less than the number
of measurements M and the signal length N . Note that some of these coefficients are zero
or small enough in Ψ domain and thus we can safely ignore them without much distortion
or error in the recovery. However, this reconstruction requires the generation of all the
possible values of the coefficients which satisfy the measurements (fit the data) and then the
selection of the “best ones” (sparsest ones), as a subset of the original coefficients (subset of
M elements out of N elements). This search is clearly computationally infeasible (For details
see [39, 41, 44, 50]). Clearly we cannot solve this problem because the number of unknowns
are more than the equations. Such types of problems are called ill-posed or ill-conditioned
problems. Ill-posed is a problem whose solutions are not unique, do not exist or they are
not stable under perturbations of data (i.e. noise) [39, 42, 46].
Researchers in [43, 79, 87] suggested that the problem of obtaining an accurate reconstruc-
tion, among all possible coefficient sequences consistent with the measurements, is equivalent
to solving a non-convex optimisation problem:
(3.12) min
Wˆ (F )
‖Wˆ (F )‖l0 s .t . CWˆ (F ) = Y (= CW (F ))
on condition that the initial sampled signal is sparse on a domain of representation and the
measurements are incoherent (one consistent solution satisfying both the linear equations
and the sparseness constraint). Note that this is an approximation recovery and thus the
recovered coefficients Wˆ (F ) (sparsest solution obtained) are not exactly the same as the
original ones W (F ). Also ‖.‖l0 is the strictest measure of sparsity defined as the number
of non-zero coefficients (‖Wˆ (F )‖l0 = K). For real-valued data the system (C, Y ) is linear
(Linear Programming problem) while for complex-valued data the system (C, Y ) is a second
order cone programming problem [46, 75]. Several sparse recovery methods have been in-
troduced for reconstructing sparse vectors based on their under-sampled measurements (see
Chapters 7 and 8). However, this is a combinatorial optimisation problem whose computa-
tional complexity grows exponentially as N increases. For this reason it has been suggested




‖Wˆ (F )‖l1 s .t . CWˆ (F ) = Y (= CW (F )).
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In fact, it has been proven that the l1 norm problem is equivalent to the l0 norm prob-
lem if the Restricted Isometry hypothesis (RIP) is satisfied, which requires every set of
columns in C with support less than K approximately behaves as an orthonormal system
(i.e. ‖CW (F )‖l2 ≈ ‖W (F )‖l2) [39–41]. Further details about this notion can be found in
Section 4.3. With this in mind, the necessary number of samples for efficient reconstruction
using the l1 norm are M = O(K log2(N)) while for the l0 norm recovery is possible (in
theory) with just K + 1 measurements.
As a final remark note that there are two different approaches as a minimisation criterion
for l1 and l0 minimisation problems. The minimisation of the recovered coefficients Wˆ (F ) is
referred in the literature as a Synthesis approach, while the direct minimisation of the signal’s
values Fˆ is referred as Analysis approach [51, 132]. The latter is simply a substitution of
Wˆ (F ) by Fˆ in Equation (3.13), namely
(3.14) min
Fˆ
‖Fˆ‖l1 s .t . CFˆ = Y (= CF ).
Both approaches are strongly connected based on the duality properties of their correspond-
ing optimisation problems and they are equivalent in the case that Ψ dictionary is an or-
thonormal basis, but different for over-complete dictionaries [51]. In general, these two
approaches yield different results depending on the design of dictionary used, regularisation
function or norm as a penalty term and noise level for the collections of measurements [51].
Different efficient sparse recovery methods have been introduced for different convex and
non-convex problems stemming from these two approaches. The interested reader can find
further details in [51, 132].
3.5 Stability of the recovery
As discussed already in the previous Sections, the purpose of CS theory is to derive a good
approximation Wˆ (F ) of the original compressed signal W (F ) (vector), whose coefficients or
amplitudes are simply a subsequence of the original ones. Since the collection of measure-
ments is random in nature, there is a probability of failure. For M non-adaptive (random)
measurements satisfying low coherence and RIP hypothesis, the signal recovery is almost
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exact with probability [39, 41, 75]:
(3.15) 1− τN = 1− e−γN , or 1− τN = 1−O(N−λ)
where τ represents the probability of failure, N is the length of the signal and 0 < γ, λ < 1
are small constants. The stability of the solution Wˆ (F ) derived by solving (3.13) obeys
[39, 46]:
(3.16) ‖W (F )− Wˆ (F )‖l2 ≤ 
‖W (F )−WK(F )‖l1√
K
,
where  ≤ 8.77 is a small constant, WK(F ) is the best K-sparse approximation, while W (F )
and Wˆ (F ) represent the original and recovered coefficients of the initial signal F (t). The
‖.‖l2 norm represents the Euclidean distance between the coefficient vectors. For further
details see Section 4.4.
3.6 Sampling and reconstruction of a simple signal
For a simple numerical example, consider a simple one dimensional signal F (t) ∈ RN as
a sequence of discrete time values which is sparse in time domain (its basis is the identity
matrix):
(3.17) F (t) = e−t
3
,
which is bandlimited in time t ∈ {0, 1, . . . , N−1}, (N = 30) (the signal’s value becomes zero
outside this time period). It can be easily seen that the signal represents an exponentially
decaying continuous function, which means it is sparse in time domain (K = 3 non-zero
values) as the signal becomes almost zero after time t = 2 (i.e. we assume that C = Φ in
our case since F (t) is sparse in time domain and thus Ψ = IN). By measuring the value of
the continuous function F (t) in the given time t we can extract our samples so as to create
the discrete time signal in a form of vector which will then compressed. In particular, the
continuous time signal can be represented in discrete time as a vector of length N = 30;
F (t) = [F (t0)F (t1)F (t2) . . . F (tN−1)], where t0 = 0, t1 = 1, t2 = 2, etc. Compressive
Sampling requires on the order of M ≈ K log2N = 3 log2 8 = 9 random samples for efficient
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recovery, in contrast to ordinary sampling techniques, dictated by the Nyquist-Shannon
theorem, which will require N = 30 uniform (equally spaced) samples. By generating a
sampling matrix C ∈ RM×N we are able to collect the incoherent measurements of the form:
(3.18) Yk =< F (t), Ck >, k = 1, . . . , 9; t = 0, 1, . . . , 29,
where Ck is a matrix of small random numbers between zero and one generated using the
normal Gaussian distribution N (0, 1/3) and F (t) is the signal in vector format, i.e. F =
[0.0498, 0.0025, 0.0001, 0.0000, . . . , 0.0000], with F (t0) = 0.0498, F (t1) = 0.0025, F (t2) =
0.0001, . . . , F (t29) = 0.0000. The under-determined system of linear equations is formed
as:
(3.19)
F (t0) ∗ C10 + F (t1) ∗ C11 + F (t2) ∗ C12 + . . .+ F (tN−1) ∗ C1N−1 = Y1
F (t0) ∗ C20 + F (t1) ∗ C21 + F (t2) ∗ C22 + . . .+ F (tN−1) ∗ C2N−1 = Y2
...
F (t0) ∗ C90 + F (t1) ∗ C91 + F (t2) ∗ C92 + . . .+ F (tN−1) ∗ C9N−1 = Y9
The sparse recovery problem as an optimisation problem is now defined as:
(3.20) min
Fˆ (t)
‖Fˆ (t)‖l1 s .t . CFˆ (t) = Y (= CF (t))
The results of the recovery of this simple signal are presented in the following Figure (3.1)
and Figure (3.2). CVX package (see Chapter 8 for details) was used for the implementation
of both the l1 and l2 optimisation principles. It can be clearly seen that the l1 norm based
optimisation principle works well as a sparse recovery approach without noise in the sampling
(compressing) process. Quantitatively speaking note that the l1 norm based optimisation
principle correctly identifies all the non-zero components of the signal F (t) and correctly sets
all the others to zero. Clearly the conventional l2 norm based optimisation principle which
minimises the residuals, i.e. ‖CFˆ (t) − Y ‖l2 exhibits low quality estimate of the signal, as
it tends to ignore the true value of the zero elements of the signal. In fact, the l1-norm is
a better metric than the l2-norm since it is able to find an optimal solution closer to the
coordinate axes of RN where is likely to have more zeros or closer to zero values. However,
note that due to the nature of the CS technique (i.e. lossy compression-sampling matrix C)
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Figure 3.1: Estimation of a simple one-dimensional sparse signal F (t) = e−t
3
, consisted of
30 elements (in vector representation), with C a 9 by 30 sampling matrix with independent
Normal distribution entries. The blue star indicates the original (true) values of the signal,
the red circle the estimate using the l1 norm based optimisation principle, while the black
cross the estimate using the l2 norm based optimisation principle. Observe that l1 norm
based problem efficiently recovers the signal’s values for small samples size (9 samples) in
contrast to the l2 norm based problem which fails (example1.m).
the l1 norm based estimation procedure is not exactly accurate in essence that the estimation
Fˆ (t) of signal F (t) from CFˆ (t) = Y is not exact, but a good approximation with a recovery
error proportional to O(10−9) (some constant of proportionality depending on sparsity level
K of F (t) and the size of the measurement matrix C, see Chapter 4 for details). Note also
that the necessary number of measurements (dimensions of matrix C) highly depends on the
structural content (sparsity) of the signal rather than its length (number of elements).
At this point, we can briefly pinpoint the differences between CS and Traditional Sam-
pling techniques. The key aspects of Traditional Sampling techniques:
1. A signal has a known and connected set of coefficients of size N in a transform domain.
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Figure 3.2: Absolute value of the recovery error ‖F (t) − Fˆ (t)‖l1 between a simple one-
dimensional sparse signal F (t) = e−t
3
, consisted of 30 elements (in vector representation)
and an estimate Fˆ (t) using the l1 norm based optimisation principle, with C a 9 by 30
sampling matrix with independent Normal distribution entries. Observe that although the
error is small, due to the efficiency of the sparse recovery approach, it is not absolutely
zero due to the nature of CS technique; it is a lossy compression process of a sparse vector
(example1.m).
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2. Uniform sampling at high rates is required for exact recovery from N equally spaced
domain specific samples.
3. This is a linear (lossless) recovery using one of the well-known interpolation methods
(see Appendix B).
CS technique, on the other hand, is a non-linear sampling method:
1. A signal has an arbitrary and unknown set of coefficients of size N in a transform
domain.
2. Almost exact recovery is possible, with high probability, from M ≈ K log2N randomly
chosen measurements (select M sample locations at random).
3. This is a non-linear recovery by solving an optimisation problem.
3.7 CS as a sparse image recovery method
The CS method as a recent revolutionary sparse recovery technique can be applied not only
on signals but on images as well. A typical high resolution image, captured by an ordinary
machine, such as a camera, can be efficiently compressed into a substantial smaller in size
image without much loss. This recovery of large digital data sets is possible even in the case
where the available measurements are incomplete and insufficient according to the famous
Nyquist-Shannon criterion [42, 75, 170]. Straightforward and precise the Nyquist-Shannon
theorem states that it is possible to reconstruct an image from its samples if the sampling
interval is chosen to be in size such that it is less than half of the smallest interesting detail
(pixel) in the image. Consequently, if we follow an under-sampling procedure, the image
will be distorted (i.e. aliasing effect), as there will not be enough samples (pixels) for the
reconstruction and thus the individual components of the image will overlap [111, 170, 182].
CS as a novel sampling paradigm allows us to go beyond this limit by adopting two important
concepts: transform of an image into an appropriate basis so as to enhance its sparsity and
then keep randomly only the most important coefficients. These assumptions are enough to
process any type of image, compress it and then sparsily represent it, using non-adaptive
linear projections (measurements) while keeping the image structure [132, 186].
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3.7.1 General Image representation
In order to perform some sort of an image analysis, an image, captured by a digital camera,
has to be represented by a concrete and concise form of representation 14. Common types
of image presentation include matrices, chains, pyramids, quadtrees and other relational
or hierarchical data structures. In this thesis for simplicity and efficiency reasons we will
adopt only the matrix representation of an image which can be of .bmp, .pgm, .tiff, .gif, or
.jpeg format. This is the most well-known and traditional data structure as a simple image
representation for processing [111, 182, 186].
In general, images can be represented as two dimensional arrays of points, which represent
the special distribution of the irradiance at a plane and whose dimensions depend solely on
the dimensions of the image [111, 182, 186]. For example, a very common 2 Megapixel (e.g.
1920× 1080 15) digital image is represented as a matrix of the same dimensions 1920× 1080,
which contains 1920 samples per line and 1080 samples per column; all together 2073600
samples. A grey level image is a 2D rectilinear array of pixels or pels (i.e. abbreviation
of picture elements), each one of which represents a sample from the image or a sample
from a continuous function as we will see. Every pixel which is an element of this matrix is
located on a rectangular grid and has a set of integer values that correspond to the position
of the matrix (x, y coordinates) and the brightness value (light intensity), which is the z
coordinate [111, 132, 182]. Sometimes time t of the captured element of the matrix is also
another common property. In essence, a pixel represents a particular property, namely the
location of irradiance or colour intensity at the corresponding grid position [111, 182, 186].
It might be easier to see every element of the matrix as a continuous function of two
(f(x, y)) or three (f(x, y, z)) variables, where (x, y) represents the coordinates of a pixel
in a matrix or plane and the third variable z in f(x, y, z) represents time or the type of
color intensity (i.e. Red, Green or Blue for color images or the light intensity of gray in
gray level/scale images) [111, 132, 182]. Every set of these three or two coordinates also
represents a pixel, which is the minimum information stored and thus the collection and
sum of these pixels represents the sampling process (as every pixel is actually a sample
itself). A more thorough analysis of a structure and representation of images can be found
14In essence an image analysis represents an attempt to find a relation between input image(s) and previ-
ously established models of the observed world [111, 182].
15Actually this is the popular typical High Definition size of images.
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in [158], where the PGM format is discussed. Portable Gray Map (PGM) is the simplest form
of a greyscale image file format which has been designed as an easy image format to learn
and write programs for processing. General analysis and processing techniques on images
can be found in [58, 111, 132, 182, 186].
There are many different types of colour used in the representation of images, such as
Red-Green-Blue, Cyan-Magenta-Yellow-Black and Hue-Saturation-Intensity, with the most
famous one the RGB model [111, 132, 182]. However, in all cases, despite the model used,
the last or third variable (z) of each pixel represents the colour, whose values highly depend
on the standard followed. The standard followed represents the number of variations of the
values of each colour. For example, in the 8 bit representation we have 28 = 256 values for
each colour intensity (different intensities), between 0 . . . 255, while in the 16 bit standard
(216 values) the colour intensity values are 0 . . . 65535, which can be values of red, yellow,
saturation or grey (shades of grey) for colour and grey level digital images respectively.
In binary representation of images, there are only 2 different values, white (the strongest)
represented by 1 and black (the weakest) represented by 0. In general, the smallest value of
the light intesity is always 0 and represents black, while all the other values represent the
tones or shades of grey. Note also, that a simple and straightforward way to change a colour
image to a black and white or grey level/scale image, among many other ways, is to take
the average of all the three parameters or levels of colour into one [111, 178, 182]. One of
the most common ways used in software, such as Adobe Photoshop, is to use weights in this
average namely 30% Red, 59% Green and 11% Blue.
3.7.2 Sampling images
Digitisation is an important step of an image before it can be suitable for further process-
ing and analysis using digital computing methods. In essence, an image must be digitised
spatially and in amplitude, which means we have to determine its number of pixels and its
different levels of light intensity. The quantisation rate determines the number of different
discrete values of the set of points used for the image representation (light intensity of pix-
els). The sampling rate determines the spatial resolution of the digitised image, which is
the sampling rate of the image’s values at a discrete set of points, represented in a vector
format (number of pixels). Our starting point is to sample our image using a discrete set
of sampling points in the plane. In general, the sampling process can be modelled as an
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input-output system Fs = r(F ), where F is a single image or an image sequence observed,
r is the linear or non-linear image processor such as sampling or compression and Fs is the
image we derive after this processing step. If we now restrict our analysis in rectangular
grids, the sampling process is a sampling function r(x, y), which can be written as [111, 182]:
(3.21) r(x, y) = [m∆x, n∆y], (m,n) ∈ Z2,
where x = m∆x and y = n∆y are the sampled image points (pixels) based on the image
dimensions, say M ×N , m = 1, 2, . . . ,M and n = 1, 2, . . . , N . The distances ∆x and ∆y are
the sampling intervals which separate two neighboring sampling points. Then, the sampling
operation is the product of the continuous image function f(x, y) and the sampling function
r(x, y), can be represented as [111, 182]:





δ(x−m∆x, y − n∆y),
where fs(x, y) is the sampled image function. Usually, in ordinary sampling schemes, the
sampling interval has to be chosen in size so as it is less than half of the smallest area of
interest, in terms of detail, for efficient recovery. However, it is also possible to consider
infinite sampling grid, which is periodic with periods ∆x and ∆y, in the frequency domain
[182]. In this case the Fourier transform of the sampled image is the sum of periodical
repeated Fourier transforms F (u, v) of the image. Note that here we are not interested in
images which are sparse by themselves but are sparse in a known transform domain (Unitary
transform). In essence, we assume that images can be expanded on a fixed orthonormal
basis (sparse representation on a transform domain), meaning that only a small number of
transform coefficients are non-zero (sparsity enhancement) [132, 186, 215].
A continuous image f(x, y) is normally approximated by equally spaced samples based
on the desired sampling rate [111, 182]. Therefore the crucial question arises as to what the
sampling rate should be so as to have no losses on the image representation. Intuitively, the
complete and accurate representation of an image is determined by a strict mathematical
sampling Theorem, known as Nyquist-Shannon sampling criterion. According to this Theo-
rem, a careful sampling is necessary to reproduce the image efficiently, otherwise considerable
distortions will occur in reconstruction. Since every pixel is actually a single sample which
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carries light intensity information, a considerable amount of pixels has to be collected for
efficient reconstruction of the image:
Theorem 4 (Nyquist-Shannon):[111, 182, 212]It is possible to efficiently reconstruct an
image if the sampling interval between the intensity measurements (pixels collected) is less
than half the period of the highest frequency, called cut-off frequency fc. A function (image)
which is bandlimited in a Fourier spectrum (domain) has no sinusoidal components with
frequency higher that fc. This means that the spatial sampling rate must be no larger than
∆x = 1/2fc, so as to preserve the distance between two resolvable adjacent points in the focal
plane of the sampled image (two sample points per cycle so as to preserve spacing between
the centre and the edge points).
Consequently, a sampling grid of a certain density which follows this pattern is enough
for any reconstruction (interpolation) method to recover an image which has the same topo-
logical properties and shape as the original (sampled) one. Note that if ∆x < 1/2fc then
the sample spacing is larger than the one needed for efficient recovery and thus the image
is said to be under-sampled. When the sampling space is too large, the pixels collected are
too far in relation to the size of the image and therefore some details of the image are lost
in the sampling process.
The CS method has been introduced lately as an alternative measurement system and
sampling architecture in real-world implementations, namely images. It shows that it is
possible to sense and compress an image through non-adaptive random measurements which
do not follow the explicit knowledge of the aforementioned Nyquist-Shannon theorem. At a
first glance, improper sampling appears to cause an enormous loss of information which may
result to a reduction in image resolution (quality) and thus serious sampling artifacts, called
aliasing phenomenon. Similar problem appears in signals, where the sampling distance is
smaller than the signal’s wavelength [111, 182]. However, CS guarantees efficient recovery
by performing a convolution operation between an image and a random pulse or matrix.
Important factors on this universal sampling technique is the sparse image representation
and the incoherent (random) measurements. In essence, sparse image representation has
been the key area of research for over the past 20 years with the most notable product
being the Fourier and Wavelet transforms, which are also used in CS theory for enhancing
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sparsity of images. For further details on measurement bounds, stability of the recovery and
assumptions for accurate reconstruction see Chapter 4.
Consider now a general linear measurement process which collects M  N samples as an
inner product between the vectorised image F (of length N) and Sensing vectors (Φ)1≤k≤M
[42, 132, 186]:
(3.23) Yk =< F,Φk >, k = 1, 2, . . . ,M
or in matrix form,
(3.24) YM×1 = ΦM×NFN×1 = ΦM×NΨN×NW (F )N×1 = CM×NW (F )N×1,
where Ψ is the sparsifying transform (e.g. Fourier transform), Φ is the Sensing or Sampling
matrix (vectors φk are actually rows of matrix Φ) and W (F ) is the coefficients vector. Simply
put, initially the image is transformed by taking its 2D spatial Fourier transform. After that
a random mask or matrix is applied, where the acquired image convolves (multiplied) with a
known pseudo-random pulse (random sampling matrix). This is the standard random convo-
lution or measurement architecture for compressive imaging [39, 46]. The initial acquisition of
the image can be implemented with a physical device, the Fourier transform is simply a mask
(transformation) applied on the image, while the measurements are collected randomly, using
an ordinary method of sampling images [42, 43]. Compressive imaging has a very high appli-
cability in tomographic images as the data acquired from the scanning process are usually
values of the Fourier transform of the desired image [33, 132, 186]. Examples in this category
include magnetic-resonance imaging, x-ray transmission tomography, positron-emission to-
mography (PET) and single-photon emission tomography (SPECT) [33, 186]. These types
of images are usually approximately locally constant with sparse discrete partial derivatives
[33, 186].
A slightly different approach was proposed by Romberg for compressing and improving
coarse resolution images [169, 170]. Coarse resolution images are mainly used to represent
satellite data for ecological surveys or remote sensing projects and usually exhibit lower
spatial resolution compared to other frequently used types of images [58, 106]. For exam-
ple, in land cover, much of the details are lost with coarse resolution imagery, such as small
fragments or boundaries. These limitations have lead to the introduction of different method-
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ologies which are based on geostatistics and fractal analysis as a way to improve the quality
from satellite imagery and thus make them more consistent with finer resolution imagery
and photography [58, 106].
During the last few years there has been an increasing interest in designing algorithms
for increasing the accuracy of information, while decreasing the size, from daily, coarse-
resolution satellite images [58, 106, 169]. For a better and more efficient explanation of the
algorithm proposed by Romberg in [169, 170], let’s assume a 256 × 256 coarse resolution
image. Initially the image is divided into a 64 × 64 grid of 4 × 4 (i.e. 16 pixels) blocks,
where its values are summed over each of these blocks. This step allows us to represent an
image acquired by averaging over relatively large regions or pixels. Then the resolution of
the image is enhanced by taking another measurement of coarse pixels. In this case we get
the same 4096 coarse-grid low-resolution measurements, as before, but then we perform a
convolution (multiplication) of the image (obtained from these measurements) with a real-
valued, known, random pulse (sampling matrix) by randomly modulating (encoding) the
phases (spatial or temporal/quantisation enhancement of pixels) and summing again over
the same 16 pixel regions. Using the two previous measurement processes we obtain a sum
of 8192 measurements (in total) from which the image is reconstructed using the TV based
optimisation problem defined in (3.26).
3.7.3 Sparse recovery in images
Following the collection of CS measurements Y = CF = ΦΨW (F ) the decoding step is
the following optimisation problem as a sparse recovery approach [39, 42, 87]:
(3.25) min
Fˆ
‖Ψ∗Fˆ‖l1 s .t . ΦFˆ = Y,
Φ is again a linear operator (sampling matrix) which maps the image F to a set of M
measurements, Ψ∗ is the adjoint of the sparsifying matrix Ψ representing the inverse Unitary
transform, such as IDFT, so as Wˆ (F ) = Ψ∗Fˆ (Fˆ ≈ F due the approximation nature of
the method). This optimisation problem (minimisation of the absolute value of the sum
of magnitudes) searches for the sparsest image representation in the domain Ψ which fits
the measurements Y and it is equivalent to minimising the l1 norm in a domain of image
representation, such as the Wavelet and Fourier domain.
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An interesting variation of the l1 based optimisation principle discussed in (3.25) is the




TV (Fˆ ), s .t . CFˆ = Y




(Fi+1,j − Fi,j)2 + (Fi,j+1 − Fi,j)2
where TV stands for the Total Variation of the image, Fˆ is the recovered image, C = ΦΨ is
the sampling matrix, Y are the collected samples and the Fi,j is the light intensity (pixels)
of the image at position (i, j). The total variation norm is in essence the l1 norm for the
gradient or directional change in the intensity or color of the image, which is mainly used
for extracting information from images (assuming sparsity on the gradient). Moreover, in
the case of complex valued images (i.e. a transform in a complex domain has been applied)
the minimum TV problem in (3.26) can be recast as a special convex programming problem
known as second order cone programming problem [39, 170].
A very similar approach is discussed in [186], where the purpose is to reconstruct a single
image from six consecutive (small timeshift between the acquisition of two images) raster
(low resolution RGB images) compressed and possibly noisy images (low quality high-speed
scanning) obtained by telescope Herschel. Following the CS approach the sparse recovery of







‖YP − ΦPSP (ΨWˆ (F ))‖l2 + λ‖Wˆ (F )‖l1 ,
where P = 6 is the number of raster images collected, ΦP is the sampling matrix used for
each image collected, SP is an operator used for shifting the image and mapping all of them
together for composing the final image (for instrumental noise and model imperfections),
while Ψ is a sparse dictionary used for image representation (e.g. Fourier transform) and
λ > 0 is a small regularisation parameter based on the nature of the problem in order to
enhance sparsity of the l1 norm decoder. Note that in this case we have noisy measurements
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and thus our linear measurements model is slightly different, YP = ΦFP +  for all raster
images P = 1, . . . , 6 with  > 0 a small unknown error (expressed as additive noise) in the
sampling process (representing instrumental noise and model imperfections) [186]. Also note
that the most important feature in CS method applied to images (and large scale problems
in general) is the complete randomness in the sampling process, which is very important
here as the known observations are acquired from an unknown original image and the noise
level is also unknown (though assumed to be small).
Another similar approach has been introduced in [173], where the aim is to detect minerals
on a series of images of the Syrtis Major volcanic complex, taken from planet Mars by Mars
Express (space exploration mission conducted by ESA). This is achieved by processing a
series of images, taken by a sensor which measures the solar light reflected and scattered
back from the surface and from the atmosphere. The sampling or collection of pixels can be
modelled in a form of a two dimensional vector Y of size PP ×LL, where PP is the number
of pixels for the image acquired in LL different mineral spectral bands (surface reflectance
values). Every spectrum band can be expressed as a linear combination of RR mineral
spectra bands forming a matrix X of PP rows (representing the number of pixels) and RR
columns (representing the mineral spectral bands), while matrix A is the blending operator
which contains RR rows of the spectral bands expanded in LL columns representing the
pixel components. Then, the problem of the so-called “linear spectral mixing model” can be




‖Y −XA‖l2 + T‖X‖l1 , s .t .
RR∑
j=1
Xij = 1 and Xij ≥ 0,∀i ∈ PP, ∀j ∈ RR
where T is the non-negative, regularisation term which balances between quality of data
fitting and prior information or confidence for the sparsity of the solution. Note the second
condition which requires that the spectral band values should sum to one for each pixel and
the non-negativity of the values of X.
Another major approach to the fundamental problem of image processing (also used in CS
theory) is the use of functional spaces, such as Banach, Sobolev and Hilbert (see Appendix
A) [2, 132]. Usually, this adoption of functional spaces for image analysis and processing is
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measured by an energy E[F ] of an object, such as image. Classical Fourier and Frequency
based approaches assume that images are drawn from L2(Ω) and E[F ] = ‖F‖l2 = ‖F(F )‖L2 ,
where F(F ) is the Fourier transform [2, 30]. The linear filtering theory and more modern
approaches assume that images belong to Hilbert space L2(R) and their image information
(pixels intensity) is measured by E[F ] = ‖∇F‖l2 . To process images even better a famous
approach is the total variation (TV) model or measure described in (3.26).
An pertinent approach for image sparse restoration is to model with the regularising
term of higher order derivatives [53, 121]. This approach is sometimes favoured over the TV
regularisation as it provides very efficient recovery while preserving all the properties of TV
norm, such as image sharpness, convexity, homogeneity and rotation [121]. In fact, there
is a growing interest in literature for applying a higher order derivative as a regularisation
technique for biomedical images, where image interpretation requires the uttermost detail,
and in general in the areas of image analysis and restoration, such as inpainting, zooming
and de-noising. The majority of the proposed regularisers involve second-order differential
operators to better fit smoother areas in images based on the Euler’s elastica image model
(spline model) [53, 121]:











which is a variation of the famous Euler’s elastica spline model which minimises the energy





where k is the curvature of the curve γ, x is the arc length, and a, b > 0 some parameters.
In the case of image analysis and restoration problems, the most representative regularisers
are [121]:
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where ∆F = θ2F/θ2i + θ
2F/θ2j and i, j ∈ Z2 are the positions of the pixels of the image
F (Cartesian coordinates in a plane).
2. The Frobenius norm of the Hessian for Ω ∈ R2:




θ2F 2/θ2i + 2θ
2F 2/θiθj + θ2F 2/θ2jdF
3. The affine TV functional for Ω ∈ R2:




θ2F 2/θ2i + θ
2F 2/θiθj +
√
θ2F 2/θjθi + θ2F 2/θ2j
)
dF





where ∆pF = θpF/θpi + θ
pF/θpj is the p-th order derivative and q determines the order
of the norm used for penalisation (usually q = 1 or q = 2).
However, note that only TV regularisation method will be used in image recovery exper-
iments and only for comparison purposes with other competing l1/l2 norm based sparse
recovery methods.
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Chapter 4
Sparse approximation as a problem
The aim of sparse approximation problem is to solve a matrix equation CX = Y , or
more precisely to find (reconstruct, estimate, approximate or interpolate) X from given
limited measurements Y as a linear problem. Here, X is the (unknown) K-sparse vector
(signal) we are looking for (or the coefficients of this signal), Y is the known measured
vector (i.e. the samples) and C is the known Measurement or Sensing matrix. In a general
case, Y can represent partial observations or measurements (real or complex) sampled or
compressed by a linear operator C (or mapping function from N to M , with M  N).
For example, C can represent a sampled complex exponential sinusoid model of a partial
set of Fourier frequencies ω = [ω1, . . . , ωM ], where ω could be [1, e
−jω, e−2jω, . . . , e−j(M−1)ω]
(in vector format, see Equation (2.44). These sampled values might be generated within a
specific range (e.g. (−pi,+pi)) which may or may not be uniformly spaced and the chosen
partial frequencies might not match exactly the (basis selection process) harmonics of original
signal X (i.e. presence of noise). We aim however to pick the best possible values for X
which are closest to the original signal.
Note, that since vector X has N terms or entries and the vector Y has M terms or
entries with M  N , the sparse recovery problem, as a system of linear equations, is under-
determined (also referred as ill-posed or ill-conditioned). This is a class of problems which
often does not fulfil Hadamard’s postulates of well-posedness [11, 39, 42, 46, 75]. According
to Hadamard (1902) any well-posed problem 16 must fulfil the following three properties
16These types of problems usually aim to recover a function from a certain number of possibly noisy
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[113, 184, 194]:a) a solution exists for all admissible data (existence), b) the solution is unique
for all admissible data (uniqueness) and c) the solution depends continuously on the data
(stability). If any of these properties is violated then the problem is ill-posed. In the context
of data, generally, we refer to the measured inputs or states. Many classical mathematical
problems are considered to belong to the class of ill-posed problems with many important
applications, including the areas of engineering, physics and finance.
Based on the core principles of CS theory, it is possible to recover sparse signals efficiently
from what appears to be highly incomplete sets of linear measurements using the constrained
l0-minimisation problem as a signal reconstruction problem. This novel method for sparse
signal recovery uses an objective function together with the constraints so as to define the
problem more explicitly and particularly to minimise the number of non-zero variables, i.e.
to derive K non-zero entries (out of N) from the much fewer (M) measurements. The whole
process is actually a search for the distinguished (non-zero) elements which bears some
resemblance with the famous Sum of the Subsets problem and the Interpolation problem in
general. It also reminds us the famous search of the counterfeit coin from a sack of coins
where using a scale we can derive the weight of genuine coins so as to check the coins and
discard the fake one. The l0-norm based minimisation problem can be defined as follows:
(4.1) min
Xˆ
‖XˆN×1‖l0 s .t . YM×1 = CM×NXˆN×1,
Since the signal X we want to reconstruct is K-sparse and it can be formulated as a linear
combination of the matrix vector product between a Basis Ψ and a vector W (X = ΨW ),





‖Wˆi‖l0 = ]{n : Wˆn 6= 0} = K(4.2)
s .t . YM×1 = ΦM×NΨN×NWˆN×1,
measurements which are thought to be unsolvable as an approximate solution derived from the equation was
considered as being of little practical use for most of the problems applied [113, 194]. Methods, such as the
traditional least-squares and maximum likelihood provide solutions that may not be unique and subject to
large changes caused by a small change on data (samples). However, the requirements set for ill-posedness
are now considered as minimal since much stronger requirements, such as measurement error and model
uncertainty, connected to the observations can also be included [113, 194].
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where X = ΨW , Y represents the under-sampled measurements and Φ is the incoherent
measurements model. This represents a pseudo-random classical scheme of sampling based
on a probability distribution (i.i.d. random waveforms), such as a random Gaussian (Nor-
mal), Binary (Bernoulli) Distribution or even randomly selected Fourier samples. X is the
concise K-sparse vector (signal) of length N , approximated by K terms instead of the N
terms that initially has. This optimization principle represents the decompression technique
we have to follow in order to recover the vector (signal) from its collected samples. Note
that this problem has been proven to be NP-Hard as we will see in the following Section 4.1.
4.1 The Complexity of the sparse recovery problem
This Section discusses the complexity of the sparse recovery problem and the complexity
of optimal approximation in general; well-known problems arising in Compressed Sensing. In
particular, we show that M -approximation problem, the l0 and l2 approximation problems
are all NP-Hard (i.e. Non-deterministic Polynomial) and thus any straightforward greedy
recovery algorithm is necessarily computationally infeasible.
Following the analysis of Subsection 2.3.1 we assume a linear redundant dictionary of
waveforms (such as a Fourier matrix), represented by elementary functions as ΨM (M ∈ Z)
in any domain. The aim is to approximate a N element vector X ∈ RN by a set of a linear
combination of M  N such elementary functions.
Definition 6: [69, 175]Let X ∈ RN be a N element vector approximated by a set of ele-





where we seek to minimise the approximation error
(4.4) ‖Xˆ −X‖l2 ≤ ,
where WN(X) is the coefficient vector of X, representing the vector’s behaviour in the do-
main to which Ψ belongs (e.g. Fourier transform), while Xˆ is the M-optimal approximation
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of X (in its original domain) which minimises the approximation error.
In general, in any transform it is desired that Xˆ = X. If the transform is orthogonal
(Ψ columns are unit-length, see Section 4.2) then we can obtain an M -optimal approxima-
tion by computing all the inner products |〈Ψ, X〉| and then sorting them so as to find the





However, the problem of optimally approximating a vector using a linear redundant dictio-
nary of waveforms (such as Fourier matrix) is NP-Hard, as finding the optimal dictionary
waveform that best matches the sparse vector’s structure is also NP-Hard. In fact, the fol-
lowing theorem shows that finding M -optimal approximations is an NP-Hard problem.
Theorem 5: [69] Let H be a N-dimensional vector space (See Appendix A for details)
and ΨN be the set of all dictionaries (elementary functions) for this domain H that con-
tain O(Nκ) vectors, where κ ≥ 1. Also let 0 < α¯1 < α¯2 < 1 and M ≤ N such that
α¯1N ≤ M ≤ α¯2. Then the (,M)-approximation problem of finding an optimal approxima-
tion for any vector X ∈ RN , given  > 0, 〈X,ΨN〉 ∈ H is NP-Hard.
Note that the previous theorem does not imply that the (,M)-approximation problem is
intractable for specific dictionaries. Indeed for orthonormal dictionaries the problem can be
solved in polynomial time [69]. However, the (,M)-approximation problem is NP-Hard for
any given dictionary in a vector space; it is as hard as the exact cover by 3-sets problem,
which is known to be NP-Hard, by reduction. For details about the Set Covering problem
in general see Appendix B.
Definition 7:[69] Let X be a set containing N = 3M elements and let C be a collec-
tion of 3-element subsets of X. The exact cover by 3-sets problem is to decide whether C
contains an exact cover for X; to determine whether every member of X occurs in exactly
one member of a sub-collection contained in C.
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Lemma 1:[69] Any instance (X,C) of an exact cover by 3-sets problem of size N = 3M
and α¯1 = α¯2 = 1/3 can be transformed in polynomial time into an equivalent instance of
(,M)-approximation problem with a dictionary of size O(N3) in a N-dimensional vector
space.
Note that the complexity analysis of the (,M)-approximation problem described previously
can also be generalised for any arbitrary numbers 0 < α¯1 < α¯2 < 1 and dictionaries of size
O(Nκ), for κ > 1, given an instance of exact cover by n on a 3n-dimensional vector space
H. Indeed, consider now the sparse approximate problem with C ∈ RM×N (M rows and
N columns with M  N), vector Y ∈ RM , unknown vector X ∈ RN and  > 0 a small
constant. The aim, as it has already been previously described, is to find the sparsest vector,
over all such vectors X which satisfies the property ‖CX − Y ‖l2 ≤ . Two important as-
pects are of particular interest to mention [28, 69, 146]: a) the cost of evaluating X increases
with the number of non-zero entries in the solution and hence it is desirable to have as few
non-zero entries as possible, with a small recovery error in the interpolation process. b) The
interpolant with the fewest non-zero entries is expected to approximate the whole function
that generated the samples. Especially under the presence of noise the best practice is to
select the sparsest yet approximate interpolant for X. We will now prove that the sparse
recovery problem is NP-hard on a (Turing) machine model of infinite precision.
Theorem 6: [146]The sparse recovery problem is NP-Hard, by reduction to the Set Cover-
ing problem.
Proof [146]:The proof is by reduction from the problem of exact cover by 3 sets. Let’s
assume an instance of a set S and a collection A of 3-element subsets of S. We want to show
whether A contains an exact cover for S, i.e. a sub-collection of A such that every element of
S occurs exactly once in the sub-collection. We will transform an instance of exact cover by
3-sets to an instance of the sparse recovery problem. Assume an instance of exact cover by
3-sets, S = s1, s2, . . . , sM , and A = a1, a2, . . . , aN . Assume also that M is a multiple of 3 and
Y is a vector [1, 1, 1, . . . , 1] of M ones. The matrix C will have N column vectors, one for
each set in A. In particular, for each set ai ∈ A, i = 1, 2, . . . , N , the corresponding column
vector will have entries [Z1, Z2, . . . , ZM ], where Zi = 1 ∀i ∈ {1, ...,M} iff si ∈ ai and Zi = 0
otherwise. Finally, assume that  = 1/2. The given sparse recovery problem has a solution
with M/3 or fewer entries if and only if the given instance of exact cover by 3-sets has a
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solution. Indeed, consider a vector X = [X1, X2, . . . , XN ], where Xi = 1 ∀i ∈ {1, ..., N}
if the i-th set in A is included in the solution of the instance of the exact cover by 3-sets
problem and Xi = 0 otherwise. Then, CX = Y exactly and hence the exact cover instance
has a solution X with at most M/3 non-zero entries. Since ‖CX − Y ‖l2 ≤  = 1/2, each
entry of CX must be between 1/2 and 3/2. Since each column of C has only 3 non-zero
entries, X must have at least M/3 entries. Thus X has exactly M/3 entries. Now consider
the sub-collection of A, consisting of those sets ai such that the i-th entry of X is non-zero.
It is clear that this sub-collection is an exact cover for S.
Following the previous complexity analysis of the generalised least-squares loss function
calculation, namely ‖CX − Y ‖l2 we will now extend this concept to introduce sparsity con-
straints and penalties so as to provide the complexity of the l0 norm based sparse recovery
problem in a more general form. Indeed, the l0 norm based problem can be expressed by
the following three non-equivalent (due to non-convexity) optimisation principles, where the
constrained forms are used when prior knowledge of sparsity of the solution or the noise level
are known [151, 183].




‖Xˆ‖l0 s.t. CXˆ = Y,
(4.7) min
Xˆ





‖CXˆ − Y ‖l2 + T‖Xˆ‖l0 ,
where T is a small regularisation parameter between data fidelity and sparsity, while K is
the sparsity level of vector X ∈ RN .
Note that in order to solve directly the l0 norm based problem, one must find all the possible
K out of N nonzero components in X, which is intractable as the search space is expo-
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nentially large. However, the same problem has many basic feasible (non-unique) solutions
and thus its local minima can be easily found [6, 145, 151]. For this reason, sometimes this
problem is stated as “both hard and easy”, in a sense that its decision problem is in P (poly-
nomial), but its optimisation problem is in NP [92, 142, 161, 213]. In other words finding a
global minimum is NP-Hard but finding a local minimiser is achieved in polynomial time
[92, 142, 161, 213].
Furthermore, results in [92, 126, 141] have shown that an optimal basic feasible solution
for l1 minimisation problem is not always the sparsest solution as in some cases not all basic
feasible solutions have a good sparse structure under l1 norm. Therefore, although it is
very computationally expensive to reconstruct the original vector exactly, it is possible to
reconstruct a good approximation of it (using an approximate polynomial time algorithm).
However, decision and optimisation problems are fundamentally different from a complexity
point of view and an approximate solution for a decision problem is particularly useless. A
more detailed analysis on this issue together with some naive approaches of solving the l0
norm based problem are discussed in Section 6.5. For a more detailed treatment on the l0
complexity, the hardness of finding optimal solutions and the conditions for relaxation of
the l0 norm see [39–41, 75]. Details in [50, 69, 92, 145, 146] provide further insights on the
complexity of the sparse recovery problem and other relevant NP-hard problems, together
with some general solution approaches.
4.2 The Nullspace property
Suppose X ∈ RN is the vector we want to sample and Y ∈ RM is the number of sam-
ples to collect with M  N , using a matrix C : RN → RM . Also consider the recov-
ery matrix ∆ : RM → RN and thus our approximation is defined as ∆(C(X)) = XK ,
where XK is a K-sparse approximation of X, found by solving the l1 optimisation problem
min ‖X‖l1 s .t . CX = Y , so as CXK = Y [68, 215]. We want as few measurements as possible
and thus we will also assume efficient sampling is obtained so that the rows of C are all lin-
early independent. We are interested in the case where the null space of sampling matrix C,
Null(C) = {X : CX = 0}, does not imply invertible mapping, ∆(C(X)) 6= X [68, 215]. Note
that ∆ is not necessary a linear map and therefore for any sample Y we will thus have a class
of vectors that would obtain the same set of measurements, F (Y ) = {X : CX = Y } ⊆ RN .
Then the recovery of XK is possible if and only if there is no vector ν in the null space (ker-
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nel) of matrix C so that xk+ν is interior to (or intersects the boundary of) the l1 ball (space)
defined by ‖XK‖l1 [68, 138, 215]. In fact assume that XK ∈ Null(C) and ν ∈ Null(C), then
CXK = Cν, which by linearity gives C(XK − ν) = 0, or XK = ν. Otherwise XK , ν ∈ F (Y ),
which means XK − ν ∈ Null(C) or XK ∈ ν + Null(C), which violates our hypothesis.
Further details can be found in [68, 138, 163]. The Nullspace property (NSP) now can be
summarised as follows:
Theorem 8:[68, 138, 215]a)If C,∆ pair is optimal on X for K, then C satisfies NSP
for 2K support on X by a constant. b)If C satisfies NSP for X and 2K then there exists ∆
so as C has the optimal X for support K (XK).
In essence, NSP checks how any XK , which is K-sparse, efficiently affects the null space
of C. NSP is mainly connected with the l1 norm based minimisation. In is not a property
that requires sparse approximation and in fact the null space results are much weaker than
the associated RIP based results. However, NSP and RIP prove a “strong equivalence”, that
the matrix can be used for compressed sensing of any K-sparse vector [68]. Note there is also
another version of NSP, less restrictive that ensures a matrix can be used for Compressed
Sensing for all but a small fraction of K-sparse vectors. In practice this can be achieved when
selecting a K-sparse vector at random. For further discussion on NSP see [68, 74, 215].As we
will see in the next section UUP and RIP conditions are just generalisations of rectangular
orthogonal matrices with respect to their columns. As a quick reminder recall the definition
of rectangular orthogonal matrix:
Definition 8:[189, 215]If C ∈ RM×N is an orthogonal matrix, then the column vectors
of C = [C1, C2, . . . , CN ] are orthogonal which means that they have unit length (‖Ci‖l2 =
1,∀i = 1, 2, . . . , N) and are orthogonal to each other (< Ci, Cj >= 0 for i 6= j). Also if
(B1, B2, . . . , BN) is a N-dimensional vector B ∈ RN then the linear combination (i.e. en-
coding) of C and B, B → ∑Ni=1CiBi is an isometry since ‖∑Ni=1CiBi‖l2 = ∑Ni=1 ‖Bi‖l2.
This implies that the encoding can be inverted as we can derive the coefficients vector B
uniquely from
∑N
i=1CiBi, while small fluctuations will not affect B.
In fact, these notions are not new, they were firstly referred as “neighborliness” in the con-
vex polytope community. David L. Donoho and Emmanuel Cande`s analysed these concepts
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in detail back in 2005 (see [78] and [87] respectively). For completeness in our discussion we
also present here the connection between nullity and rank through the following theorem:
Theorem 9 (Rank-Nullity Theorem):[68, 138, 163]For any invertible matrix C ∈ RM×N
its rank plus nullity is N (number of columns).
For any matrix C ∈ RM×N , its rank is equal to the number of linearly independent rows
(|rank(C)| < min{M,N}) and the dimension of nullity is null(C) ∈ {0, N}. Note that if
M = N and thus C is square, then rank(C) = N , C is invertible and CX = Y has a unique
solution for any Y , since ∅ is only mapped to ∅ (the solution space is exactly defined as we
do not have not have any non-zero values mapped to ∅ by C).
4.3 The Restricted Isometry Property
NSP is a weaker assumption than UUP/RIP used for establishing guarantees for sparse
approximations in the l1 norm based minimisation problems. Unlike with NSP, UUP/RIP
establish stronger conditions, as more general robust principles, applied to many sparsity
based algorithms. UUP/RIP also consider noisy cases, where measurements can be contam-
inated with noise or be corrupted by some quantisation error. In essence RIP implies NSP,
as a sufficient condition to guarantee that NSP is satisfied, but not the other way round [68].
Before defining RIP, we firstly need to assume that X already represents the coefficients of









= {X ∈ RN : ] sup(X) ≤ K},
where sup(X) is the support of a set of indices i for which Xi 6= 0 and ] is the number of
elements in a set. The best approximation can be achieved by using the norm ‖.‖lp and it is
described as the best K-term approximation as [68, 69, 215]:
(4.10) K(X)p := inf
z∈∑K‖X −XK‖lp ,
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where p = 0, 1, 2 defines the type of the norm and XK the best K-term approximation of
X. Using this process we assume that the derived XK varies from the original X, which
requires first to compute all of the basis coefficients. Note that finding in general the best
K-term approximation as a problem is NP-Hard, though for specific bases (e.g. orthonormal
dictionaries) the problem can be solved in polynomial time [69]. In other words, the problem
of optimally approximating a function with a linear expansion over a redundant dictionary
of waveforms is NP-hard. Further details can be found in [69].
Recently, in [40, 41, 43, 75, 87] Cande`s, Donoho and Tao argued that since we retain only a
few of these coefficients in the end, perhaps it can be possible to actually compute only a few
non-adaptive linear measurements in the first place and still retain the necessary information
about X in order to build a compressed representation. For this purpose they introduced the
concept of CS, together with the initial notion of the Uniform Uncertainty Principle (UUP),
which they afterwards refined it by the Restricted Isometry Property (RIP) for the Sensing
matrix C. Both of these properties are very important for the stability of CS decoder
as these properties characterise matrices which are nearly orthonormal, when working on
sparse vectors. Note that there are not any large matrices with bounded isometry constants
known, but many random matrices have been shown to remain bounded. In particular, it
has been shown that with exponentially high probability, random Gaussian, Bernoulli, and
partial Fourier matrices satisfy the UUP and RIP properties with the required number of
measurements nearly linear in terms of sparsity level [39–41, 43].
The UUP was introduced by Cande`s and Tao in 2005 and states that the measurement
matrix C has to obey the following property [48, 87]:
(4.11) (1− δK)‖W‖l2 ≤ ‖ClW‖l2 ≤ (1 + δK)‖W‖l2 ,
for all subsets l ⊂ {1, 2, . . . ,M} with |l| ≤ K, Cl denotes a |l| × N submatrix consisting of
columns of C indexed by the elements in l, δK (for the support K of W ) is a small constant
based on C and Wj, j ∈ {1, 2, . . . ,M} represents the coefficients of a matrix X represented
by a dictionary. This property in other words states that every submatrix Cl with cardinality
less than the sparsity level K must be an orthonormal system [68]. It has also been proven
that δK + δ2K + δ3K < 1 based on a K sparse vector with support size |l| ≤ K [87]. Note
also that it is NP-Hard to verify that UUP holds for large K as there is exponentially large
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number of different submatrices to consider and test [189]. The RIP property now follows:
Theorem 10:[34, 40, 41, 180] A matrix C satisfies the RIP of order K if there exists
δK ∈ (0, 1) constant such that:
(4.12) (1− δK)‖X‖l2 ≤ ‖CX‖l2 ≤ (1 + δK)‖X‖l2 ,
holds for all X ∈∑K and K = 1, 2, . . . ,.
A vector X is said to be K-sparse if it has K non-zero entries. Note also that if C sat-
isfies the RIP of order K with constant δK , then for any K
′ < K we automatically have
that C satisfies the RIP of order K ′ with constant δK′ ≤ δK . Moreover, in [149] it is shown
that if C satisfies the RIP of order K with a sufficiently small constant, then it will also
automatically satisfy the RIP of order γK for a certain small γ, with a deterioration in δ
constant. In particular we have the following Lemma:
Lemma 2:[149] Suppose that C satisfies the RIP of order K with constant δK. Let γ
be a positive integer. Then C satisfies the RIP of order K ′ = γbK
2
c, with constant δK′ < γδK
and b.c denotes the floor operator or function.
Notice that apart from the cases of γ = 1, 2 when γ ≥ 3 and K ≥ 4, the Lemma allows us
to extend the RIP of order K to higher orders. However, δK must be sufficiently small in
order for the resulting bound to be applicable [68]. Note that for simplicity reasons in the
analysis we assume symmetric bounds around 1 in the previous definitions. In practice, we
can consider arbitrary bounds as [68]:
(4.13) α‖X‖l2 ≤ ‖CX‖l2 ≤ β‖X‖l2 ,
where 0 < α ≤ β <∞. Given any such bound we can easily scale C to satisfy the necessary
symmetry by multiplying the bounds with a proper ratio.





who proved that a small enough value for δK is enough to efficiently recover all K-sparse
vectors. In fact it has been shown that the sufficient condition for sparse recovery (lower
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bound) is δK ≤
√
2− 1 [40], while in [91] recovery is sufficient when δK < 0.4531. Recently,
in [34] it has been shown that stable recovery can be achieved even under the presence of
noise on condition that δK < 0.307, which cannot be substantially improved in a noiseless
case. In addition to that the upper bound of 0.5 for δK cannot be increased in general so as
to guarantee stable recovery of K-sparse signals [34].
It is important at this point to note that RIP conditions are in general hard to verify for
any general sensing matrix C but easy to verify for specific matrices [34, 40, 189]. In fact,
RIP is a deterministic property applied to Sensing matrices in general, but it is known to
work with specific probability density function matrices. There is yet no paper ensuring that
RIP will hold for any given matrix and in general finding values of δK is NP-Hard (but easy
to verify them) [12, 42, 189]. In general, it has been shown in [12, 40, 186] that RIP holds
for specific Sensing matrices C = ΦΨ, where Ψ is a sparsifying transform basis and Φ the
measurement matrix randomly generated from a favourable distribution (see next Section
4.4). The matrix ensemble (i.e. random/stochastic matrix) Φ which are known to obey
UUP and RIP conditions are for example random normalised Gaussian, Bernoulli and DFT
matrices [12, 189]. Many matrix ensembles are also proven to have the NSP property; see
[77] by Donoho and Tanner. However, for large sparsity levels, there are only probabilistic
ways of proving that the previous isometry conditions hold with a small probability of failure
[12, 189]. In fact, there is not any fast (e.g. sub-exponential) algorithm known to test these
conditions, while the obvious way of searching all submatrices in a given class and test each
one for UUP/RIP conditions is practically infeasible [12, 189]. Indeed, it has been proven in
[44, 48] that columns of Sensing matrices can be as large as M exp(αM/K), for some absolute
small constant α > 0, which makes it easy to construct (since in high dimensional space the
random selection of two orthogonal vectors is easy) but hard to check all the submatrices
for isometry.
However, for relatively small K ≈ √M it is easy to obtain Sensing matrices [44]. DeVore
in [70] showed that it is possible to polynomially construct Sensing matrices with entries
±1/√M using deterministic methods given that K ≤ µ√M logN/ log(N/M), N equal to
an arbitrary large power of M and µ > 0 a small constant. At this point it is important to
mention that RIP is just a sufficient condition to guarantee the performance of the design
of the Sensing matrix. Perhaps there might exist specifically constructed matrices that have
the same performance in compression and yet one may satisfy RIP conditions while the
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other not. Alternatively, there may be matrices for which RIP can be easily verified and still
likely holds for them. Yet another interesting issue is the concept of sparse recovery under
oversampling ratios (overdetermined linear system) where RIP or UUP are only conjectured
to hold [189]. Only recently some robust results on compressible signals (rather than sparse)
under the presence of noise have appeared. For a more detailed discussion on these areas see
[100, 189]. It is yet to be seen in the scientific community any universal results where RIP
and UUP will work for all types of sparse and compressible signals under noisy data instead
of generic sparse data, using either probabilistic or exact algorithms for producing rigorous
results. Towards this aspect it would also be particularly beneficial in large problem sizes to
derive improved bounds on the RIP constants for different ensembles and how these bounds
can be used to satisfy RIP or UUP conditions.
In general, the results derived from RIP and its generalisation UUP are very important
as they ensure efficient recovery of all sparse vectors from undersampled measurements.
Both of these properties are designed to guarantee the uniqueness of the solution we want
by showing that C is an approximate isometry for all vectors restricted to be K-sparse
(i.e. ‖CX‖l2 ≈ ‖X‖l2 and thus the l0 norm can be relaxed by the l1 norm with similar
results). They provide sufficient guarantees that the distance between the measurements of
two vectors Y = CX and Y ′ = CX ′ are proportional to the distance between the original
vectors X and X ′ respectively. In essence, they show that two sparse vectors with small
measurements error cannot be the same as all submatrices of C with size M ×K are close
to an isometry. This important outcome, namely that CX and X have about the same
norm, can be seen through a simple yet representative example. Imagine for example that
X has a dimension of 10+50 with only a few K non-zero elements in it. Computing the
norm of this high dimensional vector might take some time. Instead, as C satisfies RIP
condition with support K we can compute the norm of CX which is equivalent. Matrix C
can act as a universal compressor for any sparse vector without much loss and thus using a
sparse recovery method we can then find the original vector and project back to that. Note,
however, that it is NP-hard to compute exactly the RIP constant δK for matrices C of high
dimension.
One way to achieve that would be to find all the K sparse vectors of unit norm, compute
the norm ‖CX‖l2 and then take the maximum values away from 1 [40]. Relaxation methods
to evaluate approaches and find RIP constants deterministically are in their infancy [12, 40].
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On the other hand, sparse recovery methods in general are designed under the assumption
that C satisfies RIP [41, 209]. This is important as CTC acts like an isometry when applied
to sparse vectors. In fact some l1 norm based solvers and greedy methods make estimations
of a new solution based on CTY (e.g. L1 Magic). In this context we can use data from Y to
approximately estimate X (back-projection). Alternatively some greedy algorithms replace
CT with the pseudo-inverse CT (CCT )−1 which can be viewed as a special case of precon-
ditioning data in Y [142, 213]. The reconstruction accuracy can also commonly improved
by enforcing non-negativity in X while projecting back (CT (CCT + δI)−1Y ), δ > 0, i.e.
Regularised Least Squares) [28, 163].
4.4 Stability of the solution
Let’s assume that Xˆ is the best sparse approximation we could obtain if the locations
and amplitudes of the k-largest entries of X were known. Assume also that δ2K <
√
2 − 1.
Then the solution Xˆ obeys the following rules for some constant 1 (for l1 minimisation)
[40, 41, 43]:
(4.14) ‖Xˆ −X‖l1 ≤ 1‖X −XK‖l1
and
(4.15) ‖Xˆ −X‖l2 ≤ 1K−1/2‖X −XK‖l1 ,
for small values of 1 depending on the RIP constant. For example for δ4K = 1/5, 1 ≤ 8.77
[39], while if δ3K ≤ (
√
2−1)2/3, then 1 = 2
√
2+2−(2√2−2)δ3K√
2−1−(√2+1)δ3K [61] (for a more detailed analysis
in K-term approximation and optimal bounds see [61]). Xk represents the real best K-sparse
approximation of X. If X is K-sparse then the recovery is almost exact, which means that if
δ2K < 1, the l1 norm based problem has a unique K-sparse solution. Also for δ2K <
√
2− 1,
the solution to the l1 norm based problem is equivalent to that obtained by the l0 norm
based problem. In other words, the convex relaxation (l1 minimisation) derives the sparsest
solution on sparse vectors with high probability [40, 41, 43]. Alternatively, if we assume that
δ2K = 1, then 2K columns of C Sensing matrix may be linearly dependent and thus there
is a 2K-sparse vector h so as Ch = 0. Then we can decompose h = X −X ′, where both X
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and X ′ are K-sparse. But now we have CX = CX ′ which means that X = X ′. For further
details on this topic see [40, 41, 43, 68, 87, 180]. Note an alternative definition of the stability
of the solution for the l0 norm based problem can be defined as:
Theorem 11:[39, 48, 75] Let T and Ω be subsets of {0, 1, . . . , N − 1} for N a prime num-
ber and length of a vector X which is supported on Γ = T ∪ Ω with CX = Y such that
|T | + |ω| < N/2. Then the solution to l0 norm based problem in Equation (4.1) is unique
and equal to original vector X.
Consequently, if there exist two distinct vectors X1, X2 obeying | sup(X1)|, | sup(X2)| <
N/2 + 1, then CX1 = CX2 and thus X1 = X2. Finally in terms of best K-term approx-
imation using a particular dictionary we have the following results for the stability of the
solution, recovered Xˆ from original vector X in terms of measurements M :
1. Fourier Dictionary [167]: ‖X − Xˆ‖ ≤M−1/2.
2. Wavelets Dictionary [104, 167]: ‖X − Xˆ‖ ≤M−1.
3. Curvelets Dictionary [104, 167]: ‖X − Xˆ‖ ≤M−2.
For the noisy case now, let’s assume again that δ2K <
√
2−1 (RIP constant δ) and ‖e‖l2 ≤ λ,
where e represents the noise in the sampling process and 0 < λ < 1 a small constant. Then
the solution of l1 norm based problem obeys the following rule (general model) [42, 43, 87]:
(4.16) ‖Xˆ −X‖l2 ≤ 1K−1/2‖X −XK‖l1 + 2λ,
with the same constant 1 (for the approximation error) as before and some 2 as another
small constant (for the measurement error). Both of these constants are very small 0 <
1, 2 < 10. For example, if δ2K = 1/4, then 1 ≤ 5.5 and 2 ≤ 6 [39], while if δ2k = 1/4,
it has been proven in [40] that the error of recovery for (4.16) is less than 4.2K−1/2‖X −
XK‖l1 + 8.5λ. Another interesting outcome that derives from the previous theorems is as
that | < CX,CX ′ > | ≤ δs+s′‖X‖l2‖X ′‖l2 , holds ∀X,X ′ supported on disjoint subsets
T, T ′ ⊆ {1, 2, . . . , N} with |T | ≤ s and |T ′| ≤ s′.
In general, if matrix C satisfies the RIP then this is sufficient for a variety of algorithms
to be able to successfully recover a sparse vector (image or signal) from noisy or non-noisy
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measurements. In fact, this means that a small amount of additive noise to the measurements
will not considerably affect the sparse recovery. More precisely this can be alternatively
defined as [68, 215]:
(4.17) ‖∆(CX + e)−X‖l2 ≤ ‖e‖l2 ,
for a small constant  > 0, ∆ : RM → RN the recovery algorithm and C : RN → RM the
Sensing matrix. A slightly different result is given in [209] where noise is assumed to be
independent and identically distributed (i.i.d.) Gaussian with zero mean and variance σ2
(i.e. white Gaussian noise). This case is of particular interest for sensing, reconstruction and
target detection in the area of hyperspectral imaging. Hyperspectral images consist of spatial
maps of light intensity variation of spectral bands or wavelengths (i.e. measurement of the
spectrum of light transmitted or reflected in a scene) [209]. This has high applicability in
identifying material properties of a scene as chemical elements have unique spectral signature.
As noted by the authors in [209] it is possible to derive a slightly tighter result without
replacing Equation (4.17) for small quantity of noise ‖e‖l2 with E[‖e‖l2 ] =
√
Mσ, which will
increase the collection of necessary measurements. Specifically, robust sparse recovery can
be achieved as an estimate of the form:







where K represents the number of non-zeros entries or significant coefficients of X, ′1, 
′
2 are
some small absolute constants and 0 < σ, β < 1 represent small constants so as C/β satisfies
RIP. Note that now we assume that the standard RIP assumption of ‖CX‖l2 ≈ ‖X‖l2 has
been replaced with a a more relaxed assumption, namely that ‖CX‖l2 ≈ β‖X‖l2 . Obviously,
either an increase in β or (an equivalent) decrease in σ will improve the estimation of X. In
fact, it has been shown in [50] that for any Sensing matrix C which might not satisfy RIP but
with the same l2 norm, any sparse recovery algorithm cannot improve the estimate of X more
than a constant factor. This means that for any fixed set of random linear measurements,
under the presence of noise, no recovery system can achieve better than standard sparse
recovery methods. A more thorough analysis about sparse models, non-negative sensing
matrices and imperfect system models can be found at [209].
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An alternative recovery guarantee for bounded noisy cases which also considers mutual
coherence µ(C) of Sensing matrix C is given in [76, 85]:
(4.19) ‖X − Xˆ‖l2 ≤
‖e‖l2 + √
1− µ(C)(4K − 1) ,
where support (sparsity level) K ≤ (1/µ(C) + 1)/4 and  > ‖e‖l2 is a small constant. Note
that this stability of the solution is for the l1 norm based problem. Also in [198] the solution
of the l1 norm problem is shown to be unique with probability at least 1−2δK−(K/2)−5 (δK
RIP constant) given that X ∈ ∑K , with sparsity K drawn at random from (NK) available
options with i.i.d. entries generated and
√
18 log(N/δK) log(K/2 + 1) + 2K/N‖C‖l2 ≤
exp(−1/4)(1 − 2−1/2), for some small constant  ≥ 1, 0 < δK < 1/2, Y = CX and K ≤
log(N/δK)/(8µ
2(C)). The value µ(C) represents the coherence which has to be small and
‖C‖l2 represents the spectral (Euclidean) norm of the Sensing matrix C.
Another class of solution guarantees is provided for greedy algorithms and particularly
by OMP methods. For the OMP method with stopping criterion ‖X − Xˆ‖l2 ≤ ‖e‖l2 and
‖e‖l2 ≤ L((1− µ(C))(2K − 1))/2 with L > 0 a positive lower bound based on the elements
of X, the stability of the solution is given by [76, 85]:
(4.20) ‖X − Xˆ‖l2 ≤
‖e‖l2√
1− µ(C)(K − 1)
In [67] it is shown that OMP can efficiently recover a signal X in exactly K iterations given
that X ∈∑K sampled using Y = CX with C satisfying RIP constant δK+1 < 1/3√K. In
fact in [217] it has been shown that OMP has error recovery bound of ‖X − Xˆ‖l2 ≤ ‖e‖l2 ,
after 30K iterations under noise level e (Y = CX + e) and a small constant  > 0, given
that the sampling process of X ∈ ∑K follows RIP constant δ31K < 1/3. In general, the
authors in [85] have shown that for every X ∈∑K and Y = CX, sparse recovery methods
(OMP, AIHT and BP methods) can recover almost exactly X from Y given that C follows
RIP with constant δK where  and δ are method specific. Note also that recovery is actually
proportional to the noise level in all the above cases.
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4.5 Design of CS matrices
The design of Sensing matrices is very important in CS theory so as to guarantee the
uniqueness of solution from the given under-sampled measurements. In general, ill-posed in-











[28, 96, 142]. However, the design of the Sensing matrix
can guarantee the uniqueness of the sparsest solution based on the following definition and
theorem (Unique Representation Property - URP).
Definition 9:[56, 96] A system is said to have a unique sparse solution if any collection of
M = 2K columns of C are linearly independent. This guarantees that any basis is uniquely
represented by the columns of C and thus X is the unique solution of CX = Y having sup-
port/sparsity X ∈∑K (‖X‖l0 = K) according to the following theorem.
Theorem 12: [56, 96] If a linear system CX = Y satisfies URP and has K < M/2
dimensional solution (sparsity) then there can be no other solution with dimension less than
R = M −K + 1.
This property particularly holds for Gaussian Sensing matrices C given that M ≥ 2K.
This means that the maximally sparse solution has dimension less than M/2 or in other
words the solution is guaranteed to be unique when the measurements M exceed the sig-
nal dimension (length) by a factor of 2. Note however that the sampling process does not
necessarily need to be uniform. A very relevant theorem which proves the uniqueness of the
sparsest solution is based on spark.
Definition 10:[79, 85] The spark(C) of a given matrix C is the smallest number of columns
of C that are linearly dependent.
Note that M ×N matrices C with i.i.d. random entries generated by a continuous distribu-
tion have spark(C) = M + 1 with high probability, while as M and N grow the coherence
converges to µ(C) = 2
√
logN/M (for distributions with zero mean and finite variance, such
as random matrices from Gaussian, Rademacher, etc.)[79, 85]. The following theorem guar-
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antees the uniqueness of the sparsest solution using spark.
Theorem 13: [79, 85] If spark(C) > 2K then for every measurement vector Y ∈ RM
there exists exactly one vector X ∈∑K such that Y = CX.
This means that spark(C) ∈ [2,M+1] so that this theorem holds for measurements M ≥ 2K
[85]. Note however, that finding spark of a matrix has high computational complexity which
is the reason that mutual coherence µ(C) property is chosen instead [85]. Note that spark
and mutual coherence can be related as follows:
Lemma 3:[79, 85] For any matrix C, spark(C) ≥ 1+ 1
µ(C)





is the mutual coherence of Sensing matrix C.
Note that since C is orthonormal, ‖Ci‖l2 = ‖Cj‖l2 = 1. Combining now the previous
Theorem and Lemma we can also define the following condition for C so as to guarantee
uniqueness of the sparsest solution.




) then for every measurements vector Y ∈ RM
there exists exactly one vector X ∈∑K such that Y = CX.
This provides the theoretical upper bound on the sparsity level in terms of coherence
(K = O(
√
M) while the lower bound of µ(C) is Ω(1/
√
M)) on condition that Y is pro-
duced without error (noiseless environment) [85]. We can also connect RIP with the mutual
coherence as follows:
Lemma 4:[36, 46] If C has unit-norm columns and coherence µ(C) then C has RIP con-
stant δK ≤ (K− 1)µ(C), which means that if RIP constant δ2K is satisfied for C matrix and
thus spark(C) > 2K, then any vector X ∈∑K can be uniquely recovered.
Note that for each integer S = 1, 2, . . . we can define a slightly different constant δSK of
the Sensing matrix C as the smallest number such that RIP holds for all K-sparse vectors
(i.e. K is the order of RIP). Based on this assumption we say that a matrix C obeys the RIP
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of order K if δK is not too close to one. Under this condition C matrix can guarantee that
all K-sparse vectors cannot be in the null space of C, as C must be a distance preserving
transformation for all K-sparse vectors sampled and bounded by some constant δSK , known
as the RIP constant (i.e. all subsets of C columns taken from C are in fact nearly orthogonal)
[39, 43, 46]. In the other case of S = 2 we assume that δ2K is sufficiently less than one. If
this RIP constant property does not hold then it is probable for a K-sparse vector to be in
the null space of C and thus it may be impossible to efficiently recover it.
4.6 Measurement bounds
If we ignore the δ parameter used in RIP we can then establish the lower bound needed
for the number of measurements M , using K as the level of sparsity and N as the length of
the measured vector. We firstly need to provide the following Lemma:
Lemma 5:[41, 68, 87] Let K and N satisfying K < N/2 be given. Then there exists a
set X ⊂ ∑K such that for any x ∈ X we have ‖x‖l2 =≤ √K and for any x, z ∈ X with
x 6= z,




(4.22) log |X| ≥ K/2 log(N/K).
Based on this Lemma we can now define the bound on the required number of measurements
to satisfy the RIP property.
Theorem 15: [40, 41, 43] Let C be an M × N matrix that satisfies the RIP property
with constant δ and order 2K, δ2K ∈ (0, 1/2]. Then
(4.23) M ≥ O(K log(N/K)),
with probability of failureO(N−β) (for a small constant β > 0) and  = 1/2 log(
√
24+1) ≈
0.28. Note also that the restriction δ2K ∈ (0, 1/2] is merely for simplicity reasons and
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we can establish bounds for any arbitrary value of δ2K < 1. A more detailed analysis
in optimal/improved bounds can be found in [68], which investigates different bounds for
measurements. For a pair of bases Φ and Ψ (e.g. bio-orthogonality, see Appendix B) following
RIP property and a Sensing matrix C = RΨΦ, where R extracts M elements randomly,
Cande`s and Tao showed that a small recovery error holds with overwhelming probability if
the following measurements bound is satisfied [39, 44]:
(4.24) M ≥ O(K(logN)5)
Rudelson and Vershynin in [171] used geometric functional analysis and probability in Banach
spaces in order to prove that it is possible to have a smaller recovery error with a bit smaller
probability of failure if the measurement bounds satisfy:
(4.25) M ≥ O(K(logN)4),
Note however, that no formal result has been established in a general case of incoherent
measurements, without (K, δ)RIP conditions, for M = O(K(logN)), case which is only
conjectured to hold.
It has also been shown in [12, 85] that Sensing matrices which are random and satisfy
(K, δ)RIP with high probability require M = O(K log(N/K)/δ2) measurements. DeVore in
[70] showed that it is also possible to create Sensing matrices deterministically which satisfy
again (K, δ)RIP for K = O(
√
M log(M)/ log(N/M)) and M ≈ O(K2 logN) which is more
restrictive for real life applications. In more general cases where C is not known whether
it satisfies RIP/UUP properties, the number of measurements needed for efficient recover is
[41, 83, 85]:
(4.26) M ≥ `KNµ2(Φ,Ψ) log(N/δ),
or alternatively
(4.27) M ≥ `′ log2(N/δ),
with probability of success 1−δ, for small δ < 0 and 0 < `, `′ < 1 some small constants. Then
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W (X) (signal coefficients) is the solution to ΦΨW (X) = Y , assuming that W (X)Ψ = X
(X ∈∑K in Ψ) has support Ω ⊂ {1, 2, . . . , N} (|Ω| = K) and ΦM×N is used to draw from
W (X) uniform and random measurements Y as a subset A ⊂ {1, 2, . . . , N} with |A| = M .
Note, µ is the mutual coherence of the column rows of the orthonormal bases Φi, Ψj, with
µ(Φ,Ψ) = max
1<i 6=j<N
| < Φi,Ψj > |. Since µ(Φ,Ψ) ∈ [
√
N, 1], the measurements M number
ranges from O(K log(N)) to O(N).
4.7 Alternative recovery problems
As we have already discussed in this Section sparse recovery is achieved by solving the
l0-norm based problem defined in Equation (4.1). This is a minimisation problem of non-
zero coefficients of the sparse signal (defined as vector) we want to recover or decompress.
An alternative approach is to solve the l0 norm based unconstrained optimization problem,
than trying to solve the constrained version of the same problem, which has been effectively
used in several similar signal recovery problems; see for example [48, 83, 141, 159, 161]. This
equivalent problem formulation without constraints is given as [48, 87, 142]:
(4.28) min
Xˆ
‖YM×1 − CM×NXˆN×1‖l0 ,
where Y is the samples vector, C is the Sensing matrix and Xˆ is the unknown sparse vector.
This problem formulation has some similarities with the error correction and coding theory
problems [39, 48, 87].
It has also been proven that the problem in (4.28) yields the same conditions for optimal-
ity as its counterpart in (4.1) and derives the same stationary points as solving the equivalent
constrained problem [6, 141]. Its major advantage is the elimination of the constraints which
usually grow very quickly in size, aspect which makes the problem much easier and quicker to
solve. However, due to the ill-posed nature of the problem and the Null Space of the Sensing
matrix C, any miscalculations that might occur in the estimation of X can be propagated in
the solution set, as we have numerous local minima within the feasibility set. In particular,
an estimate of X can satisfy CXˆ = Y , but might yield high error ‖Xˆ −X‖l2 , which can be
propagated in the next step of the l0 heuristic proposed in Section 6.6.
Note also that the l0 norm defined in sparse recovery problems in (4.28) and (4.1) is not
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a real norm (not continuous) and thus a combinatorial search is still required in order to find
the optimal solution among lots of local minima. In fact, both of these problems are defined
as NP-Hard [6, 11, 39, 46]. Therefore, mathematicians and researchers of the CS method
initially proposed the l1-norm problem for efficient sparse recovery. This is a convex (linear)
optimization problem which can be solved numerically very efficiently using one of many
linear optimization methods such as the well known Simplex method or other interior point
methods. However, there are some properties that have to be considered in order to apply
the l1-norm minimisation problem as a good approximation of the l0-norm minimisation
problem. This is achieved with the help of RIP/UUP principles which are already defined
in Section 4.3.
4.7.1 The l1 min problem
It is notable that in the most literature the l1 convex (approximate) relaxation problem is
solved instead of the l0 problem which in principle requires a combinatorial search. The l1
minimisation problem can be defined as follows [11, 42, 75, 119]:
(4.29) min
Xˆ
‖XˆN×1‖l1 s .t . YM×1 = CM×NXˆN×1,
where, Xˆ is the unknown sparse vector, Y are the measurements or samples and C is the
Sensing Matrix used for the collection of these samples. For real-valued C and Xˆ this is
a linear programming problem (LP), which can be solved by gradient based methods or
Simplex variations. For complex valued C and Xˆ this is a second-order cone programming
problem (SOCP) which can be solved by gradient based methods [28, 132, 215]. This l1
minimisation problem is a linear problem and it is equivalent to the l0 minimisation problem
if the Restricted Isometry Property, previously discussed, holds. Then, we can reconstruct
a given signal or image, exactly, with overwhelming probability, as it is given in Sections 3.5
and 4.4, using M ≈ K logN measurements or samples [39, 46]. In general, many researchers
follow this approach as a sparse approximation scheme because it has both linear constrains
and objective function and thus it can be easily solved by many state-of-art algorithms
including the method of the famous American mathematician George Dantzig, commonly
known as Simplex method.
Other well-known variations of the l1 norm based problem are as follows:
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1. The quadratic relaxation, least squares approximation with l1 regularisation or Least
Absolute Shrinkage and Selection Operator (LASSO) [28, 29, 193]:
(4.30) min
Xˆ




‖CXˆ − Y ‖l2 s .t . ‖Xˆ‖l1 ≤ λ,
where the presence of l1 enforces the components of Xˆ to become close to zero (i.e.
encourages sparsity) and λ > 0 is a non-negative real parameter based on the feasible
nature of the problem. Note that this is a non-linear problem.
2. The Dantzig selector or residual correlation constrains problem which is a linear pro-
gramming problem [39, 49]:
(4.32) min
Xˆ
‖Xˆ‖l1 s .t . ‖CT (CXˆ − Y )‖∞ ≤ λ,
which solves the sparse recovery problem by projecting back to the vector of residuals
(CT (CXˆ−Y )), with λ > 0 a non-negative real parameter based on the feasible nature
of the problem. Note that this is an efficient estimation within the predicted noise level
(assuming noise 0 ≤ ‖e‖l2 ≤ 1), but does not correlate well with the Sensing matrix C
[39].
3. The l1 analysis in an over-complete framework (basis C is over-complete) can be defined
as [51, 86, 215]:
(4.33) min
Xˆ
‖CT Xˆ‖l1 s .t . ‖CXˆ − Y ‖l2 ≤ λ,
which is a minimisation of an over-complete dictionary as a sum of dictionary subsets
(e.g. Wavelets, DCT and DFT). This type of problem commonly arises in image/signal
reconstruction and restoration where C represents the observation operator and redun-
dant dictionary or basis and X is the vector of representation coefficients of an unknown
signal/image.
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4.7.2 The l2 min problem
The Least Mean Squares (LMS) algorithm or l2-norm minimisation method is one of the
most popular recursive parameter estimation methods and thus the most obvious approach
someone might assume for sparse recovery. However, in its standard form it does not con-
sider any special characteristics of the measurements and sampled vector as a parameterized
model. If such model is sparse in some domain (for example, it has sparse impulse or fre-
quency response), the method is not adapted properly for this underlying sparsity and is
solely based on the number of measurements which are highly incomplete and thus achiev-
ing poor results. It has been shown in literature that this approach, as a process of sparse
recovery cannot find an efficient minimum l2-norm solution [42, 43, 75] (see also example in
Section 3.6). This is expected due to the ill-posedness of the problem and its numerous local
minima [119, 203].
A more efficient approach is the weighted least squares (weighted norm approximation)
or regression estimation method as an optimisation principle which tries to minimise the
weighted difference between the observations vector Y and the estimation model CX, defined
as follows [28, 56, 188]:
(4.34) min
Xˆ
‖W (YM×1 − CM×NXˆN×1)‖l2 ,
where W ∈ RM×M is a weighting matrix, which is usually diagonal so as to give relatively
large weights to the small residuals (R = CXˆ − Y ) of the model parameter estimation
and thus leading to optimal solutions. Unlike ordinary least squares approach each term is
weighted so as to determine the significance of each estimation X over the observations Y
in the data set.
At this point two important issues have to be pinpointed. Firstly, that recently in the
literature this weighted approach has received considerable attention in CS theory as an
alternative to l1 norm problem with good quality parameter estimates. Further details on
this technique and relevant solution methods are discussed in Sections 7.2 and 7.4. Secondly,
if the Sensing matrix C can be inverted and has dimensions N × N (same as the vector -
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signal) the unweighted least squares problem has an analytical solution [28, 163, 188]:
(4.35) X = (CTC)−1CTY
The latter outcome is crucial, as we will see, since based on this result we can create a pseudo-
inverse of the matrix C instead, so as to generate an efficient initial feasible solution for the
proposed heuristic described in Section 6. Alternatively, the objective function in Equation
(4.34) can be replaced by a global smoothness function sp(f) used in many interpolating











where f(j)− f(i) represents the difference of light intensity of pixel j and i respectively in
rows and columns for all pixels of an image (i.e. minimise the expectation error between all
the pixels of the image). The weight wij for pixels i, j is a small positive number based on
the image (e.g. the average of pixel intensity), while p parameter defined the norm used in








A similar approach where we want to choose the subset of K potential regressors (columns
of C) and the associated values of Xˆ with K M  N can be expressed as [28, 29, 193]:
(4.38) min
Xˆ
‖CXˆ − Y ‖l2 s .t . sup(Xˆ) ≤ K,
where sup(Xˆ) measures the support/sparsity of a vector which is simply the number of
non-zero entries. This is a useful optimisation principle with many variations, as a measure
of error between the possibly noisy samples Y and the estimate Xˆ. However, this is very
difficult to optimise so as to find the sparsest solution. In fact, this is NP-hard [28], which
is expected as we need to check every possible combination of pattern in Xˆ with sparsity K.
This check of all the sub-matrices of C that correspond to all the possible sparsity patterns








On a practical aspect, another similar and very straightforward approach is the classic
regularisation least squares minimisation with penalised criterion, using both the quadratic





‖CXˆ − Y ‖l2 + Tξ(Xˆ),
where C is a dense matrix of corresponding dimension and ‖.‖l2 denotes the standard Eu-
clidean (l2) norm. The term ‖CXˆ − Y ‖l2 is the data fitting term while the T is the non-
negative, regularisation term which balances between quality of data fitting and prior infor-
mation or confidence for the sparsity of the solution. Many regularisation functions ξ(Xˆ)
have been designed and proposed in literature, including the l1 norm ξ(Xˆ) = ‖Xˆ‖l1 , the l0
norm ξ(Xˆ) = ‖Xˆ‖l0 , or even a strictly convex differentiable penalty function on R+. Typ-
ical examples of such smooth and convex functions, which can accelerate convergence, are
ξ(Xˆ) = ‖X‖lp , for 0 < p < 1 and ξ(Xˆ) = ‖υ+ Xˆ‖l2 , for a small constant value υ ≥ 0, which
produces similar results to l1 norm [25, 26, 59, 218].
This optimisation approach, as a variant of the previous approaches has been successfully
applied on many different applications in signal and image processing, such as de-noising,
inpainting, de-blurring, source separation and sparse recovery [218]. In fact, due to its
popularity and high applicability a modified regularised least squares method has also been






‖UTUXˆ − UTY ‖l2 + Tξ(Xˆ),
where U matrix is computed directly from a dictionary Ψ (e.g. Fourier) by randomly taking
N rows and 2K+1 columns, while UTU can be computed by randomly taking a N ×4K+2
matrix from Ψ, with K the sparsity level of Xˆ and N the length of Xˆ [25, 26]. Note also
that the relation UUT = 2KIN holds for Fourier matrices, with IN the identity matrix of N
elements, while some scalar functions can also be used for the calculations when U is unitary
(since the l2 norm is unitary invariant) [218].
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4.7.3 The l0 approximation min problem
Recently the l0 norm based problem (Equation (4.1) of this chapter) has attracted con-
siderable research as an alternative to l1 and l2 minimisation problems. Smoothed (ap-
proximated) l0 norm minimisation problems have been studied in the optimization/signal
processing society as an efficient and alternative way of sparse recovery. A class of smooth
regularisation functions f(X, σ) have been proposed for this purpose as a strategy to directly
approximate the l0 norm. Two of the main families of such functions are very well-known
[60, 110, 142, 151, 183]:
• Convex, continuously differentiable functions, asymptotically linear functions with
quadratic behaviour near zero. Typical example in this category are the functions
f(X, σ) =
√
X2 + σ2 and f(X, σ) = σ ln(1 + ‖X‖/σ), for every X ∈ RN and parame-
ter σ ∈ R+.
• Asymptotically constant functions with a quadratic behaviour near zero. Typical ex-
amples are truncated quadratic functions f(X, σ) = X2/(2σ2 + X2) and f(X, σ) =
exp(−X2/2σ2), for every X ∈ RN and parameter σ ∈ R+, used by the l0 heuristic
(discussed in Chapter 6) and the variation of Steepest Ascent method (discussed in
Section 7.5).
In this case the l0 norm based problem discussed in Equation (4.1) can be reformulated as
a penalised regularised optimisation problem as [60, 151]:
(4.41) min
Xˆ
‖CXˆ − Y ‖l2 + h(Xˆ, σ),
where C ∈ RM×N is the non-zero sampling matrix, Y ∈ RM is a possibly corrupted (noisy)
samples vector, while h : RN → R is a regularisation function with σ ∈ R+ a positive
parameter (with σ depending on the level of noise) of the following form [60, 151]:
(4.42) h(Xˆ, σ) = f(Xˆ, σ) + ‖V (Xˆ)‖l2 ,
where f(Xˆ, σ) is a class of smooth regularisation functions discussed earlier while V ∈ RP×N
is a regularisation vector with either P = 1 or P = 2 (depending on the problem - one or
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two dimensions), which is usually the discrete gradient (horizontal or vertical), similar to










Xˆi+1 − Xˆi i < N0 i = N(4.44)
Note that this efficient minimisation principle has also been used in other similar to sparse
recovery problems, namely image de-noising, segmentation, de-blurring and reconstruction.
A more detailed treatment, including numerical experiments and asymptotic analysis of this
optimisation principle can be found in [60, 151].
Another slightly different approach which solves a Lagrangian approximation of the orig-
inal l0 norm based constrained problem, defined in Equation 4.1, has been introduced in
[110]. Efficient sparse vector recovery is now achieved by using the following Lagrangian
function defined as [110]:
(4.45) arg min
Xˆ
f(Xˆ, σ) + ν ′(CXˆ − Y ),
where C ∈ RM×N is the sampling matrix, Y ∈ RM is the samples vector, f(Xˆ, σ) is an
asymptotically constant family of functions with a quadratic behaviour near zero (using
parameter σ), defined earlier, while ν ′ ∈ RM×1 is the vector of Lagrange multipliers. Due to
the non-linearity of the problem in (4.45) the authors have proposed a function which can
be used for the evaluation of solutions of the same problem defined as [110]:
(4.46) F (Xˆ, ρ′) = ρ′g(Xˆ) + (1− ρ′)Xˆ,
where 0 < ρ′ ≤ 1 is a small parameter, while the mapping function g : RN → RN is defined
as [110]:
(4.47) g(Xˆ) = W−1(Xˆ)C[CW−1(Xˆ)C]−1Y,
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so as Cg(X) = Y and g(X) 6= X, while W (Xˆ) = diag{f(Xˆ1, σ) . . . f(XˆN , σ)} and Xi the
i-th element of vector X ∈ RN . Further details about this optimisation principle, including
a proposed solution algorithm and performance analysis, can be found in [110].
Within the same framework of the approximating l0 norm based regularised least squares
problem, researchers in [183] have presented a similar non-convex continuous penalty ap-
proximation function. The l0 norm is replaced by a continuous, smoother penalty l2 − l0





‖CXˆ − Y ‖l2 + φ¯(C, Xˆ, `),
where C ∈ RM×N is the non-zero sampling matrix, Y ∈ RM is a possibly corrupted (noisy)
samples vector and φ¯(C, Xˆ, `) is a continuous exact l0 approximation penalty function defined
as:

















where ` > 0 is a small positive parameter, Xi and Ci is the i-th element of X and i-th column












It has been proven in [183] that this principle of sparse recovery produces sparse solutions
as global minimisers which can be easily obtained. It has also been proven in [183] that
the set of global minimisers of problem (4.48) is non-empty and is also included in the set
of global minimisers of the l0 norm problem 4.1. Conversely, being a local minimiser of
problem (4.48) is a necessary condition to be a global optimum of the l0 norm based sparse
recovery problem. For a more detailed analysis of the global minimisers of the aforementioned
optimisation principle, including theoretical guarantees, see [183].
Chapter 5
Noisy or perturbed environments
5.1 Noise in signals
In practice every sampling process in signals or images has to deal with the problem of
noise, since every sample acquired in real world is susceptible to noise, even when sampled
at quite small time intervals. This white noise, as it is called, can be approximated usually
as a purely random process in discrete time intervals. The model that gives an adequate
description to this case is as follows [32, 205]:
(5.1) OBSERVATION /SAMPLE = SIGNAL + NOISE
where, SIGNAL is a sinusoidal signal with known frequencies and amplitudes while NOISE
is a purely random error term. The key step for this equation to hold is that the signal is a
linear combination of a set of variables called atoms, which is sometimes called state vector
at time t. By this way the signal is sparse and thus compressible while the measurements
are purely randomly generated [39, 40, 43, 76]. Moreover, noise is also assumed as a purely
random process which can be defined as a sequence of independent and identically distributed
(i.i.d.) random variables [40, 43, 76]. Sometimes these variables are uncorrelated to each other
rather than independent, as these variables usually follow the normal (Gaussian) distribution
where the zero correlation implies independence [57, 120]. This section aims to introduce the
concept of noise occurred in sampling and the CS theory as an important step of handling or
eliminating it. As we will see CS method is very efficient in noisy environments as a method
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for signal processing and reconstruction, which provides optimal estimates of signals and
images [39, 43, 76, 105].
5.1.1 Problem definition
So far we have discussed how the CS method works in noise-free environments. This
section describes a more recent approach for noisy or disturbed environments. A great deal
of scientific research has focused in the last 10 years for solving the noiseless model or system
of equations:
(5.2) YM×1 = CM×NXN×1
where Y is the observation or samples vector, C is the full-rank measurement matrix or sys-
tem model (with M ≤ N) and X is the original sparse (or almost sparse) signal represented
under an appropriate fixed basis Ψ.
Recently researchers have included an additive noise (e) in this model so as it can be more
realistic with real life applications. The noisy or perturbed model or system of equations
can now be defined as follows [39, 43, 76, 105]:
(5.3) YˆM×1 = CM×NXN×1 + eM×1,
where e is the noise, typically modeling simple errors in the sampling process which are
stochastic and not correlated with signal vector X. This for instance might represent the
digitisation (quantification) of CX, storage or transmission errors (noisy channel), malfunc-
tions during the transmission, background/environment noise, or even unavoidable noise
from sampling mechanisms.
Most of the time for simplicity, this noise is assumed to be independent and identically
distributed based on the Gaussian distribution. For example, a well-known randomly gen-
erated noise model is the additive white Gaussian noise e ∼ N (0, σ2) [28, 163]. Beyond
additive noise is the multiplicative stochastic noise (Yˆ = C × X × ) where  may follow
Gamma distribution, Poisson distribution or a combination of them. However, we will not
consider such cases in this thesis as this may require more sophisticated complexity based
regularisation and Bayesian estimation methods which fall out of the scope of this thesis.
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Instead, we will only consider a bounded-norm noise model generated randomly; fact which
is also considered widely in literature for comparison purposes for measuring the performance
of the sparse recovery methods. See for example, [13, 42, 45, 76, 141].
5.1.2 Solution formulation
In order to recover this vector X which represents a digital image or signal from incom-
plete and noisy (contaminated) observations or measurements we have to solve the following
relaxed l1 minimisation problem [42, 43, 76, 105]:
(5.4) min
Xˆ
‖XˆT1×N‖l1 s .t . YM×1 = ‖CM×NXˆN×1‖l2 ≤ ,
or alternatively in an over-complete dictionary Ψ,
(5.5) min
W (Xˆ)
‖W (Xˆ)‖l1 s .t .‖Y − ΦΨW (Xˆ)‖l2 ≤ 
where CX = ΦΨW (X), W (X) = ΨTX (due to orthogonality of Ψ) and  is a small constant
which represents the size of the error term e (upper bound on the size of the noisy distri-
bution). Again if C obeys the UUP or RIP (with unit-normed columns) and if the vector
X is (approximately) sparse, then the solution Xˆ of the previous optimisation problem is
within the following noise level (i.e. the recovery error is of the same order as the observation
error)[43, 76, 105]:
(5.6) ‖Xˆ −X‖l2 ≤ C
It is noteworthy that if C is a Gaussian random matrix, the recovery is stable and occurs
for almost all different combinations of the elements in C, provided that the number of non-
zero elements of the original vector X is approximately the same order as the number of
observations Y . In case of few Fourier samples of vector X, the recovery is also stable for
almost any set of coefficients, provided that the number of non-zeros is of order N/(logM)6
[43]. Of course, in case of noiseless measurements or samples, the error term  vanishes and
the recovery is almost exact as already discussed in Sections 4.7.1 and 4.7.2.
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5.2 Noise in images
Image noise is the outcome of errors in the digital image acquisition process that results
in pixel values that do not represent the real light intensities of an image scene (degra-
dation of image values) [111, 182]. Noise can be produced by the sensor or circuitry of a
scanner/digital camera, as an undesirable by-product during an image capture that adds
unnecessary information, or during transmission or processing which may be dependent or
independent of actual image content [111, 182, 195]. This type of information changes both
the structure and the model of the image. Darker areas are more affected in contrast to
brighter areas, resulting in a higher overall SNR (signal to noise ratio, for details see Section
9.3) [182, 210]. These fluctuations in color and light intensity (which can vary significantly
from one model to another) can considerably degrade the image quality, which can be ac-
cessed by two different methods; subjective and objective. Subjective methods usually apply
a list of quality criteria to award appropriate marks for the image quality, while objective
methods measure image quality by comparison with a already known reference image using
simple distance measures, such as the Euclidean distance, maximal absolute difference and
correlation between the pixels of the two images [182, 204]. In Section 9.3, Chapter 9 we will
briefly describe the recovery error metrics used in Experiments.
In general, digital images are prone to a variety of types of noise, depending on how they
were created. This includes: Gaussian noise (additive noise), salt-and-pepper noise (analog-
to-digital converter errors), impulse noise (individual noisy pixels), shot noise (fluctuations
in light intensity using Poisson distribution), quantisation noise (quantisation in the pixels of
a sensed image to a number of discrete levels), multiplicative noise (signal magnitude noise
due to degeneration, which is maximal within the same line of image) and general sensor
related noise (noise in sensors from digital cameras) [111, 182, 210, 212]. In this thesis we
will consider the first two types of noise (and a combination of them) which are the most
common ones. Notice also that noise fluctuations can also vary in both their magnitude and
spatial frequency, and that complete elimination of a relatively high amount of noise could
result in unnatural looking images. In this thesis, we will not consider spatial frequency for
noise, which has the same intensity throughout the image (all noise frequencies are present
which simplifies the calculations). A typical data model in vector format for blurring images
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and then corrupting with random (Gaussian) noise can be defined as follows [111, 182, 212]:
(5.7) X ′ = kX + e,
where e is an additive Gaussian noise, sometimes called white (idealised) noise, k is a linear
blurring operator and lowpass (K ≈ 1) and X the original image. This is an image indepen-
dent degradation which can often be used for testing and comparison purposes. Other useful
yet more sophisticated algorithms for noise generation can be found in [111, 182, 210, 212].
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Chapter 6
Heuristics for the l0-norm problem
6.1 Problem definition (revisited)
As we have seen so far, the vector sparse recovery problem can be written in a general
form as follows:
(6.1) Find a vector X s .t . CX = Y
where X is the unknown coefficients or the signal vector and Y the samples vector. Matrix
C = ΦΨ, Φ is the measurement or sampling operator (matrix) and Ψ is the sparcifying
operator, such as Fourier spikes or Wavelets Basis [132, 186, 215]. In general, C represents
the Sensing matrix with or without the Base Ψ. It is usually a random matrix with values
between 0 and 1, generated randomly following the Gaussian distribution. In fact, there is no
formal difference between Φ and Ψ. In theory, the former refers to the dictionary of physical
spectra and the later refers to the dictionary of signal/image waveforms. In practice, Ψ is a
partial Fourier/Wavelet matrix obtained by selecting M rows (i.e. measurements) uniformly
at random, using for example a Gaussian distribution, and then re-normalising the columns
so that they are unit-normed (see for example [42, 75]).
CS framework is very advantageous in signals/images which are sparse (have only a few
non-zero entries) in a known basis provided that the measurements collected are incoherent
(i.e. random) [39, 41, 46]. Since we are interested in sparsely represented highly under-
sampled signal/images, the linear system describing the measurements is under-determined
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and therefore has infinitely many solutions [39, 42, 75]. Furthermore, in most cases the matrix
C is singular (its rank is less than n), its inverse does not exist and therefore the equation
X = C−1Y does not have a solution [39, 47, 75]. This problem is also NP-Hard which
constitutes impossible to apply a straightforward greedy algorithm so as to go through all
possible solutions on the basis of provided information without worrying about the effect they
may have in the future [11, 39, 119]. Moreover, we cannot apply an alternative optimization
method such as the Simplex method or the Least Squares method since this system of linear
equations is ill-posed or ill-conditioned; there are more unknowns (N) than equations (M)
[39, 46, 47]. For the same reason we cannot apply an interpolation method for a stable
recovery. This instance of an under-determined system of linear equations constitutes a
linear inverse ill-posed problem [39, 46, 47].
In order to deal with this problem the researchers Cande`s, Donoho and Tao introduced
the concept of l0 norm as we have seen. In this case the problem is defined as:
(6.2) min
Xˆ
‖Xˆ‖l0 s .t . CXˆ = Y
where Y is the samples vector, C is the sensing matrix or the product of the sensing matrix
with the basis matrix and Xˆ is the estimate of the unknown vector X. The norm ‖.‖l0
counts the number of non-zero components and thus ‖X‖l0 = K, where K is the sparsity
level (number of non-zero entries) of vector Xˆ. We can easily see that the constraints are
linear while the objective function is non-linear. Therefore, it is not possible to use a linear
programming method, such as the famous Simplex method, to solve this problem.
6.2 Problem reformulation
We know that the l0 norm of a vector X = [X1, X2, . . . , XN ] measures the number of
non-zero entries of this vector, which is:
(6.3) f(Xi) = 1 if Xi 6= 0 and f(Xi) = 0 otherwise
which should be done for every elementXi of vectorX. As we can see there are discontinuities
of the l0 norm caused by this function f(Xi) = ‖Xi‖l0 . Moreover, the l0 norm based problem
in Equation (6.2) is NP-Hard (reduction to Set Covering problem) [11, 39, 46, 75]. A common
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approach to overcome these difficulties of the combinatorial search would be to replace the
problem by its convex relaxation and particularly by substituting the l1 norm for the l0
pseudo-norm (see for example [39, 42, 48]). In this thesis, we follow a different approach. The
main idea is to approximate the l0 norm by a smooth continuous function which is easier to
process by the l0 heuristic and is also less sensitive than l1 norm to noise [6, 142, 161, 199]:
(6.4) ‖X‖l0 ≈ f(‖X‖, σ) =
N∑
i=1







where Xi is the i-th element of vector X of length N and σ is a sequence index parameter.
Note that Xi can also represent the real and imaginary part of X, in case X ∈ CN (See
Experiments, Chapter 9, for details). The continuous function f(‖Xi‖, σ), which belongs
to the Gaussian family of functions, smoothly approximates the original l0 norm and can
also be easily differentiated. The σ determines the smoothness and thus the quality of the
approximation. It is a decreasing sequence of constants [σ1, σ2, . . . , σj] for every iteration of
the algorithm so as to minimise the smoothed l0 norm using a general iterative approximate
algorithm.
In general, this l0-norm function can be viewed as a smooth approximation of the l0
norm which interpolates the function space between the l1 and l0, across the parameter
σ ∈ [0,+∞), so as to simulate the lp norm for p ∈ [0, 1] [141, 142]. When σ > 0, f(‖X‖, σ) is
continuous and strictly concave which can asymptotically approximate the Kronecker delta
function (the shape of the approximation). Also, for some subset of R+ the function is also
inherently subadditive and thus true metric for deriving a unique solution for the sparse
recovery problem [108, 142, 199]. Therefore, by starting from any point in a convex feasible
region and moving on the trajectory of a function, which is concave on the same region, we
can obtain quickly the global minimiser of that region. Note that in cases where a function
is concave-continuous only in the vicinity of a global minimum, a recovery method is able
to converge to a global minimum, provided that it starts from any point sufficiently closed
to the global maximum and there is a suitable decreasing sequence for σ. The geometric
decreasing sequence for σ can guarantee the local concavity of the function, while the proper
selection of the internal loop of the recovery method can force the asymptotic functional to
the global minimum, obtaining the sparsest solution.
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1, if X = 00, if X 6= 0
or alternatively for σ > 0 (locality),
(6.6) f(‖X‖, σ) ≈
1, if |X|  σ0, if |X|  σ.
Also we want in general, ∀X ∈ R that 0 ≤ f(‖X‖, σ) ≤ 1 (non-negativety) and f(‖X‖, σ) =
f(σ, ‖X‖) (symmetry). Note that in the previous definitions we define |X| as the absolute
value of an element of a vector X.
Consequently, we have limσ→0 f(‖X‖, σ) = 1 − f(X) and thus by defining f(‖X‖, σ) =∑N






(1− f(Xi)) = N − ‖X‖l0
and thus, ‖X‖l0 ≈ N − f(‖Xi‖, σ). In the design of the function we also want for sufficient
large values of σ, the minimiser of f(‖X‖, σ) subject to CX = Y to be the minimum l2 norm
solution of CX = Y , i.e. the solution given by the pseudo-inverse (see Section 6.6.1). It is
also important to note that after finding a global minimum of f(‖X‖, σ) for some value of σ,
we need to choose its next (decreasing) value (i.e. its geometric sequence) so as to guarantee
the locally concave search area. Note that in general, we want to design a function that
tends to 1 or 0 at infinity. A counter example, which does not follow this principle, is the
function: f(x) = x2 exp(−x8 sin2 x) which is square integrable without being bounded [141].
Among the advantages of this approach are the robustness of the l0 norm to noisy samples
(by approximation), the number of measurements required, which is much smaller than the
ones required by its convex analog (l1 norm), and less restrictions in the design of Sensing
matrices C [92, 141, 161]. In fact, RIP constraints demanding randomised CS matrices with
i.i.d. entries from a standard probability distribution are often not feasible or too restrictive
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for real life applications, mainly due to the cost of multiplication in high dimensional data
[6, 141]. Instead, using the l0 norm we do not have this restriction in the sampling process
and thus we can potentially use different probability density functions as long as we follow
the incoherence property (see Experiments with different Sensing matrices in Chapter 9). In
other words, we just need to select an orthonormal basis (Φ) which is incoherent with the
sparsity basis (Ψ) so as to obtain our measurements. Alternatively we can select uniformly at
random a subset of coefficients in a chosen basis Ψ. The optimisation problem now is easier
to compute and thus improving the performance of the l0 heuristic. This approach of using
the l0 norm has attracted considerable research recently with computational experiments
suggesting that replacing lp norm (p = 1) with p < 1 can achieve equally fast recovery
with much fewer measurements, while keeping robustness to noise and low vector sparsity
[92, 141, 161, 199, 213]. Then the sparse recovery problem can be reformed as [6, 141, 142]:
(6.8) min
Xˆ






)), s.t. Y = CXˆ
where Xˆi is the i-th element of the estimate vector Xˆ and f(‖Xˆ‖, σ) is a smooth non-linear
objective function which approximates the l0 norm subject to the same constraints as initially
defined in Equation (6.2). The σ parameter is a decreasing sequence of values that represents
the trade-off between accuracy and the smoothness of the approximation. The smaller the
σ, the better an approximation of the f(‖Xˆ‖, σ) to the l0 norm, while the larger the σ, the
smoother an approximation (but worse approximation to l0 norm). For small values of σ,
f(‖Xˆ‖, σ) contains a lot of local minima and thus it is difficult to minimise it. Therefore, we
need to set this parameter initially very large so as to make the objective function convex and
then gradually decrease it according to the value of the objective function using a variation
of a PSO algorithm.
Notice that in Equation (6.8) N largest terms of the original vector X are recovered
though some of them are set to 0 (since the vector is sparse). Also, despite the approxima-
tion approaches mentioned, efficient recovery of X still requires an under-determined system
of linear equations which satisfy the unique sparsest solution (i.e. following the URP and
coherence properties). Moreover, although we have a smoother objective function, the com-
plexity of the problem remains non-linear as the new objective function is still non-linear.
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However, the objective function now is more useful and easier to compute as it is also differ-
entiable. Note that if X is the coefficients vector (W (X)) of a dictionary Ψ, we initially need
to derive W (X) from Y and then find the K-sparse compressed vector as XˆK = Ψ
−1W (X),
where Ψ−1 is the inverse of the transform domain used. This similar smoothed l0 minimisa-
tion can reduce the required samples and achieve the expected reconstruction quality with a
given base or dictionary Ψ. In this thesis, we will initially use some elementary and generic
vectors for testing and improving the effectiveness of the proposed method (e.g.randomly
generated 1D discrete time signal f(t) using cosines/sines) and then progress to more com-
plex signals and images, where CS has high applicability. Finally it is also important to
remark here that the purpose of this thesis is to test the efficiency of this smooth l0 norm
and its optimisation approach and possibly extend or improve it wherever this is possible.
Alternative decreasing sequences of values for the parameter σ, will also be considered for
this purpose in the experiments, Chapter 9.
6.3 Convergence conditions for sparse recovery
Although the use of lp (0 ≤ p < 1) semi-norms has been initially dismissed, as convergence
conditions to a global minimum cannot be guaranteed, their use through approximating
function has recently attracted a lot of attention. This can be attributed due to the fact
that RIP based conditions are generally very restrictive in most real cases (impractical for
basis design matrices) to hold [142, 199, 213]. In fact, the use of a function (e.g. the function
defined in (6.4)) to approximate the l0 norm problem defined in Equation (6.2) can achieve
significantly better sparse recovery solutions under much lower theoretical measurement
bounds, as the approximated l0 norm metric exhibits better desired threshold bounds on
any non-zero entry of a computed solution [55, 183, 199]. This is possible as unlike the l0
norm, the gradient of its approximating function is non-zero, concave and positive over R+,
easily calculated and decreased in practice through standard decent or Newtonian methods
(See the previous section for details). Computational results have also shown that sparse
recovery based on this norm, can be achieved equally fast with the l1-norm and it can be
more robust to noise and signal non-sparsity [6, 141, 161].
Researchers in [55, 199] proposed the use of lp (0 ≤ p < 1) semi-norms for sparse recovery
and showed asymptotic convergence of the lp norm problems using measurement bounds
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from RIP. Consider the generalised sparse recovery problem as follows:
(6.9) min
Xˆ
‖Xˆ‖lp s .t . CXˆ = Y,












for any K ≤ M , where M denotes the number of measurements and δ2K ∈ (0,
√
2 − 1)
(for details see Section 4.3). Obviously, smaller values for p offer sparse recovery from fewer
measurements at the cost of increasing numerical complexity, but the choice of the best
value for p providing the optimal tradeoff between the quality of sparse recovery and the
number of required measurements remains open [55, 199]. The key motivation for using the
l0 norm through approximation is the lowest possible measurement bound using the min-
imum possible assumptions in measurements collection (only incoherence). Consequently,
the function f(‖X‖, σ) defined in (6.4) has been chosen for the approximation of l0 norm
due to its properties (its gradient is positive definite, concave and zero-symmetric [108, 142])
and its popularity for comparison with other methods (sparse method discussed in Section
7.5 [141, 142]). In fact, this function is a simple and efficient measure of sparsity as an
approximation of l0 norm, which can converge to an optimal solution if certain conditions
are satisfied. The following theorem provides these conditions for the convergence of the
function f(‖X‖, σ), based on URP (Definition 9 defined back in Section 4.5).
Theorem 16:[60, 142] Consider a family of univariate differentiable functions f(‖X‖, σ)
with parameter σ ∈ R+ satisfying the conditions:
1) lim
σ→0
f(‖X‖, σ) = 0 for all X > 0.
2) f(0, σ) = 1, for all σ ∈ R+.
3) 0 ≤ f(‖X‖, σ) ≤ 1 for all X ≥ 0 and σ ∈ R+.
4) For every positive constant α and β = 1/N there exists σ0 ∈ R+ that satisfies X > α and
f(‖X‖, σ) < β for all σ < σ0.
Now assume all M ×M submatrices of the Sensing matrix CM×N are invertible based on
URP. Also assume f(‖X‖, σ) = ∑Ni=1 f(‖Xi‖, σ) with CX = Y and X∗ ∈ X is the unique
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sparse solution with Xσ = [Xσ1 , X
σ
2 , . . . , X
σ
N ] be the minimiser of f(‖X‖, σ). Then Xσ
σ→0
= X∗.
Following this theorem and based on URP we also have the following Lemma for f(‖X‖, σ).
Lemma 6:[142] Assume a Sensing matrix C = [C1, C2, . . . , CM ] ∈ RM×N (Ci is the i-
th row) which has all M ×M invertible submatrices based on URP. Also if N −M elements
of X ∈ Null(C) converge to zero then all these elements and X will also converge to zero
(Recall Null(C) = {X : CX = 0}).
Some slightly tighter but more generalised conditions for the convergence of an asymptoti-
cally constant family of functions with a quadratic behaviour near 0 (including the function
f(‖X‖, σ)) is given below.
Theorem 17:[60] Assume a Sensing matrix C = [C1, C2, . . . , CM ] ∈ RM×N (rows of C)
with null space defined as Null(C) = {X : CX = 0} and a family of univariate differentiable
functions f(‖X‖, σ) with decreasing sequence of numbers (σi)i∈N ∈ R+ converging to 0 and
null space Null(f) = {X : f(‖X‖, σ) = 0}. Also assume that:
1. ∀σ > 0, f(‖X‖, σ) is continuous and concave and takes non-negative values,
2. Null(C) ∩Null(f) = {0},
3. ∀(σ1, σ2) ∈ (0,+∞)2 and σ1 ≤ σ2 then ∀XRN , f(‖X‖, σ1) ≥ f(‖X‖, σ2),
4. ∃ω¯ ∈ R+ such that ∀X ∈ RN , σ ∈ R+ 0 ≤ ∇f(‖X‖, σ) ≤ ω¯,
5. ∃λ ∈ R+ such that ∀X ∈ RN , limσ→0 = λ
0 if X = 01 otherwise.
Then,
1. limi→+∞ inf {f(‖X‖, σi)} = inf {f(‖X‖, σ0)},
2. If ∀i ∈ N, Xσi is a minimiser of f(‖X‖, σi), then the sequence (Xσi)i∈N is bounded
and all its points are minimisers of f(‖X‖, σ0),
3. If f(‖X‖, σ0) has a unique minimiser X∗, then limi→+∞(Xσi) = X∗.
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Note that based on the previous theorem, we can derive that: a) a continuous function
f(‖X‖, σ) is also level-bounded and b) the set of minimisers of f(‖X‖, σ) is non-empty and
compact.
Definition 11: [60, 101]A function f((‖X‖, σ)) ∈ RN × R+ → R is called level-bounded
in X locally uniformly in σ if for each σ′ ∈ R+ and λ¯ ∈ R, there exists a neighbourhood
Vσ′ of σ
′ along with a bounded set S ⊂ R such that {X ∈ RN : f(‖X‖, σ) ≤ λ¯} ⊂ S, ∀σ ∈ Vσ′.
At this point and before closing this section we briefly provide a counter example, discussed
in [126] to demonstrate that the lp (p ∈ (0, 1] arbitrarily chosen) norm based regularisation
approach may fail to recover a sparse solution (in contrast to the ordinary linear constrained
lp norm based approach which is not affected). In cases where no prior knowledge of the
noise or the sparsity of the solution is known the following l2/lp norm based penalised form
can be used [126, 183]:




‖CXˆ − Y ‖l2 + T‖Xˆ‖lp ,
where Y is the samples vector, C is the Sensing matrix and Xˆ is the unknown sparse vec-
tor. The parameter T is used as a tradeoff between data quality and sparsity. Note that
this problem is a variation of the Equation (4.39) discussed in Section 4.7.2, used in TwIST
package [17, 18] (See Section 8.4 for details), but due its non-convexity this problem is not
equivalent to its constrained l0, l1, l2 norm based counterparts [51, 60, 183] (for more details
on these optimisation principles see Sections 4.7.1 and 4.7.2). For the same reason of non-
convexity any sparse recovery method, including the l0 heuristic, based on the constrained
l0, l1, l2 norm based optimisation principles is able to successfully recover the sparse vector
of the linear system provided in the following proposition.
Proposition 1: [126]Assume a linear system of equation of the form CXˆ = Y , con-
structed as Y = Y1 + Y2 and C = [Y1, Y2, aIN , aIN ] ∈ RN×(2N+2), where IN denotes a N ×N
identity matrix, a = |〈(Y1, Y2)〉|lp (lp norm of inner product) and any Y1, Y2 ∈ RN . It can be
easily seen that the system has an optimal solution X∗ = [1, 1, 0 . . . , 0]T ∈ R2N+2. Assume
now a solution to the same system as X¯ = [0, 0, Y1/a, Y2/a]
T ∈ R2N+2. Applying Equa-
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tion (6.11) for these two solutions we have F (X∗) = 21/pT and F (X¯) = T , which implies
that F (X∗) > F (X¯) and thus X∗ cannot be recovered by solving the problem in Equation
(6.11). Furthermore, the relative error in this case is (F (X∗)−F (X¯))/F (X¯) = 21/p−1 ≥ 1.
It can be easily seen that due to the ill-posedness of the linear system CXˆ = Y (null-space
Null(C) = {X : CX = 0}), a better estimation of the data misfit between the samples Y
and the estimate Xˆ is the back-projection based on samples ‖CTY − Xˆ‖l2 instead of the
ordinary data misfit given by ‖CXˆ−Y ‖l2 . This is the reason that the variation of the former
(back-projection) has been used in the generation of new solution in the l0 heuristic.
6.4 Particle Swarm Optimization algorithms
During the last few years the interest in swarm based techniques raised steadily. Compared
to traditional search and optimization procedures, such as calculus-based and enumerative
strategies, swarm based techniques are robust, globally oriented and generally more straight-
forward to apply in situations where there is little or no a-priori (prior) knowledge about the
problem to solve [112, 206, 214]. This family of algorithms does not require a sophisticated
initial solution to proceed and improve or any derivative information or estimate of this
initial solution, since they are stochastic in nature and thus capable of searching the solution
space with very good likelihood of finding the global optimum. As the PSO was developed
as an optimisation tool, it has a number of variants. In this thesis, an extended and refined
variation of the Particle Swarm Optimisation (PSO) algorithm, using the concepts of neigh-
bourhood and gradient based methods, has been proposed as an efficient way to solve the l0
norm based optimisation problem.
The Particle Swarm Optimisation (PSO) algorithm is a population based evolutionary
algorithm which was developed by Kennedy and Eberhart in 1995, based on the swarm
behavior of fishes and birds [112, 206, 214]. Many algorithms, such as Ant Colony Optimi-
sation and Virtual Ant algorithms, use the behaviour of the so-called swarm intelligence.
Swarm intelligence is much simpler as an optimisation principle despite its similarities with
other optimisation methods. It does not use complex mutation/crossover operations, used
in Genetic Algorithms, complex Temperature parameters, used in Simulated Annealing, or
pheromone parameters used in Ant Colony algorithms. Instead, swarm methods use real
random numbers and global communication (i.e. best minimum or maximum value) among
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swarms, which is easier and straightforward to implement without other complex parameters.
Under this concept, the objective function of the problem is associated with the movement
of swarms (i.e. the path of swarms) and the search for the best value of the objective func-
tion is achieved by adjusting the location of the swarms. A typical solution generation for a
particle can be given as follows [112, 206, 214]:
(6.12) Xt+1 = (1− β)Xt + βf(Xt) + α(− 0.5),
where t is the current iteration, Xt+1 and Xt is the new and the current solution of a particle,
f(Xt) is the objective function value based on the current solution,  ∼ U [0, 1] is a small
random number generated using the Uniform distribution, α ∈ [0.1, 0.4] (stochastic step)
and β ∈ [0.1, 0.7] (deterministic step) are some small randomly generated numbers using the
Normal distribution which are based on the nature of the optimisation problem.
In general, swarm based methods begin by initialising and associating a random swarm
of a finite number of swarms (in a finite dimensional space) with feasible candidate solutions.
Then the swarms search the state space of the objective function by adjusting the velocity of
individual swarms, carrying a solution, as the piecewise path is formed by a quasi-stochastic
manner using their neighboring swarm’s experience [112, 214]. Each particle’s movement has
two main components [112, 206, 214]: a stochastic and a deterministic one for the generation
of a new solution. Each swarm is attracted towards the position of the current global best and
its own best location in history, while at the same time it has a tendency to move randomly.
When a swarm finds a location that is better than any previous locations, it updates it
accordingly as the new current best. At each iteration, there is a current best location for
each particle that forms the current best path for this iteration (for all the swarms). The
purpose of the algorithm is to find the global best solution among all current best solutions
represented by the swarms’ locations till no further improvement is found, based on the
path created by the swarms and the given certain number of iterations. Usually, the PSO
methodology is used as a concept for the optimization of nonlinear functions due to their
complexity and difficulty of being solved by other traditional stochastic or deterministic
methods (More details can be found at [112] and [214]).
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6.5 Naive solution approaches
Let’s assume a system of N linear equations with M unknowns which can be written in
the following algebraic equation:
(6.13) CX = Y,
where C ∈ RM×N is the coefficients matrix and Y ∈ RM is the right-hand side vector. In
general, the aim is to find the solution X ∈ RN (if exists) given the constant terms Y . If
M > N then we have an overdetermined system of linear equations and a least squares
solution is found by solving min ‖CX −Y ‖l2 [28, 163, 207]. In case matrix C is normal (it is
full rank, square with non-zero determinant and thus M = N) and rank(Y ) = rank(C) = N
(implying that Y ∈ R(C) as Y belongs to the real subspace of C, see Appendix B) then it
is invertible and as a result the system has only one unique solution which is easy to obtain.
This solution is given as follows [28, 163, 207]:
(6.14) X = C−1Y,
which is established by multiplying both of the members with the inverted matrix C−1, since
CC−1 gives the identity matrix IN . The inversion of the matrix C can be achieved by using
several methods. The well-known Cramer formula, for an invertible matrix C with columns
C1, . . . , CM gives the solution [28, 163, 207]:
(6.15) Xi =
det(C1, . . . , Ci−1, Y, Ci+1, . . . , CM)
detC
In CS we are interested in the case where M  N . In this case the Cramer method is
unsuitable due to the cost in execution time which is prohibitive and also because C matrix
is not invertible. The famous direct method of the Gaussian elimination which reduces the
problem to a solution of linear system with a triangular matrix cannot be applied as well
since the matrix C is not square (invertible or not).
An alternative way for solving Equation (6.13) is the LU decomposition or factorisation.
It consists of factorising the matrix C into a product of two triangular matrices, which are
easier to invert than the original matrix. If L is the lower triangular and U is the upper
6.5. NAIVE SOLUTION APPROACHES 145
triangular then C = LU [28, 163]. It is in fact the same as the Gaussian elimination, where
the solution of the linear system CX = Y is equivalent to the simple solution of two triangular
systems LW = Y and UX = W [163]. A similar method is the Cholesky method which is
only applicable to real symmetric, positive definite matrices. It consists of factorising the
matrix C in the form C = BBT , where B is a unique real lower triangular matrix, such
that all its diagonal elements are positive [207]. Similarly, variations of gradient methods
can only be applied in real symmetric positive definite matrices.
However, matrix C is singular 17, which means its inverse does not exist and thus all the
previous methods cannot be applied. Note that the high sparsity in X can only improve
the operations count and the storage necessary to solve the linear system. It cannot affect
in any way the singularity of matrix C. Moreover, note that the inversion of matrices and
matrix multiplication have the same asymptotic complexity, which means that if there exists
an algorithm for one of these operations (e.g. O(N q), q ≥ 2 number of operations and N the
length of the vector), then an algorithm for the other operations can be constructed with
the same complexity (e.g. O(N q), q ≥ 2) [3].
In order to find a solution, if any, of the linear system in Equation (6.13) we need
to use alternative techniques of optimisation, such as an interpolation 18 using the Least
Squares method. These methods are mainly based on the idea of using a generalised and
under conditions inversion of the matrix C satisfying some certain properties. An optimal
interpolator in RN for the under-determined linear system of equations can be defined as the











where µ is a regularisation parameter which controls the smoothness and thus reduces the
over-fitting.
17In general, if the linear transformation C : RN → RM is singular (its rank is less than N) and Y /∈ R(C)
(not included in the real subspace of C) the equation CX = Y is unsolvable since there is no feasible X
from a chosen subset of C [28, 163]. However, the design of C guarantees that there is an optimal solution
to CX = Y and it’s the sparsest one. See URP in Section 4.5, Definition (9).
18In general, interpolation is an approximate representation of a function using values of this function at
some certain finite set of points in a finite dimensional space. Several techniques have been proposed in
the literature as Interpolating methods, such as splines, Gaussian, linear, polynomial, etc. Throughout this
thesis we will assume only the most representative types of interpolation. See Appendix B for details.
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This approach though simple in space R, provides poor quality of bounded solutions
around the measurement points. In fact, Xˆ cannot be interpolated efficiently by (6.16) and its
quality is severely degraded especially in high dimensions due to a large number of local min-
ima [39, 215]. The solution accuracy highly depends on the availability of points in Y , which
is limited especially in the high dimensionality (due to the low dimensional/rank matrix C
used for compression), as an excessive large data set of measurements Y is needed. This con-
ventional approach of involving all the dictionary vectors in the solution does not generally
allow us to derive categorically or physically meaningful solution, as the solution contains less
than M elements without knowing their exact position [28, 39, 215]. For example, consider
the problem of positioning M data points randomly in the hypercube 19 [0, 1]N , repeatedly
for a very large N and a very small M  N . Then limN→∞minM 6=M ′ E‖xM − xM ′‖l1 = 1,
which means that the expected distance between any two points is equal to the side of the
hypercube [28, 215].
An alternative approach is to introduce a greedy approach very similar to one provided in
[81]. The key steps of this approach are as follows:
Problem: Determine a vector X s.t. CX = Y
Inputs: vector (samples) Y and sampling matrix C
Output: Approximation vector Xˆ
Stopping criterion: till a level of accuracy () is reached
Greedy Approach:
1) Start with an initial set of candidate solutions (vectors) {Xˆ0, Xˆ1, . . . , XˆN−1}.
2) Every candidate is built and generated so as max ‖d(X)‖l2 , d(X) = 1/‖C`(CT` C`)−1X‖l2 ,
X ∈ ∑K , and C` is a submatrix of C with columns indexed by `. The matrix C` 20 is
extracted from C so as it has large isometry constant δmaxK (C`) and full rank, with ` set
be such that for ∀i ∈ ` | < CiXi, d(X) > | = 1.
3) Select the largest value from the candidate solutions max{Xˆ0, Xˆ1, . . . , XˆN−1} = Xˆmax.




max + ξDr, with ξ ∈ {+1,−1}
and Dr the dirac vector (delta function) at location r, with r ∈ {1, 2, . . . , N} (N is the
19A hypercube is an N -dimensional closed convex area of 2N points in RN with values 0 or 1 unit length
(unit hypercube) [207].
20Given a set ` ⊆ {1, 2, . . . , N} representing a collection of column indexes we can define a submatrix C`
as the one formed by taking only the rows of C using the set ` so as C` ∈ RM×(](`)). Alternatively, using
the same concept we can say that C` represents a submatrix from C by setting all but ` columns to zero.
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length of X). The proper choice of ξ is made so as to max ‖d(X)‖l2 . Note that an
alternative selection rule could be min
j /∈`
‖1− |〈d(X), Cj〉|‖l2 (i.e. j-th column of C) instead
of max ‖d(X)‖l2 .
5) Stop if ‖X − Xˆ‖l2 ≤  (0 ≤  ≤ 1), otherwise go to Step (2)
However, this approach yet simple and straightforward is very computationally expensive
especially for large M and N . Although the linear system is reduced from CX = Y to C`X =
Y by selecting only a subset of columns (components), the appropriate choice of the “best”
M (or fewer) columns out of N which lead to the smallest feasible solution for X requires





choices [28, 142]. An alternative approach with similar
computational cost is called Block triangular back-substitution [93]. Here we assume that C
is a reducible matrix and thus C` can be constructed by performing C to upper triangular
form (matrix decomposition) and then back substitution (i.e. Xnew = Xold − C`Xold)
[93]. This is usually achieved iteratively by constructing a small block of column and row
permutations with integer indexes, where the diagonal blocks of the newly permuted matrix
are factored, thus saving time.
At this point, it is important to mention that the system in Equation (6.13) is what we
call an ill-posed problem, where the number of equations is much smaller than the number of
unknowns and as a result there are many possible solutions. In CS theory the reconstruction
problem is always ill-posed and the matrix C not invertible. Therefore, alternative problem
formulations have to be applied for solving this problem. In fact, to overcome this problem
we need to additionally consider the sparsity and incoherence of the measurements. CS
reconstruction is then typically solved using either a convex relaxation of the recovery in
(6.16) such as ( is a small constant close to zero) [28, 196, 215]:
(6.17) min
Xˆ
‖Xˆ‖l1 s.t. ‖Y − CXˆ‖l2 ≤ 
or with other Greedy algorithms (i.e. OMP, IHT) or Basis Pursuit methods (i.e. LASSO,
IRLS). Further details about these methods will be given in the following Chapters 7 and 8.
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6.6 Design of the heuristic algorithm
This subsection describes the proposed algorithm for solving the l0 norm based problem.
It is mainly based on the PSO algorithm to generate new solutions for solving the problem
defined previously in Equation (6.8). Due to the ill-posedness of the research problem and
the NP-hardness (reduction to the Set Covering problem), metaheuristic algorithms 21 are
particularly suitable and useful. Another reason for using stochastic meta-heuristics is the
high computational cost of log-barrier Newtonian methods (especially for the calculation of
Hessian matrices due to the high dimensionality of the problem) and the high recovery error
of conventional methods, such as the classical least squares method. Moreover, various stud-
ies show that PSO algorithms can outperform Genetic Algorithms and other conventional
algorithms for solving many optimization problems. This is partially due to that fact that
the broadcasting ability of the current best estimates gives a better and quicker convergence
towards the optimality [5, 112, 166, 214]. However, PSO algorithms are almost memoryless
since they do not record the movement paths of each particle, and it is expected that this
can be further improved using short-term memory in the similar fashion as that in Tabu
search. A slight variation of this development, which incorporates short term memory, is
proposed for solving the l0 norm-based sparse recovery problem.
For the implementation of this algorithm we have used the programming environment
Matlab R2014b since it has become a de-facto standard in a wide range of technical ap-
plications. Matlab is an interactive environment and programming language for scientific
computation. Its distinguished feature is the use of matrices as the only data type, which
is simply a rectangular array of real or complex numbers [93, 94]. Another benefit of using
it is that many areas are catered for by a wide range of toolboxes along with extensive vi-
sualisation and analysis tools [94, 195]. Matlab has also an open and extensible architecture
allowing individual users to develop further routines for their own applications [93]. The
language, integrated tools, and built-in mathematical functions enable you to explore mul-
tiple research approaches and computational paradigms and thus solve the sparse recovery
21Throughout this thesis with the term heuristic/metaheuristic we mean an efficient version of an optimi-
sation algorithm which is based on the specific problem structure, but it’s convergence to an optimal solution
has not been proven [135, 206]. Based on the nature of the problem and information gathered a heuristic
can efficiently decide which candidate solution should be generated and used in every individual step of the
method, following some predefined criteria [117, 135].
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problem faster than with spreadsheets or other traditional programming languages, such as
C/C++ or Java. All these qualities provide a uniform, familiar and ideal environment on
which we can design, build and test our algorithm. It is not surprising that Matlab is used by
more than 5000 universities and colleges worldwide. Further details and release information
about Matlab can be found at http://www.mathworks.com/products/matlab/.
6.6.1 The Classical Least Squares case
Let’s assume we have N unknown parameters X1, . . . , XN are to be estimated from M




CijXj + Ui, i = 1, 2, . . . ,M
where the Cij are the known coefficients (i.e. sampling matrix C) and the Ui are the inde-
pendent random variables with approximately identical distributions (i.e. noise). In vector
notation we have:
(6.19) Y = CX + U.
Here C ∈ RM×N (with M ≤ N), Y ∈ RM and X ∈ RN . A classical approach to solve this
problem is by minimising the sum of squares [28, 108]:
(6.20) min
X








where the objective is the difference of squares of the residuals and the vector X is the
optimisation variable. This is an unconstrained Quadratic Programming problem, which
has many applications and comes in many names, e.g., regression analysis or least-squares
approximation. The solution of this problem can be reduced to solving a system of N linear
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which in vector notation gives us,
(6.22) CTCX = CTY,
which gives the analytical (unique) solution
(6.23) Xˆ = (CTC)−1CTY,
assuming that C has full rank N and the columns of C are independent [28, 108]. When the
solution is not unique (i.e. ill-posed problem with M  N) the calculation (CTC)−1CTY
gives the solution with the minimum Euclidean norm, which is sometimes called pseudo-
inverse as C is now singular, while in ill-posed problems the matrix CXˆ gives the Euclidean
projection on R(C) (i.e. real subspace of the transformation C) [28, 188].
The least squares estimates Yˆi of the expected values E(Yi) = CX of the observations
(i.e. fitted values) are given as [28, 108, 188]:
(6.24) Yˆ = X(CTC)−1CTY = HY,
with
(6.25) H = (CTC)−1CTY
The matrix H is sometimes called “hat matrix” or “model matrix”. It provides the best
possible estimation of the regression coefficients in terms of X. It is a symmetric N × N
projection matrix (i.e. HH = H and
∑N
j=1Cij = 1, (1 ≤ i ≤ M)) which has N eigenvalues
equal to 1 and M − N eigenvalues equal to 0 [33, 188]. The trace of H is tr(H) = N . In
22Note that (6.20) can be expressed as a convex quadratic function as: R(X) = XTCTCX − 2Y TCX +
Y TY , which can be differentiated as: ∇R(X) = 2CTCX − 2CTY = 0 and then finally give the so-called
normal equations in (6.22).
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general the least squares problem can be solved very accurately in a time approximately
proportional to O(M2N), with a known constant [28, 33, 188]. Of course in cases where the
matrix C is sparse, we can usually solve the least-squares problem much faster.
6.6.2 Regularised Least Squares
Again consider the problem of estimating Xˆ ∈ RN from measurements or experiments
given by C ∈ RM×N and Y ∈ RM . Then we have two quadratic objectives to minimise
[28, 163, 188]:
(6.26) f(Xˆ) = ‖CXˆ − Y ‖l2 = XˆTCTCXˆ − 2Y TCXˆ + Y TY,
as a measure of misfit between CXˆ and Y and
(6.27) g(Xˆ) = ‖Xˆ‖l2 = XˆT Xˆ,
as a measure of the size of Xˆ, which is a regularisation (i.e. adding a term to the objective
function that penalises large values of Xˆ). In this case, the aim now is to find the best value
for X so as it minimises both f(Xˆ) and g(Xˆ) objectives. The problem can be redefined as
a quadratic optimisation problem [28, 163, 188]:
(6.28) min
Xˆ
‖CXˆ − Y ‖l2 + δ‖Xˆ‖l2 = XˆT (CTC + δIN)Xˆ − 2Y TCXˆ + Y TY,
which yields the analytical solution:
(6.29) Xˆ = (CTC + δIN)
−1CTY,
where IN is a positive-definite (diagonal) regularisation matrix often chosen to be the identity
matrix and δ > 0 is a weight (small positive constant) which yields the Pareto optimal
solution for the two objectives 23. In essence, the regularised version gets the minimum in
terms of misfit and sparsity level (support), out of all possible vectors as an estimate of Xˆ,
which is unique even if C is low rank or singular (i.e. it is not rank deficient) [28, 33, 163].
23Note that in the special case when δ → ∞ the solution is Xˆ = 0, while in the case when δ → 0 we
obtain the solution Xˆ = (CTC)−1CTY , which is the pseudo-inverse or Moore-Penrose inverse, defined in
(6.25) [28, 207].
152 CHAPTER 6. HEURISTICS FOR THE L0-NORM PROBLEM
This is due to the weight δ used in the inversion formula (CTC+δI > 0), which can be found
using the trace or eigenvalues of matrix CTC (i.e. δ = trace(CTC)/trace(IN) or δ = 2/λmax;
the maximum eigenvalue)24. This general form of regularisation is sometimes also called
Tikhonov regularisation or ridge regression with Euclidean norms [28, 33, 188].
In some applications a useful extension of Equation (6.28) is to replace the regularisation
term ‖Xˆ‖l2 with ‖DXˆ‖l2 , where D is an approximate differentiation or second cone order
differentiation, as a measure of variation or smoothness of Xˆ similar to TV [28]. In practice
D can be a simple approximation of the i-th component of X represented as N(Xˆi+1 − Xˆi)
[28]. An alternative approach could be to replace the identity matrix IN in (6.29) with a
(tridiagonal) Toeplitz or Vandermonde matrix D ∈ RN×N , which have been efficiently used
in Polynomial Least squares fitting and polynomial (piecewise cubic) interpolation methods




3 + . . .). In linear algebra a (diagonal constant)
Toeplitz matrix can be defined as [28, 163, 207]:
(6.30) TN =

X0 X1 X2 · · · XN−1






X−N+1 · · · X−2 X−1 X0






1 · · · Xn−11
1 X2 X
2








N · · · XN−1N

where Xi > 0 is the corresponding non-negative i-th element of a matrix X. Further details
on the different regularised variations of pseudo-inverse can be found in Section 9.4.3.
24Eigenvalue and eigenvector of a squared matrix A = CTC are a scalar λ and a non-zero vector V ∈
RN 6= 0 so as: AV = λV , or (A− λI)V = 0 using Crammer’s rule (V 6= 0), which implies A− λI is singular
and thus det(A− λI) = 0 [33, 163]. Note that in general it is required that δ ≥ 2/(λmax + λmin). However,
calculating both the largest and smallest eigenvalue of the non-negative definite matrix CTC can be very
expensive for large matrices C (e.g. in medical images) and without much efficiency in the outcome (λmin is
very small and thus negligible especially in ill-conditioned cases). [28, 33, 163]
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6.6.3 Generalised inverse as the best approximate solution
Least Squares method can be viewed as a special case of a Singular Value Decomposition
(SVD), which is simply a regularisation (factorisation) strategy for inverting C ∈ RM×N
(calculating its pseudo-inverse with M  N). SVD can find the best possible solution to a
system of linear equations corresponding to a singular matrix with no exact solution. It is a
complete orthogonal decomposition which can provide the l2 norm of the minimum residuals
in the null-space out of all possible N −M solutions (apart from any degeneracies in the
solution) [9, 95, 163]. In particular, a product of three matrices can be used to replace a
singular matrix C∗ as follows [9, 33, 95, 163]:
(6.32) C∗ = V T [diag(1/W )]U,
where V ∈ RM×N has orthonormal columns and U ∈ RN×M has orthonormal rows, while
diag(1/W ) ∈ RM×N is a non-negative diagonal matrix with zero values apart from its diag-
onal, calculated based on the rank of matrix C (W ∈ RM×N are small values, as weights, or





j |Cij|2), in terms of numerical stability and precision [9, 33, 95, 163].
Theorem 18: [33, 95] Assume a linear system of equations of the form CX = Y , where
C ∈ RM×N is a singular matrix which can be inverted given the Equation (6.32). If
V ∈ RM×N , U ∈ RN×M , Y ∈ RM×1 and diag(1/W ) ∈ RM×N , then
(6.33) Xˆ = V T [diag(1/W )]UY
minimises ‖CXˆ − Y ‖l2 and has the smallest l2 norm out of all minimisers with residual
R = ‖CXˆ − Y ‖l2 = ‖(I − CC∗)Y ‖l2. Note that if rank(C) = N , then C∗ ≈ (CTC)−1CT ,
while if rank(C) = N = M then C∗ = C−1. Indeed, the least squares solution is a stable
solution of minimal norm which can be used as the best approximate solution.
Definition 12: [89, 190] Let C ∈ RM×N be a bounded linear sampling matrix. Then
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1. X ∈ RN is called least squares solution of CX = Y iff
(6.34) ‖CX − Y ‖l2 = inf {‖CZ − Y ‖l2 |Z ∈ A}
2. X ∈ RN is called best approximate solution of CX = Y iff X is a least squares solution
of CX = Y and
(6.35) ‖X‖l2 = inf {‖Z‖l2 |Zis least squares solution of CX = Y }
holds.
In general terms, the generalised inverse C∗ is a unique linear extension of C, which
gives the best approximate solution as a solution operator mapping Y back onto the model
CX = Y . This approximation of the minimum norm solution can be further improved by
introducing a regularisation operator δ, especially in ill-posed cases. In such cases, the com-
putational cost of the calculations of the generalised inverse may be high, as the number of
search directions may be high, or the data model might not be known precisely (e.g. noisy
cases). Regularisation operator comes as an improvement in the calculation of C∗ in order to
approximate better Xˆ on noisy data Y (solution stability under noise). These considerations
lead to the following Definition.
Definition 13: [89, 190] Let C ∈ RM×N be a bounded linear sampling matrix δ0 ∈ (0,+∞).
For every δ ∈ (0, δ0) and υ ∈ [0, ‖C‖l2 ] let Tδ = 1/(δ + υ) ∈ RN×M be a continuous
and not necessary linear operator. The regularisation operator Tδ exists for C
∗, if for all
Y ∈ D(C∗) ⊆ RM×N (domain of generalised inverse) there exists a parameter choice rule




sup {‖TδY ′ − C∗Y ‖l2 |Y ′ ∈ RM , ‖Y ′ − Y ‖l2 ≤ } = 0
holds with
(6.37) δ : R+ × RM → (0, δ0),




sup {δ(, Y ′)| Y ′ ∈ RM , ‖Y ′ − Y ‖l2 ≤ } = 0
In general, the aim is to choose Tδ so as C
TC to be continuous invertible and thus achieve
convergence in the solution Xˆ. In the simplest case we can choose ‖C‖l2 = 1 or υ = 0
to derive Tδ = 1/δ. In fact, the pair (Tδ, δ) is called convergent regularisation method
(parameter and choice rule) for obtaining Xˆ under the assumption Y ∈ D(C∗). This can be
considered as a regularisation form of the generalised inverse C∗ where the solution, defined
as Xˆ = (CTC + δIN)
−1CTY , is a unique minimiser of the two quadratic objectives f(Xˆ)
and g(Xˆ) (defined in Section 6.6.2) of the Regularised Least Squares [33, 89].
6.6.4 Initial Solution
Before defining in detail the l0 heuristic and set the scheme for the procedure followed
for updating the current solution, we firstly need to describe how the initial solution of the
heuristic is defined. The heuristic works for any solution that belongs to the feasible set, as
an initial estimation of the sparsest solution of the linear system CXˆ = Y . Based on similar
approaches which are based on the l0 norm based problem, particularly in [6, 141, 161, 199],
we have chosen the regularised pseudo-inverse of C, as a rough estimate of the sparse solution
(derived from the analytical solution of min ‖CXˆ − Y ‖l2 + δ‖Xˆ‖l2) which will be refined
through the iterations of the l0 heuristic. This is also the unique minimiser of the objective
function f(‖Xˆ‖, σ) on the feasible set, when σ → ∞. In particular, for efficiently solving
the problem, defined in Equation (6.8), we need to initially choose a relatively large σ(0) (in
theory infinity [141, 142, 199]) based on the values of the vector X and an appropriate initial
solution X(0) so as to achieve a good approximation of the global minimum. By setting
∇f(‖Xˆ‖, σ) = 0 we derive [108, 141, 142]:
(6.39) CT [Xˆ1(exp(−Xˆ21/2σ2)), . . . , XˆN(exp(−Xˆ2N/2σ2))] = 0,
where Xˆ ∈ RN is the estimate vector. If we now set σ → ∞ (or alternatively σ 
max{σ1, σ2, . . . , σm}), we have CT Xˆ = 0, which finally gives:
(6.40) Xˆ = (CTC)−1CTY
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and hence the minimiser of f(‖Xˆ‖, σ) is the minimum l2-norm solution of CXˆ = Y . Then,
the initial solution in vector format is given as the minimum l2-norm solution which also








i is the initial solution vector (t = 0) for swarm i, δ = 2/(λmax + r) (follows
conditions of Definition 12 of the previous section), λmax is the maximum eigenvalue of
matrix CTC and 0 ≤ r ≤ 1 is a random number, different for every swarm, generated using
Normal distribution, so as to increase the stability of the fraction in cases where eigenvalues
are close to zero (the determinant is equal to the product of all eigenvalues, which is very
close to zero for singular matrices). Note that CTY is a back projection of the vector X
(projection from the samples). Here we do not use the ordinary pseudo-inverse of C, namely
(CTC)−1CTY , but its regularised version which increases the rank and enhances the sparsity
[28, 163]. This is mainly based on SVD methods where a singular matrix is reformed and
factorised with a help of a unitary (orthogonal) matrix and a diagonal matrix (δIN in our
case).
In essence, our aim is to start within the feasible set of values, equally and uniformly
distributed among all swarms, based on the regularised pseudo-inverse. Then stochastically
move towards better values in order to minimise the objective function, based on the nature
and type of the problem (initial vector). The stability and performance of the initial solution
is thus guaranteed as a good estimate of the quadratic cost function ‖Y −CXˆ‖l2 . Note that
in the initial solution we also consider the case that (CTC) is the identity matrix (that is the
rows of C are orthonormal), where the heuristic will still work. More importantly, for most
cases C is created so as C and CT can be quickly computed resulting on a fast calculation
of the initial solution. Another important, but not neccessary, aspect is to keep the highest
and lowest values of the coefficients or terms of the original vector so as to enhance the
effectiveness of the l0 heuristic. However, this is not a mandatory step as the new solutions
generated by the l0 heuristic will be corrected using the projection back to the feasibility set
(see Section 6.6.8 for details). An alternative approach, if these ranges are not known, is to
simply approximate them by calculating the minimum and maximum back-projection based
on the samples CTY (See Section 9.4.4 of Experiments for further details).
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6.6.5 Appropriate decrease sequence for the parameter
After defining the initial solution we need to find a practical decreasing sequence for the
σ parameter so as the objective function f(‖X‖, σ) approximates the l0 norm efficiently and
the method is not trapped in a local minimum. This decrease has to be controlled by a
decrease factor 0 < β < 1 (say βσ), which will control the trade-off between the quality of
the recovery and the computational cost. This choice depends on the nature (i.e. values and
sparsity) of the initial vector, as a very fast decrease sequence in σ may result the method
gets trapped in one of the numerous local minima or it does not converge at all. Here, the
σ decrease value of β = 0.5 has been chosen throughout all the experiments as the proper
choice to seek a final solution which will be very close to the global minimum, keeping a
good trade-off between computational cost and quality of recovery. The same decrease value
has also been chosen for the variation of Steepest Ascent method (discussed in Section 7.5)
for consistency in comparing solutions in the Experiments, though slight differences in the
σ decrease value do not seem to affect the performance of the l0 heuristic due to its swarm
properties (see Section 9.4.3 for details).
In Experiments Section 9 we will only use the number of the desired iterations T as the
stopping criterion of the l0 heuristic, in contrast to earlier published papers where the number
of iterations and the target minimum σ value were the criteria for stopping the execution
of the l0 heuristic (whichever comes first). In theory we want σ → ∞ but in practice for
efficiency in the approximation we choose a very small final σ value based on the nature
of the problem (less than 10−50). This makes the proper choice of the number of iterations
more broader and easier to choose as they do not depend on the nature (values) of the sparse
vector. Also the number of iterations can affect and particularly increase the efficiency of
the l0 heuristic, without affecting the final σ value, which directly affects the approximation
of the l0 norm and thus the heuristic’s performance (see for example Experiments 2 and 3
in Chapter 9).
For the initial value σ(0) we want the objective function to be convex near the initial
solution X(0). It is also important that f(‖X‖, σ) can be convex in the feasible region of
X and particularly when the largest element of X is less than the value of σ parameter.
This means that ∇2f(‖X(0)‖, σ(0)) > 0, so σ > |Xi|(0), ∀i = 1, . . . , N , where X(0)i is the i-th
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component of X(0). In particular, [108, 142, 161, 199]:
(6.42) exp(−X2i /2σ2) =
1, if |Xi|  σ0, if |Xi|  σ
In other words, the function f(‖X‖, σ) remains convex in the region where the largest mag-
nitude of the components of X is less than σ. Based on this a reasonable initial value for
σ chosen in all the experiments in this thesis is α = 2, σ(0) = α‖X‖∞ = 2‖X‖∞, so as to
ensure that the heuristic starts from a convex region. Of course, there are also other possible
choices of the initial σ value which can be considered (though not used in the experiments
for consistency purposes), as any initial value of σ roughly between two and five times the
maximum absolute value of the initial vector, will virtually act as an infinity for the com-
puted values of X [6, 141]. We can choose, for example, the initial value as σ(0) = ‖X‖∞+ c,
where 0 < c < 1 is a small value, which can achieve the desired convexity of f(‖X‖, σ) ini-
tially [161]. Alternatively, the initial value of σ can be calculated using the median absolute
deviation, that is σ = median{|R0|}, when expressed in terms of residual of the initial solu-
tion (R0 = ‖CX(0) − Y ‖l1), similar to the sample median proposed in [108]. Consequently,
the main idea is to properly choose the current value of σ so as to be the minimiser of the
objective function f(‖X‖, σ) from the previous (larger) value of σ for every iteration. The
randomises of the initial solution will also help the l0 heuristic avoid being trapped into any
local minima reaching the actual minimum for small values of σ and thus giving a good
estimate of the minimum l0-norm solution.
If the initial vector X is not known then we can define a rough estimate for the initial σ
based on the collected samples Y ; σ(0) = ‖CTY ‖∞+c for a small random value of 0 ≤ c ≤ 1,
which is what we have chosen for consistency and simplicity in the Experiments where the
initial sampled vector is not known (See Section 9.4.4 of Experiments). Another similar
approach (not used in the Experiments) has been introduced in [6, 141] where the parameter
σ can be initialised as:
(6.43) σ(0) > ν‖Y − C(CTC)−1CTY ‖∞,
where 0 ≤ ν ≤ 1 is a small constant, depending on the samples observations Y . In general, it
is expected that for exactly sparse vectors, the σ parameter can be decreased more arbitrary,
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as the decrease factor highly depends on the desired accuracy. For noisy cases it is expected
that the smallest σ will be roughly twice the generated noise, as small noisy samples must be
considered as zeroes and thus ignored. However, for obviously very noisy cases, the search
space may be affected more and thus more sophisticated decrease sequence will be needed.
In practice the smallest value of σ cannot be zero but a small number very close to zero.
6.6.6 Solution Generation
The generation of a new solution is given in a vector format probabilistically by the




i = {X(t−1)i − µR(t)i ∇X(t−1)i f(‖X
(t−1)
i ‖, σ(t−1)) + exp(−µL(t))(CTY − (CTC)X(t)∗ )}PK ,
where L(t) = ‖X(t−1)i −X(t)∗ ‖l2 is the Euclidean difference vector (acting as a weight) for each
element between the solution from the previous iteration (X
(t−1)





i is a vector of numbers, different for every swarm, randomly generated using Gaussian




i is the new and
the current solution carried by the i-th swarm which represents the corresponding solutions
vector. The positive step µ = 2 represents a small number based on the gradient of the
function. This can be easily derived by taking the first derivative:
(6.45) ∇f(‖X‖, σ) = ∇ exp(−|X|
2
2σ2





Note that in Equation (6.44) we could use the infinity norm (‖.‖∞) for calculating L (as
presented in earlier research papers by the same author). However, using this approach we
assume that the misfit between solution and samples contributes equally to all the elements
of the new solution vector X
(t)
i , which is not the case if we compare it with the current best
solution X
(t)
∗ (better adaption to weight and decrease of distance between the swarms and
their current best swarm). For a vector X = [X1, . . . , XN ] in a finite dimensional coordinate
space the infinity norm is defined as ‖X‖∞ = max{‖X1‖, . . . , ‖XN‖}.
The operator PK represents a hard-thresholding approach where we keep only the K-
largest entries of our new vector X
(t)
i and set all the others to zero ({.}PK = max(., 0)). Note
that the hard-thresholding approach is usually related to l0 norm based problems, while the
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soft-thresholding approach is usually related to l1 norm based problems. The main difference
is how we approach the smallest values of a vector which are below a certain threshold (based
on some prior-knowledge of the structure of the vector values); hard-thresholding approach
sets them to zero while soft-thresholding approach sets them very small values, which are
very close to zero (typically less than 10−10) [86, 186].
In essence, X values are recovered using some prior (a-priori) and some likelihood esti-
mates (knowledge) for X. The prior estimate for X is not related to measurements Y and
contains only information related to X (sparsity level) using the initial solution in Equation





f(‖X(t−1)i ‖, σ(t−1)), while the likelihood estimate is based on the measure-
ment model Y = CX + e (where 0 ≤ ‖e‖l2 ≤ 1) using forward-projection to the feasible set,
namely (CTY − (CTC)X(t)∗ ). Here we have chosen to project to N elements in X instead of
M elements in Y (i.e. CT (CX
(t)
∗ − Y ) used in AIHT) due to the nature of the ill-posedness
of the problem as M  N . The misfit of the new solution could be corrected more quickly
and efficiently in the N -dimensional space (RN or CN), which also enhances the convergence
of the l0 heuristic to the optimal solution. Similar forward-projection approaches have been
efficiently applied to relevant ill-posed inverse problems [33, 186].
This solution approach is enhanced by using a random vector R
(t)
i ∈ (0, 1) for the prior
knowledge as a relaxed gradient projection and a inertia weight vector exp(−µL(t)) so as to
control the influence of the current best solution X
(t)
∗ on the other solutions. This aspect
improves the l0 heuristic’s search from an initially global search to a more local by assigning
greater weight to values closer to the current best and lower to unexpected values. It also
improves the l0 heuristic’s convergence rate as the swarms’ solutions are influenced from
the current best performing swarm. The random vector R
(t)
i introduces randomness to the
process which enables the heuristic to avoid being trapped to numerous local minima. In
fact, Equation (6.44) is a variation of the solution generation for PSO algorithms explained
in Equation (6.12) with combined relaxed gradient and forward-projection step (the smaller
R means the smaller step sizes chosen, while the smaller the weight exp(−µL(t)) means
the smaller the misfit between the solution generated and the observations). This is very
common in swarm intelligence methods [112, 214], but here we have both a stochastic and
deterministic step.
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6.6.7 Assumptions and conditions
We will now turn our attention to the necessary assumptions and conditions for efficient
sparse recovery using the l0 heuristic. Before we review the necessary assumptions we will
now provide some basic theory in a form of definitions which we will use.
Definition 14: [60, 183] A function f : A → B is q-Lipschitz continuous, with respect
to the l2 norm on A if for every X, Y ∈ A we have
(6.46) ‖f(X)− f(Y )‖l2 ≤ q‖X − Y ‖l2 ,
for a small number 0 < q < 2Γ¯, with Γ¯ = ‖(CTC)−1‖l2 (C is the Sampling vector) or
Γ¯ = sup ‖∇f(z)‖l2, for z ∈∈ A.
Definition 15: [33, 89] A function g : A → B is called non-expansive with respect to
the l2 norm on A if for every X, Y ∈ A we have
(6.47) ‖g(X)− g(Y )‖l2 ≤ ‖X − Y ‖l2
Note that if f is q-Lipschitz continuous then the function g = 1/qf is non-expansive.
Definition 16: [33, 89] A function h : A → B is called firmly non-expansive with respect
to the l2 norm on A if for every X, Y ∈ A we have
(6.48) ‖h(X)− h(Y )‖l2 ≤ 〈(h(X)− h(Y )), (X − Y )〉,
where 〈, 〉 represents the inner product.
Note that a firmly non-expansive function on A is also non-expansive.
Theorem 19: [10, 33] Assume f : A → B is a convex and differentiable function and
its derivative ∇f is non-expansive and q-Lipschitz with respect to the l2 norm. Then ∇f is
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also firmly non-expansive. The following are equivalent
(6.49) ‖∇f(X)−∇f(Y )‖ ≤ q‖X − Y ‖l2 , ∀X, Y ∈ A
(6.50) ‖∇f(X)−∇f(Y )‖l2 ≤ 〈(∇f(X)−∇f(Y )), (X − Y )〉, ∀X, Y ∈ A
Definition 17 (Local extrema): [151, 183] If a function g := ∇f : A → B attains
a local minimum or maximum at X∗ ∈ A, then ∇g(X∗) = 0 and X∗ is called critical point of
g := ∇f . If a local minimum X∗ is strict then there is a neighbourhood O ⊂ A, containing
X∗, such that g(X∗) < g(Y ), for any Y ∈ O\{X∗}.
Note that here we adopt the notion of local minimiser in the gradient as the l0 heuristic
uses the ∇f(‖X‖, σ) to evaluate and generate new solutions. Indeed, a simple and efficient
strategy to minimise the first derivative of the objective function in (6.8), used in the eval-
uation of solutions in the l0 heuristic, is to construct a sequence X
(t) ∈ RN with t ∈ N
(assuming only one swarm for simplicity) so as:
(6.51) ∇f(‖X(t+1)‖, σ(t+1)) ≤ ∇f(‖X(t)‖, σ(t)), ∀t ∈ N,
which can be achieved by
(6.52) X(t+1) = X(t) +R(t)D(t),
whereD(t) ∈ RN is a suitable search direction, usually expressed as the gradient∇f(‖X(t)‖, σ(t))
(it is differentiable), while R(t) ∈ (0, 1) is a positive step size with the aim to improve the
search direction and increase the convergence of (6.52). Note that Equation (6.52) is equiva-
lent to the first half of Equation (6.44), which generates the new solutions for the l0 heuristic
(µ parameter in Equation (6.44) comes from the gradient of the function f(‖X‖, σ)). We
now proceed with the following assumptions for the l0 heuristic.
Proposition 2:Assume a generation of a solution based on Equation (6.52) with step size
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R(t) ∈ (0, 1), t ∈ N and search direction selected based on the gradient ∇f(‖X(t)‖, σ(t)) so as
X(t+1) ≤ X(t) for every iteration t ∈ N (minimise the gradient at each iteration t).
Proposition 3:Assume that the function f(‖X‖, σ) is concave and twice differentiable. As-
sume also that the gradient ∇f(‖X‖, σ) is q-Lipschitz continuous. This means that for
a small number 0 < q < 2Γ¯, with Γ¯ = ‖(CTC)−1‖l2 [33] (C is the Sampling vector) or
Γ¯ = sup ‖∇f(‖X‖, σ)‖l2 [89], for all X1, X2 ∈ RN and some parameters σ1, σ2 > 0 we have
with respect to vector norm ‖.‖l2:
(6.53) ‖∇f(‖X1‖, σ1)−∇f(‖X2‖, σ2)‖l2 ≤ q‖X1 −X2‖l2
Also assume that the gradient and the gradient of the gradient of the solution are also bounded:
(6.54) ‖∇f(‖X‖, σ)‖l2 ≤ q′,
(6.55) ‖∇2f(‖X‖, σ)‖l2 ≤ q,
for all X ∈ RN so as ∇f(‖X‖, σ) is q-Lipschitz with the respect to l2 norm q′ ∈ [0,+∞).
Propositions (3) and (2) are important assumptions which are also used in similar itera-
tive sparse approximation techniques for solving ill-posed inverse problems, such as steepest
decent, regularised gradient and truncated Newton. Proposition (3) is also reasonable in our
broader research context, since the gradient ∇2f(‖X‖, σ) exists, which is also the case in
the frequency domain (complex numbers of a Transform domain usually follow the power
decay law). Indeed X
(t)
t∈N is a decreasing sequence and thus ∀X ∈ RN | ∇f(‖X(t+1)‖, σ(t+1)) ≤
∇f(‖X(t)‖, σ(t)) is a bounded set, where X(t)t∈N belongs to the compact subset/neighbourhood
O of RN . Since ∇f(‖X(t)‖, σ(t))t∈N is decreasing and bounded, then (∇f(‖X(t)‖, σ(t)) −
∇f(‖X(t+1)‖, σ(t+1)))t∈N is also a non-negative sequence bounded and converging to zero.
Consequently, a global minimiser exists and it is unique due to the decreasing properties
of the sequence ∇f(‖X(t)‖, σ(t))t∈N (i.e. existence of local minimisers) and the properties
of Theorems (16) and (17), given in Section 6.3. This outcome can also be verified by the
numerical experiments discussed in Chapter 9, where the generated (current) solution X(t)
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is decreased through iterations (t), while the assumptotic convergence rate of the heuristic
is relatively quick (due to its random step in the generation of new solutions). Indeed, the
proper choice of the parameter R(t) is very instrumental so as to endow the system with the
desired behaviour of swarms and simple enough to allow for mathematical trackability (i.e.
to fit perfectly the deterministic model of the problem). In general, the aim is to start with
an initial guess within the feasible region and then update the solutions vector X(t) at every
iteration (t) (by decreasing the gradient at each iteration) according to the relaxed projected
gradient formula in (6.52) so as the weights are unbounded and the residuals descending.
Similarly to the necessary conditions imposed by the gradient of the function used for the
back-projection (R(t)∇X(t)f(‖X(t)‖, σ(t))), which is the first half of Equation (6.44), we also
need to define the necessary conditions for the successive approximation through the regu-
larisation step (exp(−µL(t))(CTY − (CTC)X(t)∗ )), which is the second half of the Equation
(6.44). The aim of this part of solution generation is to enforce better solutions with the use
of weights both as a misfit between the current best solution X
(t)
∗ and observations Y and
as an attractiveness among the swarms exp(−µL(t)). For small values of Xˆ the re-weighting
method needs to yield a large weight and thus enhance the search for the sparsest solution.
The concept of this regularisation strategy is to add a relatively small value iteratively as a
weight through iterations to allow the l0 heuristic to approach a global optimum and thus
finally converge. Here, we adopt a simple approach where all swarms are forced to follow the
current best in terms of solution swarm, fact which increases the efficiency of the l0 heuristic
without increasing its execution time. In the Experiments (Experiment (9.4.3) of Chapter
9) we will explore and compare different re-weighting strategies in terms of quality of the
derived solution and execution time.
We will now conclude this section with the following proposition as the necessarily con-
dition for the regularisation strategy of the l0 heuristic.
Proposition 4:Assume a sequence X
(t)
t∈N in vector format, which is generated by the fol-
lowing regularisation step, similar to the l0 heuristic
(6.56) X(t+1) = exp(−µL(t))(CTY − (CTC)X(t)),
where µ = 2 and L(t) is a simple inertia weight vector same as defined in Equation (6.44).
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Then the following condition is necessary
(6.57) ‖IN − η(CTC + δCTC)‖l1 < 1,
where IN is the N ×N identity matrix and parameter η ∈ (0, k) with k = 2/‖C‖l2 (for Itera-
tive Soft Thresholding), k = 1/‖C‖l2 (for Iterative Hard Thresholding) or k = 2/(‖C‖l2 +8)
with  = 0.4 (for Shepp-Logan Phantom image recovery), given that in all cases the Sampling
matrix C ∈ RM×N is bounded so as ‖CX‖l2 ≥ C‖X‖l2 [33, 194].
Note that the regularisation parameter δ ∈ (0, 2/g) controls the balance between the sparsity
and data fidelity, while g is the largest eigenvalue or trace of matrix CTC. An alternative
approach proposed in [49, 196] is to set δ parameter equal to ζε
√
2 logN , where ε ∈ (0, 1)
is the Gaussian noise variance, N is the length of original vector to be recovered (X ∈ RN)
and ζ > 2
√
2. Similarly for noisy cases it has been suggested in [132, 186] to change the δ




where t is the current iteration, ε = 1 is the variance of additive Gaussian noise and initial
δ(0) = 1 or equal to the initial residual CX(0) − Y in vector format.
6.6.8 Solution Correction
After the generation of the new solutions, we can check whether these solutions satisfy
the initial constraints, namely the upper and lower bound of the elements of the vector we
initially have. This is important, but not mandatory step, to prevent the tendency of the
particle position to explode in magnitude and go beyond the pre-defined ranges of the given
vector’s values (the solutions are also corrected by projecting back to the feasibility set, so
the first step of the minmax correction is not mandatory). In order to ensure these solutions
are within the given ranges, we adopt a simple, yet efficient, repair process so as to guarantee
the convergence of the l0 heuristic to a feasible solution. In the following Pseudo-code we
describe the whole procedure where Xmin and Xmax is the upper bound (highest value) and
the lower bound (lowest value) of vector X (signal or image) respectively. The aim is to
compare and correct the value of each element of X with the lower and upper bound. If it
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is smaller than the lower bound, then the lower bound is the current value of the element,
while if it is larger than the upper bound, then the current value is equal to the upper bound.
The proper choice of these bounds highly depends on the nature and understanding of the
problem. If these bounds are not known (initial sampled X vector not known) then back-
projection to samples can be used as a rough estimate of them, namely Xmin = min{CTY }
and Xmax = max{CTY } (See Experiments, Chapter 9 for details).
Note that randomness (0 ≤ rand ≤ 1 is a small random number) has also been intro-
duced here as a property for each particle so as to enhance the performance of the heuristic
and avoid being trapped at a local minimum. This is a common approach introduced to
meta-heuristic methods, such as the Simulated Annealing, where some solutions are ac-
cepted randomly even if they do not improve the current best solution as an efficient way
to help the method avoid being trapped to local extrema (minima or maxima). Here, we
have extended this idea by using a local search based on the minimum and maximum values
of our original vector together with a threshold, Xi < 0.05Xmin for the minimum value and
Xi > 5Xmax for the maximum value (used only in signals and not in images). Finally, a
back projection to feasible region (mandatory correction step) is used to make sure our new
solution satisfies the given constraints (CX = Y ), with IN the N -element identity matrix
and δ = 2/(λmax + r) the regularisation parameter of the initial solution given in Equation
(6.41). All these rules can be summarised as follows:
Pseudocode for values correction
Aim: Feasibility - Ranges Test
Inputs: vector X, sparsity level K, regularisation δ, samples Y , matrix C
Outputs: Corrected vector X
Keep the K-largest entries of X.
for all i = 1, . . . , size(X) (Repeat for each dimension of X) do
if Xi < 0.05Xmin then
Xi = Xmin + rand(size(Xi)) ∗ (Xmax −Xmin)
else if Xi < Xmin then
Xi = Xmin
else if Xi > 5Xmax then
Xi = Xmax − rand(size(Xi)) ∗ (Xmax −Xmin)
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else if Xi > Xmax then
Xi = Xmax
else
The value of Xi remains the same.
end if
end for
Feasible projection onto the set: X = X − ((CTC + δIN)−1(CX)− Y ).
Display corrected vector X
6.6.9 Algorithm Description
In this section the pseudocode of the proposed l0-heuristic together with the parameter
settings used in the simulations are presented with a brief description. It is divided into
three parts, namely the Input, Output and the Main Technique which constitutes the sum-
mary of the essential steps of the optimisation method. In this case we assume a highly
under-sampled complex valued vector X represented in a frequency (transform) domain Ψ.
Heuristic for l0 norm based recovery
Problem: Determine a vector X ∈ CN s.t. CX + e = Y .
Inputs: α, λmax, β, µ, ,Xmax, Xmin, C, Y,K, T, L,∇f(‖X‖, σ), Xmin, Xmax, e,Ψ,
Outputs: best value ∇f∗(‖X∗‖, σ), best X∗ ∈ CN , X∗∗ ∈ RN (change domain).
Main steps of the swarm based l0-heuristic:
1)Generate initial solution for S swarms (every swarm i):







4)Set all but K-largest entries of X
(0)
i to zero, correct its values based on Xmax, Xmin values
(if known).
5)Set initial σ parameter value same for all swarms:
(6.60) σ(0) = ‖CTY ‖l∞ ,
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5)Alternatively if Xmax is known then (α = 2):
(6.61) σ(0) = αXmax,
while t < T (for all iterations T ) do
for all i = 1, . . . , S (S Swarms) do
6)Evaluate ∇f(‖X(t)i ‖, σ(t)) for every swarm i.












9)Calculate misfit between optimal solution and samples using forward-projection:
(6.62) D(t) = CTY − (CTC)X(t)∗ ,
10) Calculate attractiveness-weight parameter between swarms (µ = 2):
(6.63) L(t) = µ‖X(t−1)i −X(t)∗ ‖l2 ,
11)Generate new solutions for all the other swarms following sparsity pattern K by
applying hard-thresholding {.}PK (i ∈ S − {´i}):
(6.64) X
(t)
i = {X(t−1)i − µR(t)i ∇X(t−1)i f(‖X
(t−1)
i ‖, σ(t−1)) + exp(−L(t))D(t)}PK ,
12)Check for feasibility Ranges in X
(t)
i (if Xmax, Xmin are known).




−1(CX(t)i − Y ).
14)Set σ(t) = βσ(t−1), with β = 0.5.
end for
end while
15)Display ∇f∗(‖X(t)∗ ‖, σ) and X(t)∗ ∈ CN .
16)Reconstruct vector X∗∗ = Ψ−1X
(t)
∗ (apply Inverse transform to derive X∗∗ ∈ RN).
Otherwise, X∗∗ = X∗.
if ‖e‖l2 6= 0 (noisy samples) then
17)Apply a filter to smoother vector, X∗∗ = X∗∗ ? h(size(X∗∗)) (optional step).
else
Keep X∗∗ without changes.
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end if
18)Display the recovered vector X∗∗.
19)Post-process results (recovery error and execution time) and visualisation:
(6.65) ‖X∗∗ −X‖l2
We can see that initially each swarm i starts with a random allocation as a solution vector
using the pseudo-inverse in Equation (6.41) which is then updated through the iterations of
the heuristic based on the current best swarm X
(t)
i´
(carrying the current optimal solution).
Note that we do not need to project back to feasible set for correction in the initial solution
X
(0)
i since the regularised pseudo-inverse guarantees the feasibility of the solution given the
constraints. Note also that the randomness (rand) in the initial solution and in the solution
generation 0 < R
(t)
i < 1 (vector of small random numbers) which makes every potential
solution slightly different for every swarm. This fact represents a positive step size which
increases the convergence of the l0-heuristic. This randomness to the search process where
swarms move stochastically within the problem search space in order to find the optimal
minimum solution helps the l0-heuristic to avoid being trapped in the numerous local minima.
This is also enhanced by collectively finding and keeping the current best solution at each
iteration in a form of weight which is then incorporated in the generation of new solutions
at each iteration. By this way every particle can potentially find the optimal solution to the
problem, starting from an initial feasible solution which can be seen as a modification of the
l2-norm based sparse solution (analytical solution of the regularised least squares).
At each iteration (t) the current best solution X
(t)
∗ which minimises both the gradient
of the objective function ∇f∗(‖X(t)∗ ‖, σ(t)) and parameter σ(t) is chosen and each particle’s
solution is updated based on this current global best solution. The minimum of∇f(‖X‖, σ) is
used as a starting point to locate the minimum for the next (smaller) σ(t+1) and to generate
the new solution (by ranking the swarms). Note that the generation of a new solution
consisted of a gradient step and a misfit step between the current optimal solution and the
samples, followed by a correction to the feasible set. If for some values of X we have |Xi|  σ
then the heuristic does not change the value of Xi in that step, though this might change
from the projection to the feasible step. Also note that the heuristic forces all values of Xi
satisfying ‖Xi‖l2  σ towards one, while all values of Xi satisfying ‖Xi‖l2  σ towards
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zero. For this purpose we use the function f(‖X‖, σ) = exp(−X2i
2σ2
) ≤ 1 for |Xi| ≤ σ. The σ
value is initially assigned to twice larger than the maximum value of vector X and then it
is gradually decreased at each iteration. This assignment was chosen experimentally based
on the nature (elements) of the original vector (assuming values between zero and one).
Moreover, note that σ is a variable depending on the problem and changes through
iterations. Initially, if X is not known we can use the back-projection of the samples as a
rough estimate, σ(0) = ‖CTY ‖l∞ . Otherwise, if X is provided σ value is initially assigned
to twice (α = 2) the maximum value of the vector X and then it is gradually decreased at
each iteration, β = 0.5 times. This assignment is chosen experimentally based on elements
values of test vector and desired accuracy so as ∇f(‖X‖, σ) and σ be positive throughout
the iterations. An optional application of a filter on the vector found (e.g. thresholding
for smoothness on X∗) 25 can provide some robustness to small noise levels, overcoming
difficulties encountered by other sparse recovery methods. Experiments discussed in Section
9 reveal more details about the efficiency of the l0 heuristic compared to other sparse recovery
methods which are based on different approaches and assumptions.
It is also important to pinpoint that every swarm carries a potential current best solution.
At every iteration (t) < T , S potential solution vectors (swarms carrying out a solution) are
generated following similar principle of traditional swarm based algorithms. This concept
also bears some similarities with the Firefly algorithm [5, 214]. The whole procedure for S





















25A straightforward and simple way to deal with noise is to introduce a thresholding technique which
will remove all values of the recovered vector which are above a certain limit. This degradation in values
is important as some high numbers might indicate additive noise in the sampling process (non-uniformly
sampled areas). For example, in the frequency domain by creating a series of averages between neighboring
values of our data we are able to identify and thus eliminate certain patterns in the original data, assuming
that our data follow a slow-moving trend in terms of values. In fact, we know that due to the nature of
the frequency transform domains, the pattern that elements of a vector follow is; the greater their distance
from the origin, the higher their frequency value. This is the major idea behind the moving average filter
assuming periodicity of the data. For more details please see Appendix B.







2(S), . . . , X
(t1)
N(S)],
The efficient number of iterations and swarms chosen can be found experimentally based
on the nature of the problem (i.e. size of feasible space, sparsity level, noise level, number of
samples). Note that in the experiments the number of swarms and iterations has been set
to S = 12, T ∈ [50, 300] for signals (1D-vectors) and S = 10, T ∈ [700, 1000] for test images
(2D-vectors).
Due to the small size of our problems and due to computational limitations in terms of
hardware we have not introduced an acceptance function for the number of swarms through
iterations. In real life applications an acceptance function could be used to determine the
number of swarms. In particular, the number of swarms can decrease as the number of
iterations increase as follows [112, 206]:
(6.66) Saccepted = θ% S(1 + t
−1),
where θ is a parameter set by the user specifying the top performing swarms, S is the number
of swarms and t is the number of iterations.
Finally note that a filter is applied after the execution of the l0-norm based heuristic in
noisy cases as a final optional post-processing step for enhancing the performance of the final
solution. A filter is simply a function used to remove an undesired component or feature
usually caused by noise or aliasing. As a brief reminder the aliasing effect is caused by
inadequate sampling frequency or rate of a signal (measuring the value of a signal in specific
time so as to collect samples). In essence the samples collected from the values of the signal
measured at certain time intervals is not enough to fully recover the original signal. This
is a phenomenon called aliasing, as a presence of unwanted components in the recovered
from its samples signal (i.e. these components were not present when the original signal
was sampled). Also some components of a signal may be lost in the reconstructed signal
simply due to noise (no useful information collected) during the sampling process. To remedy
aliasing and low levels of noise we can filter out some components of the recovered signal.
If this filtering involves the removal of some high frequency components while keeping the
lower ones, then we have what we call a “low-pass filter”. A filter function simply keeps some
components of the signal below a threshold (cut-off frequency) and completely removes any
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components above this threshold. In this thesis we will only use some simple low-pass filters
for the experiments in noisy sampled signals. For further details see Experiment 10 for filters
in Section 9.4.10 and sparse noisy image recovery in Section 9.5 of Chapter 9.
Chapter 7
Algorithms for sparse recovery
Several numerical methods have been proposed in the literature for solving sparse ap-
proximation problems, including many methods for obtaining signal representations in over-
complete dictionaries. These range from general approaches, like the Basis Pursuit (BP), Or-
thogonal Matching Pursuit (OMP) and the method of Matching Pursuit (MP) [35, 177, 196]
to more sophisticated ones such as Iterative Hard Thresholding (IHT) and Iterative Re-
weighted Least Squares (IRLS) methods [19, 22, 56]. The most commonly used methods
for compressing and decompressing signals/images are Lasso, Orthogonal Matching Pursuit
(OMP) and Basis Pursuit methods. In general, all these methods have both advantages and
shortcomings. Orthogonal Matching Pursuit (OMP) is a straightforward method which goes
through an iteration process so as to construct the most closely approximation of the input
vector (signal) generated as a solution. It is a greedy approach which iteratively tries to
find a good estimate of a solution of the sparse approximation problem by selecting atoms
of a dictionary and their corresponding weights so that the recovered signal is a linear com-
bination of these vectors with small error. It is very fast but does not always provide good
estimation of the solution especially in noisy cases [196, 197]. Another major problem in
greedy approaches is that the local optimisation step they use can be erroneous, particularly
in cases where a transformed vector (signal or image as a linear combination of atoms) is
highly correlated with another vector from the same dictionary [130, 132]. Decomposition in
highly correlated and redundant dictionaries (e.g. Gabor wavelet functions in L2(R) vector
space) can cause inconsistencies in solution choices and thus non-optimal representations
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[132].
On the other hand, Basis Pursuit (BP) methods are among the most successful ones.
They are based on a global criterion which needs to be minimised, avoiding some mistakes
made by greedy approaches [132, 215]. They perform a more global optimisation where,
for large system of equations, the minimum l1 norm can replace the minimum l0 norm as
a solution to the ill-posed inverse problem CX = Y . Such a solution can be found using
several Linear Programming (LP) methods, usually interior-point LP solvers. LP algorithms
are able to solve large scale problems with thousands of sources and mixtures but they are
still very slow in terms of generating solutions and convergence (see Chapter 9 of experiments
for more details). They are also not optimal as in general they can achieve nearly optimal
approximations based on the vector support (sparsity) and the dictionary [132]. The Lasso
method replaces the sparse approximation problem by a non-convex optimisation (l2 norm
based) problem, so as to effectively solve it. It is usually faster than OMP and IRLS methods,
but it’s estimation quality is worse, especially if the sparsity level of the solution is large. A
comprehensive comparison of many different sparse recovery methods can be found in [110,
183, 196, 218]. In general, typical computations performed by these methods include matrix
pseudo-inverses, sparse basis transformations and vector multiplications which in general
make some of these methods very computationally expensive, such as the l1 Magic package
(for details see Chapter (9)). In this Section we will briefly describe the aforementioned sparse
recovery methods together with some other efficient, yet less known, methods established in
the scientific community for solving sparse approximation problems.
7.1 Orthogonal Matching Pursuit method
The Orthogonal Matching Pursuit (OMP) algorithm is a method used for the recovery of
a high-dimensional sparse signals, usually based on a small number of noisy linear measure-
ments [35, 69, 177]. It is an iterative greedy algorithm which selects at each step the column
which is most correlated with the current residuals. In fact, it is a type of numerical tech-
nique which involves finding the “best matching” projections of multidimensional data, such
as signals, given that the signal is expressed as a weighted sum of functions (called atoms)
using an over-complete dictionary or basis Ψ. Under certain conditions on the mutual in-
coherence property and the minimum magnitude of the nonzero components of the signal,
in a noiseless environment, the original signal can be recovered exactly by the OMP algo-
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rithm with high probability even if the nonzero components are possibly small [35]. In this
case, using some modified stopping rules, the OMP algorithm will select all the significant
coefficients of the signal without any zero components being selected.
The OMP method constructs an approximation by going through an iteration process.
At each iteration the locally optimum solution is calculated, by finding the column vector in
C which most closely resembles the residual vector r. Initially, the residual vector is equal to
the vector X (signal) used as input for approximation and then is adjusted at each iteration
based on the vector previously created. The algorithm stops when the required level of accu-
racy (stopping criterion) is achieved, which is expected to give the global optimum, while the
method has been proven to converge with a finite number of iterations in finite dimensional
spaces. The algorithm can be summarised on the following pseudocode [35, 69, 177]:
Problem: Determine a vector X s.t. CX = Y
Inputs: vector (samples) Y and sampling matrix C
Output: Approximation vector Xˆ
Stopping criterion: till a level of accuracy () is reached
OMP Algorithm:
1) Set residual r0 = X, time t = 0 and index set V0 = 0
2) Set vt = i, ci = max < rt, ck >, ck: row vectors of C
3) Update the set Vt with vt: Vt = Vt−1
⋃{vt}







5) Calculate the new residual using Xˆ:




6) Set t = t+ 1
7) Check stopping criterion: ‖X − Xˆ‖l2 ≤ , otherwise go to Step 2
176 CHAPTER 7. ALGORITHMS FOR SPARSE RECOVERY
The Orthogonal matching pursuit algorithm is based on an earlier algorithm, called Match-
ing Pursuit (MP) introduced by Mallat and Zhang, which is simply a slight variation
[72, 132, 177]. The MP algorithm simply removes the selected column vector from the resid-
ual vector at each iteration. Many other improved variations have been introduced; namely,
the Stagewise Orthogonal Matching Pursuit (StOMP) [80], which builds the solution by
adding several (instead of one) vectors at a time, the Regularised Orthogonal Matching Pur-
suit (ROMP) [148], which also uses several vectors at each iteration to build the solution,
using a threshold, and the Compressive Sampling Matching Pursuit (CoSaMP) [149] which
also takes a number of vectors to build the approximation at each iteration. However, the
CoSaMP method selects a preset number of vectors from C and generates the approximation
based on the given level of sparsity, by removing only the required number of entries. In this
thesis, only CoSaMP and OMP algorithms will be used in the experiments (Chapter 9).
7.2 Lasso optimisation method
The aim of this recovery approach is to build an approximation using groups of vectors at
a time, like the previously discussed methods while maintaining a relatively fast run time
like OMP algorithm. Instead of trying to minimise the Problems in (4.34), (4.29) and (4.1),
the Lasso method places a restriction on the solution of the signal reconstruction problem.
It is based on a variation of a shrinkage and selection method for linear regression which
minimises the usual sum of squared errors, with a bound on the sum of the absolute values
of the coefficients so as to enhance sparsity. It can be defined as follows [29, 196]:
(7.3) min
Xˆ
‖CXˆ − Y ‖l2 s .t . ‖Xˆ‖l1 ≤ λ
where, λ is a small constant depending on the nature of the problem (usually representing
the sparsity level of the vector), C is the Sensing matrix, Y are the samples and Xˆ is the
unknown estimate of signal. As we can see, the Lasso allows us to find an approximation Xˆ
of the original compressed signal as an optimization principle and not as a recovery algorithm
itself. However, there are numerous algorithms to solve these types of problems, such as the
SQP method and many other Newton based methods. The Matlab software package CVX
and l1 Magic are some out of many packages commonly used for solving such non-convex
optimisation problems.
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7.3 Iterative Hard Thresholding method
Iterative Hard Thresholding Algorithm (IHT) is a very simple, yet efficient iterations based
algorithm which is very different from the previously discussed algorithms [19, 22, 23]. It is
not based on OMP, or Lasso algorithm, as it uses a non-linear operator (PK) to reduce the
value of the l0 norm at every iteration. In particular, the Iterative Hard Thresholding (IHT)
algorithm starts with zero as initial solution and then uses the following iteration:
(7.4) X(t+1) = {X(t) + CT (Y − CX(n))}PK
where, Y is the samples vector, C the Sensing matrix, and X(t), X(t+1) are the (t-th) current
and the newly generated (t + 1-th) solution. {.}PK is a hard thresholding operator that
keeps the largest (in magnitude) K elements of a vector and sets all the others to zero, or
more generally, it is a projector onto the closest element in the model (i.e. from RN to RK).
According to Blumensath and Davies, the algorithm is guaranteed to work and converge to
a local minimum of ‖Y − CXˆ‖l2 if ‖Xˆ‖l0 ≤ K whenever ‖C‖l2 < 1 [19, 20, 22, 23]. They
showed that the algorithm has also the following properties:
1. It gives near-optimal error guarantees.
2. It is robust to observation noise.
3. It succeeds with a minimum number of observations.
4. It can be used with any sampling operator (Sensing Matrix C) for which the operator
and its Adjoint can be computed (C and CT ).
5. The memory requirement is linear in the problem size.
6. Its computational complexity per iteration is of the same order as the application of
the measurement operator or its adjoint.
7. It requires a fixed number of iterations depending only on the logarithm of a form of
signal to noise ratio of the signal.
The algorithm can be summarised in the following Pseudo-code [19, 20, 22, 23]:
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Problem: Determine a vector X s.t. CX = Y
Inputs: Matrix C, vector Y , sparsity level K, number of iterations T
Output: Approximation vector Xˆ
Stopping criterion: till a number of iterations T reached
The IHT Algorithm:
Set X(0) = 0
while t < T do
Set X(t+1) = {X(t) + CT (Y − CX(t))}PK
Set t+ +
end while
Display vector Xˆ = X(t)
Several variations of IHT have been introduced in the literature recently. Accelerated It-
erative Hard Thresholding (AIHT) [21] and Normalised Iterative Hard Thresholding (NIHT)
[20] are probably the most well-known. In AIHT algorithm the new solution is generated
according to the following iteration [21]:
(7.5) X(t+1) = {X(t) + µCT (Y − CX(t))}PK ,
where {.}PK is the hard thresholding operator that sets all but the K largest (in magnitude)
elements of a vector to zero and µ is a step size of the method which has to be chosen
appropriately to avoid instability and provide a linear rate of convergence for the method.
Usually, µ = (CCT )−1 which guarantees stability and thus enhancing the performance of
the algorithm. The NIHT algorithm follows a similar pattern for the generation of a new
solution at each iteration [19, 20]:
(7.6) X(t+1) = {X(t) + µ(t)CT (Y − CX(t))}PK ,
where, {.}PK is the hard thresholding operator and now µ is an optimal step size which
changes at each iteration (in terms of reduction of the squared approximation error between
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where, g = CT (Y − CX(t)), while K represents the sparsity level of the unknown vector
X (number of non-zero entries). Of course we can assume that K remains the same for all
iterations since ‖X(t+1)‖l0 = ‖X(t)‖l0 = K for all the iterations T .
7.4 Iteratively Reweighted methods
Several methods have been proposed based on non-linear programming, including the
famous iterative reweighed methods. In signal analysis, these methods are proven to converge
quickly and thus be very efficient for sparse signal recovery. The recovery is based on the
lp re-weighted minimisation principle, for 0 < p < 3, which is very similar to l1 and l2
norm-based minimisation principles. In general, these methods try to recover sparse signals
from much fewer measurements, than traditionally believed necessary according to l1 norm
based recovery. This is achieved by a sophisticated approach which reweights the l2 norm in
order to avoid the numerous local minima and thus to efficiently solve the non-convex sparse
recovery problem [52, 56]. In essence, a regularisation strategy is used to improve the ability
of a re-weighted least-squares algorithm. This approach aims to incorporate the weighted l2







i , s .t . CXˆ = Y,
where, the weights Wi are calculated based on the previous generated solution so as the
objective function is a first order approximation of the lp objective function (0 ≤ p ≤ 1). In
fact, the new solution at k-th iteration is generated as follows [52, 56]:
(7.9) X(k) = QnC
T (CQnC
T )−1Y,
where, Qn is a diagonal matrix with entries 1/Wi = 1/‖X(k−1)i ‖(2−p), which is derived from
solving the Euler-Lagrange Equation of (7.8); using the constraint to solve the Lagrange
multipliers and then substituting this value back to the solution. The whole procedure is
repeated up to a number of desired iterations.
A very similar approach is to replace the previous objective function in (7.8) with the
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Wi‖Xˆi‖l1 , s .t . CXˆ = Y,
where, the weights are given as follows:




where,  > 0 is a small constant used to regularise the optimisation problem and avoid the
instability of weight in case X
(k−1)
i is close to zero. Then an interior linear programming
method can be used to solve this problem. Another similar approach for solving the sparse





Wi‖ log Xˆi‖l2 , s .t . CXˆ = Y,
which actually represents the Euclidean distance between the log of the values of the signal.
The steps of the IRLS algorithm can be summarised as follows [52, 56]:
Problem: Determine a vector X s.t. CX = Y
Inputs: Matrix C, vector Y , number of iterations T
Output: Approximation vector Xˆ
Update the weights for each iteration t < T :












Termination on convergence otherwise continue iterations.
Output the reconstructed Xˆ = X(T ).
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7.5 A variation of Steepest Ascent method
Steepest Ascent algorithms represent a family of maximisation methods where given the
direction that solves a certain linearised problem at a point X(t), a new stepwise is computed
according to the principle that new point X(t+1) gives better value so as f(X(t+1)) > f(X(t))
(maximises the objective function). Recently, G. H. Mohimani et al. [141, 142] have pre-
sented a new algorithm for complex-valued sparse representation that provided considerable
reduction in complexity. The SL0 (smooth l0 norm) method is simply a fast variation of a
steepest ascent method for finding the sparsest solution of an under-determined system of
linear equations, which is based on the minimisation of an approximation of the l0 norm
[141, 142]. Its performance, which was measured against the FOCUSS [116, 144] and L1
Magic [38] packages, has been found to be two to three orders of magnitude faster while
providing approximately the same level of accuracy [141, 142].
This method tries to minimise the l0 norm by maximising a smoother approximation
for sufficiently small σ parameter. This maximisation is done on the affine set of feasible
solutions in CX = Y . The proper smoothed and easy to differentiate cost function used for
the problem to be solved is as follows [141, 142]:





for any vector X ∈ RN , then the objective maximisation becomes:
(7.14) max
Xˆ
Fσ(Xˆ) s .t . CXˆ = Y,
It can be seen that Fσ(Xˆ) works as a smooth measure of sparsity of the estimate vector Xˆ for
small values of σ. By choosing a slowly decreasing sequence of σ, the method can escape from
getting trapped into local maxima and thus obtain the sparsest solution. The method SL0
can be summarised in the following Pseudo-code [141, 142]:
Problem: Maximise Fσ(X) s.t. Y = CX
Inputs: function Fσ(X), matrix C, vector Y , iterations T
Output: Approximation vector Xˆ
Stopping criterion: till the number of iterations T is reached
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The SL0 Algorithm:
Choose an arbitrary solution v0 from the feasible set, i.e. the minimum the l2 norm solution
of Y = CX
Choose a suitable decreasing sequence for the σ parameter, [σ1, . . . , σK ]
for all k = 1 . . . K (Repeat for each decreasing sequence) do
Set σ = σk
maxFσ(Xˆ) approximately on the feasible set using T iterations (Steepest Ascent method)
Initialise s = vk−1
for all t = 1 . . . T (Repeat T times/iterations) do
Set ∆X = [X1 exp(−|X1|2/2σ2k), . . . , Xn exp(−|Xn|2/2σ2k)]T
X = X + µ∆X (µ is a small constant)
Project X back onto the feasibility set: X = X − CT (CCT )−1(CX − Y )
end for
end for
Set vk = X
Final solution: Xˆ = vT
The steepest ascent method consists of iterations of the form X = X + µ∇Fσ(X) where
the parameter µ is decreasing together with σ. Note also that for smaller values of σ,
smaller values of µ also have to be applied, while the stopping criterion of the method is the
maximum number of iterations (gradient steps) which have been achieved, usually a small
number T ∈ [3, 5] (found through experimentation) [141, 142]. In fact it has been shown
in [142], where the convergence analysis of the algorithm is discussed, that the gradient
step loop needs to be repeated for only a small number of iterations since the algorithm is
expected to converge to a value very close to the global maximum of the problem, based on
the appropriate choice of σ and µ parameters.
Chapter 8
Packages for sparse recovery
These packages solve the sparse recovery problem as an optimisation problem, which can be
either convex or non-convex. They are mainly based on interior-point methods (e.g. l1 Magic,
NESTA and CVX) for efficient sparse recovery. Other approaches include a combination of
iterative thresholding and gradient projections (TwIST package) and a Bayesian framework
that finds the maximum a-posteriori estimator using a concave function and assuming a prior
distribution of the unknown coefficients of the signal (FOCUSS package).
8.1 The l1 Magic package
The l1 Magic is actually a software package; a collection of MATLAB routines, developed
by Emmanuel Cande`s and Justin Romberg at Georgia Institute of Technology, for solving
the convex optimization programming problems relevant to Compressive Sampling. The
algorithms are based on standard interior-point methods for solving optimization problems
relevant to Compressive Sampling and are suitable for large-scale problems [38, 43]. The sig-
nal reconstruction problem with and without noise is formed as a l1-norm based optimisation
problem with linear (noiseless case) and non-linear (noisy case) constraints. The definition
of the problem is as follows [38, 42, 43, 48]:
min
Xˆ
‖Xˆ‖l1 s .t . CXˆ = Y,(8.1)
min
Xˆ
‖Xˆ‖l1 s .t . ‖CXˆ − Y ‖l2 ≤ ,(8.2)
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where Xˆ ∈ RN is an estimate sparse vector representing the signal which can be recovered
from a small number of noise-free linear measurements Y = CXˆ ∈ RM with M  N
in (8.1) or Y = CXˆ +  for small measurements with bounded noise in (8.2). In both
cases this optimisation principle is also known as Basis Pursuit with the smallest l1 norm,
‖X‖l1 =
∑




which finds the error Y − CXˆ with the minimum l1 norm (i.e. sparsest difference). This
problem has high applicability in channel coding and it will not be used for comparison in
this thesis.
In case the recovered signal is a 2D image, an alternate recovery model assumes that its
gradient is sparse. The software package solves the TV minimisation problem with equality
constraints which is actually a Second Order Cone Programming (SOCP see Appendix B)
for the noise-free case (8.4) and noisy case (8.5) respectively [38, 39, 42]:
min
Xˆ
TV(Xˆ) s .t . CXˆ = Y,(8.4)
min
Xˆ
TV(Xˆ) s .t . ‖CXˆ − Y ‖l2 ≤ (8.5)
where C is the Sampling/Sensing matrix (the under-sampling Fourier operator Fu), Y is
the measurements vector, while TV stands for the Total Variation, which is the sum of
magnitudes of the discrete gradient at every point/pixelXij of an imageX with i representing










Xi+1,j −Xij i < N0 i = N and Du;ijX =
Xi,j+1 −Xij j < N0 j = N(8.7)
The l1 Magic uses a log-barrier method to solve the SOCPs defined in Equations (8.4)
and (8.5). It initially transforms the problem into a series of linearly constrained problems
and then solves them by forming a a series of quadratic approximations (i.e. a Newtonian
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iteration step which proceeds by minimizing each of these systems of equations) [38]. A
Matlab implementation, which was used for testing purposes and experimentation in this
thesis is available at http://users.ece.gatech.edu/ justin/l1magic. Note that there is also a




TV(Xˆ) s .t . ‖CT (CXˆ − Y )‖∞ ≤ ,
This problem has high applicability in biomedical imaging, analog to digital systems and
sensor networks, but it will not be used in this thesis.
8.2 The FOCUSS package
FOCUSS package, which stands for FOCal Under-determined System Solver, is an algo-
rithm designed to obtain sub-optimally sparse solutions to linear inverse problems in rela-
tively noise-free environments [96, 116, 144]. It is an efficient method capable of simultane-
ously learning over-complete dictionaries and solving sparse inverse problems, based on the
ideas drawn from Bayesian estimation theory, nonlinear regularised optimization and convex
analysis. In particular, this nonparametric 26 algorithm can reconstruct signals and images
from limited data (under-determined number of equations) without any prior knowledge of
the structure or shape of the region (signal or image) on which the solution is assumed to
be nonzero.
The algorithm has two integral parts: an initial estimate of the signal or image and an
iteration process that refines the initial estimate to the final solution. The iterations are based
on the re-weighted norm based minimisation of the dependent variable with the weights being
a function of the preceding iterative solutions, similar to Iteratively Reweighted Algorithms,
discussed in Section 7.4 [96, 116, 144]. Then, the problem is solved using an affine-scaling
transformation (allowing negative values for Xˆ) interior point optimisation algorithm which
is based on conjugate gradient factorisation (reforming the constraints as 1/2XˆTCXˆ−XˆTY )
26With the word/term “non-parametric” we mean an algorithm which is not based on predefined param-
eters fitting a theoretically motivated function as a best-fit between the projected data (e.g. Xˆ) and the
model (CXˆ − Y ). In real life applications data come from different sources without any established pattern
or approach, which stress the need to form a more diverse or general methods for obtaining optimal solutions.
The nearest neighbourhood algorithm is an example of a non-parametric method [62, 147].
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‖Y − CXˆ‖l2 + λdp(Xˆ),
where C is the Sampling/Sensing matrix, Y is the measurements vector and 0 < λ < 1 is a
regularisation parameter. This reflects the trade-off between the sparse residual ‖Y − CXˆ‖
and the sparse source vector estimate Xˆ and depends on the compression rate of the sampled
vector X.The quantity dp(Xˆ) corresponds to the following norm [116, 144]:




for 0 < p ≤ 1 which enforces sparse solutions to the problem. Note that there are also
some other dictionary learning algorithms as an extension of the FOCUSS algorithm, such
as unit Frobenius-norm prior-based algorithm denoted by FOCUSS-FDL and the column-
normalised prior-base algorithm denoted by FOCUSS-CNDL [116]. A more detailed analysis
of the theoretical foundation of these optimisation methods together with proofs of global
and local convergence is thoroughly discussed in [96, 116]. In the experiments Section we will
consider only the main FOCUSS algorithm, discussed here, for sparse image recovery, which
bears some similarities with the problems defined in Equations (4.1) and (3.26). A Matlab
implementation of this package, which was used for comparisons in this thesis is available at
http://dsp.ucsd.edu/ jfmurray/software.htm.
8.3 The NESTA package
NESTA is a fast and robust first-order (based on first derivatives) method, developed by
Emmanuel Cande`s, Jerome Bobin and Stephen Becker at California Institute of Technology,
for solving minimum l1-norm based problems and a large number of extensions including
total-variation minimisation used for sparse image recovery [13, 37]. This suite of optimiza-
tion algorithms is based on ideas from the famous Russian mathematician Yurii Nesterov,
namely for accelerated descent methods and smoothing (Basis Pursuit) techniques. The
first idea is an accelerated convergence scheme for first-order methods, giving the optimal
convergence rate for this class of problems. The second idea is a smoothing technique that
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replaces the non-smooth l1 norm with a smooth version. In particular, the Basis Pursuit
optimisation problem that the package solves is the following [13, 37]:
min
Xˆ
‖Xˆ‖l1 s .t . ‖Y − CXˆ‖l2 ≤ (8.11)
min
Xˆ
TV (Xˆ) s .t . ‖Y − CXˆ‖l2 ≤ (8.12)
where Y vector represents the measurements, C is the orthogonal measurement matrix,
though some other general matrices are also allowed (special cases). Note that Equation
(8.11) represents the signal recovery problem while Equation (8.12) represents the total-
variation (TV) minimisation problem, which is often used to recover images from noisy
and/or under-sampled measurements (see Section 3.7.3). The parameter  is a small constant,
proportional to an estimate of the error in the sparse approximation or the standard deviation
of any noise in the collection of measurements [13, 37]. This problem is also known as Basis
Pursuit (noise-free case) or Basis Pursuit de-noising (noisy case).
Also note that, for real-world signals or images, which may be approximately sparse (i.e.
most energy is concentrated in only a few coefficients) we have to use a dictionary Ψ as a
basis (Discrete Cosine Basis, a Gabor frame, a curvelet frame, a Wavelet basis, etc.). In this
case, NESTA can directly solve this synthesis problem by substituting Xˆ with ΨXˆ both in
the objective and constraints. In the Experiments Chapter 9 we will use NESTA package for
sparse signal recovery, solving a slight variation of the problems discussed above (Equations
(8.11) and (8.12)) [13]:
(8.13) ‖Xˆ‖l1 + Ωp(Xˆ)
where the feasible set is defined as Ωp(Xˆ) = {Xˆ : ‖Y − CXˆ‖l2 ≤ } with Ωp(Xˆ) = 0
if Xˆ ∈ Ωp and +∞ otherwise. The main idea is to approximate the objective function





standard deviation of noise and M the number of measurements [13, 37]. When µ is zero,
fµ(Xˆ) is identically to the l1 norm [13]. For higher accuracy, µ should be set a small value,
while if µ is large, the algorithm converges faster. For this purpose the algorithm initially
solves the problem with large µ as an initial starting point. The number of continuation
steps (iterations) is another parameter of the algorithm that has to be chosen based on the
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nature of the problem (usually T ≥ 5), while the stopping criterion is controlled by another
parameter δ. For high accuracy, δ should be small. If µ is small, then δ should be small, but
if µ is large, then δ should be larger as well. For the total-variation minimisation problem,
the setup is set to an analogous way and µ should be small for high accuracy, or large
for faster performance [13, 37]. In the experiments we will use the default options, namely
µ =  = 10−8, δ = 0 and initial solution X(0) = CTY . NESTA is also capable of solving many
other relevant de-noising and sparse recovery problems as an extension of those mentioned
above, which are however beyond the scope of this thesis. For further details see [37]. A
Matlab implementation of this package, used for comparisons in this thesis is available at
http://www-stat.stanford.edu/ candes/nesta/nesta.html.
8.4 The TwIST package
Two-step Iterative Shrinkage/Thresholding Algorithm (TwIST) is a Matlab package for
signal and image restoration and linear inverse problems in general. It was recently devel-
oped by Jose Bioucas-Dias and Mario Figueiredo at Instituto Superior Te´cnico, Technical
University of Lisbon as an efficient way to handle high-dimensional convex unconstrained
optimization problems arising in image restoration and other similar inverse problems (i.e.
wavelet based deconvolution) under non-quadratic convex regularisation (i.e. Total Vari-
ation) [16–18]. It extends and improves the convergence speed of Iterative Shrinkage or
Thresholding (IST) algorithms which have been proposed for solving severely ill-conditioned
problems. Two-step Iterative Shrinkage/ Thresholding TwIST algorithm overcomes this
shortcoming by implementing a nonlinear two-step (also known as ”second order”) iterative
version of IST [17, 18]. The resulting algorithms exhibit a much faster convergence rate than
IST for ill-conditioned and ill-posed problems.
IST methods approach the signal/image processing problem of Compressive Sampling
method as a minimiser of a non-convex and sometimes non-smooth objective function f :




‖Y − CXˆ‖l2 + λΦ(Xˆ),
where Y is the observed data, C is the linear direct operator (Sensing matrix), λ ∈ [0,+∞)
is a parameter, usually calculated as ‖CTY ‖l∞ and Φ(Xˆ) is a regulariser (TV norm for
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images, see Section 3.7.3 and l1 or l0 norm for signals). Minimising the function f(Xˆ)
is an efficient way to overcome the singular or ill-conditioned nature of C with λ the so-
called regularisation parameter which controls the relative weight of the two terms; namely
between the lack of fitness of a candidate estimate Xˆ to the observed data Y (measured by
‖Y −CXˆ‖l2) and its degree of undesirability, given by Φ(Xˆ). However, all the IST algorithms
have a very slow rate of convergence, as they heavily depend on this linear observation
operator C, becoming very slow when this operator is ill-conditioned or ill-posed. The
Two-step Iterative Shrinkage/Thresholding (TwIST) algorithm overcomes this drawback by
implementing a nonlinear two-step iterative minimiser, which is highly applicable to a vast
class of non-quadratic convex regularisers (vector norms and total variation). Results and
proofs in [17, 18] show that TwIST converges to a minimiser of the objective function, for
a given range of values of its parameters, while for non-invertible observation operators
a monotonic version of TwIST (MTwIST) is introduced with experimental evidence that
MTwIST exhibits similar speed as IST [17, 18].
8.5 The CVX package
CVX is a general software or package in Matlab, developed by Michael Grant and Stephen
Boyd at Stanford University, for solving convex optimisation and other related problems, such
as geometric programming (GP), through the use of a special mode [28, 97, 130]. Constraints
and objectives are expressed using some certain rules similar to those of Matlab and then
they are automatically transformed to a canonical form (i.e. standard LP form) and solved
using interior-point methods as solvers. This makes CVX a reliable and accurate system
for small and medium-sized problems and not so capable for extremely large-scale problems
[97, 130]. The recovery of vectors is not based on any specific sparse recovery method but
it is a front-end implementation that uses two general optimisation solvers, namely SeDuMi
and SDPT3, which are also written in Matlab.
SeDuMi solver is the one used by default and the one we used for the test runs (see Chap-
ter 9). It is a software package to solve optimization problems over symmetric cones, which
includes linear, quadratic, second-order conic and semi-definite optimization problems, to-
gether with any combination of these [162, 187]. SeDuMi stands for Self-Dual Minimisation
and implements a self-dual embedded technique which usually involves solving large-scale
linear problems by an efficient extension of interior point methods; namely the famous Se-
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quential Quadratic Programming method (SQP) [28, 162, 187]. This primal-dual (meaning
that both the primal and the dual programs are solved simultaneously) interior-point method
involves a number of preprocessing steps before the main steps of the algorithm begin to
iterate. It can be considered as a Newton-like method, which supports a particular type
of convex optimization that we call disciplined convex programming [97, 130]. According to
this approach, convex functions and sets are built up from a small set of rules from convex
analysis, starting from a base library of convex functions and sets. Constraints and objec-
tives that are expressed using these rules are automatically transformed to a canonical form
and solved (for more information see [28, 97, 130]).
CVX also supports geometric programming (GP) through the use of a special GP mode.
Geometric programs are not convex, but can be made so by applying a certain transformation
(see Appendix B for definitions). In this mode, CVX allows GPs to be constructed in
their native, nonconvex form, transforms them automatically to a solvable convex form, and
translates the numerical results back to the original problem [97, 130]. The latest version of
CVX (version 2.0 as of June 2013) also brings support for mixed integer disciplined convex
programming (MIDCP). In this thesis, we will apply CVX only to Linear Programming
(noiseless case) and Quadratic Programming (noisy case) problems as a sparse recovery
problem, defined as follows:
min
Xˆ
‖Xˆ‖l1 s .t . CXˆ = Y,(8.15)
min
Xˆ
‖Xˆ‖l1 s .t . ‖CXˆ − Y ‖l2 < ,(8.16)
where Xˆ is the unknown (estimate) signal in vector format, C is the Sensing matrix and Y is
the samples vector and  is a small constant which models the observation error in the noisy
case (8.16). A Matlab implementation of the CVX package, used for comparisons in this
thesis is available at http://cvxr.com/cvx/, while some general description together with a
Matlab implementation of SeDuMi can be found at http://sedumi.ie.lehigh.edu/.
Chapter 9
Experiments - Simulations
This Chapter describes and discusses the simulations and experiments conducted so as
to test the efficiency and the effectiveness of the proposed l0 heuristic for sparse signal and
image recovery. Its performance is experimentally verified and compared with alternative
algorithms and packages discussed in Chapters 7 and 8. A complete description of the effects
of the parameters of the heuristic, it’s convergence properties and how the sparsity level, the
noise level, the measurements size and the types of Sensing matrices affect it’s performance
are also presented and experimentally tested. The effectiveness of the heuristic is experi-
mentally confirmed on problems of sparse image and signal representation and restoration
with missing samples (both test signals and images). Finally, the complexity of the heuristic
in terms of execution time is also discussed.
In all the experiments conducted sparse signals were generated randomly in a form of
vector using the Gaussian model for the noiseless cases, while the Gaussian model or the
Bernoulli-Gaussian model was used for the noisy cases. In the case of images the noise
level was also introduced using the Gaussian model. This is common practice for sparse
signals and images referred in the bibliography; see for example [42, 76, 132, 141, 186, 215].
Moreover, in the tests conducted in signals (apart from the experiment discussed in Section
9.4.8) the Sensing matrix was chosen as a 2D vector whose values were created randomly
in the interval between 0 and 1 using the Gaussian distribution with normalised columns.
For the tests in images we assume the Sensing matrix represents the partial Fourier (DFT)
coefficients, obtained by randomly adding less than half the rows of the Fourier (DFT) Basis.
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All the numerical experiments discussed in this Chapter were performed on an Dell Intel(R)
Core(TM) i5 CPU (3.20 GHz) with 4 GB RAM, using Matlab R2014b under Microsoft
Windows XP Professional. All the practical experiments in signals (apart from the case of
images discussed in Section 9.5, transform Domains discussed in 9.4.9 and the Filters Section
discussed in 9.4.10) the quantitative performance of the competing methods (l0 heuristic
and other alternative sparse approximation methods) was performed based on a series of
experiments (trials) which follow the following pattern:
1. Randomly generate a signal X as a vector with finite length which is fixed throughout
the experiment.
2. Select the support set (sparsity level) and sample the vector X randomly using different
sample sizes based on the type of the experiment. The entries of the Sensing matrix
C follow the standard Normal distribution, i.e. C ∼ N (0, 1), whose columns can be
scaled so as to have unit l2 norm (the normalisation step is optional).
3. Formulate and store the sample vector Y = CX + e (e ∼ N (0, 1)), setting e = 0 for
noiseless cases.
4. Repeat the experiment for each sparsity level, sample size or noise level. Calculate the
average time and recovery error for each sparse recovery method.
Note that due to the stochastic (random) nature of the experiments (i.e. random generation
of initial signal X, randomly generated Sampling matrix C and random step in solution
calculation of the l0 heuristic) every test run will produce slightly different results, resulting
to somewhat different calculations, plots and evaluations of error metric and execution time.
Also due to the nature of how rand(), randi() and randn() are defined in Matlab, for
generating random vectors, sometimes the l0 heuristic stalls and fails to efficiently recover
the initial vector. This is a common problem with random vectors discussed also in other
packages such as CVX, which uses gradient based algorithms [130]. This problem can be
attributed to the mistakes in the calculation of the Euclidean distance of the residuals (‖CXˆ−
Y ‖l2), which is propagated through the iterations of the sparse recovery method. This wrong
distance information between some points in the Euclidean space exists due to the nature
of the ill-determined system CXˆ = Y , where the generated solution Xˆ is not uniquely
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determinable and due to the fact that the columns of the Sampling matrix are sometimes
correlated to each other and to the original randomly generated vector X (mutual coherence
is high). Euclidean space (RN) is simply a finite dimensional real vector space with inner-
product and distance metric defined on it. However, in cases where the sampling matrix is
normalised (of unit norm), the initial vector is not completely random or has complex values
(e.g. f(t) = eit, application of a unitary transform, or we sample images) this problem is
less frequent and tends to disappear through test runs. Further details about this problem
can be found in [65, 132] where this drawback is analysed for greedy and convex iterative
approaches, respectively, used for solving ill-posed inverse problems.
9.1 Test signals
An initial and straightforward way to create a random signal is to generate a sequence of
randomly generated values in vector format using the Gaussian distribution. The test vector
of N elements, as a randomly generated signal can be defined as follows:
(9.1) X = [X1, X2, . . . , XN ],
where Xi (i = 1, . . . , N) represents an element of vector X at position i, whose value is
randomly generated using the Gaussian distribution with zero mean and one as variance.
For further testing the efficiency of the heuristic a random signal can also be generated






where Wj is the amplitude and ωj the frequency of the model. We also assume zero phase
for simplicity in calculations. Note that both of these parameters are not fixed constants but
uncorrelated independent randomly generated real numbers using the Gaussian distribution.
This is very important so as to apply the CS theory and measure the process and efficiency
of the algorithms.
An alternative way to generate a sparse signal under the presence of noise is to use the
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Bernoulli-Gaussian model, where each element xi of the vector (signal) X is “active” with
probability p and inactive with probability 1 − p. If it is active, it means that it is a zero-
mean Gaussian random variable with variance σ2a, while if it is inactive then the element of
the vector is a zero-mean Gaussian random variable with variance σ2i and σ
2
a  σ2i . This
can be modelled as follows [141, 142]:
(9.3) Xi ∼ pN (0, σ2a) + (1− p)N (0, σ2i ),
where p denotes the probability of activity of the vector elements Xi, with sparsity implying
that p 1, while σ2i represents the noise in the elements or small value of the sparse elements
in their inactive case. This realistic model represents the signals in telephone (copper)
network lines, where elements in their inactive case are not exactly zero but proportional
to the noise level in the lines. Obviously in the noiseless case we can set σ2i to zero. We
assume only additive Gaussian noise in this model which can model the sensor noise or the
decomposition inaccuracy.
A different type of randomly generated signals with real and complex values, with and
without noise, which has also been used for testing the recovery error and the rate of con-
vergence of methods. The signal can be modelled as [57, 108]:
(9.4) s(t) = s0 exp(−kt),
where s(t) the signal value at time t, s0 is the initial value of the signal at time 0 and k is a
small random number to accelerate the decay of the signal’s value through time. Of course
nothing is measured perfectly, so k also represents some random variation which should
be allowed. Note that this model simulates the theoretical property of perfectly sparse
signals whose values decay through time (i.e. time dependent relationship). We assume
that a random signal is sampled and compressed at a specific time interval for more realistic
results. For this purpose a signal is modelled as a function of time where every signal value
derived from assigning a time value to the function will represent an entry vector format for
that time.
A statistical model for generating signals under the presence of noise is [57, 108]:
(9.5) x(t) = αs(t) + e,
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where s(t) is an observable random quantity that changes through time (i.e. using Equation
(9.4)), α is an unobservable unknown parameter randomly generated, e is the error or noise
term, having a normal distribution N (0, σ2) and the variance σ2 being a further unknown
parameter randomly generated. Thus, if we set e = 0 then the signal is modelled in a
noiseless environment. In general, this probabilistic nature of this model reflects its stochastic
uncertainty in terms of generating values of x(t). In general, we assume that the sparsity
level affects the number of non-zero entries of the signal (vector); high level of sparsity means
small number of non-zero entries.
9.2 Test images
A test image is a standard digital image file used across different researchers and insti-
tutions to test image processing, classification, segmentation and compression algorithms
[7, 64, 125, 201]. By using the same standard test images, different researchers are able to
compare more efficiently their results both visually and quantitatively. Usually, these im-
ages are chosen to represent a natural image and exhibit some particular properties, such
as uniform regions or sharp transitions/edges, required for testing the efficiency of a image
reconstruction or a general image processing technique.
There is a number of test images used for scientific testing purposes widely available
through on-line repositories [7, 64, 125, 201]. In this thesis, we will use only three of them
which are considered to be the most representative ones for scientific testing purposes and
have been widely used in image processing literature; Phantom, Circles and Checkerboard.
All of them belong to the standard synthetic images for testing in Matlab which are also
publicly available from the image repositories in [7, 125, 201]. The aim of choosing them
is to provide a common, yet diverse, testing framework for image processing methods so
as the results can be easily compared. These images can be easily imported into Matlab
environment as grayscale images represented using vectors. Any colour image can also be
converted to grayscale image if needed. As Shapiro noted in his paper [178] about the
zerotree wavelet (EZW) algorithm, there are many options for transforming a colour image
to gray-level including taking only the green component of the RGB representation and
using a luminance-only version or the most obviously by taking the average of the RGB
components.
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There are many variations of test images available in the web with differences between
them due to cropping, scanning, resizing, compression or even conversion from color to gray-
level [125, 201]. We shall use only 128 × 128 grayscale version of all these images, widely
available as TIFF, JPG or PNG file format. This resolution (i.e. simply the measurement
of a pixel plane) has been chosen mainly for simplicity reasons in calculations and the
time required to process these images. In general, the resolution is measured in pixels or
megapixels. To a certain degree,it can be a major factor in determining image quality, as with
more pixels you can maintain a good, sharp image even if you enlarge it or crop it; a higher
resolution picture keeps the visible degradation low. However, greater in resolution images
would cause an “out of memory” error, mainly due to the amount of virtual memory Matlab
can use, depending on the software and hardware specifications of the machine running
Matlab [73]. Note also, that among the given test images, the Circles image is actually a
binary image, with only two light intensity values (0 and 1 representing black and white
respectively) [7, 64, 125, 201].
9.3 Recovery error metrics
In order to test the efficiency and robustness of the proposed heuristic we have also intro-
duced the calculation of the error of recovery of signals or images. The mean square error
(MSE) as a signal/image recovery error is an absolute (exact) metric commonly used and
easy to calculate [132, 157, 186]:
(9.6) MSE = ‖X − Xˆ‖l2 ,
where vectors X and Xˆ which represent the original and approximated (or recovered) sig-
nal/image respectively. The l2 norm represents the Euclidean distance between the two
vectors with N elements defined as:
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for images the l2 norm is defined slightly differently:







where i, j is the pixel location of an N ×M image, X and Xˆ is the original and recovered
image. In the experiments we assume that M = N (images are represented as square
matrices).
An alternative definition for the MSE defined above can be as follows:
(9.9) r = ‖CX − CXˆ‖l2 ,
where C is the Sensing or Sampling matrix used for the compression of the signal/image.
This metric is used if only the samples CX = Y of the original vector X are known. Note
that in this case r could be zero even if X 6= Xˆ.
Another slight variation of this metric which uses the Euclidean distance as a relative





where X and Xˆ is the original and the recovered vector. This metric is used in cases we want
to keep the estimation error within a certain range so as to calculate the tradeoff between
approximation error and the estimated terms more efficiently.
For the noisy cases, in signals, we can use the Signal-to-Noise ratio (SNR) defined as
[136, 157, 186]:




where l1 norm is simply the sum of absolute values for a vector and the absolute difference
between the elements of the original vector X and its estimate Xˆ. This is mainly used in
noisy cases as an efficient comparison between the vector and the noise introduced in the
measurement. It measures how much a vector is distorted by noise; the lower the noise, the
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higher the SNR and the better the recovery.
For noisy images we can use the peak Signal-to-Noise ratio (PSNR) as a criterion of the
quality of the recovery. It is defined as follows [99, 111, 136, 186]:
(9.12) PSNR = 20 log10(Z/MSE),
where MSE is the MSE metric defined in (9.6) and Z is a single value that represents the
maximum entry or element of the original 2D vector X. This is a very common unequal
weights relative metric in images used to calculate the ratio between the maximum entry
of a vector and the quantity of corrupting noise affecting the image. It is very efficient in
images as their values range widely (difference between the smallest and largest entry is
great) meaning that the higher the PSNR, the better the recovery as Xˆ is very similar to X
and thus the reconstructive method is efficient.
9.4 Experimental results in signals
9.4.1 Sparse recovery using the l0-heuristic
We present two simple numerical experiments which will illustrate how the l0 heuristic works
and will provide some insights about the l0-heuristic’s performance. In the first example, we
sample an initial 300 element vector with real values randomly generated using the Normal
distribution, while in the second example we sample the same 300 element vector which
now has complex values randomly generated by the Normal distribution. In both cases we
work with sparsity level K = |{i : Xi 6= 0}| = 30 (X has 30 non-zero entries with values
between 0 and 1) and a Sensing matrix C with only M = 180 rows (samples collected) and
N = 300 columns, which are independent un-normalised Gaussian entries (the columns of C
do not have unit-norm). The samples Y are formed based on the model Y = CX + , where
 = 0 (noiseless environment). The results of the Numerical Experiments are presented in
the following four Figures; Figure (9.1) represents the sparse recovery of a real-valued sparse
vector (initial and recovered elements of a vector), Figure (9.2) represents the error between
the elements of the l0-norm based estimate and the original real-valued sparse vector, Figure
(9.3) represents the sparse recovery of a complex-valued sparse vector (initial and recovered
elements of a vector) and Figure (9.4) represents the error between the elements of the
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l0-norm based estimate and the original complex-valued sparse vector.
It can be observed that the l0 heuristic correctly identifies all the non-zero components of
X and correctly sets all the others to zero. Clearly the method exhibits a hard-thresholding
type of behaviour which quantitatively speaking achieves small recovery error ‖X − Xˆ‖l1 ≈
10−15, for both real and complex-valued vector, after 300 iterations using 12 swarms. Smaller
number of iterations (150 − 200) with the same number of swarms achieve slightly worse
results with typical error between 10−8 and 10−10. Both of the experiments took roughly
3 seconds on a high-end PC (Intel(R) Core(TM) i5 CPU (3.20 GHz) with 4 GB RAM)
using Matlab R2014b, though the experiment with complex numbers took slightly longer (2
seconds instead of 1 second for real numbers). This is expected as the complex vector is
decomposed into real (Real) and imaginary (Imag) components (for efficient recovery) which
share the same sparsity pattern (the non-zero entries appear at the same position).
If a vector has complex values, which can represent phase encoding data (e.g. MRI or
PET measurements), then the real and imaginary parts have to be recovered separately by
re-arranging the real and imaginary parts into a real vector. If X ∈ CN then by applying









(9.14) X , Real(X) + Imag(X)i.
In this case we assume that vector X is strictly complex which means that its non-zero
elements have both real and imaginary parts, which implies [75, 168, 179]:
(9.15) ‖R(X)‖l0 = 2‖X‖l0 ,
where ‖.‖l0 norm counts the sparsity level (non-zero entries) of a vector. In this case the
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sparse recovery as a l0-norm based problem becomes:
(9.16) min
Xˆ
‖R(Xˆ)‖l0 s.t. R(CXˆ) = Y (= R(CX)).
Note since X ∈ CN is re-arranged into R(X) ∈ R2N , we also need to re-arrange C ∈ RM×N
into R(C) ∈ R2M×2N . Also notice that obviously R(CX) = R(C)R(X). This is a common
approach adopted by other sparse recovery methods, such as TwIST, l1-magic and CVX,









Real((Xi+1,j −Xi,j)2 + (Xi,j+1 −Xi,j)2)(9.17)
+
√
Imag((Xi+1,j −Xi,j)2 + (Xi,j+1 −Xi,j)2)
This is a very common approach in sparse image recovery, which we will also adopt in this
experiment (for more details about how this approach is adopted in sparse image recovery,
please refer to Section 9.5). In all the other experiments, excluding those in images, we will
adopt a slightly different approach where the real and imaginary parts of a complex-valued
vector (e.g. test signal) are sampled and recovered separately as two vectors instead of one
vector. Although the outcome is the same as with the approach discussed here, we use this
alternative approach so as to measure the computation time of the l0 heuristic as a worst
case scenario (i.e the computational cost of recovering two vectors separately is greater than
recovering one vector twice its original size). This approach is also convenient in terms
of memory efficiency using Matlab, since the Sensing matrix used for sampling both real
and imaginary parts is the same, C ∈ RM×N and half the size of the matrix used here,
R(C) ∈ R2M×2N . In this similar case the model for sparse image recovery is defined as:
(9.18) min
Xˆ
‖Real(Xˆ)‖l0 s.t. CReal(Xˆ) = Real(Y ) (= CReal(X))
(9.19) min
Xˆ
‖Imag(Xˆ)‖l0 s.t. CImag(Xˆ) = Imag(Y ) (= CImag(X)),
where C ∈ RM×N , Real(Xˆ) ∈ RN×1, Imag(Xˆ) ∈ RN×1, Real(Y ) ∈ RM×1, Imag(Y ) ∈ RM×1.
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Figure 9.1: Estimation of a simple one-dimensional 300-element real valued sparse vector
using l0 approximate minimisation with equality constraints, with C a 180 by 300 sampling
matrix with independent Normal distribution entries. The blue star indicates the original
(true) values of the vector and the red circle the estimate using the l0-norm based approxima-
tion optimisation principle solved by the l0 heuristic. In this example, σ
(0) = 2Xmax, T = 300
iterations, S = 12 swarms, sparsity K = 30 and σ decrease factor β = 0.5 (example0.m).
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Figure 9.2: Absolute value of the recovery error ‖X − Xˆ‖l1 between 300-element real valued
sparse vector X and its estimate Xˆ using the l0-norm based approximation optimisation
principle solved by the l0 heuristic. In this example, C = R180×300 is the sampling matrix
with independent Normal distribution entries, σ(0) = 2Xmax, T = 300 iterations, S = 12
swarms, sparsity K = 30 and σ decrease factor β = 0.5. Observe that although the error is
small, due to efficiency of the l0 heuristic, it is not absolutely zero due to the nature of CS
technique (example0.m).
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Figure 9.3: Estimation of a simple one-dimensional 300-element complex valued sparse vector
using l0 minimisation with equality constraints, with C a 360 by 600 sampling matrix with
independent Normal distribution entries. The blue star indicates the original (true) values of
the vector and the red circle the estimate using the l0-norm based approximation optimisation
principle using the l0 heuristic. In this example, σ
(0) = 2Xmax, T = 2∗300 iterations, S = 12
swarms, sparsity K = 30 and σ decrease factor β = 0.5. Note that since the sparse vector is
complex, the heuristic decomposes it into real and imaginary parts which recovers separately
(example00.m).
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Figure 9.4: Absolute value of the recovery error ‖X − Xˆ‖l1 between 300-element complex
valued sparse vector X and its estimate Xˆ using the l0-norm based approximation optimi-
sation principle solved by the l0 heuristic. In this example, C = R360×600 is the sampling
matrix with independent Normal distribution entries, σ(0) = 2Xmax, T = 2 ∗ 300 iterations,
S = 12 swarms, sparsity K = 30 and σ decrease factor β = 0.5. Observe that although the
error is small, due to efficiency of the l0 heuristic, it is not absolutely zero due to the nature
of CS technique (example00.m).
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9.4.2 Performance analysis
In this experiment we study the execution time and recovery error of the l0 heuristic
as iterations increase through observation. We artificially generate a simple real-valued
signal (f(t)) in vector format of 70 elements and 8 non-zero entries, namely f(t) = 2 sin(t) +
8 sin(2t)+14 sin(4t)+16 sin(5t)+20 sin(12t)+22 sin(30t)+25 sin(50t)+31 sin(70t) at positions
(assigning t = 1 to derive the samples),
(9.20)
Position Element
1 f1(t) = 2 sin(t)
2 f2(t) = 8 sin(2t)
4 f4(t) = 14 sin(4t)
5 f5(t) = 16 sin(5t)
12 f12(t) = 20 sin(12t)
30 f30(t) = 22 sin(30t)
50 f50(t) = 25 sin(50t)
70 f70(t) = 31 sin(70t)
In this experiment two different types of measurements of M1 = 40 and M2 = 12 samples
are used, both of which are created using a Sampling matrix C with elements drawn from
the Normal Distribution and values between zero and one (un-normalised entries). The l0
heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ decrease factor β = 0.5
and initial σ(0) = 2 max(f(t)) (twice the maximum entry). CPU cycles have been used as a
rough estimate of execution time in seconds and the relative MSE ‖fˆ(t) − f(t)‖l2/‖f(t)‖l2
as the recovery error metric. Figure (9.5) shows the execution time of the heuristic in CPU
cycles for 300 iterations of the heuristic. Notice the (approximately) linear complexity of
the l0 heuristic in terms of time (linear execution time in terms of the number of iterations).
The small perturbations in the line plotted can be attributed to the stochastic nature of the
proposed method and the approximation of time by the CPU cycles of the i5 Intel processor.
Figure (9.6) presents the quality of the estimated vector in terms of recovery error through
iterations for two different sample sizes; one under-sampled (M1 = 40) and one highly under-
sampled (M2 = 12). Note that for highly under-sampled cases a smaller number of iterations
is required for efficiently recovery, roughly two-three times the sparsity level of the recovered
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vector. In particular, it can be seen from Figure (9.6) that after roughly 25 iterations it is not
possible to achieve relative recovery error smaller than 0.5 for highly under-sampled cases
(M2 = 12). However, in under-sampled cases where samples are roughly half the length of
vector (M1 = 40) possible improvement of the solution is possible until the heuristic reaches
50 iterations where further improvement is not possible. The solution of the heuristic still
improves exponentially between 10 and 50 iterations for 40 samples; the recovery error after
10 iterations is 10−1, while after 50 iterations we obtain 10−15 as a recovery error. This is
expected as the null space of the sampling matrix C, Null(C) = {X : CX = 0}, does not
allow efficient invertible mapping from M back to N elements, as important information
about the structure of the sampled vector is missing, resulting to infinite many possible
solutions to the same under-determined linear system. However, even in these cases, the
heuristic’s performance, in terms of solution quality, is superior compared to other sparse
recovery approaches, as we will see in a later experiment, due to the fact that it does not
require the RIP/UUP properties to hold in terms of measurements (see Sections 4.3, 9.4.5
and 9.4.6 for further details).
9.4.3 Dependence of parameters
In this experiment we study how the performance of the l0 heuristic is affected by its
parameters. In particular we test different initial solution approaches, different σ decrease
factors β and target values σmin, different weights in the generation of new solutions and
finally we plot the distance between the original (sampled) vector and its estimate through
iterations (different error metrics are plotted through iterations) as an efficient way to visu-
alise the performance of the l0 heuristic, used for solving the approximating l0-norm based
method. Table (9.1) summarises the outcome of experimental results conducted for different
initial solutions under different sample sizes, M = 30, 40, 70, 100, 150, 200, 250. It represents
the average recovery error for 100 test runs for each sample size, using a real-valued random
vector of 200 elements and 20 non-zero entries (sparsity level) generated using the Normal
distribution. The initial solutions tested are:
1. Back-Projection (Option 1):
(9.21) Xinit = C
TY.
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Figure 9.5: Plot of the execution time of the l0 heuristic in CPU cycles for 300 iterations
and M1 = 40 measurements. The l0 heuristic’s parameters are T = 300 iterations, S = 12
swarms, σ decrease factor β = 0.5 and initial σ(0) = 2 max(f(t)) (twice the maximum entry).
The small perturbations in the approximately linear time complexity can be attributed to
the stochastic step of the heuristic for the generation of the sparse solution (experiment2.m).
208 CHAPTER 9. EXPERIMENTS - SIMULATIONS
Figure 9.6: Plot of the quality of the solution generated by the l0 heuristic through iterations.
The l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ decrease factor
β = 0.5 and initial σ(0) = 2 max(f(t)) (twice the maximum entry). From top to bottom: the
first plot represents the recovery error as iterations increase for M1 = 40 measurements, the
second plot represents the recovery error as iterations increase for M2 = 12 measurements.
In both plots, the recovery error is calculated as ‖ ˆf(t) − f(t)‖l2/‖f(t)‖l2 , where ˆf(t) is the
estimate of the original (sampled) f(t) (experiment2.m).
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2. Pseudo-inverse based on least squares method (Option 2):
(9.22) Xinit = (C
TC)−1CTY.
3. Regularised pseudo-inverse with trace (Option 3):
(9.23) Xinit = (C
TC + δI)−1CTY, δ = trace(CTC)/trace(I).
4. Regularised pseudo-inverse with l∞ norm (Option 4):
(9.24) Xinit = (C
TC + δI)−1CTY, δ = ‖C(CTY )− Y ‖l∞ .
5. Regularised pseudo-inverse with Toeplitz matrix (Option 5):
(9.25) Xinit = (C
TC + toeplitz(CCT ))−1CTY.
6. Regularised pseudo-inverse with Vandermonde matrix (Option 6):
(9.26) Xinit = (C
TC + vander(CT (CCT )−1))−1CTY.
7. Regularised pseudo-inverse of l0 heuristic defined in (6.41) (Option 7):
(9.27) Xinit = min{(CTC + δI)−1CTY }i δ = 2/(λmax + r), 0 ≤ r ≤ 1, i ∈ {1, 10}.
In the above solutions C is a randomly generated vector with unit norm columns, using
Normal distribution, while toeplitz(CCT ) and vander(CT (CCT )−1) represent the Toeplitz
matrix with entries CCT , defined in Equation (6.30) of Section 6.6 and the Vandermonde
matrix with entries CT (CCT )−1) defined in Equation (6.31) of Section 6.6 respectively. Since
the l0 heuristic is a swarm based method we generate i = 10 slightly different solutions in
Equation (9.27), based on the random number r and using the maximum eigenvalue λmax
of matrix CTC. Then we select the minimum of these solutions based on the minimum
value of the gradient of the function defined in Equation (6.4) of Chapter 6. The absolute
MSE has been used as a metric to calculate the difference between the original vector X
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and its estimate Xˆ = Xinit as an index of solution quality of the different initial solution
approaches:
(9.28) ‖Xˆ −X‖l2 ,
where ‖.‖l2 represents the Euclidean distance between two vectors.
We can see from Table (9.1) that the regularised least squares approach is very efficient
for generating an initial feasible solution, which will be improved through iterations from the
l0 heuristic. In particular, as it has been discussed in Sections 6.6.1 and 6.6.2 the regularised
least squares approach provides the best possible feasible solution for both under-determined
and over-determined linear systems, as it is simply the analytical solution of the least squares
method based on matrix multiplication. This is important so as to enforce sparsity of the
solution together with the feasibility. The regularisation using the l∞ norm seems a bit more
efficient for all samples size in contrast to the traditional case of the regularisation using
trace, usually suggested as a straightforward method for regularisation in bibliography (see
for example [33, 163, 194]). The Toeplitz and Vandermonde based regularisation techniques
are efficient only for small sample sizes (M < 70) where the regularisation technique is more
necessary as they do not involve regularisation only in the main diagonal.
The regularisation with eigenvalues, adopted by the l0 heuristic, and the least squares
pseudo-inverse have very similar performance in terms of efficiency, which is anticipated. In
small sample sizes the eigenvalues together with the small random number r provide the
necessary regularisation of matrix CTC for efficient inversion, while for larger samples sizes,
regularisation is no longer needed as matrix CTC can be inverted. Regularisation using
eigenvalues follows the dimensionality of the sampling matrix C which is the reason that
has been chosen as an initial solution of the l0 heuristic. It combines the characteristics
of the classical least squares approximation so as to generate initial solutions within the
feasible region together with the necessary (swarm-based random) regularisation of almost
singular sampling matrix for small sample sizes. The value NaN in the Regularised pseudo-
inverse with Vandermonde matrix indicates that a solution cannot be found since the matrix
C(CTC)−1 is close to singular for over-determined linear systems where M ≥ N (i.e. badly
scaled as Matlab indicates). Note also that Back-Projection derives the worst results since
we try to project back from M to N elements using the highly incomplete sampling vector Y ,
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which does not provide any knowledge about the structure of the original (sampled) vector
X. Indeed this approach is used as an initial feasible solution from a number of sparse
recovery methods, including L1 Magic, NESTA and OMP methods.
Table 9.1: Comparison Table of different initial solutions under different sample sizes for the
l0 heuristic. The recovery error is measured as an average of 100 test runs for each sample
size using a real-valued random vector X with length N = 200 and sparsity K = 20. The
absolute MSE ‖Xˆ − X‖l2 between the known vector X and its estimate Xˆ is used as a
measure for the recovery error. The value NaN means that the recovery error cannot be
calculated because matrix C(CTC)−1 is close to singular (experiment31.m).
Sample size 1 2 3 4 5 6 7
30 107.4544 2.30826 2.43228 2.53679 2.73318 2.30990 2.30828
40 106.3634 2.21693 2.39073 2.51173 7.86955 2.22110 2.21698
70 105.6323 1.98465 2.30837 2.48246 14.08283 2.20841 1.98522
100 105.1959 1.75891 2.25791 2.48030 11.84971 4.37925 1.76243
150 107.3924 1.26382 2.18342 2.50480 15.24465 11.7058 1.31469
200 105.9464 0.00000 2.07865 2.48386 34.51302 NaN 0.52229
250 104.7186 0.00000 1.98165 2.46167 18.97198 NaN 0.34951
The second experiment involves the research of two alternative weights used for the
generation of new solutions for all swarms. As a reminder new solutions are generated based
on Equation (6.44) as follows:
(9.29) X
(t)
i = {X(t−1)i − µR(t)i ∇X(t−1)i f(‖X
(t−1)
i ‖, σ(t−1)) + exp(−L(t))D(t)}PK ,
where µ = 2, D(t) = CTY − (CTC)X(t)∗ , PK is an operator which sets all but K largest
entries equal to zero and L(t) represents the attractiveness of the current best solution as a
weight for the relaxed projection D(t). The l0 heuristic uses the following weight:
(9.30) L(t) = µ‖X(t−1)i −X(t)∗ ‖l2 ,
where X
(t)
∗ is the current (optimal) solution at iteration (t), while X
(t−1)
i is the solution
carried by the i-th swarm the (previous) iteration (t− 1). A slightly different weight for all
swarms can be calculated as:
(9.31) L(t) = µ‖X(t−1)i −X(t−1)j ‖l2 ,
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j represent the solutions from the previous iteration carried
by swarms i and j. Note that in this case we do not keep the current best solution X
(t)
∗ .
Instead, we calculate the distance between any two swarms i and j as an attractiveness so
that a swarm is attracted by any other swarm which carries a better solution. This is a
common approach introduced in firefly algorithm, an efficient variation of swarm intelligence
[5, 214]. Finally, a very similar to the l0 heuristic approach is to use a similar weight to the
one introduced in the re-weighted versions of the l1 and l2 optimisation principles [45, 56]:
(9.32) L(t) = (µ(δ + ‖X(t−1)i ‖l1))−1,
µ = 2, 0 < δ ≤ 1 is a small parameter to avoid instabilities of the fraction when the previous
solution X
(t−1)
i is close to zero. Table (9.2) summarises the experimental results which clearly
favour the approach introduced in Equation (9.31) as more efficient in terms of quality of the
estimate, requiring though twice execution time. Note that approach suggested in Equation
(9.30), which the l0 heuristic follows, provides a good balance between quality of estimate
and execution of time. This observation can be made more clear in cases where the vector
to be recovered is consisted of thousands of elements, such as in images, where a typical
256× 256 image can be represented as a 65536-element vector. In terms of time complexity
of the solution generation, both the approach in (9.30) and (9.32) have linear complexity
O(S) while the approach in (9.31) has quadratic complexity O(S2), where S is the number
of swarms used in the calculation of new solutions in the l0 heuristic.
The third Experiment involves different σ decrease factors β, which directly affect the σ
sequence of values but not the final outcome (experiment33.m). The final optimal solution
is not affected by the decrease factor since we manage to derive the same optimal solution
(estimate) of a 300 element real-valued vector with 10% sparsity (30 non-zero entries) under
different sample sizes (M ∈ [40 − 350]) and number of iterations (T ∈ [25 − 250]). This is
expected as we use a swarm based method where in every iteration we select the current
optimal solution by ranking the swarms based on the value of the gradient of the function.
Different decrease sequences can affect the heuristic only if we use one solution generated
at each iteration, where β ≈ 0.5 gives better performance with average computation, which
has also been discussed in [142, 161, 199] (For further discussion see Sections 6.2 and 6.6.5).
Also it seems that σ value is not affected by sparsity levels but only by noise, which has also
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Table 9.2: Comparison Table of different approaches for generating new solutions under dif-
ferent sample sizes and iteration numbers for the l0 heuristic. The l0 heuristic’s parameters
are S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) = 2 max(X) (twice the max-
imum entry), using a real-valued 300 element vector with 23 non-zero randomly generated
elements. The relative MSE ‖Xˆ−X‖l2/‖X‖l2 between the known vector X and its estimate
Xˆ is used as a recovery error metric, while CPU cycles have been used as a rough estimate
of execution time (experiment32.m).
samples size iterations Eq.(9.30) Eq.(9.31) Eq.(9.32)
recovery error
100 200 1.3058 ∗ 10−6 4.3141 ∗ 10−8 2.4681 ∗ 10−5
100 300 1.9035 ∗ 10−11 2.7787 ∗ 10−13 8.7249 ∗ 10−10
180 200 2.2336 ∗ 10−12 3.9406 ∗ 10−14 3.5214 ∗ 10−11
180 250 2.1357 ∗ 10−12 1.9994 ∗ 10−14 1.4674 ∗ 10−11
execution time
100 200 0.4382 1.1005 0.4059
100 300 0.6313 1.5329 0.6342
180 200 0.4609 1.1359 0.4547
180 250 0.6758 1.5106 0.6675
been discussed in [141]. On the other hand, if we set small σ target value this will affect the
performance of the heuristic as we need to have very small recovery error. The target σ value
highly depends on the elements of the vector sampled X and also by the initial σ(0) value
which is calculated either using the maximum element of the vector (σ(0) = 2‖X‖l∞) or from
the samples (σ(0) = ‖CTY ‖∞). Larger target value for σ might affect convergence and thus
the performance of the heuristic in terms of recovery error as the values of the elements of
the vectors used normally range between zero and one and thus the so small value for σmin.
The final (fourth) experiment examines how the solution quality changes through the
iterations for the l0 heuristic. Figure (9.7) presents the change of the estimate Xˆ
(t) through
iterations (t) for a real-valued 300 element vector using 100 samples and assuming 10%
sparsity. In this case we use two different metrics for this purpose, namely ‖X−CT (CXˆ(t)−
Y )‖l2 for the first top graph and (X− Xˆ(t))T (X− Xˆ(t)) (element-by-element subtraction) for
the second bottom graph. The sequence of σ is chosen as a decreasing geometrical sequence
σ(t) = βσ(t−1), with scaling factor β = 0.5, T = 300 iterations and S = 12 swarms. Notice
the significant improvement of the estimate in the first 50 iterations and then the gradually
smoothness in the graph as the l0 heuristic keeps improving the estimate till it reaches
250 iterations where further improvement of the solution is not possible. In general, the
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proper choice of the number of iterations for the l0 heuristic highly depends on the available
measurements and the sparsity level of the vector to be recovered. Small sparsity levels with
small number of measurements require more iterations than small sparsity levels with great
number of measurements. If however, the number of measurements is roughly the sparsity
level then a high number of iterations will not significantly improve the derived solution for
the l0 heuristic.
9.4.4 Effects on sparsity in recovery
In this experiment we conduct simulations using different sparsity levels, in both real and
complex-valued vectors, so as to measure the performance of the l0 heuristic. In particular,
we discuss how the sparsity level affects efficient recovery for three different types of signals;
a completely random unknown initial signal (without noise), a random signal with real values
(without noise) and a approximately sparse complex-valued signal (with noise). This task
is achieved experimentally by choosing different levels of sparsity and then measuring the
recovery error using relative MSE defined in Equation (9.10) for the noiseless case and SNR
defined in Equation (9.11) for the noisy case.
It is expected that sparsity level K ≤ M/2 (half the number of measurements) is the
limit to ensure uniqueness of the sparsest solution based on the theoretical results discussed
in [42, 76], though most algorithms cannot achieve this limit [116, 141]. The theoretical
lower limit for sparse decomposition based on the l0 norm based problem is M = K + 1
measurements, while the theoretical upper bound on sparsity level is O(
√
M) or K ≤ M/2
(see Chapter 4 for details). However, the lower measurement bound in practice cannot be
achieved by any algorithm due to the NP-Hardness of the problem [39, 41]. This condition
on the number of measurements is very important as otherwise we might experience aliasing
problems, even when CX ≈ CXˆ though X and Xˆ are completely different. In such cases of
aliasing, the use of an ordinary sparse recovery technique is not enough in terms of efferent
recovery as the use of some extra preprocessing steps or filters is required so as to enforce
sparsity or to remove the possibility of strong aliasing. However, aliasing techniques for
recovery problems are beyond the scope of this thesis. We will only briefly discuss some
filters and how these could be used together with a sparse recovery method, such as the l0
heuristic, in Section 9.4.10 as an efficient way to remove some certain levels of noise, acquired
in the sampling process. For a more detailed treatment on filters and noise the interested
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Figure 9.7: Plot of the quality of the solution generated by the l0 heuristic through iterations
in order to recover a real-valued 300 element vector from 100 samples, assuming 10% sparsity.
The l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ decrease factor β =
0.5 and initial σ(0) = 2 max(X) (twice the maximum entry). From top to bottom: the first
plot represents the recovery error as iterations increase using ‖X−CT (CXˆ(t)−Y )‖l2 metric,
the second plot represents the recovery error as iterations increase using (X−Xˆ(t))T (X−Xˆ(t))
metric (element-by-element subtraction), where Xˆ(t) is the estimate of the original (sampled)
X vector at iteration (t) (experiment34.m).
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reader is advised to see [32, 136, 157, 159].
Figures (9.8) and (9.9) represent the recovery error of a completely random unknown
initial vector from its samples assuming different sparsity levels (K = 1, 2, . . . , 100). Both
the samples vector Y and the Sensing matrix C have been generated using the Normal
distribution with values between zero and one. The l0 heuristic’s parameters used in the
experiment are T = 300 iterations, S = 12 swarms, σ decrease factor β = 0.5 and initial
σ(0) = 2 max(CTY ) (twice the maximum back-projection of samples). The relative recovery
error was calculated using the samples vector as ‖CXˆ − Y ‖l2/‖Y ‖l2 as a measure of the
quality of the solution found by the l0 heuristic. It can be seen that in both cases of under-
sampled measurements (50 and 200 samples) efficient recovery is possible with error 10−1
assuming small sparsity level, namely K ≤ 10. As the sparsity level increases with the
same samples size, the recovery error deteriorates. In fact, the recovery error in both sample
cases (M = 50 and M = 200) increases exponentially as sparsity level decreases, which
is expected as more samples are required for efficient recovery. Another important aspect
of this experiment in terms of poor results of the l0 heuristic is the fact that the samples
vector Y and the Sensing matrix C are purely random, in essence that Y is not derived
though sampling (CX = Y ). In general, efficient recovery using the l0 heuristic is possible
and efficient for small sparsity levels and sample sizes, given that the sparsity of the original
sampled vector is known and the samples Y have been derived from the original sampled
vector (i.e. the samples are not random).
Figure (9.10) represents the recovery error of a 100 element real-valued random vector
from 30 samples, without noise, using different sparsity levels, namely K = 1, 2, . . . , 80. For
every sparsity level a new random vector is generated using the Normal distribution and then
sampled, keeping only 30 samples (un-normalised entries in C). The l0 heuristic’s parameters
using in the experiment are T = 300 iterations, S = 12 swarms, σ decrease factor β = 0.5
and initial σ(0) = 2 max(X) (twice the maximum entry of original vector). The relative
recovery error was calculated using the relative MSE, ‖Xˆ−X‖l2/‖X‖l2 , in order to measure
the quality of the estimate Xˆ found using the l0 heuristic. It can be seen that for small
sparsity levels, K ≤ 10, efficient recovery is possible (10−1 error) given the 30 measurements.
This observation follows the theoretical principle we already discussed about sparsity levels
in terms of measurements. Note that due to approximation of the l0 norm based problem,
efficient recovery is achieved in high under-sampled cases if sparsity level is a bit less than
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Figure 9.8: Sparse recovery of an initially unknown 100 element real-valued vector, from
50 samples generated using the Normal distribution, assuming different levels of sparsity
K = 1, 2, . . . , 100. The l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ
decrease factor β = 0.5 and initial σ(0) = 2 max(CTY ) (twice the maximum back-projection
of samples). The relative recovery error was calculated using the samples vector as ‖CXˆ −
Y ‖l2/‖Y ‖l2 (experiment4.m).
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Figure 9.9: Sparse recovery of an initially unknown 100 element real-valued vector, from
200 samples generated using the Normal distribution, assuming different levels of sparsity
K = 1, 2, . . . , 100. The l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ
decrease factor β = 0.5 and initial σ(0) = 2 max(CTY ) (twice the maximum back-projection
of samples). The relative recovery error was calculated using the samples vector as ‖CXˆ −
Y ‖l2/‖Y ‖l2 (experiment4.m).
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Figure 9.10: Sparse recovery of a 100 element real-valued random vector, from 30 samples,
assuming different sparsity levels K = 1, 2, . . . , 80. The initial random vector and the (un-
normalised) sampling matrix C were generated using the Normal distribution with values
between zero and one. The l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms,
σ decrease factor β = 0.5 and initial σ(0) = 2 max(X) (twice the maximum entry). The
relative recovery error was calculated using MSE, ‖Xˆ − X‖l2/‖X‖l2 , as a measure of the
quality of the estimate Xˆ (experiment4.m).
half of the number of measurements, according to the theoretical framework. Moreover,
approximately sparse vectors with K ≥ 50 (greater than half of their length) require more
samples, for efficient recovery, as a number of non-zero (significant) entries are lost in the
sampling process of a vector (due to the null space of C).
The final Experiment (Figure (9.11)) represents sparse recovery using the l0 heuristic
for a approximately sparse complex-valued vector in a noisy environment. The noisy linear
measurements Y are drawn from the model Cf(t)+ = Y , with C a 40 by 50 sampling matrix
with randomly generated elements between zero and one using the Normal distribution,
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without normalised columns. The random parameter 0.01 ≤  ≤ 0.1 represents the small
additive noise in the measurement model, generated using Normal distribution. Vector
f(t) represents a approximately sparse vector of complex numbers whose entries follow the
exponential decay condition:
(9.33) f(t) = exp(−3ut),
where u = 0.1 + 0.5i is a small complex number and t a parameter affecting sparsity. In
general, the entries of f(t) satisfy the decreasing sorted order of magnitude, i.e. |f1(t)| ≥
|f2(t)| ≥ . . . ≥ |fN(t)| where the K-th largest entry, out of N , obeys the rule:
(9.34) |fk(t)| ≤ Rk−1/s,
for a small positive constant R and s ≤ 1. This is very common in unitary transforms where
a suitable dictionary (e.g. wavelets) changes the order of magnitude of the vector’s entries
[41, 42]. Previous work in this area focused on cases of 0 < s < 1 for every vector that is
compressible with fixed s. Let fˆ(t) be the best sparse approximation we could obtain if the
locations and amplitudes of the K-largest entries of f(t) were known. Then the error due to
the worst case over all s-compressible signals in the class we have [43, 75, 145]:
(9.35) ‖fˆ(t)− f(t)‖l2 = O(K1−2/s),
for the K largest entries with respect to appropriate scaling parameter s as earlier. This
experiment follows the same pattern. To efficiently measure the efficiency of the l0 heuristic
against the sparsity level we generate a vector by activating 1 ≤ K ≤ N largest elements
out of N (length of vector).
Figure (9.11) plots the recovery error of this complex-valued vector against sparsity levels,
using SNR metric as a measure of performance versus different sparsity levels. In all the
simulations the l0 heuristic’s parameters are T = 300 iterations, S = 12 swarms, σ decrease
factor β = 0.5 and initial σ(0) = 2‖f(t)‖l∞ (twice the maximum entry of vector f(t)). We
also assume that vector f(t) is strictly complex, which means that its non-zero elements have
both real and imaginary parts, so as to decompose it into real and imaginary parts in both
the sampling and recovery process. Observe that efficient recovery with de-noising (removing
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small error) is possible for small sparsity levels between 5 and 30, where the metric values
are very small close to zero. For sparsity levels below 5 we can see, as expected, that most of
the magnitudes (f(t) entries) are below or equal to the noise level and thus the high recovery
error. In such cases we need more samples to efficiently estimate the vector’s values. Small
fluctuations in the plot can be attributed partially to the stochastic nature of the l0 heuristic
and partially to the fact that small noise levels  ≈ 0.01− 0.03 have not been removed from
the recovery process and thus been kept in the estimate fˆ(t) after recovery. Efficient recovery
is again achieved if sparsity level is less than half of the number of measurements. Notice
also that as sparsity level increases above 35 the SNR decreases below zero indicating poor
results in terms of efficient recovery. This is expected as the vector is now weakly sparse and
thus more samples are needed for efficient recovery under the presence of noise.
9.4.5 Test run for a real-valued noiseless vector
In this experiment we measure the performance of different sparse recovery methods in
terms of execution time (measured in CPU cycles) and recovery error (measured as a relative
MSE defined in (9.10)). For this purpose a 70-element real-valued vector, of 15 non-zero
entries with random values between zero and one drawn from the Normal distribution, was
created and sampled using different sample sizes, namely M = 1, 2, . . . , 80. The samples
collected are used as the same input data for all methods, in order to recover the original
real-valued sparse vector. This broader sample size was chosen so as to measure the efficiency
of sparse recovery methods from highly under-sampled cases M ≤ 20, where loss in recovery
is expected, to highly over-sampled cases M ≥ 60, where measurement bounds and necessary
conditions for the stability of the recovered solution are only conjectured to work, without
any formal proofs in the literature [189].
Figure (9.12) presents the execution time, expressed in CPU cycles, and recovery error,
expressed as relative MSE, for different sparse recovery methods under different sample sizes.
In general, no preprocessing steps have been applied to any of the CS methods presented
in Figure (9.12) to enhance the performance of the calculations or the sparsity of the initial
vector. Figure (9.13) presents the average execution time of each sparse recovery method for
all the samples for better representation of the time complexity of each method. Based on
the nature of the random test vector to be recovered, 20 iterations have been chosen for the
OMP method, 20 iterations as a threshold for the Lasso method, 60 iterations for the AIHT,
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Figure 9.11: Sparse recovery of a 50 element complex-valued vector f(t), from 40 noisy
measurements, assuming different levels of sparsity K = 1, 2, . . . , 50. In this setting samples
Y are obtained from noisy linear measurements as Cf(t) +  = Y , with C a 40 by 50
sampling matrix with randomly generated elements (between zero and one using the Normal
distribution), 0.01 ≤  ≤ 0.1 is a small randomly generated number simulating noise, using
Normal distribution and f(t) = exp(−3ut) is the signal, with parameters u = 0.1 + 0.5i
and t, which affects sparsity. The l0 heuristic’s parameters are T = 150 iterations, S = 12
swarms, σ decrease factor β = 0.5 and initial σ(0) = 2‖f(t)‖l∞ (experiment4.m).
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µ =  = 10−4, δ = 0 and initial solution CTY for the NESTA package. The l0 heuristic
parameters are T = 25 iterations, S = 10 swarms, σ decrease factor β = 0.5 and initial
σ(0) = 2‖X‖l∞ (twice the maximum element of the initial random vector). Note that CVX
package was used for the implementation of the LASSO and l1 norm based optimisation
principles, using the SEDUMI solver. CVX is a Matlab based package which incorporates
different types of solvers, including SEDUMI, which is based on the Interior Point (Quasi
Newtonian) methods [97, 130]. In general, the experimental results shown in Figures (9.12)
and (9.13) suggest the efficiency of the l0 heuristic, in terms of recovery error and execution
time, in highly under-sampled cases (M = 15 − 25 measurements) and over-sampled cases
(M ≥ 50 measurements) for a random real-valued vector in a noiseless environment. The
l0 heuristic performs better than other competing approaches in these cases, while for the
rest of the measurement size M = 30− 60 it performs the same or slightly worse than other
competing approaches.
In particular it can be seen from Figure (9.12) that for sample sizes less than 15 the
performance of all methods is very poor in terms of recovery error, as due to sparsity level
(K = 15) of the original vector more samples are required for efficient recovery. Note that the
performance of the l1 minimisation principle is by far worse in this case than any other sparse
recovery method. As the sample size M increases from 15 to 25, SL0, l0 heuristic, LASSO
and l1 norm based minimisation principle perform better in terms of sparse recovery, with
the l0 heuristic and SL0 to perform slightly better than the other methods with error 10
−1.
Note that the minimum of the l0-norm depends on the number of similar components of the
original vector X, which means that in such highly under-sampled cases the optimal solutions
of the l0 and l1 norm based problems do not coincide since RIP/UUP properties do not hold.
As the samples size increases to 30 and 40 samples the l1 norm minimisation achieves better
results, with error 10−2, than any other recovery method. This can be attributed to the
fact that now due to the sample size RIP/UUP properties hold, and thus the l1 norm based
solution is the same as the l0 norm based solution. As samples increase even more to 50 and
60 the error recovery for the l1 minimisation is 10
−20 in contrast to 10−8 for the l0 heuristic
and 10−5 for the SL0. Note that the recovery error for LASSO, IRLS and NESTA is 10−1,
while the recovery error for OMP and AIHT is greater than 10+1, which is expected as these
recovery methods are designed for efficient sparse recovery in highly under-sampled cases.
Note that as we approach 70 samples and over-sampled cases of 80 samples the recovery error
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of the l0 heuristic is 10
−25 in contrast to the recovery error of SL0 and l1 minimisation where
the error is between 10−15 and 10−18. The recovery error for AIHT, LASSO and NESTA is
10−1, while OMP and IRLS cannot efficiently solve the over-sampled case yielding an error
of 10+2.
It is important to note that the l0 heuristic converges in only a few steps (small execution
time) but the quality of its solutions sometimes deteriorates due to its stochastic nature (cases
of 25 and 40 samples). This stochastic property also makes the running time of the l0 heuristic
one of the smallest (Figure (9.13)), while the gradient based methods (LASSO, NESTA, l1
minimisation) seem to have greater running times as the sample size increases. In particular,
NESTA seems to have the largest running time, roughly three times more than any other
recovery method, while IRLS, AIHT and SL0 methods seem to have slightly better running
times than the l0 heuristic. Another interesting aspect is the special case of OMP method,
which is not based on a gradient based step, but it has the third largest execution time.
This fact can be attributed to the greedy approach of the OMP to find the sparsest solution
by minimising the misfit between the observations and the estimate through iterations using
the under-sampled measurements. On the other hand, the assignment of weights in the l2
norm in IRLS seems to perform poorly in terms of recovery error but very fast, in fact the
fastest recovery method, in terms of execution time. Another important characteristic of
sparse recovery is that due to the approximation of the l0 norm 30 samples appear to be the
threshold for efficient recovery based on sparsity levels though the theoretical threshold is 16
(level of sparsity K plus one [39]). Till now none of the sparse recovery methods suggested
in bibliography are able to reach this theoretical threshold [39, 85, 196, 215].
9.4.6 Test run for a complex-valued noisy vector
In this experiment we measure the performance of different sparse recovery methods in
terms of execution time (measured in CPU cycles) and recovery error (measured as a relative
SNR defined in (9.11)). For this purpose a 70-element complex-valued random vector, of 15
non-zero entries with values between zero and one drawn from the Normal distribution was
created and sampled using different sample sizes, namely M = 1, 2, . . . , 80. The sampling
matrix C has i.i.d. entries following Normal distribution (C ∼ N (0, 1)) under small random
additive noise levels [0.1− 0.01]. Note that the samples collected are used as the same input
data for all methods, in order to recover the original complex-valued sparse vector.
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Figure 9.13: Plot of benchmark results showing average execution time of all sparse recovery
methods for all the sample sizes M = 1, 2, . . . , 80 (measured in CPU cycles), for a 70-element
real-valued random vector, of 15 non-zero entries with values between zero and one. The
parameters of sparse recovery methods are: 20 iterations for OMP, 20 iterations for Lasso,
60 iterations for AIHT, µ =  = 10−4, δ = 0 and initial solution CTY for NESTA, T = 25
iterations, S = 10 swarms, σ decrease factor β = 0.5 and initial σ(0) = 2‖X‖l∞ for l0 heuristic
(experiment5.m).
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This broader noisy sample size was chosen so as to measure the efficiency of sparse re-
covery methods from highly under-sampled cases M ≤ 20, where loss in recovery is expected
due to small number of samples and noise, to highly over-sampled cases M ≥ 60, where
measurement bounds and necessary conditions for the stability of the recovered solution are
only conjectured to work, without any formal proofs in the literature [189]. In particular,
we consider noise as a random process; an undesired small random quantity which often
occurs in the presence of a desired signal (vector). This approach in terms of noise includes
both deterministic and non-deterministic signals. A deterministic is the one that is perfectly
predictable from its past values, such as a sinusoid signal, which may be represented by a
fixed amplitude and a time-varying phase angle of 2pift, with frequency f known. In general,
in deterministic signals the amplitude and phase are known for past time and for any future
time. Nevertheless, random signals such as noise do not have this property.
The aim of this experiment is to investigate the effect of noise on the performance of the
l0 heuristic against other sparse recovery methods discussed in Chapter 7. The parameters
of sparse recovery methods are: 18 iterations for Lasso, 80 iterations for COSAMP, T = 20
iterations, S = 10 swarms, σ decrease factor β = 0.5 and initial σ(0) = 2‖X‖l∞ (twice the
maximum element of the initial random vector) for l0 heuristic. Note that IRLS, AIHT
and NESTA do not support noisy complex random measurements and thus they have been
omitted, while COSAMP as an efficient tailored variation of OMP for complex noisy samples
is used. For the implementation of the l1 minimisation principle and LASSO we have used
CVX package with SEDUMI solver. The results of the simulation are presented in the Figures
(9.14) and (9.15). No preprocessing steps have been applied to any of the CS methods to
enhance the performance of the calculations or the sparsity of the initial vector. Figure
(9.14) presents the performance of different sparse recovery methods in terms of estimate
efficiency using the SNR metric.
Notice that from the logarithm expansion rule, SNR ratio can be re-written as 10 log10
(‖X‖l2) − 10 log10(‖X − Xˆ‖l2), which implies that efficient recovery can be if SNR  10,
since 10 log10(‖X‖l2) % 10 for ‖X‖l2 ≥ 10 (based on the values of the initial vector) and thus
the smaller the distance ‖X−Xˆ‖l2 the greater the SNR metric. For sample size smaller than
30 the performance of all methods is very poor in terms of recovery error (SNR ≈ 0) since
there are not enough measurements for efficient recovery under the presence of noise. This
is in accordance with the theoretical limit for efficient recovery which sets that the necessary
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number of measurements for efficient recovery must be at least M ≥ 2K, with K the sparsity
level of the vector and assuming low levels of sparsity (K < 30%N of the vector length N)
[42, 46, 48]. As the number of measurements increase for M ≥ 30 the SNR also increases
which is expected as more samples contribute towards the vector recovery and eliminate the
small noise levels. For sample size between 25 and 35 the l1 minimisation principle performs
better recovery and de-noising than any other method with SNR ≈ 30. The SL0 method
comes second in terms of efficiency with SNR ∈ [10, 25], while the l0 heuristic and LASSO
methods come third with similar results, SNR = 10. This efficiency of the l1 minimisation
principle can be attributed to the fact that RIP/UUP properties hold, due to sample size,
and thus the l1 norm based solution is equivalent to the l0 norm based solution.
As samples increase even more to 35 and 50 the SNR for SL0 is almost 50, while for l1
minimisation is 40 and for the l0 heuristic 50. For sample sizes greater than 50 the l0 heuristic
achieves by far the best estimate in terms of SNR ≥ 50, with SL0 and l1 minimisation
following in terms of efficiency. At this point note the small fluctuation of SNR exactly on
the 70-th sample where in this case we have a fully determined linear system of measurements.
In this case traditional methods of matrix inversion (e.g. Crammer method, Gauss-Jordan
elimination) can be used to invert C matrix and derive a good quality of estimates. In general,
the experimental results shown in Figures (9.14) and (9.15) suggest the efficiency of the l0
heuristic, in terms of recovery error and execution time in over-sampled cases (30 ≤M ≥ 50
measurements) where better SNR is derived for a random noisy complex-valued vector. For
under-sampled cases (M ≤ 50 measurements) other sparse recovery methods perform better
or equally better with the l0 heuristic in terms of SNR.
As noted earlier the heuristic has both a stochastic and a deterministic step which make
it very efficient and fast in terms of execution times. As an example of an efficient yet
random recovery observe the SNR of Figure (9.14) at the 42-nd sample and them compare
it with the SNR of the l0 heuristic at the 50-th and 52-nd sample. We can also see from
Figure (9.15) that the l0 heuristic’s execution time is smaller than l1 minimisation principle
and LASSO but a bit greater than those of SL0 and COSAMP. In fact, SL0 method seems
to have the smallest running time of all the other methods. This can be attributed partially
to the gradient step used in the calculations for the l1 minimisation principle and LASSO
and the separately sample and recover of the real and imaginary parts of the initial complex
valued vector, resulting in twice the execution time the l0 heuristic usually needs.
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Figure 9.15: Plot of benchmark results showing average execution time of all sparse recovery
methods for all the sample sizes M = 1, 2, . . . , 80 (measured in CPU cycles), for a 70-
element complex-valued random vector, of 15 non-zero entries with values between zero and
one. The parameters of sparse recovery methods are: 18 iterations for Lasso, 80 iterations
for COSAMP, T = 20 iterations, S = 10 swarms, σ decrease factor β = 0.5 and initial
σ(0) = 2‖X‖l∞ for l0 heuristic (experiment6.m).
9.4. EXPERIMENTAL RESULTS IN SIGNALS 231
9.4.7 The size of the Sensing matrix
In this experiment we investigate the effect of the size (dimension) of the Sensing matrix on
the performance and justify the scalability of the l0 heuristic. In particular, we analyse the
effect of increasing the dimensions of the Sensing matrix so as to achieve an over-complete
system of linear equations as samples. It is expected that as the dimension of the Sensing
matrix increases and exceeds the dimensions of the original (sampled) vector, the sparsest
solution may no longer be unique since RIP/UUP properties are only conjectured to work
[189]. The theoretical results for the under-determined case state that the sparsest solution
is unique if M ≈ K log2N , where M is the number of measurements and K is the sparsity
level of the original vector of N elements, with K M  N . In practice, from the previous
experimental results (Experiments 5 and 6) we have seen that efficient sparse recovery is
achieved when M > 2K, though the theoretical results state that efficient sparse recovery
using the l0 norm based problem is possible for M = K + 1 [41–43]. However, this is not
possible in practice due to the complexity of the l0 norm based problem, which requires
combinatorial search. For this purpose we need to approximate the l0 norm with a smoother
and easier to differentiate function f(‖X‖, σ), which requires more samples than l0 norm
based problem, but less than l1 and l2 norm based problems (see Experiments 5 and 6 for
further details).
Consider a system of linear equations of N unknowns and M equations defined as:
(9.36) YM×1 = CM×NXN×1 + eM×1,
where e is a small unknown error in the sampling process with 0 ≤ ‖e‖l2 ≤ 1, C is the
Sensing matrix, Y is the collected samples vector and X is the unknown vector we wish to
recover. From the theory of Linear Algebra, we have three distinct cases [28, 33, 159]:
1. M = N : Square system where C has full rank, Y 6= 0 and unique solution X = C−1Y .
2. M > N : Over-determined system, where the best solution is known to be the least-
squares solution calculated as min ‖Y − CX‖l2 .
3. M < N : Under-determined system, with singular C and estimation of min sup(X) =
]{1 ≤ i ≤ N : Xi 6= 0} from Y . The solution with the fewest non-zero ele-
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ments (less than M due to the null-space of C) is the sparsest solution derived from
min ‖X‖l0 s.t. CX = Y .
Under this scheme (lower and higher dimensional spaces), we will now investigate how sparse
recovery can be achieved using the l0 heuristic. We will assume that the Sensing matrix C is
randomly generated with values between zero and one, with and without normalised entries
(the l2 norm of each column sums to one).
Figure (9.16) presents the sparse recovery of a purely random signal in a form of vector
X, which is initially unknown, under different sample sizes, namely M = 1, 2, . . . , 200.
We will also assume that the initial signal is of a fixed length of 100 unknown elements
and with unknown support (sparsity level). The samples vector Y and the Sensing matrix
C are real-valued vectors with random values between zero and one, generated using the
standard distribution. The parameters of the l0 heuristic are T = 200 iterations, S = 12
swarms, σ decrease factor β = 0.5, thres = 10−10 as a sparsity level threshold for the
calculation of the sparsity level K using the absolute value of back-projection |CTY |, i.e.
K = length(find|CTY |l0 > thres)), minimum and maximum values for the recovery of X
as min(X) = min(|CTY |) and max(X) = ‖CTY ‖l∞ , while initial σ value is set as σ(0) =
2‖CTY ‖l∞ . For the calculation of the recovery error in the experiments, the relative recovery
error was used based on the samples vector, ‖CXˆ − Y ‖l2/‖Y ‖l2 .
Note that as the sample size increases (up to 20 samples), the recovery error decreases
(up to 10−1), which is expected since more samples contribute to the stable recovery of
the initial compressed vector. However, for sample sizes greater than 60 the recovery error
remains the same as more samples do not improve the quality of the solution. This stable
relatively high error after 20 samples can be attributed to the fact that no prior knowledge of
the structure (minimum/maximum values and sparsity level) of the initial vector is known,
since both Y and C are completely random and not related (Y is not derived from CX).
If prior knowledge of the initial vector’s structure was known then the recovery error would
steadily decrease beyond 10−1 achieving values less than 10−7 for samples more than 80,
which is the case in Figure (9.17), where the sparsity level and minimum/maximum values
of the original vector are known. Also notice that the use un-normalised Sensing matrix C is
preferable for sample sizes less than 10, while for sample sizes greater than 10 the use of the
normalised Sensing matrix is preferred due to slightly better results. However, in general, it
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can be seen that if no prior knowledge of the initial vector is available then efficient recovery
is not possible in both under-sampled and over-sampled cases.
Figure (9.17) presents sparse recovery of a real-valued random vector of 80 elements with
known values between zero and one, randomly generated using the Normal distribution. The
sparsity level has been chosen as 10% (K = 8), while the samples size (M = 1, 2, . . . , 100) has
been generated randomly with values between zero and one, using the Normal distribution
with and without normalised columns. The l0 heuristic’s parameters are T = 70 iterations,
S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) = 2 max(X) (twice the maximum
entry of initial vector). The relative recovery error used in this experiment was calculated
using MSE, ‖Xˆ − X‖l2/‖X‖l2 , as a measure of the quality of the estimate Xˆ. It can be
easily seen that as the number of samples increases the recovery error decreases, in contrast
to Figure (9.16), since prior knowledge of the initial vector is available during the recovery
process. Notice that efficient recovery (error less than 10−1) is achieved after 50 samples,
due to the small number of iterations (70) chosen for the l0 heuristic. If the number of
iterations was chosen to be more than 150 then efficient recovery (error less than 10−1)
would have been achieved after 30 samples. In general, we can see that the recovery error
keeps decreasing as the number of samples increases, with recovery error 10−5 for 50 samples
and 10−8 for more than 70 samples. Also notice that the use of un-normalised entries in the
Sensing matrix (its columns are not unit normed) achieves lower recovery error for sample
sizes between 20 and 70 (under-determined case). For more than 70 samples and particularly
for the over-determined cases of more than 80 samples both the use of normalised and un-
normalised entries in the Sensing matrix C achieve the same results (10−8 as a recovery
error). Therefore, in under-determined cases Sensing matrices with un-normalised entries
are preferred, while in over-determined cases the use of normalised or un-normalised entries
for Sensing matrix C do not affect the efficiency of the recovery using the l0 heuristic. As a
final note, the small fluctuations in the recovery error for samples between 1 and 40 samples
can be attributed to the stochastic nature (randomness) of both the measurements collection
and solution generation of the l0 heuristic.
Figure (9.18) presents sparse recovery of a weakly sparse complex-valued randomly gen-
erated vector, from different noisy sample levels M = 1, 2, . . . , 70. The collection of noisy
samples can be modelled as Cf(t) +  = Y , where f(t) = exp(−3ut) is the complex-valued
signal of 50 elements with time domain t = 1, 2, . . . , 50 and u = 0.1 + 0.5i. Y is the samples
234 CHAPTER 9. EXPERIMENTS - SIMULATIONS
vector representing the noisy measurements collected using the Sensing matrix C, with and
without normalised entries, randomly generated from the Normal distribution with values
between zero and one. The  parameter is a small additive bounded error which is randomly
generated 0 ≤ ‖‖l2 ≤ 1 and represents noise as a sampling imprecision. Here we assume
that the vector f(t) is strictly complex, which means that its non-zero elements have both
real and imaginary parts, so as to decompose it into real and imaginary parts in the recovery
process. Also, similarly to other sparse recovery approaches, such as the TV minimisation,
the l0 heuristic samples and recovers the real and imaginary parts of the signal separately,
assuming the same pattern of sparsity. This is an important assumption on the design of
the l0 heuristic and how the recovery of complex-valued signals is achieved.
The l0 heuristic’s parameters are T = 100 iterations, S = 12 swarms, σ decrease factor
β = 0.5 and initial σ(0) = 2 max(f(t)) (twice the maximum entry of initial vector). Since
the initial signal is weakly sparse we use thres = 10−50 as a sparsity level threshold for the
calculation of K = length(find|f(t)|l0 > thres)). This threshold has been chosen to simulate
the sparsity of the vector in the collection of its noisy measurements. Smaller value for
the threshold will decrease both sparsity level and recovery error (at the expense of more
samples), as any value smaller than the threshold is ignored in the recovery process. On
the other hand, higher value for the threshold will increase both sparsity level and recovery
error, requiring less samples. The relative recovery error was calculated using SNR defined in
Equation (9.11), as a measure of the quality of the estimate ˆf(t). Note that from logarithm
expansion rule, SNR ratio can be re-written as 10 log10(‖f(t)‖l2)− 10 log10(‖f(t)− ˆf(t)‖l2),
which implies that SNR ≥ 0 if 10 log10(‖f(t) − ˆf(t)‖l2) < 0 since 10 log10(‖f(t)‖l2) . 0.
Therefore, efficient recovery with de-noising (removing small error) is possible for sample
sizes greater than 50 samples where the SNR is positive (equal or greater than the signal
length). This is expected as very low sparsity levels (we ignore any value smaller than 10−50)
require more samples for efficient recovery. Small fluctuations within the region of 5 and 50
samples in the plot can be attributed partially to the stochastic nature of the l0 heuristic
and partially to the fact that small noise levels  ≈ 0.01− 0.05 have not been removed from
the recovery process and thus been kept in the estimate fˆ(t) after recovery. Again, similarly
to Figure (9.16) the use of un-normalised Sensing matrix C is preferable for sample sizes
greater than 50, while for sample sizes smaller than 50 the use of both the normalised and
the un-normalised Sensing matrix derive the same results.
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Figure 9.16: Sparse recovery of a completely random signal X under different sample sizes
M = 1, 2, . . . , 200. The signal is represented in a form of vector with unknown real-valued
initial values but with known length of 100 elements. The samples vector Y and the Sens-
ing matrix C are real-valued vectors with random values between zero and one, gener-
ated using the standard distribution. The parameters of the l0 heuristic are T = 200
iterations, S = 12 swarms, σ decrease factor β = 0.5, thres = 10−10 as a sparsity level
threshold for the calculation of K using the absolute value of back-projection |CTY |, i.e.
K = length(find|CTY |l0 > thres)), minimum and maximum values for the recovery of X
as min(X) = min(|CTY |) and max(X) = ‖CTY ‖l∞ , while initial sigma value is set as
σ(0) = 2‖CTY ‖l∞ . The relative recovery error was calculated using the samples vector as
‖CXˆ − Y ‖l2/‖Y ‖l2 (experiment7.m).
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Figure 9.17: Sparse recovery of a real-valued random vector of 80 elements with values
between zero and one, randomly generated using the Normal distribution. The sparsity
level has been chosen as 10% (K = 8), while the samples size (M = 1, 2, . . . , 100) has been
generated randomly with values between zero and one, using the Normal distribution with
and without normalised columns. The l0 heuristic’s parameters are T = 70 iterations, S = 12
swarms, σ decrease factor β = 0.5 and initial σ(0) = 2 max(X). The relative recovery error
was calculated using MSE, ‖Xˆ −X‖l2/‖X‖l2 , as a measure of the quality of the estimate Xˆ
(experiment7.m).
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Figure 9.18: Sparse recovery of a weakly sparse complex-valued randomly generated vector,
from different noisy sample levels M = 1, 2, . . . , 70. The collection of noisy samples can
be modelled as Cf(t) +  = Y , where f(t) = exp(−3ut) is the complex-valued signal of
50 elements with time domain t = 1, 2, . . . , 50 and u = 0.1 + 0.5i. Y is the samples vector
representing the noisy measurements collected using the Sensing matrix C, with and without
normalised entries, randomly generated from the Normal distribution with values between
zero and one. The  parameter is a small additive bounded error which is randomly generated
0 ≤ ‖‖l2 ≤ 1 and represents noise as a sampling imprecision. The l0 heuristic’s parameters
are T = 100 iterations, S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) =
2 max(f(t)). Since the initial signal is weakly sparse we use thres = 10−50 as a sparsity
level threshold for the calculation of K = length(find|f(t)|l0 > thres)). The relative recovery
error was calculated using SNR defined in Equation (9.11), as a measure of the quality of
the estimate ˆf(t) (experiment7.m).
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9.4.8 Different Sensing matrices and design
In this experiment we will test the performance of the l0 heuristic against different sam-
pling matrices which do not satisfy UUP and RIP properties. In all the previous experiments
we used sampling matrices with elements generated randomly using the Normal distribution.
Normal, Rademacher and database friendly distributions are the only known distributions
which satisfy RIP/UUP conditions with high probability [39, 42, 215]. This is the main rea-
son why sampling matrices are designed using these probability distributions. Using these
probability distributions we are able to express sparsely any vector (signal) of high dimen-
sional space into a low dimensional space and be still able to reconstruct them by finding
the sparsest or the most compressible estimate using only a small number of measurements
[41, 50, 189]. Based on these conditions sparse recovery methods, such as LASSO, OMP,
AIHT, IRLS and l1 minimisation principle, are able to recover the sparsest solution from an
under-determined system of linear equations [40, 41, 43]. In fact, sampling matrices that sat-
isfy UUP and RIP properties are a generalisation of rectangular orthogonal or orthonormal
matrices, whose columns are unit normed [189].
However, all these cases are too ideal for efficient recovery of a vector, as most of the
times we usually do not know how the available measurements were collected. Also, there is
no particular theoretical framework for the construction of these matrices since they are all
probabilistic in nature and thus there is no mathematical guarantee that they will always
work [50, 189]. In fact, it has been shown that the search and test for the most suitable
among all matrices in a given class or distribution that satisfies either RIP or UUP properties
requires an exponential time algorithm [40, 42, 189]. Moreover, it has also been proven that
the recovery error of a vector sampled using them is exponentially small based on the size
of the sampled vector and for relatively small noisy levels [39, 41, 43]. In cases where the
level of noise is very high the failure rate is also very high [189]. The aim here is to test
the recovery of a sparse vector for under-sampling ratios by using different distributions to
construct the sampling matrix and measure how this affects the performance of the recovery.
These numerical simulations are very important in order to give some further insights about
the practical behaviour of these Sensing matrices.
The probability distributions used for the design of the sensing matrix in this experi-
ment are: Normal (with and without unit norm columns), Uniform, Bernoulli, Exponential,
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Geometric, Poisson and Pareto distributions. In all these cases the values of the sampling
matrix C elements were between the interval [0, 1]. Assuming a random variable ci (i-th ele-
ment of matrix C) then the probability density function (Pr(ci)) of the previous probability
distributions can be defined as follows [108, 115, 140, 208]:
1. Uniform (continuous) probability distribution as a random number generator on the
interval [0, 1] with probability density function:
(9.37) Pr(ci) =
1
b− a, a ≤ ci ≤ b,
where a = 0 and b = 1; with mean (a+ b)/2 = 1/2 and variance (b− a)2/12 = 1/12.
2. Bernoulli (zero-one) probability distribution as a random number generator of 1 with
probability p = 1/2 and 0 with probability 1− p = 1/2:
(9.38) Pr(ci = 0) = Pr(ci = 1) = 1/2.
3. Normal (Gaussian) continuous probability distribution as a random number generator
on the interval [0, 1] with mean µ = 0 and standard deviation σ = 1 and probability
density function:








with and without unit norm entries (l2 norm sums to one for each column of C).
4. Exponential (continuous) probability distribution as a random number generator on
the interval [0, 1] with parameter λ = 0.1 and probability density function:
(9.40) Pr(ci) = λ exp(−λci).
It has mean 1/λ = 10 and variance 1/λ2 = 100.
5. Geometric (discrete) probability distribution as a random number generator on the
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interval r ∈ [0, 1] with probability of success p = 1/2 and probability mass function:
(9.41) Pr(ci = r) = p(1− p)r−1, r = 0, 1 p = 1/2
It has mean 1/p = 2 and variance (1− p)/p2 = 2.
6. Poisson (discrete) probability distribution as a random number generator on the inter-
val r ∈ [0, 1] with parameter λ = 5 and probability mass function:
(9.42) Pr(ci = r) = exp(−λ)λr/r!, r =∈ [0, 1].
It has mean and variance both equal to λ = 5.
7. Pareto (continuous) distribution as a random number generator on the interval r ∈
[0, 1] with parameters a = 10/13 = 1/1.3, b = 1 and probability density function:
(9.43) Pr(ci) = ab
a/ca+1i , a = 10/13, b = 1.
It has mean ab/(a− 1) = −10/3 and variance ab2/((a− 1)2(a− 2)) = −845/72.
Figure (9.19) presents the sparse recovery of a 100 element real-valued vector of 10%
sparsity, which is randomly generated with values between zero and one (using the Normal
distribution) under different sample sizes (M = 11, 12, . . . , 200) drawn from different proba-
bility distributions (normal, uniform, zero-one, exponential, geometric, poisson and pareto).
The efficiency of the sparse recovery was measured using the relative recovery error metric
defined in (9.10), namely ‖X−Xˆ‖l2/‖X‖l2 , where X and Xˆ is the original and the recovered
vector respectively. The l0 heuristic parameters used for this experiment are T = 150 itera-
tions, S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) twice the maximum element
of the initial random real-valued vector. Notice that efficient recovery using the l0 heuristic
is possible for more than 40 measurements regardless of the choice of the probability dis-
tribution used for the collection of samples. For 40 measurements the recovery error is less
than 10−5, while as the number of measurements increases the error decreases with smallest
value of 10−20 for 200 measurements, similar for all the probability distributions used.
It is clear that using the l0-norm based optimisation principle we can recover any real-
valued sparse vector from its random measurements, using different probability distributions
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and without any significant changes in the recovery error. For example, the recovery error
of a 100 element real-valued test vector with 10% sparsity using 60 samples is the same,
approximately 10−8, using any of the probability distributions presented here. Note that
among these probability distributions only Normal distribution satisfies the RIP/UUP prop-
erties which are required for efficient sparse recovery based on the l1 and l2 norms. As a
brief reminder RIP/UUP properties state that ‖CX‖l2 ≈ ‖X‖l2 , for any sparse vector X
given that C follows RIP/UUP, in order for the l0-norm based optimisation principle to be
relaxed by either its convex analogue, namely the l1-norm based optimisation principle, or
the re-weighted l2-norm based optimisation principle and its variations.
Another important aspect is that the number of random measurements required for ef-
ficient recovery is not affected by the way we collect them. Therefore, 40 samples appear
to be the threshold for efficient recovery despite the choice of the collection of samples (i.e.
probability distribution). However, note that there are no generalised theoretical guarantees,
treated in the literature, for efficient recovery of any sparse vector using the l0-norm based
optimisation principle for under-sampled (M ≤ 100) or over-sampled M ≥ 100 measure-
ments, drawn from distributions which do not follow RIP/UUP properties. As a final note,
the small fluctuations of the recovery error for smaller than 40 samples, in all the probabil-
ity distributions, can be attributed to the randomness of the collection of samples and the
stochastic step of the solution generation of the l0 heuristic.
9.4.9 Experiments in transform domains
In this experiment we study how the performance of the l0 heuristic is affected by different
transform domains, namely Discrete Fourier, Discrete Cosine and Discrete Walsh-Hadamard
transforms. These Unitary transforms (orthogonal transforms) are mainly used to represent
either smooth or locally periodic behaviours in signals/images and thus allow the necessary
operations to be efficiently performed. This compressibility constitutes the foundation of
transform coding which is commonly used in many compression standards in audio and
images, such as MP3, AAC and JPEG [186]. Obviously, the best transform domain is the
one that leads to the sparsest representation which is highly based on the nature of the
signal/image, or more precisely on the trade-off between the computation time and the
complexity of the analysis (the size of the dictionary of the transform) [132, 186, 215].
For simplicity reasons we will restrict our experiments in only these three transform
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domains, namely DFT, DCT and FWHT applied in signals, as the most representative
ones and we will investigate how the sparsity of a test signal is affected in contrast to its
original domain of representation. We also need to note that we will not consider cases where
a transform is used for general signal enhancement techniques, while only the generalised
Discrete Fourier transform will be used here (for further details see Appendix B). Wavelet,
Ridgelet and Curvelet transforms which are natural extensions of Fourier transform (i.e.
they also support angular alignment information, the length of the alignment and multiple
scales) will not be covered here as they are beyond the scope of this thesis. For further
details on these relatively new transforms as a natural extension of the traditional Wavelets
together with their geometric interpretation can be found in [132, 186].
As a quick reminder we will now briefly describe the computations of the forward and
inverse transforms used in this experiment, namely the Discrete Fourier transform (DFT),
the discrete cosine transform (DCT) and the Fast Walsh-Hadamard transform (FWHT).
The Discrete Fourier transform (DFT) F(f) = fˆ : RN → CN of a finite-dimensional signal





where ω = 1, ..., N and fˆ(ω) is the transformed signal (spectrum). The inverse Fourier








for all frequencies ω = 1, ..., N,, where f(t) is the signal we want to recover.
The Discrete Cosine transform (DCT) of a finite-dimensional signal in time domain f(t) ∈
RN can be defined as a set of positive values as [94, 132, 186]:
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1 ≤ k ≤ N − 1.








Finally, the Walsh-Hadamard transform (y(k)), also known as Hadamard transform, is
a non-sinusoidal, orthogonal transform, very similar to Fourier transform [184, 207]. This
transform decomposes a finite-dimensional signal in time domain f(t) ∈ RN into a set of
basis functions, called Walsh functions, which are rectangular or square waves with values of
+1 or 1 [94, 184, 207]. These return values are called sequency values, as a more generalized
notion of frequency [94, 184, 207]. Each Walsh function has a unique sequency value, used
for the recovery of the original signal. The FWHT and IFWHT are defined as [94, 184, 207]:
(9.49) y(k) = 1/N
N−1∑
t=0




w(k, t)y(k), t = 0, 1, . . . , N − 1
where k values represent the intervals for the calculation of the Walsh functions w(k, t),
whose values w(k) depend on time t = 0, 1, . . . , N − 1. Walsh functions are allowed to
have only two different values, namely −1 and 1, based on the input (signal) values at fixed
intervals and with initial state (w(0, t) = 1) always +1, satisfying orthogonality (see Section
2.3 and Appendix B for more details). For example [184], the first four values of Walsh
functions on a time t ∈ [0, 1) are: w(0) = 1 on [0, 1), w(1) = 1 on [0, 1/2) and w(1) = −1 on
[1/2, 1), w(2) = 1 on [0, 1/4) ∪ [1/2, 3/4) and w(2) = −1 on [1/4, 1/2) ∪ [3/4, 1), w(3) = 1
on [0, 1/4) ∪ [3/4, 1) and w(3) = −1 on [1/4, 3/4). Walsh functions exhibit many important
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and useful properties in the area of signal processing and analysis. For further details see
[184, 207].
Figure (9.20) represents a N = 1024 element real-valued signal with two cosines in time
domain t = 1, 2, . . . , N − 1. The red asterisks represent the position of the 300 samples to
be collected in the transform domain. The signal is of the form:
(9.51) f(t) = cos(2pi(12/1024)t) + cos(2pi(39/1024)t),
Notice that the signal f(t) is not sparse in time domain, as almost all its values are non-zero.
Figure (9.21) now represents the original signal f(t) under different transform domains (only
real part of f(t) in a form of absolute values), namely real-valued domain (in DCT), frequency
domain (in DFT) and sequency domain (in FWHT). Notice that in DFT transform we can
clearly see four peaks (sparsity level is four), while in FWHT there are several smaller peaks
which make the original signal weakly sparse in FWHT domain. The same problem appears
in DCT, where the elements in positions between 100 and 550 are close to zero but not clearly
zero, which make the original signal approximately sparse in DCT domain. Figure (9.22)
presents the collection of 300 samples (absolute value), under different transform domains
(DCT, DFT and FWHT), to be used in sparse recovery of the signal f(t) by the l0 heuristic.
These samples are collected using normal un-normalised distribution with zero mean and
one variance.
Figure (9.23) presents the sparse recovery of the original signal f(t) using under-sampled
measurements from DCT, DFT and FWHT. The parameters of the l0 heuristic are T = 300
iterations, S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) = 2‖f(t)‖l∞ (twice the
maximum element of the initial signal). For the calculation of the recovery error we used the
relative recovery error metric defined in Equation (9.10), namely ‖f(t) − fˆ(t)‖l2/‖f(t)‖l2 ,
where f(t) and fˆ(t) is the original and the recovered signal of the corresponding transform
domain. However, since the signal’s values are complex in frequency domain, we separated
the complex signal using magnitude R and phase angle θ, sampling in magnitude which has
real values and then use phase angle to project back to complex values where the inverse
transform is applied for obtaining the signal in time domain again. For a complex-valued
signal f(t) the magnitude R (with real values) and the phase angle θ (measured in radians
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with values ±pi) are given as [94, 157, 205]:
(9.52) f(t) = R exp(iθ),
where R = |f(t)| represents the absolute values of f(t) in vector format and θ = angle(f(t))
is the phase angle of the signal.
Notice in Figure (9.23) the difference in sparsity levels between the different transform
domains, which actually affect the efficient recovery of the signal f(t) from its partial mea-
surements. Also note that the recovered signal, using DFT, is very close to the original,
though it has been compressed to one third of its size. This can be attributed to the high
levels of sparsity in terms of storing the transform coefficients of the signal in the frequency
domain. In the other two cases, namely in FWHT and DCT we can notice artifacts in the re-
covery of the signal (high recovery error) which can be attributed to the low level of sparsity
in these transform domains. In general, efficient recovery for highly incomplete measure-
ments (M = 300) can only be achieved under high levels of sparsity using the l0 heuristic
as a sparse recovery method. In fact, the l0 heuristic does not support efficient recovery of
weakly sparse vectors under highly under-sampled measurements. This assumption is similar
to other sparse recovery methods including l1, l2 minimisation principles, OMP and LASSO
methods. In weakly sparse vectors more samples are required for efficient recovery due to
the fact that more non-zero values are mapped to zero during sampling (null space of the
sampling matrix C).
9.4.10 Application of filters
In this experiment we investigate how the use of different types of filters can enhance
the performance of the l0 heuristic in sparse vector recovery under noisy under-sampled and
over-sampled random measurements. As a reminder filter is simply a function which can
be applied after the sparse vector is recovered so as to remove undesired elements obtained
during the sampling process, such as random variations and other inaccuracies attributed
to noise (noisy channel of measurements, noisy environment, malfunctions in the sampling
process, etc.). One of the simplest form of filters, proposed by Donoho and Johnstone in
1994, is the median absolute deviation where every element Xi of a vector X known to be
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Figure 9.20: Plot of the original signal of N = 1024 elements length of the form f(t) =
cos(2pi(12/1024)t) + cos(2pi(39/1024)t) represented in time domain t = 1, 2, . . . , N − 1. The
red asterisks represent the position of the collection of 300 samples in the frequency domain.
The parameters of the l0 heuristic are T = 300 iterations, S = 12 swarms, σ decrease factor
β = 0.5 and initial σ(0) = 2‖f(t)‖l∞ (twice the maximum element of the initial vector). Note
that in time domain the signal f(t) is not sparse (experiment9.m).
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Figure 9.21: Representation of the original signal f(t) in transform domain using different
unitary transforms, DCT, DFT and FWHT (only real part of signal in a form of absolute
values). Notice that in DFT transform we can clearly see four peaks (sparsity level is four),
while in FWHT there are several smaller peaks which make the original signal weakly sparse
in FWHT domain. The same problem appears in DCT, where the elements in positions
between 100 and 550 are close to zero but not clearly zero, which make the original signal
approximately sparse in DCT domain (experiment9.m).
9.4. EXPERIMENTAL RESULTS IN SIGNALS 249
Figure 9.22: Representation of samples collection (M = 300) under different transform
domains, namely DCT, DFT and FWHT. These samples will be used for the recovery of
the original signal under different transform domains (real-valued, frequency and sequency
domain respectively) using the l0 heuristic (experiment9.m).
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Figure 9.23: Sparse recovery of the original signal using highly under-sampled (partial)
measurements from DCT, DFT and FWHT. Notice the difference in sparsity levels between
the different transform domains, which actually affect the efficient recovery of the signal from
its partial measurements in the frequency domain. Using DFT we achieve exact recovery
due to the high level of sparsity using this transform. In the other two cases on FWHT and
DCT we can notice small artifacts in the recovery of the signal which can be attributed to
the low level of sparsity in the FWHT and DCT domain (experiment9.m).
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sampled under noise is recalculated using its median value as a smoothing filter [132, 186]:
(9.53) Xi = Xi −median(‖Xi −median(Xi)‖l1)/0.6745
Note the value 0.6745 which is a small constant used in the filter and was found experi-
mentally by the authors based on the coefficients obtained from the wavelet decomposition
structure. Here, we will use a similar approach with the mean absolute deviation, since
through experimentation the median absolute deviation has been found to fail to improve
the l0 norm based heuristic results. The mean absolute deviation filter can now be defined
as:
(9.54) Xi = Xi −mean(‖Xi −mean(Xi)‖l1)
Notice that in this case the value 0.6745 has been omitted as it does not improve the per-
formance of the filter. Another similar approach that we will use for comparison purposes is
a simple average filter defined as [157, 210]:
(9.55) Xi = Xi ∗Xi/Xmax,
where Xmax is the element of vector X with the maximum value among all its elements.
An alternative and very popular technique mainly used in sparse recovery methods under
the presence of noise is the hard and soft thresholding [86, 132, 186]. In hard thresholding we
pick coefficients with magnitudes greater than a specific threshold, while in soft thresholding
we subtract the coefficient from the threshold if it is greater than a threshold. In particular
the hard thresholding technique works as follows:
(9.56) Xi =
Xi if |Xi| ≥ threshold0 otherwise
On the other hand the soft thresholding technique works as follows:
(9.57) Xi =
sign(Xi)(Xi − threshold) if |Xi| ≥ threshold0 otherwise
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In the experiments, for comparison purposes, we will use a soft thresholding technique where
we threshold (keep) significant coefficients (Xi) with threshold value 0.1, which is the max-
imum value of the additive noise used in the experiment. Similar approaches suggested in
[132, 186] is to set threshold value as rσ2 or even σ
√
2 logM , where r ∈ [1, 3] a small number
based on the variance of the additive noise of the sampling model σ and M the number of
(noisy) measurements collected. The latter is a commonly used approach for uncorrelated
additive noise, under an over-complete transform domain (i.e. Unitary transform) as a repre-
sentation, introduced by Donoho and Johnstone. However, this latter value has been argued
that it is too large as a threshold in most numerical experiments (which is also the case here)
and thus several dictionary adapted threshold estimators have been introduced [132].
Figure (9.24) presents sparse recovery of a real-valued sparse vector following power decay
law, under different noisy sample sizes M = 1, 2, . . . , 180, using different types of filters; no-
filter, moving average, mean absolute deviation and soft-thresholding. The measurements
collection model used is YM×1 = CM×NXN×1 + M×1, where Y is the randomly collected
noisy measurements vector, C is the Sensing matrix, randomly generated using the Normal
distribution with values between zero and one, while X is a sparse vector with real values
between zero and one based on the power decay model X = exp(−tk), where k = 0.84 is a
small parameter value affecting sparsity and t = 0, 1, . . . , 99 is the time parameter defining
the length of the vector N = 100. Notice that the maximum number of samples collected
is 180, which define an over-determined case of sampling. Also the  vector depicts the
randomly generated additive noise in the interval [0.01, 0.1] defined as  = 0.01+(0.1−0.01)r,
with 0 ≤ r ≤ 1 a small random number using the Normal distribution. The l0 heuristic’s
parameters are T = 50 iterations, S = 12 swarms, σ decrease factor β = 0.5 and initial σ(0) =
2‖X‖l∞ . The choice of small number of iterations has been chosen so as to efficiently compare
different types of filters after the use of the l0 heuristic and how these filters can improve
the heuristic’s performance. Towards the same objective a sparsity threshold thres = 10−5 is
used for the calculation of the sparsity level of X, namely K = length(find‖X‖l0 > thres)).
The relative recovery error was calculated using SNR defined in Equation (9.11), as a measure
of the quality of the estimate Xˆ under noisy measurements.
Notice in Figure (9.24) that for sample sizes less than 110 the moving average and soft-
thresholding filters after the use of the l0 heuristic improve the estimate from the noisy
measurements. In particular, the moving average achieves the best results with SNR between
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5 and 10, while soft-thresholding filter achieves slightly worse results with SNR between 3
and 5. On the other hand, in over-determined cases of more than 110 samples, the use of any
filter degrades the quality of the estimate, since the application of the l0 heuristic without
filters achieves three times better SNR ratio with values between 35 and 40. Also notice the
SNR ratio of the 50-th and 110-th sample where the l0 heuristic performs two to three times
better than any filter, which can be attributed to the stochastic nature of the l0 heuristic in
the generation of the initial and new solutions.
In general, there is a tradeoff between increased compression and increased noise. In
particular, for highly under-determined samples, even small bounded additive noise can cause
a lot of distortion in the estimate as very few coefficients (elements) from the original vector
are stored, fact which causes loss of peaks. For over-determined samples small bounded
additive noise does not affect efficient recovery. This is expected as in CS we acquire only
a small number of measurements in contrast to over-determined cases where we measure
the vector entirely. In fact, it has been argued in [39] that the measurement matrix has
to be adjusted so as to satisfy the measurement error bound as a tighter assumption in its
design for robust noisy measurements. Also in [215] the authors argue that the pair (∆, C)
is -stable if 1/‖X‖l2 ≤ ‖CX‖l2 for a small constant , which represents the quantisation
noise acquired in some measurement interval. Notice that as → 1 then the Sensing matrix
C must satisfy the lower bound with δK = 1− 1/2 → 0. Therefore, in order to reduce the
impact of noise in the recovered estimate of a vector we need adjust C so as it satisfies the
lower bound of RIP with a tighter constant. However, this is not always easy in practice
since in real noisy cases the noise is random and usually dependent of C. Indeed, the use
of a filter for removal of small levels of noise, which does not require this prior-knowledge,
together with the use of l0 heuristic, which does not require RIP/UUP properties, seems an
important improvement in sparse recovery using the l0 norm based principle.
9.5 Experimental results in images
9.5.1 Experiments description
In this Section we measure the performance of the l0 heuristic as a sparse image recovery
method in three 128×128 synthetic/test images (Phantom, Circle and Checkerboard), which
have been extensively used for testing purposes in image recovery techniques (see [7, 45, 100,
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Figure 9.24: Sparse recovery of a real-valued sparse vector of 100 elements with values
between zero and one, under different noisy sample sizes M = 1, 2, . . . , 180. the measurement
matrix C has been created randomly using the Normal distribution with element values
between zero and one. We also assume a small additive noise, in the interval [0.01, 0.1], in
the measurements collection model which depicts impressions or mistakes in the sampling
process. The l0 heuristic’s parameters are T = 50 iterations, S = 12 swarms, σ decrease
factor β = 0.5, initial σ(0) = 2 max(X) and sparsity threshold thres = 10−5 used for the
calculation of the sparsity level of the initial real-valued sparse vector K = length(find|X|l0 >
thres)). The relative recovery error was calculated using SNR (experiment10.m).
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199]). The selection of these images with good quality of curved edge-like structure was made
mainly due to the fact that they exhibit a similar mix of smooth but different in appearance
regions as an efficient way to test competing sparse recovery methods under both noiseless
and noisy sampling environments (measurements). Here, we also adopt input images which
are complex valued, rather than being purely real, as a more realistic case (e.g. by using a
unitary transform to enhance sparsity and collect the measurements). Note that the samples
collected from the three images are used as the same input data for all methods, in order to
recover the original image in spacial domain.
The use of the complex-valued domain requires some amendments in the l0 heuristic so
as to handle complex, phase-encoded data. Like [42, 75, 86] we will consider the recovery of
a complex-valued image f (in frequency domain) by recovering its real and imaginary parts
separately. To achieve this, we also assume that the real and imaginary parts of f are both
sparsely represented in the frequency (complex-valued) domain (i.e. both real and imaginary
parts share the same sparsity pattern). Keeping and arranging these real and imaginary parts
separately into column vectors we effectively have a purely real over-complete transform,
which can then be applied simultaneously to the real and imaginary parts of the image f
[168, 179]. This approach is also common in TV minimisation [16, 38, 43, 170], defined in
Section 3.7, though sometimes this process leads to unphysical blocking artifacts, which
limits the quality of the sparse recovery method [168].
The sampling process of a complex-valued image f can now be modelled as [168, 170]:
(9.58) YM×N = FuM×NfN×N + eM×N ,
where Y represents the (complex-valued) measurements collected from the k-sparse repre-
sentation of the complex-valued image f using the under-sampled Fourier transform Fu. In
essence, Fu = ΦΨ, where Φ is the linear operator (sampling matrix) which maps the image f
to a set of M measurements and Ψ is the sparsifying matrix (orthonormal basis) representing
the Unitary transform, FFT in this case. The term 0.01 < e < 0.1 represents small additive
noise as a sampling imprecision, which is generated following the normal distribution and
is based on the samples Y size. This process of collecting sub-sampled measurements in
frequency domain simulates the samples acquisition technique for MRI images (sub-sampled
Fourier domain measurements) or more generally the distribution of velocity of liquid or
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gas flows, used in the classification and prediction of flow behaviour [169, 179]. If we now
decompose image f into its real (Real(f)) and imaginary (Imag(f)) components the sparse
measurement model becomes:
(9.59) YM×N = FuM×N{Real(f) + iImag(f)}N×N + eM×N ,
where f = Real(f) + iImag(f). Note that we still consider incoherent measurements in
images where the domain of representation is the Fourier transform (FFT) for enhancing
sparsity. Also the number of measurements for efficient recovery highly depends on the
structural content of the image (number of significant non-zero entries in the frequency do-
main) than its resolution [42, 43]. Under these assumptions, sparse recovery can be achieved
as a minimisation problem of the absolute value of the sum of magnitudes of the image f as
a search for the sparsest image representation in the domain Ψ which fits the measurements
Y . The choice of the minimisation problem and the corresponding norm in the domain of
image representation (Fourier domain) depends on the choice of the sparse image recovery
package used (see Chapter 8 for further details).
In the following two experiments we will compare the performance of the l0 heuristic in
terms of recovery error and time complexity against l1-Magic, TWIST and FOCUSS-cndl
packages. CPU cycles have been used as a rough estimate of the execution time. The
relative recovery error metric (MSE) defined in (9.6) and the Peak Signal-to-Noise ratio
(PSNR) defined in (9.12) have been used for the noiseless and noisy collected measurements
respectively. The parameters of the sparse recovery methods are as follows (the same for both
noisy and noiseless measurements). For l1-Magic parameters are lbtol = 10
−1 as the duality
gap, µ = 2 as the factor to increase the barrier constant at each iteration, slqtol = 10−8 as
a tolerance level for the iterations, slqmaxiter = 600 as the number of log barrier iterations
and the back-projection fˆ = FuTY as the method’s starting feasible point. The FOCUSS-cdl
parameters are t = −1 as a parameter to allow normal convergence, ps=“true” to indicate
that the samples are positive, λ = 2.0e − 3 as a regularisation parameter limit, iter = 15
as the maximum number of iterations, p = 1 for the norm dp(.) used and fˆ = Fu
TY as the
method’s starting feasible point. The TwIST parameters are λ = 10−2 as the regularisation
parameter of the TV based objective function and fˆ = FuTY as the method’s starting
feasible point. The l0 heuristic’s parameters are S = 10 swarms, σ decrease factor β = 0.5
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and initial σ(0) = 2 max(f). The number of iterations T and the sparsity threshold thres, used
for the calculation of the sparsity level of the initial image K = length(find‖f‖l0 > thres)),
are calculated based on the number of measurements collected, expressed in radial lines
LL. The desired number of iterations and the sparsity threshold are defined respectively as
T = 750 and thres = 10−2 for LL < 30, while for LL > 30, T = 1000 and thres = 10−3.
The number of radial lines LL chosen for the experiments are LL = 8, 12, 28, 42, 82 which
represent 1001, 1489, 3353, 4869, 8657 samples in the FFT domain respectively.
Note that due to the very large scale of the problem, a matrix handle to a function
that computes the products of the form Fuf and FuTY has been implemented in Matlab
R2014b. This approach does not directly affect the calculations of the very large under-
sampled dictionary Fu, but this avoids its direct processing which will cause “out of memory”
error [73]. In fact, direct calculation of (FuTFu)−1 is not possible and thus the regularised
pseudo-inverse defined in (6.41) of Chapter 6 cannot be achieved. Therefore, an efficient
variation, namely FuTY +RiFu
T (FuFuTY − Y ), has been chosen for the generation of the
initial solution, where Ri is a vector of numbers, different for every swarm and randomly
generated using Gaussian distribution between 0 and 1.
Finally, a median filter is used as an optional post-processing step after the use of the l0
heuristic both for noisy and noiseless measurements. The median filter is very similar to a
moving average filter and can be used to remove small additive (spike) noise from an image
or background. However, in this case a median is calculated, instead of a mean, by sorting all
the values of the reconstructed image from lower to higher levels of intensity, and then taking
the value in the centre of the image. In general, a median filter considers each pixel in the
image in turn and calculates its value based on its neighbouring pixels values (replace it with
the median of those values). This is achieved by firstly sorting all pixel values surrounding the
neighbourhood (window) into numerical order and then replacing the pixel being considered
with the middle pixel value. If two values are in the middle, their average is calculated.
Median filter is more robust than average filter since unrepresentative/extreme pixel values
do not affect the median value significantly. It is also efficient on preserving sharp edges
than mean filter as it does not create unrealistic values in edges for an image. In Matlab,
a sorting algorithm is initially used for sorting image’s pixels and then the median of each
pixel is calculated using its 5 pixel neighbours by matrix convolution (the medfilt2() function
in Matlab uses ordfilt2() function to perform the filtering; see Matlab online documentation
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and Appendix B for more details on convolution).
9.5.2 Experiments without noise
In this experiment we compare the performance of the l0 heuristic against other competing
sparse image recovery methods, namely l1-Magic, TWIST and FOCUSS. For this purpose
three synthetic test images, Phantom, Circles and Checkerboard, of 128 × 128 dimensions
have been used under different measurement sizes, expressed in radial lines as a sampling
pattern in the frequency (FFT) domain. Table (9.3) compares the performance of these
sparse image recovery methods in terms of execution time t, measured in CPU cycles, and
recovery error, to evaluate the recovered image quality, measured as relative MSE defined
in Equation (9.10). It is important to pinpoint again that we treat N × N images as
N : N2 vectors for simplicity and efficiency in the calculations. Another important note is
that since the underlying images are real, the sampling pattern presented here returns the
real and imaginary part of the 2D FFT on the upper half plane of the (Fourier) frequency
domain, as shown for example in Figures (9.25) and (9.26). All the solvers used in recovery
methods are iterative, where each iteration requiring one application of the partial Fourier
matrix Fu. Moreover, based on the structure of the given test images, a few frequency
coefficients (magnitudes) are enough to capture most of the image energy, as most of such
types of images are highly compressible. Following this aspect, the l0 heuristic’s performance
(in accordance with all the other sparse recovery methods) is increasing as the number of
measurements increases and deteriorates as the measurements decrease, which is expected as
fewer measurements result in loss of image quality and thus loss of substantial information
(i.e. aliasing in the reconstruction).
In general, we can see that the l0 heuristic is found to have significantly better per-
formance (e ∈ [0.23, 0.28]) with smaller run times than l1-Magic for highly under-sampled
measurements (less than 12 radial lines) for the Phantom and Checkerboard images. How-
ever, in all cases TWIST is the quickest sparse recovery method but without good quality
solutions. As the number of measurements increases the quality of sparse recovery of the
l0 heuristic increases but in such cases l1-Magic outperforms all the other methods (since
UUP/RIP conditions hold). Notice two special cases here; in the binary circles image where
the l0 heuristic performs slightly worse than l1-Magic and in the Checkerboard image sam-
pled using 82 radial lines, where the l0 heuristic outperforms all the other recovery methods.
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In fact in this case the difference between the recovered and the original image is hardly
noticeable. On the other hand, the application of a median filter does not seem to signif-
icantly improve the quality of the recovered image, in contrast to the next experiment of
noisy measurements, where the median filter efficiently removes small additive noise and
improves the image quality.
The results of sparse recovery of Phantom and Checkerboard images for 12 radial lines are
presented in Figures (9.25) and (9.26). Starting from left to right and from top to bottom, the
original image is presented, the sampling pattern (i.e. measured locations or number of lines
through origin in 2D Fourier plane), the Back-projection (FuTY ), which represents direct
recovery from partial measurements, and the recovered image (estimate) using the methods
l1-Magic, FOCUSS, TWIST and l0 heuristic, with and without the application of a median
filter, respectively. The l0 heuristic achieves not only smaller recovery error but also manages
to recover the geometry of the image, including its boundaries and its separation from the
background. This is possible due to the pixel based recovery adopted by the l0 heuristic in
contrast to region based recovery used in TV-norm based methods TWIST and l1-Magic.
The l0 heuristic manages to converge smoothly towards good quality sparse solutions, despite
the non-convexity of the problem space (using a function to approximate the l0 norm). This
efficiency can be attributed to the weighted approach of backward projection step together
with the iterative hard-thresholding operator PK which encourage sparsity of the solution.
Also note that the l0 heuristic has the second highest execution time after the l1-Magic
method.
The l0 heuristic is an iterative process which keeps improving the current best solution
through iterations, provided that there is a sufficient number of measurements (i.e. we do
not have highly under-determined cases, this aspect is explained in detail in Section 9.4.2).
Therefore, if we provide a smaller number of iterations, say T = 50 instead of T = 750, we
will have very small execution time at the expense of lower quality of the final solution. In
general, there is a balance between the number of measurements, sparsity level of the object
sampled and the required number of iterations for good quality of solutions. The “ideal”
number of required iterations can only be found experimentally, but in general the smaller
the sparsity and the larger the measurements, more iterations can improve significantly the
final (optimal) solution.
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9.5.3 Experiments with noise
In this experiment we compare the performance of the l0 heuristic against other competing
sparse image recovery methods, namely l1-Magic, TWIST and FOCUSS. For this purpose
three synthetic test images, Phantom, Circles and Checkerboard, of 128 × 128 dimensions
have been used under different noisy measurements, expressed in radial lines as a sampling
pattern in the frequency (FFT) domain. This simulation follows the data acquisition and
noise levels pattern commonly followed by many real imaging devices, which collect measure-
ments along radial lines at relatively few angles, such as MRI and PET images [169, 170].
As we discussed in Section 5.2, image noise represents a random variation in brightness or
color information in images, which is not present in the original image. It is an undesirable
by-product of image capture that adds extra information and thus changes the light intensity
of the image.
In this experiment we will add a small randomly generated number 0.01 < ‖e‖l2 < 0.1
during the sampling process of the test images as a realistic simulation of sampling (hardware)
imperfections. Note that in grey-level images, darker regions are less prone to noise than
brighter regions by convention (in academic papers). The light intensity of a pixel is expressed
within a given range of values, with the smallest value always representing black colour and
the highest value the white colour. All the fractional values in between represent the tones of
grey. Therefore, brighter regions have a stronger signal (i.e. higher values) due to more light,
resulting in a higher overall PSNR. It is also expected that small additive noise will make the
images increasingly smooth at similarly low (i.e. smoother) level areas. However, based on
the structure of the synthetic test images, which are highly compressible, the effects of the
small additive noise on images are expected to be eliminated as the number of measurements
increases, for all sparse image recovery methods.
Table (9.4) compares the performance of the sparse image recovery methods in terms of
execution time t, measured in CPU cycles, and recovery error e, to evaluate the recovered
image quality, measured as PSNR defined in Equation (9.12). In general, we can see that
the l0 heuristic is found to have slightly better performance (e ∈ [17, 27]) with smaller run
times than l1-Magic for most of the radial lines in Phantom and Circles images. However, in
almost all cases TWIST is the quickest sparse recovery method but with some good quality
solutions only in the sparse recovery of the Checkerboard image. In the recovery of Checker-
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board image, the l0 heuristic achieves slightly worse or equally the same quality solutions as
l1-Magic. In general, as the number of measurements increases all sparse recovery methods
achieve better results (their PSNR increases), though the performance of the l1-Magic does
not increase significantly for more than 28 radial lines when the necessary UUP/RIP condi-
tions for noisy cases hold. Notice the case of sparse recovery of Circles and Checkerboard
images from 82 radial lines, where the l0 heuristic with a median filter over-performs all the
other sparse recovery methods. In fact, from Figures (9.28) and (9.27) the difference be-
tween the recovered and the original image is hardly noticeable. In essence, the application
of a median filter seems to significantly improve the quality of the recovered image and its
corresponding PSNR metric, in contrast to the previous experiment of sparse recovery from
noiseless measurements.
Figures (9.28) and (9.27) illustrate the sparse recovery of Circles and Checkerboard image
respectively, from M = 8657 samples (82 radial lines). This is the sampling domain in
the frequency plane which represents how Fourier coefficients are sampled long the radial
lines. In each experiment we observe 82× 256 noisy real-valued Fourier coefficients and use
different methods for sparse recovery (about 87% of the 2D Fourier coefficients are omitted).
Starting from left to right and from top to bottom, we have the original image, the sampling
pattern (i.e. measured locations or number of lines through origin in 2D Fourier plane),
the Back-projection (FuTY ), as a minimum energy recovery obtained by setting unobserved
Fourier coefficients to zero, and the recovered image (estimate) using the methods l1-Magic,
FOCUSS, TWIST and l0 heuristic, with and without the application of a median filter,
respectively. The l0 heuristic achieves not only smaller recovery error (higher PSNR) but
also manages to recover the image boundaries/edges, separate it from the background and
recover some smaller details within the image, such as the smaller darker circles in Circles
image. This is possible due to the pixel based recovery adopted by the l0 heuristic in contrast
to region based recovery used in TV-norm based methods TWIST and l1-Magic. As expected
in this case we do not have any loss of contrast, apart from the four corners of the images
again, which can be attributed to the nature of the sampling pattern expressed in radial lines.
Possible ways to correct this bias in the sampling process could be achieved by applying a
low pass filter (a threshold a-posterior to the coefficients so as to decrease the number of
non-zeros of the solution), aspect which can be an extension of a post-processing step of the
l0 heuristic. Notice again that the l0 heuristic is an iterative process and its execution time
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depends on the desired number of iterations. Higher number of iterations achieve better
estimates but increase the execution time, while smaller execution time implies lower quality
of the estimate. This is the reason that the l0 heuristic has the second highest execution
time after the l1-Magic method.
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Table 9.3: Comparison Table of sparse recovery of three images; Phantom (1), Circles (2)
and Checkerboard (3). The sparse recovery methods compared are l0 heuristic, l1-Magic,
TWIST and FOCUSS. The relative MSE has been used as an error metric e, while CPU
cycles have been used as a metric for the execution time t of each method. The radial lines
express the number of noiseless measurements collected, while values in bold represent the
“best” execution time and recovery error (experiment11.m).
Lines Back-Proj. l0-Heur. l0-Heur.(Med) l1-Magic FOCUSS TWIST
(1.)
8 e : 0.66908 e : 0.27315 e : 0.27603 e : 0.59697 e : 0.66966 e : 0.58904
t : 60.5003 t : 60.5003 t : 92.9086 t : 0.06909 t : 0.04660
12 e : 0.62087 e : 0.20861 e : 0.19888 e : 0.40929 e : 0.62146 e : 0.52923
t : 60.0974 t : 60.0974 t : 88.7959 t : 0.07365 t : 0.02496
28 e : 0.48910 e : 0.18628 e : 0.16109 e : 0.00283 e : 0.48977 e : 0.32078
t : 56.8526 t : 56.8526 t : 48.9117 t : 0.06782 t : 0.02425
42 e : 0.40316 e : 0.11973 e : 0.09869 e : 0.00015 e : 0.40368 e : 0.25174
t : 75.0842 t : 75.0842 t : 36.1695 t : 0.07441 t : 0.02656
82 e : 0.25048 e : 0.09584 e : 0.09922 e : 0.00001 e : 0.25076 e : 0.12586
t : 74.7238 t : 74.7238 t : 19.7147 t : 0.08505 t : 0.02274
(2.)
8 e : 0.40908 e : 0.09144 e : 0.06563 e : 0.06463 e : 0.40945 e : 0.25467
t : 61.1168 t : 61.1168 t : 90.1312 t : 0.06822 t : 0.02244
12 e : 0.32751 e : 0.04971 e : 0.05146 e : 0.03904 e : 0.32769 e : 0.18723
t : 61.5674 t : 61.5674 t : 75.7745 t : 0.05742 t : 0.02329
28 e : 0.20481 e : 0.01891 e : 0.03721 e : 0.01157 e : 0.20491 e : 0.10804
t : 61.3615 t : 61.3615 t : 50.7954 t : 0.06985 t : 0.05586
42 e : 0.16961 e : 0.01196 e : 0.03822 e : 0.00359 e : 0.16977 e : 0.07388
t : 86.6883 t : 83.6883 t : 48.3419 t : 0.08883 t : 0.04076
82 e : 0.08798 e : 0.00340 e : 0.04027 e : 0.00013 e : 0.08889 e : 0.03206
t : 85.2393 t : 85.2393 t : 27.2485 t : 0.09242 t : 0.02776
(3.)
8 e : 0.41492 e : 0.35965 e : 0.28742 e : 0.63083 e : 0.41515 e : 0.37162
t : 52.6925 t : 52.6925 t : 99.2223 t : 0.05081 t : 0.05366
12 e : 0.40929 e : 0.23847 e : 0.24603 e : 0.43015 e : 0.40955 e : 0.32776
t : 53.3048 t : 53.3048 t : 89.7902 t : 0.04983 t : 0.01594
28 e : 0.27782 e : 0.15561 e : 0.18063 e : 0.00026 e : 0.27805 e : 0.22183
t : 53.3320 t : 53.3320 t : 31.9543 t : 0.05187 t : 0.01507
42 e : 0.24459 e : 0.12679 e : 0.17522 e : 0.00002 e : 0.24475 e : 0.17795
t : 72.1827 t : 72.1827 t : 31.8566 t : 0.05317 t : 0.01820
82 e : 0.14084 e : 0.00000 e : 0.05483 e : 0.00005 e : 0.14093 e : 0.07243
t : 72.2845 t : 72.2845 t : 14.7561 t : 0.05821 t : 0.02005
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Table 9.4: Comparison Table of sparse recovery of three images; Phantom (1), Circles (2) and
Checkerboard (3). The sparse recovery methods compared are l0 heuristic, l1-Magic, TWIST
and FOCUSS-cndl. The PSNR has been used as an error metric e, while CPU cycles have
been used as a metric for the execution time t of each method. The radial lines express the
number of noisy measurements collected, while values in bold represent the “best” execution
time and recovery error (experiment11.m).
Lines Back-Proj. l0-Heur. l0-Heur.(Med) l1-Magic FOCUSS TWIST
(1.)
8 e : 15.6730 e : 15.5735 e : 17.1556 e : 16.0914 e : 15.6674 e : 16.7351
t : 56.7291 t : 56.7291 t : 96.7619 t : 0.06845 t : 0.02456
12 e : 16.2972 e : 17.7821 e : 18.7612 e : 18.3644 e : 16.2916 e : 17.59673
t : 55.8783 t : 55.8783 t : 96.1028 t : 0.07023 t : 0.06222
28 e : 18.2256 e : 18.9575 e : 21.6595 e : 24.8080 e : 18.2257 e : 21.2552
t : 62.1647 t : 62.1647 t : 81.1179 t : 0.07097 t : 0.07105
42 e : 19.6777 e : 18.7847 e : 23.0448 e : 25.2234 e : 19.6848 e : 22.6748
t : 84.5506 t : 84.5506 t : 77.3003 t : 0.07368 t : 0.06918
82 e : 22.5738 e : 20.6052 e : 25.5548 e : 25.2163 e : 22.6105 e : 24.9581
t : 82.2985 t : 82.2985 t : 54.7971 t : 0.08586 t : 0.02148
(2.)
8 e : 14.4853 e : 21.4546 e : 22.5962 e : 23.6490 e : 14.4793 e : 18.4721
t : 52.3849 t : 52.3849 t : 89.8635 t : 0.05034 t : 0.05609
12 e : 16.3841 e : 22.7591 e : 25.0912 e : 24.4050 e : 16.3815 e : 20.9539
t : 60.4316 t : 60.4316 t : 87.5857 t : 0.05623 t : 0.02527
28 e : 20.2018 e : 23.8147 e : 26.8808 e : 25.3689 e : 20.2019 e : 24.2274
t : 59.9151 t : 59.9151 t : 65.6527 t : 0.06328 t : 0.01877
42 e : 21.5017 e : 24.9077 e : 27.5660 e : 25.3416 e : 21.5012 e : 25.2558
t : 85.1067 t : 85.1067 t : 72.4995 t : 0.06799 t : 0.01826
82 e : 24.6437 e : 25.5414 e : 28.9071 e : 25.1371 e : 24.6154 e : 26.0794
t : 74.2339 t : 74.2339 t : 51.5615 t : 0.06403 t : 0.01801
(3.)
8 e : 11.9150 e : 9.62794 e : 12.2704 e : 8.32022 e : 11.9110 e : 13.6331
t : 54.2372 t : 54.2372 t : 102.669 t : 0.05843 t : 0.04863
12 e : 12.0262 e : 10.0646 e : 12.7152 e : 11.5270 e : 12.0216 e : 13.9332
t : 54.7588 t : 54.7588 t : 95.5804 t : 0.05726 t : 0.01458
28 e : 15.3132 e : 23.3275 e : 24.2670 e : 25.5979 e : 15.3088 e : 17.1630
t : 54.9187 t : 54.9187 t : 80.6681 t : 0.05884 t : 0.01664
42 e : 16.3322 e : 21.0658 e : 23.9796 e : 25.1355 e : 16.3298 e : 19.7025
t : 73.6521 t : 73.6521 t : 73.7737 t : 0.05395 t : 0.02030
82 e : 20.4020 e : 26.7823 e : 27.5085 e : 25.2984 e : 20.4286 e : 23.7904
t : 73.9348 t : 73.9348 t : 57.2699 t : 0.06460 t : 0.02185
Chapter 10
Concluding remarks and future
research
The aim of this thesis was two-folded; to survey and provide the mathematical foundations
of a novel research field, called Compressed Sensing (CS) method, and also to introduce a
new swarm based heuristic with a direct application into this field. CS has recently attracted
considerable research, with several new application areas [100], as a framework for simulta-
neously sampling and compressing signals and images where the standard sampling process
is not feasible or very expensive. This new sampling scheme does not follow the principle
of conventional approach depicted by the sampling theorem of Nyquist-Shannon. The goal
is to efficiently recover any type of signal, such as speech and image data, using what was
previously considered as highly incomplete and inaccurate (under-sampled) measurements.
This is an ill-posed inverse problem, which can be solved as an l0-norm based (non-linear) op-
timization problem (NP-hard problem), with the aim to find the best fit which minimises the
difference between the solution and the observations while satisfying all the given constraints.
Several sparse recovery methods, software packages and optimisation principles have been
introduced for solving this problem, which were also defined and presented in this thesis. In
this thesis a novel swarm based heuristic for sparse recovery is also introduced for efficiently
recovering signals and images with high probability. It is an iterative process which finds an
approximation of the l0-norm based problem, viewed as a combinatorial optimization prob-
lem, by iteratively re-weighting and minimising the difference between the solution and the
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observations. In each iteration every swarm calculates and carries a slightly different feasible
solution based on the current best (optimal) solution, which is necessary so as to avoid being
trapped to one of the numerous local minima. In general, this l0 heuristic achieves fast and
efficient sparse recovery, compared to other conventional recovery approaches, particularly
for severally under-sampled and over-sampled cases even under the presence of (small) noise,
based on experimental results discussed.
Chapter 9 presented a number of experiments where the l0 heuristic is compared with
other sparse recovery methods, such as OMP, COSAMP, AIHT, LASSO, SL0, IRLS and
software packages, such as L1-Magic, NESTA, CVX, FOCUSS, TWIST, in sparse signal
and image recovery. The performance of each sparse recovery method is measured in terms
of execution time (in CPU cycles) and recovery error (e.g. expressed as MSE, SNR and
PSNR) under different sparsity levels (from highly sparse to weakly sparse vectors), sam-
ples sizes (from highly under-sampled to over-sampled cases), types of Sensing matrices
(Uniform, zero-one, Normal, exponential, geometric, Poisson, Pareto), Unitary transforms
(FWHT,DFT,DCT), different levels of noise during the sampling process and different syn-
thetic test images. The l0 heuristic is able to recover real and complex-valued sparse vectors
under linear time complexity, in contrast to other recovery methods, such as LASSO, l1
minimisation principle, NESTA and l1-Magic, which require quadratic time complexity.
The l0 heuristic is particularly efficient in recovering sparse vectors with small recovery
error from severely under-sampled and over-sampled measurements, on condition that the
vector is sparse enough. For example, for an 70-element real-valued vector with 10 non-zero
entries, efficient recovery (10−1) can be achieved from less than 23−25 measurements, using
the l0 heuristic in contrast to 30 measurements required by AIHT, IRLS, LASSO and 35
measurements required by OMP and l1 minimisation principle to achieve the same or better
level of accuracy. Efficient recovery (10−50) for the same vector is also possible from over-
sampled measurements (70− 80 samples), using the l0 heuristic, while other sparse recovery
methods, such as OMP, AIHT, IRLS, NESTA, fail since the solution guarantees (UUP and
RIP conditions) are only conjectured to work in such cases. However, for samples sizes
between 35 and 50 the recovery error of the l1 minimisation principle is 10
−40 and 10−25 for
the SL0 method, in contrast to the recovery error between 10−8 and 10−30 for the l0 heuristic.
Similar results are also possible under the presence of noisy measurements, on condition that
we have bounded small additive noise and enough measurements (at least twice the sparsity
271
level). Sparse recovery using the l0-heuristic is also possible using sampling matrices with
entries drawn from probability distributions (e.g. exponential, geometric, Poisson, Pareto)
which are not supported by the majority of sparse recovery methods, such as OMP, IRLS,
AIHT, LASSO, AIHT, NESTA and l1 Magic. These probability distributions do not impose
guarantees for the stability of the derived solution as they do not satisfy UUP and RIP
conditions, in contrast to Normal and Rademacher distributions used in CS. For example, a
200-element real-valued vector with 20 non-zero entries can be efficiently recovered from 50
samples, drawn from the Poisson and Pareto distributions, with 10−10 recovery error.
Towards this perspective the l0 heuristic was tested to a variety of problems and cases
in order to check how stable and categorically meaningful solutions we can derive from
synthetic data. Its ability to perform well on such diverse inverse test problems appears
to be at least the necessary condition for a heuristic to be trustworthy and robust. The
experimental results discussed in Chapter 9 suggest that the l0 heuristic is able to recover
the dictionary and the sparse elements of test vectors (signals or images) with a reduction
in time complexity, performance and error, in contrast to other competing sparse recovery
methods (iterative, greedy and Basis Pursuit). Its advantages can be summarised as: linear
time complexity, efficient recovery for severely under-sampled and over-sampled cases, weaker
conditions than those required by UUP and RIP properties suggested in CS theory, problem
size reduction (by thresholding K largest entries), efficiency in small random additive noise
levels and geometry preservation (edges/boundaries) in sparse image recovery. Another key
advantage of the l0 heuristic is its adaptability based on the type of the problem and the
desired accuracy.
We have shown in Section 9.4.2 that for highly under-sampled measurements a small
number of iterations (usually twice the level of sparsity) is enough for efficient recovery,
while for moderately under-sampled and over-sampled cases, as the number of iterations
increases, the level of the accuracy of the estimated solution increases. Furthermore, there
seems an interconnection between the number of measurements, sparsity levels and the l0
heuristic’s number of iterations. The smaller the sparsity level and the smaller the number
of measurements, the smaller the number of iterations needed for efficient recovery. As
the number of measurements increases for small sparsity levels, an increasing number of
iterations will improve further the estimated solution. This provides high adaptability of
the l0 heuristic but requires the a-priori knowledge of the sparsity level of the vector to be
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recovered. This problem, also common in other sparse recovery approaches such as OMP,
AIHT, LASSO and TWIST, can be overcome using the pseudo-inverse or the back-projection
from the measurements as a good estimate of the sparsity level of the under-sampled vector.
At this point, it is also important to summarise the drawbacks of the l0 heuristic, some of
which are also common to other sparse recovery methods and to CS theoretical framework
in general. The main open problem in sparse recovery is still the reduction of the number
of the required measurements, used by sparse recovery methods, to the theoretical bound of
K+ 1 (K is the sparsity level) given in [40, 41]. This is still NP-Hard in terms of complexity
[92, 146], though there is no formal condition to theoretically guarantee or refute this bound,
in a similar way that RIP and UUP guarantee that the solutions of l0 and l1 norm based
problems are equivalent [189]. Although the l0 heuristic is able to recover a sparse vector in
severely under-sampled cases, it cannot achieve this theoretical measurement bound. This
can be attributed to the approximation of the l0 norm by a smooth, easy to differentiate
function, used by the l0 heuristic. Note also that the l0 heuristic performs equally better
or worse than other approaches (l1 minimisation principle, l1 Magic) for moderately under-
sampled measurements, where RIP and UUP conditions hold.
Furthermore, the design of sensing matrices, remains open and less regularly discussed
in the literature [189]. Although it is easy to verify if a sensing matrix satisfies UUP and
RIP properties, the design of such matrix is NP-Hard and no conditions for designing such
matrices have been introduced [189]. This imposes two major implications; the need of
randomness as an inherent step of the sampling process (satisfying the low mutual coherence
property) and the restriction to small bounded additive noise levels for efficient recovery
[40, 50]. These are common problems for all known sparse recovery approaches including
the l0 heuristic. Towards this research direction the use of different types of filters (hard
or soft thresholding, median or moving average filters) can be an important improvement
in the performance of the l0 heuristic for sparse vector recovery from noisy under-sampled
measurements.
A closely related open problem is the design of efficient sparse recovery methods which
are not limited by a specific choice of dictionaries. In our experiments we showed that
frequency dictionaries in general yield better over-complete decompositions as transformed
vectors can be represented by only a few non-zero atoms (coefficients) and thus enhance
their sparsity level. In essence, the l0 norm based problem, though efficient for smaller
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sample sizes in contrast to l1 and l2 norm based problems, still depends on the sparsity of
the vector (signal or image) and thus limited by the nature of the over-complete dictionary.
In theory, using combined sparsifying transforms we could enhance the sparsity and thus the
morphological diversity of a vector and as a result the l0 heuristic’s performance. The concept
of morphological diversity can introduce new data modelling frameworks as a sequence of
over-complete waveform dictionaries allowing us to represent and recover a vector very fast
and even efficient recovery with only one (in theory) coefficient [186, 213, 215]. The core idea
behind this area is that atoms in a dictionary can be modelled as the sum of components
which look morphologically different using implicit fast analysis and synthesis operators
[185, 186]. In practice, a few transform domains are enough to form a set of dictionaries
which sparsify different types of vector features and thus enhance the sparsity level [165,
185, 186]. For instance, it has been proposed in [213] that by combining the Fourier and
Wavelet Dictionaries, both stationary and localised features of signals can be well-represented
(sparsifying certain types of structures). High separability (morphological diversity) of atoms
in a dictionary can also enhance robustness in noise levels or model imperfections [186]. MRI
images constitute a representative example where combined sparsifying dictionaries, with
low mutual coherence according to RIP, yield fast and implicit recovery [165, 213]. In this
case, every feature/component of the image is sparsily represented by different dictionaries,
choosing the best sparsest representation among all possible combinations of sparsifying
transforms. In line with the results in [165, 185, 186, 213] further theoretical analysis and
simulation results are required so as to explore this aspect in terms of the l0 heuristic’s
performance.
Another possible direction to overcome the problem with the frequency dictionaries is
to adapt the l0 heuristic so as to learn an over-complete representation, which can encode
signals or images more efficiently than complete non-adaptive bases learnt from data, such
as Fourier or Wavelet bases. In sparse representations and descriptions it is very common to
deal with very large dictionaries where N is on the order of at least 106 [28, 215]. To be more
efficient a combined dictionary learning and sparse-inverse solving method, which exploits the
dictionary’s structure of the signal derived, can be introduced. Both of these methods can run
in parallel so as to track dictionary evolution until a convergence criterion has been satisfied
(i.e. small recovery error metric). This can be based as an extension of FOCUSS method
[116, 144]. One possible way to achieve this is to generate randomly encountered sampled
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signals at each iteration instead of the original training set (measurements). We also have
to ensure that the dictionary learning algorithm is sensitive to new data so that dictionary
tracking can occur. This could be done by adaptive filtering of the current dictionary estimate
corrected by new data generated, based on modeling their relationship in an iterative manner
[157, 210]. A similar approach can be the use of adaptive filtering based on similarity kernels,
such as Bilateral filtering based on the Euclidean distance, Kernel Regression 27 based on the
spatial distance and LARK based on Geodesic distance 28 [137]. This approach can robustly
obtain the signal/image structure leading to a relatively high improvement in performance
for over-complete representations.
In terms of better scalability, another venue of research would be to adapt Levy flights
(paths) in the generation of new solutions, as an extension of the swarm based l0 heuris-
tic. Direct path sampling or Levy construction refers to a stochastic interpolation method
introduced the French mathematician Paul Levy in 1940. It constitutes a generalised inter-
polation method, where a path is created based on a local construction discipline [115, 214].
By selecting an interval [a, b] a path is created by a stochastic interpolation of its two end
points x(a) and x(b), without considering any other information outside the chosen inter-
val. This construction is actually based on the Levy distribution which is closely related
to stable distributions, along with Cauchy and Gaussian distributions, firstly introduced by
Levy [115, 207]. These are reliable distributions widely used by mathematicians to explicitly
model empirical data in a variety of practical problems and have many interesting mathe-
matical properties. In particular, stable distributions are a class of probability distributions
which allow skewness and heavy tails [115, 207]. Another important property they have is
that the sum of two independent random variables drawn from these distributions is itself
a random variable following the same probability distribution [115, 207]. Moreover, apart
from the addition rule for the random variables we also have that the mean of the sum of
random variable is the sum of their means and the variance of their sum is also the sum
27A locally adaptive regression kernel is an estimation technique to fit the given data without any assump-
tion on the underlying distribution. The idea is to assign a weight to each observation based on the distance
from a given data point using a simple non-parametric function depending only on the data given, using for
example conditional probabilities.
28Geodetic distance is a simple distance metric between coordinates given as d(X,Y ) = ∆XTC∆X +
∆XTX, where ∆X = [dX, dY ]T is the difference in spacial coordinates X,Y as dX = Xi −Xj and dY =
Yi − Yj for any {Xi, Xj} ∈ X and {Yi, Yj} ∈ Y and C = [Z2X + 1 ZXZY ; ZXZY Z2Y + 1] represents
the derivatives of the coordinates, in a similar way as TV norm is defined, with ZX = Xi+1 − Xi and
ZY = Yi+1 − Yi [137].
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of their variances, as the shape of these distributions is stable or unchanged in such cases
(i.e. property of normalised and centred sums of independent, identically distributed random
variables) [115, 207]. A generalised version of the Levy distribution can be defined with the
following probability density function [115, 214]:








(x−µ)3/2 if 0 < µ < x < +∞
0 otherwise,
where µ > 0 is a parameter called minimum step (usually µ ∈ (0, 2)) and c > 0 is a scaling
parameter. Obviously, when x→ +∞ then [214]:






Levy random walks/paths (sampling a path using a Levy distribution) are known to be very
efficient in exploring large scale search spaces [115, 214]. At this point it is also important to
mention different metrics for cumulative distribution functions (cdf) on a given metric space
29 as a probability measure on random variables defined over a set. Levy distance between
two cdf f, g : R→ [0, 1] [108, 214]:
(10.3) dL(f, g) = inf {|∀x f(x− )−  ≤ g(x) ≤ f(x+ ) + }
Kolmogorov distance between two cdf f, g : R→ [0, 1] [108]:
(10.4) dK(f, g) = sup |f(x)− g(x)|
Prokhorov distance between two cdf f, g : R→ [0, 1] [108]:
(10.5) dP (f, g) = inf { > 0|f(A) ≤ G{A}+  ∀A ∈ R},
for any subset A ⊂ R the closed neighbourhood of A is defined as [108]:
(10.6) A = {x ∈ R| inf
y∈A
d(x, y) ≤ }
29A metric space is a vector space with norms for calculating distances between members of the set, such
as the Hilbert space. For further details please see Appendix B.
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Alternatively, another possible direction is to follow the non-linear dimensionality reduc-
tion algorithms which adapt a graph embedding framework for solving undirected weighted
graphs [129]. Given a data set of samples Y = [Y1, Y2, . . . , Ym] in M -dimensional space we
can create a M ×M data-dependent similarity of affinity matrix 30 W , where the weights
wij ∈ [0, 1] are used to measure the distance between the two sample observations. A popu-
lar approach to measure neighbourhood relationships between samples yi and yj makes use
of the heat-kernel (i.e. feature descriptor as a vector for representing pixels’ local or global
geometric properties for shape analysis in 3D images) namely [1, 129]:
(10.7) wij = exp(−‖Yi − Yj‖l2
γiγj
),
where γi = ‖Yi − Y kni ‖ denotes the local scaling of data samples in the neighbourhood of
Yi and Y
kn
i is the k-nearest neighbor of Yi. This result has been shown very effective in
preserving local properties of the data samples with strong adaptability due to the use of
the scaling parameter γ. A more thorough analysis about heats kernels on metric spaces,
their properties and their applications can be found at [1, 129].
A slightly different approach to the l0 norm based problem can be the investigation
of the use of the nuclear norm (sum of singular values) of a matrix, which is often used by
many heuristics for rank minimisation, matrix factorisation and completion in control theory,
multi-task learning, adaptive filtering, signal processing and statistics [9, 28, 98]. Recently
the role of the nuclear norm in convex heuristics has been used as an extension (reformula-
tion) of the l1 constrained minimisation techniques for cardinality minimisation and sparse
approximation. Notable research and extensions to nuclear norm methods are discussed in
[9, 13, 28, 47, 75, 98]. In particular, the problem of minimising the nuclear norm approxima-




or it’s penalised regularised variation (or Trace Lasso) using a small parameter % > 0,
(10.9) min
X
1/2 ‖C(X)− Y ‖l2 + %‖C(X)‖∗,
30Affinity matrix represents the sum of the probabilities of all paths that can be traversed between two
edges (position and direction between two edges) of a graph.
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where X are the non-zero entries of a sparse matrix C(X), Y ∈ RM×N is the samples matrix,
C(X) = c1x1+c2x2+. . .+cNxN is a linear mapping from RN to RM×N . The norm ‖.‖∗ denotes
the nuclear norm on RM×N , which is the sum of singular values of a matrix, sometimes also
known as trace norm, Ky Fan norm and Schatten norm, while the ‖.‖l2 denotes the l2 norm
[9, 28, 98]. Note that in some cases the l2 norm in Equation (10.9) is substituted by a loss
function, which is strongly convex, so as to enhance the prediction of C(X) given Y [98]. In
general, both problems defined in Equation (10.8) and (10.9) are robust and stable estimators
which achieve unique minimum. Indeed, the rank of a matrix X is not a continuous function
and thus it is relaxed by the sum of its singular values, expressed as a norm, usually referred
to as trace or nuclear norm. Many of the sparse recovery methods designed for the l1 norm
may be extended and used with the nuclear norm as a convex relaxation with a number of
applications. For a detailed treatment on this area of active research see [9, 28, 98].
Usually the nuclear norm can be viewed as a convex heuristic for the rank minimisation
problem (i.e. min rank(C(X)− Y )) which is NP-Hard [124]. This minimisation of non-zero
singular values (minimisation of the number of linearly independent rows/columns) is of
particular interest as a rank of a matrix indicates its linear independence. The singular values
of a square matrix, say A are also the square roots of the eigenvalues of A∗A, where A∗ is the
conjugate transpose or conjugate adjoint of matrix A. Also, the nuclear norm of a diagonal
matrix is the l1 norm of a vector formed by its diagonal elements, namely, ‖diag(X)‖∗ =
‖X‖l1 for a vector X. Note also that in some problems the nuclear norm is substituted
by the Frobenius norm (i.e. ‖X‖F = trace(XTX)), which is mathematically tractable and
efficient [116, 124]. In fact, the squared Frobenius norm is used to measure the size of a
matrix with the aim to choose the most appropriate scaling factor of coordinates as a linear
function (e.g. min 1/2‖C(X) − Y ‖F ) [28, 124]. Many efficient implementations of interior
point and penalty decomposition (PD) methods, which exploit the linear matrix structure
in low-rank matrix approximations (as a convex regularised rank minimisation problem),
have been introduced for the nuclear norm minimisation problem [126, 127]. Towards this
approach it would be interesting to provide a theoretical analysis and the necessary conditions
(relevant to RIP/UUP properties) for efficient sparse recovery of low rank matrices used in
CS framework via nuclear norm optimisation. In particular, it could be possible to extend
PD methods so as to solve the l0 norm based problem since PD methods involve quick
vector operations which are known to be efficiently applied in similar areas, namely sparse
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logistic regression and sparse covariance selection [126, 127]. More details about numerical
methods of minimising the nuclear norm, gradient and PD methods for smooth nuclear norm
approximation and their variations can be found in [28, 124, 127].
A highly related with increasing popularity problem in statistical learning and signal
processing is that of matrix completion, where data organised in a low-rank matrix can have
missing entries due to e.g. limitations in the acquisition process [47, 127]. As a representative
example consider the task of inferring answers in a partially filled out survey, derived from
questions being asked to a collection of individuals [47]. Similar problems with scientific
interest are the linear coding and distributed sensing problems. The linear coding problem
can be described as a dual problem in CS, where a signal X ∈ RN is expanded into a larger
signal AX ∈ RM where M > N instead of M < N to be transmitted over a noisy network
[39, 48]. Even if parts of the transmitted signal are corrupted, so that the data received is
of the form Y = CX + e for some sparse e (representing packet loss of corruption), one
can recover X efficiently in many cases. The main concept is to view e, rather than X
as the signal, in which case one can convert things back to a CS problem [39, 48]. On the
other hand, in distributed sensing problems, signals are considered multidimensional with
the aim to recover them in time, space, etc. [84]. In such cases we assume signals can
be encoded into a more complete structure through the use of an appropriate basis Ψ [84].
This collection (ensemble) of signals as a L × N matrix (X = [X1, X2, . . . , XL] ∈ RN),
where signals correspond to matrix columns and rows represent values of signals in time,
location, etc. can be used as an efficient extension for designing better and more robust
sparse construction and recovery approaches.
A newly developed application of sparse recovery methods and CS theory in general is
the area of satellite image processing and analysis, briefly discussed in Section 3.7.3. Floods,
volcanic eruptions, earthquakes and meteorites/comets have long been monitored closely,
with the aim to analyse them as potential threats on towns or farmlands. In particular,
recent technological advances have enabled us to observe the rise of mountains, the opening
of sea basins and the ebb and flow of ice, together with the measurement of the weathering of
rockfaces (e.g. rock deformation, erosion and deposition) as well as the infall of interstellar
dust from space, from one year to the next, continuously around the globe [58, 202]. All these
developments gave impetus to Planetary Geology, Terrametry and Space Exploration as a
way of measuring geology changes and understanding the underlying processes as well as their
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historical perspective. Image processing and analysis was an integral part of recent planetary
missions led by NASA, the European Space Agency, and other national agencies served as an
understanding of the composition, internal dynamics, internal structure, thermal evolution,
and surface character of both rocky and icy worlds (e.g. the Cassini probe). Volcanoes,
impact craters, ice caps, dunes, rift valleys, rivers, fossil fuels and oceans are features of
extra-terrestrial worlds as diverse as Mercury and Titan. Different types of filters and image
enhancing techniques are now used so as to allow more light to get through the telescope as
an efficient way to assign different colours to different filter exposures [58, 202]. This can ease
data analysis and enhance our understanding on different planetary bodies and their recent
changes subject to earthquakes, landslides and climate change. By combining extensive use
of imagery, the results of laboratory experiments and theoretical modeling, geology scientists
are now able to use different methods so as to better understand the very origins of our Solar
System. Some primary results on experiments where CS has been used for analysing and
processing satellite images can be found at [58, 173, 186].
As a particularly useful and of immediate practical interest the l0 heuristic could be
extended and used in some real life satellite images publicly available in NASA, JPL, ESA
and Space Science Institute websites as TIFF, JPEG or PNG files that are widely used
for comparing and research purposes. Towards this approach, the heuristic could adopt a
similarity feature so as to classify and compare and then compress these images for more
efficient storage and cataloguing. The cross correlation metric of the mean light intensity of
an image f(i, j) can be used for this purpose, namely [58, 111, 182]:
(10.10) c =
∑
i,j(f1(i, j)− f2(i, j))√∑
i,j(f1(i, j)− f2(i, j))2
,
which measures the ratio between the covariance of the two images and the product of their
standard deviation in terms of light intensity f1(i, j), f2(i, j) respectively. The correlation
values range on an absolute scale from [−1, 1] which gives a quantitative linear indication
between the similarity of two images.
An alternative approach is to use the mutual information for this purpose. The mutual
information between two image is expressed in terms of entropy 31 of images which actually
31Image entropy used in many compression tests can be calculated as [58, 111]: Entropy = H =
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measures how well we can predict an arbitrary pixel in an image. For example, in a complete
homogenous image we have zero uncertainty while in an image of different tones of gray level
we have high uncertainty. In terms of a histogram 32 of the pixel values of an image, a large
sharp peak implies low entropy as we have a homogenous image, while broad peaks yield
high entropy [63, 160]. This process assumes that if the two images are similar, their entropy
will be minimum as peaks of corresponding pixel values are sharpest (i.e. overlap). On the
other hand, if the images are different the sharpness of the peaks will decrease and thus
resulting in high entropy. Given two images (1, 2) the mutual information M12 of the images
is defined by [58, 63, 160]:
(10.11) M12 = H1 +H2 −H12,
with H1 and H2 the entropies of the two images and H12 is the entropy of the joint image.
In this case we want to maximise the mutual information and thus to minimise the joint
entropy so as to check whether the two images are matched. Note that individual entropies
need to be maximised also so as to include cases where the images are shifted or rotated so
as only a small region of their background overlaps. By this way we consider all cases where
even small overlapping regions of the images contain enough information of the images for
comparison.
Note that both cross correlation metric and mutual information can also be used in
computerised axial tomography (CAT) scanning images as well. CAT incorporates FFT in
order to scan and reconstruct an image of a human body from measurements collected by X-
RAY beams [117]. CAT method collects information about the human body using different
views in a cross-sectional plane so as to synthesize the tomogram (display of a human body
in an anatomic plane at a given orientation) needed for further processing and analysis [117].
Towards this research direction, medical Imaging is another area of the most promising CS
applications. For example, CS can reduce the time needed for sampling all the data in MRI
angiogram, without much of details being lost. In fact, MRI angiogram, revealing the blood
vessels of a patient, can be enhanced by various speeds and levels of compression. CS can
−∑j Pj log2 Pj , where Pj represents the histogram counts, i.e. the probability of a difference between
two adjacent pixels’ light intensity. For example, for two pixels we have H = −(p log2 p+(1−p) log2(1−p)),
where p is the probability of two adjacent pixels.
32The entries of a histogram denote the number of times a particular light intensity value of an image is
encountered; it denotes the probability distribution of the pixel values of an image [58, 182].
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retain both high resolution and contrast compared to other competing techniques, reduced
sampling resolution and zero-filled sampling [42, 169, 170].
Similar area of scientific research, which is worth exploring as a potential application is
the investigation on how CS and Statistical Mechanics could be introduced and combined
together so as to efficiently analyse molecular interactions is the protein-DNA interactions
[4]. Molecular interactions act as incoherent sensors for measuring the energy of interactions
between atoms and thus the attraction between specific pairs of atoms in the protein and
DNA, which formulate the signal vector. These crystal structures are usually obtained (sam-
pled) by X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy and are
publicly available for research through the Protein Data Bank [4, 150]. In contrast to con-
ventional methods, which are heavily based on statistical correlations, on some hypothesised
physical theory the new method proposed in [4] determines inter-atomic interaction energy
potentials of a molecular system from randomly generated measurements. In fact, without
any a-priory assumptions or extensive domain knowledge of the underlying theoretical mod-
els, it was possible to predict the energy between proteinDNA complexes with overwhelming
probability of approximately 90%, compared to traditional computational methods which
achieve approximately 60% [4, 150]. This achievement also has another potential applica-
tion in Gene theory, where proteinDNA complexes are bound together to create new genetic
material into the patient [4, 150].
Altogether the advances made by this thesis open up a number of potential novel research
paths that we believe may help make rapid progress in the field of CS. Further experimen-
tation and analysis would be also beneficial in domains where a physically or biologically
meaningful sparse solutions are sought and areas with more realistic applications, such as
biomedical imaging, geophysical seismic data and objects tracking. Given the increased
number of published papers in the area of Compressed Sensing and its closely related areas
(sparse recovery, regression and low rank correlation matrix problems), we expect many new
results and heuristics to appear soon. Towards this end, further advances in these areas and
their applicability in many different areas, may motivate new sparse recovery and processing
methods or improvements of the most commonly applied ones, including the least-absolute
shrinkage, selection operator (LASSO) and it’s weighted variations, so as to outperform ex-
isting methods in terms of solution quality and complexity. This thesis can also serve as a
reference that attempts to summarise and solve an alternative framework of CS with a num-
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ber of applications and thus encourage further research into this unknown, yet interesting,
scientific forefront. Ultimately, the results presented in this thesis highlighted new directions
as well as new relations to more traditional sparse recovery methods, with the hope of serving
both as a quick review of this emerging field and as a reference for researchers who attempt
to implement some existing ideas in perspective of practical and theoretical aspect.
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Appendix A
Finite dimensional vector spaces
During the last few years there has been a tremendous progress in the area of image
processing and particularly in image analysis using different spaces which represent an image
as a vector. An image can be interpreted as a representation of a vector in a Banach, Sobolev
or more commonly in a Hilbert space 33. For this reason sometimes Banach, Sobolev or
Hilbert spaces are also called vector spaces. Note, however, that by the term vector spaces
we do not mean ordinary vectors in RN or CN (vectors of length N) but “spaces of vector-
like objects” where more general sets of objects (e.g. functions) follow some basic algebraic
properties of vectors. These vector spaces, just as the conventional vectors, can either be the
real R or complex numbers C. Furthermore, normed spaces are simple metric properties (e.g.
Euclidean distance), while an inner product space simply augments geometric properties (e.g.
angles).
Although real life signals, such as images, are formulated in the continuous domain we
need to develop signal processing methods for discrete cases so as to efficiently implement
them on a computer. We are also interested in nonband-limited cases 34, which are more
33For a more detailed analysis and formal proofs you can refer to [164] (Chapter 19, Infinite Dimensional
Spaces), [3] (Appendix, Review of Hilbert Spaces), [174] (quick yet thorough overview of Hilbert space and
its properties) and [216] (Chapters 1 and 2, Inner Product and Normed Spaces).
34A signal is said to be a band-limited signal if all of it’s frequency components (in Fourier transform)
are zero above a certain finite frequency (it’s power spectral density is zero above the finite frequency).
In other words, if the Fourier transform or power spectral density has finite support (i.e. finite frequency
content) then the signal is said to be band-limited [155, 156]. The simplest case is the sinusoidal signal (e.g.
f(t) = sin(ωt)), whose Fourier transform consists of a delta function centred on the frequency of the signal. A
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general and imply the need for continuous-to-discrete and discrete-to-continuous conversion
systems in contrast to the traditional wisdom dictated by the famous Shannon-Nyquist
sampling theorem. In fact, the formulation needed in Unitary transforms, such as Fourier,
Wavelets, etc. together with the input and output of a system 35 need to lie in certain signal
subspaces.
Unitary transforms, as a commonly used tool in signal/image processing, are based on
vector spaces. These transforms are defined by a number of basis functions which are peri-
odical so as enhance the sparsity of a vector. In general, the aim is to find a representation
for vectors in a separable vector space, analogous to an orthogonal vector basis in a finite-
dimensional space (discussed in Section 2.3). For this reason Banach, Sobolev and Hilbert
spaces structure has been used to efficiently represent signals which are functions of continu-
ous variables as sequences of numbers in discrete representation (using an orthonormal basis)
so as to be processed numerically (as a set of functions in a dictionary). Finite dimensional
spaces also have high applicability in other areas such as communications, astronomy, seis-
mology, biomedical engineering and crystallography [99, 164]. Finally, note that throughout
this thesis we consider functions whose corresponding space can be defined by the l2 norm
with respect to R or C and are uniquely characterised by a sequence of coefficients in a
known basis. We also consider only dictionaries which are complete in a vector space and
thus they can uniquely approximate any given function as a linear combination of elements
in a dictionary. Therefore, only orthogonal dictionaries are considered as they achieve a good
K term approximation by collecting the K largest coefficients in a basis. This dictionary
can be a wavelet basis for a vector space (Lp, 1 < p <∞), the canonical basis (i.e. standard
basis defined by the dirac delta function) or more generally a Unitary transform basis.
Preliminaries [3, 65, 99, 164, 216] Here, we will assume that matrices are relatively simple
examples of linear operators which operate on finite dimensional spaces. A general definition
of a linear vector space S over a set of real R (or complex C) numbers is a set of entities
called vectors or alternatively elements of a space, which can be combined such as a way
band-limited signal can be reconstructed exactly if it is sampled at more than twice the maximum frequency
present in the signal (Shannon-Nyquist sampling theorem). Sampling as a general concept converts a signal
of continuous domain to one of discrete domain.
35A System, in the sense of this thesis, is any physical set of components that transforms (performs an
operation such as a transform) the input signal into the output signal [155, 156].
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that:
w = au+ bv ∈ S ∀u, v ∈ S and ∀a, b ∈ R
The real values a,b here are considered as scalars, i.e. small numbers. We say that vectors




where ∅ represents the zero vector (i.e. vectors are perpendicular or orthogonal to each
other). Note that this relation is satisfied only if all the aj are zero. Moreover, the space is
K-dimensional if no set of linearly independent vectors contains more than K elements. Let
x1, x2, . . . , xk be a set of linearly independent vectors in an K-dimensional space. Any other





must exist, with K real numbers ui. This is a unique representation due to the assumed
linear independence of xi. Any set of x1, x2, . . . , xk which permits a representation of an
arbitrary element of the space in this way is called basis in K-dimensional space SK . Any
K-dimensional space has a basis, which contains exactly K linearly independent vectors, and
any set of linearly independent vectors x1, x2, . . . , xl, with L < K, which can be combined
by vectors xl+1, . . . , xk, so as the combination of two sets forms a basis. The ui are also
called coordinates of u in the basis x1, x2, . . . , xk. This representation forms a one-to-one
correspondence between a K-dimensional linear vector space SK and a space of RK (or
CK) of K-dimensional sets of real or complex numbers. In fact, all K-dimensional vector
spaces can be represented by a space of K × 1 vectors consisting of the coordinates of the
elements of the vector space. The set of all possible linear combinations of L given vectors
u1, u2, . . . , ul ∈ SK (with |1, 2, . . . , l| = L < K) is also a subspace of SK , spanned by these L
vectors. Obviously, by definition SK and ∅ are also trivial subspaces of dimensions K and
0 respectively.
Consider now two subspaces S1 and S2 which have an empty set in common (∅). Then
every u ∈ S can be represented as u = u1 + u2, when u1 ∈ S1 and u2 ∈ S2. Thus, S is
308 APPENDIX A. FINITE DIMENSIONAL VECTOR SPACES
decomposed into the sum of two subspaces as S = S1⊕S2. Assume now more generally that
uj represents a vector u on a basis xj of S
K as previously. Assume also that a L×K matrix
A = aij preforms a linear transformation correspondence between the vector u ∈ SK and a





In general, if the space is finite dimensional then the sum is finite and by definition all the
bases have the same number of elements. Otherwise, if the space is infinite dimensional and
separable, all the bases have a countable infinity of elements. In either case, the definition
defines actually a linear operator matrix A, which can be written in vector notation as
v = Au. This set of vectors Au ∈ SL ranges over the entire space SK and it is actually a
subspace spanned by vectors Au1, Au2, . . . , Auk which are not necessary linearly independent.
The set of vectors u such that Au = ∅ is the null space or kernel of A, denoted by
Null(A) or kernel(A). The maximum number of linearly independent vectors in Null(A)
is called nullity of A. Notice, however, that it is possible a non-zero vector u may exist
such that Au 6= ∅, but A2u = ∅. Finally, note that as we have discussed in Section 2.3
the matrix A is also called transformation matrix, as it determines a linear one-dimensional
transformation. In other words, A contains the coordinates of the transformed basis vector
with respect to the original basis. In a more general notation we can write v = Au or
u = A−1v, which means by definition that A is invertible so as for any given v ∈ SK there
must be only one u such that Au = v. Therefore since there are only K linearly independent
vectors in a space of dimension K, for any transformation matrix (i.e. operator) A mapping
SK and any non-zero vector u, vectors Aju with j ≥ K must be linear combinations of
u,Au,A2u, . . . , AK−1u. Of course this does not exclude the possibility that for some vector
u and some j < K − 1, Aju can be written as a linear combination of u,Au,A2u, . . . , Aju.
Best Approximation [132, 164, 216] Let’s assume a finite dimensional subspace defined
by vectors u1, u2, . . . , uk. Starting from each of these vectors, we construct another vector








< u, u > (i.e. square root of scalar product of two vectors). It can be easily






so as the difference between u and w is very small. Since < ej, ei >= δji, the norm indicating
the difference between the two vectors is given by:
‖u− w‖l2 = ‖u−
K∑
j=1
bjej‖l2 =< u, u > −
K∑
j=1
bj < ej, u > −
K∑
j=1




or, if we add and subtract
∑K




bjej‖l2 =< u, u > +
K∑
j=1
‖bj− < ej, u > ‖l2 −
K∑
j=1
‖ < ej, u > ‖l2 ,
which implies that the best K term approximation for u is obtained by the elements of the




< ej, u > ej.
This implies that
∑K
j=1 ‖ < ej, u > ‖l2 ≤ ‖u‖l2 , since ‖u −
∑K
j=1 < ej, u > ej‖l2 = ‖u‖l2 −∑K
j=1 ‖ < ej, u > ‖l2 . Note also that in general for an infinite dimensional space (e.g.




j+1 ‖aj‖l2 converge or diverge together, for any
orthonormal set ej and a sequence of real or complex numbers aj. The Fourier transform
is based on these fundamental properties to achieve orthogonality and thus the minimum
energy between different bases.
Banach Spaces [132, 216]Banach space Lp(R) = B is considered as an infinite dimensions
vector space with the norm but without inner product. In fact a generalised Banach space
with an inner product is a Hilbert space so as to support the necessary orthogonality in
bases. In general, signals and images are considered as vectors and thus a distance within a
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vector space can be defined using a norm, according to the following properties:
∀f ∈ B, ‖f‖lp ≥ 0 and ‖f‖lp = 0 iff f = 0,
∀λ ∈ R, ‖λf‖lp = |λ|‖f‖lp ,
∀f, g ∈ B, ‖f + g‖lp ≤ ‖f‖lp + ‖g‖lp












fn = f or lim
n→+∞
‖fn − f‖lp = 0
which is an important property so as a vector space is complete (every sequence in B con-
verges to an element in B).
Sobolev Spaces [132, 164, 174] Sometimes infinite spaces (in Lp, with p > 1) are too large
for specific problems and solutions due to specific boundary conditions (e.g. in spectral
theory). For example, we may need to solve a function which belongs to L2(−∞,+∞) but it
does not necessarily tend to 0 at infinity as it might not be defined or it might be non-smooth
at its end points. Subspaces, such as Sobolev spaces, are particularly useful on these cases,
as they support both differentiation and the structure of inner product in function space.
Let’s consider a function f(x1, x2, . . . , xn) defined over a region S ∈ <N . Then the Sobolev
space W 1,2 is consisted of the function f itself and all its distributional first order partial
derivatives ∂f/∂xi which belong to L
2(S):
W 1,2 = {f ∈ L2(S), ∂f/∂xi ∈ L2(S)}, i = 1, 2, . . . , n.
The norm of the function f can then be defined as:
‖f‖2W 1,p = (‖f‖2lp + ‖∇f‖2lp)1/p,
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for p = 2 or more generally using a general p-norm definition for any Lp(H) space, for
p ≥ 2. Another extension is obtained by including partial derivatives up to order k, defining
spaces W k,2 which are also complete normed separable spaces. The norm is then defined by
summing over all derivatives of order ≤ k. Note that this subspace S is not a closed linear
manifold 36 (i.e. linear closed vector subspace), but it can become a complete separable
Hilbert space (which is closed) with respect to the inner product between two functions, say
(f, g) ∈ L2(S) (i.e. every function is a class of functions which differs from each other by a
constant term). In fact, when p = 2 the W k,2 subspace becomes a Hilbert space, denoted
by Hk, obtained by including all the inner products of all derivatives up to order k. Then
any function in HK can be approximated by other functions whose derivatives exist due to
completeness of the Hilbert space. In general, as we will see in the next paragraph a Hilbert
space is a real or complex vector space in which the topology is induced by a skew-symmetric
positive-definite inner product, and which is complete in the induced metric, such as the l2
norm.
Hilbert Spaces [3, 164, 174] The general aim behind the time-frequency decomposition
(i.e. transform domains) is to find procedures to expand function (i.e. images and signals)
over a set of waveforms, selected appropriately among a large and redundant dictionary
or basis Ψ. For convenience, we want an image to be interpreted as a representation of a
vector in a Hilbert space. This is important in many fundamental signal/image processing
tasks such as sampling, reconstruction and minimum mean-square error interpolation and
prediction. For this purpose, let’s assume a dictionary as a family Ψ = (ψi)i∈Γ (e.g. time-
frequency atoms defined in Γ ⊆ CorR) of vectors in a space H such that ‖ψi‖l2 = 1. Let V
be the closed linear span of the dictionary vectors, then finite linear expansions of vectors in
Ψ are dense in the space V . We say that the dictionary is complete if and only if V = H.
For simplicity in the definitions we assume that the dictionary Ψ of time-frequency atoms
described in Section 2.3 is defined in vector format to be in a Hilbert space, such that
H1 = L2(R), where the domain H can be specified by the l2 norm with respect to functions
on R. In other words, H is a function/measure space defined using the l2 norm for finite-
dimensional vector spaces over a locally compact group, i.e. R. Indeed, this finite linear
36Assume that H is a vector space (such as a Hilbert space) and that M ⊂ H is its non-empty subset.
Then M will be a linear manifold of H if for all x, y ∈M and any a, b ∈ R that ax+ by ∈M , which simply
means that M is a linear vector subspace of H [164, 216].
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expansion of time-frequency atoms is dense in L2(R) and hence this dictionary is complete
(i.e. any vector in a Hilbert space can be expanded), which establishes a mapping from an
image function to a set of numbers.
Usually, in image processing we assume that a space H = L2(R) is a Hillbert space
of complex valued functions (i.e. we will keep here the notation of functions for higher
applicability instead of defining an ordered pair of elements u, v as vectors in S as we did
earlier). Let a function f ∈ H expanded over a set of vectors selected from Ψ in order to





The inner product of (f, g) ∈ L2(R)2 is defined by (for complex numbers):




where g¯(t) is the complex conjugate of g(t). Note that we consider a Hilbert space as a
vector space over R, equipped with a scalar product (for example denoted < f, g >) which
is complete for the norm associated with this scalar product (denoted for example ‖f‖l2 =√
< f, f >. In general, according to Riesz theorem, any function f can be represented in a
form of inner product (as a generalisation of the scalar product in a vector space) in Hilbert
space:




where ψ(t) is a function uniquely defined in L2(R).





Let K ⊂ L2(R) be a convex closed nonempty subset. Then, for all x ∈ L2(R) there exists a
313
unique xk ∈ K such that:




xk ∈ K, < xk − x, xk − y >≤ 0 ∀y ∈ K.
We call xk the orthogonal projection over K of x. If PK is a projection operator on the
convex set K, then a mapping PK is set as PKx = xk. Moreover, PK is continuous and
weakly contracting, which means:
‖PKx− PKy‖l2 ≤ ‖x− y‖l2 ∀x, y ∈ L2(R).
Now, let L2(R) be a Hilbert space for the scalar product < . > and (en)n≥1 a basis of L2(R)
(i.e countable family of elements which is orthonormal and dense for this product). Then,
for every element x ∈ L2(R) there exits a unique sequence (xn)n≥1 of real numbers such that
the partial sum
∑p
n=1 = xnen converges to x when p → ∞. This sequence is defined as
xn =< x, en > and thus we have:
‖x‖2l2 =< x, x >=
∑
n≥1





< x, en > en.
Therefore, if there exists a countable dense family in a separable Hilbert space L2(R) then
there exists a countable basis of L2(R). Note that this analysis applies to infinite-dimensional
Hilbert spaces as if a Hilbert space was finite then there would be only a finite number of
mutually orthogonal vectors and thus we could not have a orthonormal sequence with more
than a finite number of terms equal to that dimension. Furthermore, orthonormal sequences
are also complete in separable Hilbert spaces as if Hilbert space was non-separable (i.e. there
is no countable dense 37 set in the space), then there is no way to accurately represent all
37In vector spaces, a subset A of a space H = L2(R) is called dense in H if for every element a ∈ H, either
a ∈ A or a is a limit point of A (arbitrary close to a member of A). Equivalently A is dense in H if and only
if the only closed subset of H containing A is H itself. In metric spaces any operation on any element of A
314 APPENDIX A. FINITE DIMENSIONAL VECTOR SPACES
its elements by an orthonormal sequence. However, note that separability is not a guarantee
for completeness of a given orthonormal sequence. Also we need to clarify that an infinite,
linearly independent dense set is not necessarily a basis for a Banach, Sobolev or Hilbert
space. Such a set is a basis provided that it is orthonormal or more generally orthogonal. In
general, there is a one-to-one correspondence (i.e. isomorphism) between separable Hilbert
spaces and the space L2(R) of sequences (x1, x2, . . . , xn, . . .) which adopts scalar products.
In fact, L2(R) is indeed an extension of the well-known finite dimensional Euclidean space.
will return another element on A and thus it is closed under any operation (since it converges). For further
details see [164, 207, 216].
Appendix B
Definitions and Glossary
Here we summarise some key concepts used throughout this thesis and how these are defined.
Most of the notations and definitions presented here are universally adopted notations and
definitions. As a general note in matrix equations addition is defined as element-wise, while
multiplication is defined in a special way. The product of the n×n matrix A and the n×m
matrix B is the n ×m matrix whose element in position (i, j) is defined as ∑mk=1 aikbkj. A
vector is treated as a matrix with one column.
Linear Programming problems [24, 28, 143] Linear programming (LP) problems have
both a linear objective function and linear constraints which may include equalities, inequal-




ATX, s .t . CX = Y, X ≥ 0,
where A and X are vectors in RN , Y is a vector in RM and C is an M ×N matrix. Different
variations exist though any linear program can be transformed to this form.
Semi-definite optimisation problems [28, 143, 166] Semi-definite optimisation problem
(SDP) is a conic optimisation problem of the form:
min
X
CTX, s .t . AX = B, X ∈ K,
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where K ∈ RN+ is a cone or product of semi-definite cones of a given size, so as:
QN := {(X, t) ∈ RN+ : t ≥ ‖X‖l2}
defines a second order cone problem, which is a convex optimisation problem and
SN+ := {X = XT  0}
defines a semi-definite cone. In general, there are several variations of conic optimisation
problems, with many useful applications.
Interior Point methods [143, 152, 166, 214] Interior Point methods constitute one of
the oldest and most successful optimisation. The aim is to derive what we call a fixed
point or equilibrium point, which is simply a set of variables satisfying the constraints. As
their name implies interior point methods find this point by traversing the interior of the
feasible set of solutions defined by the constraints. This is accomplished by going through
a number of solutions based on the given symmetric indefinite system of equations together
with some heuristics to correct the solutions as the methods proceed to iterations. This type
of optimisation methods were known as early as the 1960s in the form of the barrier function
methods receiving a great deal of scientific attention with a number of published papers on
this area. The polynomial time linear programming algorithm using an interior point method
introduced by Karmarkar in 1984 is probably the most well-known method. Interior point
methods are also called Gradient-Based methods due to the fact that they are heavily based
on spatial and temporal partial derivatives, or related functions, as part of their optimisation
technique. Sometimes they are also called Barrier methods since they construct a barrier
function that corresponds to the given functions using Lagrange multipliers and derive a
solution based on this function. One of the most common method in this category is the
Newton’s or Newton-Raphson method. This method is based on the Taylor series expansion
of a function. Given a function f(x) = 0, we can expand it as:











where f ′(x) = ∂f(x)
∂x
, f ′′(x) = (∂)
2f(x)
∂x2
and so on. Ignoring the higher order terms and setting





Setting ∆x(k+1) = x(k+1) − x(k) and ∆x(k+1) = −f(x(k))
f ′(x(k)) and re-ordering the terms, we obtain:




which is an iterative procedure of generating solutions; x(k) is the current solution found and
x(k+1) is the newly generated solution. note that at each iteration, an approximation model of
the problem is created and solved providing the necessary direction for finding the solution
of the originally defined problem. The whole process continues till we derive the desired
convergence level, which can be expressed by introducing the concept of tolerance or error in
our method. For example, the algorithm will stop when ‖f(x)‖ ≤  or ‖x(k+1) − x(k)‖ ≤ 1,
where  and 1 are some small constants defined based on the nature of the problem we deal.
Several sparse recovery methods, including Nesta, CVX and l1 Magic packages are based on
interior point methods.
Steepest Descent methods [24, 143, 152, 166] Steepest Descent methods constitute
another family of gradient based methods which are very similar to Newton’s methods. These
methods are also called hill-climbing especially if they are used for finding the maximum of a
function. In essence, they try to minimise an objective function f(x) given a current feasible
point x, based on the Taylor expansion:
f(x(n) + ∆s)− f(x(n)) = (∇f)T∆s < 0,
where x(n) and x(n+1) are the current solution at iteration (n) and the new generated solution
at iteration (n+ 1) respectively. ∆s = x(n+1)−x(n) is the increment factor which is required
to be negative. Therefore,
∆s = −α∇f(x(n)),
where α > 0 is the step size that defines the negative gradient direction of ∆s for the search.
The choice of proper α highly depends on the nature of the problem. If we want small step
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size and slow convergence towards the optimal solution we may choice small value for α
while large value of α may achieve quick but yet far from the minimum convergence. Thus,
it is advisable to change the value of α at each iteration of the algorithm. In that case the
gradient and the step size are calculated at each iteration and therefore the new solution
f(x(n+1)) is generated as:
f(x(n+1)) = f(x(n))− α(n)(∇f(x(n)))T∇f(x(n)),
Of course a generation of a good initial solution and a starting step size constitutes another
major issue for the successful convergence of the algorithm. Note also that in general this
type of method is usually slow in convergence once a local minimisation point is found. This
can mainly be attributed to the fact that the gradient, in such point, is very close to zero
and thus the convergence to the minimum is very slow.
The Fast Fourier transform [99, 114, 132, 205] A slight variation of Discrete Fourier
transform (DFT) is the Fast Fourier transform (FFT) which shares the same properties as
the DFT but it is much faster in terms of performance. This computational procedure has
been introduced by many researchers, mainly by Cooley, Turkey, Sande, Bendat, Piersol,
Bloomfield and Priestley and it is more preferable for long computations and analysis of a
set of data. It requires that the value of the terms of a function is compositive and not prime
number as this will decrease the number of additions and multiplications. If N is the value
of terms, it can be factorised in the form N = K × L, where K,L are integers which can
be easily chosen to be less than N/2. Furthermore, if N has several small prime numbers as
factors, this will reduce even further the necessary computations of the Fourier coefficients.
Since the Fourier transform precedes the sampling process, in general, a highly compositive
value of N may be chosen before the measurements process starts. Note also that in all the
experiments discussed in Chapter (9) the FFT transform has been used instead of DFT, as
a build-in function in Matlab.
The Z-transform [114, 136, 205] The Z-transform provides a very concise and char-
acteristic analysis of the frequency domain representations for discrete-time signals where
their Fourier transform might not exist or may not satisfy the absolute summable condi-
tion
∑+∞
t=−∞ |f(t)| < +∞. Let f(t) be a discrete function defined on (−∞,+∞), then the
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where t > 0 is a small integer, z = es = eσ+iω is a complex variable with real and imaginary
parts, where s is a small constant called magnitude of z (i is the imaginary unit and ω is the
complex argument, angle or phase in radians). The Z-transform has many useful properties



























Changing the representation in terms of z instead of ω we have:












where the closed curve integral (defined in a closed path) is calculated with respect to
z = eσ+iω for a fixed value eσ and a varying angle between 0 and 2pi. Note that for σ = 0
(z = eiω) the Z-transform becomes a general DFT transform discussed in (2.3.2). In general,
note that DFT converts a 1D signal from time domain to 1D frequency domain, while Z-
transform converts the same 1D signal from time domain to 2D complex plane (i.e. z-plane)
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represented by z = eσ+iω for some angle ω. In other words, the real axis of the function’s
f(t) plane maps one-to-one onto the unit circle in the complex function’s F (z) plane.
Laplace transform [32, 114, 136, 164, 205] Laplace transform is a natural extension of
Fourier transform which typically is not directly applied to signals/images. However, we
include it here for completeness of the discussion of the Unitary transforms and because it is
used in many electronic applications (e.g. analogue filters) or even for solving certain types
of differential equations. The Laplace transform of a function f(t) which is defined on the





where s = σ + iω is a complex frequency variable (transform variable) with real (σ) and
imaginary parts (ω), t > 0 is the time variable and F (s) is a complex-valued function
of complex numbers (since we are integrating over t the result is a function of s). Note
that we assume f(t) (signal) is defined in positive time and it is absolutely integrable for
0 < f(t) < +∞, while f(t) = 0 for −∞ < f(t) < 0. Note that the right hand side in (B)
is finite for all s ≥ 0, which means for all complex values with non-negative real part. Also,
since the upper limit of integration in (B) is infinite, for a given f(t) and s, the Laplace
integral may or may not exist (i.e. integral may not converge). However, for most real
signals of interest the Laplace transform exists since the integral converges for some complex
value of s. In fact it has been proved that the integral in (B) converges when the real part of








where a is a real constant so as R(s) = a (abscissa of convergence) chosen so as F (s) is
analytic in region <(s) ≥ a and a − i∞ < σ + iω < a + i∞. It is important to mention
that the inverse is usually discontinuous at t = 0 so that limt→0+ f(t) 6= (2pii)−1
∫ a+i∞
a−i∞ F (s).
Standard integral tables for standard functions f(t) can used for the direct transform while
the inversion requires specific tables as well. Note also that the Laplace transform is very
similar with the Z-transform on replacing the constant e−st by the constant z−t. Among the
properties of these transforms is the fact that a convolution in time domain corresponds to
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a multiplication in frequency domain (see Appendix for convolution definition). In general,
Laplace transform is usually applicable to general case functions f(t) that vanish for negative
values of t (e.g. time-like variable) and do not grow faster than ect, as t→∞, for some small
real constant c > 0. Laplace and Fourier transforms are equivalent for discrete time signals
defined in positive domains (only for t > 0), provided that the real part of the variable s
is zero. Its inversion, however, is usually more difficult than that of the Fourier transform,
which is thus more preferable when it is applicable. Also, Z-transform is simply a variant of
discrete time Laplace transform.
Discrete Cosine transform [182, 205, 210] The Discrete Cosine transform (DCT), very
similar to DFT, transforms a signal/image very accurately using a few coefficients, by sep-
arating it into smaller parts (i.e. spectral sub-bands) based on it’s visual components. The
basis functions of the transform are cosines with growing frequencies which do not require
complex numbers (real values are suffice for the expansion). The Discrete transform of a


















1 ≤ k ≤ N − 1.








Note that there are four types of DCT based on the periodicity of the basis frequencies. Here
we used the most widely used and simpler one (DCT-2). Also note that a computational
efficient approach of DCT exists in an analogous way of FFT, with complexity O(N logN),
where N is the length of signal.
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Short Time Fourier transform [27, 114, 132, 182, 186] Window or Short Time Fourier
transform (STFT) constitutes a family of transforms related to Fourier transform, which are
used to determine the frequency and phase content of local (instead of global) sections of a
signal. in fact, a signal is divided into smaller pieces, called windows, assuming that anything
outside these windows is periodic. Unlike with the traditional Fourier, in the window Fourier
transform all atoms in the basis have a constant scale and are thus mainly localised over
a signal interval whose size is proportional to that scale. If a signal structure is localised
over a time-scale of a specific order, the expansion (Fourier) coefficients are able to provide
us important insights on local and frequency content. This aspect has high applicability
in time-scale modifications, speech morphing and signal enhancement [27, 114]. Given a N
length window function w(t− l) at time point l and a signal f(t), the STFT is defined as:







is the frequency from DFT, for k = 1, 2, . . . , N − 1. Several methods have
been proposed to recover a signal from a partial STFT magnitude (For further details see.
Note also that a STFT is not well adapted to describe structures that are much smaller or
larger than the predefined scale (i.e. window). The smaller the window size the better the
time resolution, but the smaller the frequencies represented. In fact, in order to analyse
components of various sizes we need to use time-frequency atoms of bases of different scales.
This is commonly achieved by using the Wavelet transform, which decomposes signals over
time-frequency atoms of varying scales, called wavelets. The wavelet family is built by relat-
ing the signal’s frequency parameter to the scale, so as the composed decomposition function
(i.e. basis Ψ) can efficiently represent the signal’s structure. However, note that wavelets fail
to provide precise estimates of the frequency content of waveforms whose Fourier transform
is well-localised, particularly at high frequencies. This means that Wavelet transform suc-
ceeds only in cases where Fourier transform fails. STFT and Wavelet transforms correspond
to different families of time-frequency transforms which are frames or orthonormal bases of
L2(R) (i.e. Hilbert spaces, see Appendix). Both STFT and Wavelets have high applicability
in cases where we want to modify the spectral (frequency magnitude) of a signal so as to
choose the best possible time-domain sequence or to predict the structure of a signal (in
remote sensing, X-RAY, crystallography, etc).
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Wavelet transform [114, 132, 186, 204, 205] Wavelet transform is actually a more effi-
cient extension of the short time Fourier transform mainly used for saving computing time.
It expands the signal by multiplying it with a window function and also performs an orthog-
onal expansion. Wavelet transform can be defined in a general form for a one dimensional





with a ∈ R+ and b ∈ R represent the scale and translation respectively (shifted and scaled
version) of the wavelet c(a, b) (sometimes also called coefficient of function f(t)). Ψ∗ denotes
the complex conjugate of the basis functions Ψ, called mother-analysing wavelet (as there










as a normalisation parameter in terms of scale. Note that the basis provides
both localisation in space and multiple scales so as to create a more compact representation,
which has many useful applications particularly in data/image compression, noise filtering,
data smoothing, periodicity detection and feature detection in images. Also note from the
previous Equation (B) that the Wavelet transform of 1D vector (signal) is actually 2D and
thus the transform of an image is a four dimensional (combinations of multiple horizontal
and vertical operations). Now given the wavelet transform c(a, b) of a given function f(t),





























where usually x(t) = Ψ∗a,b(t), but some other non-negative functions can also be used instead
of a wavelet function. One of the simplest and oldest mother wavelet is the Haar Wavelet
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given by the following translated and scaled functions:
Ψa,b(t) = 2
a/2Ψ(2at− b), b = 0, . . . , 2a − 1(B.1)
Ψ(t) =






≤ t < 1,
0 otherwise.
Other examples of wavelet functions are the Morlet’s wavelet Ψ(t) = e−2pi
2(t−t0)2 for t0 ≈ 0.8
a small constant and the Mexican hat, Ψ(t) = (1 − t2)e−t2/2. In general, wavelets form
a collection of functions that form an orthonormal basis for L2(R), which never overlaps,
since < Ψa,b,Ψa,b′ >= δb,b′ , unless two wavelets have different scales, for example Ψ1,2(t)
and Ψ3,1(t).Another important property of wavelets is the decay growth of their coefficients,
|Ψa,b(t)| ≥ 2−k, for t = 0, 1, . . . and some k > 0, aspect which implies sparsity. As with
the previous transforms a more time efficient variant of the discrete wavelet transform has
been introduced by Mallat in 1989 [132]. Note also that the famous JPEG-2000 compres-
sion method is also based on Wavelets. In particular, JPEG-2000 standard incorporates
the use of multiple wavelets and user-defined wavelet transforms, including biorthogonal
(e.g. Daubechies and Le Gall; see Appendix) basis functions so as to lower complexity and
achieve highest compression. These wavelet transform options also provide lower resolution
and spatial decorrelation (i.e. remove spatial redundancy) of the images, so as to enhance the
storage and transmission of digital images. It is not surprising that Wavelets have been used
in a variety of application, including video compression, internet communications compres-
sion, object recognition, filter design or even in numerical analysis. A more detailed analysis
about JPEG-2000 standard can be found in [182], while a useful introduction about modern
image compression and coding techniques for image decomposition and decorrelation can be
found in [204, 205].
Matrix Norms [3, 65, 164] In general, a norm on a vector space RN is a function ‖.‖ :
RN → R+, such that for any x, y ∈ RN and λ ∈ R:
1) ‖x‖ = 0 if and only if x = 0,
2) ‖λx‖ = |λ| ∗ ‖x‖,
3) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
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Note that for 1 ≤ p ≤ ∞ we have a real norm while in the case of 0 < p < 1 we have a
quasi-norm which represents the number of the non-zero entries of a matrix. Sometimes, in
the literature, we also write the lp as l
N
p referring to real or complex vectors. For example,
the unit ball (i.e. the interior of a sphere of radius 1) in lNp is defined as:
BNp = B(r = 1) = x ∈ CN , ‖x‖lp ≤ 1.
The associated lp metric, usually denoted as dp or dlp , is defined as:
dlp = ‖x− y‖lp ,






We say that the condition number of a matrix An×n, relative to the subordinate matrix
norm, is defined as:
cond(A) = ‖A‖ × ‖A−1‖.
This definition helps us define the errors in the data (right-hand side or matrix) which might
occur. We also say that a matrix is well-conditioned if it’s condition number is close to 1 (its
minimal value) and it is ill-conditioned if its condition number is large. This is important
particularly in solving a linear system for an ill-conditioned matrix.
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Vector Spaces [15, 216] Let S be a set where the operations of addition + (mapping
S × S → S) and scalar multiplication < . > (R (or C) × S → S) are defined. This set is
called vector space if the following rules are satisfied for all x, y, z ∈ S and k1, k2 ∈ C(or R):
1) x+ y = y + x,
2) x+ (y + z) = (x+ y) + z,
3) x+ 0 = x, where 0 is a unique zero vector,
4) x+ (−x) = 0, where −x is a unique vector for x,
5) 1x = x, where 1 is a unique vector,
6) (k1k2)x = k1(k2x),
7) k1(x+ y) = k1x+ k1y,
8) (k1 + k2)y = k1y + k2y.
Note that the Euclidean space RN is a real vector space.
Subspaces [15, 216] A subspace H of a vector space S is simply a subset of a set S with
the following three properties:
1) The zero vector of S is also in S.
2) For each x and y in H, x+ y is also in H (H is closed in vector addition).
3) For each x in H and a scalar c in H, then cx is also in H (H is closed under scalar
multiplication).
Inner product [15, 216] Inner product or scalar product on a complex vector space S is
the mapping < . >: S × S → C such that for all x, y, z ∈ S and k ∈ C we have:
1) Conjugate symmetry: < x, y >=< y, x¯ >,
2) Linearity: < kx, y >= k < x, y > and < x+ z, y >=< x, y > + < z, y >,
3) Positive-definiteness: < x, x >> 0 if x 6= 0.
Metric space [15, 216] A metric space is a vector space with a metric. For example, let
(S, d) or (d(S)) be a metric space. Then the metric (mapping) d(.) : S×S → [0,∞) satisfies
the following properties for x, y ∈ S:
1) d(x, y) = d(y, x),
2) d(x, y) > 0, if x 6= y,
3) d(x, x) = 0,
4) d(x, y) 6= d(x, z) + d(z, y), (i.e. triangular inequality)
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Note that any space with a metric is a metric space. However, a metric space (e.g. Sz, z <∞)
is complete only if every Cauchy sequence in this vector space converges to a limit. This
means that if (xn) is a sequence of elements of a metric space S with metric d(.) then for
every  > 0 there exists an integer r such that k, l ≥ r and d(xk, xl) <  (i.e. Cauchy
sequence). Hilbert space (L2(R)) is a metric space, where the vector space is R and the
metric is the l2 norm. Also R is a complete metric space with respect to its natural metric.
Norms on a vector space [15, 215, 216] The lp norm for p > 0 and p =∞ on a vector











where (a, b) is the measure space, p is the power of integral, M represents the countable
finite dimensions of vector space, while f(x) denotes the measurable function from (a, b) to
C or R whose absolute value to the p-th power has a finite integral. Note that any space
L2(R) of measurable real functions f(x), g(x) satisfying
∫
f(x)2dx <∞, with inner product
< f, g >=
∫
f(x)g(x)dx, associated norm ‖f‖l2 =
√
< f, f > and metric norm ‖f − g‖l2 is
a Hilbert space.
Projection [3, 65, 164] For a subspace V ⊆ Rn and a vector u ∈ Rn, let piv(u) be a




< vi, u > .
Orthonormal and Biorthogonal Basis [33, 215, 216] In a vector space, i.e. L2(R),
assume an orthonormal (Unitary) basis C = {C1, C2, . . . , Ci} with < Ci, Cj >= δij, for










‖ < f,Ci > ‖l2 < +∞
In the same vector space, i.e. L2(R), assume now two bases C = {C1, C2, . . . , Ci} and
G = {G1, G2, . . . , Gj} with < Ci, Gj >= δij. Then any function f ∈ L2(R) (f : R→ R) can
be expanded using both bases. It can be decomposed by one and reconstructed by another











< f,Gj > Ci
This is a common case in Wavelets where the mother wavelet is composed of two bases; one
for the analysis and the other one for the synthesis.
Mutual Coherence [39, 41, 79] The mutual coherence of N by N orthonormal (spar-
sity) basis Ψ and M by N Sensing (measurement) matrix Φ with unit norm columns is
the maximum absolute value of the inner product between the elements of columns of two
matrices:
µ(C) = µ(Φ,Ψ) = max
1≤i,j≤N
| < Φi,Ψj > | = max
1≤i 6=j≤N
| < Ci, Cj > |,
where the matrix C = ΦΨ maps an object from Ψ to Φ domain. The values of µ(C) are
in the range of [ 1√
N
, 1] where the lower bound is for the DFT basis while the upper bound
is given for the canonical or identity basis. Note also that the greater the incoherence, the
smaller the number of measurements needed.
Sparsity [30, 132, 186, 215] In many real practical problems signals or images of interest
are not exactly sparse. Using a dictionary Ψ or in general by changing the domain of
representation (usually to frequency domain), signals or images can be represented exactly
as a superposition of a small fraction of atoms and thus become sparse or compressible.
Note that there are some functions (signals) where the Fourier transform cannot be found
directly by evaluating the Fourier integral. These types of functions as not sparse as they
are not absolutely convergent to zero and thus their Fourier integral cannot be evaluated.
In particular, sinc filter as a function has large support and is slow to compute. The Fourier
integral of this function is periodic and does not decrease to zero as frequency approaches to




−∞ | sin(pix)/pix| = +∞ and thus it is not sparse. Usually, these functions
can be used as filters to remove random noise or as interpolating functions, to recover a
function/signal by interpolating its samples. For further analysis on these types of functions
and mathematical ways to overcome this problem see [30].
Least squares K-terms approximation [28, 33, 132] Consider a discrete time signal
as a function of time (t), defined as F (t) on a specific time interval, say [a, b] and a set
of sampled values of N length, F1, F2, . . . , FN with FN = F (tN) and N ∈ [a, b]. We seek
to find an approximate representation of F (t), defined Fˆ (t), as a linear combination of its
sparsifying basis functions Ψi(t), i = {1, 2, . . . , K} ⊂ N (e.g. Fourier dictionary). Then we
have:
Fˆ (W, t) =
K∑
i=1
WiΨi(t), for a ≤ t ≤ b,




(Fi − Fˆ (W, tN))2,
with analytical solution (in vector notation),
E2(W ) = ETE = [F −WΨ]T [F −WΨ] = F TF − F TWΨ−W TΨTF +W TΨTWΨ,
which gives:
E2(W ) = F T [I −Ψ[ΨTΨ]−1ΨT ]F + [ΨTWΨ−ΨTF ]T [ΨTΨ]−1[ΨTWΨ−ΨTF ],
keeping only the second terms which depends on W , the objective now becomes:
ΨTWΨ−ΨTF = 0; or W = [ΨTΨ]−1ΨTF.
Interpolation [90, 163, 174] Interpolation refers to the process of recovering a signal
(i.e. derive an analytic expression for the signal) by forming its corresponding function f(x)
based on a particular finite set of points or sample data that have been collected using
various digital filtering techniques. In analogue reconstruction filters interpolation is used
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to increase a low sampling frequency to a higher one. In order to increase the number of
samples, new samples are generated by interpolating between pairs of given samples, using
a linear interpolator or oversampling filter. In a more broader mathematical framework, the
aim is to create the curve which best represents the measurement points (sample values)
so as the content of the original signal will not be distorted. In finite dimensional vector
spaces, e.g. L2(a, b), optimal interpolation formulae are also important as ways to decrease
the norm of the error functional between the data set and the interpolant. In general, a
function f(x) whose values are known only on a small set of points (interpolation nodes) xk,






in the measure space (a, b) using the l2 norm and with the aim to minimise the set of
interpolating functions in the space L2(a, b). Note that in cases where the system of equations
formulating the samples is ill-conditioned, no numerical interpolation method can provide an
accurate solution and thus the coefficients of the interpolating polynomial cannot be found
as a system of linear equations using standard techniques of linear programming. Note also
that several interpolating techniques have been proposed in the literature for this purpose
such as the construction of the function using polynomials, quotients of polynomials (rational
functions), sinusoids and cosines (trigonometric functions) or even Fourier based functions.
Some of these methods are very efficient and they are based on the choice of an appropriate
algorithm. It is notable that they all have high applicability in the image processing and
signal processing areas, where the purpose is to analyse the colour of the pixels or value of
signal coefficients and use that information to determine the colour/coefficient values of the
new pixels/coefficients in an image/signal we want to process (enlarge an image or enhance
a signal).
Convolution [99, 111, 136, 205] Convolution is a mathematical way of combining two
functions together (i.e. signals or images). It is very important in Digital Signal Processing,
as two signals are combined to form a third one, but it also has high applicability in low-pass
and high-pass filtering for properly selecting components of a signal. In general, it can be
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g(u, v)h(u− x, v − y)dudv,
where function h(.) is sometimes called filter, convolution mask or convolution kernel, espe-
cially if it is defined in only a small subset of a domain (e.g. neighbohoud of pixels). This
has a particular application in Unitary transforms and adaptive structure filtering, where we
have to define the window of application. In discrete space the two dimension convolution




g(u, v)h(u− x, v − y),
where Ω is the domain where g(.) and h(.) are defined. In Image Processing, the linear cyclic
convolution can also be defined as a general mathematical operation between two functions
as follows:
e = f ? h,
where f represents an image (2-D function) and h = {hk,l} represents a 2-D window, assum-
ing that images are in general represented as 2D discrete signals (vectors). More precisely
the linear convolution of every point (n,m) (i.e. pixel) is defined as:





fn−k,m−lhk,l, n,m = 0 : 255,
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with indices n− k and m− l are taken modulo N = 256 (i.e. for a 256× 256 pixels image).
In the simplest case where h is a 3× 3 window defined, for example, as a matrix
‖hk,l‖ = 1
3
 0 1 11 3 1
0 1 0






[3fn,m + fn,m−1 + fn−1,m + fn,m+1 + fn+1,m] n,m = 2 : 255.
In particular, the window is positioned with the centre at point (n,m) together with the
values of the image while the four nearest points are weighted based on the previous rule.
Convolution is used in the calculation of the Discrete Fourier transform (DFT) of an im-
age/signal though for ease in calculations we usually vectorise (i.e. transform from 2D to 1D)
the image matrices (e.g. in Fast Fourier transform). Note that the Fourier transform of the
convolution of two functions is equal to the product of their individual Fourier transforms,
while the order of the convolution of two functions does not affect the final outcome.
Another common similar operation on images apart from linear convolution and applica-
tion of a 1D/2D Unitary transform is the process of the linear combination of two images.
Assume two 256 grey level images f and g:
f = fm,n; m,n = 0 : 255 and g = gm,n; m,n = 0 : 255
then we have:
c = kf + lg,
where k, l ∈ R are real numbers used for the combination of two images together.
Image sampling [111, 182, 212] In image processing images can be represented as su-
perpositions of point spread functions (i.e. Dirac delta functions δ). Consider a continuous
image function represented as f(x, y) sampled at a grid of discrete points x = i∆x and
y = j∆y, where i, j = 1, 2, . . . , N are the indexes of the sampling points of an N × N im-
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age and distances ∆x, ∆y are the sampling intervals (i.e. distances between two sampling
points). The sampled image fs(x, y) as the outcome of the sampling process can be derived
as:





δ(x− i∆x, y − j∆y).
In ordinary sampling schemes, the sampling interval has to be chosen in size so as it is less
than half of the smallest area of interest, in terms of detail, for efficient recovery. Note also
that the same sampling process can also be applied in the frequency domain.
Image Inpainting [14, 103, 181] The process of reconstructing lost or deteriorated parts
of images, usually includes restoring a selected (missing or damaged) region in an image
using the pixel region neighborhood, through image interpolation, which is the notion of
inpainting. Note that it was only till recently with the papers of Sapiro et al. where digital
inpainting was first introduced together with a detailed description of its motivations and
its numerous applications. In these papers Sapiro et al. introduced a novel algorithm for
modifying images, which attempts to automatically replicate destroyed areas of an image
based on the structure of their surrounding regions and boundaries without any user inter-
vention. No assumptions on the topology of the region to be inpainted or on the structure of
the image are made as the main idea of the algorithm is to smoothly propagate information
from the surrounding areas (extend the gray-levels at the boundary of the damaged area) so
as to gradually rebuilt the area that needs inpainting. A more mathematical description of
the Digital Inpainting problem can be given as:
Definition [14, 172, 181]: Let Ω denote the complete image domain, or more generally,
a finite domain in R2. Due to different factors, such as object occlusion, packet losses in
communication, etc. there is G ⊂ Ω where image data are missing. Let also θG be the
boundary of region G which actually needs to be inpainted. Intuitively, the aim is to recover
the original image X on the entire domain Ω based on the partial measurements X ′|Ω/G and
using θG.
There are several sophisticated digital models, techniques, and methods for replacing lost or
corrupted parts of the image data. Usually, they are based on geometric approaches for filling
in the missing information in the region which should be inpainted. Alternatively, textural
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inpainting is also used for restoration. Indeed, this field of research has been very active over
the recent years boosted by numerous objectives and applications, including image interpo-
lation, photo restoration (e.g. repair old photos), zooming and super-resolution (e.g. remove
watermarks and erase power lines), primal-sketch based perceptual image compression and
coding, error concealment of (wireless) image transmission (loss concealment), etc.
Set Covering problem [62, 211] The aim is to select the minimum number of the given
sets so that all the elements contained are any of these sets. In particular, given an instance
(X,F ) where X is a finite set and F represents a set of subsets of X, we need to find the
smallest one of the subsets in F . We want to determine the minimum sized subset of F
which covers all the elements of X; that is to find C ⊆ F so as:
X = ∪
S∈C
S and |C| minimal









for all j ∈ {1, 2, . . . ,M} and 0 ≤ xi ≤ 1 for all i ∈ {1, 2, . . . , N}. We assume a family of
N subsets (S1, S2, . . . , SN) of {1, 2, . . . ,M}. Also note that Set Covering problem has many
practical and useful applications though it belongs to the category of one of Kurp’s NP-
Complete problems being proven in 1972 (reduction to the minimal vertex cover problem).
It’s dual is the Set Packing problem.
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Useful Glossary-Abbreviations[32, 99, 136, 157, 182, 186, 205]:
Analog-to-Digital Converter (ADC): Converts analog voltage into digital numbers.
Aliasing: Unwanted replications caused by sub-sampling, which distort the recovery.
Anti-Aliasing Filter: A filter used to limit the bandwidth of any signal.
Anti-aliasing and smoothing filter: An anti-aliasing filter limits the bandwidth of a sig-
nal, while a smoothing filter is used on the output of a digital processing system to smooth
the sampling pattern of the system.
Banded: If the non-zero elements of a sparse matrix are near to the diagonal, this matrix
has a banded structure.
Bandlimited signal: A signal whose Fourier transform has only finite support.
Cardinality: A metric for measuring the number of non-zero entries of a vector. In a vector
space cardinality measures its dimension or simply the number of vectors.
Cycle: A complete sequence of signal indications.
Cycle length: The total time for a signal to complete one cycle length.
Deconvolution: The inversion of convolution; solving h from e = f ? h, where e, f are
given and ? is the convolution operation. This is an ill-posed inverse problem with many
applications and filters.
Digitization: The conversion of a continuous time or spatially continuous distribution
(brightness function) to a 1D or 2D array of integers.
Discrete Cosine transform (DCT): Similar to DFT, a Mathematical transform which
uses only the sum of cosine functions (basis) to express a sequence of data.
Discrete Fourier transform (DFT): A mathematical technique for computing the trans-
form (spectrum) of a signal/image from the time/spatial domain, using sinusoids as basis.
Fourier series: Any continuous function produced as an infinite sum of sine or cosine waves.
Fast Fourier transform (FFT): A computational efficient version of DFT based on elim-
inating redundant computations found in DFT.
Fundamental frequency: Lowest frequency of periodic signal (as a superposition of si-
nusoids, Fourier series, etc.). Sometimes also called first harmonic of a signal (i.e. first
repetition of a waveform).
Harmonics: Multiples of fundamental frequency in Fourier series representation, where the
frequencies ωp = 2pip/N for p = 1, 2, . . . , N/2 (N is signal length) are integer multiples of
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fundamental frequency (i.e. n-th harmonic = n× fundamental frequency).
Hilbert space: A complete inner product space with norms (i.e. infinite dimensional space).
Interval: A discrete portion of the signal cycle during which the signal indications remain
unchanged.
Laplace transform: It is a natural extension of Fourier transform, mainly used in analogue
filters.
Low pass filter: A filter which can suppress values which are larger than a certain threshold
(e.g. remove additive noise).
Nyquist frequency: The highest frequency necessary for efficient sampling and recovery.
Offset: The time relationship in seconds or percent of cycle length.
Orthogonal: A transform matrix is orthogonal if its rows or columns are orthogonal unit
vectors (perpendicular to each other).
Period T : Reciprocal to the frequency f , it measures the number of time units between
successive peaks. For multiples of the same period T the value of the signal always remains
the same; a fundamental component in sampling theory.
Periodic: A function f(t) with property f(t + nT ) = f(t), ∀n ∈ Z and T = 2pi/ω is the
period, or ω = 2pi/T is the fundamental frequency.
Quantization: Application of a thresholding process at each sample so as to decrease the
number of integers representing the different levels of brightness in an image.
Sampling: The evaluation of a function of discrete values on an indexed matrix of samples.
Shannon-Nyquist Theorem: States that a sampling rate greater than twice the frequency
of the highest component is needed to efficiently reproduce a signal.
Sparse: A matrix or vector which has many zero elements (entries).
Split: The percentage of a cycle length allocated to each of various phases in a signal cycle.
f or ω: Frequency/angular frequency which refers to the number of cycles per unit time.
