A number of statistical methods that are used to provide local-scale ensemble forecasts of precipitation and temperature do not contain realistic spatial covariability between neighboring stations or realistic temporal persistence for subsequent forecast lead times. To demonstrate this point, output from a global-scale numerical weather prediction model is used in a stepwise multiple linear regression approach to downscale precipitation and temperature to individual stations located in and around four study basins in the United States. Output from the forecast model is downscaled for lead times up to 14 days. Residuals in the regression equation are modeled stochastically to provide 100 ensemble forecasts. The precipitation and temperature ensembles from this approach have a poor representation of the spatial variability and temporal persistence. The spatial correlations for downscaled output are considerably lower than observed spatial correlations at short forecast lead times (e.g., less than 5 days) when there is high accuracy in the forecasts. At longer forecast lead times, the downscaled spatial correlations are close to zero. Similarly, the observed temporal persistence is only partly present at short forecast lead times.
Introduction
Local-scale forecasts of precipitation and temperature are commonly obtained through statistical postprocess-
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arately for each individual station of interest (Crane and Hewitson 1998; Murphy 1999; Wilby et al. 2002; Clark and Hay 2004) or for stations pooled together in a region (Antolik 2000) . The latter approach (''pooled regression''), in which stations are stacked, one after the other, to provide a longer sequence of forecasts and observations, is favored in situations when the number of archived forecasts is relatively small, a situation that is very common because of the constant changes in operational forecast models. Both single-site and pooled regression techniques provide more accurate local-scale forecasts of precipitation and temperature than those obtained using raw output from forecast models (Antolik 2000; Clark and Hay 2004) .
The problems with the MOS approach, as defined above, are that it does not preserve the spatial covariability between neighboring stations, nor does it preserve the observed temporal persistence in the predicted precipitation and temperature fields. Preserving the space-time variability in precipitation and temperature fields is critical for hydrologic applications; for example, if one is to use the downscaled precipitation and temperature forecasts as input to a hydrologic model to forecast streamflow. Consider the snowmelt-dominated river basins in the western United States. The high spatial coherence in daily temperature fields results in high spatial coherence in daily streamflow. If the spatial covariability in downscaled temperature fields is not preserved, then the resultant streamflow forecasts will misrepresent extreme values-higher runoff in one basin will offset lower runoff in a neighboring basin. Similar problems arise if the temporal persistence in precipitation and temperature fields is not preserved.
In this paper, a method is presented for reordering local-scale ensemble forecasts of precipitation and temperature to reconstruct the space-time variability of precipitation and temperature fields. As an example, results are shown in which predictors from the 1998 version of the National Centers for Environmental Prediction (NCEP) Medium-Range Forecast Model are used in a forward-screening multiple linear regression model to forecast temperature and precipitation at individual stations. Residuals are modeled stochastically to provide ensemble forecasts. In this example, a different statistical model is used for each station, which allows an assessment of the value of this approach for reconstructing the space-time variability of precipitation and temperature patterns based on local-scale forecasts from multiple models (e.g., a multimodel ensemble comprised of outputs from a mix of statistical and dynamical models). The remainder of this paper is organized as follows: the model output and station data are described in section 2, and methods are described in section 3. Results, including assessments of model bias, probabilistic forecast skill, intersite correlations, intervariable correlations, and temporal persistence, are described in section 4.
NWP model output and station data a. The CDC forecast archive
The Climate Diagnostics Center (CDC) in Boulder, Colorado, has generated a ''reforecast'' dataset using a fixed version (circa 1998) of the NCEP operational Medium-Range Forecast Model (MRF). The dataset includes an archive of 14-day forecasts for the last 24 yr . The MRF has been running in near-real time since February 2002, allowing development of stable MOS equations using the archived forecasts and application of those MOS equations in near-real time.
Output variables used to develop MOS equations are (a) the accumulated precipitation for a 12-h period (e.g., 0000-0012 UTC), (b) 2-m air temperature, (c) relative humidity at 700 hPa, (d) 10-m zonal wind speed, (e) 10-m meridional wind speed, (f ) total column precipitable water, and (g) mean sea level pressure. Previous work has demonstrated the importance of these variables when downscaling precipitation and temperature (e.g., Clark and Hay 2004) .
b. Station data
This study uses daily precipitation and maximum and minimum temperature data from the National Weather Service (NWS) cooperative network of climate observing stations across the contiguous United States. These data were extracted from the National Climatic Data Center (NCDC) Summary of the Day Dataset by J. Eischeid, National Oceanic and Atmospheric Administration (NOAA) Climate Diagnostics Center (Eischeid et al. 2000) . Quality control performed by NCDC includes the procedures described by Reek et al. (1992) that flag questionable data based on checks for (a) extreme values, (b) internal consistency among variables (e.g., maximum temperature less than minimum temperature), (c) constant temperature (e.g., 5 or more days with the same temperature are suspect), (d) excessive diurnal temperature range, (e) invalid relations between precipitation, snowfall, and snow depth, and (f ) unusual spikes in temperature time series. Records at most of these stations start in 1948 and continue through to the present.
Results are presented for four river basins used by Hay et al. (2002) and Clark and Hay (2004) : (a) Cle Elum River in central Washington, (b) East Fork of the Carson River on the California-Nevada border, (c) Animas River in southwest Colorado, and (d) Alapaha River in southern Georgia (Fig. 1) . Attention is restricted to the ''best stations'' in the cooperative network that are located within a 100-km search radius of the center of these four basins. These best stations are defined as those with less than 10% missing or questionable data during the period 1979-99. This provides 15 stations for the Animas basin, 16 stations for the Carson basin, 18 stations for the Cle Elum basin, and 10 stations for the Alapaha basin (Table 1) . 
Method

a. Multiple linear regression model
Multiple linear regression is used to develop the MOS equations (Glahn and Lowry 1972; Antolik 2000) , in which predictors from the NCEP MRF model are used to forecast temperature and precipitation at individual stations. Separate regression models are developed for each variable, each station, each forecast lead time (1-14 days), and each month. Precipitation is disaggregated into occurrence and amounts-logistic regression is used to model precipitation occurrence, and ordinary least squares regression is used to model precipitation amounts.
The intermittent and skewed character of the daily precipitation data make it necessary to preprocess these data prior to training the regression equations. The station time series of precipitation are first disaggregated into a time series of occurrence (1 ϭ wet days and 0 ϭ dry days) and precipitation amounts (only wet days). The time series of occurrence is used as the response variable for the logistic regression model, and the time series of precipitation amounts is used as the response variable for the ordinary least squares model. For precipitation amounts, the station precipitation data (only wet days) are transformed to a normal distribution using a nonparametric probability transform (Panofsky and Brier 1963) . For each data point, the cumulative probability of observed precipitation is computed. This is matched with the cumulative probability from a standard normal distribution (mean of zero and standard deviation of one), and the normal deviate corresponding to the cumulative probability in the standard normal distribution is used to replace the original precipitation value.
The regression models have the form
where Eq. (1) is for ordinary least squares regression and Eq. (2) is for logistic regression. In these equations, y is the response variable in the ordinary least squares model (e.g., maximum temperature, minimum temperature, or precipitation amounts at a station location), p is the response variable in the logistic regression model (e.g., the probability of precipitation at a station location), ␤ 0 is the regression constant, ␤ 1 is the slope coefficient for the first explanatory variable (x 1 ), ␤ 2 is the slope coefficient for the second explanatory variable (x 2 ), ␤ k is the slope coefficient for the kth explanatory variable (x k ), and is the remaining unexplained noise in the data (the error). The explanatory variables (x 1 , x 2 , . . . , x k ) are forecasted outputs from the NCEP MRF model (e.g., 700-hPa relative humidity, mean sea level pressure). The solution of ordinary least squares equation was done using the singular value decomposition (SVD) algorithm (Press et al. 1992) , and the logistic regression equation was solved iteratively using the method (and code) presented by Agterberg (1989) . The forward-selection approach is used to identify the variables used in the regression equations (Antolik 2000) . This procedure first identifies the explanatory variable (e.g., 700-hPa relative humidity; x 1 ) that ex- 
plains most of the variance of the response variable (y). It then searches through the remaining variables and selects the second explanatory variable (x 2 ) that reduces the largest portion of the remaining unexplained variance in combination with the variable already chosen. If the improvement in explained variance exceeds a given threshold (taken here as 1%), the variable is included in the multiple linear regression equation. The remaining variables are examined in the same way until no further improvement is obtained based on the correlation threshold. Cross-validation approaches are used to validate the regression equations. Each year in the time series is successively held out of the sample used to develop the regression equations, and the equations are used to predict data for the withheld year. This process is repeated for all years in the record.
Application of the regression model is most straightforward for forecasts of maximum and minimum temperature. The regression model is formulated using the method just described, and the value of y predicted from the regression equation (ŷ) is given for each data point in the time series [Eq. (1)]. The error term in the regression equation, , is then modeled stochastically to inflate the variance of the predicted values and generate an ensemble of forecasts:
where y iens is the predicted value for a given ensemble member, ŷ is the value predicted by the regression equation, N is a random number from a standard normal distribution, and e is the standard deviation of the regression residuals (y Ϫ ŷ). One hundred ensemble members were generated using this procedure. The procedure is more complex for precipitation. To account for the intermittent properties of precipitation, precipitation is modeled in a two-stage process. Logistic regression is used to estimate precipitation occurrence [Eq. (2)], and ordinary least squares regression [Eq. (1)] is used to estimate precipitation amounts. Precipitation can then be modeled (in normal space) as follows:
is a random number from a uniform distribution ranging from zero to one, and p is the probability of precipitation occurrence predicted from the logistic regression model [Eq. (2)]. If p Ͻ u, then we assume there is no precipitation. If p Ն u, precipitation is set to occur, and the precipitation amount is computed using Eqs. (1) and (4). When p Ն u, the forecasted normal deviates from Eq. (4) are then transformed back to the original gamma-type distribution of observed precipitation using the nonparametric probability transform technique described above. The stochastic modeling of the regression residuals inflates the variance of precipitation and temperature forecasts, reducing problems of variance underestimation that are typical of regression-based models.
b. The ensemble reordering method
The ensemble reordering method was described to the authors by Dr. J. Schaake, National Weather Service Office of Hydrologic Development, in October 2002 and is hereafter referred to as the Schaake Shuffle. For a given time, the starting point is a three-dimensional matrix of ensemble forecasts X i,j,k , where i refers to each ensemble member, j refers to each station, and k refers to each variable. To correspond to the matrix X, we construct an identically sized three-dimensional matrix Y i,j,k derived from historical station observations of the respective variables, where i refers to an index of dates in the historical time series, and, as in X, j refers to each station and k refers to each variable. The dates used to populate the matrix Y are selected so as to lie within 7 days before and after the forecast date (dates can be pulled from all years in the historical record, except for the year of the forecast). Populating the Y matrix in this way means that data from the same date is used for all stations (j) and variables (k).
For a given station (j) and variable (k), the Schaake shuffle method can be formulated as follows: Let X be a vector of n ensemble forecasts (x) and be the sorted vector of X, that is,
Also, let Y be a vector of n selected historical observations (y), and ␥ be the sorted vector of Y, that is, Y ϭ (y , y , . . . , y ), and
Furthermore, let B be the vector of indices describing the original observation number that corresponds to the values in the ordered vector ␥.
As an example, forecasts of maximum temperature for 10 ensemble members at a given station on a given date, and the corresponding selection of historical observations, may provide vectors of X, , Y, ␥, and B that are X ϭ (15. 3, 11.2, 8.8, 11.9, 7.5, 9.7, 8.3, 12.5, 10.3, 10.1); ϭ (7.5, 8.3, 8.8, 9.7, 10.1, 10.3, 11.2, 11.9, 12.5, 15.3); Y ϭ (10.7, 9.3, 6.8, 11.3, 12.2, 13.6, 8.9, 9.9, 11.8, 12.9); ␥ ϭ (6.8, 8.9, 9.3, 9.9, 10.7, 11.3, 11.8, 12.2, 12.9, 13.6); and B ϭ (3, 7, 2, 8, 1, 4, 9, 5, 10, 6) .
In this example, data from the first date selected from the historical record (10.7 in vector Y) is ranked fifth lowest of the 10 ensemble members, as shown in the
The ensemble reordering method for a hypothetical ensemble of 10 members and for a given variable (e.g., max temperature), showing (a) the ranked ensemble output for three stations, (b) a random selection of historical observations for the three stations, (c) the ranked historical observations, and (d) the final reordered output. See text for further details.
vectors ␥ and B. Data from the second date is ranked third lowest (9.3 in vector Y); and data from the third date selected from the historical record is ranked lowest of all 10 ensemble members (6.8 in vector Y). Now, the final step is to construct the reordered vector X SS , which are the final forecast values:
where
r ϭ 1, . . . , n.
Recall that the subscripts in parentheses refer to the elements in the sorted vector . Following through with the numbers from the example above provides ss x ϭ x ϭ 7.5;
ss x ϭ x ϭ 8.8; and so on.
( 3 )
Hence, in this example, ss X ϭ (10. 1, 8.8, 7.5, 10.3, 11.9, 15.3, 8.3, 9.7, 11.2, 12.5 ).
The Schaake Shuffle approach is demonstrated graphically in Fig. 2 through an example (pseudo-FORTRAN code illustrating the algorithm is given in the appendix).
Figure 2 outlines example results for three stations (j ϭ 3) and one variable (e.g., maximum temperature) that are extracted from the matrices X and Y that were described at the beginning of this section. Figure 2a describes ranked ensemble output for the three example stations (the vectors defined earlier). Figure 2b describes randomly selected observations from dates in the historical record (the vectors Y defined earlier), and Fig. 2c shows the ranked historical observations (the vectors ␥ defined earlier). Also in Fig. 2c is the vector B, which is the index of the original ensemble member that corresponds to the values in the ordered vector ␥. Figure 2d describes the final shuffled output (the vectors X SS ). The dark ellipses in Fig. 2 correspond to the first ensemble member extracted from the historical record. When this is not sorted (i.e., the vector Y), the values are 10.7, 10.9, and 13.5, for stations 1, 2, and 3, respectively (Fig. 2b) . When these values are sorted with respect to all other ensemble members, the first observed ensemble is ranked fifth for station 1, sixth for station 2, and fourth for station 3 (Fig. 2c) . For the first ensemble member, the ranks 5, 6, and 4 are actually the values of the index (r) for the three stations [Eq. (10) x (4) ]. Also consider the second ensemble in Fig. 2 (the
light ellipses). Ensemble 2 from the historical record is ranked third, second, and fifth for stations 1, 2, and 3, respectively ( Fig. 2c) , such that the final shuffled output for ensemble 2 is 8.8 (station 1), 7.2 (station 2), and 15.6 (station 3). This approach works because it preserves the Spearman Rank correlation structure between station pairs and between climate variables. Consider first the correlation between station pairs. If observed data at two neighboring stations are similar (i.e., a high correlation between stations), then the observations at the two stations on a given (randomly selected) day are likely to have a similar rank. The rank of each downscaled ensemble member at the two stations is matched with the rank of each randomly selected observation, meaning that, for all ensemble members, the rank of the downscaled realizations will be similar at the two stations. When this process is repeated for all forecasts, the ranks of a given ensemble member will on average be similar for the two stations, and the spatial correlation will be reconstructed once the randomly selected days are resorted. This reasoning is identical for intervariable correlations.
An ordered selection of dates from the historical record enables preservation of temporal persistence. The random selection of dates that are used to populate the matrix Y are only used for the first forecast lead time (i.e., dayϩ1) and persisted for subsequent forecast lead times. In the example presented in Fig. 2 , the dates for the forecast with a lead time of 2 days would be 9 January 1996 for the first ensemble member, 18 January 1982 for ensemble 2, 14 January 2000 for ensemble 3, and so on. High temporal persistence (e.g., as measured through correlation statistics) means that the historical observations for subsequent days will, on average, have a similar rank. Because the ranked ensemble output is matched with the rank of successive observations, the temporal persistence is reconstructed once the ensemble output is resorted.
Results
a. Bias
The downscaling approach correctly preserves the mean seasonal cycles in precipitation and temperature. Figure 3 illustrates the forecasted and observed monthly climatologies of precipitation and maximum and minimum temperature for example stations in each of the study basins (forecast lead time is 5 days). The thin line (and small diamonds) depicts the observed climatologies, and the box and whiskers illustrate the climatologies of the minimum, lower quartile, median, upper quartile, and maximum of all forecasted ensemble members. In all cases the observed monthly mean values lie within the range of the forecast ensemble.
The results presented in Fig. 3 are not altogether unexpected. Even though all downscaled realizations are generated through a detailed cross-validation exercise, the regression equations are constrained to provide unbiased estimates (refer to section 3). The data ''held out'' in successive validation periods are not very different from the data used to estimate the coefficients in the regression equations. A more complete assessment of bias can be obtained through considering measures of reliability, or conditional bias.
The reliability diagram depicts the conditional probability that an event occurred (o 1 ) given different probabilistic forecasts (y i ), that is, p (o 1 | y i ), i ϭ 1, . . . , I , where the subscript i denotes different probability categories (Wilks 1995) . This can be implemented as follows: First, the ensemble output (100 ensemble members) is converted into probabilistic forecasts (i.e., the probability a specific event occurs). Next, the observed data are converted to a binary time series-a day is assigned ''one'' if the event occurs and ''zero'' if it does not. The above steps produce a set of probabilistic forecast-observation pairs for each variable, station, month, and forecast lead time. Finally, the forecasted probabilities are classified into I categories (i.e., probabilities between 0.0 and 0.1, between 0.1 and 0.2 . . . between 0.9 and 1.0), and for each category both the average forecasted probability (y i ) and the average of the observed binary data (o 1 ; i.e., the observed relative frequency) is calculated. In this case, the ''event'' is that the day is forecasted to lie in the upper tercile of the distribution, and the probability is simply calculated as all ensemble members in the upper tercile divided by the total number of ensemble members. The upper tercile is used in this example to focus attention on significant streamflow events, due to either snowmelt (temperature) or rainfall. This procedure provides a method to assess the conditional bias in probability space.
Results show that, on average, the forecasted probabilities match the observed relative frequencies remarkably well for all variables. Figure 4 shows reliability diagrams for precipitation and maximum and minimum temperature for each of the study basins. The dark line with triangles depicts the reliability diagram for the month of January, and the light line with squares depicts the reliability diagram for the month of July (again the forecast lead time is 5 days). The forecastobservation pairs are lumped together for all stations in each basin, so the reliability diagrams illustrate results for each basin as a whole. The major deficiency in the reliability diagrams is the tendency for a low observed relative frequency at high forecasted probabilities, most pronounced for precipitation in the Alapaha River basin. In other words, when a high probability of an event is forecasted, the actual occurrence of that event is less common. Note, however, that the sample size at high forecast probabilities is often very small. When all plots are considered there is very little conditional bias in the forecasted precipitation and temperature fields. Note that the biases are identical for shuffled and unshuffled ensemble members-the Schaake Shuffle just alters the
3. Box-and-whisker plots illustrating the (left) observed and forecasted climatological mean precipitation, (middle) max temperature, and (right) min temperature for example stations in the (top) Cle Elum, (second from top) the East Fork of the Carson, (third from top) the Animas, and (bottom) the Alapaha basin. The observed climatology is depicted by the thin lines and small diamonds, and the box and whiskers illustrate the forecasted climatological mean for the lowest ensemble, the lower quartile, the median, the upper quartile, and the maximum ensemble. 
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b. Skill
The probabilistic skill of the downscaled precipitation and temperature forecasts is assessed using the ranked probability skill score (RPSS; Wilks 1995). The RPSS is based on the ranked probability score (RPS) computed for each forecast-observation pair:
where Y m is the cumulative probability of the forecast for category m, and O m is the cumulative probability of the observation for category m. This is implemented as follows: First, the observed time series is used to distinguish 10 (J) possible categories for forecasts of precipitation and temperature (i.e., the minimum value to the 10th percentile, the 10th percentile to the 20th percentile . . . the 90th percentile to the maximum value). These categories are determined separately for each month, variable, and station. Next, for each forecastobservation pair, the number of ensemble members forecast in each category is determined (out of 100 ensemble members), and their cumulative probabilities are computed. Similarly, the appropriate category for the observation is identified, and the observation's cumulative probabilities are computed (i.e., all categories below the observation's position are assigned ''0,'' and all categories equal to and above the observation's position are assigned ''1''). Now, the RPS is computed as the squared difference between the observed and forecast cumulative probabilities, and the squared differences are summed over all categories [Eq. (13)]. The RPSS is then computed as
RPS clim where is the mean ranked probability score for all RPS forecast-observation pairs, and clim is the mean RPS ranked probability score for climatological forecasts. For temperature, clim is computed using an equal RPS probability in each of the m categories defined in Eq. 13 (i.e., 1/J); for precipitation, the probability for the first category (zero precipitation) is taken as the observed probability of no precipitation, and the probability for all other categories is taken as 1/(J Ϫ 1) [see Eq. (13)].
The forecast ensemble has much higher probabilistic skill than the climatological for lead times up to about 7 days. Figure 5 plots the median RPSS values of all stations against forecast lead time for precipitation and maximum and minimum temperature in each of the study basins. The dark line with triangles depicts the median RPSS for January, and the light line with squares depicts the median RPSS for July. Most apparent in Fig.   5 is that the probabilistic skill of precipitation forecasts is much lower in July than in January in all basins. This is anticipated because of the increased prevalence of small-scale convective precipitation in July (see also Clark and Hay 2004) . The decreases in RPSS with increased forecast lead time should be noted for the following discussion.
c. Intersite correlations
Accurate representation of the spatial covariability of precipitation and temperature fields is an important consideration in forecasting streamflow. For example, imagine a case in which precipitation in two subbasins within a watershed is highly correlated. Underestimating the spatial correlation structure will mean that forecasts of high precipitation in one subbasin (for a given ensemble member) will be canceled out by forecasts of moderate or low precipitation in the neighboring subbasin (for that ensemble member), and the resultant ensemble forecast of streamflow will have much fewer extreme values than would be expected if the spatial covariability in precipitation had been preserved perfectly. Herein lies the value of the Schaake Shuffle-the technique reorders the downscaled ensemble output so as to reconstruct the observed space-time variability in the downscaled precipitation and temperature fields.
The performance of the Schaake Shuffle for preserving intersite correlations is quite remarkable. Figure 6 illustrates the correlation between two example stations in the Cle Elum River basin for unshuffled and shuffled ensemble output for forecast lead times up to 14 days. The top plots show spatial correlations for precipitation and maximum and minimum temperature for the unshuffled forecast ensemble, and the bottom plots show the spatial correlations for the shuffled forecast ensemble. The thick gray line depicts the observed correlation between the two stations, and the box and whiskers depict the minimum, lower quartile, median, upper quartile, and maximum of the forecasted ensemble members. The spatial correlations for the shuffled ensemble are similar to the observed correlations. By contrast, the spatial correlations for the unshuffled ensemble output are much lower than the observed correlations, particularly at longer forecast lead times when there is little skill in the forecasts.
To evaluate the generality of the performance of the Schaake Shuffle method, the observed correlation is plotted against the median correlation from the shuffled and unshuffled ensemble output for each possible station pair for the month of January for the forecast lead time of 5 days (Fig. 7) . The median unshuffled versus observed correlations are depicted as dark triangles, and the median shuffled versus observed correlations are depicted as light squares. Figure 7 demonstrates the capability of the Schaake shuffle to reconstruct the spatial variability in precipitation and maximum and minimum temperature over a wide range of cases-the shuffled 
The spatial correlation between two example stations in the Cle Elum basin in Jan for (top) raw ensemble output and (bottom) reordered ensemble output. The thick line depicts the observed correlation between the two stations, and the box and whiskers depict the minimum, lower-quartile, median, upper-quartile, and maximum correlations of all ensemble members. ensemble output is much closer to the observed correlation than unshuffled output for all station pairs.
The Schaake shuffle technique does tend to slightly underestimate the observed spatial correlations for precipitation (left column in Fig. 7 ). This occurs because of the intermittent properties of precipitation time series. Consider the ranked ''downscaled'' and ''observed'' ensembles in Fig. 2 . Both of these ensembles may include zero precipitation days. In the case that the downscaled ensemble has more precipitation days than the observed ensemble, some of the smaller downscaled precipitation amounts will be matched with zero precipitation days. These smaller precipitation amounts will consequently have an identical rank, and their assignment to a given ensemble member is random. The solution to this problem is to interpolate precipitation data from surrounding stations to fill in the zero precipitation days with trace precipitation amounts. Another case is that the downscaled ensemble has less precipitation days than the observed ensemble. In this case, zero precipitation days will be matched with observed precipitation amounts, and their assignment to a given ensemble member is entirely random. This latter problem is intractable. In spite of such problems with daily precipitation data, however, the Schaake Shuffle does preserve most of the spatial correlation structure in precipitation fields and certainly provides a significant improvement over the unshuffled ensemble output. Figure 8 shows correlations for all possible station pairs for the month of July. Results are fairly similar for the January plot in Fig. 7 , except for precipitation in the Carson and Cle Elum River basins, where the shuffled output provides a poor representation of the observed spatial correlation structure. Precipitation is rare in the Carson basin in July, exemplifying the problems with matching zero days described above. Precipitation results for shuffled output in the Carson basin do, however, improve upon the unshuffled output. For other variables and basins, the Schaake Shuffle provides a credible portrayal of the observed spatial correlation structure in precipitation and temperature fields.
d. Intervariable correlations
The reconstruction approach should also be capable of preserving the correlation between variables (e.g., correlations between precipitation and temperature). Suppose if in Fig. 2 the three time series were named ''precipitation,'' ''maximum temperature,'' and ''minimum temperature'' instead of ''station 1,'' ''station 2,'' and ''station 3.'' If the randomly selected observations between the two variables have a similar rank (i.e., high intervariable correlation), then this correlation structure should be reconstructed once the ensemble output is reordered. By using the same randomly selected dates for all stations and variables, both the spatial correlation structure and the consistency between variables should be preserved. FIG. 7 . The observed and forecasted intersite correlations for Jan for all station combinations in each of the four study basins, for both raw ensemble output (black triangles) and reordered ensemble output (gray squares). Results are shown for the forecast lead time of 5 days.
The comparison between the observed intervariable correlations and forecast intervariable correlations is shown for both shuffled and unshuffled ensemble output in Fig. 9 . The presentation is similar to that in Figs. 7 and 8-the median intervariable correlation from the ensemble output for a given station is plotted against the observed intervariable correlation for that station. The dark (light) symbols depict unshuffled (shuffled) correlations, and the triangles (squares) depict results for the months of January (July). As expected from section 3, the observed intervariable correlations are preserved very well. An important feature in Fig. 9 is the negative correlations between precipitation and maximum temperature, most pronounced in July. This reflects lower temperatures on precipitation days, and although this feature is not present in the unshuffled output, it is reconstructed once the ensemble output has been shuffled. Another important feature in Fig. 9 is the
FIG. 9. The observed and forecasted intervariable correlations for all stations in each of the four study basins, shown for the forecast lead time of 5 days. The dark symbols depict results for unshuffled output, and the light symbols depict results for the shuffled output. For both unshuffled and shuffled output, diamonds depict results for the month of Jan and squares depict results for the month of Jul. high correlation between maximum and minimum temperature, most pronounced in January. The observed correlation between maximum and minimum temperature is underestimated in the unshuffled output, but is reconstructed once the ensemble output is shuffled.
e. Temporal persistence
Accurate reproduction of the temporal persistence of precipitation and temperature time series also is an important consideration in forecasting streamflow. For example, if there is no temporal persistence in time series of temperature, warm days will be immediately followed by moderate-to-cold days, and any snowmelt will be abruptly halted. This scenario is in contrast to a situation closer to reality wherein warm days persist for several days, thereby creating rapid and persistent snowmelt. The Schaake Shuffle method should also be capable of reconstructing the temporal persistence in observed precipitation and temperature fields (see section 3b). Figure 10 illustrates the temporal persistence (lagϪ1 correlation) from shuffled and unshuffled ensemble output for one example station in the Cle Elum River basin. Similar to Fig. 6 , the top plots show temporal correlations for precipitation and maximum and minimum temperature for the unshuffled forecast ensemble, and the bottom plots show the temporal correlations for the shuffled forecast ensemble. In this example, dayϩ2 forecasts are correlated against dayϩ1 forecasts, dayϩ3 forecasts are correlated against dayϩ2 forecasts, and so forth. Results show similar patterns to those exhibited in Fig. 5 . The unshuffled output preserves some (but by no means all) of the observed temporal persistence at short forecast lead times when there is skill in the forecasts. None of the temporal persistence is captured at longer forecast lead times when there is no forecast skill. By contrast, the shuffled ensemble output preserves the observed temporal persistence for all forecast lead times.
Extending these results, Fig. 11 presents lagϪ1 correlation statistics for all stations in each study basin. Results are presented in a similar manner to those in Figs. 7-9, where the median lagϪ1 correlation from the ensemble output for a given station is plotted against the observed lagϪ1 correlation for that station. Figure  11 demonstrates that the shuffling methodology is capable of reconstructing the observed temporal persistence for all stations and variables. In all cases the temporal persistence in the shuffled ensemble output is closer to observations than the unshuffled output.
Another feature important for hydrologic applications is the intermittency of precipitation, which is not described well by the lagϪ1 correlation plots. To address this issue, we calculate the probability that a dry day follows a wet day (P wd ), and the probability that a wet day follows a dry day (P dw ), for each day in the forecast cycle. These probabilities are termed ''transition probabilities'' and are widely used to construct Markov-type models of precipitation occurrence (e.g., Gabriel and
FIG. 11. The observed and forecasted lagϪ1 correlation for all stations in each of the four study basins, shown for the forecast lead time of 5 days. The dark symbols depict results for unshuffled output, and the light symbols depict results for the shuffled output. For both unshuffled and shuffled output, diamonds depict results for the month of Jan and squares depict results for the month of Jul.
12. The observed and forecasted transition probabilities for the month of Jul for the forecast lead time of 5 days. The dark symbols depict results for unshuffled output, and the light symbols depict results for the shuffled output. The probability that a dry day follows a wet day is illustrated with squares, and the probability that a wet day follows a dry day is illustrated with triangles. Neumann 1962; Wilks 1998; Wilks and Wilby 1999) . The comparison between observed and forecasted transition probabilities is presented in Fig. 12 for each station in the four basins. Results are presented only for the month of July. The triangles (squares) illustrate the case for P dw (P wd ), and, as in other figures, the dark (light) symbols depict unshuffled (shuffled) results. Note that if P dw is similar to the climatological probability of precipitation occurrence (or if P wd is similar to the probability of no precipitation), then the unshuffled ensemble output will mirror the transition probabilities quite well. The results in Fig. 12 show fairly small differences between the observed and forecasted transition probabilities for both unshuffled and shuffled ensemble output, but, on the whole, the shuffled transition probabilities are closer to the observed transition probabilities for all four basins.
Summary and conclusions
A method for reconstructing the space-time variability in forecasted precipitation and temperature fields is presented. In this approach, the ensemble output for a given forecast is ranked and matched with the rank of precipitation and temperature data from dates randomly selected from the historical record. The ensembles are then reordered to correspond to the original order of the selection of historical data.
To assess the value of this method, the space-time variability in local-scale ensemble forecasts of precipitation and temperature is examined in four river basins in the United States. Forecasts are generated using regression-based statistical downscaling of medium-range numerical weather prediction model output. Forecasts are essentially unbiased and have useful probabilistic forecast skill for all variables at short forecast lead times. The reconstruction methodology preserves the spatial correlation between all station pairs for all variables in each of the study basins. In some instances, the spatial correlation for precipitation is slightly underestimated due to the intermittency properties of precipitation time series, but the spatial correlations from the reconstruction methodology are closer to observed correlations than the raw ensemble output for all station pairs. Similarly, the reconstruction methodology preserves the observed temporal persistence in precipitation and temperature time series for all station pairs.
The main caveat with this approach is that it assumes stationarity in the spatiotemporal correlation structure. Put differently, the approach assumes that the spatial correlation from randomly selected dates in the historical record will be valid for forecasts in the future. This point was not addressed in the present paper, as all results (correlations) are computed using all years in the forecast archive . As presented here, the Schaake shuffle approach will not preserve the spatial gradients in precipitation and temperature fields for individual forecasts. An extension to this climatological ensemble reordering approach is to preferentially select dates from the historical record that resemble forecasted atmospheric conditions and use the spatial correlation structure from this subset of dates to reconstruct the spatial variability for a specific forecast. This type of analog approach may C L A R K E T A L .
APPENDIX
Pseudo-FORTRAN Code to Perform the Schaake Shuffle
The sort2 subroutine sorts two real vectors using the quick sort algorithm and can be used directly from Press et al. (1992) . be capable of preserving spatial gradients for individual forecasts, at least for short forecast lead times. Further research is warranted on this topic.
It is of course possible to use statistical methods that preserve the space-time variability of downscaled fields intrinsically. One example of this type is from Wilby et al. (2003) , where regression methods are applied to predict regionally averaged precipitation and spatially disaggregated by simply using data from individual sites for days that are similar to the regionally averaged predictions. In another approach, Charles et al. (1999) apply a nonhomogeneous hidden Markov model to simulate distinct patterns of multisite precipitation and amounts conditional on a set of synoptic-scale atmospheric variables. Both of these approaches preserve the observed intersite correlations very well. The value of the Schaake shuffle, however, is that it is applied as a postprocessing step. It is possible to use any statistical downscaling method (or combination of methods) that provide the best ensemble of predictions at individual stations, and then reconstruct the space-time variability after the fact.
The reordering methodology is a generic approach that can be applied in many different settings. As an example, consider ensemble simulations of streamflow generated using the multiobjective optimization algorithm (MOCOM-UA; Yapo et al. 1998) or the generalized likelihood uncertainty estimation (GLUE) methodology (Beven and Binley 1992) , implemented for many subbasins within a large watershed. Now, if the models in each subbasin are calibrated separately, ''ensemble 1'' from a given subbasin will not necessarily correspond to ''ensemble 1'' from the neighboring subbasin. If these ensembles are combined to produce simulations of runoff for the entire watershed, then a canceling effect will ensue and the streamflow simulations for the watershed will underestimate both low and high extreme values. Some reordering of ensemble output will be required to circumvent this problem.
