We prove a Liouville type classification theorem in half-spaces for infinite boundary value problems related to fully nonlinear, uniformly elliptic operators. We then apply the result in order to obtain gradient boundary blow up rates for ergodic functions in bounded domains related to degenerate/singular operators, and, as a further consequence, we deduce the uniqueness of the ergodic functions.
Introduction
A classical result from harmonic function theory, see e.g. [1] , states that if v is a positive harmonic function in the upper half-space R N + = {x = (x ′ , x N ) ∈ R N : We are interested here in extending the above result to more general equations. Namely, we focus on the second order, fully nonlinear infinite boundary value problem where β > 1 and F : S N → R is a positively homogeneous uniformly elliptic operator, that is a continuous function defined on the space of N ×N -square symmetric matrices S N , positively homogeneous of degree 1, and satisfying a tr(P ) ≤ F (X + P ) − F (X) ≤ A tr(P ) , (1.2) for all X, P ∈ S N , with P ≥ O, for some positive constants A ≥ a > 0. In (1.1), D 2 u stands for the hessian matrix of the unknown function u, and ∇u for its gradient.
We assume that u ∈ C(R N + ) is a viscosity solution of (1.1), satisfying further (H1) the boundary condition is uniformly satisfied, namely
(H2) u is bounded for x N bounded away from zero and from infinity, that is
Our main result is the following Liouville type classification theorem.
Theorem 1.1. Let 1 < β ≤ 2 and assume that F satisfies (1.2). If u ∈ C(R N + ) is a viscosity solution of (1.1) satisfying assumptions (H1) and (H2), then, for some c ∈ R,
We observe that the logarithmic change of variable useful in the case of Laplace operator cannot be used for a fully nonlinear operator F , even when β = 2, since the new variable v will be merely a subsolution and not a solution of the homogeneous equation. Theorem 1.1 will be instead established by showing first that any viscosity solution u actually is a monotone decreasing function of the only variable x N , and then integrating the resulting ODE. The one dimensional symmetry of u will be obtained in turn by applying the well known so called sliding method, introduced in [2] . Indeed, after showing that the comparison principle holds true for bounded viscosity sub-and supersolutions in horizontal strips, any solution u will be proved to satisfy the inequality u ≤ u t ,
where u t (x) = u(x + tν) stands for the translated function with respect to any direction ν = (ν ′ , ν N ) with ν N ≤ 0 and t > 0. We emphasize that the proof for Theorem 1.1 is even more simple than the original proof given in [2] , where inequality (1.3) is first established for t large, and then for every t > 0 by a contradiction argument. In our case, since the comparison principle for solutions in horizontal strips hold true indipendently of the size of the solutions to be compared, inequality (1.3) is established simultaneously for all t > 0. Theorem 1.1 belongs to the large family of symmetry results for solutions of nonlinear elliptic equations. Besides [2] , we just mention the works [10, 9, 3] , and refer to the references therein, as recent symmetry results for solutions of semilinear, quasilinear and fully nonlinear equations respectively. In all previous results, the symmetry is obtained for entire solutions or solutions vanishing on the boundary. Up to our knowledge, Theorem 1.1 is the first application of the sliding method to infinite boundary value problems.
An interesting feature of the Liouville property for problem (1.1) relies in its connection with the so called ergodic problem associated with fully nonlinear degenerate/singular operators. Let us recall that, given a C 2 bounded domain Ω ∈ R N and a continuous function f ∈ C(Ω), an ergodic constant related to Ω and f is a constant c Ω ∈ R such that there exist solutions u ∈ C(Ω) (called ergodic functions) of the infinite boundary value problem
where F is a positively homogeneous operator satisfying (1.2) as before, and the exponents α and β satisfy respectively α > −1 and α + 1 < β ≤ α + 2. Problem (1.4) has been originally studied in the semilinear case α = 0 and F (D 2 u) = ∆u in [13] , where the terminology "ergodic" has been introduced and its connection with a state constraint optimal stochastic control problem has been showed. Further contributions have been given in [15] , and in [14] for p-Laplace operator as principal part.
In the fully nonlinear degenerate/singular setting, problem (1.4) has been recently studied in [5] , where it has been proved in particular that if f is bounded and Lipschitz continuous, then ergodic pairs (c Ω , u) do exist. By assuming further that
where d(x) denotes the distance function from ∂Ω, in [5] the ergodic constant c Ω is proved to be unique and any ergodic function u is shown to satisfy the asymptotic identities
and C(x) is any C 2 (Ω) function satisfying, for x in a neighborhood of ∂Ω,
Moreover, in [6] the ergodic functions are proved to be C 1,γ loc (Ω) and to satisfy, in the case χ > 0 (i.e. β < α + 2), the gradient boundary asymptotics
As a consequence, the uniqueness of the ergodic function is proved in this case, see Theorem 1.2 of [6] . By keeping the same terminology for unbounded domains, Theorem 1.1 states that the ergodic constant for Ω = R N + and f ≡ 0 is c = 0, and the ergodic function is unique and coincides with the one variable function u(x N ) given in the statement of Theorem 1.1. Indeed, as proved in [4, 12] , one has
Note that, in the present assumptions, one has 1 < β − α ≤ 2, and thus Theorem 1.1 applies. More than that, by standard scaling arguments, see e.g. [11, 14] , Theorem 1.1 may be used in the blow up analysis near the boundary for any ergodic function, yielding gradient boundary blow up rates for ergodic functions in any bounded domain.
Therefore, we deduce from Theorem 1.1 asymptotic identities analogous to (1.9) also for the case β = α + 2, i.e. χ = 0. These imply in particular that the gradient of any ergodic function does not vanish near the boundary and, as a consequence, the strong maximum principle applies, see [4] , and yields the uniqueness of the ergodic function.
The paper is organised as follows: in Section 2 we give the proofs of the comparison principle in strips and of Theorem 1.1; in Section 3 we prove identity (1.9) for the case χ = 0 and deduce the uniqueness of the ergodic function, referring to [7] for the proof.
2 Proof of Theorem 1.1 Theorem 1.1 will be obtained as an easy consequence of the following comparison result in strips. 
Then
Proof. Suppose by contradiction that
and let us set w(x) = v(x) + S. Then, one has u(x) ≤ w(x) for all x ∈ Σ and there exists a sequence
. By Ascoli-Arzelà Theorem, again up to a subsequence, u j and w j converge locally uniformly to someū andw, which are sub and supersolution respectively. Furthermore,
Sinceū ≤w in Σ,ū ≤w + sup ∂Σ (u − v) − S <w on ∂Σ andū(0,x N ) =w(0,x N ), we deduce thatx N ∈ (b, c) and, by the strong comparison principle, thatū ≡w in Σ, which yields a contradiction for either x N = b or x N = c.
Proof of Theorem 1.1. The conclusion will be obtained by showing that u is a monotone decreasing function depending on the only variable x N .
Let us first observe that any solution u of the equation in (1.1) is locally C 1,γ in R N + for some γ ∈ (0, 1) depending on N, a, A and β, see e.g. [7] . Moreover, as proved e.g. in [8] and [5] , u satisfies the local Lipschitz estimate
for a positive constant C depending only on N, a, A and β > 1.
Next, for a fixed unitary vector ν = (ν ′ , ν N ) ∈ R N with ν N < 0, and for t > 0, let us consider the function
Clearly, u t is a solution of the infinite boundary value problem (1.1) in R N t . We claim that u ≤ u t in R N t . Indeed, by assumptions (H1) and (H2), we have that, uniformly with respect to
Moreover, by estimate (2.1), we also have
uniformly with respect to x ′ ∈ R N −1 as well. Therefore, for any ǫ > 0 there exists δ = δ ǫ,t > 0 sufficiently small such that
On the other hand, in the strip Σ = R N −1 × −t ν N + δ, −t ν N + 1 δ , u and u t satisfy the assumptions of Proposition 2.1, so that we obtain
By letting ǫ → 0, we deduce the claim. It then follows that ∂u ∂ν ≥ 0 in R N + for all vectors ν = (ν ′ , ν N ) with ν N < 0. In particular ∂u ∂x N ≤ 0. Furthermore, by the continuity of Du, ∂u ∂ν ≥ 0 is true also for vectors ν such that ν N = 0. Hence, we obtain that ∂u ∂x i = 0 for all i = 1, . . . , N − 1 Therefore, u(x) ≡ u(x N ) is a nonincreasing one variable function satisfying in the viscosity sense
This implies that necessarily u ′′ ≥ 0, so that u is a solution of the ODE
.
A direct integration of this equation and the imposition of the initial condition yield the result.
Applications : gradient boundary asymptotic behavior and uniqueness of the ergodic functions
In this section we consider the ergodic problems in bounded domains associated with degenerate or singular fully nonlinear operators. Namely, we consider the infinite boundary value problem (1.4) for a smooth bounded domain Ω ⊂ R N , and we refer to a solution (c Ω , u) as an ergodic pair. As recalled in the introduction, by assuming that f ∈ C(Ω) is bounded and Lipschitz continuous, F is positively homogeneous and satisfies (1.2), α > −1 and α + 1 < β ≤ α + 2, it is proved in [5] the existence of ergodic pairs (c Ω , u). Moreover, by further assuming the smoothness condition (1.5), the ergodic constant c Ω is unique and any ergodic function u satisfies the asymptotic identities (1.6) and (1.7), see [5] . Furthermore, in the case β < α + 2 any ergodic function is proved to satisfy also (1.9) and, consequently, to be unique, see [6] .
Here we are concerned with the analogous results for the case β = α + 2, i.e. χ = 0. 
Proof. We recall that, by Theorem 6.3 of [5] , in the present assumptions any ergodic function u satisfies the global inequalities
for a positive constant D > 0 depending on the data and on u itself. Let us fix x 0 ∈ ∂Ω and, for δ > 0, let us consider the rescaled function
defined for ζ belonging to the translated and rescaled domain O δ = Ω−x 0 δ . We observe that, as δ → 0, the domains O δ approach the limiting halfspace H := {ζ ∈ R N : ζ · ∇d(x 0 ) > 0} and, by estimates (3.2) and the Lipschitz regularity in Ω of C(x), the functions u δ are uniformly bounded for δ small and ζ in any compact subset of H.
Moreover, a direct computation shows that the functions u δ are solutions of the equation
By Theorem 1.1 of [6] , it follows that the sequence {u δ } is uniformly bounded in C 1,γ loc (H), for some γ ∈ (0, 1) depending on the data. Hence, by a standard diagonal procedure, there exists a v ∈ C 1,γ loc (H) satisfying in the viscosity sense −|∇v| α F (D 2 v) + |∇v| α+2 = 0 in H , and such that u δ (ζ) → v(ζ) in C 1 loc (H) as δ → 0. By the results of [12] , it follows that actually v is a viscosity solution (in the standard sense) of −F (D 2 v) + |∇v| 2 = 0 in H . and since all convergences are uniform with respect to x 0 ∈ ∂Ω, we finally obtain the conclusion.
Moreover

