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Random (disordered) components in the surface anchoring of the smectic-A liquid crystalline
film in general modify the thermal pseudo-Casimir interaction. Anchoring disorder of the quenched
type is in general decoupled from the thermal pseudo-Casimir force and gives rise to an additional
disorder-generated interaction, in distinction to the annealed disorder, whose effect on the pseudo-
Casimir force is non-additive. We consider the effects of the surface anchoring disorder by assuming
that one of the substrates of the film is contaminated by a disorder source, resulting in a Gaussian-
weighted distribution of the preferred molecular anchoring orientation (easy axes) on that substrate,
having a finite mean and variance or, more generally, a homogeneous in-plane, two-point correlation
function. We show that the presence of disorder, either of the quenched or annealed type, leads
to a significant reduction in the magnitude of the net thermal fluctuation force between the con-
fining substrates of the film. In the quenched case this is a direct consequence of an additive free
energy dependent on the variance of the disorder, while in the annealed case, the suppression of the
interaction force can be understood based on a disorder-renormalized, effective anchoring strength.
I. INTRODUCTION
Casimir interactions, in general denoting quantum as
well as thermal fluctuation induced interactions of the
electromagnetic fields confined by hard or soft substrates
[1], play a fundamental role in materials science, atomic
and molecular physics, condensed matter physics, high
energy physics, as well as chemistry and biology [2–4].
Despite their venerable nearly 70-year history [5], there
is no shortage of new, fundamental insights be it from the
theoretical [1, 6] as well as the experimental sides [7, 8].
One of the fundamental insights was the realization by
Fisher and de Gennes [9], later analyzed in detail by Di-
etrich and coworkers [10], that a pseudo-Casimir effect
can be expected in any confined field theory close to a
critical state, e.g., critical density fluctuations in a liq-
uid state theory, as well as director fluctuations or layer
spacing fluctuations in a liquid crystal theory [11, 12].
The liquid-crystalline order [13] is usually established at
non-zero temperatures T 6= 0 and thus the thermal en-
ergy kBT (with kB the Boltzmann constant) can easily
drive fluctuations in the relevant order parameters. As
a result, these thermal fluctuations of liquid crystalline
order in confined geometries may induce a macroscopic
pseudo-Casimir interaction analogue, in some respects
similar but in others differing substantially from the orig-
inal electromagnetic Casimir interactions [1].
However, the universal thermal disorder is not the only
possible source of fluctuations and fluctuation-driven in-
teractions. Inherent structural disorder, as in the case of
∗ f.karimi@khu.ac.ir
surface charge disorder on dielectric interfaces [14], has
been recognized as possibly not only modifying the ther-
mal Casimir interactions in its annealed variety, but even
as a source of a new disorder-driven interaction when the
disorder is quenched [15]. Structural disorder can appear
also in the case of liquid crystalline systems. The periodic
arrays of the nanometer sized layers of a smectic-A liq-
uid crystal confined between two parallel interfaces nor-
mal to the layers can easily be subjected to a quenched
disordered-surface anchoring and the role of the disorder
in this system, being experimentally easily accessible, has
already been analyzed in detail [16]. The effects of dis-
order on the pseudo-Casimir interactions in the case of
confined nematic liquid crystals have been studied for
a nematic liquid-crystalline film bounded by two planar
surfaces perpendicular to the nematic axis, one of which
imposes a random (disordered) distribution, quenched or
annealed, of either the preferred anchoring axis [17] or ex-
hibiting a disordered distribution of anchoring energies
[18]. In the former case, the quenched disorder effects
appear additively in the total interaction while for the
annealed disorder its effects are non-additive and can be
rationalized in terms of renormalization of the effective
surface anchoring parameter, leading to quantitative and
qualitative changes, including a change of sign, in the
pseudo-Casimir interaction strength.
Another interesting aside of the thermal pseudo-
Casimir effect in the case of liquid crystalline systems
and indeed in many other soft matter systems, is that for-
mally it can be reduced to functional integrals of higher
derivative field Lagrangians [19]. In the case of liquid
crystals this turns out to be a second derivative field La-
grangian, but higher orders are in principle also possible.
There are several formal aspects of the theory of higher
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2derivative functional integrals that deserve to be studied
in more detail.
The transverse pseudo-Casimir force arises as a result
of thermal fluctuations of the liquid crystalline layers of
a smectic-A film confined between two planar substrates
in a bookshelf geometry, in which the equidistant smectic
layers are placed perpendicular to the bounding surfaces
[20]. The fluctuation-induced interactions within such a
cell in the absence of the disorder were shown to be at-
tractive (for similar, or symmetric, boundary conditions
on the two substrates) and depend on the penetration
length as well as layer spacing [20]. Below we general-
ize this setup to include quenched and annealed disorder
in the easy axis of the surface anchoring and study the
disorder-induced modification of the fluctuation interac-
tion force. Effects of quenched disorder, which enters the
problem through its variance appear to be additive and
act to weaken the attraction between like boundaries as
the variance increases. Our formalism including the ef-
fects of quenched disorder is based on a fixed equilibrium
configuration of the order parameter and does not take
into account a possible destabilization of this uniform
equilibrium configuration of a sm-A upon increase in the
disorder.
We introduce our model in Section II. The formalism
to evaluate the free energy of the system through the
partition function follows in Section III. The analytical
and numerical results are presented in Section IV and the
concluding remarks in Section V summarize the concep-
tual background and the salient features of the results.
II. MODEL
A film of smectic-A liquid crystal (sm-A) [13] is as-
sumed to be confined between two parallel plates (or sub-
strates) placed at locations y = 0 and d of a Cartesian
coordinate system r = (r⊥ , y), with lateral coordinates
r⊥ = (x, z). The sm-A layers are oriented perpendicu-
lar to the substrates, with parallel layers of separation
a0, stacked up in the z direction, resembling a bookshelf
configuration for the constituent molecules (see Fig. 1 in
Ref. [20]). Non-similar anchoring conditions are imposed
on the two substrates; while an (infinitely) strong anchor-
ing condition is retained on the substrate positioned at
y = 0, a finite-strength anchoring is allowed on the sub-
strate positioned at y = d, with a random (disordered)
component, which we shall specify below.
The (free) energy of the layer displacements u(r⊥ , y) in
the bulk of the material has the assumed harmonic form
Hb = K
2
∫
V
dr
[(
∂2xu+ ∂
2
yu
)2
+
B
K
(∂zu)
2
]
, (1)
where K is the Frank elastic constant corresponding to
bending deformations of the layers, B is the compres-
sion (dilatation) elastic constant, and V is the volume of
the smectic slab [13]. The strong surface anchoring at
y = 0 is implicitly assumed to keep the mean molecu-
lar orientation, or the director field n(r⊥ , y), strictly in
the z-direction. On the other hand, the finite surface an-
choring at y = d stipulates that n orients in the direction
of the easy axes e(r⊥) on that substrate. This amounts
to the surface interaction energy of the Rapini-Papoular
form [21] as
Hs = −W
2
∫
∂V
dr⊥ (n · e)2 , (2)
where W is the anchoring strength and the integral runs
over the surface area of the bounding substrate at y = d
[21, 22].
We assume that the mean orientation of the easy axis
is along the z-direction, i.e., 〈e(r⊥)〉 = zˆ. We use the
gauge (∂x, ∂y)Tu + δn = 0 where δn = (δnx, δny) is the
small deviation from the mean orientation 〈n〉 = zˆ, to
rewrite Eq. (2) as
Hs = W
2
∫
∂V
dr⊥
[
(∂xu)
2 + (∂yu)
2 + 2(ex∂xu+ ey∂yu)
]
,
(3)
up to the linear order in the disorder field e ' (ex, ey, 1).
This makes the director to remain locally perpendicular
to the layers [13, 23, 24].
We assume that the disorder fields ei(x, z) =
{ex(x, z), ey(x, z)} are statistically independent and have
Gaussian distributions around their zero mean values,
P[ei] = C exp−
1
2
∫
dr⊥dr
′
⊥ei(r⊥ )c
−1(r⊥−r′⊥ )ei(r
′
⊥ ), (4)
where C is a renormalization constant and c(r⊥−r′⊥) is the
in-plane, two-point correlation function of the disorder
fields, which we have assumed to have a translationally
invariant form in the in-plane directions.
The thermodynamic free energy of the system follows
from averaging the sample free energy over all realiza-
tions of the disorder fields as FQ = −kBT 〈lnZ〉 in the
quenched case, and as FA = −kBT ln〈Z〉 in the annealed
case, where
〈(· · · )〉 =
∏
i
∫
Dei (· · · )P[ei]
and Z is the sample partition function for a given con-
figuration of the disorder fields. For the current model,
we have [20]
Z =
∫
Du e−βH[u;{ei}], (5)
where H = Hb +Hs and β = 1/(kBT ). To carry out the
averages involved here, we use the replica trick [25, 26]
by considering k replicated fields ua, with a = 1, · · · , k,
to generate the replicated partition function Zk and then
compute the replicated free energy as [27]
F (k) = −kBT ln〈Z
k〉
k
. (6)
3The quenched and annealed cases then follow for k →
0 and k = 1, respectively. The quenched free energy
can also be expressed as FQ = −kBT∂k〈Zk〉k→0. The
special case of a nondisordered sm-A [20] follows from
our formalism, when the disorder variance is set to zero.
III. FORMALISM
A. Replicated partition function
The disorder-averaged replicated partition function in
Eq. (6) follows by carrying out the standard Gaussian
averages over the disorder fields over the sample partition
function (5), yielding
〈Zk〉 =
∫ ( k∏
a=1
Dua
)
e−βH
(k)[{ua}], (7)
where H(k) = H(k)b +H(k)s with the definitions
H(k)b =
K
2
k∑
a=1
∫
V
dr
[(
∂2xua + ∂
2
yua
)2
+
B
K
(∂zua)
2
]
,(8)
H(k)s =
W
2
k∑
a,b=1
∫
∂V
dr⊥dr
′
⊥[
(∂xua)
(
δ(r⊥ − r′⊥)δab − βWc(r⊥ − r′⊥)Eab
)
(∂x′ub) +
(∂yua)
(
δ(r⊥ − r′⊥)δab − βWc(r⊥ − r′⊥)Eab
)
(∂y′ub)
]
, (9)
where δab is the Kronecker delta and Eab = 1; these are
the elements of the k×k identity matrix, I, and the k×k
matrix of ones, E, respectively.
B. Fourier diagonalization
Assuming translational invariance in the xz-plane, we
can make use of the Fourier transformation by defining
u(r⊥ , y) =
∑
p⊥
u(p⊥ ,y) e
ι˙p⊥·r⊥ , where p⊥ = (px, pz) is
the corresponding in-plane wavevector. The replicated
Hamiltonian is then diagonalized over the subspace de-
fined by the in-plane modes and can be written as
H(k) =
∑
p⊥
(h
(k)
b + h
(k)
s ), (10)
where the bulk and surface terms follow from Eqs. (8)
and (9) as
h
(k)
b
[{ua(p⊥ , y)}] = KA2
k∑
a=1
∫ d
0
dy
{
|u¨a(p⊥ , y)|2 + 2p2x|u˙a(p⊥ , y)|2 + (p4x + λ−2p2z)|ua(p⊥ , y)|2
}
, (11)
h(k)s
({ua(p⊥ , d)}) = WA2
k∑
a,b=1
{
u˙a(p⊥ , d)
(
δab − βWc(p⊥)Eab
)
u˙∗b(p⊥ , d) +
+ p2xua(p⊥ , d)
(
δab − βWc(p⊥)Eab
)
u∗b(p⊥ , d)
}
− KA
2
k∑
a=1
p2x
{
ua(p⊥ , d)u˙
∗
a(p⊥ , d) + c.c.
}
, (12)
where a surface contribution resulting form an integra-
tion by part of the bulk terms, Eq. (11), has implic-
itly been calculated and the result is included as the last
term of Eq. (12). In the above relations, λ =
√
K/B
is the penetration length [13], A is the surface area of
each plate, u∗a(p⊥ , y) = ua(−p⊥ , y), c(p⊥) is the Fourier
transform of c(r⊥ − r′⊥), and the y-derivative is denoted
as u˙a(p⊥ , y) ≡ ∂yua(p⊥ , y).
Using Eqs. (10)-(12) and the path-integral methods
discussed in Refs. [28, 29], we find (see Ref. [20] for
complementary details not reiterated here)
〈Zk〉 =
∏
p⊥
∫ { k∏
a=1
d(ua(p⊥ , d)) d(u˙a(p⊥ , d))
}
G
(
0, 0; u˙a(p⊥ , d), ua(p⊥ , d)
)
e−βh
(k)
s ({ua(p⊥ ,d)}), (13)
G
(
0, 0; u˙a(p⊥ , d), ua(p⊥ , d)
)
=
∫ ( k∏
a=1
Dua(p⊥ , y)
)
e−βh
(k)
b [{ua(p⊥ ,y)}]. (14)
The first two arguments of the Green’s function, G
(
0, 0; u˙a(p⊥ , d), ua(p⊥ , d)
)
, indicate the strong anchor-
4ing at the substrate y = 0, while its last two arguments
give the values of the fields u˙a and ua at y = d. This in-
terim result can be simplified further by integrating over
the bulk displacement fields ua(p⊥ , y), subjected to the
given boundary conditions, yielding the replicated parti-
tion function only in terms of integrals over the surface
fields {ua(p⊥ , d), u˙a(p⊥ , d)} weighted by an effective sur-
face Hamiltonian heffs [{ua(p⊥ , d), u˙a(p⊥, d)}]; i.e.,
〈Zk〉 =
∏
p⊥
Ak(ω1, ω2, d)
∫ { k∏
a=1
d(ua(p⊥ , d)) d(u˙a(p⊥ , d))
}
e−βh
eff
s [{ua(p⊥ ,d),u˙a(p⊥ ,d)}], (15)
heffs =
k∑
a,b=1
[
m
(k)
11 ua(p⊥ , d)u
∗
b(p⊥ , d) + m
(k)
13
(
u˙a(p⊥ , d)u
∗
b(p⊥ , d) + c.c.
)
+ m
(k)
33 u˙a(p⊥ , d)u˙
∗
b(p⊥ , d)
]
, (16)
where we find
m
(k)
11 = m11δab −
βWc(p⊥)p
2
x
2`
Eab, (17)
m
(k)
33 = m33δab −
βWc(p⊥)
2`
Eab, (18)
m
(k)
13 = m13δab, (19)
with the definitions
m11 =
ω1ω2
2B (ω
2
1 − ω22)(ω1s1c2 − ω2c1s2) +
p2x
2`
, (20)
m33 =
1
2B (ω
2
1 − ω22)(ω1s2c1 − ω2c2s1) +
1
2`
, (21)
m13 = −ω1ω2
2B [(ω
2
1 + ω
2
2)(c1c2 − 1)− 2ω1ω2s1s2]−
p2x
2
,
(22)
and
ω21 + ω
2
2 = 2p
2
x, (23)
ω21ω
2
2 = p
4
x + λ
−2p2z. (24)
Here, ` = K/W is the extrapolation length and the factor
A is given by [28]
A(ω1, ω2, d) = 1
2pi
√
ω1ω2|ω21 − ω22 |√B , (25)
with
B = (ω21 + ω22)s1s2 − 2ω1ω2(c1c2 − 1), (26)
and the shorthand notations ci ≡ cosh(ωid) and si ≡
sinh(ωid) for i = 1, 2 [28].
C. The disorder-averaged free energy
The final solution to the path-integral representation
of the replicated partition function, Eq. (15), is
〈Zk〉 =
∏
p⊥
Ake− 12 ln detM(k) =
∏
p⊥
e−
k
2 ln |B|− 12 ln detM(k) ,
(27)
where we have omitted irrelevant prefactors coming from
A, and defined the matrix M(k) as
M(k) =
 m(k)11 −m(k)13
−m(k)13 m(k)33
 , (28)
whose elements, Eqs. (17), (18) and (19), are each a k×k
matrix. In other words, M(k) can be expressed using the
Kronecker product asM(k) = M⊗I−(βWc(p⊥)/2)P⊗E,
where the 2× 2 matrices M and P are defined as
M =
 m11 −m13
−m13 m33
 , P =
p2x/` 0
0 1/`
 . (29)
Due to its particular form, the determinant of M(k)
can then be obtained using known matrix identities [27],
giving
ln detM(k) = k ln detM+ ln det
(
I− kβWc(p⊥)
2
PM−1
)
.
(30)
The replicated partition function can be written ex-
plicitly using the above relation. The thermodynamic
free energy of the system, F , can then be derived in the
two limiting cases of interest using Eqs. (6) and (27).
Hence, in the case of annealed disorder (k = 1), we find
FA = kBT
2
∑
p⊥
ln
∣∣∣∣B det(M− βWc(p⊥)2 P
)∣∣∣∣ , (31)
and in the case of quenched disorder (k → 0),
FQ = kBT
2
∑
p⊥
ln |B detM| − W
4
∑
p⊥
c(p⊥) tr (PM−1).
(32)
The contribution due to quenched disorder is thus
completely decoupled from the standard thermal pseudo-
Casimir free energy [20] and contributes a term propor-
tional to the disorder variance, in agreement with the
general paradigm discussed in the context of charge dis-
order [14, 15]. The free energy in the quenched limit can
5be rewritten explicitly as
FQ = kBT
2
∑
p⊥
ln
∣∣B (m11m33 −m213)∣∣ (33)
−W
4`
∑
p⊥
c(p⊥)
p2xm33 +m11
m11m33 −m213
.
IV. RESULTS
A. Quenched disorder
We proceed by determining the final forms of the terms
contributing to the free energy F in Eq. (33) in the cur-
rent slab geometry. We consider the quenched disorder
case in this section and return to the case of annealed
disorder later in Section IVB.
We denote the argument of the logarithm in the
disorder-free contribution, which is the first term in
Eqs. (32) and (33), by
G0(p⊥) ≡ B detM. (34)
This quantity can be calculated explicitly as
2G0(p⊥) = A+B cosh(2αd) + C sinh(2αd)
+D cos(2γd) + E sin(2γd), (35)
where α and γ give the solutions of Eqs. (23) and (24) as
ω1 = α− ι˙γ and ω2 = α+ ι˙γ, where
α(p⊥) =
1√
2
(
p2x +
√
p4x + λ
−2p2z
)1/2
, (36)
γ(p⊥) =
1√
2
(
−p2x +
√
p4x + λ
−2p2z
)1/2
, (37)
and
A(p⊥) = −
√
p4x + λ
−2p2z
(
λ−2p2z − `−2p2x
)
, (38)
B(p⊥) = −γ2
(
λ−2p2z + `
−2p2x
)
, (39)
C(p⊥) = −αλ−2p2z`−1, (40)
D(p⊥) = −α2
(
λ−2p2z + `
−2p2x
)
, (41)
E(p⊥) = −γ λ−2p2z`−1. (42)
In the disorder-induced component, which is the second
term in Eqs. (32) and (33), we define
Gd(p⊥) ≡ `−1B
(
p2xm33 +m11
)
, (43)
which can then be written as
Gd(p⊥) = Ad +Bd cosh(2αd) + Cd sinh(2αd)
+Dd cos(2γd) + Ed sin(2γd), (44)
where
Ad(p⊥) = 2`
−2p2x
√
p4x + λ
−2p2z, (45)
Bd(p⊥) = −2p2x`−2γ2, (46)
Cd(p⊥) = −λ−2p2z`−1α, (47)
Dd(p⊥) = −2p2x`−2α2,
Ed(p⊥) = −λ−2p2z`−1γ. (48)
The quenched free energy can thus be rewritten as
F(d) = F0(d) + Fdis(d), (49)
with the disorder-free and disorder-induced components
being, respectively,
F0(d) = kBT
2
∑
p⊥
ln |G0(p⊥)|, (50)
Fdis(d) = −W
4
∑
p⊥
c(p⊥)
Gd(p⊥)
G0(p⊥)
. (51)
The disorder-free term has been studied extensively in
Ref. [20], following which the disorder-induced term can
be written in the continuum limit (assuming large areas,
A, for each of the bounding substrates) as
Fdis(d) = −WA
4pi2
∫ ∞
0
dpx
∫ pi/a0
0
dpz c(px, pz)
Gd(px, pz)
G0(px, pz)
,
(52)
where we have taken the pz integral in the first Brillouin
zone −pi/a0 ≤ pz < pi/a0. The above free energy also
contains the bulk and the surface self-energy parts, which
can be derived in the limit of d → ∞ in the following
forms
F0 (d→∞) = kBT d
∑
p⊥
α(p⊥) + const., (53)
Fdis (d→∞) = −W
4
∑
p⊥
c(p⊥)
B(p⊥) + C(p⊥)
Bd(p⊥) + Cd(p⊥)
,
(54)
with the bulk part being proportional to the volume, i.e.,
A ·d, and the surface self-energy proportional to the sub-
strate anchoring energy, A ·W , in the continuum repre-
sentation. These two contributions are subtracted from
the total free energy Eq. (49) in order to get the proper
fluctuation-induced interaction free energy between the
two bounding substrates.
While the relation (52) can now be evaluated con-
veniently using numerical methods, one may note an
interesting analytical aspect of the problem; that the
disorder-induced contribution, Fdis, does not lead to
any additional interaction forces beyond those given by
the disorder-free term, F0, neither in the limit of weak
(W → 0, or λ/`→ 0) nor in the limit of strong (W →∞,
or λ/`→∞) anchoring. While in the former limit, Fdis
vanishes, in the latter limit, Fdis = −W
∑
p⊥
c(p⊥), con-
tributing only a surface free energy. The disorder-free
term itself will be different in the two limits as we find
G0(p⊥)
∣∣
W→0 = −λ−2p2z
[
γ2 cosh2(αd) + α2 cos2(γd)
]
,
(55)
in the weak anchoring, and
G0(p⊥)
∣∣
W→∞ = −`−2p2x
[
γ2 sinh2(αd)− α2 sin2(γd)],
(56)
in the strong anchoring limit.
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FIG. 1. Rescaled interaction pressure Π(d˜) as a function of the
rescaled separation d˜ = d/λ in the disorder-free case (c0 = 0)
for λ/a0 = 2 and λ/` = 106, 100, 10, 5, 3, 0.5, 0.1, and 10−6
(bottom to top, limiting cases of strong to weak anchoring).
The fluctuation-induced force between the bounding
surfaces of the sm-A film can be calculated by differen-
tiating the free energy of the system with respect to the
inter-surface distance, d, as
f(d) = −∂F(d)
∂d
. (57)
The corresponding pressure acting on the bounding sur-
faces can be represented in dimensionless form as a
rescaled pressure Π(d˜) as a function of the rescaled inter-
surface separation d˜ = d/λ
Π(d˜) =
βλ3
A
f(λd˜). (58)
This thermal pseudo-Casimir interaction pressure is cal-
culated and analyzed after the bulk pressure part, corre-
sponding to F0(d→∞) in Eq. (53), is subtracted.
Figure 1 presents the rescaled pressure as a function of
the rescaled inter-surface separation for various strengths
of the surface anchoring on the substrate located at
y = d, which is measured by the ratio λ/`. We vary
λ/` in a wide range of small to large values, from top
to bottom, to capture the limiting cases of λ/`→ 0 and
∞. As the strength of the anchoring is reduced (smaller
λ/`), the magnitude of the attractive force between the
bounding substrates of the sm-A film diminishes. This
mirrors the fact that the boundary conditions become
increasingly non-similar (asymmetric) on the two sub-
strates (given that one of the substrates is always kept
at strong anchoring condition; see Section II), where re-
pulsive interaction forces are expected. The repulsive
pseudo-Casimir force is therefore purely a consequence
of the asymmetry of the boundary conditions just as in
the case of the van der Waals interactions with asymmet-
ric (dissimilar) boundary conditions [2]. Similar behavior
is found in the case of nematic films [30, 31].
A closer inspection of the force behavior across the in-
termediate ranges of the anchoring strengths (λ/` ∼ 1)
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FIG. 2. Rescaled interaction pressure Π(d˜) as a function of
the rescaled separation d˜ = d/λ for λ/a0 = 2, λ/` = 10, and
uncorrelated quenched surface disorder of rescaled variances
βKc0/` = 0, 0.2, 0.3, 0.4, 0.5, 0.7 and 0.9 (bottom to top).
reveals non-monotonic interaction pressure profiles with
a minimum found at intermediate values of d˜. Clearly,
this kind of behavior is an effect of the competing bound-
ary conditions on the two bounding substrates, or equiva-
lently, of the different degrees of the boundary condition
asymmetry in the system. The effect of this asymme-
try is evidently more pronounced at intermediate sepa-
rations, leading to a change in sign when compared with
the asymptotic large- and small-separation regimes.
Figure 2, on the other hand, shows the effects of a finite
degree of quenched disorder as quantified by its variance.
The surface disorder is chosen here to be uncorrelated
and have a constant variance, i.e., c(p⊥) = c0, and the
anchoring strength (on the substrate at y = d) is fixed us-
ing λ/` = 10, in which case, we find an attractive interac-
tion pressure in the absence of disorder (blue diamonds,
bottom-most data set). Increasing the strength of the
disorder through its variance, reduces the magnitude of
the attractive pressure and even changes the sign of the
interaction pressure into a positive (repulsive) one, dis-
playing also an intermediate regime with non-monotonic
pressure profiles. The quenched disorder thus acts as an
additional source of boundary asymmetry, strengthening
the effects of dissimilar bounding substrates.
To model a spatially correlated surface disorder, we
may use the fact that the in-plane correlation length of
the random surface pinning may be anisotropic and given
by the relation ξz ' λ−1ξ2x, where ξz and ξx are the corre-
lation lengths of the molecular-axis disorder along the z
and x directions of our sm-A geometry, respectively [32].
Accordingly, we choose the form of the in-plane disorder
correlation function as
c(px, pz) =
c0
ξ4z(p
4
x + λ
−2p2z) + 1
. (59)
As one notes by increasing the correlation length ξz, the
role of disorder diminishes. Figure 3 exemplifies this be-
havior for the model parameter values λ/a0 = 2, λ/` = 3,
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FIG. 3. Rescaled interaction pressure Π(d˜) as a function of the
rescaled separation d˜ = d/λ for fixed λ/a0 = 2, λ/` = 3, and
with a correlated quenched surface disorder (see Eq. (59))
of rescaled variance βKc0/` = 0.3 and rescaled correlation
length of ξz/λ = 0 (uncorrelated case), 0.5 and 1 from top to
bottom. The disorder-free results (c0 = 0) are shown by red
triangle-downs (bottom-most data set).
βKc0/` = 0.3, and ξz/λ = 0, 0.5 and 1 (from top to
bottom). For comparison, we also plot the interaction
pressure in the disorder-free case (c0 = 0) in Fig. 3 (red
triangle-downs), which consistently falls below the disor-
dered cases shown.
B. Annealed disorder
We now turn to the case of annealed disorder in which
case the interaction free energy (31) can be written ex-
plicitly as
FA(d) = kBTA
2pi2
∫ ∞
0
dpx
∫ pi/a0
0
dpz ln |GA(px, pz)|,
(60)
where GA turns out to be of the exact same form as G0
in Section IVA, except that here one has to make the
replacement `−1 → `−1eff ≡ `−1(1 − βWc(p⊥)). In other
words, the extrapolation length is renormalized to an ef-
fective one due to the annealed disorder, reflecting the
non-additive modification this type of disorder makes in
the fluctuation-induced force between the bounding sub-
strates. To ensure that the equilibrium order-parameter
profile of the sm-A film remains unchanged, the factor
(1− βWc(p⊥)) should be kept positive for all p⊥-modes.
In Fig. 4, the interaction pressure profiles of the an-
nealed and quenched cases are compared for spatially un-
correlated (ξz/λ = 0) and correlated (ξz/λ = 0.3) disor-
der models with fixed rescaled variance of βKc0/` = 0.5.
As seen, quenched disorder is more efficient in reduc-
ing the absolute strength of the fluctuation-induced force
across all inter-substrate separations. In addition, the
presence of in-plane substrate disorder correlations in-
variably tends to suppress the disorder effects (compare
with the disorder-free case). As an interesting counter
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FIG. 4. Rescaled interaction pressure Π(d˜) as a function of
the rescaled separation d˜ = d/λ in the two cases of annealed
(A) and quenched (Q) disorder with fixed λ/a0 = 2, λ/` = 10
and βKc0/` = 0.5, and with and without spatial in-plane
correlations, ξz/` = 0.3 and 0, respectively. The disorder-free
case is shown by purple circles (bottom-most data set).
point, the typical difference between the quenched and
annealed cases in a nematic cell [17] is smaller than those
obtained here. Also, as opposed to the nematic case [17],
the annealed disorder in the sm-A system leads to a more
strongly attractive interaction profile than the quenched
one across all inter-substrate separations.
V. CONCLUSION
The beating rhythm of the vacuum at absolute zero—
the quantum electromagnetic field fluctuations—gives
rise to a fluctuation-induced Casimir force between two
ideally polarizable plates [5]. At finite temperatures a
thermal component upgrades the Casimir interaction to
a van der Waals interaction [2]. In general, the ther-
mal component to fluctuation induced interactions in
confined geometries operates also for critical fluctuating
fields that are not electromagnetic in nature, as already
hypothesized in the classical work of Ref. [33]. These
fields can describe various physical systems either close
to a critical point or with infinite range potentials imply-
ing infinite range correlation functions [12].
Among the systems with effective infinite range po-
tentials, elastic fluctuations in liquid crystalline systems
have been a particularly fertile field of research. Fluctua-
tions of the layer spacing in a confined sm-A liquid crys-
tal film were shown to imply the presence of a long-range
thermal pseudo-Casimir interaction in the case of a book-
shelf geometry configuration [20]. In the limit of small
displacements from the thermodynamic equilibrium, the
fluctuations can be described by a local displacement field
u(r⊥ , y), at each transverse r⊥ = (x, z) as well as perpen-
dicular spatial coordinate y. For each r⊥ an infinite num-
ber of Fourier modes with wave numbers p⊥ = (px, pz)
contribute to the fluctuation spectrum. As is usual for
8Fourier decompositions, the Hamiltonian of the system
can be diagonalized in the p⊥ -space. While px changes in
the interval (−∞,+∞), changes in pz remain confined to
the first Brillouin zone, pz ∈ [−pi/a0, pi/a0), with a0 being
the layer periodicity. The Fourier decomposed Hamilto-
nian then contains second order derivatives in the perpen-
dicular spatial coordinate, making it interesting also from
a more formal point of view [19]. The fluctuation free en-
ergy can be evaluated straightforwardly and studied as
a function of the size of the film, d, in the y direction,
showing interesting variation in sign as well as magnitude
as a function of model parameters and geometry.
In summary, the fluctuations and finite-size effects to-
gether lead to a force which is the derivative of the cor-
responding confined thermal fluctuation free energy with
respect to the thickness of the film, assuming that the
density of the material in the film remains constant.
Presence of disorder in the easy axis of the anchoring,
that can be formally analyzed within the standard replica
Ansatz approach, wroughts important modifications on
the pseudo-Casimir force. Quenched disordered anchor-
ing field, leading to the coupling between different repli-
cas of the deformation field ua, with a = 1, · · · , k the
index of the replica, gives rise to an extra additive con-
tribution to the pseudo-Casimir force in a disorder-free
configuration, suppressing the strength of the net inter-
action force when compared with the disorder-free case.
The same trend is observed also in the presence of an-
nealed disorder. In this latter case, the disorder effec-
tively weakens the anchoring strength and thus reduces
the pseudo-Casimir force through a modification of the
structural parameters. It is finally interesting to note
that the forces induced by sm-A fluctuations are found
to be significantly larger than those produced in the case
of nematic films [17]. This appears to be a simple con-
sequence of the fact that in the former case the unit of
length is the penetration length λ, comparable to the
molecular layer length a0, whereas in nematics the unit
of length is usually the surface extrapolation length `,
which varies from molecular length a0 and then all the
way up to 103a0. This indeed makes the pseudo-Casimir
interactions mediated by sm-A films more interesting and
experimentally easier to detect.
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