Abstract. For polynomial P(x, y), and any Calderón-Zygmund kernel, K, the operator below satisfies a (1, r) sparse bound, for 1 < r ≤ 2.
Introduction
The Ricci Stein [20, 21] theory of oscillatory singular integrals concern operators of the form T P f(x) = e(P(x, y))K(y)f(x − y) dy, e(t) := e 2πit where K(y) is a Calderón-Zygmund kernel on R n , and P : R n × R n → R is a polynomial of two variables. These operators are bounded on all L p , with bounds that only depend upon the degree of the polynomial, the dimension, and the kernel K, an important point in the motivations for this theory.
Theorem A. Under the assumptions above, there holds for a finite constant
The bound that we prove implies the weak L 1 bounds for the maximal truncations, as well as quantitative bounds in A p , for 1 ≤ p < ∞.
Call a collection of cubes S in R n sparse if there are sets {E S : S ∈ S} which are pairwise disjoint, E S ⊂ S and satisfy |E S | > 1 4 |S| for all S ∈ S. For any cube I and 1 ≤ r < ∞, set f r I,r = |I| −1 I |f| r dx. Then the (r, s)-sparse form Λ S,r,s = Λ r,s , indexed by the sparse collection S is Λ S,r,s (f, g) =
I∈S
|I| f I,r g I,s .
Given a sublinear operator T , and 1 ≤ r, s < ∞, we set T : (r, s) to be the infimum over constants C so that for all all bounded compactly supported functions f, g, | Tf, g | ≤ C sup Λ r,s (f, g), where the supremum is over all sparse forms. It is essential that the sparse form be allowed to depend upon f and g. But the point is that the sparse form itself varies over a class of operators with very nice properties.
For singular integrals without oscillatory terms we have Theorem B. [6, 16] Let K be a Calderón-Zygmund kernel on R n as above. Then, the operator Tf = p.v.K * f(x) satisfies T : (1, 1) < ∞.
Below, we obtain a quantitative version of a conjecture from [17] . The implied constant depends upon degree d, dimension n, and the kernel K, but is otherwise absolute.
As a corollary, we have these quantitative weighted inequalities. The inequalities (1.4) are new even for Lebesgue measure. The case of no truncations has been addressed in [12, 22] , but without effective bounds in terms of the A p characteristic. Ricci-Stein theory has several interesting extensions. On the one hand, there are several variants on the main result of [25] , which considers an estimate which is uniform over the polynomials P. See [18, 19] . One also has weighted extensions of the inequalities in for instance [11] .
Sparse bounds have recently been quite active research topic, impacting a range of operators. We point to the previously cited [6, 16] . But also point to the range of operators addressed in [1, 7, 8, 10, 13, 15] Our quantitative sparse bound in Theorem 1.1 closely matches the bounds obtained for 'rough' singular integrals by Conde, Culiuc, Di Plinio and Ou [5] . Their argument is a beautiful abstraction of the methods of Christ and others [3, 4, 23] . A large part of our argument can be seen as an extension of [5] .
But, the oscillatory nature of the kernels present substantial difficulties, and additional new arguments are required to address maximal truncations. Our prior paper [14] proved the Theorem above in the special case of P(y) = y d in one dimension, and the interested reader will find that argument has fewer complications than this one. (1) The essential oscillatory nature of the question is captured in Lemma 2.4. It has two estimates, the first (2.5) being well-known, having its origins in the work of Ricci and Stein [20] . The second, (2.7) is the additional feature needed to understand the L 1 endpoint. It is proved with the aid of arguments that can be found in the work of Christ and Chanillo [2] . (2) The essential fact needed is the partial sparse bound of Lemma 3.4. This is a kind of 'L 1 improving' estimate. The initial steps in the proof of this Lemma depend upon a standard Calderón-Zygmund decomposition, with additional tweaks of the argument to adapt to the oscillatory estimates. (3) The further additional fact is Lemma 4.5. Crucially, a the Carleson measure estimate is proved, which allows one to control the number of scales that impact this Lemma. The maximal truncations are then controlled by orthogonality considerations, and a general form of the Rademacher-Menshov theorem.
We thank the referee for a careful reading.
1.1. Notation. As mentioned previously, here and throughout we use e(t) := e 2πit ; M HL denotes the Hardy-Littlewood maximal function. For cubes I ⊂ R n , we let ℓ(I) := |I| 1/n denote its side-length. With d ≥ 1, we fix throughout the constant
We use multi-index notation, α = (α 1 , . . . , α n ), so
We use α > β to mean that α i ≥ β i for each 1 ≤ i ≤ n with at least one inequality being strict.
Recall that a Calderón-Zygmund kernel K on R, satisfies the following properties:
• K is a tempered distribution which agrees with a C 1 function K(x) for x = 0;
(We recall multi-index notation in the subsection on notation below.) The key property of such kernels K that we shall use is that we may decompose
where ψ j are each C 1 functions supported in { 1 4 < |x| ≤ 1}, which satisfy
and have zero mean, ψ j (x) = 0. This decomposition is presented in [24, Chap. 13 ].
We will make use of the modified Vinogradov notation. We use X Y, or Y X to denote the estimate X ≤ CY for an absolute constant C. If we need C to depend on a parameter, we shall indicate this by subscripts, thus for instance X p Y denotes the estimate X ≤ C p Y for some C p depending on p. We use X ≈ Y as shorthand for Y X Y.
Lemmas
There are two categories of facts collected here, (a) those which reflect the oscillatory nature of the problem, (b) a variant of the Rademacher-Menshov theorem. 
Using a simple change of variables we have for any cube I, any convex set Ω ⊂ I, and any
Here, we let ℓ(I) denote the side length of the cube I.
We will be concerned with operators that have kernels
Above, the ψ k are as in (1.6) . This next lemma is the essential oscillatory fact, concerning a T * T estimate for convolution with respect to φ k . Note that it holds for polynomials with no constant or linear term.
Lemma 2.4. Assume that (a) d ≥ 2, (b) the polynomial P does not have constant or linear terms, and is not solely a function of x, and (c)
For each cube K with ℓ(K) = 2 k , there is a set Z K ⊂ K × K so that these three conditions hold.
(1) For all t n ≤ j ≤ k, we have
Above,φ(x, y) = φ(−y), and ǫ d is as in (1.5). (2) The sets Z K have the following "small-neighborhoods" property: for any
here we are taking the Minkowski sum of Z K and the 2 s ball; (3) In fact, the sets Z K satisfy the fiber-wise estimate
where π x Z = {y : (x, y) ∈ Z}, is the x-fiber of Z, and in (2.7) we are taking the Minkowski sum of Z K and a ball in R n , and measure is taken in R n .
The estimate (2.5) is uniform in 1 ≤ j ≤ k, and the right side has two terms. The second term is the one in which we have additional decay in the convolution, beyond what we naively expect. The first term involving Z K is that term for which we do not claim any additional decay in the convolution. Thus, additional information about the set Z K is needed, which is the content of (2.7). Part of this information is well-known: Z K has small measure (2.6). The more refined information in (2.7) is that on each fiber, the measure of a neighborhood of the set is small. This condition is not formulated by Chanillo and Christ [2] , but follows from their techniques, which we present below.
Proof. Write the polynomial P(x, y) as
where λ = α,β |λ α,β | = 1. We will use the van der Corput estimate (2.3) to estimate the integral in z in (2.5). The integral in (2.5) is explicitly
Write P(x, y) = α,β λ α,β x α y β the phase function above as
where
Above we have |α| ≥ 1. Then, by (2.3), LHS of (2.
Therefore, we take the set Z I to be
We see that that (2.5) holds. This completes the first part of the conclusion of the Lemma.
For the second part, the set Z I in (2.8) is contained in the set σ Z(σ), where
The union is over all choices of signs σ : {β} → {±1}. There are O(2 nd ) = O(1) such choices of σ. Fixing σ, the polynomial of two variables β σ(β)ℓ(I) |β| [R β (x) − R β (y)] has norm at least one, since P ≥ 1; similarly, if we fix x as well, the polynomial of one variable β σ(β)ℓ(I) |β| R β (y) has norm at least one. It follows from Lemma 2.9 below, applied in dimensions 2n and n, that the set Z(σ) satisfies the estimates (2.6) and (2.7). That completes the proof. This is the main point that remains to be addressed. Lemma 2.9. Let P = P(x) be a polynomial on R n with P ≥ 1 and degree d. Let I be a cube of side length ℓ(I) = 2 k ≥ 2 tn , and 2 tn ≤ 2 s ≤ 2 k . We have the estimate
The case of dimension n = 1 is easy. The set Z I has small measure by the van der Corput estimate (2.3). But, it is the pre-image of an interval under a degree d polynomial P. Hence it has O(d) = O(1) components. From this, (2.10) is immediate.
The higher dimensional case requires some additional insights, because level sets in two and higher dimensions are, in general, unbounded algebraic varieties. We need the following Lemma, drawn from Chanillo and Christ [2] . By a k-strip we mean the set
By a k-interval we mean a (possibly infinite) subset of S given by
Lemma 2.11 ([2], Lemma 4.2).
For any dimension n and degree d, there is a C d,n 1 so that for any A > 0, and any polynomial P of degree d, and any k-strip S, the subset of S given by
The Lemma above is proven for k = 0, but as the result in [2] holds for polynomials of arbitrary norm, the statement therein implies the one above. It likewise holds for any rotation of a strip, which we will reference shortly.
We will also recall the following behavior of the coefficient norm P under the action of the orthogonal group, O(n).
Lemma 2.12. For any degree d, and any n ≥ 2, if P has degree d, then
We argue by compactness and contradiction. If the conclusion does not hold for some choice of dimension n and degree d, for all integers j, we can select P λ j and θ j so that P λ j = 1 and P λ j • θ j < 1/j. For some subsequence, we must have {λ α,j : |α| ≤ d} → {λ α : |α| ≤ d}, and θ j → θ. We conclude that P λ = 1 and P λ • θ = 0, which is a contradiction.
Turning to the second claim, let D be the collection of differential operators
We argue again, by contradiction and compactness. For some choice of dimension n and degree d, there is a polynomial P with P = 1 so that for all θ ∈ O(n), there is a choice
We also have D∈D Θ D = O(n). The Baire Category Theorem implies that for some D, there is a θ 0 in the interior of Θ D . Hence, for all θ sufficiently close to θ 0 , we have DP • θ = 0. But the degree of P is at least 2, so this is can only happen if P itself is zero, which is a contradiction.
Proof of Lemma
In view of our definition of Z I in (2.8), and the condition Q β 0 1, this proves (2.10).
We will induct on the degree of the polynomial, so let us first assume that d = 1, and that P is linear. But then, the set Z is a of the form {x ∈ I : | ξ, x | < 2 k/2 }, for some choice of ξ ≈ 1. It is clear that (2.14) holds.
Henceforth, we will assume that d ≥ 2. Now, since (2.14) is invariant under replacement of x by θx, for θ ∈ O(n), we may assume by Lemma 2.12 that the condition (2.13) holds. Thus, the induction hypothesis applies to each polynomial ∂ r P, 1 ≤ r ≤ n. As a consequence, we have this.
Above, c n is a dimensional constant. Observe that each of the sets that we form a union over, when restricted to a strip, can be covered by C n,d intervals, by Lemma 2.11. Thus, the same conclusion holds for the union. The set we need to estimate is the set Z s , but off of the set E s+cn , which we denote by X := Z s \ E s+cn . For each σ : {2, . . . , n} → {±1}, let θ σ ∈ O n be such that
Here, e n := (0, . . . , 0, 1) is the nth basis vector. With this in mind, write
σ(r)(∂ r P)(θ σ x) > 2 k/2 for all 1 ≤ r ≤ n}.
We will now favorably estimate |Y σ | 2 nk (2 −ǫ d k + 2 s−k ) for each choice of σ. Since any cube of dyadic side length is contained in a dyadic cube of six times its length shifted by some element ω ∈ {0, 1/3} n , it suffices to show that for any grid shifted by any ω ∈ {0, 1/3} n , and any s + 3 strip, S = S ω , situated in that grid, S meets Y σ in at most a bounded number of cubes. Since finite unions and complements of s + 3 intervals are expressible as finite unions of s + 3 intervals, it suffices to prove this result for s + 3 intervals. In particular, it suffices to show that any interval I ⊂ S that meets Y σ does so in at most 2 cubes.
So, suppose now that Q ∈ I, and Q ∩ Y σ = ∅. Since we have excised a 2 s+cn neighborhood of E, this implies that for every x ∈ Q, x / ∈ θ −1 σ E, and thus |∂ r P(θ σ x)| > 2 k/2 for all 1 ≤ r ≤ n.
But, we know that there exists some point y Q ∈ Q ∩ Y σ ; for this y Q , we have σ(r)(∂ r P)(θ σ y Q ) > 2 k/2 for all 1 ≤ r ≤ n, so by connectedness and continuity, it follows that σ(r)(∂ r P)(θ σ x) > 2 k/2 for all 1 ≤ r ≤ n for each x ∈ Q. But now we see that
This strong monotonicity yields the result.
Rademacher-Menshov Theorem.
There is a general principle, a variant of the Rademacher-Menshov inequality that we will reference to control maximal truncations. This has been observed many times, for an explicit formulation and proof, see [ 
Then, there holds
A log(2 + N).
The Main Lemma
The polynomials P(x, y) in Theorem 1.1 are general polynomials. But, we can without loss of generality assume that P does not contain (a) constants, (b) terms that are purely powers of x, nor (c) terms that are linear in y. That is, we can write
λ α,β x α y β .
Define P = α,β |λ α,β |. Observe: Any dilate of a Calderón-Zygmund kernel is again a Calderón-Zygmund kernel. Therefore, in proving our sparse bounds, it suffices to do so for a polynomials satisfying P = 1. We will do so using induction on degree. Notice that the induction hypothesis implies that the sparse bounds hold without restriction on P . These remarks are important to the proof. The essential step is to show that the sparse bounds of Theorem 1.1 holds in these cases.
Lemma 3.1. The operators T P, * satisfy the sparse bounds (1.2) under either of these assumptions.
(1) The polynomial P(x, y) = P(y) is only a function of y.
(2) The polynomial P satisfies P = 1, and the kernel K(y) of the operator T is supported on |y| ≥ 2 tn , where t n 1 is a dimensional constant.
We take up the proof of the Lemma, returning to the conclusion of the proof our main Theorem 1.1 at the end of this section. Now, in the case of P being only a polynomial of y, the conclusion is invariant under dilations, so that we are free to assume that in this case P = 1. We need only concern ourselves with 'large scales.' For any finite constant t n , the operator defined below, using the notation (1.6),
is a Calderón-Zygmund operator, hence its maximal truncations are bounded on L 1 to weak L 1 , with a norm bound that only depends upon the polynomial P through its degree.
Having removed that part of the kernel close to the origin, both cases in Lemma 3.1 fall under the assumptions of case 2. The maximal truncations are at most
On the right, the maximal function admits a sparse bound of type (1,1), so we show the sparse bound (1, r) operatorT * f. We make a familiar dyadic reduction, using shifted dyadic grids. For each ω ∈ {0, 1/3, 2/3} n , let D ω be the cubes in
that is the dyadic grid D shifted by ω. It is well known that for any cube, I, there exists some ω = ω(I) ∈ {0, 1/3, 2/3} n and some P = P(I) ∈ D ω , we have the containment I ⊂ P, and ℓ(P) ≤ 6ℓ(I). Moreover, fixing the side length of a cube, we can resolve the identity function by
Observe that we then have
The role of the grid D ω in the remaining argument is of a standard nature, and so we suppress ω in the notation in the argument to follow.
We will freely decompose the collection of cubes where A 1 is a constant. Then,
The implied constant depends upon A, and P(x, y) only through the degree of P.
Proof of Lemma 3.1. Recall that we are to prove the sparse bound for T * ,D+ , as defined in (3.3) . It suffices to consider bounded functions f, g supported on a fixed cube I 0 ∈ D + . Now, it is easy to see that
It suffices to prove the sparse bound for T * ,I 0 , where I 0 consists of the dyadic cubes strictly contained in I 0 . Add the cube I 0 to the sparse collection S. Take E to be the maximal dyadic cubes P ⊂ I 0 so that at least one of the following two inequalities hold:
f P > 100 f I 0 or g P > 100 g I 0 .
Let E = {P : P ∈ E}, so that |E| ≤ 1 50 |I 0 |. And let I = {I ∈ I 0 : I ⊂ E}. It follows that
where I 0 (P) = {I ∈ I 0 : I ⊂ P}.
The first term on the right is controlled by (3.5). And, we add the collection E to the sparse collection S, and recurse on the second group of terms above. This completes the proof of the sparse bound.
To complete the proof of the Theorem 1.1, we need to consider the case not covered by Lemma 3.1, namely Lemma 3.6. The operator T P, * satisfies the sparse bound inequalities (1.2) under the assumptions that polynomial P satisfies P = 1 and the kernel K(y) of the operator T is supported on |y| ≤ 2 tn .
Proof. We induct on the degree of the polynomial P(x, y) in the x-coordinate, call it d x . The case of d x = 0 is contained in the first case of Lemma 3.1, which we use as the base case. We pass to the inductive case of d x > 0. Note that the induction hypothesis implies that we have the full strength of our main theorem for polynomials of degree d x − 1 in the x-coordinate. Now, the the kernel K is supported on the cube I 0 = [−2 −tn , 2 tn ] n , hence it suffices to prove the sparse bounds for functions f supported on a cube m + I 0 , uniformly over m ∈ Z d . Equivalently, it is the same to prove the inequality functions supported on I 0 , uniformly over polynomials P(m + x, y), where P is a fixed polynomial of degree d x in the x-coordinate, and m ∈ 2 tn+1 Z n . Write
This is a polynomial with degree in x at most d x − 1. (In fact, for m = 0, it is the zero polynomial.) Hence, T Rm, * satisfies the sparse bounds, uniformly in m ∈ Z n . But, note that for x, y ∈ I 0 , |e(P(m + x, y)) − e(R m (x, y))| = |e(P(x, y)) − 1| |y|, since P ≤ 1. Therefore, we have
The maximal function also satisfies the (1, 1) sparse bound, so the proof is complete.
Proof of Lemma 3.4
We begin with a Calderón-Zygmund decomposition. Let B be the maximal subcubes The first step to to observe by Lemma 4.15 below we have
Note in particular that we have written the norms on f and g in sparse form.
It remains to consider the bad function. Observe that if J ∈ B and K ∈ I, we have either J ∩ K = ∅ or J K. Therefore, we can write
We will consistently assume that ℓ(K) = 2 k below. For integers 0 ≤ s ≤ s 0 we decompose K = S s ∪ N s where K ∈ S s if 2 s < ℓ(K) and there holds
where C 0 is the constant in (2.5). We refer to S s as the 'standard' collection for which the second, simpler, term in (2.5) is decisive. Proof. We have a gain in the scale. Holding the side length of K fixed, it is clear that for any integer j s≥0 K∈Ss :
And, in L 2 , we have
where we have used (4.1). Interpolating these two estimates gives us
Summing this over t n ≤ j ≤ s 0 completes the proof.
It therefore remains to consider the complementary 'non-standard' collection N s . Note that for it, we have
There is an elementary endpoint estimate.
Lemma 4.3. Under the assumption that
we have these inequalities below, uniformly in s ≥ 0
Proof. We argue by duality. For measurable σ : I 0 → (0, ∞), we set
so that for arbitrary choice of σ, we can estimate
The essence of the argument is therefore the L 2 bound below. Interpolating between (4.4) and (4.6), we have
Summing this over s ≥ 0 completes the proof, with a single power of q ≃ 1 r−1 as the leading coefficient in (3.5).
Proof. There is an important calculation, relating the L 2 norm of T K,s b to s. The argument below is illustrated in Figure 1 .
here, we have used (4.7) twice. Crucially, we have (2.7), and so we can continue
At the end of the arugment, we will again need this argument, but done fiberwise, using the full strength of (2.7). Make this secondary division of N s . For integers t ≥ 0 set K ∈ N s,t if
The key additional property that we have is this Carleson measure estimate:
(4.8) Figure 1 . The large square is K × K, with the set {(x, y) : x − y ∈ Z K } indicated by the two thick curves above. The set Z K is then covered by rectangles of the form I × J for I, J ∈ B k,s , and the function b × b has integral 2 −2t |I| · |J| on each rectangle I × J.
for all dyadic K ⊂ I 0 with K ∈ N s,t . Indeed, we necessarily have t≥0 : 2 t ≤|J| b t J 1, so that The first order of business is to discard the scales and locations where the bad functions have "large" averages, relative to the parameter s: we show that for each t ≤ ηs, |I 0 |, for appropriate constant C. This permits a further modification of (4.9), namely we restrict the sum to N ♯ s,t := {I ∈ N s,t : I ⊂ E}, and show This proves (4.9) upon a straight forward recursion inside the set E. But now, taking into account that t ≤ ηs, (4.10) now follows from an application of Cauchy-Schwarz, and the observation that for each K ∈ N s , T K,s b 2 2 2 −ǫ d s |K|, since each such K has ℓ(K) ≥ 2 s . The upshot is that we can proceed under the assumptions t ≥ ηs.
We now claim a strengthened version of (4.6), namely which leads to the same conclusion for the full set N s,t as above. The essence of this reduction is that it places the Rademacher-Menshov inequality (2.17) at our disposal. Namely, after proving an appropriate orthogonality condition, an instance of (2.16), we can conclude a result for maximal truncations from (2.17). Let M 1 be the minimal elements of N ♯ := 
