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In 2004 Dowling, Lennard and Turett showed that every non-weakly compact, closed,
bounded, convex (c.b.c.) subset K of (c0,‖ · ‖∞) is such that there exists a ‖ · ‖∞-
nonexpansive mapping T on K that is ﬁxed point free. This mapping T is generally not
aﬃne. It is an open question as to whether or not on every non-weakly compact, c.b.c.
subset K of (c0,‖ · ‖∞) there exists an aﬃne ‖ · ‖∞-nonexpansive mapping S that is
ﬁxed point free. We prove that if a Banach space contains an asymptotically isometric
(ai) c0-summing basic sequence (xn)n∈N , then the closed convex hull of (xn)n∈N , E :=
co({xn: n ∈ N}), fails the ﬁxed point property for aﬃne nonexpansive mappings. Moreover,
we show that there exists an aﬃne contractive mapping U : E −→ E that is ﬁxed point free.
Furthermore, we prove that for all sequences
−→
b = (bn)n∈N in R with 0<m := infn∈N bn and
M := supn∈N bn < ∞, the closed, bounded, convex subset E = E−→b of c0 deﬁned by
E :=
{ ∞∑
n=1
tn fn: 1 = t1  t2  · · · tn ↓n 0
}
,
where each fn := bnen , is such that there exists an aﬃne contractive mapping U : E −→ E
that is ﬁxed point free.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Consider the Banach space c0, consisting of all scalar sequences that converge to zero. In 1981 Maurey [5] proved that
every weakly compact, convex subset C of c0 is such that every nonexpansive mapping T : C −→ C has a ﬁxed point; i.e.,
C has the ﬁxed point property (FPP). In 1998 Llorens-Fuster and Sims [4] proved the following theorem (Proposition 4.6).
Theorem 1.1. Let
−→
b = (bn)n∈N be any decreasing sequence in (0,∞) (i.e., bn  bn+1 , for all n ∈N), such that bn ↓n κ > 0. We deﬁne
the sequence ( fn)n∈N in c0 by setting fn := bnen, for all n ∈N. Next, deﬁne the closed, bounded, convex subset E = E−→b of c0 by
E :=
{ ∞∑
n=1
tn fn: 1 = t1  t2  · · · tn ↓n 0
}
.
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C. Lennard, V. Nezir / J. Math. Anal. Appl. 381 (2011) 678–688 679Then, there exists an aﬃne ‖ · ‖∞-nonexpansive mapping U : E −→ E that is ﬁxed point free. Moreover, if −→b = (bn)n∈N is strictly
decreasing, then U is contractive.
The proof of Llorens-Fuster and Sims shows that the usual right shift mapping U works. Here, U is deﬁned by
U
( ∞∑
n=1
tn fn
)
:= f1 +
∞∑
n=1
tn fn+1.
Llorens-Fuster and Sims [4] also conjectured that in c0 the only closed, bounded, convex subsets with the FPP are those
that are weakly compact. In 2004 Dowling, Lennard and Turett [3] veriﬁed this conjecture. Indeed, they showed that every
non-weakly compact, closed, bounded, convex (c.b.c.) subset K of (c0,‖ · ‖∞) is such that there exists a ‖ · ‖∞-nonexpansive
mapping T on K that is ﬁxed point free.
This mapping T is generally not aﬃne. It is an open question as to whether or not on every non-weakly compact, c.b.c.
subset K of (c0,‖ · ‖∞) there exists an aﬃne ‖ · ‖∞-nonexpansive mapping S that is ﬁxed point free.
In this paper we begin to study this question. We prove that if a Banach space contains an asymptotically isometric
(ai) c0-summing basic sequence (xn)n∈N , then the closed convex hull of (xn)n∈N , E := co({xn: n ∈ N}), fails the ﬁxed point
property for aﬃne nonexpansive mappings. Moreover, we can show that there exists an aﬃne contractive mapping U :
E −→ E that is ﬁxed point free.
In particular, an analogue of Proposition 4.6 of Llorens-Fuster and Sims (Theorem 1.1 above) is true for arbitrary se-
quences
−→
b = (bn)n∈N in (0,∞) that converge to some κ > 0. (See Theorem 5.2 below.) The general aﬃne mapping U is not
the right shift map when
−→
b is not decreasing. Instead U is a generalization of the map used in the proof of Theorem 2
of [2].
Furthermore, in Section 6 we prove that for all sequences
−→
b = (bn)n∈N in R with 0 < m := infn∈N bn and M :=
supn∈N bn < ∞, the closed, bounded, convex subset E = E−→b of c0 deﬁned by
E :=
{ ∞∑
n=1
tn fn: 1= t1  t2  · · · tn ↓n 0
}
,
where each fn := bnen , is such that there exists an aﬃne contractive mapping U : E −→ E that is ﬁxed point free.
Another paper closely related to the above results is Domínguez Benavides, Japón Pineda and Prus [1]. In [1] it is proven
that a non-empty closed, bounded, convex subset C of c0 is weakly compact if and only if there exists a constant M > 1
such that all of C ’s non-empty closed, convex subsets have the ﬁxed point property for aﬃne mappings that are uniformly
Lipschitzian with constant M . Also, in [2] the analogous result with M = 1 is proved.
2. Preliminaries
The symbols N, Q and R denote the set of positive integers, the set of rational numbers and the set of real numbers,
respectively. Throughout this paper our scalar ﬁeld is R.
Deﬁnition 2.1. Let C be a non-empty closed, bounded, convex (c.b.c.) subset of a Banach space (X,‖ · ‖). A mapping T :
C −→ C is called nonexpansive if ‖T (x)− T (y)‖ ‖x− y‖, for all x, y ∈ C . Further, we call a mapping T : C −→ C contractive
if ‖T (x) − T (y)‖ < ‖x− y‖, for all x, y ∈ C with x = y.
We say that C has the ﬁxed point property for nonexpansive mappings [FPP(n.e.)] if for all nonexpansive mappings T :
C −→ C , there exists z ∈ C with T (z) = z.
Deﬁnition 2.2. Let C be a non-empty closed, bounded, convex subset of a Banach space (X,‖ · ‖). A mapping U : C −→ C is
said to be aﬃne if for all λ ∈ [0,1], for all x, y ∈ C ,
U
(
(1− λ)x+ λy)= (1− λ)U (x) + λU (y).
We say that C has the ﬁxed point property for aﬃne nonexpansive mappings [FPP(aﬃne, n.e.)] if for all aﬃne nonexpansive
mappings U : C −→ C , there exists z ∈ C with U (z) = z.
Let (X,‖ · ‖) be a Banach space and E ⊆ X . We will denote the closed, convex hull of E by co(E). As usual, (c0,‖ · ‖∞) is
given by
c0 :=
{
x = (xn)n∈N: each xn ∈R and lim
n−→∞ xn = 0
}
.
Further, ‖x‖∞ := supn∈N |xn|, for all x= (xn)n∈N ∈ c0; and (1,‖ · ‖1) is deﬁned by
1 :=
{
x = (xn)n∈N: each xn ∈R and ‖x‖1 :=
∞∑
|xn| < ∞
}
.n=1
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Recall that the sequence (en)n∈N is an unconditional basis for both (c0,‖ · ‖∞) and (1,‖ · ‖1). Moreover, we denote by c00
the vector space of all scalar sequences that have only ﬁnitely many non-zero terms. In other words, c00 is the linear span
of {en: n ∈N} inside c0 (and 1).
We recall now the deﬁnition of an asymptotically isometric c0-summing basic sequence in a Banach space (X,‖ · ‖), from
Deﬁnition 1 of Dowling, Lennard and Turett [2].
Deﬁnition 2.3. Let (xn)n∈N be a sequence in a Banach space (X,‖ · ‖). We deﬁne (xn)n∈N to be an asymptotically isometric
(ai) c0-summing basic sequence in (X,‖ · ‖) if there exists a null sequence (εn)n∈N in [0,∞) such that for all sequences
(tn)n∈N ∈ c00,
(†) sup
n1
(
1
1+ εn
)∣∣∣∣∣
∞∑
j=n
t j
∣∣∣∣∣
∥∥∥∥∥
∞∑
j=1
t jx j
∥∥∥∥∥ supn1(1+ εn)
∣∣∣∣∣
∞∑
j=n
t j
∣∣∣∣∣.
Note that we have slightly modiﬁed the statement of this deﬁnition, to an equivalent one, that allows for some or all εn ’s
to be 0. Note also that we may replace c00 by 1 in the above deﬁnition. Further, if L > 0, we will call a sequence (zn)n∈N an
L-scaled asymptotically isometric c0-summing basic sequence in (X,‖ · ‖) if the sequence (zn/L)n∈N is an asymptotically isometric
c0-summing basic sequence.
3. An example of a c.b.c. subset of c0 that fails the FPP(aﬃne, n.e.)
Fix b ∈ (0,1). We deﬁne the sequence ( fn)n∈N in c0 by setting f1 := be1, f2 := be2, and fn := en , for all integers n  3.
Next, deﬁne the closed, bounded, convex subset E = Eb of c0 by
E :=
{ ∞∑
n=1
tn fn: 1 = t1  t2  · · · tn ↓n 0
}
.
Let us deﬁne the sequence (ηn)n∈N in E in the following way. Let η1 := f1 and ηn := f1 + · · · + fn , for all integers n 2.
It is straightforward to check that
E :=
{ ∞∑
n=1
αnηn: each αn  0 and
∞∑
n=1
αn = 1
}
.
Theorem 3.1. Let b ∈ (0,1). Then E = Eb is such that there exists an aﬃne ‖ · ‖∞-nonexpansive mapping U : E −→ E that is ﬁxed
point free.
Proof. Fix b ∈ (0,1). Deﬁne the sequence (θn)n∈N in (0,b] by
θn := b(1− b)n−1, for all n ∈N.
It is easy to see that each θn ∈ (0,1) and ∑∞n=1 θn = 1. Recall from Section 1 the usual right shift mapping T : E −→ E given
by T (
∑∞
n=1 tn fn) := f1 +
∑∞
n=1 tn fn+1. Note that T is not nonexpansive. We deﬁne the aﬃne mapping U : E −→ E by ﬁrstly
setting
U (ηn) :=
∞∑
j=1
θ j T
j(ηn) =
∞∑
j=1
θ jη j+n, for all n ∈N.
Next, for all x =∑∞n=1 αnηn ∈ E , deﬁne
U (x) :=
∞∑
n=1
αnU (ηn) =
∞∑
n=1
αn
( ∞∑
j=1
θ j T
j(ηn)
)
=
∞∑
j=1
θ j T
j(x).
In summary, U :=∑∞j=1 θ j T j .
By a similar argument to that in the proof of Theorem 2 of [2], it follows that U is ﬁxed point free on E . It remains
to show that U is nonexpansive. Let x =∑∞n=1 tnηn and y =∑∞n=1 snηn ∈ E; so that tn, sn  0 for all n ∈ N, and ∑∞n=1 tn =∑∞
n=1 sn = 1. Let αn := tn − sn , for all n ∈N. Also, deﬁne ε2 := ε1 := 1/b − 1 and εn := 0, for all n 3. Then,∥∥U (x) − U (y)∥∥∞ maxm1 11+ εm
∣∣∣∣∣
∞∑
α j
∣∣∣∣∣ · Q =
∥∥∥∥∥
∞∑
α jη j
∥∥∥∥∥ · Q ;
j=m j=1 ∞
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Q := sup
n3
(
(1+ ε2)θn−2 + (1+ ε3)θn−3 + · · · + (1+ εn−1)θ1
)
= (1+ ε2)θ1 ∨ sup
n4
(
(1+ ε2)θn−2 + θn−3 + · · · + θ2 + θ1
)
= 1
b
b ∨ sup
n4
(
1
b
θn−2 + θn−3 + · · · + θ2 + θ1
)
= 1∨ sup
n4
(
1
b
b(1− b)n−3 +
n−3∑
k=1
b(1− b)k−1
)
= 1∨ sup
n4
(
(1− b)n−3 + 1− (1− b)n−3)= 1.
Thus,
∥∥U (x) − U (y)∥∥∞ maxm1 11+ εm
∣∣∣∣∣
∞∑
j=m
α j
∣∣∣∣∣=
∥∥∥∥∥
∞∑
j=1
α jη j
∥∥∥∥∥∞ = ‖x− y‖∞. 
4. A more general result
We can generalize the previous theorem in the following way.
Theorem 4.1. Let
−→
b = (bn)n∈N be any increasing sequence (i.e., bn  bn+1 , for all n ∈N) in (0,1]with bn ↑n 1. We deﬁne the sequence
( fn)n∈N in c0 by setting fn := bnen, for all n ∈N. Next, deﬁne the closed, bounded, convex subset E = E−→b of c0 by
E :=
{ ∞∑
n=1
tn fn: 1 = t1  t2  · · · tn ↓n 0
}
.
Then, there exists an aﬃne ‖ · ‖∞-nonexpansive mapping U : E −→ E that is ﬁxed point free.
Proof. Let ηn := f1 + · · · + fn , for all n ∈ N. As before, we have that E := {∑∞n=1 αnηn: each αn  0 and ∑∞n=1 αn = 1}.
Analogously to the proof of Theorem 3.1 above, we can ﬁnd a sequence (θn)n∈N in [0,1] and a ﬁxed point free aﬃne
mapping U : E −→ E that satisfy the following conditions.
∞∑
n=1
θn = 1; (4.1)
U (ηn) =
∞∑
j=1
θ jη j+n, for all n ∈N; (4.2)
U (x) =
∞∑
n=1
αnU (ηn) for all x =
∞∑
n=1
αnηn ∈ E; (4.3)
∀x, y ∈ E, ∥∥U (x) − U (y)∥∥∞  ‖x− y‖∞ · Q ; (4.4)
where Q := sup
n3
bnγn and γn := θn−2
b2
+ θn−3
b3
+ · · · + θ1
bn−1
, ∀n 3; (4.5)
and Q = 1. (4.6)
To ﬁnd a sequence (θn)n∈N as above, given (bn)n∈N , we let γn = 1 for all n 3.
Consider three special cases.
(1) b1 = b2 = b ∈ (0,1), and b j = 1, for all j  3.
[γn = 1, ∀n 3] ⇐⇒
[
θn = b(1− b)n−1, ∀n ∈N
]
.
(2) b1 = b2 = b3 = b ∈ (0,1), and b j = 1, for all j  4.
[γn = 1, ∀n 3] ⇐⇒
[
θ2n−1 = b(1− b)2n−1 and θ2n = 0, ∀n ∈N
]
.
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[γn = 1, ∀n 3] ⇐⇒
[
θ3 j+1 = b(1− b) j, ∀ j  0 and θn = 0, ∀n ∈N\{3 j + 1: j  0}
]
.
For the general case, we now conﬁrm that by setting γ j = 1, for all j  3, we obtain a sequence (θn)n∈N in [0,1] with∑∞
n=1 θn = 1. We will use our hypothesis that (bn)n∈N is an increasing sequence in (0,1].
γ3 = 1 ⇐⇒ θ1 = b2 ∈ (0,1] by hypothesis,
γ4 = 1 ⇐⇒ θ2
b2
+ θ1
b3
= 1
⇐⇒ θ2
b2
+ b2
b3
= 1 and θ1 = b2
⇐⇒ θ2 = b2
(
1− b2
b3
)
∈ [0,1) and θ1 = b2 ∈ (0,1],
γ5 = 1 ⇐⇒ θ3
b2
+ θ2
b3
+ θ1
b4
= 1
⇐⇒ θ3
b2
+ X5 = 1, where X5 := θ2
b3
+ θ1
b4
.
Note that X5  θ2b2 +
θ1
b3
= 1. Thus, γ5 = 1 ⇐⇒ θ3 = b2(1− X5) ∈ [0,1).
γ6 = 1 ⇐⇒ θ4
b2
+ θ3
b3
+ θ2
b4
+ θ1
b5
= 1
⇐⇒ θ4
b2
+ X6 = 1, where X6 := θ3
b3
+ θ2
b4
+ θ1
b5
.
From above, X6  θ3b2 +
θ2
b3
+ θ1b4 = 1. Therefore, γ6 = 1 ⇐⇒ θ4 = b2(1 − X6) ∈ [0,1). Continuing inductively, we construct a
sequence (θn)n∈N in [0,1] such that γn = 1 for each n 3; i.e.,
1= θn−2
b2
+ θn−3
b3
+ · · · + θ1
bn−1
, for all n 3.
Let’s prove that this sequence satisﬁes condition (4.1) above. Fix n 3. Since each bn  1,
1 θn−2
1
+ θn−3
1
+ · · · + θ1
1
=
n−2∑
j=1
θ j .
Therefore,
∑∞
j=1 θ j  1. Moreover, let n = 2m+ 1, where m ∈N, m 2. Then,
1= θ2m−1
b2
+ θ2m−2
b3
+ · · · + θ2
b2m−1
+ θ1
b2m
= θ2m−1
b2
+ θ2m−2
b3
+ · · · + θm+1
bm
+ θm
bm+1
+ θm−1
bm+2
+ · · · + θ1
b2m
.
Thus, since (bn)n∈N is increasing,
1 θ2m−1
b2
+ θ2m−2
b2
+ · · · + θm+1
b2
+ θm
bm+1
+ θm−1
bm+1
+ · · · + θ1
bm+1
= 1
b2
2m−1∑
j=m+1
θ j + 1
bm+1
m∑
j=1
θ j.
Letting m → ∞, it follows that 1∑∞j=1 θ j .
Next, using the sequence (θn)n∈N , we deﬁne a mapping U : E −→ E via the conditions (4.2) and (4.3) above. We prove
condition (4.4), given the deﬁnitions in (4.5), similarly to the proof of Theorem 2 of [2]. Indeed, let x = ∑∞n=1 tnηn and
y =∑∞n=1 snηn ∈ E; so that tn, sn  0 for all n ∈N, and ∑∞n=1 tn =∑∞n=1 sn = 1. Let αn := tn − sn , for all n ∈N. Note that for
any (βn)n∈N ∈ 1,
∞∑
β jη j =
( ∞∑
β j
)
b1e1 +
( ∞∑
β j
)
b2e2 +
( ∞∑
β j
)
b3e3 + · · · .j=1 j=1 j=2 j=3
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∞∑
j=1
β jη j
∥∥∥∥∥∞ =
∣∣∣∣∣
∞∑
j=1
β j
∣∣∣∣∣b1 ∨
∣∣∣∣∣
∞∑
j=2
β j
∣∣∣∣∣b2 ∨
∣∣∣∣∣
∞∑
j=3
β j
∣∣∣∣∣b3 ∨ · · · .
Furthermore, (α j) j∈N ∈ 1 and ∑∞j=1 α j = 0; and so
‖x− y‖∞ =
∥∥∥∥∥
∞∑
j=1
α jη j
∥∥∥∥∥∞ = supk2
∣∣∣∣∣
∞∑
j=k
α j
∣∣∣∣∣bk.
Also,
U (x) − U (y) =
∞∑
k=1
αkU (ηk) =
∞∑
k=1
αk
∞∑
j=1
θ jη j+k
=
∞∑
m=2
∑
j,k∈N
j+k=m
θ jαkηm =
∞∑
n=1
∑
j,k∈N
j+k=n+1
θ jαkηn+1
=
∞∑
n=1
(θnα1 + θn−1α2 + · · · + θ1αn)ηn+1
=
(
θ1
∞∑
j=2
α j
)
f3 +
(
θ2
∞∑
j=2
α j + θ1
∞∑
j=3
α j
)
f4 +
(
θ3
∞∑
j=2
α j + θ2
∞∑
j=3
α j + θ1
∞∑
j=4
α j
)
f5 + · · · ,
because
∑∞
j=1 α j = 0. Thus,
∥∥U (x) − U (y)∥∥∞ = sup
n3
bn
∣∣∣∣∣θn−2
∞∑
j=2
α j + θn−3
∞∑
j=3
α j + · · · + θ1
∞∑
j=n−1
α j
∣∣∣∣∣
= sup
n3
bn
∣∣∣∣θn−2b2
∑∞
j=2 α j
b2
+ θn−3b3
∑∞
j=3 α j
b3
+ · · · + θ1bn−1
∑∞
j=n−1 α j
bn−1
∣∣∣∣.
But, bk|∑∞j=k α j | ‖x− y‖∞ , for each k 2. Hence,∥∥U (x) − U (y)∥∥∞  sup
n3
bn
(
θn−2
b2
+ θn−3
b3
+ · · · + θ1
bn−1
)
· ‖x− y‖∞
= Q · ‖x− y‖∞;
where
Q := sup
n3
bnγn, with γn := θn−2
b2
+ θn−3
b3
+ · · · + θ1
bn−1
, for all n 3.
From above, each γn = 1, and so Q = 1. Thus, ‖U (x) − U (y)‖∞  ‖x− y‖∞ .
Finally, it is straightforward to check that U is ﬁxed point free on E . 
5. Banach spaces containing asymptotically isometric c0-summing basic sequences
Theorem 5.1. Let L ∈ (0,∞). If a Banach space contains an L-scaled asymptotically isometric c0-summing basic sequence (xn)n∈N ,
then E := co({xn: n ∈ N}) fails the ﬁxed point property for aﬃne nonexpansive mappings. Indeed, more is true. There exists an aﬃne
contractive mapping U : E −→ E that is ﬁxed point free.
Proof. We may assume that L = 1. Let (xn)n∈N be a sequence in a Banach space (X,‖ · ‖) that is an asymptotically iso-
metric c0-summing basic sequence. Then, by Deﬁnition 2.3, there exists a null sequence (εn)n∈N in [0,∞) such that for all
sequences (tn)n∈N ∈ c00,
(††) sup
n1
(
1
1+ εn
)∣∣∣∣∣
∞∑
t j
∣∣∣∣∣
∥∥∥∥∥
∞∑
t jx j
∥∥∥∥∥ supn1(1+ εn)
∣∣∣∣∣
∞∑
t j
∣∣∣∣∣.
j=n j=1 j=n
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Deﬁne
ζn := max
jn
ε j, for all n ∈N.
Thus,
(†††) sup
n1
(
1
1+ ζn
)∣∣∣∣∣
∞∑
j=n
t j
∣∣∣∣∣
∥∥∥∥∥
∞∑
j=1
t jx j
∥∥∥∥∥ supn1(1+ ζn)
∣∣∣∣∣
∞∑
j=n
t j
∣∣∣∣∣
and (ζn)n∈N is a null sequence in (0,∞). Hence, without loss of generality, we may assume that there exists a decreasing
sequence (εn)n∈N in (0,∞) such that (††) is satisﬁed. As above, we deﬁne the closed, bounded, convex subset E of X by
E := co({xn: n ∈N}). It is straightforward to check, using condition (††), that
E :=
{ ∞∑
j=1
t jx j: each t j  0 and
∞∑
j=1
t j = 1
}
.
We proceed similarly to the proof of the previous theorem. Once we ﬁnd an appropriate sequence (θn)n∈N in [0,1] such
that
∑∞
n=1 θn = 1, we will deﬁne an aﬃne mapping U : E −→ E by setting
U (xn) :=
∞∑
j=1
θ j x j+n, for all n ∈N;
and then, for all x=∑∞n=1 αnxn ∈ E ,
U (x) :=
∞∑
n=1
αnU (xn) =
∞∑
n=1
αn
∞∑
j=1
θ j x j+n =
∞∑
n, j=1
αnθ j x j+n
= α1θ1x2 + (α1θ2 + α2θ1)x3 + (α1θ3 + α2θ2 + α3θ1)x4 + · · · .
Let’s investigate how we can ensure that such a mapping U is nonexpansive. We deﬁne σn := 1+ εn , for each n ∈N. Fix
x =∑∞n=1 αnxn and y =∑∞n=1 βnxn ∈ E with x = y. We have that each α j, β j  0, ∑∞j=1 α j = 1 and ∑∞j=1 β j = 1. We set
γn := αn − βn , for each n ∈N. Note that ∑∞n=1 γn = 0. Then, by the second inequality of (††) and the fact that ∑∞n=1 γn = 0,∥∥U (x) − U (y)∥∥= ∥∥γ1θ1x2 + (γ1θ2 + γ2θ1)x3 + (γ1θ3 + γ2θ2 + γ3θ1)x4 + · · ·∥∥
 σ3
∣∣∣∣∣θ1
∞∑
j=2
γ j
∣∣∣∣∣∨ σ4
∣∣∣∣∣θ2
∞∑
j=2
γ j + θ1
∞∑
j=3
γ j
∣∣∣∣∣∨ σ5
∣∣∣∣∣θ3
∞∑
j=2
γ j + θ2
∞∑
j=3
γ j + θ1
∞∑
j=4
γ j
∣∣∣∣∣+ · · ·
 σ3θ1
∣∣∣∣∣
∞∑
j=2
γ j
∣∣∣∣∣∨ σ4
(
θ2
∣∣∣∣∣
∞∑
j=2
γ j
∣∣∣∣∣+ θ1
∣∣∣∣∣
∞∑
j=3
γ j
∣∣∣∣∣
)
∨ σ5
(
θ3
∣∣∣∣∣
∞∑
j=2
γ j
∣∣∣∣∣+ θ2
∣∣∣∣∣
∞∑
j=3
γ j
∣∣∣∣∣+ θ1
∣∣∣∣∣
∞∑
j=4
γ j
∣∣∣∣∣
)
∨ · · ·
= σ3
(
σ2θ1|∑∞j=2 γ j|
σ2
)
∨ σ4
(
σ2θ2|∑∞j=2 γ j|
σ2
+ σ3θ1|
∑∞
j=3 γ j|
σ3
)
∨ σ5
(
σ2θ3|∑∞j=2 γ j|
σ2
+ σ3θ2|
∑∞
j=3 γ j|
σ3
+ σ4θ1|
∑∞
j=4 γ j|
σ4
)
∨ · · ·

(
σ3(σ2θ1) ∨ σ4(σ2θ2 + σ3θ1) ∨ σ5(σ2θ3 + σ3θ2 + σ4θ1) ∨ . . .
)‖x− y‖.
The last inequality above follows from the ﬁrst inequality in (††).
Let Q := σ3(σ2θ1)∨σ4(σ2θ2 +σ3θ1)∨σ5(σ2θ3 +σ3θ2 +σ4θ1)∨ · · · . To build a map U that is nonexpansive, it is enough
to ﬁnd θn ’s as above such that Q = 1. Note that Q = supn3 σnΓn , where each Γn := θn−2σ2 + θn−3σ3 + · · · + θ1σn−1. We
deﬁne bn := 1σn , ∀n ∈ N and note that (bn)n∈N is a sequence in (0,1) with bn ↑n 1 (since σn ↓n 1). Let’s try setting Γnbn = 1,
for all n 3.
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Γ4 = b4 ⇐⇒ θ2
b2
+ θ1
b3
= b4
⇐⇒ θ2
b2
+ b2 = b4
⇐⇒ θ2 = b2(b4 − b2) ∈ [0,1), since (bn)n∈N is increasing,
Γ5 = b5 ⇐⇒ θ3
b2
+ θ2
b3
+ θ1
b4
= b5
⇐⇒ θ3
b2
+ X5 = b5, where X5 := θ2
b3
+ θ1
b4
.
Note that X5  θ2b2 +
θ1
b3
= b4  b5. Thus, Γ5 = b5 ⇐⇒ θ3 = b2(b5 − X5) ∈ [0,1).
Γ6 = b6 ⇐⇒ θ4
b2
+ θ3
b3
+ θ2
b4
+ θ1
b5
= b6
⇐⇒ θ4
b2
+ X6 = b6, where X6 := θ3
b3
+ θ2
b4
+ θ1
b5
.
From above, X6  θ3b2 +
θ2
b3
+ θ1b4 = b5  b6. Therefore, Γ6 = b6 ⇐⇒ θ4 = b2(b6 − X6) ∈ [0,1). Hence, inductively, we can build
a sequence (θn)n∈N in [0,1) such that Γn = bn for each n 3; i.e., bn = θn−2b2 +
θn−3
b3
+ · · · + θ1bn−1 , for all n 3.
Now, we just need to show that
∑∞
n=1 θn = 1. But this follows by a similar argument to that given in the proof of
Theorem 4.1 above. Hence, we have constructed an aﬃne nonexpansive mapping U : E −→ E that is ﬁxed point free.
By using the same idea as in the last part of the proof of Theorem 2 of [2], if we replace the above decreasing sequence
(εn)n∈N in (0,∞) by (2εn)n∈N , the above construction yields an aﬃne contractive mapping U : E −→ E that is ﬁxed point
free. 
By using Theorem 5.1, we can prove a strengthening of Theorem 4.1, that also includes Proposition 4.6 of Llorens-Fuster
and Sims [4] (recalled in Theorem 1.1 above).
Theorem 5.2. Let
−→
b = (bn)n∈N be any sequence in (0,∞) that converges to some κ > 0. We deﬁne the sequence ( fn)n∈N in c0 by
setting fn := bnen, for all n ∈N. Next, deﬁne the closed, bounded, convex subset E = E−→b of c0 by
E :=
{ ∞∑
n=1
tn fn : 1= t1  t2  · · · tn ↓n 0
}
.
Then, there exists an aﬃne ‖ · ‖∞-contractive mapping U : E −→ E that is ﬁxed point free.
Proof. We may assume that κ = 1. Let X := c0, and ‖ · ‖ := ‖ · ‖∞ . Deﬁne xn := f1 + f2 + · · · + fn , for all n ∈ N; where
fn := bnen , for all n ∈N. We will show that the sequence (xn)n∈N is an asymptotically isometric c0-summing basic sequence
in X . Fix an arbitrary sequence (tn)n∈N ∈ c00. Then
∞∑
j=1
t jx j = t1 f1 + t2( f1 + f2) + t3( f1 + f2 + f3) + · · ·
= (t1 + t2 + t3 + · · ·) f1 + (t2 + t3 + t4 + · · ·) f2 + · · ·
=
( ∞∑
j=1
t j
)
b1e1 +
( ∞∑
j=2
t j
)
b2e2 +
( ∞∑
j=3
t j
)
b3e3 + · · · .
Therefore,∥∥∥∥∥
∞∑
j=1
t jx j
∥∥∥∥∥∞ =
∣∣∣∣∣
∞∑
j=1
t j
∣∣∣∣∣b1 ∨
∣∣∣∣∣
∞∑
j=2
t j
∣∣∣∣∣b2 ∨
∣∣∣∣∣
∞∑
j=3
t j
∣∣∣∣∣b3 ∨
∣∣∣∣∣
∞∑
j=4
t j
∣∣∣∣∣b4 ∨ · · ·
= sup
n∈N
bn
∣∣∣∣∣
∞∑
j=n
t j
∣∣∣∣∣.
Choose a null sequence (εn)n∈N in (0,∞) such that 11+εn < bn < 1 + εn , for all n ∈ N. Then (x j) j∈N satisﬁes condition (†),
and we are done by Theorem 5.1. 
686 C. Lennard, V. Nezir / J. Math. Anal. Appl. 381 (2011) 678–6886. More c.b.c. subsets of c0 that fail the FPP(aﬃne, n.e.)
Theorem 6.1.
() Fix −→b = (bn)n∈N in R with 0<m := inf
n∈Nbn and M := supn∈N bn < ∞.
We deﬁne the sequence ( fn)n∈N in c0 by setting fn := bnen, for all n ∈N. Next, deﬁne the closed, bounded, convex subset E = E−→b of c0
by
E :=
{ ∞∑
n=1
tn fn: 1 = t1  t2  · · · tn ↓n 0
}
.
Then, there exists an aﬃne ‖ · ‖∞-nonexpansive mapping U : E −→ E that is ﬁxed point free. Moreover, we may arrange for U to
be ‖ · ‖∞-contractive.
Proof. Let L := limsupn→∞ bn and note that m  L  M . By Theorem 5.2, if bn n−→ L then there exists an aﬃne, ‖ · ‖∞-
nonexpansive mapping U : E −→ E that is ﬁxed point free. We will ﬁrst extend this result to the general situation (), by
examining some cases.
Case 1: J := {n ∈N: bn  L} is inﬁnite.
We can write J = {nk: k ∈N}, where (nk)k∈N is a strictly increasing sequence in N. Note that limk→∞ bnk = L.
Case 1.a: (bnk )k∈N is decreasing.
Case 1.a.1: J = {2k: k ∈N}, L = M , m < M , and [b2k := M , b2k−1 :=m, for all k ∈N].
The vector x = ∑∞n=1 tn fn ∈ E−→b ⇐⇒ x = (mt1,Mt2,mt3,Mt4, . . .). We deﬁne T : E−→b −→ E−→b by T (x) := (m · 1,M · 1,
mt1,Mt2,mt3,Mt4, . . .), which means exactly applying the right shift twice. Hence, T is aﬃne and ﬁxed point free. Further-
more, T is nonexpansive. Indeed, let y =∑∞n=1 sn fn ∈ E−→b . Then,
‖x− y‖∞ =m sup
k2
|t2k−1 − s2k−1| ∨ M sup
k1
|t2k − s2k|.
Clearly, ‖T (x) − T (y)‖∞ = ‖x− y‖∞ .
Now, just consider a little bit different mapping, a variation on which will allow us to handle the general Case 1.a below.
Consider U : E−→b −→ E−→b deﬁned by U (x) := (m · 1,M · 1,mt2,Mt2,mt4,Mt4,mt6,Mt6, . . .). Clearly, U is ﬁxed point free.
Indeed, if there exists an x ∈ c0 such that U (x) = x, then t2 = 1, t4 = t2, t6 = t4, t8 = t6, . . . ⇒ t2k = 1, ∀k ∈ N ⇒ x /∈ c0;
a contradiction. Also, U is nonexpansive. For arbitrary x, y ∈ E−→b as above,∥∥U (x) − U (y)∥∥∞ =m sup
k1
|t2k − s2k| ∨ M sup
k1
|t2k − s2k|
= M sup
k1
|t2k − s2k| ‖x− y‖∞.
The general Case 1.a: Let x ∈ E−→b and note that for all j /∈ J , b j < L. Note also that x = (b1t1,b2t2, . . . ,bn1−1tn1−1,bn1tn1 ,
bn1+1tn1+1, . . . ,bn2−1tn2−1,bn2tn2 ,bn2+1tn2+1, . . . ,bnk−1tnk−1,bnktnk ,bnk+1tnk+1, . . . ,bnk+1−1tnk+1−1,bnk+1tnk+1 ,bnk+1+1tnk+1+1,
. . .).
Then, for arbitrary x, y ∈ E−→b as above,
‖x− y‖∞ = sup
k∈N
bnk |tnk − snk | ∨ sup
j /∈ J
b j|t j − s j |.
Deﬁne U : E−→b −→ E−→b by
() U (x) := (b1(1),b2(1), . . . ,bn1−1(1),bn1(1),bn1+1(1), . . . ,bn2−1(1),bn2tn1 ,bn2+1tn1 , . . . ,
bnk−1tn(k−2) ,bnktn(k−1) ,bnk+1tn(k−1) , . . . ,bn(k+1)−1tn(k−1) ,bn(k+1)tnk ,bn(k+1)+1tnk , . . .
)
.
It is clear that U is aﬃne. We see that U is ﬁxed point free. Indeed, x ∈ E−→b and x = U (x) ⇒ tn1 = 1, tn2 = tn1 , . . . , tnk =
tnk−1 , . . . ⇒ tnk = 1, ∀k ∈N⇒ x /∈ c0; a contradiction. Also, similarly to previous ideas, for every x, y ∈ E−→b as above,∥∥U (x) − U (y)∥∥∞ = sup
k∈N
bnk+1 |tnk − snk | ∨ sup
k∈N
bqk |tnk − snk |,
where each qk ∈ {nk+1 + 1, . . . ,nk+2 − 1} is deﬁned to be the smallest integer for which
bqk = max
n +1 jn −1
b j.k+1 k+2
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k∈N
bnk+1 |tnk − snk |
 sup
k∈N
bnk |tnk − snk | ‖x− y‖∞.
Thus, there exists a mapping U : Eb −→ Eb that is ﬁxed point free, aﬃne, and ‖ · ‖∞-nonexpansive.
The general Case 1: Let M1 := M . There exists k′ ∈ N such that bnk′ = M1 = M . Let k1 := min{k′ ∈ N: bnk′ = M}. Then
bnk1 = M = M1 and [b j  bnk1 , ∀ j  nk1 + 1]. Let M2 := max{bnk : k  k1 + 1} and k2 := min{k′  k1 + 1: bnk′ = M2}. Note
that bnk2 = M2, [b j  bnk2 , ∀ j  nk2 + 1] and bnk2  bnk1 .
Similarly, set M3 := max{bnk : k  k2 + 1} and let k3 := min{k′  k2 + 1: bnk′ = M3}. Then bnk3 = M3, [b j  bnk3 , ∀ j 
nk3 + 1] and bnk3  bnk2 . We continue this way, and construct a new subsequence. We may relabel the sequence (bnkν )ν∈N
as (bnν )ν∈N . This sequence is decreasing and (ν) [b j  bnν , ∀ j  nν + 1, ∀ν  1]. Redeﬁne J to be {nν : ν  1}. Then we
deﬁne U : E−→b −→ E−→b exactly as in the case just before this one. Hence, a very similar argument using just that
bqk = max
nk+1+1 jnk+2−1
b j  bnk+1 ,
via (k+1), implies that U is ﬁxed point free, aﬃne, and ‖ · ‖∞-nonexpansive.
Case 2: J := {n ∈N: bn  L} is ﬁnite.
There exists j0 ∈ N such that b j < L, for all j  j0. We may assume j0 is smallest possible. Let n1 := j0. Note that
bn1 < L := limsupn→∞ bn . There exists j′ ∈N with j′  n1 +1 such that bn1 < b j′ (< L). Let n2 := min{ j′  n1 +1: bn1 < b j′ }.
So, bn1 < bn2 . Also, for all j ∈ {n1 + 1, . . . ,n2 − 1}, b j  bn1 . Similarly, there exists j′  n2 + 1 such that bn2 < b j′ (< L). Let
n3 := min{ j′  n2 + 1: bn2 < b j′ }. So, bn2 < bn3 . Further, for all j ∈ {n2 + 1, . . . ,n3 − 1}, b j  bn2 . Continuing inductively, we
construct a subsequence (bnk )k∈N of (bn)n∈N . Note that (bnk )k∈N is strictly increasing and
() ∀k ∈N, ∀ j ∈ {nk + 1, . . . ,nk+1 − 1}, b j  bnk .
An interesting Case 2 example is the following. For all ν  0, ∀ j ∈N,
b2 j−1 := 12 , b2(2 j−1) :=
2
3
, b22(2 j−1) :=
3
4
, . . . , b2ν (2 j−1) := ν + 1
ν + 2 .
Then, b1 = 12 , b2 = 23 , b3 = 12 , b4 = 34 , b5 = 12 , b6 = 23 , b7 = 12 , b8 = 45 , b9 = 12 , b10 = 23 , b11 = 12 , b12 = 34 , b13 = 12 , b14 = 23 ,
b15 = 12 , b16 = 56 , . . . . Hence, for this example, we see that L = 1 and nk = 2k−1, for all k ∈N.
We return to our proof of Case 2. Let J := {nk: k ∈ N}. Fix x, y ∈ E−→b . As before, we may write x = ∑∞j=1 t j f j and
y =∑∞j=1 s j f j . Then
‖x− y‖∞ = sup
k∈N
bnk |tnk − snk | ∨ sup
j /∈ J
b j|t j − s j |.
Let −→c := (bnk )k∈N and deﬁne ck := bnk , for all k ∈N. We will apply Theorem 4.1 to the sequence −→c , and the corresponding
set E˜−→c given by
E˜−→c :=
{
x˜ =
∞∑
k=1
tnkbnkenk : x =
∞∑
j=1
t jb je j ∈ E−→b
}
.
By Theorem 4.1 and its proof, there exists an aﬃne ‖ · ‖∞-nonexpansive mapping W : E˜−→c −→ E˜−→c that is ﬁxed point free.
We will write W as
x˜ =
∞∑
k=1
tnkbnkenk → W (x˜) =
∞∑
k=1
wk(x˜)bnkenk =
∞∑
k=1
wkbnkenk ,
where for each x˜ ∈ E˜−→c , the coeﬃcients wk = wk(x˜) are such that (wk)k∈N ∈ c0. Analogously to () above, we deﬁne U :
E−→b −→ E−→b by U (x) := (b1(1),b2(1), . . . ,bn1−1(1),bn1w1,bn1+1w1, . . . ,bn2−1w1,bn2w2,bn2+1w2, . . . ,bnk−1w(k−1),bnk wk,
bnk+1wk, . . . ,bn(k+1)−1wk,bn(k+1)w(k+1),bn(k+1)+1w(k+1), . . .).
Then U is aﬃne and ﬁxed point free. Indeed, x = U (x) ⇒ x˜ = W (x˜), which yields a contradiction. Next, we show U is
nonexpansive.∥∥U (x) − U (y)∥∥∞ = supbnk ∣∣wk(x˜) − wk( y˜)∣∣∨ supbqk ∣∣wk(x˜) − wk( y˜)∣∣,k∈N k∈N
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bqk = max
nk+1 jn(k+1)−1
b j.
Note that each bqk  bnk , by fact () above. So,∥∥U (x) − U (y)∥∥∞  ∥∥W (x˜) − W ( y˜)∥∥∞ ∨ ∥∥W (x˜) − W ( y˜)∥∥∞
 ‖x˜− y˜‖∞ = sup
k∈N
bnk |tnk − snk |
 ‖x− y‖∞.
In summary, in all possible cases, we have constructed an aﬃne ‖ · ‖∞-nonexpansive mapping U : E−→b −→ E−→b that is
ﬁxed point free.
By using Theorem 5.2 instead of Theorem 4.1 in Case 2 above, and analogously using Theorem 5.2 in Case 1 above,
we can construct an aﬃne ‖ · ‖∞-contractive mapping U : E−→b −→ E−→b that is ﬁxed point free. (When x = y, there are two
possibilities: x˜ = y˜ and x˜ = y˜. In the second situation, the last inequality immediately above is strict.)
The proof is complete. 
Fix 0<m < M < ∞. Note that Theorem 6.1 applies to the example: [bn := rn , for all n ∈N], where (rn)n∈N is an enumer-
ation of Q∩ [m,M).
References
[1] T. Domínguez Benavides, M.A. Japón Pineda, S. Prus, Weak compactness and ﬁxed point property for aﬃne mappings, J. Funct. Anal. 209 (2004) 1–14.
[2] P.N. Dowling, C.J. Lennard, B. Turett, Characterizations of weakly compact sets and new ﬁxed point free maps in c0, Studia Math. 154 (3) (2003) 277–293.
[3] P.N. Dowling, C.J. Lennard, B. Turett, Weak compactness is equivalent to the ﬁxed point property in c0, Proc. Amer. Math. Soc. 132 (6) (2004) 1659–1666.
[4] Enrique Llorens-Fuster, Brailey Sims, The ﬁxed point property in c0, Canad. Math. Bull. 41 (4) (1998) 413–422.
[5] B. Maurey, Points ﬁxes des contractions de certains faiblement compacts de L1, in: Seminaire d’Analyse Fonctionelle, 1980–1981, Centre de Mathéma-
tiques, École Polytech., Palaiseau, 1981, Exp. No. VIII, 19 pp.
