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Abstract
A spline collocation method for linear advection{diusion equations is proposed. The method is based on an operator-
dependent collocation grid, and provides stabilized approximated solutions, with respect to the coecient of the diusive
term, when problems are advection dominated. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Linear advection{diusion equations are the starting point for many physical model problems,
nding applications in uid mechanics, semiconductor device simulation or magnetohydrodynamics.
Since analytical solutions can be obtained only for a limited number of cases, a variety of numerical
methods of dierent complexity have been developed. Some of them are based on the construction of
special grids, whose points are concentrated near the boundary layers (see for instance the pioneering
papers [2,15]). Other approaches, similar to the one we shall follow, are based on the introduction
of articial viscosity, in the right amount. Used to get rid of oscillations polluting the computed
solution, they are preferred when the degrees of freedom are insucient for resolving the layers.
The literature is quite vaste with this respect.
Articial viscosity can be added in several ways and performances may vary a lot. A typical
well-known approach in nite element is the streamline upwind Petrov{Galerkin method (see [4]).
We also refer to Johnson et al. [14] for a survey of such a technique, and to [13] for recent
extensions to advection{reaction{diusion problems. Again in the context of nite element methods,
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Fig. 1. Behaviour of the exact solution of (1.1) for f  1 ( = 0:01;  = 1).
several stabilization techniques are based on the enrichment of the discretization space by the use
of suitable bubble functions (see for instance [3]).
In this paper, stabilization will be achieved by collocating the equation at a special upwind grid. In
the eld of spectral-element methods, the idea was rstly introduced in [9], and further investigated
and extended in [10].
We will deal with spline-type approximations, where, as far as we know, results are almost inex-
istent. Spline collocation methods have been extensively studied in the eld of dierential equations
(see [12]) and have been also used before in advection{diusion-type problems and applications,
for their local properties ([5,16,17]). The theory of convergence for collocation at Gaussian points
is studied in [1,8,12].
We rst review some classical results and then introduce the new technique that will allow us
to recover smooth approximations even when the discretization parameter is not small. Of course,
the procedure will amount to introduce, in some automatic and nonlinear way, articial viscosity,
but this will be done, in our opinion, in a very consistent way, which does not require an a priori
knowledge of the behavior of the exact solution or other special solutions of the equation under
study.
For the sake of simplicity, here we are only conned to the following linear boundary value
problem:
L(u)  −u00 + u0 = f in ]a; b[;
u(a) = u(b) = 0: (1.1)
An example in two dimensions will be also considered later. Generalizations to nonlinear problems
are more or less straighforward, but for the moment out of the scope of our research.
We take for instance f  1. For 0<< 1, the solution exhibits a boundary layer at x = b, as
Fig. 1 shows. Diculties in numerical treatment of such equation, due to the unsymmetry of the
operator, are well known. The smaller the value of , the sharper is the boundary layer, the poorer
is the approximation, when the discretization parameter is not small enough.
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After explaining the method, we will mainly discuss the results of numerical experiments, with
the aim of showing the advantages of collocating at the upwind grid. We also expect, although right
now it is not our main goal, that some convergence theory can be developed in the near future.
2. Standard spline approximation
The classical spline collocation method can be used to solve the problem (1.1) (see [1,7]). Being
p the order of the dierential operator and n> 0 an integer, let us x a set of l+1 breakpoints in
[a; b]:
a  0<1<2<   <l  b;
where 0 and l are taken with multiplicity n−1+p and each internal breakpoint i has multiplicity
n − 1. We build a set of basis functions, the B-splines, fBigi=1;:::;m, with m = (n − 1)l + p, being
n + p − 1 the order of the spline. The splines, expressed in terms of the fBig, are in the space
Cp−1([a; b]) and are polynomials of degree n+ p− 2 in each subinterval [k ; k+1].
As originally introduced in [6], the B-splines in each point are built as divided dierences, they
are nonnegative functions and provide a partition of unity.
In Fig. 2, the 14 cubic B-splines, corresponding to p=2; n=3, and l+1=7 equispaced breakpoints
are shown. The support of each of them does not include more than 4 breakpoints. On the other
hand, for any point in ]a; b[, there are at most 4 B-splines with value dierent from zero.
We seek an approximating solution of (1.1) of this form:
u^(x) =
mX
i=1
iBi(x): (2.1)
The coecients i are found by requiring that u^ satises Eq. (1.1) at m − p collocation points
fig (n− 1 in each subinterval). Boundary conditions are imposed at the remaining p points, which
coincide with the extrema a; b of the interval. This leads to a linear system of dimension m to be
solved with some prescribed method. For example, in the case p=2, the coecient matrix A=faijg
has the following elements:
a1j = Bj(a); aij = LBj(i); amj = Bj(b); i = 2; : : : ; m− 1; j = 1; : : : ; m; (2.2)
where L is the operator in (1.1).
More information about the structure of this matrix will be given in Section 6.
The evaluation of a B-spline of order K in a point is made by a recurrence relation involving two
B-splines of order K − 1, while the evaluation of its jth derivative is expressed as combination of
B-splines of order K − j. These algorithms can be found in [7], and have been suitably optimized
for such particular applications. Further details on this construction and the implementation of the
method can also be found in [1].
The choice of the collocation grid is crucial. A typical choice for the collocation nodes, alternative
to the use of equispaced points, and yielding much better convergence properties, is related to
the zeroes of orthogonal polynomials (Gaussian points) (see [8]). As far as Legendre polynomials
are concerned, let ni , for i=1; : : : ; n−1, be the zeroes of the rst derivative of the nth degree Legendre
polynomial Pn in ] − 1; 1[. These points, mapped into each subinterval ]k ; k+1[; k = 0; : : : ; l − 1,
give us the Legendre collocation grid.
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Fig. 2. The set of cubic B-splines, for 7 equispaced breakpoints.
A dierent procedure is considered in the next section: the nodes will be again related to the zeroes
of Legendre polynomials, but the nature of the dierential operator L is also taken into account.
3. The upwind grid
Let us consider the polynomial
(x) = (1− x2)P0n(x); (3.1)
Pn being the Legendre polynomial of degree n. As before, fni g denote the zeroes of P0n with n0=−1
and nn = 1. Since Pn satises the Sturm{Liouville problem:
(1− x2)P00n − 2xP0n + n(n+ 1)Pn = 0;
one has
0 = ((1− x2)P0n)0 =−n(n+ 1)Pn: (3.2)
Therefore, the nodes fni g are characterized by the following condition:
00(ni ) = 0: (3.3)
In other words, the function, obtained by applying the dierential operator d2=dx2 to the polynomial
, vanishes at such nodes.
Following an idea proposed in [10], when dealing with the nonsymmetric dierential operator L
in (1.1), we dene the new nodes fni g in [− 1; 1], as the zeroes of the function L().
With the same notation of the previous section, we apply a linear mapping from each interval
[k ; k+1] into [− 1; 1]. Consequently, the operator L takes the form
Lk =−

2
k
2 d2
dx2
+ 

2
k

d
dx
with k = k+1 − k .
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Fig. 3. The Legendre () and the upwind (+) grids corresponding to the operator −d2=dx2 + d=dx in ]− 1; 1[ for n=3
(left) and for n= 5 (right).
To nd the zeroes of Lk() in [−1; 1], by using (3.2), we have to solve the following polynomial
equation:
− 2
k
P0n(x) + Pn(x) = 0 (3.4)
which admits n− 1 solutions ni satisfying
−1<ni6ni < 1 if > 0;
−1<ni6ni < 1 if < 0: (3.5)
Note that any extra solution of (3.4), which does not satisfy (3.5) has no meaning for what follows.
The search of each root ni is carried out numerically by using some iterative schemes, such as
the secant method or a Newton-type method, having ni as initial guess. The computational eort
for getting the upwind nodes is negligible, compared with the cost of the global algorithm. This
observation may be important in nonlinear or time-dependent problems, where the grid may need to
be computed many times.
When  = 0, one gets ni = 
n
i . Note also that 
n
i ! ni when k ! 0.
We shall refer to the fni g as the upwind grid, since these nodes are moved upwind (i.e., in the
opposite direction of the ux) with respect to the nodes fni g (i.e., they are at left if > 0, and at
right if < 0), at a distance related to the ratio jj=. Note, however, that, for any i; ni tends to a
nite limit when ! 0. We address the reader to Fig. 3 for some plots.
The collocation points for (1.1) in [a; b] are computed by mapping back the nodes fni g in [k ; k+1]
as follows:
k(n−1)+i+1 =
k+1 + k + ni (k+1 − k)
2
; i = 1; : : : ; n− 1; k = 0; : : : ; l− 1: (3.6)
The extrema 1 = a and m = b are used to impose the boundary conditions.
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By collocating the equation at the upwind grid, the level of consistency of the discrete dierential
operator increases without increasing the polynomial degree and the dimension m of the corre-
sponding linear system. As a consequence, this method has a stabilizing eect with respect to the
parameter . In other words, with m xed, the approximating solution does not blow up as  ! 0,
as it does with the use of the standard Legendre grid.
We will show the advantages of using the collocation grid based on the upwind nodes by several
comparative numerical experiments. Some theoretical results and more details about the upwind grid
can be found in [11].
4. Numerical examples
To test the eectiveness of the collocation method right now introduced, the problem (1.1) is
solved with the following data set:
= 0:005;  = 1; f  1; l= 10; n= 3; [a; b] = [− 1; 1]:
The rst test has been made by choosing equidistributed breakpoints:
k =−1 + 2kl ; k = 0; : : : ; l:
In order to get the Legendre collocation grid, we map in each subinterval, between two consecutive
breakpoints, the nodes 31 =−0:4472::: and 32 = 0:4472:::, which are the zeroes of P03. Oscillations in
the solution are evident, as a result of the poor resolution of the boundary layer (see Fig. 4a).
The solution improves by computing 31 =−0:7292::: and 32 = 0:04958::: as the zeroes of equation
(3.4) for n = 3. After mapping them in each subinterval between consecutive breakpoints, we col-
located the equation at the resulting nodes (see Fig. 4b). In order to obtain better approximations,
the number of degrees of freedom should be increased. However, our aim is to consider the cases
when the boundary layer is still underresolved.
Fig. 4. Spline-approximated solution of (1.1) with  = 0:05;  = 1, for equidistributed breakpoints. Collocation at the
Legendre grid (left) and at the upwind grid (right).
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Fig. 5. Spline-approximated solution of (1.1) with =0; =1 for equidistributed breakpoints. Collocation at the Legendre
grid (left) and at the upwind grid (right).
Fig. 6. Spline approximated solution of (1.1) with  = 0:05;  = 1, for nonequidistributed breakpoints. Collocation at the
Legendre grid (left) and at the upwind grid (right).
Collocation at the upwind grid can be also performed in the special case when  = 0, since the
introduced articial viscosity prevents from the blowing up of the numerical solution. An experiment
corresponding to =0 (thus 31=−
p
3=5 and 32=0) can be seen in Fig. 5b. The same test implemented
at the Legendre grid gives totally unreliable results (Fig. 5a). Moreover, for n even, the approximated
solutions obtained with the unstabilized algorithm, blow up as ! 0.
A third example concerns a set of nonequidistributed breakpoints (more concentrated near the
boundary point x = 1), that is:
k =−1 + 2

k
l
1=4
; k = 0; : : : ; l:
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Even in this case, the results improve by replacing the Legendre grid by the upwind grid
(see Fig. 6).
5. The 2D case
Let us now consider the 2D linear advection{diusion problem:
−u+  3u= f in 
 = ]a; b[ ]c; d[;
u= 0 on @
; (5.1)
where  = (1; 2) is a given vector.
The approximated solution is expressed as a linear combination of tensor products of one-dimen-
sional B-splines, of the same order in each direction, i.e.,
u^(x; y) =
mX
i; j=1
ij Bxi (x)B
y
j (y) (5.2)
built on a set of (l + 1)  (l + 1) breakpoints. For the sake of simplicity, we take the same
number of breakpoints and collocation points along each direction. In addition, the breakpoints will
be equispaced.
In the classical approach, the collocation grid is dened as a tensor product of n−1 Legendre-type
nodes in ] − 1; 1[, linearly mapped in each rectangle [xk ; xk+1]  [yh ; yh+1], whose vertices are the
breakpoints along x and y.
Following a procedure similar to the one developed in the 1D case, the upwind collocation points
(i; vj) are the roots of the following polynomial equation:
(1− y2)

− 2
k
P0n(x) + 1Pn(x)

2
h
P0n(y) + (1− x2)

− 2
h
P0n(y) + 2Pn(y)

2
k
P0n(x) = 0
(5.3)
in ]− 1; 1[ ]− 1; 1[, where k = xk+1 − xk and h = yh+1 − yh .
Moreover, the condition
1(y − i)− 2(x − j) = 0; i; j = 1; : : : ; n− 1 (5.4)
is imposed.
In analogy with (3.4), Eq. (5.3) has been obtained by mapping the operator L = − +   3
from the domain [xk ; 
x
k+1]  [yh ; yh+1] into the domain [ − 1; 1]  [ − 1; 1] and applying it to the
polynomial (x; y) = (1− x2)(1− y2)P0n(x)P0n(y).
Eq. (5.4) requires that the roots should lie on the straight line passing through each (i; j), with
direction opposite with the ux (hence, they are upwind type nodes). To compute these roots we
observe that a Newton-type method along the straight line of Eq. (5.4) converges in few iterations.
Once the upwind nodes (i; vj) (note they do not have a cartesian product form) are compute, we
map them back into the domain [xk ; 
x
k+1] [yh ; yh+1].
In the following experiments, we chose
= 0:01; f  1; l= 10; n= 3; 
 = [− 1; 1] [− 1; 1]:
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Fig. 7. Isolines of the solution of equation (5.1) for = (1; 0). Collocation at the Legendre grid (left) and at the upwind
grid (right).
Fig. 8. Isolines of the solution of equation (5.1) for = (1; 12 ). Collocation at the Legendre grid (left) and at the upwind
grid (right).
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We considered both the ux lined up with the x-axis, i.e.,  = (1; 0) (Fig. 7) and the skew ux
given by  = (1; 12 ) (Fig. 8). These pictures can be compared to those obtained for spectral type
approximations in [10, pp. 52 and 53], where similar data and degrees of freedom have been used.
We argue that, as in the one-dimensional case, the choice of the upwind grid considerably improves
the quality of the results. Other experiments, carried out over a nonequispaced breakpoint grid, lead
to similar qualitative conclusions.
6. The spectrum of the discretization matrix
The distribution and the qualitative behaviour of the eigenvalues of the discretization matrix has a
lot of relevance both for understanding the properties of the method and for developing appropriate
solution techniques for the corresponding linear system.
The spectrum of the discretization matrix is obtained by solving the following generalized eigen-
value problem:
Ax = Cx;
where the entries of A corresponding to the 1D spline approximation of the boundary value problem
(1.1) are obtained by applying the dierential operator to each B-spline Bj and evaluating at the
collocation nodes (see (2.2)). The entries of C are the values of Bj at the collocation nodes, i.e.,
a1j = Bj(a); c1j = Bj(a); aij = LBj(ni );
cij = Bj(ni ); amj = Bj(b); cmj = Bj(b); i = 2; : : : ; m− 1; j = 1; : : : ; m:
Fig. 9. Structure of the discretization matrix for l= 10 and n= 3.
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Fig. 10. Distribution of eigenvalues in the complex plane: collocation at the Legendre grid () and at the upwind
grid (+).
The matrix A has a block diagonal structure. For instance, a discretization with the same data of
Section 4 (i.e., l= 10 and n= 3) brings to a matrix of dimension 22, whose structure is shown in
Fig. 9.
Again with the same data, we computed numerically the eigenvalues for dierent values of  (see
Fig. 10). The experiments are both related to the use of the standard Legendre grid and the upwind
grid, in order to point out the dierent behaviour.
When  is not very small compared to the discretization parameters (which are the distance between
breakpoints and the order of the spline), both methods display a distribution of the eigenvalues which
is typical of an elliptic type operator with dominant symmetric part. It is worth noting that, in this
case, the eigenvalues corresponding to the upwind grid approximation are practically real, or with
a small imaginary part. This is not true for the eigenvalues corresponding to the plain Legendre
approximation.
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When  becomes very small compared to the discretization parameters, the nonsymmetric part of
the matrix is dominant and the eigenvalues are complex. The ratio between the real part and imagi-
nary part of such eigenvalues blows up for ! 0, for what concerns the Legendre collocation nodes,
which, as already mentioned, lead to an unstabilized discretization method. The situation is totally
dierent for the eigenvalues concerning the upwind collocation nodes, where, the stabilization eects
of the scheme provide an upper bound to the ratio between real and imaginary parts, independently
of .
7. Conclusions
A modication of the classical spline collocation method for solving linear advection{diusion
equations has been proposed. The collocation grid depends on the dierential operator and may be
automatically computed with a little eort.
The method, which introduces a suitable amount of articial viscosity, has stabilization eects
with respect to the diusion parameter. The eectiveness of the proposed algorithm has been tested
with the help of model problems in 1D and 2D. The extension to nonlinear problems is not dicult
and results will soon be available.
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