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Many phases of matter, including superconductors, fractional quantum Hall fluids and spin liq-
uids, are described by gauge theories with constrained Hilbert spaces. However, thermalization
and the applicability of quantum statistical mechanics has primarily been studied in unconstrained
Hilbert spaces. In this article, we investigate whether constrained Hilbert spaces permit local ther-
malization. Specifically, we explore whether the eigenstate thermalization hypothesis (ETH) holds
in a pinned Fibonacci anyon chain, which serves as a representative case study. We first establish
that the constrained Hilbert space admits a notion of locality, by showing that the influence of a
measurement decays exponentially in space. This suggests that the constraints are no impediment
to thermalization. We then provide numerical evidence that ETH holds for the diagonal and off-
diagonal matrix elements of various local observables in a generic disorder-free non-integrable model.
We also find that certain non-local observables obey ETH.
I. INTRODUCTION
The development of synthetic quantum many-body
systems has rejuvenated interest in the foundations of
statistical mechanics. In particular, when does an iso-
lated quantum system locally equilibrate? Although the
global unitary dynamics of such a system preserves all the
information about the initial state, local subsystems can
nevertheless forget their initial conditions and reach ther-
mal equilibrium if the information about the initial state
is spread over the entire system at long times [1, 2]. That
is, every small subsystem sees the rest of the system as a
thermal reservoir. The general conditions for thermaliza-
tion in quantum many-body systems is a long-standing
question, see Refs. 3–8 for recent progress.
Thermalization has primarily been explored in sys-
tems with a local tensor product structure, like spin
chains, bosonic and fermionic systems [9], through nu-
merical studies [10–22] and experiments in few-body sys-
tems [23, 24]. However, many phases of matter, includ-
ing superconductors, fractional quantum Hall fluids and
spin liquids, are described at low energies by gauge the-
ories with no local tensor product structure. The gauge
symmetry imposes local constraints which lead to equi-
librium properties disallowed in unconstrained models,
for example, first order phase transitions [25] and topo-
logical order in 1D. Can the constraints also affect the
ability of the system to thermalize under its own dynam-
ics? In this article, we focus on this question using a
pinned non-Abelian anyon chain of Fibonacci anyons as
a case study.
Particles with non-Abelian statistics arise in two spa-
tial dimensions and have attracted significant interest re-
∗ achandran@perimeterinstitute.ca
cently due to their potential for robustly storing and pro-
cessing quantum information [26–28]. The adiabatic ex-
change of such non-Abelian anyons entails a non-Abelian
(i.e. matrix-valued) unitary transformation on the global
state of the system, in contrast to the signs accumulated
by conventional fermions and bosons. In addition to be-
ing realizable in 2D topological superconductors and cer-
tain fractional Hall [29, 30] and spin liquid [31] states,
there are a number of promising proposals [32–41] to
engineer non-abelian anyons in quasi-1 dimensional sys-
tems. The non-Abelian statistics are typically encoded in
a non-Abelian gauge theory; for example, the Fibonacci
anyons that we study in this article are excitations of
an appropriate Chern-Simons gauge theory. Our main
interest in this model stems from its local constraints:
the Hilbert space of the Fibonacci chain is obtained from
an Ising chain by projecting out specific Ising patterns
locally.
Previous studies of pinned non-Abelian anyons models,
particularly in the strongly disordered context [42–47],
suggest that it is hard to localize energy in anyon chains.
Indeed, Ref. 45 argued that disordered Majoranas in 2D
form a thermal metal, while one of the results of Ref. 47
is that the Fibonacci chain cannot be localized at any
temperature. The difficulty in localizing energy even in
strongly disordered anyon chains suggests that these sys-
tems thermalize under their own dynamics.
In this article, we substantiate this intuition by show-
ing that a conjectured description of thermalization, the
eigenstate thermalization hypothesis (ETH), holds in a
clean chain of pinned non-Abelian anyons with a non-
integrable Hamiltonian. The ETH [10, 11, 48–50] as-
serts that thermalization occurs at the level of individ-
ual eigenstates. Thus, eigenstate expectation values of
few-body observables are given by expectation values in
the thermal/Gibbs ensemble. ETH also states that the
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2off-diagonal matrix of few-body operators in the energy
eigenbasis is a random matrix in sufficiently small energy
windows [51]. Below, we verify both properties.
Specifically, we provide two pieces of evidence in fa-
vor of thermalization. First, we show that the influence
of local measurements is quasi-local (i.e. exponentially
localized) in the constrained Hilbert space. This is rem-
iniscent of the situation in 2D quantum Hall systems:
strictly local operators projected into the lowest Landau
level are Gaussian localized. As the constraints do not
destroy spatial locality, we expect ETH to hold in the
anyon chains. Note that thermalization in an Ising chain
in which local Ising patterns are energetically penalized
(as opposed to projected out) does not guarantee ETH
in the projected subspace, as at any finite temperature,
there is a finite density of the violating patterns.
Next, we provide numerical evidence obtained by exact
diagonalization that a non-integrable Fibonacci anyon
chain satisfies both diagonal and off-diagonal ETH at in-
finite temperature. We focus on two kinds of observables:
local observables that involve two or three nearby anyons
and non-local observables (which are nonetheless quasi-
local in the sense described above) that involve half the
anyons in the chain. Although ETH is expected only
to apply to the former, we will show that both kinds
of observables thermalize, though the time-scale for the
thermalization of the non-local observable is longer than
the local ones. In addition, we study diagonal ETH for a
truly non-local observable, involving braiding an anyon
around a fraction of the total anyons in the system. Even
here, we find that the behavior of this observable in an
ensemble of eigenstates is captured by an ensemble of
random vectors in the Hilbert space, suggesting that no
vestige of the long-ranged entanglement used in topolog-
ical quantum computing is present at high temperature
in these systems.
The plan of the paper is as follows. In Sec. II, we
review the basics of Fibonacci anyons and define ETH
for this system. In Sec. III A, we show that the effect
of a local measurement in the Fibonacci anyon Hilbert
space decays exponentially away from the measurement
point and derive thermal expectation values of various
observables in these chains. We then turn to the numer-
ical results in Sec. IV to argue in favor of ETH. We end
with a discussion of thermalization in other non-Abelian
anyon chains and in higher dimensions.
II. BACKGROUND
We review the two important ingredients of our study:
1D Fibonacci anyon chains, and the Eigenstate Ther-
malization Hypothesis. Readers familiar with either may
wish to briefly skim this section for our notation, and
proceed directly to Sec. III.
A. Fibonacci anyons
Our study will focus on a particular 1D model of
pinned interacting non-abelian anyons which we call the
Fibonacci chain. This is an extension of the Golden chain
model introduced in Ref. 52 with dimerized two-body and
three-body interactions. As we discuss in Sec. V, we ex-
pect that thermalization in this model – and the poten-
tial barriers thereto – are representative of the behavior
of more complex Hilbert spaces with local constraints. In
addition, this model has the practical advantage of be-
ing one dimensional with a small effective local Hilbert
space dimension (≈ 1.6), making it amenable to numeri-
cal study.
(a)
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FIG. 1. (a) A series of N + 1 quasiparticles in a 2D anyon
system arranged in a line. Local measurements include prob-
ing the fusion channel of adjacent pairs of anyons, indicated
here by black circles. (b) The Hilbert space for the Fibonacci
chain with N bonds. Vertical legs represent the N +1 anyons
depicted in (a), while each horizontal bond represents the net
fusion channel of all anyons to its left.
The fundamental degrees of freedom of the Fibonacci
chain are Fibonacci anyons, which can arise as low-energy
quasiparticles in strongly correlated 2D systems [53]. Fi-
bonacci anyons have two defining properties. First, any
pair of Fibonacci anyons has a net anyonic charge, which
can be either 1 (meaning that the two anyons can be
annihilated, leaving no particles behind) or τ (meaning
that if the two anyons are brought close together, they
will form a single anyon of the same type). This total
anyonic charge – known as the fusion channel of the pair
– is reminiscent of the total spin of a pair of particles; we
represent the possibilities compactly through the follow-
ing fusion rules [54]:
τ × τ = 1 + τ , τ × 1 = τ , 1× 1 = 1 . (1)
Unlike spin, however, the total anyonic charge of any
number of Fibonacci anyons necessarily takes on one of
only two values, 1 or τ . The second property is that
exchanging a pair of the τ anyons results in a net phase
that depends on their fusion channel:
Rττ1 = e
4pii/5 , Rτττ = e
−3pii/5. (2)
where the subscript denotes the fusion channel of the two
τ anyons. Together, these two properties make Fibonacci
3anyons qualitatively different from particles with spin.
Under exchange they are neither fermions nor bosons,
but rather non-abelian anyons.
The Fibonacci chain can arise in a two dimensional sys-
tem with anyonic excitations if the anyons are arranged
in a line (Fig. 1(a)). This would be natural, for example,
if the anyons are bound states [33, 39, 40] at the edges
of a 2D topologically ordered system. In Fig. 1(b), the
vertical legs represent the anyons shown in (a); the any-
onic charge of each leg is always τ . The ith horizontal
bond encodes the net fusion channel of the first i anyons
in the chain, which can take on the values Xi = 1 or τ .
The Xi are thus Ising variables. The Hilbert space of the
Fibonacci chain consist of all possible assignments of Xi
consistent with the fusion rules (1). Since the trivial any-
onic charge combined with the τ anyon always gives a τ
anyon, the Hilbert space consists of all assignments of Xi
obeying the constraint that no two consecutive bonds are
labelled by Xi = 1. The Hilbert space of the Fibonacci
chain can thus be obtained from an Ising chain by pro-
jecting out all Ising configurations with Xi = Xi+1 = 1
for any i. With the open boundary conditions shown in
Fig. 1, the number of allowed configurations of an N -
bond chain grows as
nN = fN
N→∞≈ ϕN−1 (3)
where fk is the k
th Fibonacci number, and
ϕ =
1
2
(
1 +
√
5
)
(4)
is known as the Golden mean. Note that X0 = XN+1 = 1
as the chain of anyons is assumed to be indistinguishable
from the vacuum far away from the chain. Throughout
this work, N denotes the number of bonds in the chain
excluding the boundaries; hence a system with N bonds,
excluding the initial and final bonds X0 and XN+1, con-
sists of N + 1 anyons.
In the Golden chain model [52], the interaction be-
tween the Fibonacci anyons have the same form as the
Heisenberg interaction between spin-1/2 particles. The
Heisenberg interaction assigns an energy depending on
the overall state of the two spins; similarly, the interac-
tions in the Golden chain assigns an energy dependent on
the fusion channel of the two anyons. Assuming that the
interactions between nearest neighbour anyons dominate,
the Hamiltonian is:
H0 = −J
N∑
i=1
Π1i,i+1 (5)
where Π1i,i+1 is the projector onto configurations where
the fusion channel of the pair of anyons at i and
i + 1 is one. Let Yi denote the fusion channel of
the anyons i and i + 1. Yi can be represented as
a matrix mapping the five triples (Xi−1, Xi, Xi+1) =
(1, τ, 1), (τ, τ, 1), (1, τ, τ), (τ, 1, τ), and (τ, τ, τ) allowed
by the constraint onto the five possible states
(Xi−1, Yi, Xi+1) = (1, 1, 1), (τ, τ, 1), (1, τ, τ), (τ, 1, τ), and
(τ, τ, τ):
Yi =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 ϕ−1 ϕ−1/2
0 0 0 ϕ−1/2 −ϕ−1
 , (6)
see Fig. 2(a). The projector Π1i,i+1 is constructed by
first making this change of basis, projecting onto those
configurations with Yi = 1, and then inverting the basis
transformation. Expressed in terms of its action on the
5 triples (Xi−1, Xi, Xi+1), this gives:
Π1i;2 ≡ Π1i,i+1 =

1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 ϕ−2 ϕ−3/2
0 0 0 ϕ−3/2 ϕ−1
 . (7)
For notational brevity, we denote Π1i,i+1 by Π
1
i;2 hence-
forth. The subscript 2 indicates that the projector acts
on two neighbouring anyons.
(a)
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∑
Yi=1,τ
α(Yi)
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yi
xi+1
τ i τ i+1
(b)
xi−1 xi xi+1 xi+2
τ i τ i+1 τ i+2
=
∑
Yi,Zi
α(Yi, Zi)
xi−1 xi+2
τ i τ i+1
τ i+2
yi
zi
FIG. 2. (a) A natural choice of Hamiltonian consists of en-
ergetically favouring one of the two fusion channels Yi = 1, τ
for each pair of neighbouring anyons. (b) Another possible
interaction measures the net fusion channel Zi = 1, τ of each
triple of neighbouring anyons. In both cases the dependence
of the coefficients α on the labels {Xj} is left implicit.
However, the Hamiltonian (5) is integrable [55]. Con-
sequently, the Golden chain has an extensive number of
conservation laws in addition to the total energy. As we
are interested in the thermalization behavior of generic
anyon chains, we deform H0 in two ways to break integra-
bility and other spatial symmetries. First, we include a
3-body term Π1i;3 ≡ Π1i,i+1,i+2, which projects the net fu-
sion channel Zi of three consecutive anyons to the trivial
channel [55]. This operator can be expressed in terms of
quadruples (Xi−1, Xi, Xi+1, Xi+2) by making two subse-
quent basis transformations of the form Eq. (6), project-
ing onto states with Zi = 1, and then inverting the basis
transformation (see Appendix A for details). The pro-
cess is shown in Fig. 2(b). Second, we dimerize the chain
4so that the couplings on bond i depend on the parity of
i. The net Hamiltonian is thus:
H =
N∑
i=1
(cos θeΠ
1
2i;2 + cos θoΠ
1
2i−1;2)
+
N−1∑
i=1
(sin θeΠ
1
2i;3 + sin θoΠ
1
2i−1;3) (8)
where we have set the overall scale of the Hamiltonian to
be one. Ref. 56 describes the phase diagram when θe =
θo in detail. The special integrable points in the phase
diagram are at θe = θo = 0, pi and at tan(θe) = tan(θo) =
1/ϕ. Away from these points, H is non-integrable, but
possesses the extra symmetry of inversion. It is simplest
to break all spatial symmetries of the system to discuss
thermalization; in the main text, we therefore present
data at θe 6= θo for open chains. In Appendix B, we
present data in the inversion-symmetric open chain at
θe = θo for completeness.
We note that periodic boundary conditions allow ac-
cess to larger system sizes as the numerical diagonaliza-
tion can be performed within each momentum sector.
However, the spectrum within each momentum sector
must be further resolved by its eigenvalue under a non-
local string operator that commutes with the Hamilto-
nian, dubbed a “topological symmetry” by Ref. 52. Since
constructing this non-local string operator significantly
increases the coding complexity, we leave this study for
future work.
Ri,i+1
xi 1 xi xi+1
⌧ i ⌧ i+1
=
xi 1 xi xi+1
⌧ i ⌧ i+1
Ri,i+1 =
xi 1 xi xi+1
⌧ i ⌧ i+1
Ri,i+1 =
xi 1 xi xi+1
⌧ i ⌧ i+1
FIG. 3. The local operation R which exchanges a pair of
neighbouring anyons.
In the following, we examine the eigenstate expecta-
tion values of local observables like Π1i;2 and Π
1
i;3 and
non-local observables like the projector Π1i;x onto Xi = 1.
We also consider a third class of observables which can-
not be constructed locally from a change of basis in ei-
ther the X or Y variables. One example is the opera-
tor which braids an anyon around l consecutive anyons.
To construct this operator, we begin with an operator
Ri,i+1 that exchanges the anyons on sites i and (i + 1),
as shown in Fig. 3. In the basis (Xi−1, Xi, Xi+1) =
(1, τ, 1), (τ, τ, 1), (1, τ, τ), (τ, 1, τ), and (τ, τ, τ), it is given
by the matrix [57]
Ri,i+1 =

e4pii/5 0 0 0 0
0 e−3pii/5 0 0 0
0 0 e−3pii/5 0 0
0 0 0 e
−4pii/5
ϕ
−e−2pii/5√
ϕ
0 0 0 −e
−2pii/5√
ϕ
−1
ϕ
 .
(9)
Performing subsequent exchanges on a series of l sites
moves an anyon from site i to site i + l. The braid of
the anyon i around l consecutive anyons is consequently
performed by the product operator:
Bi,i+l = Ri,i+1Ri+1,i+2, ...Ri+l−2,i+l−1 (10)
×R2i+l−1,i+l...Ri+1,i+2Ri,i+1 .
The braid operator Bi,i+l is a fl+4 × fl+4 matrix in the
basis (Xi−1, . . . , Xi+l) and is non-local as it involves op-
erators on all the bonds between i− 1 and i+ l.
B. Eigenstate thermalization hypothesis
The foundations of statistical mechanics are built on
the multitude of microstates that correspond to a single
macroscopic state. As the microstates are indistinguish-
able by local or few body measurements, the simplest
assumption is that the stationary state of the system
is an equiprobable mixture of all accessible microstates.
The eigenstate thermalization hypothesis (ETH) is the
same hypothesis for quantum systems [10, 11, 48–50]. It
states that the stationary states of a quantum system, i.e.
the many-body eigenstates, are locally indistinguishable
from one another and are equal weight superpositions of
all accessible microstates. ETH was posited from infor-
mation theoretic and semi-classical arguments nearly two
decades ago [10, 48–50], and has been numerically tested
in one and two dimensions [11–22].
Although initially proposed for systems with well-
defined local Hilbert spaces, the ETH ansatz can be easily
adapted to the non-Abelian anyonic systems of interest in
this article. Concretely, consider a non-integrable Hamil-
tonian H of an anyonic system with eigenstates |n〉 at en-
ergies En. Let O denote a local or a few-body operator,
for example, Π1i;2 or Bi,i+1. ETH prescribes the diagonal
and off-diagonal structure of the matrix elements of O in
the energy eigenbasis. Mathematically:
〈m|O|n〉 = O(E¯)δmn + rmn√
eS(E¯)
fO(E¯, Em − En) (11)
where O and fO are smooth functions of their arguments
on the scale of the many-body level spacing, δmn is the
Kronecker delta function, rmn are independent Gaussian
distributed random variables with zero mean and unit
variance, E¯ = (Em + En)/2 is the average energy and
S(E) is the thermal entropy at energy E.
Every term in Eq. (11) needs explanation. Recall that
the expectation value of O in the canonical ensemble is:
〈O〉c ≡
Tr e−βHO
Tr e−βH
, (12)
Following Ref. 50, we subsitute Eq. (11) in the above
expression and obtain:
O(E¯) = 〈O〉c +O(N−1), (13)
5where N is the number of particles and E¯ is the
average energy at inverse temperature β: E¯ =
TrHe−βH/Tr e−βH . Note that we have ignored the cor-
rection due to the second term in Eq. (11), which de-
creases exponentially with N . In the thermodynamic
limit:
O(E¯) = 〈O〉c , N →∞, (14)
so that 〈n|O|n〉 is independent of the eigenstate index
n for all eigenstates with the energy density E¯/N and
equals the expectation value in the canonical ensemble.
By the equivalence of ensembles, O(E¯) also equals the
expectation value in the microcanonical ensemble in the
thermodynamic limit.
At finite system size, the difference between O(E¯) and
〈O〉c is O(N−1) (Eq. (13)). However, Eq. (11) posits
that the difference between expectation values taken in
eigenstates with nearby energies is much smaller, and is
a Gaussian random variable with variance proportional
to e−S(En). As S(En) is proportional to the number of
anyons N at any energy density En/N , the distribution
of the differences vanishes exponentially with N . There
is numerical evidence that the extreme value statistics
of the distribution also obeys Eq. (11), see Ref. [21] for
more details.
The off-diagonal structure of the matrix elements is
encoded by the second term in Eq. (11). At finite size
N , the smooth function fO(E¯, ω) may be replaced by a
constant in a sufficiently small energy window about En
(we discuss why in Sec. IV B). Then, the second term in
Eq. (11) implies that O|n〉 is as random as can be sub-
ject to the energy constraint. That is, O|n〉 is a random
vector in this energy window. This also explains the fac-
tor 1/
√
eS(E¯): it is required for the normalization of the
random vector. The function fO(E¯, ω) is related to the
spectral density of the operator O:∫ ∞
−∞
dte−iωt〈n|O(t)O(0)|n〉c = 2pi|fO(E¯, ω)|2e−βω/2
(15)
where the correlator in the LHS is connected and ω is
assumed to be much smaller than En, so that E¯ ≈ En
(see Ref. [6] for details). In thermalizing systems, the
spectral density and fO are well-defined in the thermo-
dynamic limit, with the Kubo formula relating the spec-
tral density to linear response. We can therefore infer
general properties of fO from the properties of the asso-
ciated linear response susceptibility. We discuss and test
some of these properties in Sec. IV B.
It is the goal of this article to check Eq. (11) for Fi-
bonacci anyon chains. A number of properties of the any-
onic chain follow from Eq. (11). First, local observables
reach their thermal values at late times starting from any
initial state |ψ〉. Thus, the anyonic chain acts as its own
bath in isolation. Next, the time-scales for local relax-
ation can be extracted from the Fourier transform of fO
function (Eq. (15)).
We note that ETH is posited only for local observ-
ables like Π1i;2. Thus, only the expectation values of local
observables approach thermal values at late times irre-
spective of the starting state |ψ〉. Non-local observables
like Π1N/2;x or B1,N/2 that act on all N/2 anyons in the
left half of the chain need not thermalize. In particu-
lar, their expectation values can differ between adjacent
eigenstates in the spectrum. In the numerical study, we
will however find that this is not the case.
III. PROPERTIES OF THE THERMAL
ENSEMBLE IN THE FIBONACCI CHAIN
As described in Sec. II A, the Fibonacci chain Hilbert
space can be obtained from that of the Ising model by
projecting out configurations in which two consecutive
bond variables obey Xi = Xi+1 = 1. Consequently, un-
like the Ising model, the anyonic model in Eq. (8) does
not admit a simple tensor product Hilbert space.
In this section, we show that the lack of a local prod-
uct structure means that the measurement of observables
like Xi and Yi is not strictly local, in the sense that it
affects a finite number of bonds. Nevertheless, the mea-
surements of Xi and Yi are quasi-local, in the sense that
their effect on measurements of observables at i+ l falls
off exponentially quickly with the separation l. We also
derive the expectation values in the canonical ensemble
in this unusual Hilbert space. We restrict the discussion
to infinite temperature; at infinite temperature, the ex-
act form of H plays no role and 〈O〉c follows from the
properties of random vectors in the constrained Hilbert
space.
A. Constraints and quasi-locality in the Fibonacci
chain Hilbert space
To quantify how far the constrained Hilbert space is
from having a local product structure, we evaluate the
dependence of measurements on bond i on measurements
at distant points j in the chain – i.e. we compare the
probability P (Xi = τ,Xj = 1) to P (Xi = τ)P (Xj = 1).
Consider the chain in Fig. 2 with (1, 1) boundary condi-
tions, i.e. with X0 = XN+1 = 1. To evaluate P (Xk = τ),
we partition the system into three pieces: subsystem A,
which consists of the k − 1 bonds to the left, bond k,
and subsystem B consisting of the N − k bonds to the
right. Let nA and nB respectively be the number of con-
figurations in subsystems A and B with (1, 1) boundary
conditions. Then:
xk = τ ⇒ nA = nk , nB = nN−k+1
xk = 1⇒ nA = nk−1 , nB = nN−k (16)
where nm denotes the number of configurations of a
m-bond chain with (1, 1) boundary conditions. From
6Eq. (3):
nm = fm (17)
Eq. (16) follows from the fact that if xk = 1, then both
subsystems effectively have (1, 1) boundary conditions.
If xk = τ , on the other hand, xk±1 ∈ {1, τ}, and each
subsystem has the same number of configurations as a
system with one additional bond and (1, 1) boundary
conditions. We therefore obtain:
P (Xk = τ) =
nknN−k+1
nN
=
fkfN−k+1
fN
P (Xk = 1) =
nk−1nN−k
nN
=
fk−1fN−k
fN
(18)
Using a similar reasoning, we can show that the ran-
dom variables Xk, Xk+l become independent as l →
∞, with a correction exponentially small in l for finite
l. Specifically, consider the joint probability P (Xk =
a,Xk+l = b). In this case, we divide our system into the
two spins Xk, Xk+l as well as three additional subsys-
tems A,B,C; the joint probability P (Xk = a,Xk+l = b)
is given by counting the total number of configurations
for each of the 3 subsystems, given that Xk = a and
Xk+l = b. The result is:
P (Xk = 1, Xk+l = 1) =
fk−1fl−1fN−k−l
fN
P (Xk = τ,Xk+l = 1) =
fkflfN−k−l
fN
(19)
and so on. Thus, for example,
P (Xk = τ,Xk+l = 1)− P (Xk = τ)P (Xk+l = 1)
=
fkfN−k−l
fN
(
fl − fN−k+1fk+l−1
fN
)
(20)
We can estimate this difference using Binet’s [58] formula:
fn =
ϕn − ψn
ϕ− ψ where ψ ≡
−1
ϕ
(21)
which gives:
P (Xk = τ,Xk+l = 1)− P (Xk = τ)P (Xk+l = 1)
= (−1)l+1 ϕ
−2l
(ϕ− ψ)2 (1 + ...) (22)
where ... indicates terms at most on the order of
min(ϕ−2(k+1), ϕ−2(N−k−l+1)). Thus the difference be-
tween the joint probability and the product of the two
individual probabilities falls off exponentially in the sep-
aration l between the two bonds. It is straightforward to
check that the same holds for P (Xk = 1, Xk+l = 1) etc,
as well as for the local observables Yk.
We conclude that though the Hilbert space does not
admit a local product structure, there remains a mean-
ingful sense in which “local” measurements can be made,
since measurements of bonds separated by several times
the correlation length ξ = 1/(2 log(ϕ)) ≈ 1.03 are effec-
tively independent.
B. Expectation values in the canonical ensemble
To test ETH, we are interested in two quantities: the
thermal expectation values of operators, and how quickly
the distribution of eigenstate expectation values narrows
with increasing system size. The infinite temperature
expectation value of any operator is simply its Hilbert
space average. From Eq. (18):〈
Π1i;x
〉
c
=
fi−1fN−i
fN
(23)
To obtain
〈
Π1i;2
〉
c
, we need to evaluate the probabili-
ties of the 5 possible configurations (Xi−1, Xi, Xi+1) of
three consecutive bonds. Using logic similar to that of
Sec. III A, we obtain the Hilbert space probabilities:
P (τ, τ, τ) = P (τ, 1, τ) = fN−ifi−1fN
P (1, τ, τ) = fN−ifi−2fN
P (τ, τ, 1) = fN−i−1fi−1fN
P (1, τ, 1) = fN−i−1fi−2fN . (24)
From Eq. (7),〈
Π1i;2
〉
c
= P (1, τ, 1) + ϕ−1P (τ, 1, τ) + ϕ−2P (τ, τ, τ)
≈ ϕ−2 +O(ϕ−2N ) (25)
Eq. (25) gives the (bond-independent) T = ∞ thermal
expectation value
〈
Π1i;2
〉
c
.
Observe that if the bond variables Xi thermalize, then
local variables such as Π1i;2 also thermalize. This is be-
cause of the local change of basis between the triples
(Xi−1, Xi, Xi+1) and Yi. If Π1i;x thermalizes, then these
triples should also thermalize – indeed Xi = 1 implies
(Xi−1, Xi, Xi+1) = (τ, 1, τ), such that for one of the
triples this is automatic. The argument does not work
in reverse, however, since the bond variable Xi cannot
be reconstructed from the values of the Yj variables on
bonds j near bond i.
A complementary perspective on Eq. (11) to that pre-
sented in Sec. II B is that expectation values of local ob-
servables in an ensemble of eigenvectors of the appro-
priate energy density behave exactly as they would in
an ensemble of random eigenvectors in the same Hilbert
space. In Appendix C, we verify explicitly that for an
ensemble of random vectors in the X basis, Eq. (11) at
infinite temperature holds both for Π1i;x and Π
1
i;2. This
further demonstrates that if eigenvectors appear random
in the bond (X) basis, then Y (together with other local
observables) appear thermal.
Finally, we consider the braid operator between distant
anyons defined in Eq. (10). In the infinite temperature
ensemble, we expect that the average modulus of Bi,i+l
falls off exponentially in l, since the probability that all
bonds are in the same state before and after braiding de-
creases exponentially with separation. Further, the stan-
dard deviation ∆Bi,i+l decreases as the inverse square
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FIG. 4. The density of states (DOS) normalized by its maxi-
mum value as a function of energy for the five largest system
sizes N . Here E∞ = TrH/Tr 1 is the energy corresponding
to infinite temperature in the canonical ensemble. The nor-
malized density of states is approximately constant over the
middle 1/3 of the spectrum.
root of the number of configurations that yield a partic-
ular value of Bi,i+l. For fixed finite l, this number grows
with the Hilbert space dimension of the chain ϕN . If
however l/N is held fixed as N →∞, the number of con-
figurations grows as ϕαN for some α ≤ 1 (here α is at
least as large as the fraction of the chain where no Ri,i+1
operators act). If α < 1, the variance of this operator
decreases exponentially with N at a slower rate than the
local observables.
IV. NUMERICAL STUDIES
In this section, we investigate several properties of the
highly excited eigenstates of the Hamiltonian in Eq. (8)
to test if ETH is obeyed. We present data obtained by
exact diagonalization at θe = pi/4, θo = pi/5 up to N = 23
bonds (see Fig. 1 for our labelling convention). We have
checked that the conclusions also hold at other values of
θe, θo away from integrable points. The bulk of our study
focuses on the observables Π1i;α for i = N/2, N/2 + 1 and
α = x, 2, 3, where for odd values of N , the site/bond
label N/2 is understood to be rounded up to the nearest
integer. At the end of this section we briefly discuss the
non-local braid operator Bi,i+l.
We restrict our attention to infinite temperature where
the entropy and thus the number of states with fixed en-
ergy density is maximal at given N . As seen in Fig. 4,
the many-body density of states (normalized by its maxi-
mum value) varies by less than 10% in the center third of
the spectrum. This holds for system sizes N ≥ 14 (not all
shown). It is therefore justified to treat the states in this
range as infinite temperature states; below, [·] denotes
averaging with respect to these states.
We begin with the statistics of the level spacings in the
system. This can be quantified using the level statistics
ratio rm, defined as [59, 60]:
rm ≡ min
(
∆Em
∆Em−1
,
∆Em−1
∆Em
)
(26)
∆Em ≡ Em+1 − Em. (27)
Above ∆Em is the mth level spacing and the energies
are ordered E1 ≤ E2 ≤ . . ., so that rm is the ratio of
adjacent level spacings. By definition, 0 ≤ rm ≤ 1.
The level statistics ratio measures energy level repul-
sion in the spectrum. At integrable points or in localized
systems, the energies are Poisson distributed and exhibit
no level repulsion. Consequently, the distribution of rm
across the spectrum has non-zero density at rm = 0 with
mean [rm] ≈ 0.386. On the other hand, in thermalizing
systems, we expect the distribution of eigenvalues to be
given by random matrix theory (Wigner’s surmise). For
our real Hamiltonian this implies that the level statis-
tics should be that of the Gaussian Orthogonal Ensemble
(GOE), with zero density at rm = 0 and a larger mean
[rm] ≈ 0.530.
Shown in Fig. 5 is the histogram of rm for the largest
system size N = 23. Qualitatively, the distribution shows
the features of the thermalizing system. It also agrees
well with the Wigner-like surmise for the GOE ensemble
from Ref. [60] (red curve). The inset shows the mean
value [rm] as a function of system size N (dots) and the
theoretical value of 0.530 (line) for comparison. The dif-
ference between the two is small, and clearly decreasing
with N .
A. Diagonal ETH for local and bond observables
First, we investigate whether the observables Π1i;α for
i = N/2, N/2 + 1 and α = x, 2, 3 obey the diagonal ETH
ansatz. In other words, we verify that (1) on average,
the expectation value in an ensemble of eigenstates with
a given energy density is that of the appropriate thermal
ensemble, and (2) the fluctuations between eigenstates
vanish exponentially with N as exp(−S(En)/2), where
S(En) is the thermal entropy.
In Fig. 6, we test (1). The infinite temperature ensem-
ble (dashed lines) and the eigenstate ensemble (points)
are seen to reproduce the same answers for all six observ-
ables. As expected, the dimerization in the Hamiltonian
does not affect the value at infinite temperature, so that
[〈Π1N/2,α〉] = [〈Π1N/2+1,α〉] for α = x, 2, 3.
Next, we test (2) at infinite temperature, where
exp(−S(En)/2) ∼ ϕ−N/2. Following Ref. [21], we define
∆On:
∆On = 〈n+ 1|O|n+ 1〉 − 〈n|O|n〉 (28)
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FIG. 5. Level statistics ratio rm (see Eq. (26)) for the Hamil-
tonian (8). The main figure shows the probability distribution
of rm at the largest system size N = 23 studied here; the red
line shows the predicted distribution from Ref. 60 for GOE
statistics. Inset: Mean of the level statistics ratio as a func-
tion of N (red dots) compared to the mean of the ideal GOE
distribution ≈ 0.530 (dashed line).
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FIG. 6. Spectrum averaged expectation values of the opera-
tors Π1i;α for i = N/2, N/2 + 1 and α = x, 2, 3. The dashed
line in each case represents the predicted infinite temperature
thermal value, which fits extremely well with the numerical
data for all system sizes.
∆On captures the fluctuations in Eq. (11) between ad-
jacent eigenstates in the spectrum. Its spectrum aver-
aged absolute value [|∆O|] decreases exponentially as
exp(−S(En)/2). The advantage of ∆On over measures
of the width of the distribution of 〈n|O|n〉 in an energy
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FIG. 7. Distribution of |∆Π1N/2;2| (see Eq. (28)) for N = 18 to
23. As predicted by ETH, the distribution becomes narrower
and more sharply peaked about 0 with increasing N .
Variable Best fit slope Best fit slope
(N = 14 to N = 23) (N = 19 to N = 23)
∆Π1N/2;x −0.221± 0.009 −0.248± 0.032
∆Π1N/2+1;x −0.223± 0.009 −0.209± 0.031
∆Π1N/2;2 −0.217± 0.003 −0.232± 0.004
∆Π1N/2+1;2 −0.219± 0.002 −0.228± 0.005
∆Π1N/2;3 −0.220± 0.009 −0.246± 0.028
∆Π1N/2+1;3 −0.225± 0.010 −0.213± 0.026
TABLE I. Numerical least-squares best fit slopes for each of
the operators shown in Fig. 8. To within the fitting error, for
larger system sizes these agree well with the theoretical value
of − 1
2
logϕ ≈ −0.24.
window is that ∆On is immune to the smooth variation
of the mean value [〈n|O|n〉] in the energy window.
Fig. 7 plots the probability distribution of |∆Π1N/2;2| at
different N . It is clearly seen that the distribution nar-
rows with system size and peaks around zero, as expected
for observables satisfying ETH. In Fig. 8, we plot [|∆O|]
vs N for the six observables on a log-linear plot. The blue
dashed line shows the predicted scaling proportional to
ϕ−N/2. The fluctuations of the local and non-local ob-
servables decrease exponentially withN : the slopes of the
best least-squares fit of log |∆Π1N/2;2| vs N are given in
Table I. The slope obtained from the largest system sizes
is very close to the theoretical value of − 12 logϕ ≈ −0.24
for all observables measured. Including the smaller sys-
tem sizes in the fit reduces the absolute value of the
slope as the effective “temperature” (and therefore the
entropy) shows larger variation in the center third of the
spectrum at small N .
In summary, we have provided strong evidence that the
Fibonacci chain satisfies diagonal ETH at infinite tem-
perature.
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FIG. 8. Mean of |∆O| vs. the system size N for different
operators. The dashed line indicates the predicted scaling
behavior [|∆O|] ∼ ϕ−N/2, which is seen to be a good fit to the
data. Numerical least-squares best fit slopes of each operator
are given in Table I.
B. Off-diagonal ETH for local and bond
observables
The ETH ansatz states that the off-diagonal matrix
elements of a local operator O in the energy eigenbasis is
distributed as:
〈m|O|n〉 = 1√
eS(E¯)
rmnfO(E¯, Em − En) (29)
where the symbols are explained below Eq. (11). In this
section, we show that the off-diagonal matrix elements of
local and bond observables in the Fibonacci chain obey
Eq. (29) at the average energy E¯ corresponding to infinite
temperature.
For this purpose, it is useful to note the following
properties of the function fO(E,ω). First, fO(E,ω) is
a smooth function of its arguments. Second, fO(E,ω) =
fO(E,−ω) (this follows from its definition in Eq. (11)).
Third, by Eq. (15), fO(E,ω) and the spectral density
are proportional to one another. Thus, the behavior of
fO(E,ω) can be inferred from that of the spectral den-
sity. If O involves a conserved density, then the spectral
density (and consequently fO) diverges as ω → 0. At
finite size this divergence is cut off at small ω so that
fO(E¯, ω) is well approximated by a constant in a small
energy window. At large ω, both functions typically fall
off exponentially with the energy difference |ω|.
In Fig. 9 is plotted the histogram of the logarithm
of the absolute value of the matrix elements between
a hundred states at infinite temperature at the three
largest odd system sizes N = 19, 21, 23. The scale is
N = 19
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N = 23
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FIG. 9. Histogram of log |〈n|O|n〉| for O = Π1N/2;x (top) and
O = Π1N/2;2 (bottom) between hundred states at the center of
the spectrum for N = 19, 21 and 23. The distribution shifts
linearly to the left with increasing N and the shape corre-
sponds to the logarithm of the absolute value of a Gaussian
distributed variable.
log-linear. The top panel is for the bond observable
O = Π1N/2;x, while the bottom panel is for the local ob-
servable O = Π1N/2;2. The first feature to notice is that
the distribution of log |〈n|O|m〉| rigidly shifts to the left
with increasing N . Indeed, when m,n lie within a small
energy window so that fO(E¯, Em−En) is a constant K,
Eq. (29) predicts that at infinite temperature:
log |〈m|O|n〉| = −N log(ϕ)
2
+ log |rmn|+K (30)
Thus, ETH predicts that the distribution shifts to the left
by − log(ϕ) ≈ −0.48 when N is increased by two sites.
This is in good agreement with both panels of Fig. 9 and
with the behavior of the mean:
[log |〈n|Π1N/2;x|m〉|] ≈ −0.48N + constant (31)
[log |〈n|Π1N/2;2|m〉|] ≈ −0.43N + constant (32)
The three-body local observable Π1N/2;3 exhibits a similar
behavior.
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The second term in Eq. (30) predicts the shape of
the distribution to be the probability distribution of
the logarithm of the absolute value of a Gaussian dis-
tributed random variable. On defining log |rmn| ≡ G =
log |〈m|O|n〉|+N log(ϕ)/2−K, a simple change of vari-
ables leads to:
P (G = y) =
2√
2pi
ey exp
(−e2y/2). (33)
With the single fitting parameter K for each observ-
able, we checked that this function describes the shape
of the full distribution at all N . In particular, it ex-
plains the exponential decay seen in Fig. 9 for y <
[log |〈m|O|n〉|] and the steep double exponential decay for
y > [log |〈m|O|n〉|]. Thus, the ETH prediction Eq. (30)
holds for local and bond observables in the non-integrable
Fibonacci chain.
A different way to test off-diagonal ETH and Eq. (29)
is using the inverse participation ratio (IPR) of O|n〉 in
the energy eigenbasis:
IOn =
∑
m
|〈m|O|n〉|4 (34)
The inverse of IOn is a measure of the number of energy
eigenstates with weight in O|n〉 (the participation ratio).
ETH predicts that that this number is maximal and set
by the number of energy eigenstates eS(En) at the energy
En. Indeed, using Eq. (29) and the properties of fO(E,ω)
listed above, it is easy to show that [6]:
IOn ∼
1
eS(En)
(35)
In Fig. 10 is plotted the exponential of the spectrum
average of log(IOn ) for the six observables O = Π1i;α,
i = N/2, N/2 + 1 and α = x, 2, 3 on a log-linear scale.
The dashed line is the ETH prediction Eq. (35) at infi-
nite temperature. It is a straight line on the log-linear
plot with slope − log(ϕ). The data points also fall on
a straight line whose slope seems to approach − log(ϕ)
with increasing N . This is quantified by the numerical
best fit slopes, listed in Table II.
Our final test of off-diagonal ETH consists of verifying
the expected behavior of the smooth function fO(E¯, ω) in
Eq. (29). Fig. 11 plots |f(ω)|2 ≡ |f(E¯, ω)|2 at the mean
energy E¯ corresponding to infinite temperature versus
|ω| for two different observables. The colors indicate the
system size N , while the circular (triangular) markers
indicate the observable Π1N/2;x (Π
1
N/2;2). Note that we
plot |f(ω)|2 vs |ω| as it is an even function of ω.
First, observe that |f(ω)|2 decays exponentially on
a scale ∆ at large |ω| independent of N for both ob-
servables. From Eq. (15), ∆−1 therefore sets the time-
scale for the local dynamics of the connected correlator
〈n|O(t)O(0)|n〉c. Notice that ∆ for the bond observable
N
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10−5
10−4
10−3
 Π1N/2;x
 Π1N/2+1;x Π1N/2;2
 Π1N/2+1;2 Π1N/2;3
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FIG. 10. Exponential of [log(IOn )] for the observables indi-
cated in the legend. The black dashed line indicates the pre-
dicted scaling behavior IOn ∼ ϕ−N , which is seen to be a good
fit to the data. Numerical least-squares best fit slopes of each
operator are given in Table II.
Variable Best fit slope Best fit slope
(N = 14 to N = 23) (N = 19 to N = 23)[
IN/2;x
]
−0.450± 0.005 −0.465± 0.015[
IN/2+1;x
]
−0.465± 0.015 −0.448± 0.005[
IN/2;2
]
−0.454± 0.005 −0.450± 0.018[
IN/2+1;2
]
−0.453± 0.005 −0.465± 0.017[
IN/2;3
]
−0.452± 0.005 −0.461± 0.009[
IN/2+1;3
]
−0.448± 0.003 −0.453± 0.008
TABLE II. Numerical least-squares best fit slopes for each of
the inverse participation ratios (see Eq. (34)) shown in Fig. 10.
For notational brevity, we shorten the projector Π1i;α to simply
i;α in the superscript. The slopes slightly underestimate the
theoretical value of − logϕ ≈ −0.48.
is less than that for the local observable Π1N/2;2. This
agrees with the expectation that local dynamics is less ef-
fective in relaxing the non-local bond observable as com-
pared to the observable that measures the local fusion
channel. At small ω, |f(ω)|2 is expected to diverge in
the thermodynamic limit, as both observables have some
overlap with the conserved energy density. While the
data at system sizes N = 19, 21, 23 exhibits evidence of
this divergence (for example, |f(0)|2 increases with N),
the data is too noisy to extract the functional form or
the diffusion constant.
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FIG. 12. (a) Expectation of the modulus of the braid oper-
ator [|〈B(l)〉|] as a function of separation l, for N = 14 to 21.
The modulus falls off exponentially with l for small l, reach-
ing a plateau at approximately l ≥ 4, and then exponentially
increases as l approaches N . (b) The height of the plateau
for 4 ≤ l ≤ N − 5 as a function of system size N . This height
falls off as ϕ−N/2, as expected for a random positive quantity
(dashed line).
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FIG. 13. Histogram of phases φ of the braid operator B(l) in
the middle third of the eigenvectors as a function of separation
l for N = 21. For l = 1, the phases are sharply peaked
about pi. For l = 5, 10, the phases are relatively uniformly
distributed in the interval (0, 2pi). For l = N the phase takes
on only one value of 8pi/5 ≈ 1.6pi; this value is fixed by the
boundary conditions.
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FIG. 14. [|∆|〈B(N/4)〉||] as a function of system size N . The
decrease is consistent with a scaling proportional to ϕ−N/2
(dashed line), exactly as for local observables.
C. Thermalization of non-local braid observables
In this section, we show that even non-local operators
like the braid operator Bi,i+l satisfies diagonal ETH at
infinite temperature. For notational brevity, define:
B(N−l)/2+1,(N+l)/2+1 ≡ B(l) (36)
As discussed in Sec. III B, [|〈B(l)〉|] decreases exponen-
tially with l in an ensemble of random states. This is in-
deed seen in Fig. 12; [|〈B(l)〉|] initially decreases exponen-
tially with l, rapidly reaching a plateau for 4 ≤ l ≤ N−5.
Further, as in an ensemble of random states, the height
of this plateau decreases with system size, approximately
as 1/ϕN/2.
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The figure also clearly shows that as l approaches the
system size, the modulus increases, reaching 1 when the
initial and terminal anyons are braided. This behavior is
also expected for random states: as the net fusion channel
of all anyons in the chain is fixed, for l = N there is only
one possible outcome for the braid. Similarly for l close
to the total system size, the limited variance in the fusion
channels reduces the number of different fusion channels
that can occur in each eigenstate, leading to the observed
increase in [|〈B(l)〉|].
A similar trend is also visible in the distribution of
braiding phases, shown for N = 21 in Fig. 13. Take
l = 1. Using Eq. (2), Eq. (25) and the definition of B(1),
we obtain:
[〈B(1)〉] = P (Y = 1)e8pii/5 + P (Y = τ)e−6pii/5
= −ϕ−2 ≈ −0.38
in an ensemble of random states. The eigenstate ensem-
ble reproduces the same values: the modulus of B(1) is
close to 0.38 in Fig. 12, while the phase is sharply peaked
about pi. As l increases – such that the result of the braid
depends on an ensemble of values of Yi – the distribution
of phases observed in the eigenstate ensemble broadens.
This suggests that the ensemble of Yi is essentially ran-
dom in a given eigenstate, and further indicates that no
useful information is captured by these phases for most
values of l. Again the exception is when an anyon is
braided around almost the entire system: in this case,
the net fusion channel of all anyons in the chain (= 1)
constrains the ensemble of values of Yi and the distribu-
tion of the phases is δ(φ− 8pi/5).
These measurements suggest that at infinite temper-
ature, the braid operator B(l) behaves as it should
for a random state in the Hilbert space. As a final
check, in Fig. 14, we plot [|∆|〈B(N/4)〉||] vs N , where
[|∆|〈B(N/4)〉||] is the spectrum averaged absolute value
of ∆|〈B(N/4)〉| (see Eq. (28)). As anticipated, this quan-
tity decreases exponentially with N . The exponent is ap-
proximately consistent with a fall-off of ϕ−N/2, identical
to that of local observables.
V. DISCUSSION
In this article, we have provided analytical and nu-
merical evidence that non-integrable chains of pinned
non-Abelian anyons obey the eigenstate thermalization
hypothesis (ETH). We argued that despite the lack of
a strict tensor product structure to the Hilbert space of
the non-Abelian anyons, both Π1i;x and Π
1
i;2 are “expo-
nentially local”, in the sense that the interdependence of
measurements on different bonds falls off exponentially
with the separation. As the notion of locality is not
destroyed by the local constraints, this suggested that
ETH holds in non-Abelian systems. We then checked
this claim numerically in a non-integrable model of Fi-
bonacci anyons in 1D. We showed that the expectation
values of local observables (like the projection onto the
trivial channel for few nearby anyons) and non-local ob-
servables (like the projection onto the trivial channel for
half the anyons) in individual eigenstates coincided with
the thermal value. The fluctuations between eigenstates
decreased exponentially as ϕ−N . We also showed that
the off-diagonal matrix elements of local and non-local
observables in the energy eigenbasis is a random matrix
when the energy difference is small and extracted the
smooth energy dependence at larger energy differences.
As the ETH ansatz (including the off-diagonal structure)
guarantees thermalization in a dynamical experiment, we
conclude that the Fibonacci chain acts as its own thermal
reservoir in isolation.
Additionally, we established that at infinite tempera-
ture, non-local operators like braiding an anyon around
a fraction of the total number of anyons also behaves
as expected for random eigenvectors. In general this im-
plies that, at high temperatures, such non-local braids do
not have any special properties facilitating information
storage. The notable exception occurs when the anyons
braided are the first and last anyons in the chain, in which
case the outcome of the braiding process is uniquely fixed
by the boundary conditions.
Though the present work focuses specifically on the
Fibonacci chain, we expect the conclusions to apply in
any dimension to other pinned anyon models and more
generally, to any lattice gauge theory. All these models
come with local constraints which guarantee a notion of
locality in the constrained Hilbert space (as made precise
in Sec. III). We therefore expect that they satisfy ETH
and thermalize under their own dynamics.
As a specific example, consider the following general-
ization of the Fibonacci chain to 2D. The pinned τ anyons
form a honeycomb lattice in which each edge can be la-
beled either 1 or τ , with the constraint that the three legs
entering each vertex must fuse to τ . This model has an
Ising-type Hilbert space, subject to the local constraint
that no vertex can be surrounded by three 1-type edges.
More generally, any lattice gauge theory (or string-net
model [61]) with non-dynamical matter fields necessarily
obeys a similar constraint at each vertex, ensuring that
the (fixed) matter field at that vertex sources the net
electric flux leaving the vertex. Our results suggest that
all such models obey ETH.
It would be interesting to test these expectations in
general anyon models and in 2D, and in particular to
explore thermalization in itinerant anyons, as discussed
for example in Refs. [62, 63]. We note that the fusion tree
basis obtained by enumerating the anyons and ordering
them into a line is not illuminating for the question of
thermalization in 2D as the Hamiltonian appears non-
local in this basis.
In conclusion, integrability seems to be the only im-
pediment to thermalization in isolated quantum systems.
When the system is clean, the Hamiltonian must be fine-
tuned to make the system integrable, resulting in an ex-
tensive number of conservation laws. Such systems ther-
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malize to a generalized Gibbs ensemble (GGE) with ex-
tra chemical potentials to account for the extra conser-
vation laws [64–66]. Recent experiments in cold gases
have quantitatively tested the effects of the GGE in 1D
[67–69]. Strongly disordered systems can also generically
fail to thermalize in the thermodynamic limit and violate
ETH if they are many-body localized [59, 70–73]. Inte-
grability underlies this failure (at least in strongly dis-
ordered regimes [74, 75]), although there is no GGE de-
scription of the steady state. Our work shows that, unlike
integrability, local constraints and non-Abelian statistics
do not impede thermalization.
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Appendix A: 3-body interaction terms
The 3-body interaction described in the main text is
obtained in two steps. First, we perform the two subse-
quent basis transformations shown in Fig. 2(b), to ob-
tain the variable Zi. In this case, unlike the single
basis transformation used to obtain Yi, after the first
step the left-most vertical leg can now be in state 1
or τ , leading to a slightly different matrix structure.
The resulting net basis transformation from the 8 al-
lowed quadruples (Xi−1, Xi, Xi+1, Xi+2) = (1, τ, τ, 1),
(1, τ, 1, τ), (1, τ, τ, τ), (τ, 1, τ, 1), (τ, τ, τ, 1), (τ, τ, 1, τ),
(τ, 1, τ, τ), and (τ, τ, τ, τ) onto the 8 possible states
(Xi−1, Yi, Zi, Xi+2) = (1, τ, 1, 1), (1, 1, τ, τ), (1, τ, τ, τ),
(τ, 1, τ, 1), (τ, τ, τ, 1), (τ, τ, 1, τ), (τ, 1, τ, τ), and (τ, τ, τ, τ)
is given by
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 ϕ−1 ϕ−1/2 0 0 0
0 0 0 ϕ−1/2 −ϕ−1 0 0 0
0 0 0 0 0 ϕ−1 ϕ−1 −ϕ−3/2
0 0 0 0 0 0 ϕ−1 ϕ−1/2
0 0 0 0 0 ϕ−1/2 −ϕ−3/2 ϕ−2

Second, the projector onto states with Zi = 1 can be
expressed in terms of quadruples of the Xi by taking this
basis transformation, projecting onto states with Zi = 1,
and then inverting the result. This gives
Π1i;3 =
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 ϕ−2 ϕ−2 −ϕ−5/2
0 0 0 0 0 ϕ−2 ϕ−2 −ϕ−5/2
0 0 0 0 0 −ϕ−5/2 −ϕ−5/2 ϕ−3

Appendix B: Hamiltonians with potential inversion
symmetry
Here we briefly discuss data for non-dimerized chains
θe = θo = pi/4. The GOE level statistics can be re-
covered in this case by sorting eigenvectors according to
their parity eigenvalues, and keeping only eigenvectors of
parity eigenvalue +1. In principle this is an advantage,
as the Hamiltonian could be constructed explicitly in the
P = +1 eigenbasis, allowing slightly larger system sizes
to be achieved. In practice, however, the variance of ob-
servables near the center of the chain in the parity-even
Hilbert space shows a strong even-odd effect even for ran-
dom vectors, making the data somewhat more difficult
to interpret. For this reason in the main text we have
presented results where parity is explicitly and strongly
broken.
The even-odd effect for bonds near the centre of the
chain arises from an even-odd modulation in the fraction
of states with a particular value of X that have even par-
ity. Consider the states withXN/2 = 1. IfN is even, then
parity interchanges the two adjacent bonds: N/2+1 and
N/2. However, configurations with XN/2+1 = XN/2 = 1
are not allowed in the Fibonacci chain Hilbert space.
Thus, XN/2 = 1 implies XN/2+1 = τ , and the configura-
tions on the left and right halves of the chain are never
identical. Consequently, for every even parity state, there
is an odd parity state and the number in each parity
sector is half the total number of configurations in the
Hilbert space with XN/2 = 1. If N is odd, on the other
hand, then (using our convention that N/2 is rounded up
to the nearest integer) parity takes bond N/2 to itself.
In this case there are clearly more states with XN/2 = 1
that have even parity than have odd parity, since there
are fN/2−1 such bond configurations which are invariant
under parity.
In other words, for even N exactly half the configura-
tions with XN/2 = 1 have even parity, while for odd N
the corresponding fraction is greater than half. As the
fraction of configurations with XN/2 = 1 is the expec-
tation value of Π1N/2;x, this leads to an even-odd mod-
ulation in both the mean and variance of Π1N/2;x in an
ensemble of random states. Fig. 15 shows the even-odd
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FIG. 15. [〈Π1N/2,x〉] for 500 parity even random vectors (green,
dashed line) and the central third of eigenvectors (solid, red
line), as a function of system size N . Restricting to even
parity gives a larger fraction of states with Π1N/2,x = 1 for N
odd than for N even, as explained in the text; this is reflected
in the larger value of 〈Π1N/2,x〉 for N odd in both eigenvectors
and random vectors.
effect on the mean of 〈Π1N/2,x〉 in an ensemble of 500
parity-even random vectors in the Hilbert space, and in
the central third of the eigenstates in the spectrum. As
expected, the fraction of states withXN/2 = 1 (and hence
〈Π1N/2,x〉) is larger for odd-length chains. A similar mod-
ulation is observed in the standard deviation in addition
to the overall trend of exponential decay with N .
Appendix C: Random vectors and thermalization in
the Fibonacci chain
As discussed in Sec. II B, the ETH ansatz in Eq. (11)
asserts that the expectation values of local observables in
an ensemble of infinite temperature eigenstates is identi-
cal the expectation values in an ensemble of random vec-
tors in Hilbert space in the thermodynamic limit. Here
we discuss the properties of random vectors in the Fi-
bonacci chain Hilbert space, and show explicitly that en-
sembles thereof satisfy Eq. (11).
We define a random vector to be a vector in the fu-
sion tree basis |n〉 with random coefficients αn that are
independently and identically distributed:
|R〉 =
∑
n
αn|n〉 (C1)
Because the Hamiltonian is real, we choose αn to be real.
We further assume that each αn is drawn from a distri-
bution with mean zero and variance σ2. The variance
is fixed by the requirement that the ensemble averaged
norm of |R〉 be one:
〈R|R〉 = 1 ⇒
∑
n
α2n = 1 (C2)
⇒ σ2 = 1
fN
(C3)
where fN , the N
th Fibonacci number, is the total number
of states in the Hilbert space, and the overline denotes
averaging with respect the random ensemble.
Consider the operator:
Mi =
1− xˆi
2
, xˆi =
{
1 if Xi = 1
−1 if Xi = τ (C4)
Then, the probability that Xi = τ in the vector |R〉 is:
P (Xi = τ) = 〈R|Mi|R〉 (C5)
=
∑
n
α2n〈n|Mi|n〉 (C6)
=
∑
n
α2nδXi(n)=τ (C7)
where we have used the fact that Mi is a diagonal oper-
ator in the Xi basis. Taking the ensemble average and
using Eq. (C3):
〈R|Mi|R〉 = 1
fN
∑
n
δXi(n)=τ (C8)
From Eq. (18), the total number of states in the Hilbert
space of an N -bond chain with Xi = τ is given by
fifN−i+1. Thus:
P (Xi = τ) = 〈R|Mi|R〉 = fifN−i+1
fN
(C9)
For N  1/(2 logϕ), this probability is approximately:
P (Xi = τ) ≈ ϕ√
5
(C10)
at the center of the chain. The variance of P (Xi = τ)
in the random ensemble can similarly be calculated. For
N  1/(2 logϕ), it is easily shown to be proportional to
the inverse of the Hilbert space dimension:
(∆P (Xi = τ))2 ∼ 1
fN
(C11)
exactly as conjectured for a local observable by ETH (see
Eq. (11)).
We can apply similar arguments to predict the mean
and variance of the expectation values of other operators
in ensembles of random vectors. Take for example Π1i;2,
the projector onto states with Yi = 1. In the fusion tree
basis, we obtain:
〈R|Π1i;2|R〉 =
∑
m,n
〈R|m(i)abc〉〈m(i)abc|Π1i;2|n(i)ab′c〉〈n(i)ab′c|R〉
(C12)
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where
|m(i)abc〉 = | . . . , Xi−1 = a,Xi = b,Xi+1 = c, . . .〉 (C13)
Note that Π1i;2 can only change the bond Xi in the fusion
tree basis (see Eq. (7)).
From Eq. (C1):
〈R|m(i)abc〉〈n(i)ab′c|R〉 = αmabcαnab′c , (C14)
while the matrix element can be obtained from Eq. (7).
In total, this gives:
〈R|Π1i;2|R〉 =
∑
m,n
αmabcαnab′c
{
δbb′
(
δ(abc)=(1τ1)
+ϕ−2δ(abc)=(τ1τ) + ϕ−1δ(abc)=(τττ)
)
+ϕ−3/2
(
δb′=τδ(abc)=(τ1τ) + δb′=1δ(abc)=(τττ)
)}
(C15)
On ensemble averaging, each term in the last line pro-
duces zero as αmabcαnab′c = 0 when b 6= b′. We therefore
obtain:
〈R|Π1i;2|R〉 =
1
fN
(
n
(i)
(1τ1) + ϕ
−2n(i)(τ1τ) + ϕ
−1n(i)(τττ)
)
(C16)
where n
(i)
abc is the number of states in the Hilbert space
with Xi−1 = a,Xi = b,Xi+1 = c. This is precisely the
expression for the canonical ensemble in Eq. (25). At
large N :
〈R|Π1i;2|R〉≈
1
ϕ2
(C17)
After an analogous calculation, we find that the variance
of 〈R|Π1i;2|R〉 scales as the inverse of the Hilbert space
dimension, similarly to Eq. (C11).
[1] J. V. Neumann, Z. Phys. 57, 30 (1929).
[2] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zangh`ı,
The European Physical Journal H 35, 173 (2010).
[3] J. Gemmer, M. Michel, and G. Mahler, Quantum ther-
modynamics, Lecture Notes in Physics, Vol. 657 (Springer
Verlag, Berlin, 2004).
[4] J. M. G. Go´mez, K. Kar, V. K. B. Kota, R. A. Molina,
A. Relan˜o, and J. Retamosa, Physics Reports 499, 103
(2011).
[5] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
[6] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
ArXiv e-prints (2015), arXiv:1509.06411 [cond-mat.stat-
mech].
[7] R. Nandkishore and D. A. Huse, Annual Review of Con-
densed Matter Physics 6, 15 (2015).
[8] F. Borgonovi, F. M. Izrailev, L. F. Santos, and V. G.
Zelevinsky, Quantum chaos and thermalization in iso-
lated systems of interacting particles, Physics Reports
626, 1 (2016).
[9] Despite the anti-commuting algebra obeyed by fermionic
creation and annihilation operators, the fermion occupa-
tion on a given site is, at the level of the Hilbert space,
independent of that of all other sites.
[10] R. V. Jensen and R. Shankar, Phys. Rev. Lett. 54, 1879
(1985).
[11] M. Rigol, V. Dunjko, and M. Olshanii, Nature 452, 854
(2008).
[12] M. Rigol, Phys. Rev. Lett. 103, 100403 (2009).
[13] M. Rigol and L. F. Santos, Phys. Rev. A 82, 011604
(2010).
[14] G. Biroli, C. Kollath, and A. M. La¨uchli, Phys. Rev.
Lett. 105, 250401 (2010).
[15] M. Rigol and M. Srednicki, Phys. Rev. Lett. 108, 110601
(2012).
[16] S. Genway, A. F. Ho, and D. K. K. Lee, Phys. Rev. A
86, 023609 (2012).
[17] E. Khatami, M. Rigol, A. Relan˜o, and A. M. Garc´ıa-
Garc´ıa, Phys. Rev. E 85, 050102 (2012).
[18] R. Steinigeweg, J. Herbrych, and P. Prelovsˇek, Phys.
Rev. E 87, 012118 (2013).
[19] W. Beugeling, R. Moessner, and M. Haque, Phys. Rev.
E 89, 042112 (2014).
[20] S. Sorg, L. Vidmar, L. Pollet, and F. Heidrich-Meisner,
Phys. Rev. A 90, 033606 (2014).
[21] H. Kim, T. N. Ikeda, and D. A. Huse, Phys. Rev. E 90,
052105 (2014).
[22] W. Beugeling, R. Moessner, and M. Haque, Phys. Rev.
E 91, 012144 (2015).
[23] C. Neill, P. Roushan, M. Fang, Y. Chen, M. Kolodru-
betz, Z. Chen, A. Megrant, R. Barends, B. Campbell,
B. Chiaro, A. Dunsworth, E. Jeffrey, J. Kelly, J. Mutus,
P. J. J. O’Malley, C. Quintana, D. Sank, A. Vainsencher,
J. Wenner, T. C. White, A. Polkovnikov, and J. M. Mar-
tinis, ArXiv e-prints (2016), arXiv:1601.00600 [quant-
ph].
[24] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli,
R. Schittko, P. M. Preiss, and M. Greiner, ArXiv e-prints
(2016), arXiv:1603.04409 [quant-ph].
[25] C. R. Laumann, R. Moessner, A. Scardicchio, and S. L.
16
Sondhi, Phys. Rev. Lett. 109, 030502 (2012).
[26] A. Y. Kitaev, Annals of Physics 303, 2 (2003).
[27] H. M. Freedman, M. Larsen, and Z. Wang, Communi-
cations in Mathematical Physics 227, 605 (2002).
[28] A. Stern, Nature 464, 187 (2010).
[29] G. Moore and N. Read, Nucl. Phys. B 360, 362 (1991).
[30] N. Read and E. Rezayi, Phys. Rev. B 59, 8084 (1999).
[31] A. Y. Kitaev, Ann. Phys. (N.Y.) 321, 2 (2006).
[32] A. Y. Kitaev, Physics-Uspekhi 44, 131 (2001).
[33] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407
(2008).
[34] Y. Oreg, G. Refael, and F. von Oppen, Phys. Rev. Lett.
105, 177002 (2010).
[35] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev.
Lett. 105, 077001 (2010).
[36] J. Alicea, Y. Oreg, G. Refael, F. von Oppen, and M. P. A.
Fisher, Nat Phys 7, 412 (2011).
[37] S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, and
A. Yazdani, Phys. Rev. B 88, 020407 (2013).
[38] M. Barkeshli and X.-L. Qi, Phys. Rev. X 4, 041035
(2014).
[39] N. H. Lindner, E. Berg, G. Refael, and A. Stern, Phys.
Rev. X 2, 041002 (2012).
[40] D. J. Clarke, J. Alicea, and K. Shtengel, Nat Commun
4, 1348 (2013).
[41] M. Cheng, Phys. Rev. B 86, 195126 (2012).
[42] L. Fidkowski, H.-H. Lin, P. Titum, and G. Refael, Phys.
Rev. B 79, 155120 (2009).
[43] Y. E. Kraus and A. Stern, New Journal of Physics 13,
105006 (2011).
[44] C. R. Laumann, D. A. Huse, A. W. W. Ludwig, G. Re-
fael, S. Trebst, and M. Troyer, Phys. Rev. B 85, 224201
(2012).
[45] C. R. Laumann, A. W. W. Ludwig, D. A. Huse, and
S. Trebst, Phys. Rev. B 85, 161301 (2012).
[46] R. Vasseur, A. C. Potter, and S. A. Parameswaran, Phys.
Rev. Lett. 114, 217201 (2015).
[47] A. C. Potter and R. Vasseur, ArXiv e-prints (2016),
arXiv:1605.03601 [cond-mat.dis-nn].
[48] J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[49] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[50] M. Srednicki, Journal of Physics A: Mathematical and
General 32, 1163 (1999).
[51] The energy window can at most polynomially vanish with
system size.
[52] A. Feiguin, S. Trebst, A. W. W. Ludwig, M. Troyer,
A. Kitaev, Z. Wang, and M. H. Freedman, Phys. Rev.
Lett. 98, 160409 (2007).
[53] J. Slingerland and F. Bais, Nucl. Phys. B 612, 229
(2001).
[54] E. Rowell, R. Stong, and Z. Wang, Com-
mun. Math. Phys. 292, 343 (2009).
[55] S. Trebst, E. Ardonne, A. Feiguin, D. A. Huse, A. W. W.
Ludwig, and M. Troyer, Phys. Rev. Lett. 101, 050401
(2008).
[56] P. Kakashvili and E. Ardonne, Phys. Rev. B 85, 115116
(2012).
[57] S. Trebst, M. Troyer, Z. Wang, and A. W. W. Lud-
wig, Progress of Theoretical Physics Supplement 176,
384 (2008).
[58] S. H. Simon and P. Fendley, J. Phys. A 46, 105002 (2013).
[59] V. Oganesyan and D. A. Huse, Phys. Rev. B 75, 155111
(2007).
[60] Y. Y. Atas, E. Bogomolny, O. Giraud, and G. Roux,
Phys. Rev. Lett. 110, 084101 (2013).
[61] M. A. Levin and X.-G. Wen, Phys. Rev. B 71, 045110
(2005).
[62] D. Poilblanc, A. Feiguin, M. Troyer, E. Ardonne, and
P. Bonderson, Phys. Rev. B 87, 085106 (2013).
[63] M. Soni, M. Troyer, and D. Poilblanc, Phys. Rev. B 93,
035124 (2016).
[64] E. T. Jaynes, Phys. Rev. 106, 620 (1957).
[65] E. T. Jaynes, Phys. Rev. 108, 171 (1957).
[66] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii,
Phys. Rev. Lett. 98, 050405 (2007).
[67] S. Trotzky, Y.-A. Chen, A. Flesch, I. P. McCulloch,
U. Schollwock, J. Eisert, and I. Bloch, Nat Phys 8, 325
(2012).
[68] T. Langen, R. Geiger, M. Kuhnert, B. Rauer, and
J. Schmiedmayer, Nat Phys 9, 640 (2013).
[69] T. Langen, S. Erne, R. Geiger, B. Rauer, T. Schweigler,
M. Kuhnert, W. Rohringer, I. E. Mazets, T. Gasenzer,
and J. Schmiedmayer, Science 348, 207 (2015).
[70] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[71] D. Basko, I. Aleiner, and B. Altshuler, Annals of Physics
321, 1126 (2006).
[72] A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010).
[73] A. Chandran, A. Pal, C. R. Laumann, and A. Scardic-
chio, ArXiv e-prints (2016), arXiv:1605.00655.
[74] D. A. Huse, R. Nandkishore, and V. Oganesyan, Physical
Review B 90, 174202 (2014).
[75] M. Serbyn, Z. Papic´, and D. A. Abanin, Phys. Rev. Lett.
111, 127201 (2013).
