Stack languages and log n space  by King, K.N. & Wrathall, C.
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 17, 281-299 (1978) 
Stack Languages and Log n Space* 
K. N. KING 
Computer Scienre Division, Department of Electrical Engineering and Computer Sciences, 
University of California, Berkeley, California 94720 
AND 
C. WRATHALL 
Department of System Science, University of California, Los Angeles, California 90024 
Received October 4, 1976; revised March 16, 1977 
We consider the space complexity of stack languages. The main result is: if a language 
is accepted by a deterministic (nondeterministic) one-way stack automaton then it is the 
image under a nonerasing homomorphism of a language accepted by a deterministic 
(nondeterministic) Turing machine that operates within space log n. 
In this paper we consider some relationships between the classes of languages accepted 
by stack automata and those accepted by space-bounded Turing machines. Stack 
automata were introduced [4, 51 to model certain “recognition aspects of compilation” 
that could not be modeled by pushdown store automata. Recall that a stack extends 
a pushdown store by allowing the interior of the store to be read while retaining the 
restriction that the store may be altered only at the “top.” Stack automata that read 
the input in only one direction as well as those that read the input in both directions 
have been introduced, both the deterministic and nondeterministic modes of operation 
have been studied, and restrictions and extensions of the model have been proposed. 
It is known that the class of languages accepted by one-way nondeterministic stack 
automata is included in the class of languages accepted by deterministic Turing machines 
that use only linear space [8]. Here we refine this result in the following way: if L is a 
language accepted by a one-way nondeterministic stack automaton then there is a language 
L’ and a nonerasing homomorphism h such that L = h(L’) and L’ can be accepted by a 
nondeterministic Turing machine that operates in log n space (Theorem 3.1). Further, 
we show that the analogous statement holds when both types of machine are deter- 
ministic (Theorem 3.2). If the result in the nondeterministic case could be strengthened 
by removing the homomorphism then the “P vs NP” question would be solved, since 
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there are “NP-complete” languages accepted by one-way nondeterministic stack 
automata [14]. 
Let V denote the class of languages of the form h(L’) where h is a nonerasing homo- 
morphism and L’ is accepted by a nondeterministic log 7t space-bounded Turing machine. 
Then (as above) the class of languages accepted by one-way nondeterministic stack 
automata is (properly) contained in Q. The class G? is itself contained in the class of 
languages accepted by deterministic linear space-bounded Turing machines, although 
proper containment is not known. We show here that any language in 97 can be accepted 
by a linear-bounded stack automaton: a two-way deterministic stack automaton with 
the property that during a computation the length of the stack is bounded by a linear 
function of the length of the input (Theorem 4.3). The languages accepted by deter- 
ministic linear-bounded stack automata can also be accepted by other previously defined 
types of two-way stack automata, with the exception of deterministic checking stack 
automata. The class of languages accepted by two-way deterministic checking stack 
automata is properly contained in the class of languages accepted by deterministic 
Turing machines that use log n space (Theorem 4.1). 
Section 1 contains some preliminary notation and definitions as well as two facts 
derived from [8] on computations of one-way stack automata. Section 2 contains a 
discussion of the closure under nonerasing homomorphism of the classes of languages 
accepted by log n space-bounded Turing machines. The results on one-way and two-way 
stack automata described above are presented in Sections 3 and 4, respectively. 
1. PRELIMINARIES 
An alphabet is a finite set of symbols. The cross product of two alphabets S, and S, 
is denoted by S, x 5’s. For an alphabet S, S* is the free monoid generated by the 
symbols in S. Elements of S* are termed strings or words; the operation in S* is denoted 
by juxtaposition of the strings. The identity of S* is the empty string, e. The length 
of a string w, denoted 1 w I, is the number of occurrences of symbols in w (so that 1 e 1 = 0). 
For a E S, ai is the string consisting of i a’s. If T is a subset of an alphabet S and w E S* 
then #r(w) is the number of occurrences of symbols from T in w. 
A language is a subset of S* for some alphabet S. The Boolean operations on languages 
are union, intersection, and complementation, where a class V of languages is closed 
under complementation if whenever L E V and L _C U* for some alphabet U, also 
U* - L E V. If L, and L, are languages then L,Lz = (wlwz 1 w1 EL, , w2 EL,} is the 
product of L, with L, . The Kleene + ofL, isL,+={wl...wnln> 1, wi~L1 for 
1 < i < n> and the Kleene * is L,* = L,+ u {e}. 
“Homomorphisms” are monoid homomorphisms h: S* + T*. For L C S* the 
image of L under h is h(L) = {h(w) ) w EL). The “inverse homomorphism” h-l takes 
subsets of T* to subsets of S*: for L C T*, h-l(L) = {w E S* I h(w) EL}. The homo- 
morphism h is length-preserving if for all u E S, I h(a)/ = 1; it is nonerasing if h(a) # e 
for each a E S. For L _C S*, h is said to perform linear erasing on L if there is some 
K 3 1 such that for any w EL, 1 w 1 < k max{] h(w)/, I}. 
STACK LANGUAGES AND LOG n SPACE 283 
The Turing machine model used here is an acceptor with a two-way read-only input 
tape and multiple storage tapes. The language accepted by a Turing machine M is 
denoted by L(M). A machine is deterministic if there is only one move possible in any 
configuration and nondeterministic otherwise. 
A Turing acceptor M is said to operate in space s(n) if for any input string w, no 
more than s(\ w I) tape squares are visited on any storage tape during any computation 
of M on w. M operates in time t(n) if for any input string w, every computation of M 
on w halts within 5(( w [) steps. We use log n for the space-bounding function [log,(n)] 
(that is, the smallest integer not less than log,(n)), with log 0 = 0. If s(n) is a function 
then DSPACE(s(n)) = {L(M) ) M a deterministic Turing machine that operates in 
space s(n)] and NSPACE(s(n)) = {L(M) 1 M a nondeterministic Turing machine that 
operates in space s(n)}. Also, NTIME(n) = (L(M) j M a nondeterministic Turing 
machine that operates in time n}, DTIME(poly) = {L(M) ( M a deterministic Turing 
machine that operates in time nk for some R >, l> and NTIME(poly) T= {L(M) / M a 
nondeterministic Turing machine that operates in time rrk for some k > l}. 
,: one-way stack automaton [5] can be viewed as a restricted Turing machine with 
a one-way, read-only input tape and one storage tape. The storage tape is one-way 
infinite to the right, and symbols can be written or erased only at the right end of the 
string currently written on the tape (i.e., the rightmost nonblank on the tape). The 
right end of this string is referred to as the top of the stack; symbols “below” the top 
can be read but not altered by the machine. 
Formally, a one-way nondeterministic stack automaton (lnsa) is a structure S mu. 
(K, T, I, 6, 6, , q0 , Z, , F) where K, T, and I are finite sets-%-states, stack symbols, 
and input symbols, respectively, q,, E K is the start state, Z,, E T is the start symbol, 
and F C K is the set of final states. The components 6 and 6, are functions, S from 
Ki<(I~{e}) x TintothesubsetsofKx{-l,O,+l)andS,fromKx(1~~e}) \I T 
into the subsets of K x (T u C-1, 0, E)). 
The function 6 specifies transitions when the automaton is reading inside the stack. 
If (p, d) E S(q, a, Z), where d E { - 1, 0, + 1) and a EI u {e}, then S, when in state q 
and scanning Z in its stack, and if a is in I scanning a on its input tape, may enter state p 
and move its stack head d squares to the right. Unless a = e, S also moves its input 
head right to scan the next input symbol. 
The transitions specified by 6, apply when the stack head is at the top of the stack. 
If (p, d) E S,(q, a, Z), where d E (0, -1) and a E I, then S, when in state q, scanning 
the symbol a on its input tape, and with Z on the top of the stack, may enter state p 
and move its stack head d squares to the right. If (p, Y) E S,(q, a, Z), where Y E T, 
then S may write the symbol Y on the top of its stack, move the stack head one square 
to the right, and enter state p. If (p, E) E 6 b (q , a, Z), then S may erase Z from the top 
of its stack, move the stack head one square to the left, and enter state p. In each case, 
the automaton moves its input head one square to the right. If (p, d), (p, Y), or (p, E) 
is in S,(q, e, Z), then S, when in state q, with Z at the top of its stack, may perform 
the indicated action; the input head is not moved. The “yield” relation on configurations 
of a stack automaton is defined to ensure that the appropriate function (6 or S,) is applied 
at each step. 
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Suppose that for each 4 E K, a E 1, Z E T, S(q, a, 2) u 6(q, e, Z) is empty or a singleton 
set. If the same is true of 8, , then S is a one-way deterministic stack automaton (ldsa). 
hitidly, S is in state q. and its stack contains only the single symbol 2, . S isd 
to accept w EI” by empty stack if there is some sequence of moves which causes 8, 
when started in its initial configuration, to read w and enter a configuration in which 
its stack is empty. The set of words which S accepts by empty stack is denoted N(S). 
S accepts w by final state if there is some sequence of moves which causes S, when 
started in its initial configuration, to read w and enter one of its final states. (That is, w 
is accepted either if a final state is entered when the last symbol of 5~ is read or if a 
final state is subsequently reached by e-moves.) We denote by T(S) the set of words 
which S accepts by final state. By Lemma 1 of [g], L = T(S,) for some lnsa S, if and 
only if L = N(S,) for some lnsa S, , so the two definitions of acceptance are equi- 
valent. The class of languages accepted by lnsa is denoted by INSA. In the case of 
Idsa, acceptance by final state leads to a larger class of languages than does acceptance 
by empty stack. Therefore, we let 1DSA denote the class of languages accepted by ldsa -- 
by final state. 
A two-way stack automaton [4] is identical to a one-way stack automaton excipt 
that the former machine can read its input in both directions. The rules concerning 
the use of the stack for each type of machine are the same. A two-way nondeterministic 
stack automaton (2nsa) is a structure S = (K, T, I, S, 6, , q. , 2, , F), where K, T, I, q,, , 
2, , and F are the same as for one-way stack automata. Again, 6 and 8, are functions, 
natural extensions of the corresponding transition functions for Insa: 6 maps K x 
(Iu{e, $}) x T into the subsets of K x (-l,O, +I} x {-l,O, +I} and 8, maps 
K x (1~ {e, $}) x T into the subsets of K x {-l,O, +l} x (TU {--I, 0, E}). (The 
two new symbols, e and $, are used as the left and right endmarkers on the input tape.) 
The functions 6 and 6,. are interpreted as for one-way stack automata, except that the 
second component of a triple in 6 or &, specifies the number of squares to the right 
that the input head moves. If, for all q E K, a ~1 U {e, $} and Z E T, 6(q, a, Z) and 
&,(q, a, Z) each contain at most one element, then S is a two-way deterministic stack 
automaton (2dsa). The definitions of acceptance by empty stack and by final state are 
similar to those for one-way stack automata and lead to the same classes of 
languages. The classes of languages accepted by 2nsa and 2dsa are denoted by 2NSA -- 
and 2DSA, respectively. 
We now review some notation from [8] that will be used in later proofs. In [8] com- 
putations of some one-way stack automaton S are represented by five types of “composite 
moves.” These types and the strings that serve as their codes are as follows: 
(1) A true input move, symbolized by an integer, is a move made when S is at 
the top of its stack in which it reads one symbol from its input. A true input move may 
be an erase, print, or stationary move, but not a move into the stack. For a given state, 
input symbol, and top-of-stack symbol, S has some fixed number, say Y, of possible 
moves, each of which is denoted by an integer between 1 and Y. 
(2) A stack scan, symbolized by the string (q, p)Oi for i > 1, is a sequence of 
moves by S, at the start of which S is at the top of its stack, such that S does not reach 
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the top of the stack again until the end of the sequence. The machine begins the scan 
in state q, ends it in state p, and reads i input symbols during the scan. 
(3) An e-erase move, symbolized by E(q, p), is a move in which 5’ erases one 
symbol from the top of its stack without reading an input symbol. q is the state before 
the move and p is the state afterwards. 
(4) An e-print move, symbolized by G(q, p, Z), is a move in which S prints one 
symbol at the top of its stack without reading an input symbol. The states before and 
after the move are q and p, respectively; 2 is the symbol printed. 
(5) An e-stationary sequence, symbolized by N(q,p), is a sequence of moves 
made without reading any input in which the stack head stays at the top of the stack 
and the stack itself is in exactly the same configuration before and after the sequence. 
No symbol of the original stack is erased and only the top symbol of the original stack 
is read. The states before and after the sequence are q and p, respectively. 
LetS=(K,T,1,6,6,,q,,Z,,F).W e now define sets of the symbols used to denote 
composite moves of S. Define 
and 
4 = @(q, P), G(q, P, Z), Wq, P) I q> P E K Z E T), 
D, = D, u (1, 2,..., r>, where r is the maximum number of true 
input moves which may be made by S in any one configuration. 
Let D = (Dl{O}+ u D,)*. Th en a string in D, when read from left to right, defines 
some (possibly illegal) sequence of composite moves by S. If S makes no stack scans 
without reading input, then an accepting computation of S can be represented by a 
string in D. 
Note that the stack scan and e-stationary composite moves may represent large numbers 
of actual moves by S. Hence, although S may accept a string w within a linear (in the 
length of w) number of composite moves, the number of actual moves made by S may 
not be linear. 
The following proposition is derived from Lemmas 2 and 6 in [8]. 
PROPOSITION 1.1. If L is in INSA, then there exists a lnsa S such that L = N(S) 
and for any w EL there exists an accepting computation of S on w by a sequence of composite 
moves whose representation by a string in D is no ItU)re thun 21 1 w ! + 3 symbols long. 
A statement similar to Proposition 1.1 holds for deterministic stack automata. (A proof 
of Proposition 1.2 is given in the Appendix-the ideas used are those of [8], but the 
details differ. Lemmas 2 and 6 of [8] are altered to apply to deterministic machines 
and then reproven. The major difference in the proof is in the way that it is shown that, 
in any accepting computation of a ldsa, only a constant number of e-print moves may 
occur between true input moves.) 
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PROPOSITION 1.2. If L = N(S’) f or some ldsa S’ then there exists a ldsa S such that 
L = N(S) andf or an y w EL there exists a sequence of composite moves corresponding to the 
computation of S on w whose representation by a string in D is no more than cl 1 w 1 + c, 
symbols long, for some cl and c, which depend only on S. 
2. CLAEZES B&ED ON LOG 71 SPACE 
While NSPACE(log n) and DSPACE(log n) possess some of the closure properties 
common to classes defined by resource-bounded Turing acceptors, neither is known 
to be closed under nonerasing homomorphism. (Indeed, if either is so closed then 
NTIME(poly) = DTIME(poly)-see below.) As will be seen in Sections 3 and 4, 
this closure property is of interest when considering stack acceptors and log n space- 
bounded acceptors. Hence we are led to make the following definition of (possibly) 
larger classes. 
DEFINITION. Let H[DSPACE(log n)] denote the class consisting of images of lan- 
guages in DSPACE(log n) under nonerasing homomorphisms: H[DSPACE(log n)] = 
{h(L) I h a nonerasing homomorphism, L E DSPACE(log n)}. Similarly, define 
H[NSPACE(log n)] = {h(L) 1 h a nonerasing homomorphism, L E NSPACE(log n)}. 
The composition of two nonerasing homomorphisms is itself a nonerasing homo- 
morphism, so that, e.g., H[DSPACE(log n)] is the smallest class containing 
DSPACE(log n) and closed under nonerasing homomorphism. Other useful closure 
properties are given in the following proposition. 
PROPOSITION 2.1. H[DSPACE(log n)] and H[NSPACE(log n)] are closed under 
union, intersection, inverse homomorphism, and linear-erasing homomorphism. 
Proof. Both DSPACE(logn) and NSPACE(I g ) o n are closed under marked product, 
marked f, inverse homomorphism, intersection, and union. Therefore, from [6], 
H[DSPACE(log n)] and H[NSPACE(log n)] are closed under union, intersection, and 
inverse homomorphism, as well as under nonerasing homomorphism. (In the language 
of [6], H[DSPACE(log n)], e.g., is the AFL generated by the pre-AFL DSPACE(log n).) 
To see that the classes are closed under linear-erasing homomorphism, consider a 
language L _C 5’” and a homomorphism h: S * + T* such that for some K 3 1, for all 
x EL, 1 x j < k max{j h(x)], I}. Define a new alphabet U = ([w, b] ) w E S*, 0 < 1 w ) < k, 
be T}. Let L, _C U* be the language L, = {[WI, bJ *.. [wn, bn] ( n 2 1, h(w, .** w,) = 
4 0-e b,}. It is easy to see thatl, is in DSPACE(log n). Let h,: U* --f T* and h,: ‘U* - S” 
be the homomorphisms determined by defining h,([w, b]) = b and h,([w, b]) = w. 
Notice that h, is a nonerasing homomorphism. One may easily verify that h(L) - (e> = 
h,(h;l(L) n L,). Hence either h(L) = h,(h,l(L) n L,) or h(L) = h,(h,‘(L) n L,) U (e}. 
In either case, using the closure properties given above and the fact that DSPACE(log n) !G 
H[DSPACE(log n)] C H[NSPACE(log n)], if L is in H[DSPACE(log n)] 
(H[NSPACE(log n)]), then h(L) is in H[DSPACE(log n)] (respectively, 
H[NSPACE(log n)]). 1 
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These “images” of the log n space classes also arise in another context, the question 
of the space needed to recognize context-free languages. Certain subclasses of the 
context-free languages have been shown to be log rz space recognizable. For example, 
the linear context-free languages are in NSPACE(log n), although they are in 
DSPACE(log n) if and only if NSPACE(log n) = DSPACE(log n) [16]. Since 
DSPACE(log n) contains the Dyck sets [13], f rom Proposition 2.1 and the Chomsky- 
Schiitzenberger Theorem H[DSPACE(log n)] contains the context-free languages; the 
containment is proper since H[DSPACE(log n)] is closed under intersection. From 
the remark above, then, if DSPACE(1 o 7t is closed under nonerasing homomorphism g ) 
then DSPACE(log r~) = NSPACE(log n) and SO also DSPACE(f(n)) m-z NSPACE(f(n)) 
for all f(n) >/ log n [I 51. 
Some facts about the relationship of H[DSPACE(log n)] and N[NSPACE(log n)] 
to classes defined by resource-bounded Turing acceptors are easily derived. First, 
since H[DSPACE(log n)] is closed under intersection and nonerasing homomorphism 
and contains the context-free languages, it follows from a result in [3] that NTIME(n) C 
H[DSPACE(log n)]. Th is containment is not known to be proper; if it is proper then 
NTIME(n) is not closed under complementation (see Proposition 2.2), and if it is not 
proper, then DSPACE(log n) is not closed under nonerasing homomorphism (since 
NTIME(n) # DSPACE(log n) [2]). Statements analogous to these hold for NTIME(n) 
and NSPACE(log rz). 
The three statements (i) H[DSPACE(log n)] C NSPACE(log n), (ii} 
H[NSPACE(log n)] C NSPACE(log n), and (iii) NTIME(n) _C NSPACE(log n) are equiv- 
alent, and they each imply that NTIME(poly) = DTIME(polp) = NSPACE(log n). 
To see this, first notice that (using “polynomial translation” [2]) if NTIME(n) C 
NSPACE(log n) then NTIME(poly) L NSPACE(log n). Thus if (iii) holds then 
NTIME(poly) C NSPACE(log n) C DTIME(poly) so the three classes are equal. Cer- 
tainly H[NSPACE(log n)] C NTIME[poly), so also if (iii) holds then H[NSPACE(log n)] C 
NTIME(poly) 2 NSPACE(log n) and (ii) holds. F rom the definitions, (ii) implies (i); 
since (as noted above) NTIME(n) C H[DSPACE(log n)], (i) implies (iii). It can be shown 
similarly that H[DSPACE(log n)] C DSPACE(log n) if and only if NTIME(n) C 
DSPACE(log n) and, ‘f 1 so, then NTIME(poly) = DTIME(poly) ~= NSPACE(log n) --: 
DSPACE(log n). It is possible that H[DSPACE(log n)], if not contained in 
NSPACE(log n), is contained in some larger class NSPACE((log n)“) for some k ,; 2 
(or DSPACE((log n)“)); using [2], such a containment would imply that NTIME(poly) S 
NSPACE((log n)“). 
Although H[NSPACE(log n)] is contained in NTIME(poly), if either 
H[NSPACE(log n)] or H[DSPACE(log n)] is contained in DTIME(poly) then 
NTIME(poly) = DTIME(poly) (again since NTIME(n) C H[DSPACE(log rz)]). Since 
NSPACE(log n) C DSPACE(n) and DSPACE(n) is closed under nonerasing homo- 
morphism, H[NSPACE(log n)] is contained in DSPACE(n). If H[NSPACE(logn)] = 
DSPACE(n) then DSPACE(n) is contained in NTIME(poly) and hence properly 
contained (since DSPACE(n) # NTIME(poly) [2]). Ag ain using polynomial translation, 
it can be shown that if NTIME(poly) contains the complements of languages in 
NTIME(n) then NTIME(poly) is closed under complementation. Therefore, since 
288 KING AND WRATHALL 
DSPACE(n) contains the complements of languages in NTIME(n) and H[NSPACE(logn)] 
is contained in NTIME(poly), if HmSPACE(log n)] and DSPACE(n) are equal then 
NTIME(poly) is closed under complementation. 
We end this section with the following fact, to be used in Section 4, which gives 
an alternate representation for languages in the log n space classes. 
PROPOSITION 2.2. Suppose that V is a class of languages which contains the language 
{anbn [ n 3 0) and the regul ar sets and is closed under inverse homomorphism, length- 
preserving homomorphism, and the Boolean operations. Then H[NSPACE(log n)] C %?. 
Proof. Let V be a class of languages as described in the statement of the proposition. 
First, it can be shown (as in [17]) that V contains all the context-free languages and hence 
that NTIME(n) C %?. With a construction similar to that of Proposition 2.1, it can then 
be shown that V is closed under linear-erasing homomorphism (and hence under non- 
erasing homomorphism). The proposition will then follow if NSPACE(log n) C %?; 
the following proof of this fact is adapted from [12]. 
Suppose that L is a language in NSPACE(1 o n so that L is accepted by some non- g ), 
deterministic Turing machine M that operates in log n space. There is also an integer R 
such that for any string x EL, there is an accepting computation of M on x with at 
most 1 x IL steps. Let a “configuration” of M on x be a string recording a state of M, 
an input head position (in binary) between 1 and 1 x 1, and, for the work tape, a string 
of length at most log 1 x / with a marker for the head position. 
We show that L is in 9? by defining languages L’ E NTIME(n) C V and L,, E V and 
a homomorphism h such that L = h(L’ n L,,) and h performs linear erasing on L’ n L,, . 
L,, is one of a sequence of languages L, , L, ,... where L, E NTIME(n) and Li+l is defined 
from Li using operations under which V is closed. For i > 0, a string (x, y, z) in Li 
encodes three strings: an input x to M and two configurations, y and z, of M on x. 
The definition of Li is such that if configuration y yields configuration x under the rules 
of M with input x in at most [n/log nli steps, then (x, y, z) EL, . Conversely, if 
(x, y, z) E Li then y yields z with input x (in some number of steps). Further details 
may be found in [18]. 1 
3. ONE-WAY STACK AUTOMATA 
We now examine the relationships between the classes of languages accepted by 
one-way stack automata and the classes accepted by log n space-bounded Turing 
machines. 
THEOREM 3.1. 1 NSA 5: H[NSPACE(log n)]. 
Proof. Let L be a language in INSA. We will define a language L’ in NSPACE(log n) 
and a linear-erasing homomorphism h such that L = h(L’). Since H[NSPACE(log n)] is 
closed under linear-erasing homomorphism (Proposition 2.1), L is in H[NSPACE(log n)]. 
By Proposition 1.1, if L is in lNSA, then there exists a lnsa S = (K, T, I, 6, 6, , 
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Q,) , Z,, , a) such that L = N(S) and every word in L can be accepted by a sequence 
of composite moves whose encoding is linear in the length of the word. 
Let D, and D, be alphabets as defined in Section 1, and let D = (Dl(O}+ u DJ*. 
For each Z in T, let Z be a new symbol. Let T’ == {Z j Z E T). Let e, $, and B be new 
symbols. Define ,E = (I u {(c, $, B}) x (Dl u D, u (0, 0, S}) x (T u T’ U {$, B}). The 
desired language, L’, will be a subset of z*. 
We will describe an off-line machine M which accepts L’. The input to M, a string 
over & is considered to have three tracks, the first track containing the symbols in the 
first coordinate of the input string, the second and third tracks defined similarly; M has 
four input heads, one for each track of the input and one extra. M verifies that Track 1 
contains a string over I, preceded by a e and followed by a $ and some number of B’S 
(possibly none). M also verifies that the string on Track 2 is a well-formed encoding 
of composite moves (i.e., M verifies that the string is in D) which is preceded by a c 
and terminated by a 3, and that Track 3 contains a string in (T u T’)” beginning with 
the symbol Z,, , followed by a $ and some number of B’s. 
The string over I on Track 1 (call it w) is to be tested for membership in L. IM will 
follow (if possible) a computation of S described by the encoding of composite moves 
on Track 2, checking that the computation leads S to accept w. During the simulation, 
Nl will also verify that the string on Track 3 is an encoding of the sequence of symbols 
printed onto and erased from the top of the stack in the computation. 
The encoding of composite moves of S on Track 2 is the one used in [8] and described 
in Section 1. The encoding of stack prints and erases on Track 3 may be interpreted 
as follows. Suppose that Track 3 contains the string Z&l,.& ... A,,$@, where m, K :; 0 
and each Ai is in T U T’. If Ai is in T, then, on the ith composite move in which S 
altered the stack (by printing or erasing a symbol at the top), S printed Ai on the top 
of the stack. If Ai is in T’, and A, = Z, then S erased Z from the top of the stack at the 
ith step in which S altered the stack. 
The machine M stores an element of K x (T u (e}) in its finite control. The inter- 
pretation of a stored pair (9, Z} is that S is in state q and reading the symbol Z from 
the stack; a pair (q, e) indicates that the stack is empty. The other storage of M is a 
counter, d, which will never contain a value larger than the length of the input. M has one 
subroutine, and d is the parameter that is passed to it. The purpose of Subroutine I 
is to determine which stack symbol is the dth from the top of the stack at the current 
point in the simulation of S. When Subroutine 1 has determined this, it returns the 
desired symbol. If the stack is empty, Subroutine 1 returns e. 
M operates in the following manner: 
(1) M scans Track 1 of the input from left to right, verifying that the string there 
is in {e}1*{$}{B}*. M simultaneously scans Tracks 2 and 3, checking that the strings 
there are in {$} D{$} and {Z&T u T’)*($)(B)*, respectively. M halts and rejects if any 
track contains a string in the wrong format. 
(2) M compares the length of the string over I on Track 1 (say n) to the length 
of the string in D on Track 2. If the length of the latter string is more than 21n i 3, 
then M halts and rejects. 
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(3) M stores (qO, 2,) in its control, simulating the initial configuration of S. 
M positions three heads on the input tape, one head each on Tracks 1 and 2, scanning 
the symbols to the right of the e, and one head on Track 3 scanning the symbol to the 
right of the 2,. 
(4) [Simulation of one composite move.] The symbol currently being scanned 
on Track 2 of the input tape indicates which of the five different types of composite 
moves is to be simulated. 
(i) [e-print move.] The symbol scanned is G(q, p, 2). M verifies that S is in 
state 4 and that S is permitted by 8, to make this move. M then checks that Z is currently 
being scanned on Track 3 of the input tape, and moves the head on that track one square 
to the right. Finally, M stores (p, 2) in its control. 
(ii) [e-erase move.] The symbol scanned is E(q, p). Suppose M has the pair 
(T, 2) stored in its control. M checks that r = q and that S is permitted, when in state q, 
to erase 2 and enter state p. After verifying that 2 is currently being scanned on Track 3 
of the input tape, M moves the head on that track one square to the right. M next sets d 
to 1 and calls Subroutine 1 to find the new top-of-stack symbol. M then stores (p, Y> 
in its control, where Y is the new top-of-stack symbol. 
(iii) [e-stationary sequence.] The symbol scanned is N(q, p). M verifies that S 
is in state q and that S has an e-stationary sequence of moves leading to state p. (M’s finite 
control includes a table indicating, for each state and top-of-stack symbol, which states 
can be reached by an e-stationary sequence.) M then changes the state coordinate of the 
stored pair to p. 
(iv) [True input move.] The symbol scanned is an integer, say i. Suppose 
that M’s control contains the pair (q, Z), and that M is scanning the symbol a on the 
first track of its input tape. M checks whether there are at least i possible moves permitted 
to S when reading the symbol a, in state q, with Z on the top of its stack. If there are, 
then M verifies that the symbol scanned on Track 3 of the input is consistent with the 
move to be made by S, as follows. If S is to print a symbol Y at the top of its stack, 
then the symbol on Track 3 must be Y. If S is to erase a symbol, then the symbol on 
Track 3 must be z. If S is to leave the stack head fixed, then M ignores Track 3. 
After making this test, M moves the head on Track 1 right one square. On a print or 
erase move, M also moves the head on Track 3 one square to the right. M then updates 
its stored state-stack symbol pair, setting d to 1 and calling Subroutine 1 if the move 
of S caused a stack symbol to be erased. 
(v) [Stack scan.] The symbol scanned is (q, p). M verifies that S is in state q 
and then begins guessing moves of S (guessing both e-moves and input moves), starting 
with a move that enters the stack. As each move is simulated, M must keep track of 
the current location of S within the stack. M does this by setting d to 0 initially, then 
updating d each time a move is guessed. The value of d represents the current position 
of the stack head of S. As M guesses a move of S, it verifies that that move is permitted, 
given the current state of S and the symbol scanned within the stack. A stationary move 
is simulated by changing the stored state of S. A move to the right within the stack 
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is simulated by subtracting 1 from d and calling Subroutine 1. A move to the left within 
the stack is simulated by adding 1 to d and calling Subroutine 1. When simulating a 
move either right or left by S, M changes the stored stack symbol of S, as well as the 
stored state. Each time that M nondeterministically chooses to simulate an input move 
of S, it moves the heads on Tracks 1 and 2 of the input tape each one square to the 
right, as long as the symbol scanned on Track 2 before the move is a 0 (M rejects the 
input if the symbol is not a 0). At the end of each guessed move during the simulation 
of the stack scan, M checks whether S is at the top of its stack (d = 0). If so, M verifies 
that the symbol currently scanned on Track 2 of the input is not a 0, and that S is in 
state p. If both of these conditions hold, then M ends this phase of the simulation and 
begins step 4 over again. Otherwise, M halts and rejects the input. 
M next moves the head on Track 2 of the input tape one square to the right (except 
after simulating a stack scan) and begins this step over, unless the symbol now scanned 
on Track 2 is a $, in which case M goes to step 5. 
(5) M accepts the input if the head on each of the three tracks of the input tape 
is scanning the $ symbol, and if the stored state-stack symbol pair is (4, e>, for any 
state 4. Otherwise, M halts and rejects the input. 
Subroutine 1 of M uses two counters, x1 and x2, as local storage. The instructions 
are as follows: 
(1) Set x1 and x2 to 0. Place the extra head on Track 3 of the input tape at the 
current position of the reading head on that track. 
(2) Move the new head one square to the left. If it is now scanning a symbol in T, 
add 1 to x1. If it is scanning a symbol in T’, add 1 to x2 . 
(3) If x1 - x2 = d, then return from the subroutine, passing back the symbol 
just read on Track 3 (that symbol will be in T). If xi - xa # d, but the symbol just 
read is 2 ,, , go to step 4; otherwise, go to step 2. 
(4) If x1 = x2 (i.e., the stack is empty, since Z,, is scanned and the number of 
symbols in T on Track 3 equals the number of symbols in T’), then return from the 
subroutine, passing back e; otherwise, halt and reject the input. 
At the time Subroutine 1 is called, Track 3 of the input tape to the left of the head 
on that track will contain a string y, which represents the sequence of stack prints and 
erases made by Sup to this point. The following claim will demonstrate that Subroutine 1 
is correct. 
CLAIM. Let ya be the shortest string over T u T’ such that y = y,.Zy, , Z E T, and 
#&yz) - #T(y2) = i - 1. Then 2 is the ith symbol from the top of the stack. 
M has several counters, each of which holds a number bounded by the length of 
the input to M, as well as having multiple heads scanning the input tape. Using well- 
known constructions, it is easily seen that L’, the language accepted by M, is in 
NSPACE(log n). 
The language accepted by M is described by the following statement. 
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CLAIM. If M accepts a string w’ whose three tracks are cw$, ~6, ... b,$, and z,,c, .‘. c$$ 
(with the first and third tracks padded with B’s), then S accepts w. Conversely, if S 
accepts w, then there is a string w’ of this form such that M accepts w’. 
Suppose that M accepts w’. Then M has simulated S on w, using 4 ... b, as the 
sequence of composite moves made by S on input w, and using c, ... cp as an encoding 
of the stack prints and erases done by S on input w. Furthermore, M has found that 
4 *a. b, represents an accepting computation; hence, S accepts w. 
Conversely, suppose that S accepts w. Then there exists a sequence of composite 
moves by S leading to acceptance of w; also, the encoding of this sequence is no more 
than 21 ( w ] + 3 symbols in length. Let w’ be the string containing this encoding, preceded 
by a c and followed by a $, as the second coordinate. Let the first coordinate of w’ 
hold the string $w$B”, where the B’s are used to pad out the first coordinate to 
the length of the second. Let the third coordinate of w’ hold a string in Z,,( T u T’)*($)(B)* 
such that the string over T u T’ encodes the stack prints and erases corresponding 
to the above sequence of composite moves. (Recall that at most one symbol is printed 
onto or erased from the stack in one composite move.) Then, by construction, M will 
accept w’. 
Let h: ,Z* - I* be the homomorphism determined by defining, for a E 1, b E D, u 
D, u (0, c, $} and c E T u T’ U {$, B}, h([u, b, c]) = a ad A([$, b, c]) = h([$, b, c]) == 
h([B, 6, c]) = e. F rom the preceding claim, L = h(L’). Let w be in L’. By the construction 
of M, / w 1 < 21 1 h(w)1 + 5. Hence, h performs only linear erasing on L’. L’ is in 
NSPACE(log n), and H[NSPACE(log n)] is closed under linear-erasing homomorphism, 
so L is in H[NSPACE(log n)]. Therefore, 1NSA C H[NSPACE(log n)]. 
Since H[NSPACE(log n)] is closed under intersection (Proposition 2.1), but INSA 
is not [5], INSA is properly contained in H[NSPACE(log n)]. 1 
Since 1NSA C DTIME(poly) implies DTIME(poly) = NTIME(poly) [14], and 
NSPACE(log n) C DTIME(poly), we see that 1NSA Z NSPACE(log n) implies 
DTIME(poly) = NTIME(poly). H ence, Theorem 3.1 may be the strongest possible 
result. 
The following theorem is the analog of Theorem 3.1 for one-way deterministic stack 
automata. 
THEOREM 3.2. 1DSA $ H[DSPACE(log n)]. 
Proof. Let L be a language in IDSA. It is shown in [20] that there is a ldsa S 
such that N(S’) = L$, where $ is a symbol not in the alphabet of L. By Proposition 
1.2, there exists a ldsa S = (K, T, I, S,6, , q0 , 2, , 0) such that L$ = N(S) and 
every word w in L$ is accepted by a sequence of composite moves whose encoding is 
no more than c, 1 w 1 + c, symbols long. 
Let M be the machine defined in the proof of Theorem 3.1, with two changes. In 
step 2, M should compare the length (say n) of the string over I on Track 1 of its input 
tape to the length of the string in D on Track 2, rejecting the input if the latter string 
is more than tin + ca symbols long. The other change involves step 4(v). If S is deter- 
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ministic, then M can simulate a stack scan without guessing, so step 4(v) can be performed 
deterministically. 
Since step 4(v) in the proof of Theorem 3.1 is the only place in which M operates 
nondeterministically, the machine M of this theorem is deterministic and can be made 
to operate in log 11 space. Defining L’ = L(M), and defining h as in the proof of Theorem 
3.1, we have Llfb = h(L’). Since, for w EL’, j w j < c, j h(w)] + (c2 + 2), h again performs 
only linear erasing on L’, so ,!,$ is in H[DSPACE(log n)]. A second linear-erasing 
homomorphism can be applied to L$ to erase the single $, so L is in H[DSPACE (log rr)]. 
Hence, 1DSA C H[DSPACE(log n)]. 
1DSA is not closed under intersection [5], but H[DSPACE(log n)] is, so 1DSA $ 
H[DSPACE(log n)]. 1 
We may observe that Track 2 of the input to M in the proof of Theorem 3.1 is not 
strictly necessary, since it is scanned in only one direction. Since M is nondeterministic, 
it could be constructed to guess (in sequence) the composite moves made by the stack 
automaton. Track 2 is included in the construction for clarity, and because it is needed 
for the proof of Theorem 3.2. 
Two common types of restricted one-way stack automata are the nonerasing stack 
automaton and the checking stack automaton (see [7] for a discussion of both types 
of machines). The former machine cannot erase symbols from its stack; the latter is a 
nonerasing stack automaton that cannot alter the stack once the stack head has entered it. 
Let 1NneSA (IDneSA) denote the class of languages accepted by one-way nondeter- 
ministic (deterministic) nonerasing stack automata. Let 1NCSA (1DCSA) denote the 
class of languages accepted by one-way nondeterministic (deterministic) checking 
stack automata. 
From Theorem 3.1, we see that 1NneSA and lNCSA, as well as INSA, are properly 
contained in H[NSPACE(log n)]. L k i ewise, by Theorem 3.2, lDneSA, lDCSA, and 
1DSA are each properly contained in H[DSPACE(log n)]. 
One other kind of one-way stack automaton is the nested stack automaton [1], which 
is a generalization, not a restriction, of the ordinary one-way stack automaton. Let 
1NNSA (IDNSA) d enote the class of languages accepted by one-way nondeterministic 
(deterministic) nested stack automata. In [l] it is shown that 1NSA $ 1NNSA. Whether 
1NNSA C H[NSPACE(log n)] is an open question. The relationship between 1DNSA 
and W[NSPACE(log r~)] is also unknown. We do know that, since 1NNSA is not closed 
under intersection [I], it cannot be equal to any of DSPACE(log a), NSPACE(log n), 
H[DSPACE(log n)], H[NSPACE(log a)]. 
4. TWO-WAY STACK AUTOMATA 
In the preceding section, we saw that, with the possible exception of the languages 
accepted by nested stack automata, the classes of languages accepted by the various 
types of one-way stack automata are contained in H[NSPACE(log n)]. The situation 
is reversed in the case of two-way stack automata. The class 2DSA properly contains 
DSPACE(n) (see [9]), so H[NSPACE(log rz)] is properly contained in 2DSA. We show 
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here that containment still holds when the deterministic stack automata are restricted 
by applying a linear bound to the length of the stack; whether this containment is proper 
remains open. Other classes defined by variations on two-way stack automata also contain 
H[NSPACE(log n)], with one exception-the class of languages accepted by deter- 
ministic checking stack automata [7]. 
DEFINITION. A two-way deterministic checking stack automaton (2dcsa) is a 2dsa 
which never erases symbols from its stack, and which, once its stack head has entered 
the stack, never writes on the stack again. The class of languages accepted by 2dcsa 
is denoted by 2DCSA. A two-way nondeterministic checking stack automaton (2ncsa) 
is a 2nsa with a similar restriction on the stack actions; the corresponding class of 
languages is denoted by 2NCSA. 
The two classes defined by checking stack automata bracket the classes based on 
log tl space that we are considering. On one hand, 2NCSA = NSPACE(n) [lo], so that 
H[NSPACE(log n)] C 2NCSA, although proper containment is not known. On the 
other hand, 2DCSA _C DSPACE(log n) [lo]; in this case, however, proper containment 
can be shown. 
THEOREM 4.1. 2DCSA $ DSPACE(log n). 
Proof. A variation of the argument in [IO, Theorem 3.51 is used below to show 
that 2DCSA is contained in the class of languages accepted by two-way deterministic 
finite automata with four heads. From [ll], the latter class is properly contained in 
the class of languages accepted by two-way deterministic finite automata with six heads, 
which (as is well known) is contained in DSPACE(log n). Therefore, 2DCSA is properly 
contained in DSPACE(log n). (F or a discussion of two-way multihead automata, see 
,e.g., [ll].) 
Suppose that S is a 2dcsa with k states and t stack symbols. When given an input 
tape containing ew$ (where e, $ are endmarkers), if S writes more than kt(j w 1 + 2) 
symbols on its stack, then it cannot halt. By a suitable encoding of stack symbols, we 
may therefore assume that S writes no more than j cw$ 1 symbols on its stack in an 
accepting computation on w. 
We now describe briefly the behavior of a four-head, two-way deterministic finite 
automaton M which accepts the same language as a 2dcsa S. Head 1 of M is used to 
simulate the position of the input head and Head 2 to simulate the position of the stack 
head of S. M operates in two phases. During Phase I, M simulates S until S enters 
its stack. In this phase, Head 2 simply records the number of symbols that S has written 
on its stack. 
When S would enter its stack, M begins Phase II. M simulates a move of S by moving 
Head 1 as the input head of S would move, changing the recorded state of S, and moving 
Head 2 as the stack head would move. M must determine which stack symbol the stack 
head is now scanning. To do this, M repeats Phase I, using Head 3 to simulate the 
input head of S, and using Head 4 to count the number of symbols printed by S (Head 4 
counts up as Head 2 counts down). When Head 2 scans the left endmarker of the input 
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tape, the symbol just printed by S is the one desired. Head 2 is then returned to the 
tape square it occupied prior to the repetition of Phase I, and M simulates another 
move by S. 
M continues simulating S until S halts, in which case M halts, either accepting or 
rejecting the input, whichever S does, or until S tries to read past the top or bottom 
of its stack, causing M to halt and reject. It is not hard to see that M will accept the 
same language as S. 1 
We now show, using Proposition 2.2, that any language in H[NSPACE(log rr)] can 
be accepted by a two-way deterministic stack automaton with a linear bound on the 
length of the stack. 
DEFINITION. A two-way deterministic linear-bounded stack automaton (2dlbsa) is a 
2dsa whose stack never contains more than c, 1 w / + c2 symbols, where w is the input 
string, for some cr , 2 c which are independent of w. A 2dlbsa is said to be halting if it 
halts on all input strings. The class of languages accepted by halting 2dlbsa will be 
denoted by h-2DlbSA. 
LEMMA 4.2. h-2DlbSA is closed under the Boolean operations, inverse homomorphism, 
and length-preserving homomorphism. 
Proof. Using standard techniques, it is easy to show that h-2DlbSA is closed under 
the Boolean operations and inverse homomorphism. Hence, the proposition will be 
proven if we show that h-2DlbSA is closed under length-preserving homomorphism. 
Let S be a halting 2dlbsa. We may assume without loss of generality that, on input 
w # e, the length of the stack never exceeds 1 w / symbols. Let L = N(S), and let lz 
be a length-preserving homomorphism. We will construct a halting 2dlbsa S’ such that 
N(S) = h(L). 
First notice that, since h is a length-preserving homomorphism, e is in h(L) if and 
only if e is in L. On e input, therefore, S’ simply follows the computation of S on e. 
On input w # e, S’ operates by enumerating all strings y such that h(y) = w and 
testing each y for membership in L. S’ accepts w if any such y is in L. We will first 
describe how S’, with ey$ on its stack, tests whether y is in L by simulating S on input y. 
S’ initially moves its input head to the left end of the input tape and writes the start 
symbol of S on the stack. S’ now simulates S, using the position of its input head to 
represent the position of the input head of S, and printing and erasing symbols from 
its stack just as S would. At the beginning of each simulated move of S, S’ determines 
which input symbol S is scanning by moving the stack head to the c symbol and using 
the input head as a counter to move the stack head to the proper symbol in y. s’ then 
reverses the process (in order to save the position of the input head of S) and positions 
its stack head at the top of the stack. S’ can now simulate the move of S. 
S continues in this manner until S tries to move its stack head into the stack. At 
this point, S’ has ey$z on its stack, where x is the contents of the stack of S. Suppose 
that S is scanning the ith symbol in its input string. S’ writes #ai#b on its stack, using 
the input head to regulate the number of a’s printed. 
57llI7/3-2 
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To simulate a move of S, s’ must determine which input symbol and which stack 
symbol S is scanning. A string $y$z#a”#bi on the stack of 5” symbolizes a configuration 
in which S is scanning the ith symbol of its input y and jth symbol (from the right) 
of its stack contents a. To determine which input symbol S is scanning, S’ stores i 
in its input head position, moves the stack head so that it scans the e, and uses the input 
head to count i symbols over in y. S’ performs an analogous operation to find out which 
stack symbol S is scanning. Having done this, 5” updates i and j to reflect S’s move 
by erasing #bj from the top of its stack (storing j in the input head position), erasing 
or printing an a, and printing #bi-1, #&+I, or #bj on the stack. 
S’ continues simulating moves by S as described in the previous paragraph until j 
becomes zero (signifying that S has returned to the top of its stack). At this point, S 
erases all of the symbols on the stack to the right of x, storing the number of a’s erased 
in the input head position. s’ now simulates S as it did before S entered the stack. 
s’ alternates between these two modes as it continues to simulate S. 
It remains to describe how S enumerates all y such that h(y) = w. Suppose that 
L C Z*, where Z = {a, ,..., a,}. S initially writes e~~i~l$ on the stack. S then enters 
the following loop, withy = aim’: (i) S’ scans w and y simultaneously from left to right, 
checking that h(y) = w; if this is not true, S goes to (iii); (ii) S simulates S on y, 
halting and accepting if S accepts y; (iii) S erases the $ from the stack and begins erasing 
symbols from y (using the input head position to count the number of symbols erased) 
until some ai # a, is erased; S then replaces it by ai+l and prints enough a, symbols 
to bring y up to the length of w; finally, S prints a $ and goes to (i). If the e symbol 
is reached while S is erasing symbols from y, then all strings of length 1 w 1 over Z 
have been enumerated, so S’ halts and rejects w. 
At no time does S have a string longer than $y$z#ai#bj on its stack, where / z / < 1 y 1, 
z’ < 1 y I, and j < I z I. Since, on input w, I y / = I w I, the length of the stack is never 
more than 4 1 w I + 4. Hence, S is linear-bounded. Clearly, S accepts the language 
h(L), so h-2DlbSA is closed under length-preserving homomorphism. 
These closure properties are also proved, in a different manner, in [19]. 1 
THEOREM 4.3. H[NSPACE(log n)] C h-2DlbSA. 
Proof. It is easily seen that the language {anbn I n > 0} can be accepted by a two- 
way deterministic stack automaton that always halts and uses only linear stack space. 
The theorem follows, therefore, from Proposition 2.2 and the closure properties in 
Lemma 4.2. This fact can also be derived from results in [19]. 1 
Combining the results in this section with the fact that 2NCSA = NSPACE(n) [IO], 
we arrive at the following chain of inclusions: 2DCSAg DSPACE(log n) _C 
H[NSPACE(log n)] C h-2DlbSA C DSPACE(n) C 2NCSA. While DSPACE(log n) is 
properly contained in DSPACE(n), which proper containments hold between these 
two classes in the chain is not known. 
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APPENDIX 
Proof of Proposition 1.2. We first show that Lemma 2 of [8] holds for deterministic 
stack automata. A ldsa S is said to have property A if S makes no stack scans on e input 
during any accepting computation. 
CLAIM. If L = N(S’) for some ldsa S’ then L = N(S) for some ldsa S having 
property 9. 
Let S’ := (K, T’, I, S’, I&,‘, q1 , Z,,‘, aa> b e a ldsa such that L = N(S’). Let f be a 
symbol not in K. Let A = (KU {f})k, where K = {qi ,..., qk}. We can associate a 
K-tuple oly E A with each y E (T’)* such that CQ, = (9, ,..., pk) and, for all j, 1 < j <. k, 
p, is in K if and only if S’ makes a stack scan on e input when started in state qj with y 
on the stack and the stack head scanning the rightmost symbol of the stack, ending 
in state pj . Since S’ is deterministic, if it makes a stack scan on e input starting from 
a given configuration, there is only one state which it may enter at the conclusion of 
the scan. If pi = f, then S’ is certain, after entering the stack in state qj , either to read 
an input symbol or to remain in the stack. 
Note that for any y E (T’)* and 2 E T’, ayz can be determined by examining only 
6’ and ay, without knowing what y is. Since A, S’, and T’ are finite, a machine can 
calculate ayz from tiy and Z in its finite control. 
As S simulates S’, if S’ has Z, ... Z, on its stack, then S has [Z, , @)I .. [Z,,, , a(mi] 
as its stack contents, where al(i) = (Y~~,..~~ for all i, 1 < i < 112. If S’ is in state qi for 
some i, I gi i < k, with [Z, a] on the top of the stack of S, and S,‘(q, , e, Z) :- (qj , -I), 
then S changes state to p, , where pi is the jth component of 01, if pj is in K. If pj =- f. 
S directly simulates the move of S’ by entering the stack. Hence, S avoids entering 
its stack unless it is sure to read at least one input symbol before returning to the top 
of the stack. 
Formally, S = (K, T,I, 6, S, , ql, Z,, , a), where T = T’ >< d and Z,, -~ [Z,‘, mz,,]. 
Forallq,pEK, Y,ZET’,olEA,aEI,andforallj,l < j < k, 6, is defined as follows: 
(1) If h’(P> a, Z) = (4, O), (4, -9, or (4, Y>, then QP, a, [Z, 4 = (4, 01, (q, E), 
or (q, [Y, is]), respectively, where, if c1 is associated with some y in (T’)*, then /3 is 
associated with ?I’. The previous sentence is also true if a is replaced by E. 
(2) If 6,‘( p, a, Z) = (q, -I), then 6,(p, a, [Z, a]) = (q, - 1). If S,‘(p, e, Z) : 
(qj , -I), and the jth component of 01 is p, E K, then ?&(p, e, [Z, a]) = (pj , 0). If 
h’( P, e, Z) = (q, , -l), and the jth component of 01 is f, then S,(p, e, [Z, a]) = (qj , -- 1). 
(3) 6, is undefined in all other cases. 
The function 6 is defined as follows: for all q E K, YE T’, LYE A, and a E I u {ej, 
S(q, a, [Y, a]) = S’(q, a, Y). One may easily show that N(S) = N(S’). By construction, 
S has property A. Hence, the claim is proven. 
We now use the above claim to establish Proposition 1.2. Let L = N(S’) for some 
1 dsa S’. By the claim above, there exists a ldsa S = (K, T, I, 6, 6, , qO , Z, , 3 ) such 
that L = N(S) and S has property A. Let w be a string in L. Let cy be a string in n 
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symbolizing the sequence of moves of S made in accepting w such that ti has the fol- 
lowing properties: 
(i) 0~ does not contain two consecutive symbols representing e-stationary sequences. 
(ii) If ol can be written as c+G(p, , p, , 2) o+Y(q, , p&a , then C+ contains either 
a symbol representing a true input move or a string of symbols representing a stack scan. 
The existence of a string 01 satisfying (i) is obvious. For a discussion of how (ii) can 
be satisfied, see the proof of Lemma 5 in [8]. 
proposition 1.2 will be proven if we can demonstrate that the length of 01 is bounded 
by a constant times the length of w. We introduce the following notation, identical 
to that in [8]: #0 represents the number of O’s in LY, #, the number of true input move 
symbols, #s the number of stack scan symbols, and #E , #p , #N the number of e-erase, 
e-print, and e-stationary symbols in 01, respectively. Let n = 1 w I. 
Clearly, #I + #s < n, since at least one input symbol is read by each true input 
move and stack scan. Also, #,, < n, since each 0 in (II corresponds to an input symbol 
read. Since ar has property (i), #N < 1 + #I + #s + #e + #p. The number of 
symbols erased on e input is bounded by the number of e-print moves and true input 
moves which print (plus one to account for the initial Z,, on the stack), so #E < #p + 
#, + 1. We will next show that #p < Ktn, where k = #(K) and t = #(T). Simplifying, 
we have #E < (Kt + 1)n + 1, #N < 2(kt + I)n + 2, and 1 a 1 < (4Kt + 5)n + 3. 
Hence for cr = 4Kt + 5, ca = 3, Proposition 1.2 is proven. 
We complete the proof by showing that #p < Ktn. By property (ii), ol can be written 
as YPIA *.. y,p,@, , where each 01~ is a string of true input move and stack scan symbols, 
each pi is a string of e-erase and e-stationary symbols, and each yi is a string of e-print 
and e-stationary symbols, any of which may be empty. 
Let mi represent the number of e-print symbols in yi . Suppose that mi > kt for some i. 
Then S, during a sequence of e-print and e-stationary moves, reached two configurations 
in which S was in the same state, had the same symbol on the top of its stack, and was 
about to print a symbol. Since S is deterministic, this implies that S is in a loop and 
will never halt, which contradicts the premise that S accepts w. Hence, each m, < kt, 
so #p < ktn. 1 
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