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S1. Details of fault meshing 
We base our fault mesh primarily on the Marshall et al. [2017] remeshing of the CFM5, which 
we find is technically easier to work with and which also features more connectivity between fault 
surfaces (ideal for the modeling done here). We use the original CFM5 geometries in two cases. First, 
whereas the CFM5 uses a ~27° dip for the Los Angeles segment of the Puente Hills Fault based on 
seismic reflection studies [Shaw et al., 2002], the Marshall et al. mesh uses a 60° dip as this was found 
to enable dislocation models (in a homogeneous halfspace model) to more closely reproduce 
geologic uplift rates along this segment [Meigs et al., 2008]. We find the seismological evidence for the 
shallower dip more convincing and thus work from the CFM5 geometry for this segment. Second, we 
use the CFM5 mesh for the offshore San Pedro Basin Fault as it is not featured in the Marshall et al. 
mesh. We work from the Marshall et al. mesh for all other thrust and strike-slip fault segments. While 
the CFM5 and Marshall et al. meshes use triangular fault elements, the solver Gamra (section 4) 
requires quadrilateral dislocation sources obeying the Aki-Richards convention, and so we resample 
the selected geometries into quadrilateral patches with length and widths of ~5 km (Figure 3).  
The CFM5 includes the Lower Elysian Park Fault, a ramp dipping north-northeast beneath the 
northern Los Angeles basin inferred by Shaw and Suppe [1996], which in the CFM5 extends from 10 to 
~16 km depth. The CFM5 does not extend this structure northward beneath the San Gabriel 
Mountains or otherwise include a representation of the decollement inferred there by Fuis et al. 
[2001]. The Marshall et al. remeshing extends several of the deeper-reaching faults in the CFM5 to 27.5 
km depth to simulate deformation in the lower crust, an element originating in Cooke and Marshall 
[2006] and modified in Meigs et al. [2008]. The Lower Elysian Park ramp is extended further northeast 
and downward to 27.5 km depth beneath the San Gabriel Mountains, and the Sierra Madre Fault and 
part of the Puente Hills Fault are extended downward to ramp off of it. Seismic reflection data suggest 
that the dip of the inferred decollement shallows as it extends northward beneath the mountains, 
reaching a bottom depth of ~23 km [Ryberg and Fuis, 1998] or ~20 km [Fuis et al., 2001] near the San 
Andreas. However, the kinematic inversions are not sensitive to slip on the deepest part of the 
decollement (Figure S10), and so we work from the self-consistent realization of the decollement and 
lower Sierra Madre and Puente Hills faults in the Marshall et al. remeshing.  
The backslip framework used in the subsequent kinematic inversions requires that the 
modeled faults be internally connected. The Compton Fault and Lower Elysian Park ramp are not 
connected in the CFM5 or Marshall et al. meshes; the Compton-Lower Elysian Park system is 
essentially modeled as a ramp-flat-ramp system with the flat missing [Marshall et al., 2009]. We add 
this flat to the model to connect the two at ~10.5 km depth (Figure 3, center), a feature inferred by 
Shaw and Suppe [1996]. We also add a flat at 27.5 km depth at the base of the Lower Elysian Park ramp 
that extends to the surface trace of the San Andreas Fault (Figure 3, top), consistent with the 
interpretation of Fuis et al. [2001]. Finally, the CFM5 Los Angeles segment of the Puente Hills Fault is 
not connected to the Lower Elysian Park Fault beneath it, so we add a small connection between the 
two at ~18 km depth. This likely has little impact on the inversions. 
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S2. Preparation and use of the CVM* 
We use Gamra to compute Green’s functions from the CVM* in a volume extending 192 km 
west, east, north and south from 118° W, 34° N and from the surface to 128 km depth. This large grid is 
necessitated by the use of Dirichlet boundary conditions at the edges of the model; benchmarks of 
dislocations in homogeneous elastic models computed in Gamra show that Green’s functions 
computed on this grid are within 5% of the Okada [1985] analytic formulation for a variety of fault and 
station orientations, whereas using a smaller grid causes the boundary conditions to bring the 
displacement solution toward zero too close to the region of data coverage.  
The CVM-H15.1 includes a “high-resolution” volume that provides Vp, Vs and ρ at 100 m vertical 
and 250 m horizontal resolution in the central Los Angeles basin, overprinting the surrounding “low-
resolution” volume. The boundaries between these regions feature artificial steps in the values of the 
parameters [Shaw et al. 2015], and so we remove the high-resolution volume. The CVM-H15.1 also 
includes a “Vs30” layer in the upper 350 m that can be superimposed on the model in the user interface; 
we do not use this element either. We find that neither element would affect the elastostatic Green’s 
functions much if included (Figure S4).  
The CVM-H15.1 includes water, whose very small shear modulus causes problems in 
elastostatic modeling. We set the material at all points labeled as water in the CVM-H15.1 to be a soft 
material whose elastic parameters λ and μ are respectively the median λ and μ of all elements labeled 
“basin” in the CVM-H15.1. This modification is unlikely to have much effect on the computed Green’s 
functions because 1) the water is relatively shallow in the offshore region compared to the depth of 
faults and the vertical dimension of the grid and 2) there is no geodetic data in the water.  
We found in addition that some very large contrasts in elastic parameters over small distances 
on the edge of the basin caused numerical difficulties in the computation of Green’s functions, 
necessitating the creation of a smoothing function that we applied to the original material model at 
(and only at) these points. This smoothing function was designed to be as low-impact as possible 
[Rollins, Ph.D. thesis, 2017] and is unlikely to have affected the elastostatic Green’s functions as it was 
only applied to a very small number of points (~1,000 out of ~23,000,000 total). 
 
S3. Data preparation 
Argus et al. [2005] express uncertainties in the GPS velocities as rotated ellipses denoting the 
95% confidence regions. We approximate the uncertainties in the north and east directions by 
computing the north/east-axes-aligned bounding boxes of each ellipse 
(https://stackoverflow.com/questions/87734/how-do-you-calculate-the-axis-aligned-bounding-box-
of-an-ellipse). The approximate two-sigma north and east uncertainties are then half the 
corresponding dimensions of each bounding box (the distances from the center of the box to the 
edges), so the approximate one-sigma uncertainties, which we use, are then a quarter of these 
respective dimensions. Most of the error ellipses are nearly circular, so the estimated north and east 
uncertainties are similar. For the projection of velocities into the N 5° E direction, as shown in Figure 4, 
uncertainties are half the projections of the ellipses in that direction.  
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S4. Additional model elements required by the backslip method, and details of the matrix G 
The backslip method used in the kinematic inversions requires some additional model 
elements aside from the aforementioned internal connectivity of the fault mesh (Supplementary 
Material S1). First, although the Puente Hills and Compton faults are blind, the deformation updip of 
the upper edges of these faults must be explicitly modeled; otherwise it is implicitly parametrized as 
forward creep, as the steady-state terms imply wholesale block motion except where backward creep 
is specified. To incorporate this, we make use of the fact that a fault with a completely locked upper 
section produces the same surface displacement field as a fault with a nonexistent upper section. We 
thus add artificial surface projections to the Puente Hills and Compton faults. The surface projection of 
the Puente Hills Fault is designed as an up-dip continuation of the mesh for the main fault (Figure S8). 
The updip projection of the Compton Fault may not be imaginary: Broderick [M.S. thesis, 2006, cited in 
Sorlien et al., 2013] inferred a large shallowly dipping thrust fault beneath Santa Monica Bay, Sorlien et 
al. [2013] inferred a system-level detachment system further to the south based on geologically 
inferred tilting of the Palos Verdes Peninsula, and Shaw and Suppe [1996] proposed that the Palos 
Verdes Fault may be a roof thrust that roots into a flat detachment at ~5 km depth. Following all three 
of these interpretations, we model the surface projection of the Compton Fault as an upward 
continuation of the dipping fault in Santa Monica Bay that transitions to a ramp-flat-ramp structure 
further south with the flat at ~5 km depth. We then enforce in the inversions that these two surface 
projections are completely locked, or in this parametrization, creeping backward in the convergence 
direction at the faults’ long-term slip rates (Figure S8). This must be enforced while the long-term slip 
rate is being solved for in the inversion. We do so by adding the Green’s functions from uniform 
backward creep on a given surface projection to the corresponding fault’s steady-state term in G, with 
the Green’s functions correctly scaled so that they cancel out the steady-state step in velocity at the 
fault’s surface break. We then do not count the implied slip deficit accumulation rate on these upper 
projections in the estimates of interseismic strain accumulation, as discussed in the main text. 
The other addition concerns the along-strike dimensions of the faults. To fit geodetic data to 
backward creep on a laterally confined fault plus a 2D step in convergence velocity across the fault’s 
surface break, blind or not, is to erroneously model the fault as infinite along strike and freely creeping 
except on the section where backward creep is prescribed (i.e. where the fault actually exists). To 
correct for this, we incorporate semi-infinite fault “wings” extending perpendicular to the N 5° E 
convergence direction in both directions away from the sides of the mesh (Figure S8), which are also 
prescribed to be slipping backward. These allow us to explore the importance of accounting for strain 
accumulation west and east of the Los Angeles basin, as discussed in the main text. In models where 
we disallow strain accumulation outside the basin, the approach is the same as with blind faults: we 
add the elastostatic Green’s functions from backward creep on the “wings” to the steady-state terms 
in G, correctly scaled so that they cancel out the steady-state terms east and west of the basin. We 
then do not incorporate the wings elsewhere in G. This confines all deformation to the basin. The 
other option is to allow strain accumulation on one or both of the “wings” by directly inverting for the 
backward creep rate on them. The two inversion schemes we use require somewhat different 
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approaches for doing so, and those are described in the subsequent coverage of those schemes 
(Supplementary Material S5, S7). 
The final column of G is the column of east and north station velocities from the estimated 
plate-scale convergence field (Figure S2), which allows for rigid-body rotation of the entire network 
toward the San Gabriel Mountains to essentially add a best-fit constant to all model velocities. As the 
steady-state terms are zero-mean step functions and the Green’s functions are zero far from faults, this 
rigid-body term is technically needed so that the model predicts a velocity field that is ~8.5 mm/yr on 
the south and ~0 mm/yr on the north, as in the data. This term, then, also allows for shifts to the 
reference frame (in the convergence direction) to correct against any possible inconsistencies that 
arise from the Argus et al [2005] characterization of the San Gabriel Mountains block as the reference. 
This term does not contribute to strain and its inferred values are not discussed hereafter. 
 
S5. The “smoothed” inversion method 
The “smoothed” inversion scheme is a bounded least-squares scheme with spatial smoothing, 
two inequalities and one equality, 
 mest = argmin(||(d – Gm)/σ||2 + λ||S-1/2Δ2mslip deficit||2),      [S1.1] 
 Am ≤ 0,           [S1.2] 
m ≥ 0,            [S1.3] 
mslip deficit(base of decollement) = 0.        [S1.4] 
We impose smoothing by penalizing the discrete Laplacian [Kositsky and Avouac, 2010; Barbot et al., 
2013] of the slip deficit accumulation rate distribution, ∇2mslip deficit, modulated by S-1/2, where S = 
diag(GTG) is the sensitivity [Ortega, Ph.D. thesis, 2013], large in well-resolved regions and small in 
poorly resolved regions (Figure S10); S-1/2, its square-root inverse, thus enforces stronger smoothing in 
poorly-resolved regions. This is all scaled by the overall weight of smoothing λ, which is determined 
from an “L-curve” [Aster, 2012].  
 In models where we allow strain accumulation west and/or east of the basin in the smoothed 
scheme, we solve for the slip deficit accumulation rates on the “wings” within the inversion. To reduce 
the number of parameters, we enforce that slip is uniform along strike on the wings and only varies 
down dip, in essence making each wing 2D. We then treat each along-strike “row” of slip patches on 
each wing as a single slip patch, add a column to G consisting of the summed Green’s functions from 
uniform slip on that row, and regularize the slip deficit accumulation rate on that row by incorporating 
it into the sensitivity-modulated Laplacian term, thereby smoothing it with the rows updip and 
downdip of it and with the nearest edge of the fault it abuts (Figure S8). In models where we disallow 
a wing from accruing strain, as previously described, we add the scaled Green’s functions from 
uniform backward creep on that wing to the corresponding fault’s steady-state term in G. 
 We also enforce that the slip deficit accumulation rate on each patch, and its wings if used, 
cannot exceed the long-term slip rate inferred for that fault. This must be enforced dynamically while 
both are solved for. We do so with the matrix operation Am ≤ 0, where each row of the matrix A 
operates on a given patch and contains a 1 that multiplies that patch’s slip deficit accumulation rate 
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and a -1 that multiplies the model parameter corresponding to the fault’s long-term slip rate 
(modulated by the dip of the fault, e.g. Meade and Hager [2005]). In addition, we enforce that the 
entire model vector must be nonnegative, m ≥ 0, and on the entries corresponding to the 
northernmost, deepest patches on the flat at the base of the decollement, we enforce that it is zero 
[e.g. Burgmann et al., 2005, Ader et al., 2012]. This scheme is then used within the delete-half jackknife 
scheme described in the main text. 
 
S6. Sensitivity tests of the inversions 
 To test the effect that potentially erroneous GPS velocities may have on the models, we 
perform the same inversion as Model 1a but with four visually suspect velocities (stations FXHS, BKMS, 
WORK and SNTZ) removed from the dataset (Figure S13a). The weighted-mean slip deficit 
accumulation rate distribution is little changed from Model 1a, with the main difference being that 
some of the strain accumulation on the eastern Compton Fault is shifted north to the eastern Puente 
Hills Fault. The weighted-mean moment deficit accumulation rate is 2.1 x 1017 Nm/yr (Figure S13b), 
only 13% less than in Model 1a. This suggests that at least the first-order features of Model 1a are not 
sensitive to noise in the data. There are at least three likely reasons for this. First, the use of the delete-
half jackknife approach in the smoothed method means that each station is only used in half of the 
inversions. Second, the models enforce that all deformation is in the plate-scale convergence direction 
and thus are less sensitive to erroneous east-west components of velocities. Third, the Argus et al. 
[2005] velocity uncertainty at each station, with which we weight the data in this scheme, includes an 
estimated uncertainty related to the station’s anthropogenic motion that is described by an ellipse 
with major and minor axes respectively equal to the estimated anthropogenic velocity itself and half 
that velocity. Therefore the stations with the largest inferred anthropogenic velocities have the largest 
uncertainties and have the lowest weight in the inversions.  
 In addition, some portion of the deformation that Model 1a fits may in fact result from strain 
accumulation on strike-slip faults, and offshore fault systems not included in the forward model of 
strike-slip faults (Figure 5) may also accommodate some of the shortening [e.g. Sorlien et al., 2013]. To 
assess the importance of these factors, we perform the same inversion as Model 1a with two 
modifications to the dataset: 1) the predicted velocities from the upper-bound strike-slip faulting 
model (Figure 5) are subtracted from the GPS velocity field a priori and 2) velocities on islands are not 
used in the inversion, so that the model only fits the on-land portion of the contractional gradient. The 
contractional gradient in the upper-bound strike-slip model is at a maximum near the Compton Fault 
due to the fast-slipping Palos Verdes Fault (Figure 5), and the Compton is also the closest fault to the 
offshore stations, so it might be expected that the largest changes these modifications produce 
concern the Compton Fault. This is indeed the case: the main difference in this modified model is that 
the inferred long-term slip rate on the Compton Fault drops to 1.7 mm/yr (Figure S14a). The total 
moment deficit accumulation rate on the thrust faults is similar to Model 1a, with a weighted mean of 
2.6 x 1017 Nm/yr in this model. This and the previous test suggest that the “smoothed” inversion 
method may be relatively stable against perturbations to the data. (The total moment deficit 
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accumulation rate on the strike-slip faults in the upper-bound forward model is an additional 7.5 x 1016 
Nm/yr, for an implied total of 3.4 x 1017 Nm/yr in this interpretation.) 
 
S7. The “binary” inversion scheme 
 In the “binary” scheme, the GPS data is fit to a suite of models in which each fault is enforced 
to be accumulating strain at its full long-term slip rate over a prescribed depth range, uniformly along 
strike, and freely slipping at all other depths (Figure S16). This is incorporated by extending the 
previous method for incorporating blind or laterally confined faults to also include full locking over 
specified depth ranges on the faults. Within each model, the matrix G is constructed by taking the 
three preexisting columns of G representing the long-term deformation across the faults (modified for 
the blind faults as previously) and adding all of the Green’s functions that represent backward creep 
over the fault patches in the depth ranges prescribed in that binary model, with the Green’s functions 
again scaled so that the backward creep rate on each patch equals the corresponding fault’s long-
term slip rate (complete locking). The matrix G for each binary model then consists of the three 
appropriately modified steady-state terms along with the network-scale rigid-body rotation term 
(which serves the same purpose as before), and the inversion solves for the best-fitting three slip rates 
and network-scale motion in a least-squares sense. The inversion is  
 mest = argmin(||(d – Gm)/σ||2,         [S2.1] 
m ≥ 0.           [S2.2] 
We then iterate over every combination of upper and lower locking depths on the three faults and 
compute the slip rates and misfit for each model. 
 To generate Model 2a, we run this “binary” scheme while allowing strain accumulation on the 
wings both west and east of the basin. This is incorporated by, in each of the individual binary models, 
also adding the summed Green’s functions from the patches on the wings within the model-specified 
depth ranges (again scaled as per the long-term slip rates) to each of the corresponding columns of G. 
In Model 2b, we disallow strain accumulation east of the basin. This is incorporated by simply adding 
the entire eastern “wings” of the three faults to their terms in G, again with the same scaling. 
 
S8. PDFs of moment deficit accumulation rate corresponding to Models 2a and 2b 
 We generate PDFs of moment deficit accumulation rate corresponding to the binary models 
using a Monte Carlo Markov Chain (MCMC) approach. We use slice sampling [Neal, 2003] (as 
implemented in MATLAB) to produce 100,000 samples of the posterior PDF corresponding to the log-
likelihood function 
 p = -½(d – Gm)2/σ2 - ½(m(m<0))2/(σ’)2 - ½(Am(Am>0))2/(σ’)2.    [S3.1] 
Here the matrix G consists of the column describing the network-scale rotation about the global Euler 
pole, the three columns describing the steady-state terms for the faults (incorporating the blind 
nature of the Puente Hills and Compton faults), and six slip deficit accumulation rate parameters 
corresponding to the summed elastostatic Green’s functions for backward creep, uniform along strike, 
in each of the shallow depth ranges that have nonzero slip deficit accumulation rates in Models 2a and 
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2b. This restricts strain accumulation to the upper sections of the three faults, and the slip deficit 
accumulation rate in each of the selected depth ranges is here a free parameter, so this approach 
explores the model space around Model 2a or 2b. As in the smoothed scheme, we enforce that the slip 
deficit accumulation rate over each depth range must be nonnegative and also must not exceed the 
corresponding fault slip rate (enforced by an abridged version of the matrix A used in the smoothed 
method). To enforce these constraints with hard bounds may prevent the chain from exploring 
models with near-zero slip on a given patch [Minson et al., 2013] or here near-complete locking on a 
given patch, so instead we devise soft bounds defined by “half-Gaussians.” In these, any negative slip 
deficit accumulation rates worsen the misfit function proportional to their amplitude below zero, and 
any rates that exceed the corresponding fault’s long-term slip rate worsen the misfit function 
proportional to how much they do so, with both proportions scaled by a factor σ’ and expressed 
within a Gaussian misfit function. We find through trial and error that a good value for σ’ is one-third 
the mean GPS velocity uncertainty (this is the smaller value that keeps essentially all of the models 
from having negative total moment deficit accumulation rates). The  resulting chain is then thinned to 
one of every 100 models to reduce serial correlation, yielding 1,000 models. We convert these into 
1,000 estimates of the moment deficit accumulation rate for Model 2a and Model 2b, and combine 
them with the groups of 1,000 jackknife estimates of the moment deficit accumulation rate from 
Models 1a and Models 1b to construct the PDF from all four models (Figure 11b). 
 
S9. Estimation of the geotherm in Figure 10 
 The SMU Geothermal Data Aggregation (http://geothermal.smu.edu/gtda) provides four 
borehole measurements of temperature from the eastern Los Angeles basin at depths ranging from 
1.2 to 2.7 km, as well as one borehole measurement of heat flow (73 ± 2) and thermal conductivity 
(2.09 ± 0.07) at 3.223 km depth. Assuming that heat flow decays exponentially with depth [e.g. Tanaka 
and Ishikawa, 2002], the measurement of heat flow at 3.223 km depth can be extrapolated to an 
estimate of surface heat flow as 
 qs = (q(z = 3.223 km) – qm)/(exp(-3.223/h)) + qm,      [S.2] 
where qm is a background heat flow rate and h is the characteristic length scale of the heat 
production’s exponential decay with depth. Then the output surface heat flow value, in concert with 
the same qm and h, can be used to compute the temperature at any depth, 
T(z) = Ts + qmz/k + (qs - qm)/k*h*(1 – exp(-z/h)),      [S.3] 
where Ts is the surface temperature (provided at the first four boreholes) and k is the thermal 
conductivity. Assuming Gaussian uncertainties on the heat flow and thermal conductivity, varying qm 
uniformly from 20 to 40, and varying h uniformly from 5 to 15 km, we compute a large suite of 
geotherms. We then compute each geotherm’s normalized chi-squared misfit (X2/N) to the four 
borehole measurements of temperature between 1.2 and 2.7 km depth and weight each geotherm by 
the inverse exponential of its chi-squared misfit. We then use these weighted geotherms to compute 
the weighted mean and 16th and 84th percentile temperatures at each depth, yielding the geotherm 
and uncertainty envelope in Figure 10. 
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Figure S1. The inferred shortening across the Los Angeles basin depends only weakly on the assumed 
interseismic locking model for the San Andreas Fault. Dark blue arrows are Argus et al. [2005] 
velocities. The four other sets of arrows are Argus et al. velocities, minus velocities calculated from the 
Argus et al. model of interseismic strain accumulation on the San Andreas (which used a 
homogeneous halfspace Earth model), plus velocities calculated from two alternate models of 
interseismic locking based on UCERF3 slip rates [Field et al., 2014] in two alternate elastic models. Red 
arrows use the UCERF3 “FM3.1” slip rates for the San Andreas system in a homogeneous halfspace 
Earth model; tan arrows use the UCERF3 “geologic” rates in a homogeneous halfspace Earth model; 
green arrows use the “FM3.1” slip rates in the CVM*; purple arrows use the “geologic” rates in the 
CVM*. The locking depths in all four models are the UCERF3 consensus locking depths; only the slip 
rates vary between different conceptions. Differences in the model predictions reflect 1) differences in 
assumed slip rate on the San Andreas as per the two UCERF3 representations and 2) differences in the 
bending that these rates impart to a homogeneous halfspace or to a heterogeneous elastic body (the 
CVM*).  
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Figure S2. Kinematic model of long-term convergence across the Los Angeles basin as rotation about 
a global Euler pole describing the motion of Catalina, San Nicolas and San Clemente Islands relative to 
the San Gabriel Mountains. a) Mapview of GPS (dark blue) and predicted (light blue) velocities at on-
land GPS stations. b) Observed GPS velocities on islands used to calculate the Euler pole. 
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Figure S3. The adaptive-meshing capability of Gamra, as demonstrated in a model of slip on the San 
Andreas system within the CVM* (Figure S1, purple arrows). Black structure is the adaptive mesh of the 
computed elastostatic Green’s functions at 10 km depth; background shading is the shear modulus μ 
at 10 km depth in the CVM*. 
 
 
 
 
12 
 
 
Figure S4. Details of the sedimentary basin model barely affect the elastostatic Green’s functions, as 
demonstrated here with models of uniform reverse slip on the Puente Hills Fault in three alternate 
basin models provided in Shaw et al [2015]. Red arrows are surface velocities at GPS stations 
computed with the CVM*; they are the red arrows in Figure 4a with larger scaling. Purple arrows are 
surface velocities at GPS stations in a basin model featuring the “Vs30” layer in the upper 350 m. Green 
arrows are surface velocities in a basin model that features a high-resolution (“HR”) volume in the 
basin. The three alternate basin models produce nearly indistinguishable Green’s functions. 
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Figure S5. The uppermost Sierra Madre Fault (white patches) cuts through low-stiffness near-surface 
sediments that absorb static displacements more than the units around them, so the elastostatic 
Green’s functions for slip on this uppermost section are dampened and concentrated closer to the 
fault when the CVM* is used (red arrows) compared to when a homogeneous elastic halfspace is used 
(blue). Surface displacements are also concentrated in the footwall rather than the hanging wall due 
to the steep (~55*) inferred dip of the fault. Background shading is the shear modulus μ at 100 m 
depth in the CVM*. 
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Figure S6. The small size and relatively shallow position of the Upper Elysian Park Fault likely limits its 
effect on surface velocities. Background shading is the distribution of the shear modulus μ at 100 m 
depth in the CVM*. Fault mesh is shaded grayscale by depth. 
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Figure S7. The same forward strike-slip model as in Figure 5 except that the faults are locked down to 
~13 km depth instead of ~5 km. This model produces ~1.1 mm/yr of total N-S shortening. 
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Figure S8. Features added to the fault models for use within the backslip method in the kinematic 
inversions, as described in the text; example here is the Puente Hills Fault. 
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Figure S9. 3D west-facing view of the interpolated value of the shear modulus μ in the CVM* at the 
center of each patch in the mesh of the three major thrust faults. 
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Figure S10. 3D west-facing view of the sensitivity of the inversions to slip on each patch, computed 
with the method of Ortega [2013] and used to modulate the weight of Laplacian smoothing in the 
inversions. 
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Figure S11. 3D west-facing view of the distribution of the weighted mean moment deficit 
accumulation rate (colored patches) in Model 1a (Figure 6). 
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Figure S12. The same three-fault inversion as Model 1a (Figure 6), using the smoothed method with 
strain accumulation allowed west and east of the basin, except using a homogeneous halfspace Earth 
model. a) Inferred slip deficit rates are slower than when using the CVM*. b) PDF of total moment 
deficit accumulation rate; the weighted mean is 1.7 x 1017 Nm/yr. c) Comparison of observed and 
predicted velocities on islands. 
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Figure S13. The same three-fault inversion as Model 1a (Figure 6), using the smoothed method with 
strain accumulation allowed west and east of the basin, except that stations BKMS, WORK, SNTZ, and 
FXHS (black squares) are removed from the dataset. a) The inferred long-term slip rates and slip deficit 
rates are little changed from Model 1a, with a weighted mean moment deficit accumulation rate of 2.1 
x 1017 Nm/yr. b) Comparison of observed and predicted velocities on islands. 
 
 
22 
 
 
Figure S14. The same three-fault inversion as Model 1a (Figure 6), using the smoothed method with 
strain accumulation allowed west and east of the basin, except that the synthetic velocity field from a 
forward model of strike-slip faults (Figure 5) is removed from the data before inversion and velocities 
on offshore islands are not used in the inversion. a) The slip rate inferred on the Compton Fault is 
lower than in Model 1a; the overall moment deficit accumulation rate is similar, at 2.6 x 1017 Nm/yr. b) 
Comparison of observed and predicted velocities on islands. 
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Figure S15. The same three-fault inversion as Models 1a (Figure 6) and 1b (Figure 7), using the 
smoothed scheme, except that strain accumulation is disallowed both west and east of the basin. a) 
The model does not fit the velocities on the west side as well as Model 1a or 1b; the weighted mean 
model has X2/N = 0.71. b) The model also underfits velocities on islands. 
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Figure S16. 3D west-facing view of an example “binary” model: the GPS is fit to a model in which it is 
enforced that the Sierra Madre Fault is locked below ~6 km, the Puente Hills is locked between ~6 and 
~15 km, and the Compton is locked down to ~13 km. The best-fitting long-term slip rates and misfit 
are then computed.  
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Figure S17. Distribution of X2/N values of the binary models as a function of the upper and lower 
locking depths (LD) on the Sierra Madre, Puente Hills and Compton faults. 
 
 
 
 
26 
 
 
Figure S18. Distribution of X2/N values of the binary models as a function of the slip rates on the Sierra 
Madre, Puente Hills and Compton faults. 
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Figure S19. Estimated spatial distribution of moment deficit accumulation rate per area (section 6.2) 
only using Model 1a (3D distribution of moment deficit accumulation rate on the faults is shown in 
Figure S11). 
 
