We study the eigenvalue perturbations of an n × n real unreduced symmetric tridiagonal matrix T when one of the off-diagonal element is replaced by zero. We provide both the lower and upper perturbation bounds for every eigenvalue of T . The bounds are described by the j th off-diagonal element (the one that is replaced), and the eigenvalues and eigenvectors of the leading j × j and trailing (n − j) × (n − j) principal submatrices of T . We also provide several simpler perturbation bounds that are easy to estimate in practice. Numerical examples show that the bounds predict the perturbations well. They are sharper than whose classical results only related to the off-diagonal element, especially for extreme eigenvalues. The bounds can also be incorporated with numerical methods, such as the QL(QR) algorithm and the divide-conquer algorithm, to estimates the errors of computed eigenvalues.
Introduction
We consider the eigenvalue perturbation about a real unreduced tridiagonal matrix Since T is unreduced, its eigenvalues are distinct. So we denote the eigenvalues of T by
which is in increasing order. Replacing β j by zero, T becomes the decoupled matrix 
Let the eigenvalues ofT be
arranged in non-decreasing order. An old question is: for every k = 1, . . . , n, what is the difference between λ k and µ k ? Since
where E = β j (e j e T j +1 + e j +1 e T j ), e j , e j +1 are the j th and (j + 1)st columns of the the identity matrix, the question can be answered by perturbation analysis. By applying the Weyl Theorem [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] [14] [15] we have the classical perturbation bound |λ k − µ k | |β j | for k = 1, . . . , n. Since the eigenvalue set ofT is the union of whose of T 1,j and T j +1,n , the eigenvalues of T 1,j and T j +1,n can be denoted by µ i 1 < · · · < µ i j , µ i j +1 < · · · < µ i n , where (i 1 , . . . , i n ) is a permutation of (1, . . . , n) and obviously i 1 < · · · < i j and i j +1 < · · · < i n . Note the matrices T 1,j and T j +1,n are also unreduced. So for each matrix the eigenvalues are distinct. When T 1,j and T j +1,n have no common eigenvalues, tighter bounds can be obtained (e.g., [4] ):
where σ i l = min µ∈σ (T j +1,n ) |µ i l − µ| for l = 1, . . . , j and σ i l = min µ∈σ (T 1,j ) |µ i l − µ| for l = j + 1, . . . , n. Both bounds indicate that when β j is small the perturbation in the eigenvalues is also small. However, In practice it happens that some eigenvalues (usually the extreme eigenvalues) ofT may well approximate the eigenvalues of T even when β j is not so small. See Example 1 in Section 3. This is a very common phenomenon when the matrix size is moderate or large. It is observed even in non-symmetric matrix case, e.g., [1, 2] . Clearly the above bounds may fail to explain this phenomenon, and sharper perturbation bounds need to be derived. In fact, the perturbation in eigenvalues of T is not just related to β j and the eigenvalues of T 1,j and T j +1,n . It is also related to the eigenvectors of T 1,j and T j +1,n . For non-symmetric eigenvalue problem Bramen et al. [1, 2] used this fact to make early deflation during the multi-shift QR iterations. For symmetric eigenvalue problem this can be partially seen from the error bound for Ritz values generated by the Lanczos methods. Indeed, the submatrix T 1,j is just the block generated by applying j steps of the standard Lanczos method to T . So for each µ i l (l = 1, . . . , j), there exists an eigenvalue λ of T such that
where s j,l is the j th element of the unit norm eigenvector of T [12, (11-7-1) ]), a tighter bound can be derived:
The bounds about the eigenvalues of T j +1,n can be derived in a similar way. One problem about (2) and (3) is that they can not tell if each eigenvalue of T has such a bound. Another problem is that σ l in (3) depends on all other eigenvalues of T . In practice they are usually unknown. This makes it impossible to get σ l . In this paper, we will improve the results in [4] and derive more accuracy perturbation bounds for every λ k − µ k . The bounds are of the same style as (3), but easier to evaluate. In Section 2, we derive two-side error bounds for each λ k − µ k . Several simplified bounds are also provided. The bounds hold true even in the case that µ k is a common eigenvalue of T 1,j and T j +1,n . In Section 3, we give two examples. In the first example we show that with our perturbation bounds the difference λ k − µ k is well predicted even when β j = 1. In the second example we show how to use the perturbation bounds to estimate the errors of eigenvalues computed by the QR method.
Throughout the paper, V k is a k-dimension subspace in R n . (·, ·) is the inner product defined in R n , i.e., (x, y) = x T y for any x, y ∈ R n . · 2 is the 2-norm defined 
Since both T 1,j and T j +1,n are unreduced, it is straightforward to show (or see [6] 
where
when m j, l = m and r = k − l, and when m > j, r = m − j and l = k − r; ρ * ∈ (µ k , +∞) is the largest root of the function
and ρ * * ∈ (−∞, µ k ) is the smallest root of the function
Proof. We only prove the case when m j . i.e., µ k = µ i m is the mth eigenvalue of T 1,j . When m > j, µ k is the (m − j)th eigenvalue of T j +1,n . In this case we can consider the matrixT = P T n T P n with P n = [e n , . . . , e 1 ]. The matrixT is still unreduced tridiagonal and is orthogonally similar to T . The (n − j) × (n − j) leading and j × j trailing principal submatrices ofT are P T n−j T j +1,n P n−j and P T j T 1,j P j , which are orthogonally similar to T j +1,n and T 1,j , respectively. So the bounds can be derived in the same way as in the first case, which will be shown below. We first derive the upper bound. Note when m j , l = m and r = k − l. By the increasing order of the eigenvalues we have
We consider two cases:
where S 1,1 is formed by the leading l columns of S 1 and S 2,1 is formed by the leading r columns of S 2 . Clearly dim
Then by the minmax theorem (Courant-Fischer Theorem) [3, 6, 12] 
(T x, x).
Because S 1,1 and S 2,1 are both orthonormal, any unit norm vector x ∈ 0 V k can be expressed as
where y ∈ R k and y 2 = 1. Because
we have
where by (4),
where ρ * is the largest eigenvalues of G. We now show that ρ * is just the largest root of f 1 (λ). It is easily verified that when λ /
which is just one given in the theorem. By (6) it is easily verified that
and
Clearly ρ is just the maximum eigenvalue of G. So ρ = ρ * . We now can derive the upper bound. Since
by multiplying (ρ * − µ k ) on both sides, we have
Because λ k ρ * , we have
Obviously, because
U k is always positive. When r = 0, we have l = k and obviously i p = p for p = 1, . . . , l. So µ k is just the kth eigenvalue of T 1,j . By the Interlacing Theorem [3, 12, 13] we have λ k − µ k 0. In this case we regard the term U k with "
In order to obtain the lower bound, when j + r + 1 n we use the maxmin theorem
where S 1,2 is formed by the last j − l + 1 columns of S 1 and S 2,2 is formed by the last n − j − r columns of S 2 . The rest of the proof is similar to that for the upper bound.
In the following we will use the result in Theorem 1 to derive some simpler perturbation bounds. We will only consider the case that µ k ∈ σ (T 1,j ). When µ k ∈ σ (T j +1,n ) similar bounds can be derived.
Moreover, when r = 0 the right hand side can be replaced by " 0", and when j + r + 1 > n the left hand side can be replaced by " 0".
Then (8) follows by applying these inequalities to (5). When r = 0 or j + r + 1 > n, the result is directly from (5).
Remark 1.
The bounds in (8) are similar to that in (1). But (8) has some slight improvement: 
Proof. Obviously
By (7) we have
Since 0 g 1 < 1 and ρ * > µ k > µ i j +r ,
By using the fact that λ k < ρ * we have (9) . The second part can be proved in the same way.
Remark 2.
The bounds (9) and (10) are similar to (3). The main feature of this type of bounds is that s 2 j,l appears in the bounds, which makes the bounds sharp when s 2 j,l is small. But (9) and (10) have some advantage over (3): the quantity σ l =
in the upper bound and by
in the lower bound. These quantities are easier to evaluate. Another improvement is that (9) and (10) hold for every λ k , while in (3) it is not clear if this is true . The disadvantage is that both (9) and (10) are with some constraints.
If all s 1,q (q = j + 1, . . . , n) are also known, we are able to estimate ρ * and ρ * * . The result is given in the following lemma. 
where the equalities hold only when l = r = 1; and
where the equalities hold only when l = j and j + r + 1 = n.
Proof. It is obvious that µ k < ω * η * and µ k > ω * * η * * . For λ ∈ (µ k , +∞), we have
where the equalities hold only when l = r = 1. So for f 1 (λ) defined in Theorem 1 we have
for all λ ∈ (µ k , +∞). It is easily verified that ω * and η * are the only root of h 1 (λ) and h 2 (λ), respectively, in (µ k , +∞). Recall that ρ * is the largest root of f 1 (λ) and is the unique one in (µ k , +∞).
which hold true if and only if l = r = 1. The second part can be proved in the same way.
We now can derive the following perturbation bounds.
Corollary 2. Suppose that
Proof. From Theorem 1 we have
Replacing ρ * − µ i j +r , µ i j +r+1 − ρ * * by ω * − µ i j +r , µ i j +r+1 − ω * * in above inequalities we obtain the bounds.
When µ k ∈ σ (T 1,j ) is also an eigenvalue of T j +1,n , because of the eigenvalue ordering and the fact that the eigenvalues of T j +1,n are distinct, either µ k = µ i j +r or µ k = µ i j +r+1 . In the first case i j +r = k − 1 and µ i j +r+1 − µ k > 0. In the second case i j +r+1 = k + 1 and µ k − µ i j +r > 0. The following bounds are established to deal with this situation.
Case 2:
Proof. When µ k = µ i j +r = µ k−1 the lower bound is the same as in Theorem 1. So we only need to derive the upper bound. In this case the upper bound U k in Theorem 1 can be rewritten as
By Lemma 1,
and we have (11).
Similarly we can derive the lower bound in (12) .
We immediately have the following simplified bounds.
Proof. It is simply from Theorem 3 and Lemma 1.
Examples
The first example is designed to compare our bounds and the exact perturbations in the eigenvalues. All computations are got by Matlab 6.5. 
We set β 10 to zero, i.e.,T = diag(T 1,10 , T 11, 20 ) where 
. . , i 9 = 9, i 10 = 11.
Hence k = l and r = 0 for k = 1, 2, . . . , 9. That means
In order to get the lower bounds we computed s 10,l , for l = 1, 2, . . . , 10, which are: We used (9) , (10) of Theorem 2 to estimate the bounds. The bounds and the exact value of λ k − µ k (k = 1, 2, . . . , 9, 11) are shown in Table 1 . This example shows that our bound (9), (10) gives very accurate estimations. Note in this example although β 10 = 1, the small eigenvalues of T 1,10 are already very close to that of T . The perturbation bounds like (1) obviously can not show this fact.
According to (1)
There is a big difference between this and our result. Even for the worst case, according to (1)
are also worse than our results. In the second example we will use our bounds to estimate the error of the eigenvalues computed by running only a few steps of the multi-shift QR iteration [7] . All computations are got by Matlab 6.5 too. We took T as the initial matrix and ran the multi-shift QR iteration 3 times. Each time we took the trailing 5 × 5 principal submatrix of the current matrix, computed its eigenvalues and take them as the shifts. After 3 iterations,we get T (3) . Its elements are: α i = 2, i = 1, 2, . . . , 9, 10, and We used the bounds in (8) , and (9) and (10), respectively, to estimate the errors λ k − µ k for µ k ∈ σ (T (3) 1,6 ). The results are shown in Table 2 . Clearly, (9) and (10) give sharper bounds than (8) . We also see from the last two columns in Table 2 that with three iterations the extreme eigenvalues are well approximated already. But apparently we can not see this by using (8) .
