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Zusammenfassung
Die Verbindung maschinellen Lernenverfahren mit relationalen Datenbanken
ist f

ur verschiedene Bereiche wie knowledge discovery in databases, dedukti-
ven Datenbanken und maschinellen Lernen selbst von steigendem Interesse.
Diese Arbeit beschreibt die Anwendung des logikorientierten Lernverfahrens
RDT auf relationale Datenbanken. Nach einer Einf

uhrung in den Aufbau re-
lationaler Datenbanken und der Beschreibung des Verfahrens RDT wird die
Frage der Repr

asentation von Datenbank f

ur das logikbasierte Lernen dis-
kutiert. Weiterhin wird gezeigt, wie bestimmte Datenbankeigenschaften f

ur
die Einschr

ankung des Hypothesenraums ausgenutzt werden k

onnen. Ab-
schlieend wird RDT, angewand auf relationale Datenbanken (RDT/DB),
in experimentellen Tests

uber dem im maschinellen Lernen bekannten Sach-
bereich KRK und einer Anwendung aus dem Bereich der Roboternavigation
getestet.
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Kapitel 1
Zielsetzung der Arbeit
In dem ersten Abschnitt dieses Kapitels wird die Motivation zu der folgen-
den Arbeit gegeben. Der Abschnitt 1.2 beschreibt dann das Szenario, in das
diese Arbeit einzuordnen ist. Im folgenden Abschnitt wird dann die Aufga-
benstellung der Arbeit konkretisiert. Der letzten Abschnitt dieses Kapitels
gibt einen

Uberblick

uber den weiteren Aufbau der vorliegenden Arbeit.
1.1 Induktives Lernen und relationale Datenban-
ken
1.1.1 Maschinelles Lernen als knowledge discovery in databases
Im Rahmen des knowledge discovery in databases (KDD) erh

alt das maschi-
nelle Lernen (ML) eine immer gr

oere Bedeutung. KDD ist das Entdecken
von potentiell n

utzlichen Informationen aus Daten. Aus der Denition f

ur
KDD von Frawley, Piatetsky{Shapiro und Matheus wird die

Ahnlichkeit der
beiden Gebiete deutlich
[
Frawley et al., 1991
]
.
Denition 1 (knowledge discovery in databases)
Gegeben seien eine Sprache L, eine Menge von Fakten F  L, und ein Kri-
terium C. KDD ist das Problem, eine Aussage S 2 L zu nden, so da
S eine Faktenmenge F
S
 F beschreibt, S 6= F
S
, und S dem Kriterium C
gen

ugt.
Auch im maschinellem Lernen geht man von einer Sprache L
H
zur Beschrei-
bung der Hypothese und einer Menge von Beispielen (Fakten) aus. Das
Ergebnis eines maschinellen Lernvorganges ist eine Hypothese, die den Kri-
terien des Benutzers gen

ugt. Diese Hypothese entspricht der Aussage S
aus der Denition des KDD's. In diesem Sinne bezeichnen Matheus, Chan
und Piatetsky{Shapiro KDD als eine Teilmenge des maschinellen Lernens
[
Matheus et al., 1993
]
.
1
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Denition 2 (Lernen aus Beispielen)
Lernen aus Beispielen ist die Suche nach einer Beschreibung eines Begris
C, zu dem man eine endliche Anzahl an Beispielen gegeben hat.
Gegeben sei eine Menge von Beispielen in einer Sprache L
B
, eine Sprache
L
H
zur Beschreibung des zu lernenden Begris (Hypothesensprache) und ein
Kriterium zur Akzeptanz einer Hypothese. Eine Aussage H 2 L
H
, die dem
Akzeptanzkriterium gen

ugt, ist eine Beschreibung des Begris C.
Lernen als Suche zu denieren, wurde erstmals von Mitchell 1982 vorgestellt
[
Mitchell, 1982
]
. In dieser Form des Lernens schliet man vom
"
Einzelfall\
1
auf eine allgemeine Beschreibung. Diese Art des logischen Schlieens be-
zeichnet man als induktiven Schlu. Aus diesem Grund spricht man hier
vom induktiven Lernen.
Aufgrund der

Ahnlichkeit der zwei Forschungsbereiche entstand die Idee,
Verfahren des induktiven Lernens im Rahmen des KDD einzusetzen. Bisher
wurden schon einige induktive Lernverfahren im Rahmen des KDD einge-
setzt. Holsheimer und Siebes
[
Holsheimer und Siebes, 1993
]
beschreiben den
Einsatz verschiedener induktiver Verfahren im KDD, z.B. von ID3
[
Quinlan,
1986
]
, AQ15
[
Michalski et al., 1986
]
und CN2
[
Clark und Niblett, 1989
]
.
Die Bedeutung von KDD in unserem Zeitalter kann man leicht an der Tat-
sache erkennen, da sich das Datenaufkommen in der Welt alle 20 Monate
verdoppelt
[
Frawley et al., 1991
]
. Dieses Potential an Informationen kann
von Menschen alleine nicht mehr gesichtet und bewertet werden, so da eine
maschinelle Unterst

utzung dringend erforderlich ist. So existieren zum Bei-
spiel bei der amerikanischen Raumfahrtbeh

orde NASA Datenbank voll mit
Mewerten von Raumsonden, von denen bis heute nicht klar ist, wann sie
einmal ausgewertet werden k

onnen.
1.1.2 Induktives Lernen in deduktiven Datenbanken
Eine weitere Motivation, ein Verfahren des induktiven Lernens auf rela-
tionale Datenbanken anzuwenden, ist die M

oglichkeit, diese Verfahren als
induktive Komponente in deduktiven Datenbanken einzusetzen. Deduk-
tive Datenbanken bestehen aus expliziten Daten und impliziten Daten in
Form von Regeln. Eine solche induktive Komponente k

onnte beim Aufbau
und der Pege einer deduktiven Datenbank durch das Entdecken von bisher
nicht bekannten Abh

angigkeiten hilfreich sein. So beschreiben Dzeroski und
Lavrac den Einsatz von LINUS
[
Lavrac und Dzeroski, 1992
]
zum Entdecken
von virtuellen Relationen in deduktiven Datenbanken
[
Dzeroski und Lavrac,
1993
]
.
Bei den bisher in den Abschnitten 1.1.1 und 1.1.2 genannten Verfahren han-
delt es sich ausschlielich um Attributwerte{orientierte{Verfahren. Hier ist
es nun von Interesse, ein Verfahren des logikbasierten Lernens wie RDT,
das als Hypothesensprache eingeschr

ankte Pr

adikatenlogik 1. Stufe hat, in
1
In Anf

uhrungszeichen, da es meist doch eine Menge von Beispielen handelt.
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Zusammenhang mit relationalen Datenbanken einzusetzen.
1.1.3 Kopplung des Modellierungssystems MOBAL
Ein weiterer Motivationspunkt ist, Erfahrungen mit einem anderen Speicher-
konzept f

ur das Modellierungssystem MOBAL
[
Morik et al., 1993
]
zu sam-
meln. In einem ersten Schritt sollte eine der vielen Systemkomponenten von
MOBAL Anwendung auf relationale Datenbanken nden. Aufgrund der in
den Abschnitten 1.1.1 und 1.1.2 schon beschriebenen Einsatzm

oglichkeiten
von Lernverfahren in relationalen Datenbanken wurde die Lernkomponente
RDT von MOBAL ausgew

ahlt.
Das Modellierungssystem MOBAL ist nach dem sloppy modeling Prinzip
[
Morik, 1989
]
aufgebaut. Aufgabe des Systems ist, den manuellen Proze
der Wissensakquisition, der von unvollkommenem und

anderbarem Wissen
gekennzeichnet ist, durch Kontrolle der Wissensbasis auf Inkonsistenz zu un-
terst

utzen und so dem Benutzer eine Pr

ufung der Wissensbasis zu erm

ogli-
chen. Weiterhin werden in MOBAL durch die verschiedenen eingebundenen
Lernverfahren dem Anwender nicht bekannte Zusammenh

ange aufgezeigt.
1.2 Szenario
Das Szenario setzt sich aus einem Anwender, einer relationalen Datenbank
und dem System MOBAL zusammen. Ziel ist, Begrisdenitionen f

ur Rela-
tionen oder einzelne Attribute von Relationen aus der Datenbank zu lernen.
In der Abbildung 1.1 ist das Szenario graphisch dargestellt.
RDT angewandt auf relationale Datenbanken nutzt drei verschiedene Infor-
mationsquellen:
1. den Benutzer,
2. die relationale Datenbank und
3. das Sachbereichswissen aus der MOBAL{Wissensbasis
Der Benutzer

ubt in dem angestrebten System eine kontrollierende Funktion
aus. Er bestimmt die Parameter f

ur die einzelnen Lernl

aufe und entscheidet,
ob gelernte Zusammenh

ange in das Sachbereichswissen

ubernommen werden
sollen.
Die relationale Datenbank dient in diesem System als Faktenbasis zum Ler-
nen. Weitere Informationen stehen dem Lernverfahren durch das Sachbe-
reichswissen aus der MOBAL{Wissensbasis zur Verf

ugung.
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Entdecktes Wissen
DB
Sachbereichswissen
Mensch
Regeln
Suche
Auswertung
Entdeckungsmethode RDT
MOBAL
Anwendung
Abbildung 1.1: Einsatz{Szenario
1.3 Aufgabenbeschreibung
1.3.1 Lernen mit RDT

uber Datenbanken
In dieser Arbeit soll das Lernverfahren RDT (rule discovery tool)
[
Kietz
und Wrobel, 1992
]
auf relationale Datenbanken angewendet und in das be-
stehende Wissensakquisitionssystem MOBAL als externes Tool integriert
werden (RDT/DB). Ziel ist es, den Inhalt des Datenbanksystems als Bei-
spielmenge f

ur das logikbasierte Lernverfahren zug

anglich zu machen.
Hierbei ist f

ur das Sachbereichswissen zu pr

ufen, welche Arten von Informa-
tionen, die das System MOBAL zur Verf

ugung stellt, f

ur das Lernen

uber
relationale Datenbanken genutzt werden k

onnen.
KAPITEL 1. ZIELSETZUNG DER ARBEIT 5
1.3.2 MOBAL und Datenbanken
Weiterhin soll die Frage, ob die Anbindung einer Komponente von Mobal
(RDT) an eine Datenbank sinnvoll ist, beantwortet werden, oder ob der
Aufwand durch die Kommunikation

uber ein Netz und der Verwaltung der
Daten in einem Datenbank{Managementsystem zu gro ist. Durch eine sol-
che Anbindung soll versucht werden, Erkenntnisse f

ur eine sp

atere Nutzung
einer relationalen Datenbank als Wissensbasis zu erzielen.
1.4

Ubersicht
In den folgenden Kapitel wird eine Einf

uhrung in die Thematik der rela-
tionalen Datenbanken gegeben und zwei Beispieldatenbanken vorgestellt,
an denen in den folgenden Kapiteln verschiedene Sachverhalte veranschau-
licht werden. Im Kapitel 3 wird dann das Lernverfahren RDT und die
Verbindung zur induktiven logischen Programmierung beschrieben. Nach
den theoretischen Grundlagen werden in Kapitel 4 verschiedene Repr

asen-
tationsm

oglichkeiten vorgestellt, relationale Datenbanken in eine f

ur RDT
geeignete Pr

adikatendarstellung zu

uberf

uhren. Das Kapitel 5, RDT/DB,
enthalt die Diskussion, welche Teile der MOBAL{Wissensbasis zum Lernen
mit RDT/DB ausgenutzt werden k

onnen und welche datenbankspezischen
Eigenschaften von RDT/DB zur Hypothesenraumeinschr

ankung ausgenutzt
werden. Zum Abschlu des Kapitels 5 wird noch eine Idee vorgestellt, die das
Laufzeitverhalten von RDT/DB wesentlich verbessert. Im anschlieenden
Kapitel 6 werden technische Details von RDT/DB vorgestellt, sowie Hin-
weise zur Nutzung von RDT/DB gegeben. In Kapitel 7 werden die Tests,
die mit RDT/DB durchgef

uhrt wurden, vorgestellt und analysiert. Hierzu
werden die in Kapitel 2 vorgestellten Sachbereiche benutzt. Im abschlies-
senden Kapitel 8, Zusammenfassung und Ausblick, werden die Ziele dieser
Arbeit den L

osungen gegen

ubergestellt und ein Ausblick zu dem bearbeite-
ten Themengebiet gegeben.
Kapitel 2
Relationale Datenbanken
Dieses Kapitel gibt eine Einf

uhrung in die Thematik der relationalen Da-
tenbanken. Der erste Abschnitt beschreibt die Architektur eines solchen
Datenbanksystems und der Abschnitt 2.2 das logische Modell der relationa-
len Datenbanken. Im Abschnitt 2.3 wird eine Charakterisierung der Daten-
banksprache SQL gegeben, die auch zur Realisierung der vorliegenden Arbeit
verwendet wurde. Abschlieend wird der Leser mit zwei Beispieldatenban-
ken vertraut gemacht, an denen im weiteren Verlauf bestimmte Sachverhalte
veranschaulicht werden und die der sp

ateren Evaluierung dienen werden.
2.1 Architektur eines Datenbanksystems
Ein Datenbanksystem besteht aus zwei Komponenten, einer Datenbank und
einem Datenbank{Managementsystem (DBMS).
Denition 3 (Datenbank)
Eine Ansammlung von Daten, die allen Anwendern eines Bereiches als
gemeinsame Basis aktueller Informationen dient und entsprechend ihrer
nat

urlichen Zusammenh

ange strukturiert ist, bezeichnet man als Datenbank
(DB)
[
Schlageter und Stucky, 1983, S.4
]
.
Durch die Integration der Daten, die bisher meist nur einzelnen Anwender-
gruppen zug

anglich waren, ist es notwendig, anwenderspezische Sichten auf
Teile der Datenbank zu erm

oglichen. Jede Anwendergruppe soll nur Zugri
auf die Daten haben, die sie ben

otigt oder nutzen darf.
Hierzu wurde 1975 von derANSI/X3/SPARC Study Group on Database Ma-
nagement Systems das 3{Ebenen{Strukturschema als Architektur f

ur DBMS
in relationalen Datenbanken vorgeschlagen, das auch in ORACLE 7 Anwen-
dung ndet (siehe Abbildung 2.1).
Die Ebenen der Architektur sind :
Externe Ebene: In der externen Ebene werden die einzelnen Sichtweisen
der Anwendergruppen beschrieben.
6
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D
B
M
S
Anwender-
gruppe A
Anwender-
gruppe B
Anwender-
gruppe C
Datenbankkonzepte
Ebenen
Speicherkonzepte
Datenbankspeicher
intern
logisch
extern
Abbildung 2.1: ANSI/SPARC 3{Ebenen Strukturschema
Logische Ebene: Die logische oder konzeptionelle Ebene beschreibt das
Datenmodell, in dem die Objekte einheitlich und eindeutig beschrieben
sind.
Interne Ebene: Auf der internen Ebene ist die physikalische Speicher-
struktur aller Objekte konzipiert.
Auf die externe und interne Ebene wird hier nicht n

aher eingangen. Von
wesentlicherer Bedeutung ist die logische Ebene, hier stehen die Informatio-
nen, die sp

ater f

ur die Anwendung von RDT auf die Datenbank ben

otigt
werden.
Die logische Ebene in ORACLE 7 wird durch das data dictionary beschrie-
ben. Das data dictionary ist wie alle Datenbankinformationen in dem rela-
tionalen Modell dargestellt. Auf die im data dictionary enthaltenen Infor-
mationen hat der Benutzer im allgemeinen nur Leserechte. Diese Tabellen
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heien in ORACLE 7 auch Systemtabellen. Sie bestehen aus Basistabellen
und dem Benutzer verf

ugbaren Views
1
[
Bobrowski, 1993
]
.
Die Basistabellen basieren auf einer Gruppe von Tabellen, in denen Infor-
mationen

uber die zugeordnete Datenbank gespeichert sind. Diese Tabellen
k

onnen nur von ORACLE 7 gelesen und geschrieben werden. Beispiele f

ur
Tabellen in relationalen Datenbanken sind in Abschnitt 2.4 dargestellt.
Die dem Benutzer verf

ugbaren Views, auch System{Views genannt, dienen
der Zusammenfassung und

ubersichtlichen Darstellung der Informationen
aus den Basistabellen. Die System{Views wandeln die Informationen in den
Basistabellen in nutzbare Informationen.
Das data dictionary stellt beispielsweise folgende Informationen zur
Verf

ugung:
 die Namen der Benutzer,
 Zugrisberechtigungen, die jedem Benutzer zugeteilt wurden und
 Informationen

uber Integrit

atsbedingungen.
2.2 Das Relationenmodell
Das Relationenmodell wurde 1970 erstmals von Edgar F. Codd vorgestellt.
Es ist heute Grundlage der meisten Datenbanksysteme, die kommerziell
erh

altlich sind. Hierzu z

ahlt auch das Datenbanksystem ORACLE 7, das
f

ur diese Arbeit eingesetzt wurde.
Das mathematische Konzept, das dem relationalem Datenbankmodell zu-
grunde liegt, ist die Mengentheorie

uber Relationen, welche eine endliche
Teilmenge des kartesischen Produkts

uber Wertebereiche ist
[
Ullmann, 1988,
S. 43{65
]
.
Jede Relation beschreibt eine Beziehung zwischen verschiedenen Mengen,
die durch einen eindeutigen Namen gekennzeichnet ist. Diese Mengen sind
durch Wertebereiche deniert. So ist zum Beispiel die Menge der ganzen
Zahlen ein Wertebereich oder der Menge der Wochentage, die ein Wertebe-
reich bestehend aus sieben einzelnen, festgelegten Werten ist. Werte d

urfen
nur atomar sein. Die in dem Datenbanksystem ORACLE 7 erlaubten Wer-
tebereiche sind in Tabelle 2.1 aufgelistet.
Denition 4 (Relation)
Das kartesische Produkt der Wertemengen D
1
; : : : ; D
k
ist die Menge von
k{Tupeln (v
1
; : : : ; v
k
), f

ur die gilt, 8v
i
: v
i
2 D
i
; 1  i  k.Eine Teilmenge
dieses Produkts ist eine Relation. Ein Element einer Relation heit Tupel.
1
Views sind virtuelle Ausschnitte aus einer oder mehren Tabellen, die wiederum auch
Views sein k

onnen.
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Datentyp Beschreibung Bemerkung
CHAR(L) Zeichenkette der festen L

ange
L
VARCHAR2(L) Zeichenkette mit max. L

ange
L
NUMBER(P ,S) Numerische Daten variabler
L

ange. Max. Stelligkeit P
und S Nachkommastellen.
S ist Optional
DATE Datumsangaben fester L

ange
LONG Zeichenketten variabler L

ange LONG{Daten sind
Textdaten, die bei
Portierungen konver-
tiert werden m

ussen.
RAW(L) Bin

are Daten mit max. L

ange
L
Die Daten werden
nicht von ORACLE
7 interpretiert.
LONG RAW Bin

are Daten variabler L

ange Dient zum speichern
von Graken,Ton, ...
ROWID Bin

are Daten, die Zeilen-
adressen darstellen
Interner Datentyp
MLSLABEL Bin

are Daten variabler L

ange,
die Labels des Betriebssy-
stems darstellen.
Interner Datentyp
Tabelle 2.1: ORACLE 7 Datentypen
Eine anschauliche Darstellung ist die Sichtweise, Relationen als Tabellen zu
betrachten, bei der jede Zeile ein Tupel und jede Spalte eine entsprechende
Komponente der Relation ist. Die Spalten der Tabelle haben Namen, die
eindeutig bzgl. der Relation sind, und heien Attribute. Diese Terminologie
wird von nun an verwendet, wenn von Relationen in einer Datenbank ge-
sprochen wird. An dieser Stelle sei erw

ahnt, da die Ausdr

ucke Relation und
Tabelle im eigentlichen Sinne nicht synonym sind. Der Begri der Relation
kommt aus der Mathematik, und im Relationenmodell ist es eine spezielle
Menge.
Da Relationen als Mengen deniert sind, kann in einer Relation auch kein
Tupel mehrfach auftreten. Jedes Tupel der Relation ist eindeutig zu un-
terscheiden. Ein Tupel kann durch die gesamte Wertekombination der At-
tribute oder durch eine geeignete Teilmenge beschrieben werden, diese Be-
ziehungen bezeichnet man als funktionale Abh

angigkeiten (vgl. Denition
5). Eine solche Kombination von Attributen nennt man Relationenschl

ussel
oder Schl

usselkandidat (vgl.
[
Date, 1990, S. 276
]
,
[
Finkenzeller et al., 1989
]
).
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Denition 5 (Funktional Abh

angig)
Sei R(A
1
; : : : ; A
n
) eine Relation und es gelte X; Y  fA
1
; : : : ; A
n
g.
Y ist funktional abh

angig von X (X ! Y ), wenn jedem X ein Y eindeutig
zugeordnet werden kann.
Von diesen Schl

usselkandidaten gibt es wiederum ausgezeichnete Elemente,
die Prim

arschl

ussel.
Denition 6 (Prim

arschl

ussel)
Sei R eine Relation mit den Attributen (A
1
; : : : ; A
k
) und (A
j
; : : : ; A
l
) eine
minimale Attributkombination. (A
j
; : : : ; A
l
) ist Prim

arschl

ussel von R,
wenn gilt: (A
j
; : : : ; A
l
)! (A
1
; : : : ; A
k
).
Denition 7 (Fremdschl

ussel)
Sei (A
i
; : : : ; A
s
) eine Attributkombination einer Relation R2, die gleichzei-
tig Prim

arschl

ussel einer Relation R1 ist. (A
i
; : : : ; A
s
) heit dann Fremd-
schl

ussel der Relation R2.
Weiterhin geh

oren zu einem relationalen Modell noch eine Reihe von Inte-
grit

atsbedingungen:
Entit

ats{Integrit

at: Jede Relation besitzt einen Prim

arschl

ussel.
Referentielle Integrit

at:
Jeder Fremdschl

ussel verweist auf einen Prim

arschl

ussel einer ande-
ren Relation.
Benutzerdenierte{Integrit

at: Der Benutzer kann einzelne Werteberei-
che denieren.
Diese theoretisch vorgeschriebenen Integrit

atsvorschriften werden bisher von
fast keinem Datenbank{Managementsystem (DBMS) in vollem Umfang rea-
lisiert
[
Finkenzeller et al., 1989, S.46
]
.
Auch die aktuelle Version des Datenbanksystems ORACLE 7 erf

ullt diese In-
tegrit

atsvorschriften nicht vollst

andig. Beispielsweise

uberpr

uft das DBMS
von ORACLE 7 nicht die Denition eines Prim

arschl

ussels bei der Erstel-
lung einer Tabelle, d.h. es k

onnen Tabellen ohne Prim

arschl

ussel erstellt
werden.
Aus diesem Grunde hat Codd 1983 die Anforderungen an ein minimales re-
lationales Datenbanksystem aufgestellt, welches die folgenden Eigenschaften
erf

ullt mu
[
Lockemann und Schmidt, 1987
]
:
1. Alle Informationen sind durch Werte repr

asentiert, die in Form von
Tabellen dargestellt werden k

onnen.
2. Der Benutzer kennt keine Verweisstrukturen zwischen den einzelnen
Tabellen.
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3. Es sind wenigstens die Operatoren zur Selektion, Projektion und Ver-
bindung von Tabelleneintr

agen deniert.
Ein vollst

andiges relationales Datenbanksystem mu nach Codd noch die
schon beschriebenen Integrit

atsbedingungen automatisch kontrollieren und
weitere Operatoren zur Daten

anderung bereitstellen.
2.3 Die Datenbanksprache SQL
SQL ist die von ORACLE 7 verwendete Datenbanksprache. Dieser Ab-
schnitt soll und kann keine Einf

uhrung in die Datenbanksprache SQL geben.
Hier soll dem Leser, der nicht mit SQL vertraut ist, eine Charakterisierung
der Datenbanksprache gegeben werden.
SQL (Standard Query Language) wurde 1986 erstmal von dem ANSI
2
als
ein Standard f

ur relationale Datenbanksprachen deniert und 1987 von der
ISO
3

ubernommen
[
Date, 1990, S. 28
]
.
Dieser Standard wurde 1989 in der ISO 9075:1989 erweitert, trotzdem fehl-
ten noch wichtige Eigenschaften, wie sie von Codd f

ur ein relationales Sy-
stem gefordert wurden. Eine wesentlich erweiterte Fassung der ISO 9075
wurde 1992 festgelegt
[
Weber, 1993
]
. Das in ORACLE 7 implementierte
SQL erf

ullt diesen Standard.
Allgemein unterscheidet man bei relationalen Datenbanksprachen zwischen:
Pr

adikatenkalk

ulsprachen beschreiben eine Ergebnisrelation durch Ei-
genschaften (Pr

adikate), die die Elemente der Ergebnisrelation erf

ullen
mu.
Algebraische Sprachen beschreiben eine Ergebnisrelation als Resultat
von Mengenoperationen auf den Relationen der Datenbank.
SQL ist eine tupelorientierte Pr

adikatenkalk

ulsprache, die aber auch alge-
braische Elemente enth

alt
[
Lockemann und Schmidt, 1987, S. 605{606
]
. SQL
ist somit nichtprozedural und mengenorientiert.
SQL l

at sich in drei Sprachteile aufteilen:
1. Eine Sprache f

ur die Denition von Objekten (Data Denition
Language (DDL))
2. Eine Sprache zur Manipulation der Objekte (Data Manipulation
Language (DML))
3. Eine Sprache zur Kontrolle der Privilegien (Data Control Language
(DCL))
2
American National Standard Institute, Dokument X3.135-1986
3
International Organization for Standardization, Dokument ISO/TC97/SC21/WG3
N117
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2.4 Beispiele relationaler Datenbanken
An dieser Stelle werden zwei Beispiele relationaler Datenbanken vorstellen.
Diese zwei Beispiele sollen im weiteren Verlauf der Arbeit zur Veranschauli-
chung verschiedener Sachverhalte dienen und sp

ater auch die Szenarien f

ur
die Tests mit RDT/DB sein. Als erstes wird in Abschnitt 2.4.1 der aus dem
maschinellem Lernen bekannte KRK{Sachbereich vorgestellt. Dieser Sach-
bereich wurde aufgrund seiner

Uberschaubarkeit und relativen Einfachheit
ausgew

ahlt. Weiterhin ist dieser Sachbereich ein oft verwendetes Testszena-
rio im maschinellen Lernen, so da man Vergleiche mit anderen Verfahren
anstellen kann. So wurde der KRK{Sachbereich zu Vergleichtests der Lern-
verfahren LINUS und FOIL
[
Lavrac und Dzeroski, 1992
]
und RDT und
FOIL
[
Lindner und Robers, 1994
]
verwendet.
Aus der Sicht des knowledge discovery in databases ist diese Anwen-
dung allerdings nicht akzeptabel, denn hier wird besonderer Wert auf die
"
reale\Anwendung gelegt. Um diesem Punkt gerecht zu werden wurde ein
zweites Beispiel aus dem Bereich der Roboternavigation (siehe Abschnitt
2.4.2) ausgew

ahlt.
2.4.1 KRK{Sachbereich
Die KRK{Schachendspielsituation wurde als Beispiel f

ur das maschinelle
Lernen zuerst von Quinlan beschrieben
[
Quinlan, 1983
]
. KRK steht f

ur
king{rook versus king, d.h. es spielen der weie K

onig und der weie Turm
gegen den schwarzen K

onig. Das Lernproblem besteht darin, die illegalen
Stellungen der drei Figuren auf dem Schachbrett von den legalen abzugren-
zen, d.h. der Begri illegal soll gelernt werden. Es existieren insgesamt
64
3
(=262 144) m

ogliche Stellungen, von denen (unter der Annahme, da
Wei am Zug ist) ca. 33% als illegal zu klassizieren sind.
Man kann drei Arten illegaler Stellungen unterscheiden:
1. Ein Feld ist mit mehr als einer Figur belegt.
2. Die beiden K

onige sind unmittelbar benachbart.
3. Der schwarze K

onig steht im Schach, d.h. er steht entweder auf dersel-
ben Spalte oder derselben Zeile wie der weie Turm, wobei der weie
K

onig nicht zwischen den beiden steht.
KRK in einer relationalen Datenbank
Der KRK{Sachbereich ist in der Datenbank durch die Relation illegal (siehe
Tabelle 2.2) mit ca. 3500 Eintr

agen repr

asentiert. Das Schachbrett ist
hierf

ur in ein numerisches Koordinatensystem eingeteilt. Das Attribut ID
ist ein k

unstlicher Prim

arschl

ussel, der zur eindeutigen Identizierung der
einzelnen Beispiele eingef

ugt wurde.
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white white white white black black
king x king y rook x rook y king x king y ID
4 5 2 2 2 4 452224
... ... ... ... ... ... ...
Tabelle 2.2: illegal mit ID
x y
1 1
1 2
... ...
Tabelle 2.3: adjacent
Weiterhin ist in der Datenbank als Hintergrundwissen die Relation adjacent
(siehe Tabelle 2.3) enthalten. Die Relation adjacent beschreibt, da zwei
Felder benachbart sind, und ist in der Datenbank vollinstanziiert.
2.4.2 Sachbereich der Roboternavigation
Das Beispiel zur Roboternavigation ist aus dem aktuellen Forschungsprojekt
B-Learn II
4

ubernommen. In dem Szenario geht es um die Bewegung eines
Roboters in einem einfachen Raum (siehe Bild 2.2), in dem er sich durch die
Messungen seiner 24 Distanzultraschallsensoren orientieren soll. Hierzu wer-
den die Messungen auf verschiedenen Ebenen zu Denitionen von Begrien
abstrahiert. Eine genaue Beschreibung der verschiedenen Abstraktionsebe-
nen geben Katharina Morik und Anke Rieger in
[
Morik und Rieger, 1993
]
.
Von den 24 Sensoren des Roboters (siehe Abbildung 2.3) sind jeweils drei
auf jeder Seite und jeder Ecke beangebracht.
Jede Messung liefert f

ur jeden Sensor die Distanz zu dem ihm am n

achst
gelegensten Objekt. F

ur den Gesamtzeitraum werden die Messungen der
einzelnen Sensoren in Intervalle unterteilt, in denen sich die Mewerte li-
near

andern. Diese Intervalle werden basic features genannt. Das Faktum
decreasing(t24,Or,s5,14,15,-22) beschreibt z.B., da im Pfad mit der
Kennzeichnung t24 der Sensor s5 mit der Orientierung Or von dem Zeit-
punkt 14 bis zum Zeitpunkt 15 die Distanz zu dem n

achsten Objekt linear
mit der Steigung -22 kleiner geworden ist. F

ur den Trace 24 und den in
Fahrtrichtung auf der linken Seite bendlichen Sensor 5 erh

alt man folgende
Sequenz von basic features (siehe
[
Klingspor, 1994
]
).
 no_measurement(t24,Or,s5,1,14,_)
 decreasing (t24,Or,s5,14,15,-22)
4
Das Projekt B-Learn II (P7274) wird von der EG und dem Forschungsministerium
von NRW nanziert.
KAPITEL 2. RELATIONALE DATENBANKEN 14
Trace 24
Abbildung 2.2: Roboterbewegung in einem Raum
trace s orientation sensor start time end time grad
t24 33 s5 14 15 -22
t24 33 s5 22 26 -30
t9 321 s20 3 5 -33
t9 336 s21 1 4 -36
... ... ... ... ... ...
Tabelle 2.4: basic feature decreasing
 incr_peak (t24,Or,s5,15,16,47)
 decreasing (t24,Or,s5,16,18,-30)
 no_measurement(t24,Or,s5,18,22,_)
 decreasing (t24,Or,s5,22,26,-30)
Die basic features haben als Argumente die Tracenummer
5
, die Orientie-
rung des Sensors, die Sensorbezeichnung, Start- und Endzeit der Messung
und den Gradienten (siehe auch Tabelle 2.4). Jedes basic feature ist als Re-
lation in der Datenbank repr

asentiert, insgesamt gibt es 9 verschiedene basic
features. Neben den basic features gibt es noch sensor features, die eine von
einem Sensor gemessene Kantenkonstellation des Raums beschreiben.
Sp

ateres Lernziel wird es sein, Abfolgen von basic features zu lernen, die ein
sensor feature beschreiben. D.h. ein sensor feature beschreibt das Verhalten
5
Schl

usselattribute sind unterstrichen.
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Abbildung 2.3: Der Roboter PRIAMOS.
eines Sensors vom Zeitpunkt t1 bis tn. Insgesamt gibt es folgende vier sensor
features.
1. s jump
2. s line
3. s convex
4. s concave
In den Abbildungen 2.4 { 2.7 sind Beispiele f

ur die einzelnen Kantenkon-
stellationen, die die verschiedenen sensor features beschreiben, dargestellt.
Die Tabelle 2.5 zeigt wie die sensor features, hier am Beispiel s jump, in der
Datenbank repr

asentiert sind. Die Argumente der sensor features sind die
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trace sensor start time end time m orientation
t24 s23 1 21 diagonal
t24 s3 11 17 diagonal
t9 s16 11 26 parallel
t9 s20 4 26 parallel
... ... ... ... ...
Tabelle 2.5: sensor feature s jump
Tracenummer, die Sensorbezeichnung, die Start- und Endzeit der Abfolge
und die Bewegungsrichtung in Bezug zu der Kantenkonstellation.
Abbildung 2.4: sensor feature:
s jump
Abbildung 2.5: sensor feature: s line
Abbildung 2.6: sensor feature:
s convex
Legende
gemessene Kante
 :
Abbildung 2.7: sensor feature:
s concave
Kapitel 3
Das Lernverfahren RDT
Bevor auf die Besonderheiten beim Lernen mit RDT

uber relationale Daten-
banken eingangen wird, soll in diesem Abschnitt das Verfahren RDT aus der
Sicht des maschinellen Lernens charakterisiert und beschrieben werden. Im
Abschnitt 3.1 wird eine Einf

uhrung in die induktive logische Programmie-
rung gegeben, damit in dem folgenden Abschnitt gezeigt werden kann, da
RDT ein Verfahren der induktiven logischen Programmierung ist. Im Ab-
schnitt 3.3, Hypothesenraumeinschr

ankungen, werden dann die Ideen von
RDT beschrieben. Abschlieend wird der Algorithmus von RDT beschrie-
ben und RDT nach den Punkten aus Abschnitt 3.1.3 beurteilt.
3.1 Induktive logische Programmierung
Stephen Muggleton beschreibt das Gebiet induktive logische Pro-
grammierung
1
als die Schnittmenge zwischen logischer Programmierung und
maschinellem Lernen
[
Muggleton, 1992, S. 3-21
]
. Die Zielsetzung des induk-
tiven logischen Programmierens kommt aus dem induktiven maschinellen
Lernen. Informell kann ILP wie folgt beschrieben werden: Ziel ist es, mit-
tels Induktion eine Theorie in einer eingeschr

ankten Pr

adikatenlogik 1.Stufe,
ausgehend von Beispielen und Hintergrundwissen, zu lernen.
Die zwei zentralen Punkte im ILP sind die Verwendung von Hintergrund-
wissen und der Tatsache, da das Lernergebnis in einer eingeschr

ankten
Pr

adikatenlogik 1. Stufe vorliegt
[
Lavrac und Dzeroski, 1994, S.13
]
.
Formal wird ILP folgendermaen deniert:
Denition 8 (ILP)
Gegeben seien eine Sprache L
E
, eine Menge positiver und negativer Bei-
spiele, E
+
[ E
 
= E, eine Hypothesensprache L
H
in einer eingeschr

ankten
Pr

adikatenlogik 1.Stufe und Hintergrundwissen B, B 6j= E
+
.
1
In dieser Arbeit steht induktive logische Programmierung immer f

ur den Forschungs-
bereich und die Abk

urzung ILP f

ur die technische Betrachtung des Bereichs.
17
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ILP ist das Problem, eine Hypothese H  L
H
zu nden f

ur die gilt:
1. Konsistenz : B ^ E ^ H 6j=?
2. Vollst

andigkeit: B ^ H j= E
+
3. Korrektheit : B ^H 6j= E
 
3.1.1 Hintergrundwissen
Lernen mit Hintergrundwissen

ahnelt der nat

urlichen Lernsituation. Mit
bereits bekanntem Wissen und aktuellen Beispielen f

ur einen Sachverhalt
versucht man, eine Theorie zu diesem Sachverhalt zu nden. F

ur die einzel-
nen Lernverfahren ist es deshalb von zentraler Bedeutung, in welcher Form
und in welchem Umfang Hintergrundwissen zur Verf

ugung steht. Durch die
Hypothesensprache L
H
, das Hintergrundwissen und die Beispiele wird der
Hypothesenraum beschrieben. Vom Hintergrundwissen ist es abh

angig, wie
leicht ein Begri zu lernen ist. Durch zus

atzliches Hintergrundwissen kann
eine k

urzere und verst

andlichere Beschreibung f

ur den zu lernenden Begri
gefunden werden. Zu umfangreiches Hintergrundwissen kann allerdings auch
hinderlich f

ur den Lernvorgang sein, da zus

atzliche Pr

adikate ber

ucksichtigt
werden m

ussen. Dadurch wird ein gr

oerer Hypothesenraum beschrieben.
In vielen ILP{Systemen wird die Repr

asentation des Hintergrundwissens auf
Grundfakten beschr

ankt
[
Lavrac und Dzeroski, 1994, S.13
]
.
3.1.2 Hypothesensprache L
H
Aus dem Bereich der logischen Programmierung kommt der Repr

asentati-
onsformalismus f

ur das Lernergebnis in der induktiven logischen Program-
mierung. Eine eingeschr

ankte Pr

adikatenlogik als Hypothesensprache zu
verwenden, hat einige Vorteile. Neben der direkten Interpretierbarkeit des
Lernergebnisses durch ein System, ist die Ausdrucksst

arke im Vergleich zu
Standardverfahren des maschinellen Lernens, wie den TDIDT
2
{Verfahren,
ein Argument f

ur die induktive logische Programmierung. ILP { Verfahren
sind in der Lage, Relationen auszudr

ucken. Mit dem Repr

asentationsforma-
lismus konnten auch die Techniken aus dem Bereich der logischen Program-
mierung

ubernommen werden
[
Muggleton und De Raedt, 1993
]
.
3.1.3 ILP{Charakteristiken
Die einzelnen Verfahren des ILP werden

ublicherweise nach den folgenden
Punkten charakterisiert (siehe
[
Muggleton und De Raedt, 1993; Lavrac und
Dzeroski, 1994
]
) :
2
top{down induction of decision tree
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Inkrementell / empirisch
Hier wird nach der Vorgehensweise in der Behandlung der Beispiele
unterschieden. Inkrementelle Verfahren bekommen von dem Benutzer
Schritt f

ur Schritt die Beispiele vorgeben, w

ahrend bei empirischen
Verfahren die Beispielmenge beim Start des Verfahrens vorgegeben ist
und sich nicht mehr

andert. Ein klassisches inkrementelles Verfahren
ist MIS von Shapiro
[
Shapiro, 1981
]
, w

ahrend FOIL
[
Quinlan, 1990
]
ein Beispiel f

ur ein empirisches Verfahren ist.
Single / Multipr

adikatslernen
Singlepr

adikat Lerner k

onnen in einem Lernlauf nur eine einzige Be-
grisdenition lernen, w

ahrend beim Multipr

adikatslernen die Menge
der Zielbegrie nicht beschr

ankt ist.
Deklarativer Bias: Syntaktischer / semantischer Bias
Der deklarative Bias deniert den Aufbau des Hypothesenraums, der
von dem Lerner betrachtet wird. Beim deklarativen Bias unterscheidet
man zwischen syntaktischem und semantischem Bias. Ein syntakti-
scher Bias beschr

ankt den Hypothesenraum in der Form der erlaubten
Hypothesen. Als Gegenst

uck zum syntaktischen Bias bestimmt ein se-
mantischer Bias den Aufbau der Hypothesen aufgrund der gegebenen
Pr

adikate aus den Beispielen und dem Hintergrundwissen
[
Muggleton
und De Raedt, 1993
]
.
3.2 Lernaufgabe in RDT
RDT
[
Kietz und Wrobel, 1992
]
ist Bestandteil des Wissensakquisitionssy-
stems MOBAL
[
Morik et al., 1993
]
und wurde an der Gesellschaft f

ur Ma-
thematik und Datenverarbeitung (GMD) entwickelt.
Die Lernaufgabe von RDT wird wie folgt beschrieben
[
Morik et al., 1993, S.
169 -191
]
:
Gegeben: Hintergrundwissen B und eine Menge positiver und negativer
Beispiele, E
+
[ E
 
= E , f

ur einen zu lernenden Begri C in einer funk-
tionsfreien Klausellogik.
Ziel: Finde eine Hypothese H in funktionsfreier Klausellogik f

ur die gilt:
1. die Hypothese H, das Hintergrundwissen B und die Menge der
Beispiele E sind konsistent.
2. Aus dem Hintergrundwissen B und der Hypothese H folgen die
positiven Beispiele, aber keine negativen.
3. H ist die generellste Hypothese.
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Die Repr

asentationssprache L f

ur RDT in MOBAL ist eine funktionsfreie
Klausellogik
3
, d.h. die Beispielsprache L
E
, die Hypothesensprache L
H
und
die Sprache f

ur das Hintergrundwissen haben denselben Repr

asentationfor-
malismus. F

ur den von RDT verwendeten Repr

asentationsformalismus ist
die logische Inferenz entscheidbar. Beim eigentlichen Lernvorgang ber

uck-
sichtigt RDT allerdings nur Beispiele und Hintergrundwissen in Form von
Grundfakten. Durch die Inferenzmaschine von MOBAL werden alle m

ogli-
chen Grundfakten mit den gegebenen Regeln aus den bekannten Fakten
abgeleitet, innerhalb der vorgegebenen Tiefenbeschr

ankung der Inferenzma-
schine.
RDT erf

ullt also die Anforderungen aus der Denition 8 und ist folglich ein
ILP{Verfahren.
Trotz der Einschr

ankung der Hypothesensprache auf funktionsfreie Klausel-
logik, wird immer noch ein sehr groer Hypothesenraum durch L
H
beschrie-
ben, so da weitere Einschr

ankungen gemacht werden m

ussen.
3.3 Hypothesenraumeinschr

ankung
Mit RDT wird der modellbasierte Ansatz im maschinellen Lernen verfolgt,
d.h. es wird von RDT kein fester Hypothesenraum deniert. Stattdessen
gibt der Benutzer zus

atzliches Wissen

uber die Form der m

oglichen Hypo-
thesen vor. Hier ber

ucksichtigt RDT drei Arten von Modellwissen.
1. Regelmodelle
2. Pr

adikatentopologien
3. Sorten
Diese drei Arten von Modellwissen k

onnen von dem Benutzer explizit vor-
gegeben oder durch bestimmte Tools von MOBAL auf Basis des bekannten
Sachbereichswissens berechnet werden.
3.3.1 Regelmodelle
Bei RDT wird der Hypothesenraum durch die Vorgabe von Schemata in
Form von Regeln 2. Stufe eingeschr

ankt. Diese denieren die syntakti-
sche Form der m

oglichen Regeln. Ein Regelmodell
4
ist also eine Regel,
die anstatt der Sachbereichspr

adikate Pr

adikatvariablen enth

alt. Diese Re-
gelmodelle k

onnen durch den Benutzer vorgegeben werden oder durch die
Systemkomponente Mat (model aquisition tool) berechnet werden.
3
Der genaue Repr

asentationsfromalismus ist in
[
Morik et al., 1993, S. 27 - 69
]
beschrieben
4
In MOBAL werden Regelmodelle Metapr

adikat genannt.
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Beispiel: Um die Regel
tochter(A,B) & tochter(B,C) ! grossmutter(A,C)
mit RDT lernen zu k

onnen, mu das Regelmodell
mx(P1,Q): P1(A,B) & P1(B,C) --> Q(A,C)
von dem Benutzer als weitere Information vorgegeben werden. Dabei be-
deutet mx(P1,Q) das Foldende: Das Regelmodell heit mx und beschreibt
eine Beziehung zwischen den Pr

adikatvariablen P1 und Q.
In der Abbildung 3.1 sind weitere Regelmodelle dargestellt.
m1(P1,Q):P1(X)-->Q(X).
m2(P1,P2,Q):P1(X) & P2(X)-->Q(X).
m3(P1,P2,P3,Q):P1(X) & P2(X) & P3(X)-->Q(X).
m4(P1,P2,P3,P4,Q):P1(X) & P2(X) & P3(X) & P4(X)-->Q(X).
m5(P1,Q):P1(X,Y)-->Q(X).
m6(P1,P2,Q):P1(X) & P2(X,Y)-->Q(X).
m7(P1,P2,P3,Q):P1(X) & P2(X) & P3(X,Y)-->Q(X).
m8(P1,P2,P3,Q):P1(X) & P2(X,Y) & P3(X,Z)-->Q(X).
m9(P1,P2,P3,P4,Q):P1(X) & P2(X) & P3(X) & P4(X,Y)-->Q(X).
m10(P1,P2,P3,P4,Q):P1(X) & P2(X) & P3(X,Y) & P4(X,Z)-->Q(X).
Abbildung 3.1: Regelmodelle
Im folgenden stehen kleine griechische Buchstaben f

ur die Substitution von
Termvariablen und groe griechische Buchstaben f

ur die Substitution von
Pr

adikatvariablen. Eine Instanziierung  ist eine endliche Menge von Paa-
ren P=p. Hierbei ist P eine Pr

adikatvariable und p ein Pr

adikatsymbol. Die
Stelligkeit von beiden ist gleich. Die Menge aller p heit der Bereich von 
(range()), w

ahrend R die Instanziierung des Regelmodells R mit  be-
schreibt. Ein Regelmodell R ist grundinstanziiert oder auch vollinstanziiert
(ground(R)), wenn alle Pr

adikatvariablen mit Pr

adikatsymbolen belegt
sind. Weiterhin seien P die Menge aller Sachbereichspr

adikate und R die
Menge aller vorgegebenen Regelmodelle.
Der durch die Regelmodelle R beschriebene Hypothesenraum von RDT l

at
sich dann als Menge beschreiben:
H = fR j R 2 R ^ range()  P ^ ground(R)g
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Die Regelmodelle werden nach einer erweiterten Form der {Subsumtion
[
Plotkin, 1970
]
ihrer Allgemeinheit nach partiell geordnet. Hierbei setzen
J

org Uwe Kietz und Stefan Wrobel nicht die urspr

ungliche Bedeutung der
{Subsumtion ein, da Regelmodelle weder wahr noch falsch sein k

onnen;
nur vollinstanziierte Regelmodelle k

onnen wahr oder falsch sein
[
Kietz und
Wrobel, 1992
]
. Deshalb ist die Generalisierungsbeziehung 
RS
zwischen
Regelmodellen folgendermaen deniert
[
Morik et al., 1993, S.182
]
:
Denition 9 (Generalisierungsbeziehung 
RS
)
Seien R und R
0
Regelmodelle,  eine Substitution bez

uglich Termvariablen
und  eine Substitution bez

uglich Pr

adikatvariablen, so da  verschiedene
Pr

adikatvariablen nicht gleichsetzt. R ist genereller als R
0
, R 
RS
R
0
, genau
dann wenn R  R
0
.
In der Abbildung 3.2 ist die Ordnung f

ur die in Abbildung 3.1 gezeigten
Regelmodelle dargestellt. Die Pfeile zeigen auf die n

achst generelleren Re-
gelmodelle.
P1(X)&P2(X)&P3(X)&P4(X)
m4(P1,P2,P3,P4,Q):
-->Q(X)
P1(X)&P2(X)&P3(X)
m3(P1,P2,P3,Q):
P1(X)&P2(X)-->Q(X)
m2(P1,P2,Q):
m1(P1,Q):P1(X)-->Q(X)
P1(X)&P2(X)&P3(X,Y)-->Q(X)
m9(P1,P2,P3,P4,Q):
P1(X)&P2(X)&P3(X)
P4(X,Y)-->Q(X)
m5(P1,Q):P1(X,Y)-->Q(X)
m6(P1,P2):
P1(X)&P2(X,Y)-->Q(X)
m8(P1,P2,P3,Q):
P1(X)&P2(X,Y)&P3(X,Z)-->Q(X)
m10(P1,P2,P3,P4,Q):
P1(X)&P2(X)&P3(X,Y)&P4(X,Z)
-->Q(X)
m7(P1,P2,P3,Q):
Abbildung 3.2: Generalisierungsbeziehung zwischen Regelmodellen
5
.
Die Regelmodelle werden von RDT schrittweise instanziiert und jeweils ge-
testet. RDT beginnt beim Lernen mit dem generellsten Regelmodell und
geht dann zu den spezielleren (Top{Down{Strategie). Hierdurch ergibt sich
eine weitere Einschr

ankung des Hypothesenraums. Spezialisierungen von
akzeptierten oder gem

a dem Akzeptanzkriterium als zu speziell bewerte-
ten Hypothesen m

ussen nicht mehr getestet werden. Die Reihenfolge, in der
die Pr

adikatvariablen der Regelmodelle instanziiert werden, erfolgt nach der
relation chain der Attributvariablen der einzelnen Pr

adikatvariablen.
Die relation chain beschreibt die Verkn

upfung der Attributvariablen in ei-
nem Regelmodell. Es werden nur Pr

adikatvariablen instanziiert, die in einer
solchen Verkn

upfungsbeziehung mit den bereits belegten Pr

adikatvariablen
stehen. An einem Beipiel soll der Sachverhalt veranschaulicht werden:
5
Quelle:
[
Kietz und Wrobel, 1992
]
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Beispiel: Gegen sei folgendes Regelmodell:
m_example(P1,P2,C): P1(Y) & P2(X,Y) --> C(X)
Es macht keinen Sinn nach einer Belegung f

ur P1 zu suchen, ohne das vorher
P2 instanziiert wurde. P1 steht in keiner direkten Beziehung zu C. Jedes
Pr

adikat mit der Stelligkeit von P1 k

onnte instanziiert werden ohne eine
Auswirkung auf das Akzeptanzkriterium (siehe Abschnitt 3.4).
Denition 10 (relation chain)
Sei P(X
1
; : : : ; X
m
) eine Menge von Pr

adikaten, die von den Attributen
X
1
; : : : ; X
m
abh

angen. Weiterhin sei dann H eine Hypothese der Form
H : P(X
1
; : : : ; X
m
) ! q(Y
1
; : : : ; Y
n
), 8 Y
i
: Y
i
2 (X
1
; : : : ; X
n
); 1  i  n.
Dann ist die Verkn

upfung der Variablen X
i
mit der Konklusion q folgender-
maen

uber die relation chain(rc(X
i
)) deniert:
rc(X
i
) =
(
; j X
i
2 fY
1
; : : : ; Y
n
g
[P
t
; rc(X
j
)] j sonst
Hierbei ist P
t
(X
l
; : : : ; X
k
) 2 P(X
1
; : : : ; X
m
),und es gilt: X
i
; X
j
2
fX
l
; : : : ; X
k
g; X
i
6= X
j
und rc(X
j
).
In dem obrigen Beispiel ist die relation chain von X, rc(X) = ;, und von Y,
rc(Y ) = [P2].
Eine Variable kann nach Denition 10 mehrere relation chains besitzen. Aus
diesem Grund ist

uber die relation chains noch eine Ordnung 
P
deniert
(vgl.
[
Morik et al., 1993, S. 184
]
, nach der die Pr

adikate instanziiert werden.
Denition 11 (Ordnung 
P
)
Seien length(L) eine Funktion, die die L

ange einer Liste berechnet, und
(X) = min(flength(rc(X))g) der Abstand der Variablen X zur Konklu-
sion. Dann l

at sich eine Ordnung

uber den zu instanziierenden Pr

amissen
PR

uber den Abstand der Variablen der Pr

amisse zur Konklusion denieren:
PR 
P
PR
0
, gdw. min(f(X) j X ist Attribut von PRg) 
min(f(X) j X ist Attribut von PR
0
g)
Bisher wurde gezeigt, wie der Hypothesenraum f

ur RDT deniert ist und
vollst

andig durchsucht wird. Weiterhin wurde gezeigt, in welcher Reihen-
folge die Pr

adikatvariablen der Regelmodelle instanziiert werden. Jetzt
bleibt die Frage: Mit welchen Pr

adikaten k

onnen die Pr

adikatvariablenbe-
legt werden? Neben der Stelligkeit der Pr

adikate werden von RDT dazu die
in Abschnitt 3.3 erw

ahnte Pr

adikatentopologie und die Sorten verwendet.
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3.3.2 Pr

adikatentopologie
Durch die in Abschnitt 3.3.1 beschriebenen Regelmodelle wird der Hypo-
thesenraum syntaktisch eingeschr

ankt. Eine semantische Einschr

ankung in
RDT ergibt sich aus der Pr

adikatentopologie. Pr

adikate k

onnen strukturiert
in Form eines Graphen repr

asentiert werden, dessen Knoten Pr

adikate zu-
geordnet sind. Ein solcher Graph ist eine Abstraktion eines Regelgraphen,
indem durch die Vereinigung

ahnlicher Pr

adikate zu Pr

adikatsklassen lokale
Abh

angigkeiten vernachl

assigt wurden. Die Knoten eines solchen Graphen
sind somit Pr

adikatsklassen, und die Verbindungen zwischen den einzelnen
Knoten stehen f

ur inferenzielle Abh

angigkeiten. Ein solcher Graph heit in
MOBAL Topologie oder Pr

adikatentopologie. Es werden in RDT nur Pr

adi-
kate instanziiert, wenn die resultierende Hypothese kompatibel zur Pr

adi-
katentopologie ist.
Denition 12 (Topologiekompatibilit

at)
Eine Hypothese ist mit einer Topologie kompatibel, wenn die Pr

adikate der
Pr

amisse in einem Vorg

angerknoten oder im Knoten des Pr

adikats der Kon-
klusion sind.
Aus dieser Denition folgt, da die Suche nach Instanzen f

ur die Pr

adikat-
variablen auf wenige Topologieknoten beschr

ankt werden kann. Eine solche
Topologie kann der Benutzer vorgegeben oder durch die Systemkomponente
Pst (
[
Klingspor, 1991
]
,
[
Morik et al., 1993, S. 149-168
]
) in MOBAL berech-
nen lassen.
3.3.3 Sortenbeziehungen
Eine weitere semantische Einschr

ankung des Hypothesenraums ergibt sich
aus der Nutzung von Sorteneigenschaften. In dem System MOBAL gibt es
zwei Arten von Sorten:
1. Benutzerdenierte Sorten (Benutzersorten)
2. Argumentsorten
6
Es ist leicht ersichtlich, da nur sortenvertr

agliche Hypothesen zu gew

unsch-
ten Lernergebnissen f

uhren k

onnen. An dem schon bekannten Beispiel soll
dies veranschaulicht werden.
Gegeben sei folgendes Regelmodell:
m_example(P1,P2,C):P1(Y) & P2(X,Y) --> C(X)
6
Werden durch die MOBAL{Komponente Stt berechnet
[
Kietz, 1988
]
.
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Nach der relation chain wird erst P2 instanziiert, da nur die Variable X
durch den Zielbegri gebunden ist. F

ur P2 k

onnen nur Pr

adikate ausgew

ahlt
werden, die die Sorte von X als Sorte ihres ersten Arguments haben.
In der aktuellen Implementierung von RDT werden allerdings weder die
Benutzersorten noch die Argumentsorten von Stt (Sort Taxonomie Tool)
genutzt. RDT berechnet und verwaltet die Sorten selbst.
3.4 Akzeptanzkriterium
Aus dem sloppy modeling Ansatz heraus ist es leicht verst

andlich, warum in
RDT ein schw

acheres Akzeptanzkriterium als die in Abschnitt 3.1 beschrie-
ben Bedingungen vom Benutzer w

ahlbar ist. Der Benutzer kann so auch mit
unvollst

andigen und nicht korrekten Beispielen lernen lassen, indem er z.B.
Einschr

ankungen in der Vollst

andigkeit und Korrektheit des Lernergebnis-
ses zul

at. Es ist sogar eher unwahrscheinlich, da die Beispielmenge und
das Hintergrundwissen hundertprozentig richtig sind. Auf diese Weise erh

alt
der Anwender eine gr

oere Anzahl von Regeln als Lernergebnis. Aus dieser
Menge mu er dann entscheiden, welche Regeln in das Sachbereichswissen

ubernommen werden sollen.
Das Akzeptanzkriterium setzt sich aus den folgenden Faktoren zusammen
[
Kietz und Wrobel, 1992
]
:
Sei P (X
1
; : : : ; X
m
) eine Menge von Pr

adikaten, die von den Attribu-
ten X
1
; : : : ; X
m
abh

angen. Diese Pr

adikate sind durch Konjunktion
verkn

upft. Weiterhin sei H eine Hypothese der Form H : P (X
1
; : : : ; X
m
)!
q(Y
1
; : : : ; Y
n
), m  n und 8 Y
i
: Y
i
2 (X
1
; : : : ; X
m
); 1  i  n.
Dann sind m

ogliche Faktoren des Akzeptanzkriteriums:
 Anzahl der positiven Beispiele, die durch die Hypothese abgedeckt
sind: j pos(H) j := j f(c
1
; : : : ; c
n
) j P (c
1
; : : : ; c
m
)^q(c
1
; : : : ; c
n
) 2 E
+
g j
 Anzahl der negativen Beispiele, die durch die Hypothese abgedeckt
sind: j neg(H) j := j f(c
1
; : : : ; c
n
) j P (c
1
; : : : ; c
m
)^q(c
1
; : : : ; c
n
) 2 E
 
g j
 Anzahl der Instanzen, f

ur die die Schlufolgerung nicht bekannt ist:
j pred(H) j := j f(c
1
; : : : ; c
n
) j P (c
1
; : : : ; c
m
) ^ q(c
1
; : : : ; c
n
) 62 Eg j
 Anzahl aller m

oglichen Instanzen der Hypothese:
j total(H) j := j f(c
1
; : : : ; c
n
) j P (c
1
; : : : ; c
m
)g j
= j pos(H)[ neg(H)[ pred(H) j
 Anzahl der Beispiele, f

ur die die Schlufolgerung gilt:
j concl(q) j := j fc
1
; : : : ; c
n
) j q(c
1
; : : : ; c
n
)g j
 Anzahl der Beispiele, f

ur die die Schlufolgerung nicht von der Hypo-
these abgedeckt wird: j uncover(H) j := j concl(H)npos(H) j
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Aus diesen Faktoren kann der Benutzer ein Akzeptanzkriterium aufbauen.
Das voreingestellte Akzeptanzkriterium von RDT ist zum Beispiel:
jpos(H)j  3 & (jpos(H)j  0:5  jtotal(H)j & (jneg(H)j  0:1  jtotal(H)j)).
Aus dem Akzeptanzkriterium l

at sich dann nach Satz 1 und der {
Subsumtion ein Pruning{Kriterium ableiten. Intuitive ist klar, wie das
Pruning{Kriterium abgeleitet wird. Durch das abgeleitete Pruning{
Kriterium werden zu spezielle Regelmodelle bestimmt und dann nicht weiter
instanziiert und getestet. Ein abgeleitetes Pruning{Kriterium f

ur das vor-
eingestellte Akzeptanzkriterium ist z.B. pos(H) < 3. Eine Hypothese, die
weniger als drei positive Beispiele abdeckt, ist zu speziell. Eine weitere
Spezialisierung der Hypothese k

onnte nie mehr als drei positive Beispiele
abdecken. Im folgenden wird die formale Begr

undung gegeben.
Denition 13 (

)
Seien C
1
und C
2
zwei Klauseln. C
1
{subsumiert C
2
, gdw. es eine Sub-
stitution  gibt, so da C
1
  C
2
gilt. Dann ist C
1
genereller als C
2
bzgl. der {Subsumtion, C
1


C
2
, oder C
2
spezieller als C
1
bzgl. der
{Subsumtion, C
2


C
1
[
Muggleton und De Raedt, 1993; Plotkin, 1970;
Plotkin, 1971
]
.
Satz 1 Seien H und H
0
zwei Hypothesen und H 

H
0
, dann gilt:
1. pos(H)  pos(H
0
)
2. neg(H)  neg(H
0
)
3. total(H)  total(H
0
)
4. uncovered(H)  uncovered(H
0
)
Beweis zu 1:
Seien P (X
1
; : : : ; X
m
) eine Menge von Pr

adikaten, die von den Attributen
X
1
; : : : ; X
m
abh

angen und durch Konjunktionen verkn

upft sind. Weiterhin
sei H eine Hypothese der Form H : P (X
1
; : : : ; X
m
) ! q(X
1
; : : : ; X
n
) und
pos(H) = f(c
1
; : : : ; c
n
) j P (c
1
; : : : ; c
m
) ^ q(c
1
; : : : ; c
n
)g
Wenn H 

H
0
gilt folgt aus der Denition 13:
I. H  H
0
Aus I folgt, da die Pr

amisse P eine Konjunktion von Pr

adikaten ist, da
H gleich H
0
ist oder aber H
0
wenigstens ein Literal weniger besitzt als H.
Daraus folgt pos(H)  pos(H
0
).
Der Beweis zu 2,3 und 4 ist analog zu 1.
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3.5 Algorithmus
Nachdem in den Abschnitten 3.2 { 3.4 die wichtigsten Ideen von RDT be-
schrieben wurden, soll in diesem Abschnitt die Vorgehensweise noch einmal
an der Pseudo{Code Formulierung in Abbildung 3.3 bis 3.4 anschaulich skiz-
ziert werden
[
Morik et al., 1993, S. 188 { 189
]
.
rdt(Q)
Initialisiere RS und LEAVES
for all Regelmodelle R f

ur die gilt, da ihre
Konklusion C mit Q unizierbar ist:
F

uge R,  = fCnQg, in RS ein.
endfor
while RS6= fg
TOO-GENERAL = ;
Nimm das generellste Regelmodel R bzgl. 
RS
aus RS
Instanziiere-und-teste(R,TOO-GENERAL)
for all X 2 RS, X 

R:
Entferne X aus RS,
for all Y 2 TOO-GENERAL:
for all verschiedenen  : Y  
RS
X
F

uge X in RS ein.
endfor.
endfor.
endfor.
endwhile.
Abbildung 3.3: Hauptschleife von RDT
RS und LEAVES enthalten den aktuellen Suchstatus. Beim Start von RDT
enth

alt RS alle Regelmodelle, deren Konklusion mit Q unizierbar ist. Diese
Regelmodelle werden dann nach der Ordnung 
RS
(siehe Abschnitt 3.3.1)
mittels Breitensuche instanziiert und getestet. In LEAVES werden alle ak-
zeptierten oder als zu speziell klassizierten Hypothesen
7
verwaltet. Die
Instanziierung der Pr

adikatvariablen P in den Regelmodellen erfolgt nach
der Ordnung 
P
(siehe Abschnitt 3.3.1). Pr

adikate, die mit der so be-
stimmten Pr

adikatvariable P uniziert werden k

onnen, m

ussen nun noch
topologiekompatibel zur Konklusion und sortenkompatibel mit den bereits
instanziierten Pr

adikaten der Hypothese sein.
7
Der Begri Hypothese wird hier auch f

ur teilinstanziierte Regelmodelle verwendet.
KAPITEL 3. DAS LERNVERFAHREN RDT 28
instanziiere-und-teste(HYPO,TOO-GENERAL):-
while RS6= fg
Nimm eine Hypothese H aus HYPO.
if Pr

amissen in H nicht belegt
then (
Sei PREM die kleinste dieser Pr

amissen bzgl. 
P
und
P das Pr

adikat.
for all p f

ur die gilt:
1. Stelligkeitskompatibel mit PREM,
2. Topologiekompatibel zur Konklusion,
3. Sortenkompatibel mit H .
Setze H auf H,  = fP=pg,
test(H).
endfor. )
else (
if eine Konstante T zu lernen in H
then (
W

ahle T mit dem kleinsten (T )
for all Werte t die T annehmen kann
Setze H auf H,  = fT=tg,
test(H ,TOO-GENERAL).
endfor. )
 )
.
endwhile.
test(H,TOO-GENERAL):-
if 8H
0
2 LEAVES: H
0
6

H
then (
Teste H bzgl. des Pruning{Kriteriums
if H zu speziell
then F

uge H in LEAVES ein.
elseif H vollinstanziiert
then (if H erf

ullt das Akzeptanzkriterium
then (
F

uge H in LEAVES ein
F

uge H in die MOBAL-Wissensbasis ein.)
else F

uge H in TOO-GENERAL ein.
. )
else F

uge H in HYPO ein.
. )
. )
.
Abbildung 3.4: Instanziieren und testen von Hypothesen in RDT
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Das Regelmodell wird dann mit den Pr

adikaten, die die Bedingungen
erf

ullen, instanziiert und getestet, d. h. es werden die Faktoren des Ak-
zeptanzkriteriums f

ur die Hypothese berechnet. Ist die Hypothese nach
dem Pruning{Kriterium zu speziell, wird sie in die Struktur LEAVES ein-
gef

ugt. Andernfalls werden die Hypothesen, die noch nicht vollinstanziiert
sind, wieder in HYPO eingetragen und sp

ater weiterinstanziiert. Vollinstan-
ziierte Hypothesen, die das Akzeptanzkriterium erf

ullen, werden in LEAVES
und in die MOBAL{Wissensbasis eingetragen. Erf

ullen die vollinstanziier-
ten Hypothesen das Akzeptanzkriterium nicht, so sind diese Hypothesen zu
generell, da sie auch nicht durch das Pruning{Kriterium rausgefallen sind.
Diese Hypothesen werden in TOO-GENERAL eingetragen. F

ur die zu ge-
nerellen Hypothesen wird

uberpr

uft, ob in RS speziellere Regelmodelle bzgl.


existieren. Solche spezielleren Hypothesen werden dann mit den zu ge-
nerellen Hypothesen instanziiert.
3.6 RDT: Ein ILP{Verfahren
Nachdem die Ideen und die Vorgehensweise bekannt des Verfahren RDT
sind, wird in diesem Abschnitt RDT nach den Kriterien aus Abschnitt 3.1.3
beurteilt.
RDT erf

ullt folgende Charakteristiken:
 Empirisch: RDT erh

alt die komplette Beispielmenge beim Start des
Verfahrens. Der Benutzer kann den Lernlauf nach dem Start nicht
mehr beeinussen.
 Singlepr

adikatslernen: Es kann immer nur ein Zielbegri pro Lernlauf
gelernt werden.
 Syntaktischer Bias: Durch die vorgegebenen Regelmodelle wird der
Hypothesenraum f

ur RDT beschrieben. Die Regelmodelle beschrei-
ben die syntaktische Form des Hypothesenraums. RDT besitzt zudem
einen semantischen Bias mit der Pr

adikatentopologie und den Sorten.
Kapitel 4
Repr

asentation der
Datenbank f

ur RDT/DB
Um

uber eine relationale Datenbank mit dem Lernverfahren RDT lernen
zu k

onnen, mu in einem ersten Schritt die tabellarische Darstellung in ge-
eigneter Form durch Pr

adikate repr

asentiert werden. Diese Transformation
mu eine injektive Abbildung sein, damit in den Lernl

aufen wieder auf die
Datenbank zugrien werden kann. Die Pr

adikate werden in die MOBAL{
Wissensbasis eingetragen.
Problemstellung:
Gegeben sei eine Menge von Relationen R und R 2 R

uber die Attribute
a
1
; :::; a
n
, die in dieser Form nicht von RDT zum Lernen ber

ucksichtigt wer-
den k

onnen.
Ziel:
Finde eine geeignete Pr

adikatendarstellung f

ur R.
Eine solche Transformation soll automatisch aus den Informationen, die im
data dictionary der Datenbank zur Verf

ugung stehen, erfolgen. Die auto-
matische Transformation der Datenbankrelation in Pr

adikate f

ur RDT kann
keine optimale Repr

asentation f

ur jeden Sachbereich garantieren. Ziel ist es
daher, eine f

ur den allgemeinen Fall g

unstige Repr

asentation der Datenbank,
zum Lernen mit RDT/DB zu nden.
Im folgenden Abschnitt werden drei verschiedene Repr

asentationsm

oglich-
keiten vorgestellt, die dann im Abschnitt 4.2 diskutiert und beurteilt werden.
Im Abschnitt 4.3 wird zum Abschlu dieses Kapitels beschrieben, wie das
data dictionary zur Umrepr

asentierung der Relationen der Datenbank in
eine Pr

adikatdarstellung genutzt wird.
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4.1 M

ogliche Repr

asentationen
Bei vielen bisherigen Anwendungen von induktiven Lernverfahren wurden
die einzelnen Tabellen (Relationen) der Datenbank durch logische joins zu
einer universal relation
[
Ullmann, 1989, S. 1026-1069
]
zusammengefat. So
konnte man schnell und einfach existierende attribut{orientierte Lernverfah-
ren einsetzen.
Eine solche Vorgehensweise ist f

ur ein Verfahren wie RDT nicht geeignet,
da man die einzelnen Relationen der Datenbanken verliert. Es ist aber
eine Zielsetzung dieser Arbeit, Beschreibungen f

ur einzelne Relationen der
Datenbank zu lernen.
Zur Umsetzung der Relationen in Pr

adikate sind zahlreiche M

oglichkeiten
denkbar. Im folgenden werden drei M

oglichkeiten in Betracht gezogen und
diskutiert.
Repr

asentation I:
Der Tabellenname wird als Pr

adikatname und die Attribute der Rela-
tion als Pr

adikatattribute

ubernommen.
Abbildungsvorschrift: R

uber a
1
; :::; a
n
! R(a
1
; :::; a
n
).
F

ur die Beispieldatenbanken aus dem Abschnitt 2.4 erh

alt man folgende
Pr

adikate:
Notation: Pr

adikatnamen werden gro und in Fettdruck geschrieben.
Die Zahl nach dem Schr

agstrich, z.B. ILLEGAL/7, gibt nach MOBAL{
Konvention die Stelligkeit des Pr

adikats an. Das Attribute < Spalte > be-
schreibt die Werte der Spalte, w

ahrend Konstanten in der Form Konstante
gesetzt sind.
Beipiel KRK: Repr

asentation I
 Relation illegal:
ILLEGAL/7:
< white king x >;
< white king y >;
< white rook x >;
< white rook y >;
< black king x >;
< black king y >;
< ID >
 Relation adjacent:
ADJACENT/2:
< x >;< y >
Beispiel B-Learn: Repr

asentation I
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 Relation decreasing:
DECREASING/6:
< trace >;
< s orientation >;
< sensor >;
< start time >;
< end time >;
< grad >
 : : :
 Relation s jump:
S JUMP/5:
< trace >;
< sensor >;
< start time >;
< end time >;
< m orientation >
 : : :
Repr

asentation II:
Eine andere M

oglichkeit ist die Zerlegung der Relation in bis zu n
Pr

adikate, indem jedes Nichtschl

usselattribut auf ein Pr

adikat und
die Relation auf ein Pr

adikat mit den Prim

arschl

usseln als Attribute
abgebildet wird.
Seien A
x
der Spaltenname, a
j
; :::; a
l
Prim

arschl

usselattribute der Re-
lation R und x l

auft im Intervall [1; :::; n] ohne j : : : l.
Abbildungsvorschrift:
R

uber a
1
; :::; a
n
! (8x 2 [1; : : : ; n]nfj; : : : ; lg : A
x
(R; a
j
; : : : ; a
l
; a
x
))
und R(a
j
; :::; a
l
),
Beipiel KRK: Repr

asentation II:
 Relation illegal:
WHITE KING X/3:
illegal;
< ID >;
< white king x >
WHITE KING Y/3:
illegal;
< ID >;
< white king y >
: : :
ILLEGAL/1: < ID >
 Relation adjacent:
ADJACENT/2: < x >;< y >
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Beispiel B-Learn: Repr

asentation II:
 Relation decreasing:
DECREASING/4:
< trace >;
< sensor >;
< start time >;
< end time >
S ORIENTATION/6:
decreasing;
< trace >;
< sensor >;
< start time >;
< end time >;
< s orientation >
 Relation s jump:
S JUMP/3:
< trace >;
< sensor >;
< start time >
END TIME/4:
s jump;
< trace >;
< sensor >;
< start time >;
< end time >
GRAD/6:
decreasing;
< trace >;
< sensor >;
< start time >;
< end time >;
< grad >
 : : :
M ORIENTATION/4:
s jump;
< trace >;
< sensor >;
< start time >;
< m orientation >
 : : :
Repr

asentation III:
Die dritte Form ist

ahnlich der Repr

asentation II. Auch hier erh

alt
man maximal n Pr

adikate, nur mit dem Unterschied, da die Rela-
tionsbezeichnung (Tabellenname) mit in den Pr

adikatnamen gezogen
wird.
Seien A
x
der Spaltenname, a
j
; :::; a
l
Prim

arschl

usselattribute der Re-
lation R und x l

auft im Intervall [1; :::; n] ohne j : : : l.
Abbildungsvorschrift: R

uber a
1
; :::; a
n
! (8x 2 [1; : : : ; n]nfj; : : : ; lg :
R A
x
(a
j
; : : : ; a
l
; a
x
)) und R(a
j
; :::; a
l
),
Beipiel KRK: Repr

asentation III:
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 Relation illegal:
ILLEGAL WHITE KING X/3:
< ID >;
< white king x >
ILLEGAL WHITE KING Y/3:
< ID >;
< white king y >
: : :
ILLEGAL/1 : < ID >
 Relation adjacent:
ADJACENT/2:
< x >;< y >
Beispiel B-Learn: Repr

asentation III:
 Relation decreasing:
DECREASING GRAD/5:
< trace >;< sensor >;< start time >;
< end time >;< grad >
DECREASING S ORIENTATION/5:
< trace >;< sensor >;< start time >;
< end time >;< s orientation >
DECREASING/4:
< trace >;< sensor >;
< start time >;< end time >
 : : :
 Relation s jump:
S JUMP END TIME/4:
< trace >;< sensor >;< start time >;
< end time >
S JUMP M ORIENTATION/4:
< trace >;< sensor >;< start time >;
< m orientation >
S JUMP/3:
< trace >;
< sensor >;
< start time >
 : : :
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4.2 Diskussion der Repr

asentationen
4.2.1 Repr

asentation I
Der Vorteil der Repr

asentation I liegt in der sehr einfachen

Uberf

uhrungs-
vorschrift. Dem stehen allerdings drei gravierende Nachteile gegen

uber:
1. Das Lernziel wird auf die Relationen beschr

ankt.
2. Es stehen nur die Relationen zur Beschreibung des Zielbegris zur
Verf

ugung.
3. Es gibt freie Variablen in der Konklusion.
Lernziel nur Relationen. In der Repr

asentation I k

onnen einzelne At-
tribute der Relation nicht mehr als Lernziel f

ur RDT ausgew

ahlt werden.
RDT k

onnte mit dieser Repr

asentation nur

uber die ganzen Relation der Da-
tenbank lernen. Es d

urfte aber gerade von Interesse sein, auch

uber einzelne
Attribute zu lernen.
Beschreibungssprache. In dem logikorientierten Lernverfahren RDT
wird die Beschreibung f

ur einen Begri gesucht. Als Beschreibungssprache
dienen dabei die dem System bekannten Pr

adikate. In der Repr

asentation
I stehen nur die einzelnen Relationen als Pr

adikate zur Verf

ugung. Die Be-
schreibung eines Zielbegris durch einzelne Attribute bestimmter Relationen
ist folglich nicht m

oglich.
Freie Variablen. An einem Beispiel soll die Problematik deutlich gemacht
werden:
Gegeben ist ein Regelmodell der Form
m1(P,C):P(X1,X3) & P(Y1,Y3) --> C(X1,Y1,X2,Y2,X3,Y3,E)
und die Relationen aus der KRK Beispieldatenbank. Sei nun m1 vollinstan-
ziiert:
ADJACENT(X1,X3) & ADJACENT(Y1,Y3)!
ILLEGAL(X1,Y1,X2,Y2,X3,Y3,E)
Die Variablen X2 und Y2 der Konklusion sind nicht in der Pr

amisse gebun-
den. Die M

achtigkeit der Wertebereiche von X2, Y2 und E bestimmen die
maximale Anzahl der m

oglichen Belegungen f

ur ILLEGAL.
F

ur das Beispiel sieht das folgendermaen aus: X2 und Y2 k

onnen beliebige
Werte zwischen 0 und 7 annehmen. Daraus ergeben sich 88 = 64 Instanziie-
rungsm

oglichkeiten. Die Relation ADJACENT gibt an welche Brettpositionen
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benachbart sind, insgesamt gibt es 22 benachbarte Brettpositionen. Daraus
ergeben sich f

ur X1, Y1, X3 und Y3 22  22 = 484 Belegungen im Pr

adikat
ILLEGAL. Die M

achtigkeit M von E ist gleich der Anzahl der Datens

atze in
der Tabelle illegal, da E Prim

arschl

ussel der Relation ist. Insgesamt gibt es
somit 64  484 M = 30976 M Instanzen der Konklusion.
Der Benutzer m

ute in einem solchen Fall die Gr

oenordnung des Werte-
bereichs der freien Variablen kennen und im Akzeptanzkriterium (total und
pred) ber

ucksichtigen.
4.2.2 Repr

asentation II
Mit der Repr

asentation II werden die Nachteile der Repr

asentation I im we-
sentlichen vermieden, da die Prim

arschl

usseleigenschaft ber

ucksichtigt wird.
Allerdings k

onnen unter bestimmten Umst

anden auch die Nachteile der
Repr

asentation I auftreten. Dies tritt aber nur ein, wenn in der Datenbank
keine oder alle Attribute als Prim

arschl

ussel ausgezeichnet wurden.
Doppelte Attribute Der Nachteil der Repr

asentation II ist die M

oglich-
keit, da verschiedene Relationen auf dasselbe Pr

adikat abgebildet werden
k

onnen. In der BLearn Datenbank aus Abschnitt 2.4.2 gibt es verschiedene
Relationen von sensor features, die aber die gleichen Attribute besitzen.
Nach der Abbildungsvorschrift f

ur die Repr

asentation II erh

alt man zum
Beispiel f

ur das Attribut m orientation der vier Relationen nur ein Pr

adikat.
Das hat zur Folge, da Informationen, die in der Datenbank schon explizit
dargestellt waren, wieder verschleiert werden.
Beispiel:
Attribut m orientation der sensor features in der Repr

asentation II
M ORIENTATION/4:
< tabellenname >;
< trace >;
< sensor >;
< start time >;
< m orientation >
In der Datenbank gibt es das Attribut m orientation in neun Relationen.
Prim

arschl

usseldarstellung. Die Prim

arschl

ussel der einzelnen Relatio-
nen werden nicht als einzelne Pr

adikate repr

asentiert. Dies beruht auf zwei

Uberlegungen.
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1. Die Prim

arschl

ussel sind schon durch die Darstellung der Relation als
Pr

adikat repr

asentiert (vgl. Abbildungsvorschrift).
2. Nach der Denition 6 f

ur Prim

arschl

ussel in relationalen Datenbanken
ist dieser eine minimale Attributkombination. Diese Attribute besitzen
schon eine sehr starke semantische Verkn

upfung, so da sie nicht mehr
einzeln repr

asentiert werden m

ussen.
Ein weiterer Grund ist die Anzahl der entstehenden Pr

adikate. Die Menge
der Pr

adikate ist, wie in Abschnitt 3.1 beschrieben, entscheidend f

ur die
Ausdrucksst

arke der Hypothesensprache. Allerdings wirkt sich auch eine

Uberrepr

asentation nachteilig auf die Lerndauer des Verfahrens aus, da mehr
Pr

adikate ber

ucksichtigt werden m

ussen.
4.2.3 Repr

asentation III
Die Repr

asentation III ist eine Erweiterung der Repr

asentation II, in der
der Tabellenname statt als Attribut des Pr

adikats in den Pr

adikatnamen

ubernommen wird. In der Repr

asention II werden somit gleiche Attributna-
men aus unterschiedlichen Relationen auch in unterschiedlichen Pr

adikaten
repr

asentiert.
Repr

asen-
tation
freie Variablen max # Pr

adikate
pro Relation
Zusammenfassung
von Attributen
I ja 1 nein
II nein n + 1 ja
III nein n + 1 nein
Tabelle 4.1: Vergleich der Repr

asentationen I, II und III
Die Repr

asentation III stellt sicher, da im Gegensatz zur Repr

asentation I
keine freien Variablen in der Konklusion einer Regel auftreten k

onnen und
mehrfach auftretende Attribute nicht zu einem Pr

adikat zusammengefat
werden. Jeweils einen dieser Punkte erf

ullen die anderen Repr

asentationen
nicht. In Tabelle 4.1 sind die angesprochenen Eigenschaften der Repr

asen-
tationen gegen

ubergestellt.
Allerdings reicht die Repr

asentation III alleine nicht aus, um z.B auch Ver-
kettungen

uber Attribute, die keine Schl

usselattribute sind, zu lernen. An
einem Beispiel aus dem Sachbereich der Roboternavigation aus Abschnitt
2.4.2 soll die Problematik veranschaulicht werden.
Gegeben sind folgende zwei Regelmodelle:
m1(P1,P2,C):P1(S,T,U,V) & P2(S,T,V,X) --> C(S,T,U)
m2(P1,P2,P3,C):P1(S,T,U,V) & P2(S,T,V,X) & P3(S,T,X,Z)
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--> C(S,T,U)
Mit diesen Regelmodellen sollen zum Beispiel aus der Datenbank B-Learn
folgende Verkettungsregeln gelernt werden:
INCR_PEAK(S,T,U,V) & INCREASING(S,T,V,X)
! S_JUMP(S,T,U)
DECR_PEAK(S,T,U,V) & INCREASING(S,T,V,X) & STABLE(S,T,X,Z)
! S_JUMP(S,T,U)
RDT/DB w

urde m2 nicht als m

ogliche Hypothese betrachten, wenn m1 ak-
zeptiert wurde, da m1 bzgl. der Ordnung 
RS
genereller ist als m2. Damit
dieser Fall nicht auftritt, mu das Ende der Verkettung im Konklusions-
begri gebunden sein. Eine L

osung ist, die Repr

asentationen I und III zu
kombinieren. Das Problem der freien Variablen in der Konklusion, wie in
Abschnitt 4.2.1 beschrieben, ist auch in einer Kombination der Repr

asen-
tationen I und III nicht vollst

andig gel

ost, aber auf die Prim

arschl

ussel be-
schr

ankt.
4.2.4 Gew

ahlte Repr

asentation
Wie zu Beginn dieses Kapitels beschrieben wird, eine Abbildung der Da-
tenbankrelationen durch Pr

adikate gesucht, die dem Verfahren RDT entge-
genkommt und sich automatisch f

ur jede vorgegebene Datenbank erstellen
l

at. Das Ergebnis aus der Diskussion der in Betracht gezogenen Repr

asen-
tationen in Abschnitt 4.2 ist eine Kombination der Repr

asentationen I und
III.
Insgesamt ergibt sich folgende Abbildungsvorschrift:
Sei A
x
ist der Spaltenname, a
j
; :::; a
l
sind Prim

arschl

usselattribute der Re-
lation R, und x l

auft im Intervall [1; :::; n] ohne j : : : l.
R

uber a
1
; :::; a
n
! (8x 2 [1; : : : ; n]nfj; : : : ; lg : R a
x
(a
j
; : : : ; a
l
; a
x
)),
R(a
j
; :::; a
l
) und Rel R(a
1
; : : : ; a
n
).
Denition 14 (Datenbankpr

adikate)
Pr

adikate, die das Ergebnis der Abbildungsvorschrift sind heien Daten-
bankpr

adikate.
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Pr

ax Beschreibung
USER Beschr

ankt den View auf den Benutzer, z.B. nur seine selbst
erstellten Objekte
ALL Views mit dem Pr

ax ALL beziehen sich auf die Gesamt-
sicht des Benutzers auf die Datenbank. Diese Views liefern
Informationen

uber Objekte, auf die er Zugrisrechte hat.
DBA Dieses Pr

ax erlaubt die Sicht auf die ganze Datenbank.
Tabelle 4.2: Pr

axe von System{Views
4.3 Nutzung des data dictionary
Nach der Frage, wie die Relationen der Datenbank repr

asentiert werden
sollen, stellt sich die Frage, welche Relationen sollen zum Lernen genutzt
werden.
In Abschnitt 2.1 wurde schon beschrieben, welche Art von Informationen in
dem data dictionary abgelegt sind.
Welche Informationen werden ben

otigt?
 Die Relationen, die dem Benutzer zug

anglich sind und
 die Prim

arschl

ussel dieser Relationen .
Die ben

otigten Informationen sind in ORACLE 7 in folgenden Gruppen von
System{Views enthalten:
 tab columns
 ind colomns
 constraints
Eine solche Gruppe von System{Views besteht aus drei Views mit

ahnli-
chen Informationen, die sich jedoch durch ihre Pr

axe unterscheiden. Die
Bedeutung der einzelnen Pr

axe ist in der Tabelle 4.2 dargestellt.
Zum Lernen sollen alle Informationen die dem Benutzer in der Datenbank
zug

anglich sind genutzt werden. Deshalb werden die Informationen mit
dem Pr

ax ALL aus der Datenbank gelesen. Mit diesem Pr

ax hat der
Benutzer auch Zugang zu Systemtabellen, die aber keine Informationen

uber
den Sachbereich, der in der Datenbank dargestellt ist, enthalten und deshalb
nicht als Pr

adikate in die MOBAL{Wissensbasis eingetragen werden.
Kapitel 5
RDT/DB
In diesem Kapitel werden die speziellen

Anderungen f

ur RDT/DB beschrie-
ben, die durchgef

uhrt wurden, um RDT auf relationale Datenbanken an-
zuwenden. Als erstes wird in einem Exkurs die SQL{Anweisung select
count eingef

uhrt, die f

ur die Umsetzung des Akzeptanzkriteriums in SQL{
Anweisungen in Abschnitt 5.1 von zentraler Bedeutung ist. Im darauol-
genden Abschnitt 5.2 werden M

oglichkeiten, die MOBAL{Wissensbasis in
RDT/DB zu nutzen, diskutiert. Weiterhin werden in Abschnitt 5.3 die Hy-
pothesenraumeinschr

ankungen von RDT/DB beschrieben. Im letzten Ab-
schnitt dieses Kapitels wird dann noch eine spezielle Funktion in RDT/DB
erl

autert.
Exkurs: Select count{Anweisung in SQL
1
Die Auswahl von Spalten und Zeilen erfolgt in SQL durch den select{
Befehl. Grundlage des Exkurs ist SQL{ORACLE. Der Befehl select be-
steht aus sechs Komponenten, um die Spalten und Zeilen, die ausgew

ahlt
werden sollen, zu spezizieren.
1. select : Angabe der Spalten.
2. from : Angabe der Tabellen.
3. where : Bedingen, die die Ergebnistupel erf

ullen m

ussen.
4. group by: Gruppenbildung bei gleichen Werten in der angegebenen
Spalte.
5. having : Selektion spezischer Gruppen.
6. order by : Sortierfolge der Tupel der Ergebnistabelle.
Bis auf die ersten zwei Komponenten sind alle optional. In diesem Exkurs
wird im weiteren nur auf die ersten drei Komponenten des select{Befehls
1
Dieser Abschnitt ist f

ur Leser gedacht, die nicht mit SQL vertraut sind, damit sie die
folgende Anweisungen verstehen k

onnen.
40
KAPITEL 5. RDT/DB 41
arithmetische
FunktionDISTINCT
ALL
SELECT
( Tabelle.
,
Spalte
*
)
WHERE
,
;Where-BedingungenFROM
Alias
Tabelle
Abbildung 5.1: Vereinfachte Syntax der select{Anweisung
eingegangen, da nur diese zum weiteren Verst

andnis der Arbeit wichtig sind.
Die Syntax dieser Komponenten ist in Abbildung 5.1 dargestellt. In der
select{Komponente k

onnen zus

atzlich arithmetische Gruppenfunktionen
auf ausgew

ahlten Spalten angewendet werden. Hierzu geh

ort auch die Funk-
tion count. count bestimmt die Anzahl der ausgew

ahlten Elemente und
count(*) die Anzahl der Elemente, die die where{Bedingung erf

ullen.
Ende des Exkurses.
5.1 Umsetzung des Akzeptanzkriteriums
in SQL{Anfragen
Um das Verfahren RDT auf relationale Datenbanken anwenden zu k

onnen,
m

ussen geeignete SQL{Anfragen bestimmt werden, die die einzelnen Fakto-
ren des Akzeptanzkriteriums berechnen.
Seien P (X
1
; : : : ; X
m
) eine Menge von Pr

adikaten, die von den Attribu-
ten X
1
; : : : ; X
m
abh

angen. Diese Pr

adikate sind durch Konjunktionen
verkn

upft. Weiterhin sei H eine Hypothese der Form H : P (X
1
; : : : ; X
m
)!
q(Y
1
; : : : ; Y
n
), 8Y
i
: Y
i
2 (X
1
; : : : ; X
m
); 1  i  n. Die Pr

adikate
der Hypothese H sind von der Form R a
x
(PS; a
x
), bzw. R(PS) oder
Rel R(a
1
; : : : ; a
n
), wobei R die Relationenbezeichnung (Tabellenname) in
der relationalen Datenbank, a
x
ein Attribut der Relation R und PS der
Prim

arschl

ussel der Relation R ist. Weiterhin sei ps(Q) eine Funktion, die
den Prim

arschl

ussel des Pr

adikats Q bestimmt, tabelle(Q) eine Funktion,
die den zugeh

origen Tabellennamen zum Pr

adikat Q bestimmt und v(P )
eine Funktion, die die Pr

amissen P in SQL{Bedingungen

uberf

uhrt.
Die Bestandteile des Akzeptanzkriteriums k

onnen durch folgende SQL{
Anfragen berechnet werden:
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 j pos(H) j )
select count(*) from tabelle(q), tabelle(P )
where v(P (c
1
; : : : ; c
m
));
 Negative Beispiele stellen in relationalen Datenbanken ein besonderes
Problem dar, da in relationalen Datenbanken keine negierten Relatio-
nen existieren. Durch die Einbindung von RDT/DB in MOBAL hat
der Benutzer die M

oglichkeit, negative Fakten des Zielbegris in die
MOBAL{Wissensbasis einzugeben und diese beim Lernen zu ber

uck-
sichtigen (siehe dazu auch Abschnitt 5.2.4).
j neg(H) j )
select count(*) from tabelle(P ), tabelle(q)
where v(P (c
1
; : : : ; c
m
) ^ not(q)) ,
not(q) ist die Menge der negativen Instanziierungen des Zielbegris q
aus der MOBAL{Wissensbasis.
 j pred(H) j=j total(H) j   j pos(H) j   j neg(H) j
 j total(H) j )
select count(*) from tabelle(P )
where (v(P (c
1
; : : : ; c
m
))
 j concl(H) j )
select count(ps(q)) from tabelle(q);
 j uncover(H) j=j concl(H) j   j pos(H) j
Von diesen Faktoren m

ussen nur pos, neg und total f

ur jede partielle
Hypothese mittels Datenanfragen berechnet werden. W

ahrend concl nur
einmal zu Beginn des Lernlaufes berechnet werden mu, da der Faktor
nicht von P (X
1
; : : : ; X
m
) abh

angt. Der Faktor total wird in RDT/DB
etwas anders behandelt als in RDT. Dieses ergibt sich aus der Anwen-
dung von RDT auf relationale Datenbanken. So werden unter total alle
bekannten Instanzen in der Datenbank gez

ahlt und pred aus der Bezie-
hung j total(H) j =j pos(H) [ neg(H) [ pred(H) j berechnet, so da
j pred(H) j=j total(H)npos(H)nneg(H) j ist. Somit dr

uckt pred das Vor-
hersagema bzgl. der Datenbankinformationen aus. In der aktuellen Im-
plementierung von RDT erfolgt die Berechnung von total und pred genau
umgekehrt, d.h. es wird pred berechnet, und total aus den anderen Faktoren
berechnet. Allerdings erfolgt die Berechnung von pred durch die Multiplika-
tion von pos mit der Anzahl der Elemente aus der gr

oten bekannten Sorte
in MOBAL. Aus diesem Grund wurde die oben beschriebene Berechnung
der Faktoren des Akzeptanzkriteriums gew

ahlt.
Ein weiteres Argument f

ur die Berechnung von pred und total in der Form
f

ur RDT/DB, kann aus der Repr

asentation der Datenbank in Pr

adikate und
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der Prim

arschl

usseleigenschaft angef

uhrt werden. Da die Prim

arschl

ussel-
attribute des Zielbegris mit sehr hoher Wahrscheinlichkeit schnell in der
Pr

amisse gebunden sind, kann die Konklusion keine weiteren Belegungen
besitzen. Aus diesen Gr

unden wurde die oben beschriebene Berechnung der
Faktoren des Akzeptanzkriteriums gew

ahlt.
5.2 Nutzung der MOBAL{Wissensbasis beim
Lernen
In diesem Abschnitt wird die Verwendung spezieller Wissenskomponenten
aus der MOBAL{Wissensbasis in RDT/DB diskutiert. In den folgenden Ab-
schnitt 5.2.1 und 5.2.2 wird die Ausnutzung der Regelmodelle und der Pr

adi-
katentopologie aus der MOBAL{Wissensbasis f

ur RDT/DB beschrieben.
In Abschnitt 5.2.3 wird dann die Verwendung der MOBAL{Wissensbasis
als Hintergrundwissen f

ur RDT/DB diskutiert. In den letzten zwei Ab-
schnitt wird dann noch die M

oglichkeit beschrieben, negative Beispiele aus
der MOBAL{Faktenbasis und die built{in{Pr

adikate von MOBAL zum Ler-
nen

uber relationale Datenbanken zu nutzen.
5.2.1 Regelmodelle
Die Regelmodelle werden in RDT/DB zur Hypothesenraumeinschr

ankung in
derselben Weise genutzt wie in RDT (siehe Abschnitt 3.3.1). Da RDT/DB
in das Wissensakquisitionssystem MOBAL integriert ist, kann auf die in
MOBAL vorhandenen Regelmodelle zugegrien werden.
5.2.2 Pr

adikatentopolgie
Auch die Pr

adikatentopologie kann in derselben Weise genutzt werden,
wie in RDT (siehe Abschnitt 3.3.2). Da die Datenbankpr

adikate, wie in
Kapitel 4 beschrieben, als Pr

adikate in die MOBAL-Wissensbasis eingef

ugt
werden, kann der Benutzer auch f

ur sie eine Topologie erstellen oder durch
das System berechnen lassen.
5.2.3 MOBAL{Pr

adikate als Hintergrundwissen
In diesem Abschnitt soll der Frage nachgegangen werden, inwieweit die Fak-
tenbasis und die Pr

adikate von MOBAL beim Lernen mit RDT/DB

uber
relationale Datenbanken als Hintergrundwissen ber

ucksichtigt, bzw. genutzt
werden kann. Hierzu wird folgende Annahme gemacht: Die Pr

adikatsna-
men aus der MOBAL{Wissensbasis und die der Datenbankpr

adikate sind
verschieden.
Das Problem bei einer Kombination der beiden Wissensbasen (MOBAL{
Wissensbasis und Datenbank) ist die Auswertung des Akzeptanzkriteriums.
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Um mit MOBAL-Pr

adikaten als Hintergrundwissen und RDT/DB lernen
zu k

onnen, mu nach folgendem Schema vorgegangen werden:
1. Instanziierung der Pr

adikatsvariablen des Regelmodells nach der Ord-
nung 
P
.
2. Belegung der Pr

adikatsvariablen mit einem geeigneten Daten-
bankpr

adikat oder MOBAL{Pr

adikat.
3. Fallunterscheidung: Sind nur Datenbankpr

adikate instanziiert ?
Ja: Die Auswertung der Faktoren des Akzeptanzkriterium kann durch
die Datenbank erfolgen (siehe Abschnitt 5.1). Es wird dazu maximal
eine Anfrage pro zu berechnendem Faktor ben

otigt.
Nein: Es wurde mindestens ein MOBAL{Pr

adikat in das Regelmodell
instanziiert. In diesem Fall m

ussen die Faktoren des Akzeptanzkrite-
riums durch eine Summe von Datenbankanfragen berechnet werden.
F

ur alle Belegungen der MOBAL{Pr

adikate werden die einzelnen Fak-
toren des Akzeptanzkriteriums berechnet. Die Summe

uber die ein-
zelnen Faktoren sind die Faktoren f

ur die Hypothese.
Seien n die m

oglichen Belegungen der MOBAL{Pr

adikate, so wer-
den f

ur jeden Faktor des Akzeptanzkriteriums n Datenbankanfragen
gestellt. F

ur pos(H) ergibt sich z.B. folgende Berechnungsformel:
P
n
i=1
pos(H;Wert
i
), wobei Wert
i
eine der m

oglichen Belegungen der
Pr

adikate aus der MOBAL{Wissensbasis ist.
An einem Beispiel soll der Sachverhalt veranschaulicht werden.
Beispiel: Gegeben ist der Sachbereich KRK aus Abschnitt 2.4.1. Hier sei
allerdings die Relation adjacent als Hintergrundwissen in MOBAL gegeben,
so da folgendes Szenario gegeben ist:
Datenbankpr

adikat:
ILLEGAL WHITE KING X/2: < ID >;< X >
ILLEGAL WHITE KING Y/2: < ID >;< Y >
ILLEGAL BLACK KING X/2: < ID >;< X >
ILLEGAL BLACK KING Y/2: < ID >;< Y >
MOBAL{Pr

adikat als Hintergrundwissen:
adjacent/2: < X >;< Y >
Regelmodell: Gegen ist ein Regelmodell
m1(P1,P2,P3,P4,P5,C):P1(ID,X1) & P2(ID,Y1) & P3(ID,X2) &
P4(ID,Y2) & P5(X1,X2) & P5(Y1,Y2) --> C(ID),
das teilinstanziiert ist:
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ILLEGAL_WHITE_KING_X(ID,X1)&ILLEGAL_WHITE_KING_Y(ID,Y1)&
ILLEGAL_BLACK_KING_X(ID,X2)&ILLEGAL_BLACK_KING_Y(ID,Y2)&
P5(X1,X2) & P5(Y1,Y2) ! ILLEGAL(ID)
Bis zu dieser Belegung konnte die Berechnung der Faktoren des Akzep-
tanzkriteriums durch einfache Datenbankanfragen, wie in Abschnitt 5.1 be-
schrieben, erfolgen. Wird nun f

ur P5 das Pr

adikat adjacent aus der MOBAL{
Wissensbasis instanziiert, kann die Berechnung der Faktoren nicht mehr mit
den Anfragen aus Abschnitt 5.1 durchgef

uhrt werden. F

ur jede m

ogliche Be-
legung von adjacent m

ussen die Faktoren des Akzeptanzkriteriums berechnet
und die Summe gebildet werden. F

ur das Pr

adikat adjacent gibt es 22 Be-
legungen. Da adjacent zweimal in dem Regelmodell instanziiert ist, gibt es
22  22 = 484 Belegungen. Das bedeutet, da 484 Datenbankanfragen pro
zu berechnendem Akzeptanzkriteriumfaktor durchgef

uhrt werden m

ussen.
Aufgrund der Vielzahl zu stellender Datenbankanfragen wurde auf die Nut-
zung der Pr

adikate aus der MOBAL{Wissensbasis als Hintergrundwissen
f

ur RDT/DB verzichtet.
5.2.4 Faktenbasis f

ur negative Beispiele
In relationalen Datenbanken existieren keine negativen Beispiele. Die Idee
bei Datenbanken ist, den aktuell g

ultigen Sachverhalt festzuhalten. Es wer-
den somit nur positive Beispiel in einer Datenbank abgelegt.
In vielen F

allen beim maschinellem Lernen ein negatives Beispiel n

utzlicher
ist als weitere positive Beispiele. Negative Beispiele werden ben

otigt, um
zu generelle Hypothesen auszuschlieen. Es stellt sich die Frage, wie man
beim Lernen

uber relationale Datenbanken negative Beispiele ber

ucksichti-
gen kann.
Hier w

urde sich anbieten, eine kleine Anzahl zu den Datenbankpr

adikaten
von dem Benutzer in die MOBAL{Wissensbasis eintragen zu lassen und
beim Lernen mit RDT/DB zu ber

ucksichtigen. Durch eine entsprechend
starke Gewichtung im Akzeptanzkriterium k

onnte eine kleine Anzahl von
negativen Beispielen ausreichend sein.
Die Anzahl der negativen Beispiele wird nicht durch das System beschr

ankt.
Es ist dem Benutzer,

uberlassen die n

otige Anzahl an negativen Beispielen
zu bestimmen. Dem Benutzer mu bei der Auswahl bzw. der Eingabe der
negativen Beispiele nur klar sein, da die Anzahl der negativen Beispiele
stark den Aufwand der Berechnungen beeinut. Eine groe Anzahl von
negativen Beispielen erh

oht die Anzahl der Bedingungen in der Datenbank-
anfrage, und dies bedeutet einen h

oheren Rechenaufwand in der Datenbank.
Die Problematik ist mit der im Abschnitt 5.2 vergleichbar.
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5.2.5 MOBAL{built-in{Pr

adikate in RDT/DB
Zur Instanziierung der Regelmodelle k

onnen prinzipiell alle bekannten
Pr

adikate verwendet werden. Zus

atzlich gibt es in MOBAL eine Anzahl
von vordenierten Pr

adikaten, sogenannte built-in{Pr

adikaten. Diese Pr

adi-
kate k

onnen in RDT in derselben Weise genutzt werden, wie alle anderen
Pr

adikate. Die zur Verf

ugung stehenden Pr

adikate sind:
eq/2: < X >;< Y >: X gleich Y .
ne/2: < X >;< Y >: X ungleich Y .
lt/2: < X >;< Y >: X kleiner als Y .
gt/2: < X >;< Y >: X gr

oer als Y .
le/2: < X >;< Y >: X kleiner gleich Y .
gt/2: < X >;< Y >: X gr

oer gleich Y .
add/3: < X >;< Y >;< Z >: Die Summe von X und Y ist gleich Z.
sub/3: < X >;< Y >;< Z >: Die Dierenz von X und Y ist gleich Z.
prod/3: < X >;< Y >;< Z >: Das Produkt von X und Y ist gleich Z.
div/3: < X >;< Y >;< Z >: Der Quotient von X und Y ist gleich Z.
Die Umsetzung dieser Pr

adikate ist auch in SQL m

oglich, so da die built-
in{Pr

adikate aus MOBAL auch in RDT/DB benutzt werden k

onnen.
5.3 Einschr

ankungen des Hypothesenraums in
RDT/DB
Die Hypothesenraumeinschr

ankung von RDT/DB ist in einigen Punkten
anders als bei RDT. W

ahrend die Hypothesenraumeinschr

ankung durch Re-
gelmodelle und die Pr

adikatentopologie beibehalten wurde, wurde auf die
Sortenkompatibilit

at, wie aus dem Abschnitt 5.3.1 hervorgeht, verzichtet. In
den Abschnitten 5.3.2 und 5.3.3 werden zwei Hypothesenraumeinschr

ankun-
gen vorgestellt, die sich aus der Anwendung von RDT auf relationale Da-
tenbanken ergeben.
5.3.1 Sortenbeziehungen
In RDT/DB wurde auf die Ausnutzung der Sortenbeziehungen zur Hypo-
thesenraumeinschr

ankung verzichtet, da die Verwaltung der Sorten einer
Datenbank zu umfangreich w

are und die Mengenvergleichsoperation we-
gen der hohen Anzahl von Elementen in den Sorten sehr laufzeitintensiv
KAPITEL 5. RDT/DB 47
sind. Eine Mengenvergleichsoperation l

at sich in O(n
2
) durchf

uhren
2
. Im
Hinblick darauf, da eine

ahnliche Hypothesenraumeinschr

ankung durch

Uberpr

ufung der Datentypen erreicht werden kann, el die Entscheidung,
auf die Sortenbeziehungen zu verzichten, nicht schwer. Die Einschr

ankung
des Hypothesenraums durch die Datentypen ist eine schwache Sortenein-
schr

ankung. Wenn in zuk

unftigen Datenbanksystemen benutzerdenierte
Integrit

atsbedingungen voll Unterst

utzt werden, sollte diese Art der Hypo-
thesenraumeinschr

ankung auch wieder in RDT/DB verwendet werden.
5.3.2 Datentypkompatibilit

at
Eine weitere M

oglichkeit der Hypothesenraumeinschr

ankung neben den
Regelmodellen und der Pr

adikatentoplogie ergibt sich beim Lernen

uber
relationale Datenbanken aus der Kenntnis des Datentyps jedes einzelnen
Attributes eines Pr

adikats.
Es k

onnen also nur Pr

adikate, die datentypkompatibel zu den bisher instan-
ziierten Pr

adikaten sind, zu einem Ergebnis f

uhren.
Denition 15 (Datentypkompatibel) Sei m(P
1
; : : : ; P
n
; C) ein teilin-
stanziiertes Regelmodell, P (A
1
; : : : ; A
k
) ein zu instanziierendes Pr

adikat in
m f

ur P
i
(V
1
; : : : ; V
k
) und L = [(V
j
; D
l
); : : :] eine Liste von Paaren bestehend
aus bereits gebundener Variablen und deren Datentyp. Weiterhin sei dt(X)
eine Funktion, die den Datentyp eines Attributs bestimmt.
P ist datentypkompatibel zu m, wenn gilt:
8r : P
i
(: : : ; V
r
; : : :) ^ (V
r
; D
s
) 2 L) D
s
= dt(A
r
)
Die in dem Datenbanksystem ORACLE 7 vorhandenen Datentypen sind im
Abschnitt 2.2, Tabelle 2.1 beschrieben.
An einem abstrakten Beispiel soll der Sachverhalt deutlich gemacht werden.
Gegeben ist folgendes Regelmodell:
m_example(P1,P2,C):P1(Y) & P2(X,Y) --> C(X)
Nach der relation chain wird erst P2 instanziiert, da nur die Variable X
durch den Zielbegri gebunden ist. F

ur P2 k

onnen, nach der Bedingung
der Datentypkompatibilit

at, nur Pr

adikate instanziiert werden, deren erstes
Argument den gleichen Datentyp haben wie das Argument des Zielbegris.
Die Bedingung der Datentypgleichheit kann in einem bestimmten Fall ab-
geschw

acht werden. Bei den Datentypen CHAR und VARCHAR2 ist es ausrei-
chend, da sie typenvertr

aglich sind. Der Datentyp CHAR ist eine Zeichen-
kette mit fester L

ange; wird eine k

urzere Zeichenkette eingegeben so f

ullt
2
Hierbei wird von ungeordnete Mengen ausgegangen.
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ORACLE 7 die restlichen Stellen mit Leerzeichen auf. Die beiden Datenty-
pen werden durch die Schnittstelle von PROLOG zu ORACLE 7 vergleich-
bar (vgl. Abschnitt 6.1). Die Schnittstelle ist so realisiert, da Leerzeichen,
die vor und nach der Zeichenkette stehen, nicht ber

ucksichtigt werden.
5.3.3 Redundante Pr

adikate
Eine weitere datenbankspezische Einschr

ankung des Hypothesenraums er-
gibt sich aus der Erkennung redundanter Pr

adikate durch Ausnutzung der
Prim

arschl

usseleigenschaft. An einem Beispiel aus dem KRK{Sachbereich
(siehe Abschnitt 2.4.1) soll der Sachverhalt dargestellt.
Gegeben ist folgendes Regelmodell:
m_krk1(P1,P2,P3,C):P1(E,X1) & P2(E,Y1) & P3(E,X1) --> C(E)
Angenommen, P1 ist mit dem Pr

adikat ILLEGAL WHITE ROOK X belegt.
Da es sich bei den zu lernenden Regeln immer um konjunktive Verkn

upfun-
gen handelt, sind Pr

adikate, die mehr als einmal in der Pr

amisse einer Regel
auftreten und deren Attribute mit den gleichen Variablen belegt sind, red-
undant in der Pr

amisse. F

ur das Beispiel heit das, wenn ILLEGAL WHITE-
ROOK X auch f

ur P3 instanziiert w

urde, w

are P3 redundant belegt.
Beim Lernen in relationalen Datenbanken mit der in Kapitel 4 ausgew

ahl-
ten Repr

asentation k

onnen weitere Instanziierungen in der Pr

amisse ausge-
schlossen werden, weil sie redundant sind. Hier kann die Eigenschaften der
Prim

arschl

ussel zum Lernen ausgenutzt werden.
In der Pr

adikatendarstellung der Datenbank gibt es drei Arten von Pr

adi-
katen:
 Pr

adikate, die die Relation beschreiben und wo die Attribute des
Pr

adikats der Prim

arschl

ussel der Relation ist,
 Pr

adikate, die die gesamte Relation beschreiben und
 Pr

adikate, die einzelne Spalten der Tabelle repr

asentieren.
Pr

adikate, bei denen der Pr

adikatsname gleich dem Tabellennamen ist,
m

ussen nach dem oben beschriebenen Kriterium auf Redundanz getestet
werden, w

ahrend es bei den anderen Pr

adikaten ausreicht, die Variablen
der Prim

arschl

usselattribute zu vergleichen. Dies bedeutet, da im ersten
Fall alle Attribute des Pr

adikats getestet werden m

ussen, w

ahrend bei den
anderen Pr

adikaten nur ein Teil der Attribute getestet werden.
An dem Beispiel soll dies nochmal erl

autert werden. P2 soll mit ILLE-
GAL WHITE ROOK X belegt werden. Dies w

are eine redundante Instan-
ziierung, da die Variablen der Prim

arschl

usselattribute identisch sind. Aus
der Prim

arschl

usseleigenschaft folgt, da dann auch X1 = Y1 gilt.
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Formal l

at sich die Redundanz der Pr

adikate in einen Regelmodell folgen-
dermaen denieren:
Denition 16 (Pr

adikatredundanz)
Sei m(P
1
; : : : ; P
n
; C) ein teilinstanziiertes Regelmodell, P (A
1
; : : : ; A
k
) ein zu
instanziierendes Pr

adikat in m und ps(Q) eine Funktion, die die Prim

arat-
tribute des Pr

adikats Q bestimmt. P (A
1
; : : : ; A
k
) ist redundant in m, gdw.
9P
i
2 m(P
1
; : : : ; P
n
; C) : ps(P
i
) = ps(P ).
Der Vollst

andigkeithalber mu an dieser Stelle gesagt werden, das es auch
andere Arten von Pr

adikatredundanzen in Regeln gibt, die aber im allge-
meinen nur mit sehr hohem Aufwand berechnet werden k

onnen, z.B. durch
{Subsumtionstests.
5.4 Spezielle Funktion in RDT/DB
In den ersten Lernl

aufen
3
mit RDT/DB wurde deutlich, da der {
Subsumtionstest, der zwischen der aktuell betrachteten Hypothese und allen
bisher zu speziellen sowie allen akzeptierten Hypothesen durchgef

uhrt wird,
sehr laufzeitintensiv ist.
Das Problem des {Subsumtionstests ist NP{hart, so da vermutet wird, das
es keine eziente Algorithmen f

ur dieses Problem gibt
[
Kietz und L

ubbe,
1994
]
.
Aus dieser Problematik heraus entstand die Idee, die aktuell betrachtete
Hypothese nur gegen die bisher akzeptierten Hypothesen zu testen. Dies hat
die Auswirkung, da Hypothesen, die spezieller sind als bereits bekannte zu
spezielle Hypothesen, nicht durch den {Subsumtionstest eliminiert werden,
sondern erst durch den Test gegen die Datenbank.
An einem Ausschnitt aus einem allgemeinen Instanziierungsgraph (siehe Ab-
bildung 5.2), in dem die Knoten Instanzen eines Regelmodells sind und die
Kanten deren Ordnung, bzgl. 

ausdr

ucken, soll die Idee anschaulich dar-
gestellt werden.
Annahme: Der Knoten B ist eine zu spezielle Instanziierung des Regel-
modells.
Wenn nur die akzeptierten Hypothesen in LEAVES eingetragen werden,
wird B jetzt nicht in LEAVES eingetragen. Wird nun im Rahmen der
weiteren Instanziierungen E

uber C erreicht, wird E nicht durch einen {
Subsumtionstest als zu speziell erkannt, sondern erst bei der Auswertung
des Akzeptanz-, bzw. des Pruningkriteriums. Dasselbe gilt, wenn man

uber
D wieder zum Knoten E kommt.
Ein solches Vorgehen verringert den Zeitaufwand, der f

ur den {
Subsumtionstest ben

otigt wird, da die aktuell betrachtete Hypothese mit
3
Siehe Testergebnisse in Kapitel 7.
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A
B C D
E
Abbildung 5.2: Instanziierungsgraph
viel weniger Hypothesen verglichen werden mu. Die zus

atzlichen Berech-
nungen der Faktoren des Akzeptanzkriteriums sind vernachl

assigbar.
Als Schlufolgerung aus dieser Beobachtung wurde in RDT/DB ein zus

atz-
licher Parameter eingef

ugt,

uber den der Benutzer bestimmen kann, ob die
zu speziellen Hypothesen in LEAVES eingetragen werden und damit, ob
diese im {Subsumtionstest ber

ucksichtigt werden oder nicht. Die experi-
mentellen Tests in Kapitel 7 ohne den {Subsumtionstest f

ur zu spezielle
Hypothesen, zeigen ein verbessertes Laufzeitverhalten bis zu einem Faktor
20.
Kapitel 6
Programmarchitektur
6.1 Kopplung RDT/DB mit ORACLE
In diesem Abschnitt werden die verschiedenen Kopplungsarten und die in
dieser Arbeit in Betracht gezogenen technischen Kopplungsm

oglichkeiten
zur Verbindung von Prologprozessen und dem Datenbanksystem ORACLE
7 beschrieben. Weiterhin werden die Architektur von RDT/DB aufgezeigt
und die wichtigsten Parameter von RDT/DB beschrieben. Zum Abschlu
dieses Kapitels werden noch einige Hinweise zur Benutzung von RDT/DB
in MOBAL gegeben.
6.1.1 Kopplungsarten
Bei der Kopplung von wissensbasierten Systemen gibt es zwei Arten von
Kopplungen
[
Ceri et al., 1990, S. 41 - 64
]
:
1. die dichte Kopplung und
2. die lose Kopplung
1
.
Lose Kopplung zwischen Prolog und Datenbanken
Bei einer losen Kopplung werden die von dem Prologproze ben

otigten Da-
ten beim Start des Prozesses in die Prolog{Wissensbasis geladen. W

ahrend
des Programmablaufs werden keine Anfragen an die Datendank gestellt.
Dies bedeutet, da zu Beginn des Prologprogramms alle ben

otigten Daten
in den Hauptspeicher transferiert werden m

ussen. In der Abbildung 6.1
ist das Schema einer losen Kopplung dargestellt. Ein anderer Begri f

ur
lose Kopplung ist statische Kopplung. Der Vorteil einer solchen Kopplung
ist, da w

ahrend des Programmablaufs keine Verbindung zur Datenbank
mehr aufgebaut werden mu. Der schwerwiegende Nachteil dieser L

osung
1
Die Begrie lose und dichte Kopplung werden in der Literatur nicht einheitlich be-
nutzt. In dieser Arbeit werden die Begrie nach S.Ceri u.a.
[
Ceri et al., 1990
]
benutzt.
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Abbildung 6.1: Schema einer losen Kopplung
ist allerdings die Tatsache, da alle m

oglicherweise ben

otigten Daten aus
der Datenbank in der Prolog{Wissensbasis, und damit im Hauptspeicher
gehalten werden m

ussen.
Dichte Kopplung zwischen Prolog und Datenbanken
Im Gegensatz zu einer losen Kopplung werden bei einer dichten Kopplung
die von dem Prologprogramm ben

otigten Daten w

ahrend des Programmab-
laufs

uber die Schnittstelle von der Datenbank abgefragt. Eine solche Kopp-
lung wird auch dynamische Kopplung genannt. Es werden also nur selektiv
die wirklich ben

otigten Daten von der Datenbank abgefragt. Die Abbildung
6.2 zeigt ein allgemeines Schema einer dichten Kopplung. Der Vorteil dieser
L

osung ist, da auf den jeweils aktuellen Daten gearbeitet wird und die Spei-
cherressourcen nicht unn

otig beansprucht werden. Dem gegen

uber stehen
als Nachteil die l

angeren Zugriszeiten, da jedesmal

uber die Schnittstelle
zur Datenbank gegangen werden mu.
6.1.2 Technische Kopplungsm

oglichkeiten
F

ur die Kopplung von RDT/DB, das in PROLOG implementiert ist, und
der Datenbank ORACLE 7 standen zwei M

oglichkeiten zur Diskussion.
1. UNIX Pipes
2. TCP/IP
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Abbildung 6.2: Schema einer dichten Kopplung
Unix{PIPES
Unter UNIX gibt es ein Konstrukt, das die Kommunikation zwischen ver-
schiedenen Prozessen unterst

utzt, sogenannte PIPES. PIPES lenken die
Ausgabe eines Programms zur Eingabe eines anderen Programms. Der
hierzu verwendete Puer kann als eine eziente Implementierung einer tem-
por

aren Datei betrachtet werden. F

ur eine bi{direktionale Kommunikation
m

ussen zwei PIPES angelegt werden, da f

ur die PIPES die Sender und
Empf

anger fest vorgegeben werden
[
Gulbins, 1988, S.58-59,108
]
. Das PIPE{
Konstrukt unterst

utzt aber keine Kommunikation in Rechnernetzen. Dies
bedeutet, da das Datenbanksystem und MOBAL, da RDT/DB ein TOOL
von MOBAL ist, auf demselben Rechner laufen m

ussen.
TCP/IP
TCP/IP ist eine standardisierte Kommunikationsvorschrift zwischen zwei
Prozessen in lokalen Netzen. Urspr

unglich wurde TCP/IP f

ur UNIX an der
Universit

at von Kalifornien in Berkeley entwickelt. Heute ist es ein Standard
f

ur viele verschiedene Computersysteme. Die Palette reicht vom PC bis zum
Grorechner. Als ein solcher Standart wird TCP/IP auch von QUINTUS
PROLOG und ORACLE 7 unterst

utzt. Einige Vorteile von TCP/IP sind:
 TCP/IP erm

oglicht eine schnelle Daten

ubertragung.
 Die Spezikation ist vollst

andig und verf

ugbar.
 TCP/IP ist aufgrund seiner Verbreitung auf vielen Computersystemen
portabel und auch in heterogenen Netzen einsetzbar.
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6.1.3 Realisierte Kopplung
F

ur die Anwendung von RDT auf relationale Datenbanken wurde eine dichte
Kopplung gew

ahlt. Die Entscheidung f

ur eine solche dynamische Kopplung
liegt schon in der Zielsetzung begr

undet. Ziel dieser Arbeit war es, die
Datenbank als Faktenbasis zug

anglich zu machen. Dies bedeutete auch die
spezischen Eigenschaften der Datenbank auszunutzen und nicht einfach
eine Datenbank in die MOBAL{Wissensbasis zu kopieren. Eine komplette
Kopie w

are notwendig, da nicht vorhergesehen werden kann, welche Daten
f

ur die einzelnen Lernl

aufe relevant sind.
Als technische Realisierung wurde TCP/IP gew

ahlt. Dies hatte zwei
Gr

unde:
1. Datenbanksysteme sind heutzutage so gro, da sie auf einen eigenen
Rechnern laufen, der nicht durch andere Nutzungen, wie MOBAL,
blockiert werden soll.
2. Der andere Grund ist die

Ubertragbarkeit. Das Datenbanksystem
ORACLE 7 ist auf fast allen Betriebssystemebenen verf

ugbar, so-
mit k

onnen auch andere ORACLE{Datenbanken, die auf anderen Be-
triebssystemebenen arbeiten, zum Lernen mit RDT/DB genutzen wer-
den.
6.1.4 Die Schnittstelle
Die Schnittstelle
2
zwischen ORACLE 7 und PROLOG ist eine Implemen-
tierung in C und in RDT/DB eingebunden .
Die Anfragen von RDT/DB an die Datenbank erfolgt durch die

Ubergabe
von Zeichenketten (einer Liste von Zeichen
3
) an die Schnittstelle. Diese wer-
den mittels des TCP/IP Protokolls an die Datenbank weitergeleitet. Das
Ergebnis einer solchen Anfrage wird in Form einer Liste

uber die Schnitt-
stelle an RDT/DB zur

uckgegeben.
Ein besonderer Punkt ist die Behandlung von Datenbankobjekten der Ty-
pen VARCHAR und CHAR. Objekte dieser Typen k

onnen f

uhrende und absch-
lieende Leerzeichen besitzen. Diese Leerzeichen werden durch die Schnitt-
stelle abgetrennt.
6.2 Programmarchitektur von RDT/DB
Als externes Tool besteht RDT/DB aus drei Komponenten:
1. einer Initialisierungskomponente,
2. einer Programmkomponente und
2
Wurde am Lehrstuhl VIII des FB Informatik an der Universit

at Dortmund entwickelt.
3
Keine Strings, hier besteht ein Unterschied in QUINTUS PROLOG
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3. einer Parameterkomponente.
In der Komponente zur Initialisierung von RDT/DB sind die Programm-
teile enthalten, die zum Laden und Speichern des Sachbereiches ausgef

uhrt
werden. Die Programmkomponente enth

alt den eigentlichen Programmcode
von RDT/DB, w

ahrend in der Parameterkomponente die Parameter mit ih-
ren Wertebereichen deniert werden. Die Architektur von RDT/DB und
Verbindung zu MOBAL und der Datenbank ist in der Abbildung 6.3 darge-
stellt.
DB
RDTKRT CLT
PST STT
MAT
External Tools
System Tools
RDT/DB
rdt_db_parameter
rdt_db_init
rdt_db_source
TCP/IP
MOBAL
Abbildung 6.3: Verbindung von RDT/DB zu MOBAL und der Datenbank
6.2.1 Parameter
In der Parameterkomponente sind alle Parameter von RDT/DB deniert.
Diese Denition umfat den zul

assigen Wertebereich der Parameter, sowie
ihre Voreinstellung. Im folgenden werden die wichtigsten Parameter von
RDT/DB vorgestellt:
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Die folgenden Parameter enthalten die Informationen, die zur Herstellung
einer Verbindung notwendig sind:
rdt db oracle sid: Die SID, system id, gibt an auf welche Datenbank
RDT/DB zugrien werden soll.
rdt db oracle server: Dieser Parameter enth

alt die Bezeichnung des Da-
tenbankservers.
rdt db oracle user: Hier kann der Benutzer bestimmen unter welcher Be-
nutzerkennung die Verbindung zur Datenbank aufgebaut werden soll.
rdt db oracle passwd: Dieser Parameter enth

alt das Pawort der Benut-
zerkennung.
Die nun folgenden Parameter sind aus dem orginal RDT

ubernommen:
rdt db list of metapredicates: Hier kann der Benutzer den Lernlauf auf
bestimmte Regelmodelle begrenzen. Die Voreinstellung ist eine leere
Liste, d.h. es werden alle in MOBAL bekannten Regelmodelle zum
Lernen genutzt.
rdt db topologie restrictions: Dieser Parameter ist ein Schalter. Der
Benutzer entscheidet hier, ob die Pr

adikatentopologie in den
Lernl

aufen ber

ucksichtigt wird oder nicht. Die Voreinstellung ist yes .
rdt db variable type restrictions: Mit diesem Schalter wird bestimmt,
ob die Ordnung 
P
f

ur die Reihenfolge der Intanziierung der Pr

adi-
katsvariablen genutzt wird oder nicht. Die Voreinstellung ist hier on .
rdt db constant learning: Mit diesem Schalter kann der Benutzer be-
stimmen, ob nur die besten Konstanten, in Bezug auf die H

augkeit
ihres Auftreten, oder alle Konstanten getestet werden sollen. Die Vor-
einstellung ist hier best .
rdt db min no of pos examples: Hier gibt der Benutzer die minimale
Anzahl der positiven Beispielen an, die die Hypothese erf

ullen mu.
rdt db inductive leap percentage: Dieser Parameter bestimmt, wieviel
Prozent der bekannten Belegungen des Lernziels abgedeckt werden
m

ussen.
rdt db max no of exceptions: Dieser Parameter legt fest, wieviele Aus-
nahmen RDT/DB bei einer Hypothese toleriert.
rdt db max percentage of exceptions: Hier kann der Benutzer festle-
gen, wieviele negative Beispiele, prozentual von allen bekannten Bei-
spielen, durch eine Hypothese abgedeckt sein d

urfen.
rdt db other criteria: Mit diesem Parameter k

onnen weitere Bedingun-
gen f

ur das Akzeptanzkriterium festgelegt werden.
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Zum Abschlu gibt es noch den neu eingef

uhrten Parameter, der aus den

Uberlegungen in Abschnitt 5.4 resultierte.
rdt db spez hypo test: Dieser Schalter bestimmt, ob zu spezielle Hypo-
thesen in LEAVES eingetragen werden oder nicht. Die Voreinstellung
ist no .
6.3 Benutzerhinweise f

ur RDT/DB
In diesem Abschnitt werden die wichtigsten Punkte angesprochen, die bei
der Nutzung von RDT/DB ber

ucksichtigt werden m

ussen.
Einbinden in MOBAL:

Uber den Men

upunkt Load Tool ... kann der
Benutzer RDT/DB zu den schon in MOBAL enthaltenen Lernverfahren da-
zuladen.
Notationen: In MOBAL werden alle Datenbankpr

adikate gro geschrie-
ben. Dies hat zur Folge da Eingaben in der Prolognotation, d.h. in
Anf

uhrungszeichen, gemacht werden m

ussen.
Parameter: Nach dem Einbinden von RDT/DB in MOBAL k

onnen die
Parameter

uber den Men

upunkt Parameter Display kontrolliert und edi-
tiert werden.
Aufruf von RDT/DB: RDT/DB wird in MOBAL

uber den Men

upunkt
External Tools gestartet. Nach dem Aufruf erscheint ein Fenster, in dem
das Konklusionspr

adikat (Lernziel) eingegeben werden mu.
Verf

ugbarkeit: Der Prolog Programmcode ist am Lehrstuhl VIII
verf

ugbar.
Beispiel zur Programmnutzung
Nach dem Starten von MOBAL l

adt man RDT/DB

uber den Men

upunkt
Load Tool ... als externes Tool zu den Lernverfahren von MOBAL dazu.
Ist RDT/DB in MOBAL integrier, sollte zuerst

uber den Men

upunkt
Parameter Display die gew

unschten Parameter eingestellt werden.
In Abbildung 6.4 ist das Dialog{Fenster dargestellt, in dem die Parameter
gesetzt werden k

onnen. Werden die Parameter ge

ander, die die Informatio-
nen zum Verbindungsaufbau zur Datenbank beinhalten, so wird die Struktur
der Datenbank ausgelesen und als Pr

adikate in die MOBAL{Wissensbasis
eingetragen. Dies geschieht nach der Abbildungsvorschrift aus Abschnitt
4.2.4.
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Abbildung 6.4: RDT/DB Parameter in MOBAL
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Zum Starten eines Lernlaufs w

ahlt man nun

uber den Men

upunkt
External Tools RDT/DB aus. Hierauf erscheint ein Dialog{Fenster (siehe
Abbildung 6.5), in dem das Lernziel eingegeben wird.
Abbildung 6.5: Fenster zur Eingabe des Lernziels
Das Lernergebnis wird in die Regelmenge von MOBAL eingef

ugt und kann
von dem Benutzer durch Aufruf des Regelfensters betrachtet werden. Hier
besteht auch die M

oglichkeit gelernte Regeln aus der MOBAL{Wissensbasis
zu l

oschen.
Kapitel 7
Tests mit RDT/DB
In diesem Kapitel werden einige Tests mit RDT/DB in den Szenarien KRK
und Roboternavigation, die schon im Abschnitt 2.4 vorgestellt wurden, be-
schrieben. In dem KRK{Sachbereich soll in erster Line gezeigt werden,
da sich mit RDT/DB nun wesentlich gr

oere Datenmenge bearbeiten las-
sen als mit RDT und da Lernen mit RDT/DB in relationalen Datenban-
ken m

oglich ist. Hierzu wurde neben der KRK-Datenbank aus dem Ab-
schnitt 2.4.1 eine weitere Datenbank mit einer anderen Struktur aufgebaut.
Als drittes Testbeispiel wurde das Roboternavigations{Szenario ausgew

ahlt.
Die Auswahl des Roboternavigations Szenarios wurde schon in Abschnitt
2.4.2 mit der realen Anwendung begr

undet. Leider war die Anzahl der zur
Verf

ugung stehenden Beispiel f

ur die Tests nicht sehr gro. Trotz dieses
Umstands gelten die Gr

unde f

ur die Auswahl des Sachbereichs.
7.1 KRK
Im KRK{Sachbereich wurden zwei Testreihen durchgef

uhrt. Im Abschnitt
7.1.1 wurde die Beispieldatenbank aus Abschnitt 2.4 als Faktenbasis genutzt.
In dieser Testreihe soll der direkte Vergleich zwischen RDT und RDT/DB
im Vordergrund stehen und die Anwendbarkeit von RDT/DB auf gr

oere
Datengezeigt werden. In der zweiten Testreihe liegt der Schwerpunkt in der
Anwendung von RDT/DB auf groe Datenmengen und dem Vergleich der
Ergebnisse aus diesen Tests mit fr

uheren Tests, die mit RDT und FOIL

uber
diesen Sachbereich durchgef

uhrt wurden. F

ur die zweite Testreihe wurde der
Sachbereich in der Datenbank anders strukturiert.
7.1.1 KRK-I
Testaufbau im Lernszenario KRK-I
Die Relationen entsprechen der in der Beispieldatenbank in Abschnitt 2.4.1
vorgestellten Darstellung. Um mit RDT/DB und RDT lernen zu k

onnen,
60
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wurden folgende Regelmodelle vorgegeben:
m1(P1,P2,P3,P4,C) :P1(E,X1) & P2(E,Y1) & P3(E,X1) & P4(E,Y2) &
ne(Y1,Y2) --> C(E).
m2(P1,P2,P3,P4,C) :P1(E,X1) & P2(E,Y1) & P3(E,X1) & P4(E,Y1)
--> C(E).
m3(P1,P2,P3,P4,P5,C):P1(E,X1) & P2(E,Y1) & P3(E,X2) & P4(E,Y2) &
P5(X1,X2)& P5(Y1,Y2) --> C(E).
Testergebnisse und Schlufolgerung
Die Ergebnisse der Lernl

aufe sind in der Tabelle 7.1 zusammengefat.
Lernverfahren Beispielanzahl Regeln Lernzeit
RDT 335 > 600 > 20 Std.
RDT/DB*
1
335 120 2 Std. 28 Min.
RDT/DB 3504 191 12 Std. 32 Min.
RDT/DB* 3504 191 8 Std. 5 Min.
Tabelle 7.1: Lernergebnisse zu illegal
Dieser erste Test zeigt, da RDT/DB g

oere Datenmengen im Sinne des ma-
schinellen Lernens bearbeiten kann. Trotz der fast zehnfachen Menge an Bei-
spielen ben

otigte RDT/DB in beiden Einstellungen weniger Zeit als RDT.
Auch in dem direkten Vergleich auf denselben Beispieldaten war RDT/DB*
deutlich schneller. Die Vielzahl mehr an Regel ergeben sich bei RDT aus
einem sehr schwachen Akzeptanzkriterium und der groen Anzahl von Ver-
teilungsm

oglichkeiten der Pr

adikate auf die Pr

adikatsvariablen der Regel-
modelle. Hieraus ergeben sich bei RDT eine Vielzahl von redundanten In-
stanziierungen von Pr

adikaten, die bei RDT/DB nicht auftretten. RDT/DB
nutzt hier die bekannten Prim

arschl

usseleigenschaften aus (vgl. Abschnitt
5.3.3).
Das Akzeptanzkriterium f

ur die Tests mit 335 Beispielen war die Voreinstel-
lung von RDT. In den Tests mit 3504 Beispielen wurde das Akzeptanzkri-
terium um den Faktor 10 hochgesetzt.
7.1.2 KRK-II
Testaufbau und Lernergebnisse
In diesem Beispiel sind die einzelnen Schachguren in eigenen Tabellen in der
Datenbank abgelegt (siehe Tabellen 7.2 bis 7.5). Weiterhin ist der Zielbegri
1
Ohne {Subsumtionstest f

ur zu spezielle Hypothesen.
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illegal in einer Tabelle gespeichert. Das Hintergrundwissen adjacent ist wie
in KRK-I gegeben. Die Beispiele wurden mittels eines Zufallsgenerators
erzeugt. In der Datenbank waren insgesamt 12886 Beispiele enthalten. Diese
Testreihe wurde nur mit RDT/DB durchgef

uhrt, da fr

uhere Erfahrungen
gezeigt haben, das solche Datenmengen nicht in der MOBAL{Wissensbasis
verarbeitet werden k

onnen.
white king x white king y ID
2 6 267434
... ... ...
Tabelle 7.2: white king
black king x black king y ID
7 4 267434
... ... ...
Tabelle 7.3: black king
white rook x white rook y ID
3 4 267434
... ... ...
Tabelle 7.4: white rook
ID
267434
...
Tabelle 7.5: illegal
In der Pr

adikatendarstellung stehen RDT/DB zum Lernen folgende Pr

adi-
kate zur Verf

ugung:
ADJACENT/2: < x >;< y >.
BLACK KING/1: < id >.
BLACK KING X/2:
< id >;< x >.
BLACK KING Y/2:
< id >;< y >.
Rel BLACK KING/3:
< id >;< x >;< y >.
WHITE KING/1: < id >.
WHITE KING X/2:
< id >;< x >.
WHITE KING Y/2:
< id >;< y >.
Rel WHITE KING/3:
< id >;< x >;< y >.
WHITE ROOK/1: < id >.
WHITE ROOK X/2:
< id >;< x >.
WHITE ROOK Y/2:
< id >;< y >.
Rel WHITE ROOK/3:
< id >;< x >;< y >.
ILLEGAL/1: < id >.
Aus der automatischen Abbildung der Relationen in Pr

adikate, k

onnen auch
Pr

adikate entstehen, die keine Verwendung in den Lernl

aufen nden. Of-
fensichtlich nicht ben

otigte Pr

adikate k

onnen vom Benutzer auch wieder
gel

oscht werden.
F

ur die Lernl

aufe wurden folgende Regelmodelle vorgegeben:
krk2_m1(P1,P2,C): P1(I,X1,Y1) & P2(I,X1,Y2) --> C(I).
krk2_m2(P1,P2,C): P1(I,X1,Y1) & P2(I,X2,Y1) --> C(I).
krk2_m3(P1,P2,C): P1(I,X1,Y1) & P2(I,X1,Y1) --> C(I).
krk2_m4(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X2,Y2) & P3(X1,X2) &
P3(Y1,Y2) --> C(I).
krk2_m5(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X2,Y1) & P3(I,X3,Y1) &
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lt(X2,X1) & lt(X3,X1) & ne(X2,X3) --> C(I).
krk2_m6(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X2,Y1) & P3(I,X3,Y1) &
lt(X1,X2) & lt(X1,X3) & ne(X2,X3) --> C(I).
krk2_m7(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X1,Y2) & P3(I,X1,Y3) &
lt(Y2,Y1) & lt(Y3,Y1) & ne(Y2,Y3) --> C(I).
krk2_m8(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X1,Y2) & P3(I,X1,Y3) &
lt(Y1,Y2) & lt(Y1,Y3) & ne(Y2,Y3) --> C(I).
krk2_m9(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X2,Y2) & P3(I,X2,Y3) &
ne(X1,X2) --> C(I).
krk2_m10(P1,P2,P3,C): P1(I,X1,Y1) & P2(I,X2,Y2) & P3(I,X3,Y2)&
ne(Y1,Y2) --> C(I).
Folgende Testl

aufe wurden durchgef

uhrt.
 Lernlauf I mit den Regelmodellen krk2_m1 bis krk2_m4 und keinen
negativen Beispielen. Dieser Versuch wurde mit zwei verschiedenen
Akzeptanzkriterien durchgef

uhrt:
a) j pos(H) j> 1500
b) j pos(H) j> 700
 Lernlauf II mit den Regelmodellen krk2_m3 bis krk2_m10 und keinen
negativen Beispielen. Da in diesem Test speziellere Regeln gelernt
werden sollen, wurde das Akzeptanzkriterium auf j pos(H) j> 700
abgeschw

acht.
 Lernlauf III mit allen Regelmodellen und vier negativen Beispielen in
der MOBAL{Wissensbasis. Die negativen Beispiele beschreiben einen
Spezialfall, der nur durch wenige Beispiele vertreten ist. Es handelt
sich hierbei um die Situation, wenn die drei Spielguren in einer Linie
stehen und der weie K

onig zwischen dem schwarzen K

onig und dem
Turm steht. Die negativen Beispiele waren:
1. not(ILLEGAL(252327))
2. not(ILLEGAL(444541))
3. not(ILLEGAL(376717))
4. not(ILLEGAL(532373))
Das Akzeptanzkriterium aus dem Lernlauf II wurde um die Bedingung
das keine negativen Beispiele abgedeckt werden d

urfen erweitert.
Lernergebnisse
Lernlauf Ia): In der Abbildung 7.1 sind die von RDT/DB gelernten Re-
geln aus dem Lernlauf I dargestellt. Der Benutzer mu nun, wie im Lernsze-
nario in Abschnitt 1.2 beschrieben, entscheiden, welche Regeln in der Wis-
sensbasis von MOBAL bleiben sollen.
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Abbildung 7.1: Gelernte Regeln aus den Lernlauf I
Bei einer genaueren Betrachtung der gelernten Regeln stellt der Benutzer
Redundanzen in der Regelmenge fest. Solche redundante Regeln k

onnen
von dem Benutzer dann gel

oscht werden. Diese semantischen Redundan-
zen k

onnen von MOBAL oder RDT/DB nicht aufgedeckt werden. An zwei
solcher Regeln soll deutlich gemacht werden, warum dies nicht m

oglich ist.
Betrachte werden sollen folgende zwei Regeln:
1. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_KING(I,X2,Y2) &
ADJACENT(X1,X2) & ADJACENT(Y1,Y2) --> ILLEGAL(I).
2. Rel_WHITE_KING(I,X1,Y1) & Rel_BLACK_KING(I,X2,Y2) &
ADJACENT(X1,X2) & ADJACENT(Y1,Y2) --> ILLEGAL(I).
Der Benutzer wei in diesem Fall, das adjacent eine

Aquivalenzrelation ist
und kann deshalb entscheiden, da die Regeln redundant sind. W

urde statt
des Pr

adikats adjacent das built{in Pr

adikat lt instanziiert so w

aren die
Aussagen nicht redundant. So kann alleine aus dem Aufbau der Regeln nicht
auf die Redundanz von Regeln geschlossen werden.
In der folgenden Aufz

ahlung ist eine aus der Regelmenge in Abbildung 7.1
resultierende Regelmenge ohne Redundanzen aufgef

uhrt.
1. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_KING(I,X2,Y2) &
ADJACENT(X1,X2) & ADJACENT(Y1,Y2) --> ILLEGAL(I).
2. Rel_WHITE_ROOK(I,X1,Y1) & Rel_BLACK_KING(I,X1,Y2)
--> ILLEGAL(I).
3. Rel_WHITE_ROOK(I,X1,Y1) & Rel_BLACK_KING(I,X2,Y1)
--> ILLEGAL(I).
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Lernlauf Ib): In diesem Test wurden 15 Regeln gelernt, von denen sechs
in die Wissensbasis

ubernommen werden konnten. Die ersten drei sind die-
selben wie im Lernlauf Ia). Hinzu kommen die folgenden Regeln:
1. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_KING(I,X1,Y1)
--> ILLEGAL(I).
2. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X1,Y1)
--> ILLEGAL(I).
3. Rel_WHITE_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X1,Y1)
--> ILLEGAL(I).
Lernlauf II: Insgesamt wurden in diesem Test 18 Regeln gelernt. Nach
der Kontrolle des Benutzers ergibt sich ein Lernergebnis bestehend aus fol-
genden sieben Regeln:
1. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_KING(I,X1,Y1)
--> ILLEGAL(I).
2. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X1,Y1)
--> ILLEGAL(I).
3. Rel_WHITE_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X1,Y1)
--> ILLEGAL(I).
4. Rel_BLACK_KING(I,X1,Y1) & Rel_WHITE_KING(I,X2,Y2) &
ADJACENT(X1,X2) & ADJACENT(Y1,Y2) --> ILLEGAL(I).
5. Rel_WHITE_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X2,Y2) &
Rel_BLACK_KING(I,X3,Y3) & lt(X2,X1) & lt(X3,X1) & ne(X2,X3)
--> ILLEGAL(I).
6. Rel_WHITE_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X2,Y2) &
Rel_BLACK_KING(I,X3,Y3) & ne(X1,X2) --> ILLEGAL(I).
7. Rel_WHITE_KING(I,X1,Y1) & Rel_WHITE_ROOK(I,X2,Y2) &
Rel_BLACK_KING(I,X3,Y3) & ne(Y1,Y2) --> ILLEGAL(I).
Lernlauf III: In der Abbildung 7.2 sind die von beiden Algorithmen ge-
lernten Regeln abgebildet.
Nach der Kontrolle des Lernergebnisses durch den Benutzer, bleiben diesel-
ben sieben Regeln

uber wie im Lernlauf II.
In der Tabelle 7.6 sind die Lernzeiten der Testl

aufe zusammengefat.
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Test Beispielanzahl Lernzeit RDT/DB Lernzeit RDT/DB*
Ia) 12886 1 Std. 22 Min. 34 Min.
Ib) 12886 32 Min. 33 Min.
II 12886 1 Std. 6 Min. 1 Std. 9 Min.
III 12886 55 Min. 39 Min.
Tabelle 7.6: Lernergebnisse zu illegal aus KRK II
7.1.3 Diskussion der Ergebnisse
Bevor die Ergebnisse im einzelnen analysiert werden, sollen an dieser Stelle
zwei Bewertungskriterien, Vollst

andigkeit und Korrektheit, vorgestellt wer-
den.
 Vollst

andigkeit: Vollst

andigkeit ist die vollst

andige Ableitung aller
tats

achlichen Extensionen eines Begris aus dem Sachbereich.
j tat ext(c) \ ext(c) j
j tat ext(c) j
wobei ext(c) die Menge aller Beispiele ist, die durch das Lernergebnis
als c klassiziert werden und tat ext ist die Menge aller Beispiele, die
dem Begri c in der Realit

at angeh

oren.
 Korrektheit: Werden keine Extensionen im Widerspruch zur
tats

achlichen Extension abgeleitet, so ist eine Hypothese korrekt.
1 
j not(tat ext(c))\ ext(c) j
j ext(c) j
Diese Kriterien sind eindeutig berechenbar und daher leicht zu bewerten und
vergleichen. Die Kriterien wurden auch schon im experimentellem Vergleich
von RDT und FOIL

uber KRK{Sachbereich verwendet. Hier wurde auch
dieselbe Repr

asentation verwendet. In der Tabelle 7.7 sind die Werte f

ur die
Vollst

andikeit und Korrektheit der Lernl

aufe zusammengefat.
Das schlechte Ergebnis im Lernlauf Ia), bez

uglich der Korrektheit und
Vollst

andigkeit, war aufgrund der kleinen Regelmenge zu erwarten. Hier-
aus folgt, da das Akzeptanzkriterium zu hoch gew

ahlt war. Das Ergebnis
des Lernlaufs Ib) ist im Bezug auf die Vollst

andigkeit optimal, w

ahrend der
Wert f

ur die Korrektheit immer noch schlecht ist. Dies bedeutet, da die
Regeln zu generell sind.
In den Lernl

aufen II und III wurden erheblich bessere Ergebnisse erzielt,
die den Ergebnissen, die z.B. mit FOIL in derselben Repr

asentation erreicht
KAPITEL 7. TESTS MIT RDT/DB 67
Lernlauf Vollst

andigkeit Korrektheit
Ia) 0.47 0.46
Ib) 1 0.58
II/III 0.87 0.93
Tabelle 7.7: Vollst

andigkeit und Korrektheit
wurden, sehr nahe kommen. Die Tests mit FOIL und RDT wurden mit einer
Beispielmengen von bis zu 500 St

uck durchgef

uhrt. Diese Tests wurden von
Ursula Robers und Guido Lindner beschrieben
[
Lindner und Robers, 1994
]
.
In diesem Test
2
erzielte FOIL f

ur die Korrektheit einen Wert von 0.98 und
einen Vollst

andigkeitswert von 0.93. Das Ergebnis von RDT war in diesem
Test besser. Die von RDT gelernten Regeln hatten einen Korrektsheitswert
von 0.98 und einen Vollst

andigkeitswert von 1.
Die Unterschiede in den Werten der Bewertungskriterien zu den Lernl

aufen
II und III im Vergleich mit RDT, sind nach einer Betrachtung der Lern-
ergebnisse der Lernl

aufe II und III leicht erkl

arbar. In diesen Lernl

aufen
wurde nur eine Regeln zu dem Fall gelernt, da alle drei Spielguren in ei-
ner Zeile oder Spalte stehen. Dieser Fall wird aber erst durch vier Regeln
vollst

andig beschrieben. Durch ein schw

acheres Akzeptanzkriterium w

urde
auch RDT/DB die fehlenden Regeln lernen.
Bemerkenswert ist im Vergleich dieser Tests weiterhin, da RDT f

ur den ver-
glichenen Lernlauf 1 Stunde und 57 Minuten ben

otigte, w

ahrend RDT/DB
f

ur 12886 Beispiele 1 Stunde und 6 Minuten ben

otigte. Dieser Sachverhalt
macht deutlich, da die Bearbeitung von groen Datenmengen mit RDT/DB
m

oglich ist.
Der Lernlauf III unterscheidet sich von allen anderen Tests, da dort negative
Beispiele ber

ucksichtigt wurden. In diesem Test waren f

ur spezielle Situa-
tionen, negative Beispiele in der MOBAL{Wissensbasis vorgegeben. Diese
Beispiele sollten verhindern, da zu allgemeine Regeln f

ur den Fall, das die
drei Spielguren in einer Zeile oder Spalte stehen gelernt werden. Durch die
negativen Beispiele, die nach dem Akzeptanzkriterium nicht abgedeckt sein
durften, wurden die folgenden zu allgemeinen Regeln auch nicht gelernt:
 Rel_WHITE_ROOK(I,X1,Y1) & Rel_BLACK_KING(I,X1,Y2)
--> ILLEGAL(I).
 Rel_WHITE_ROOK(I,X1,Y1) & Rel_BLACK_KING(I,X2,Y1)
--> ILLEGAL(I).
2
Dieser Test wurde mit 500 Beispielen durchgef

uhrt, von denen 30% negative Beispiele
waren.
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Abbildung 7.2: Gelernte Regeln aus den Lernlauf III
KAPITEL 7. TESTS MIT RDT/DB 69
7.1.4 Schlufolgerung aus den KRK{Tests
Die Tests im KRK{Bereich haben gezeigt, da mit RDT/DB wesentlich
gr

oere Datenmengen verarbeiten lassen. Die Lernzeiten von RDT/DB sind
im Vergleich mit RDT sogar besser, obwohl die Beispielmengen in KRK II
z.B. f

ur RDT/DB um den Faktor 24 gr

oer waren. Die Lernzeiten der
einzelnen Tests sind insofern vergleichbar, da MOBAL immer in der selben
Rechnerumgebung auf einer SPARC STATION ELC gestartet wurde.
7.2 Roboternavigation
Dieser Abschnitt beschreibt den Aufbau und die Lernergebnisse aus dem
Sachbereich Roboternavigation, der in Abschnitt 2.4.2 vorgestellt wurde.
Zu Beginn soll das Lernziel wiederholt werden. Lernziel ist es, Abfolgen
von basic features zu lernen, die ein sensor feature beschreiben, d.h. ein
sensor feature beschreibt das Verhalten eines Sensors vom Zeitpunkt t1 bis
tn. Diese sensor features werden zur Interpretation der Umgebung genutzt.
7.2.1 Testaufbau
Neben den basic features und den sensor features wurden f

unf Regelmodelle
f

ur die Lernl

aufe verwendet, von denen drei exemplarisch angeben sind. Die
insgesamt vorgegebenen Regelmodelle beschreiben eine Verkettung von bis
zu 6 Pr

adikaten.
m2(P1,P2,M,C) :P1(T,S,X1,X2) & P2(T,S,X2,X3)
--> C(T,S,X1,X3,O).
m3(P1,P2.P3,M,C) :P1(T,S,X1,X2) & P2(T,S,X2,X3) &
P3(T,S,X3,X4) --> C(T,S,X1,X4,O).
m4(P1,P2.P3,P4,M,C):P1(T,S,X1,X2) & P2(T,S,X2,X3)
& P3(T,S,X3,X4) & P4(T,S,X4,X5)
--> C(T,S,X1,X5,O).
Die Tests wurden mit RDT, RDT/DB und RDT/DB ohne {Subsumtions-
tests der zu speziellen Hypothesen durchgef

uhrt. Die Anzahl der Fakten, die
zu den einzelnen Lernzielen zur Verf

ugung standen, k

onnen aus der Tabelle
7.8 abgelesen werden.
7.2.2 Lernergebnisse
In der Tabelle 7.8 ist die Anzahl der Regeln zu den einzelnen Lernzielen
dargestellt, die von allen drei Verfahren erreicht wurden. Die gelernten
Regeln waren bei allen drei Verfahren identisch.
Die Lernzeiten, die die Verfahren jeweils f

ur die einzelnen Lernziele ben

otig-
ten, sind der Tabelle 7.9 zu entnehmen.
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Lernziel Anzahl der Fakten Anzahl der Regeln
s line 3137 64
s jump 2665 48
s convex 2516 35
s concave 2482 8
Tabelle 7.8: Lernergebnisse zum Sachbereich Roboternavigation
Lernziel Lernzeit RDT Lernzeit
RDT/DB
Lernzeit
RDT/DB*
s line 111 Std. 46 Min. 110 Std. 34 Min. 7 Std. 38 Min.
s jump 52 Std. 16 Min. 65 Std. 16 Min. 3 Std. 51 Min.
s convex 24 Std. 12 Min. 31 Std. 6 Min. 2 Std. 20 Min.
s concave 1 Std. 45 Min. 1 Std. 39 Min. 20 Min.
Tabelle 7.9: Lernzeiten im Sachbereich Roboternavigation
7.2.3 Schlufolgerung
Der Sachbereich Roboternavigation wurde ausgew

ahlt um eine reale An-
wendung zu zeigen. RDT/DB erzielte in diesem Sachbereich von den ge-
lernten Regeln das gleiche Ergebnis wie RDT, das in diesem Projekt ein-
gesetzt wurde. Die Lernzeiten von beiden Verfahren RDT und RDT/DB
mit dem {Subsumtionstest f

ur zu spezielle Hypothesen unterscheiden sich
nicht wesentlich. Die Dierenzen in den Lernzeiten lassen sich noch mit
den

aueren Einufaktoren, z.B Auslastung des lokalen Netzes w

ahrend
der Tests, erkl

aren. Anders ist es mit Lernzeiten von RDT/DB ohne {
Subsumtionstest f

ur zu spezielle Hypothesen. Hier zeigt die Modikation
von RDT/DB eine sehr groe Auswirkung. Die Tests waren bis zu einem
Faktor 20 schneller als mit den beiden anderen Algorithmen.
Kapitel 8
Zusammenfassung und
Ausblick
8.1 Lernen in relationalen Datenbanken
Ein Ziel dieser Arbeit war, relationale Datenbanken als Beispielmenge f

ur
das Lernverfahren RDT zug

anglich zu machen, um mit dem Verfahren

uber
relationale Datenbanken zu lernen.
Um dieses Ziel zu erreichen, wurde eine Repr

asentation der Datenbank-
struktur in eine Pr

adikatendarstellung entwickelt und das Verfahren auf
die spezischen Datenbankeigenschaften angepat. Durch die Nutzung der
Prim

arschl

usseleigenschaften konnte der Hypothesenraum zus

atzlich durch
einen Test der Datentypen (siehe Abschnitt 5.3.2) und einem Test auf red-
undante Pr

adikate (siehe Abschnitt 5.3.3) eingeschr

ankt werden, w

ahrend
auf eine Ausnutzung der Sortenbeziehungen verzichtet wurde. Weiterhin
konnte das Verfahren durch die Idee, die zu speziellen Hypothesen nicht in
dem {Subsumtionstest zu ber

ucksichtigen, verbessert werden.
Aus den Tests in Kapitel 7 wird deutlich, da RDT/DB in relationalen
Datenbanken in dem getesteten Umfang gut lernen kann. Insbesondere hat
sich die Variante von RDT/DB ohne {Subsumtionstest f

ur zu spezielle
Hypothesen in den Tests als sehr eektiv erwiesen, so da dieses Vorgehen
auch f

ur RDT zu empfehlen ist.
Weiterhin erf

ullt RDT/DB die Anforderungen an ein KDD{Verfahren nach
der Denition 1 aus dem Abschnitt 1.1.1.
8.2 MOBAL und Datenbanken
Mit der Anbindung von RDT sollte die Frage beantwortet werden, ob die
Anbindung einer Komponente von MOBAL (RDT) sinnvoll ist, oder ob der
Aufwand durch die Kommunikation

uber ein Netz und der Verwaltung der
Daten in einem Datenbank{Managementsystem zu gro ist. Aus den Tests
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im Sachbereich der Roboternavigation kann man erkennen, da die Zugrie
auf die Fakten | beide Faktenbasen waren gleich gro |, in der Daten-
bank nur einen geringen mehr Aufwand bedeuteten, der sich bei gr

oeren
Faktenbasen relativiert. In den Tests hat sich gezeigt, da weiterhin die
{Subsumtionstests der zeitaufwendigste Teil in RDT/DB ist. Die Vor

uber-
legungen, da der Aufwand durch die Kommunikation

uber ein Netz und
die Verwaltung der Daten in einem Datenbanksystem zu gro sein k

onnten,
hat sich nicht best

atigt.
8.3 Ausblick
Diese Arbeit ist die erste am Lehrstuhl VIII, die sich mit der Thematik der
Anwendung von maschinellem Lernen auf relationale Datenbanken besch

a-
tigt. In Zukunft ist die Anwendung von weiteren Verfahren der induktiven
logischen Programmierung geplant, so da dann auch Vergleiche zwischen
diesen Verfahren und RDT/DB durchgef

uhrt werden k

onnen. Zum Zeit-
punkt dieser Arbeit standen leider weder anderen Verfahren f

ur eigene Tests,
noch Beispieldatenbanken, die f

ur andere Verfahren als Testmenge genutzt
wurden, zur Verf

ugung. Solche Vergleichstests w

aren mit Sicherheit sehr
interessant.
Nach den Erfahrungen aus den Tests mit RDT/DB w

are auch eine Anwen-
dung von RDT/DB in dem Testszenario der Roboternavigation auf sehr
groe Mengen von Sensordaten, im Hinblick auf eine reale Anwendung, von
groen Interesse.
Verbesserungen
In RDT/DB wurde auf die Ausnutzung der Sortenbeziehungen verzichtet
(vgl. Abschnitt 5.3.1). Diese kann bestimmt in vielen F

allen sehr eektive
sein, so da an dieser Stelle RDT/DB sinnvoll erweitert werden k

onnte.
Dies sollte auf alle F

alle geschehen, wenn das Datenbanksystem ORACLE7
benutzerdenierte Integrit

atsbedingungen voll unterst

utzt.
Fazit
Zur Zeit gibt es nur wenige Verfahren aus dem Bereich der induktiven logi-
schen Programmierung, die auf relationale Datenbanken angewendet werden
k

onnen. Die guten Erfahrungen dieser Arbeit sind eine weitere Motivation,
andere Verfahren auf relationale Datenbanken anzuwenden.
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