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Résumé : Dans ce papier, nous proposons une stratégie
d’apprentissage incrémental d’un système de reconnaissance
de caractères manuscrits. Cette stratégie est en-ligne et ra-
pide, dans le sens où toute nouvelle classe de caractères peut
être apprise par le système à partir de très peu d’exemples
de caractères. La stratégie proposée vise à surmonter le pro-
blème du manque de données d’apprentissage lors de l’intro-
duction d’une nouvelle classe de caractères. La synthèse de
caractères manuscrits est utilisée à cette fin. Les résultats ont
montré qu’un bon taux de reconnaissance (environ 90%) est
atteint en utilisant seulement 3 exemples d’apprentissage. De
plus, ce taux augmente rapidement pour atteindre 96% pour
10 exemples, et 97% pour 30. Une réduction d’erreur de 45%
est obtenue en utilisant la synthèse de caractères par rapport
à une stratégie sans synthèse.
Mots-clés : synthèse de données, apprentissage incrémental,
reconnaissance de caractères manuscrits.
1 Introduction
Avec l’émergence des assistants personnels numériques
(PDA) et des téléphones mobiles de nouvelle génération
(smartphone) utilisant des interfaces orientées stylo, les per-
formances des systèmes de reconnaissance de caractères en-
ligne se doivent d’être plus hautes. De plus en plus d’efforts
sont nécessaires pour rendre ces systèmes plus robustes et
adaptables afin de répondre à l’accroissement rapide des be-
soins des utilisateurs. Un de ces nouveaux besoins est un
système de reconnaissance permettant à l’utilisateur de choi-
sir son propre groupe de gestes et de les assigner à dif-
férentes commandes interactives, par exemple, « copier »,
« coller », « annuler », etc. Ce contexte applicatif impose des
contraintes spécifiques à la technique d’apprentissage utili-
sée. Une telle technique doit être capable d’apprendre rapi-
dement en utilisant peu de données. En effet, les utilisateurs
sont rarement prêts à attendre ou à répéter chaque nouveau
geste plus d’une douzaine de fois pour l’apprentissage du
système. Pour répondre à ces besoins, cette étude propose un
modèle original d’apprentissage incrémental rapide pour les
systèmes de reconnaissance d’écriture manuscrite en-ligne.
Nous validons ici notre modèle sur les lettres manuscrites,
mais l’objectif à long terme est d’utiliser une telle technique
dans n’importe quel système de reconnaissance de gestes ma-
nuscrits.
La difficulté principale dans la problématique proposée
est de construire à la volée un classifieur d’écriture ma-
nuscrit à partir de zéro, avec la contrainte d’avoir peu de
connaissances disponibles (quelques exemples d’apprentis-
sage), puis de l’adapter progressivement afin d’atteindre de
forts taux de reconnaissance le plus rapidement possible.
Dans ce papier, nous proposons un modèle d’apprentissage
incrémental en deux phases. Dans la première phase, cor-
respondant à un apprentissage rapide, le système acquiert
le maximum possible de connaissances. Par contre, dans
la deuxième phase l’apprentissage se fait en adaptant les
connaissances existantes. Ensuite, afin de surmonter le pro-
blème du manque d’exemples, et d’augmenter rapidement le
taux de reconnaissance du système, nous intégrons dans le
processus d’apprentissage les techniques originales de syn-
thèse de caractères manuscrits, présentés dans de précédents
travaux [MOU 06b].
Le reste de cet article est organisé comme suit. Dans la
section 2, nous faisons un bilan des possibilités existantes
pour l’apprentissage incrémental, et nous présentons la mé-
thode de classification utilisée dans notre système. Ensuite
la section 3 présente notre modèle de base pour l’apprentis-
sage incrémental. La section 4 présente les méthodes de la
synthèse de données. Puis nous proposons dans la section 5
la version améliorée du modèle en utilisant la synthèse de
caractères. Enfin la section 6 présente le protocole et les ré-
sultats de nos expérimentations.
2 Etat de l’art
Nous commençons par présenter les approches existantes
d’apprentissage incrémental puis la méthode de classification
que nous avons choisie, un Système d’Inférence Floue (SIF).
2.1 Apprentissage incrémental
Dans beaucoup d’approches d’apprentissage automa-
tique, la phase d’acquisition d’un ensemble représentatif
de données d’apprentissage est souvent longue et coûteuse.
Dans notre contexte, un nouveau classifieur doit être créé à
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partir de zéro et le temps nécessaire pour construire un jeu
de données représentatif doit être minimisé pour qu’il soit
acceptable du point de vue de l’utilisateur. Pour cela, le clas-
sifieur doit être appris rapidement avec peu d’exemples, pour
être ensuite mis à jour progressivement par chaque nouvel
exemple disponible.
Un algorithme d’apprentissage incrémental est défini
dans [POL 01] comme répondant aux critères suivants :
1. il doit être capable d’apprendre des connaissances sup-
plémentaires à partir des nouvelles données,
2. il ne doit pas nécessiter l’accès aux données d’origine
(c’est-à-dire les données qui sont été utilisées pour ap-
prendre le classifieur actuel),
3. il doit préserver les connaissances déjà acquises,
4. et il doit être en mesure d’apprendre de nouvelles
classes susceptibles d’être introduites avec des nou-
velles données.
Ces quatre points, qui s’appliquent pour tout problème
général de l’apprentissage incrémental, correspondent parfai-
tement aux caractéristiques particulières de notre problème,
un algorithme d’apprentissage rapide pour un système de re-
connaissance en-ligne des caractères manuscrits. Plusieurs
techniques d’apprentissage incrémental ont été proposées
dans différents contextes applicatifs et pour différentes ap-
proches de classification, dont certaines sont décrites ci-
dessous.
Learn++ [POL 01] est un algorithme incrémental basé
sur la performance synergique d’un ensemble de classi-
fieurs faibles. Ces classifieurs sont appris et ajoutés au sys-
tème de façon incrémentale après l’acquisition d’une certaine
quantité de données. Cela nous a amené à considérer cette
technique comme un processus d’apprentissage incrémental
hors-ligne (c’est-à-dire non-instantané). Cependant, les clas-
sifieurs créés ne peuvent pas être adaptés après leur appren-
tissage. Par conséquent, l’ajout de nouveaux classifieurs est
la seule méthode qui peut être utilisée par le processus d’ap-
prentissage incrémental pour ajouter de nouvelles connais-
sances.
ILFN [GAR 01] est un système d’apprentissage incré-
mental basé sur les réseaux de neurones flous. Le classifieur
dans ILFN utilise des fonctions gaussiennes à base radiale
pour définir les frontières de décision. Il emploie un système
d’apprentissage hybride combinant à la fois une approche su-
pervisée et une autre non-supervisée pour générer ses proto-
types. Cet algorithme vérifie les quatre caractéristiques dé-
crites ci-dessus, et il peut être considéré comme stratégie
d’apprentissage rapide. Par contre, il utilise une structure de
prototype assez simple, qui ne peut faire face à la complexité
du problème de reconnaissance de caractères manuscrits.
Fuzzy ARTMAP [CAR 92] est basé sur la création de
nouveaux « clusters » de décision à partir de nouveaux
exemples suffisamment différents de ceux vus précédem-
ment. Le seuil de similarité doit être paramétré par l’utili-
sateur. L’inconvénient de cette technique est sa sensibilité à
la sélection du seuil de similarité, au niveau de bruit dans les
données d’apprentissage, et à l’ordre dans lequel les données
sont présentées.
Les trois systèmes présentés dans cette section ne sont pas
utilisables dans le contexte de l’apprentissage incrémental ra-
pide de l’écriture manuscrit. L’objectif est alors de trouver
un modèle d’apprentissage incrémental qui soit d’abord ca-
pable d’apprendre « instantanément » des nouvelles classes,
comme dans ILFN. Et en même temps, ce système doit être
basé sur un classifieur complexe et puissant, comme dans
Learn++. Nous proposons dans cet article un modèle d’ap-
prentissage original appelé AI2P. Afin d’améliorer la rapidité
et la performance du système, nous utilisons la synthèse de
caractères manuscrits artificiels. Cette idée est intégrée dans
le modèle AI2P (Apprentissage Incrémental en 2 Phases),
créant un nouveau modèle AI2P++. Ces deux modèles seront
présentés respectivement dans les sections 3 et 5.
Le classifieur SIF que nous avons choisi d’utiliser est un
classifieur léger basé sur des prototypes (voir section 2.2). La
flexibilité des SIF répond à notre besoin d’une approche de
classification adaptative.
2.2 Les principes de SIF
Les Systèmes d’Inférence Floue (SIF) étendent les prin-
cipes des systèmes à base de règles classiques en modélisant
les imperfections liées aux connaissances manipulées grâce
aux outils de la théorie des sous-ensembles flous. Les méca-
nismes de raisonnement en résultant sont ainsi plus robustes
et plus proches de la réalité [BOU 03].
Les SIF que nous utilisons sont du type Takagi-Sugeno
d’ordre 0 constitués de N règles. Chaque règle Rr est com-
posée d’une prémisse et d’une conclusion. La prémisse cor-
respond à une modélisation intrinsèque d’une classe ou d’une
partie d’une classe par un prototype flou Pr défini dans
dans l’espace des caractéristiques E. La conclusion associe
à chaque prototype son degré d’appartenance src à chaque
classe c. Dans un problème à C classes, les règles s’écrivent
donc :
SI X est Pr ALORS sr1 = ar1 ... et src = arc ... et srC = arC
avec X la forme à reconnaître dans E et les arc sont des va-
leurs constantes (ordre 0). Les prototypes flous Pr sont défi-
nis par le degré d’appartenance βr( X) d’une forme X à l’en-
semble flou correspondant. On parle aussi du degré d’activa-
tion du prototype. Cette fonction d’appartenance correspond
à une fonction à base radiale hyper-ellipsoïdale de centre µr
et dont la forme est donnée par la matrice de covariance Qr.
Le degré d’appartenance utilise une fonction de Cauchy ba-
sée sur la distance de Mahalanobis dQr (X,µr) :
βr(X) =
1
1 + dQr (X,µr)
. (1)
Pour déterminer la classe d’une forme inconnue X , l’ac-
tivation βr de chacun des N prototypes flous est d’abord cal-
culée. Ensuite chaque règle est appliquée et combinée par
l’inférence floue de type somme-produit pour calculer un
score sc pour chaque classe :
sc =
∑N
r=1 βrs
r
c
∑N
r=1 βr
. (2)
Cette équation montre comment les différents prototypes par-
ticipent à la reconnaissance de toutes les classes : plus un
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prototype est activé et plus il appartient à la classe, plus il
participe au score global de la classe.
3 AI2P : un modèle d’Apprentissage
Incrémental en 2 Phases
Nous allons présenter d’abord le modèle en général, puis
nous allons expliquer ses deux phases.
3.1 Les principes de AI2P
Il y a deux phases pour apprendre progressivement un
système de reconnaissance à base de prototypes. La première
consiste à créer un nouveau prototype pour chaque nouvel
exemple. En revenche, la seconde consiste à modifier les pro-
totypes existants à chaque nouvel exemple. Dans le modèle
AI2P, nous avons proposé ces deux méthodes comme deux
techniques complémentaires pour arriver à un apprentissage
incrémental rapide et fiable.
Bien que la création de prototypes contribue à améliorer
significativement le taux de reconnaissance, la complexité du
classifieur peut devenir inacceptable - en termes de temps et
de mémoire - si nous continuons à créer des prototypes pour
chaque nouvel exemple. Pour cela, l’utilisation de l’adapta-
tion devient indispensable afin d’avoir un système à la fois
dynamique et léger. L’adaptation de prototypes peut amé-
liorer le taux de reconnaissance, sans surcharger le sys-
tème, et en créant « occasionnellement » de nouveaux proto-
types. Nous utilisons pour cela la méthode ADAPT présentée
dans [MOU 07]
En outre, nous supposons que les processus d’apprentis-
sage et d’adaptation sont supervisés : chaque exemple est
étiqueté correctement. Cet étiquetage est possible en de-
mandant au scripteur de vérifier le résultat de la reconnais-
sance ou à l’aide d’une technique auto-supervisée comme
dans [OUD 04].
La figure 1 présente le modèle AI2P, plus de détails sont
présentés dans l’algorithme 1, puis dans les sections sui-
vantes.
FIG. 1 – Le modèle AI2P, explicitant les deux phases.
Algorithme 1 : L’algorithme d’AI2P
pour chaque nouvel exemple e de la classe C faire
si classe C est dans phase 1 alors
appeler l’algorithme de création de prototypes
avec e;
appeler l’algorithme d’adaptation;
si nombre d’exemples de classe C ≥ N alors
basculer vers phase 2
fin
fin
si classe C est dans phase 2 alors
appeler l’algorithme d’adaptation;
si e est mal-classé alors
nbErr[C] + +;
si nbErr[C] ≥ S alors
appeler l’algorithme de création de
prototypes;
nbErr[C] = 0;
fin
fin
fin
fin
3.2 Phase 1 : Apprentissage incrémental ra-
pide
Dans cette phase, le processus d’apprentissage incrémen-
tal se compose de deux algorithmes principaux : la création
de prototypes et le calcul des conclusions. Un prototype hy-
persphérique est créé autour de chaque nouvel exemple. Ses
conclusions sont initialisées à 1 pour la conclusion qui cor-
respond à la classe du caractère, et à 0 pour toutes les autres
classes. Puis tous les prototypes existants et leurs conclusions
sont adaptés par ADAPT pour ajuster globalement le système
au nouvel exemple. Le système passe de la phase 1 à la phase
2 pour une classe donnée après avoir eu N exemples (N pro-
totypes) de cette classe.
3.3 Phase 2 : Apprentissage par adaptation
Nous utilisons dans cette phase la méthode ADAPT, qui
permet de modifier les prototypes de SIF en les déplaçant
et déformant pour prendre en compte les connaissances ac-
quises par les nouveaux exemples. Un nouveau prototype est
créé pour une classe donnée quand le nombre d’erreurs de
reconnaissance (nbErr) pour cette classe dépasse un seuil dé-
fini (S).
Dans la phase 1 et la phase 2, la création de prototypes est
confrontée au problème du manque de données représenta-
tives, puisque les prototypes sont créés à partir d’un exemple
(dans la phase 1) ou S exemples(dans la phase 2) .
4 Synthèse de données artificielles
Afin d’obtenir un apprentissage incrémental rapide et
de surmonter le manque de données disponibles au début
du processus d’apprentissage, il existe deux stratégies que
nous développons dans les sous-sections suivantes : synthèse
dans l’espace de caractéristiques et synthèse dans l’espace de
formes.
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4.1 Synthèse dans l’espace de caractéristiques
Dans cette stratégie, après avoir calculé les caractéris-
tiques en n dimensions qui représentent le caractère d’ori-
gine, nous ajoutons du bruit à chaque attribut dans le but
de créer de nouveaux points dans l’espace de classification.
Cette technique de base peut être appliquée pour générer
des données d’apprentissage suffisantes pour les modèles de
classification qui nécessitent un nombre minimal d’exemples
pour représenter les nouvelles connaissances, par exemple
les systèmes de type MLP ou SVM. Ce type de génération
de données n’est pas utile pour notre système, car il n’y a pas
de condition préalable sur le nombre de données pour créer
un nouveau prototype. En effet nous pouvons créer un pro-
totype simple, sphérique, autour du caractère original. Mal-
heureusement cette approche ne peut pas contribuer à créer
un prototype représentatif, car une sphère n’est pas capable
de modéliser le style d’écriture de l’utilisateur qui est beau-
coup plus complexe.
4.2 Synthèse dans l’espace de formes
Comme il est proposé dans [MOU 06b], différentes
techniques de génération de l’écriture manuscrite en ligne
peuvent être utilisées pour construire des exemples artificiels
d’écriture, en restant fidèle au style de l’utilisateur.
Dans [MOU 06b], deux stratégies pour générer des ca-
ractères manuscrits ont été proposées. La première utilise
les distorsions classiques de l’image (de type hors-ligne),
comme l’étirement et l’inclinaison. La seconde, fondée sur la
particularité de l’écriture manuscrite en-ligne, applique deux
distorsions en-ligne sur le caractère : modification de la vi-
tesse et modification de la courbure.
Il s’agit de générer plusieurs variations d’un même carac-
tère à partir d’un seul exemple de ce caractère en-ligne. Pour
cela nous appliquons, sur l’exemple disponible, une ou plu-
sieurs des déformations présentées ci-dessus. À chaque nou-
velle génération il faut choisir des paramètres de déformation
différents pour obtenir une certaine variabilité dans les don-
nées générées. Mais il ne faut pas non plus utiliser des pa-
ramètres engendrant des déformations trop importantes pour
ne pas risquer de synthétiser un caractère qui ne ressemble
plus à celui d’origine. En effet, il s’agit de conserver le
style du scripteur et non de générer un nouveau style. Pour
chaque paramètre, une borne minimales et une borne maxi-
male sont fixées pour limiter les déformations générées. Ces
bornes sont fixées empiriquement en visualisant pour cha-
cune d’elles les déformations obtenues pour plusieurs classes
de caractères. Une fois fixées, les bornes restent les mêmes
tout au long des expérimentions.
Il s’agit alors de créer des prototypes représentants au
mieux ces données artificielles, ce qui est fait dans le modèle
AI2P++.
5 AI2P++ : Accélérer l’apprentissage
par la synthèse de caractères
En raison du manque de connaissance au début de l’ap-
prentissage, la synthèse des caractères manuscrits va aider à
améliorer la création de prototypes, en termes de qualité et
de quantité de données d’apprentissage. Nous utilisons donc
ici la synthèse dans l’espace des formes présentée dans la
section 4.2 pour créer des prototypes flous représentant fidè-
lement les différentes variations d’un même caractère.
FIG. 2 – Le modèle AI2P++.
Utilisant les caractères générés et le caractère original,
les prototypes flous sont appris en appliquant l’algorithme
de classification non supervisée des C-Moyennes Possibi-
listes [KRI 93] sur chaque classe séparément. Ainsi les pro-
totypes permettent une description intrinsèque de chaque
classe. Ensuite, et toujours en profitant des caractères géné-
rés, les conclusions de chaque règle sont calculées grâce à la
méthode de descente de gradient (et non plus initialisés à 0
et 1).
Dans un problème d’apprentissage incrémental rapide,
nous avons besoin de représenter et de bénéficier de toutes
les connaissances disponibles. Cependant, l’algorithme de
classification non supervisée néglige les points isolés en les
considérant comme du bruit, alors que dans notre contexte
ces points isolés peuvent aider à modéliser le style de l’écri-
ture du scripteur. Pour répondre à ce besoin, nous avons
ajouté une extension sur l’algorithme de classification non
supervisée pour qu’il soit capable de couvrir l’ensemble du
nuage de points par le nombre minimum de prototypes pos-
sibles. Le mécanisme de rejet proposé dans [MOU 06a] est
utilisé dans notre système pour distinguer les points qui ne
sont pas couverts (et donc pas bien représentées par les proto-
types). Un point donné est considéré comme rejeté si les ac-
tivations de tous les prototypes créés sont inférieurs au seuil
de rejet. Pour chaque point rejeté, un prototype hypersphé-
rique est créé pour le représenter. L’Algorithme 2 formalise
cette approche.
La figure 3 illustre la différence entre les deux approches
AI2P et AI2P++ au niveau de la création des nouveaux pro-
totypes (les données d’origines sont en gras).
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Algorithme 2 : Création de prototypes dans AI2P++
Générer np points (caractères) artificiels;
Appliquer l’algorithme C-Moyennes sur les points
originaux et artificiels pour construire le prototype;
pour chaque point p faire
si p est rejeté alors
créer un nouveau prototype hypersphérique
auteur de ce point.
fin
fin
Calculer les conclusions pour les nouveaux prototypes;
FIG. 3 – Représentation 2D des prototypes du SIF pour les
deux modèles.
6 Expérimentations
Les expérimentations portent sur la reconnaissance des
26 lettres latines minuscules isolées en-ligne, sans aucune
autre contrainte pour les scripteurs. Les bases de caractères
mono-scripteur ont été écrites sur un PDA par onze scrip-
teurs. Chaque scripteur a saisi 40 fois chaque caractère i.e.
1040 caractères par scripteur. Dans cette expérience, les ca-
ractères sont saisis dans un ordre aléatoire. Pour estimer les
performances de l’adaptation sur chaque scripteur, nous pro-
cédons à un test mono-scripteur en utilisant le principe de
la validation croisée stratifiée en quatre parties. Trois quarts
de la base du scripteur (780 lettres) sont utilisés pour adap-
ter le système à son style et un quart (260 lettres) est utilisée
pour évaluer le taux de reconnaissance du système tout au
long de l’adaptation. Les résultats que nous présentons cor-
respondent à la moyenne sur les onze scripteurs du taux de re-
connaissance moyen pour chaque un. Dans ces expériences,
les caractères sont décrits par 21 caractéristiques. La phase
d’apprentissage incrémental se termine pour chaque classe
après avoir présenté 10 exemples de cette classe. Le système
passe ensuite à la phase d’apprentissage par adaptation.
Pour chaque nouvel exemple d’apprentissage réel, lors
de la création d’un nouveau prototype, une base synthétique
de 300 caractères artificiels est générée par les distorsions
d’image et les distorsions en-ligne (le nombre optimal de ca-
ractères artificiels générés à été expérimentent validé).
La figure 4 montre l’évolution du taux moyen de recon-
naissance pour les 11 scripteurs. Un taux de reconnaissance
d’environ 90 % est réalisé en utilisant seulement 3 exemples
d’apprentissage réels. Ce taux augmente rapidement pour at-
teindre 96 % pour 10 exemples, et 97 % pour 30. La fi-
gure 4 montre aussi que l’utilisation du modèle AI2P++ fait
diminuer l’erreur de reconnaissance de 45 % en moyenne,
en comparant avec le modèle AI2P. La figure 5 montre le
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FIG. 4 – L’évolution du taux de reconnaissance lors du pro-
cessus d’apprentissage.
nombre de prototypes de SIF lors du processus d’apprentis-
sage. Nous pouvons constater que pendant de la phase 2, ce
nombre augmente très lentement (8 prototypes pour 20 carac-
tères par classe) alors que le taux de reconnaissance continue
d’augmenter pendant cette phase.
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FIG. 5 – Nombre de prototypes de SIF lors des deux phases
de AI2P++.
7 Conclusion et travaux futurs
Dans le contexte de la reconnaissance de l’écriture ma-
nuscrite en-ligne, nous avons présenté un nouveau modèle
d’apprentissage incrémental basé sur un système d’inférence
floue. Grâce à ce modèle, le système de reconnaissance est
capable d’apprendre des nouvelles formes à partir de très
peu de données. Il peut de plus s’adapter et s’améliorer pour
chaque nouvelle donnée disponible. Nous avons intégré dans
le modèle des techniques de synthèse de caractères manus-
crits pour accélérer l’apprentissage et ainsi améliorer le taux
de reconnaissance.
Les travaux futurs à court terme consisteront à diminuer
le nombre de prototypes dans le système lors de la phase 2.
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Cela peut se faire soit en supprimant les prototypes peu acti-
vés, où en fusionnant les prototypes quasi-superposés. A plus
long terme, nous envisageons d’explorer d’autres approches
pour synthétiser des caractères manuscrits en s’inspirant no-
tamment des techniques proposées par [PLA 06] sur les mo-
dèles Delta-lognormal et Sigma-lognormal.
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