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Abstract
The focus of this thesis is to look at the transport protocol usage in a Quality
of Service-aware (QoS) Content Delivery Network (CDN) with mixed media
workloads. The transport protocol used can have a large impact on the
actual transfer of data over the network, and the end-to-end QoS. The CDN
this thesis will look at, INSTANCE II, is a client-server based CDN which
utilizes proxy caches connected through an overlay network.
INSTANCE II is a project at the University of Oslo which aims to
produce a QoS-aware content distribution infrastructure. This project is
financed by the Norwegian Research Council’s IKT-2010 Program, Contract
No.147426/431, and the work presented in this thesis is a part of this project.
A number of transport protocols will be examined on a theoretical basis
before a subset is chosen which will be used in simulations. The goal of the
simulations in this thesis is to find out which transport protocol is best fitted
to each of the QoS parameters in the INSTANCE II project, and to describe
a possible implementation of the protocols for INSTANCE II in a transport
component.
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Chapter 1
Introduction
The increasing bandwidth Internet Service Providers (ISP) are offering
clients today are changing how the Internet is used. Services such as Video
on Demand (VoD) are becoming more and more common. This kind of
service requires a relatively large amount of bandwidth in order to function
optimally. Other systems such as News on Demand (NoD) are also becoming
more common. NoD systems contain different representations of news, which
can be anything from text articles to video. Since NoD systems can have
video content, they have many traits in common with VoD. Developers of
NoD systems face many of the same challenges as those raised by VoD
systems, but will in addition have to deal with a larger variety in data types,
user interaction levels and client needs. VoD also has a certain amount of
user interaction when fast forward, skip and pause functions are allowed.
VoD would have a low interactivity while NoD would lie somewhere between
low and medium interactivity [35]. Although the link speeds required for
such services are present, we still need systems to manage the delivery of
such content. The systems managing this delivery need to be present all
the way from the client’s request for a certain content, till this content is
delivered at the client’s computer.
A Content Delivery Network (CDN) [30] is a network designed to
distribute a large amount of different content to a large amount
of clients.
Not only are CDNs very useful for delivering large amounts of content to
a large client base, they are also very commercially desirable. ISPs often have
the hardware for such systems in place already, and only need the software in
order to implement them. Since there is no extra cost for the hardware this
can be very profitable for ISPs to implement. More and more ISPs today are
offering VoD services to their clients. Disregarding the hardware needed for
such systems, the systems themselves are distributed over a large amount of
machines. This makes such systems complex and there are a lot of issues
9
10 CHAPTER 1. INTRODUCTION
which must be dealt with before a CDN in development can be implemented
on the hardware.
1.1 Challenges
CDNs can contain any kind of digital media. This includes composites of
different media types, called mixed media. We define mixed media as :
Mixed media is a composite of video, audio,text, picture and/or
other types of media which is part of one single presentation,
where metadata defines the connection between the different
media.
Video can be called mixed media, because it is a composite of audio and
picture, but it is commonly defined as multimedia. A more common example
of mixed media is a lecture where the student can hear and see a video of the
lecturer speak at the same time as he can see a slide where the lecturer might
highlight important points. This is a very useful tool for having lectures over
a distance. It is also useful in the form that it can be recorded and reviewed
by the student at a later time. When recorded and reviewed at a later time
the lectures can be viewed as a video, because it is basically a composite of
audio and picture.
Mixed media creates mixed media workloads, where the scheduling of
the different media which is combined in one presentation, will have some
impact on the quality of delivery. In one presentation of mixed media, there
might be high and low quality pictures, text, sounds and video. Additional
information on mixed media and NoD can be found in [18]. These data types
which are all present in one presentation might have very varying demands
for delivery. A video will typically require more resources to deliver than a
text file. This means that in one request from a client there exists several
different data types with different Quality of Service (QoS) demands.
In order for a video to be streamed directly from the server it is useful
to know something about the QoS the CDN is capable of delivering.
There exist a large number of definitions of QoS depending on what
aspects of it is most important for the scenario. The definition used in this
thesis is taken from [23]:
Quality of Service represents the set of those quantitative and
qualitative characteristics of a distributed multimedia system
necessary to achieve the required functionality of an application.
A CDN might have several different media types in its library. The dif-
ferent content present can have several different quantitative and qualitative
characteristics, and the CDN will therefore need to support a number of QoS
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demands. Some QoS demands can be handled by the application receiving
and sending data. Although some QoS can be handled in this manner, there
are other QoS demands which are more restrictive, and need some function
on a lower level in order to perform correctly. CDNs work with QoS over
a network causing the network metrics to be the interesting variables for a
CDN when discussing QoS. Protocols often have a large responsibility for
fulfilling the different QoS demands.
1.2 Problem Statement
The focus of this thesis is to look at the transport protocol usage in a QoS
aware CDN with mixed media workloads. In this thesis we define QoS-
awareness as :
QoS aware systems are systems which are aware of the QoS
demands of its content and attempt to fulfill these demands in
the best possible way, but do not provide any guarantees.
The amount of QoS demands and the large amount of different protocols
makes this a choice which can have a large impact on the QoS delivery
performance.
The goal of this thesis is to find the protocol or protocols which are best
suited for the CDN in this scenario. The conclusion of this thesis will be
a suggestion or recommendation for which protocol or protocols should be
utilized. When the protocols are chosen the thesis will suggest a design which
shows how these results can be used in this scenario.
The protocols chosen in this thesis are not necessarily the best protocols
for all CDNs, but they are a suitable choice for this scenario. The choice
of protocols is based on an analysis of the QoS requirements in this specific
scenario and the recommendations given are therefore scenario specific.
When considering different protocols for the task, there are a number
of performance aspects which must be examined. This consideration must
be performed both on a theoretical and an empirical level. The theoretical
level will consist of looking at the protocol specifications and considering
whether this is a protocol which may be suitable. The empirical level will
be a simulation of the protocols chosen in the theoretical analysis. The
list of performance aspects which could be investigated is very long and
must be reduced to the most important aspects for the scenario in question.
Latency which is the time a packet uses to travel the distance between sender
and receiver, and jitter which is the variation of latency, are examples of
performance aspects which must be examined in QoS scenarios. Investigating
all performance aspects is beyond the scope of this thesis. The following list
is a number of questions which are interesting to look at for this scenario :
1. When transferring large files it is interesting to know :
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• What protocol can provide the best throughput with unreliable
transfers?
• What protocol can provide the best throughput with reliable
transfer?
When transferring large files on-demand, it is important to finish the
transfer as fast as possible. If the transfer takes a very long time the
client will get impatient and will not be satisfied with the service. With
a high throughput on a link, it is possible to transfer large files in a
short time. Therefore a protocol which is capable of utilizing the link
well and give a high throughput is desirable for this kind of transfers.
2. When transferring small files, the throughput might not be as
important as the latency :
• What protocol can provide the lowest average latency?
• What protocol can provide the lowest start-up latency?
Small files, unlike large files, do not use a large amount of time being
transfered over a link. This makes the throughput less important in
this case. Latency can, on the other hand, be more noticeable for small
files. If the latency is high it can take a longer time than necessary to
transfer the file. This is because the time of actual transfer of data is
short, the small latency can become visible.
3. Other types of data are latency susceptible and do not require reliable
transfer :
• What protocol can provide the lowest average latency with
unreliable transfer?
• What protocol can provide the lowest start-up latency with
unreliable transfer?
Some of the small files which are transfered by a CDN, are update
messages within the system. This kind of files can be loss tolerant,
where they would optimally reach its destination, but the system will
function even if the message is lost.
4. When streaming a video there are some other concerns than those
already mentioned, but many of the questions remain the same :
• What protocol can provide the best throughput for this data?
• What protocol can provide the lowest start-up latency?
• What protocol can provide the lowest jitter?
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Throughput restricts the quality possible to stream over a link. With
a high throughput it is possible to stream DVD quality movies directly
from the server. Start-up latency will have some impact on how long
the client must wait from choosing a movie to view till it starts playback
on the client computer. It can also impact interactions such as fast
forward and pause. Jitter is a very important variable for streaming.
With high jitter it is unknown how much time passes between each
packet arrives. This may cause the streaming to skip frames, thereby
deteriorating the quality.
5. Other questions :
• How much overhead in the form of extra bytes does each protocol
have?
• How much overhead in the form of CPU usage does each protocol
have?
When transferring small upkeep messages it is interesting to know
how much overhead in bytes a protocol produces. In some cases the
overhead can surpass the actual message. Since a CDN services a
large client base, it is interesting to know how much CPU overhead a
protocol has. If a protocol has a large CPU overhead then the large
client base could cause it to overload the server or other part of the
CDN.
These are the questions which this thesis will focus on answering. There
are other concerns which are relevant, but which are not as important,
therefore the above list has been chosen as the core of this thesis. Other
issues concerning the subject are identified and left for future work.
1.3 Outline
This thesis is organized as follows: Chapter 2 takes a closer look at the sce-
nario we will perform protocol selections for. It describes the INSTANCE II
infrastructure, a CDN that is under development at the University of Oslo.
Chapter 3 takes a look at the QoS demands present in the INSTANCE II
project. It looks at the different data and what they require from protocols
in order to fulfill the QoS demands for that data type.
Investigating what is needed from the protocols is an important step to
take before a selection of protocols can be made. Chapter 4 looks at the dif-
ferent protocol properties which are relevant for the INSTANCE II scenario.
Then it gives a description of a number of protocols which would potentially
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be good choices for INSTANCE II. It concludes by choosing a selection of
the protocols which will be tested further through simulations.
Chapter 5 describes the simulation set up used to evaluate the protocols.
Chapter 6 presents the results from the simulations and concludes by
giving a recommendation of one or several protocols which would be best
suited for INSTANCE II.
Chapter 7 describes a possible design for the INSTANCE II transport
component based on the protocol choices from the previous chapter.
A summary and conclusion can be found in Chapter 8, along with an
overview of possible future work.
Chapter 2
Scenario
As the available bandwidth increases and new usage of the Internet appears,
systems such as CDNs will become more and more common. These systems
can differ greatly in implementation and main goals. The CDN concept has
a rather wide range, and several different systems falls into the category.
Peer-to-peer (P2P) clients such as Limewire or Bearshare, are CDNs which
use a common P2P network called Gnutella [1]. The Gnutella network is an
ad hoc network. When you connect to the Gnutella network you ask a well
known servant for other clients already connected. Then you connect to other
clients which the servant supplied you with, forming an ad hoc network. The
Gnutella network is almost a pure P2P network as there is no centralized
control, meaning all the control lies with the peers. When connected to the
network you can share content from your computer, or download content
from other users. This makes the users of the system both clients and servers.
Other forms of CDNs have a stricter network composition. Systems such as
distributed databases have a more commonly used client-server architecture.
A distributed database is a database which is controlled by one centralized
database management system (DBMS), where the storage devices are not
all connected to the same CPU unit. The storage devices might be at one
location or spread over a network. Clients connect to the DBMS and receive
data from the storage unit which contains the content requested. There
are many other ways of constructing a CDN. Figure 2.1 shows a CDN
architecture based on an overlay network.
An overlay network is a virtual network constructed on top of
one or several already existing networks. Overlay nodes are
nodes which are part of the overlay network and the physical
network [12].
The content in the system is often divided between all the overlay
nodes using proxy caching, which is a well known technique for improving
multimedia services like VoD. By using proxy caching we do not need to
15
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Figure 2.1: Overlay network for a CDN [24]
service all the clients from one server. Thus, bandwidth is saved and the
load at the main server is reduced, making it possible to accommodate a
larger amount of clients. This is an obvious advantage giving the system
better scalability. In a server-client based CDN the client would connect
to the content node and ask for some content. The content node would, if
it does not contain the content which was requested, ask another content
node for the data. When communicating with other content nodes in the
overlay network, the content node must go through the physical network.
INSTANCE II uses the overlay network in order to build a middleware for
distribution of mixed media. [28] defines middleware as :
In a distributed computing system, middleware is defined as the
software layer that lies between the operating system and the
applications on each site of the system.
The CDN this thesis will look at, INSTANCE II, is a client-server based
CDN which utilizes proxy caches connected through an overlay network.
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Figure 2.2: Simplified INSTANCE II node
2.1 INSTANCE II architecture
INSTANCE II is a project at the University of Oslo which aims to produce
a QoS aware content distribution infrastructure. This project is financed
by the Norwegian Research Council’s IKT-2010 Program, Contract No.
147426/431, and the work presented in this thesis is a part of this project.
The INSTANCE II architecture is well suited for mixed media workloads,
fitting applications distributing several different media types such as NoD
systems. Throughout this thesis NoD will be used as an example application
utilizing INSTANCE II. The content of a NoD system consists of several
different media types from short articles to streaming of news reports [27],
and is therefore a good example of an application using a wide specter of
the INSTANCE II possibilities. As well as the actual delivery of content to
the client, there will also be internal messages between the nodes containing
maintenance information, in order to keep the CDN up to date. The different
data flows produced by the NoD are not uniform and have different QoS
requirements. This is partly caused by the highly heterogeneous client
pool, where lines provided by ISPs can vary from 28.8 Kb/s modems to
20 Mb/s ADSL lines. For a CDN system to function optimally the transport
protocol used must be able to accommodate these requirements. There are
many different transport protocols, and they are often specialized toward a
certain goal. Because of the amount of different QoS demands present in
a CDN there can occur a need for more than one transport protocol. This
chapter will look at the INSTANCE II system and the components which it
is composed of.
The INSTANCE II project looks at three different parts of a CDN:
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kernel enhancement, overlay networks and proxy caching. Figure 2.2 shows
a simplified overview of the INSTANCE II architecture in a node. The
INSTANCE II transport component (ITC) and Overlay Network Manager
in the figure form the distribution middleware of the INSTANCE II CDN,
whereas the caching scheme uses this middleware to retrieve and send data.
The kernel enhancements, described in [44], are set in place in order to have
QoS support on all levels of the system, from the Operating System (OS) to
the delivery over a network. In this thesis the enhanced kernel will be viewed
as a black box where we are not interested in the internal workings, only the
input and output. The network part of the node will experience an improved
reaction time from the OS as result of the kernel enhancements, but it will
not be further discussed in this thesis. The ITC will function as the network
interface for the rest of the components in an INSTANCE II node. All
data between the intermediate nodes in the INSTANCE II network will pass
through the ITC, with the exception of monitoring which is the responsibility
of the overlay network manager.
2.2 Proxy Caching
One goal for caching can be to get as high a hit ratio as possible, meaning a
client will find what it’s looking for at the first proxy it tries. This will give
a fast transfer because the client gets the content it is interested in from the
closest proxy in the system. Although a high hit ratio always is desirable, the
cost associated with each proxy and the resources which are available must
be considered. In a CDN like INSTANCE II there can be bigger advantages
of optimizing for low latency [29] instead of optimizing for a high hit ratio.
Clients are not interested in waiting a long time before they can view the
content they are interested in. Having a high hit ratio can reduce the latency
of the content which are popular but can also increase the latency for less
popular content. Balancing the latency for all content and a high hit ratio
for popular content will give the best results. There are many techniques
for proxy caching, many of which are optimized for one specific goal. To
minimize the latency at the client, the first frames of popular videos can be
distributed to proxies closer to the client. This way the startup will go faster
and the client will receive the first frames of the video rapidly. This is a
technique called prefix caching [39]. This will reduce the startup latency at
the client. How well this technique will work is dependent on the algorithm
deciding what data should use this technique. If the algorithm chooses data
which is never viewed, there will be no improvement.
The algorithm used will always be a deciding factor for how well the
proxy caching will perform its duties. When we want a high hit ratio we
can not have all the data at each proxy, which would give a perfect hit ratio.
Cost and resources must be considered and it is seldom practical to have
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Figure 2.3: Overlay network
proxies which are as large in size as the main server. There can also be
several servers with different content, in this case a proxy which contains all
the data would actually have a larger size than the main servers. Instead we
construct good algorithms for deciding what data we keep at each proxy and
how we keep it up to date. A well designed algorithm for proxy caching can
be a highly decisive factor in how well a VoD, or other multimedia system,
performs. In the CDN the proxies have to be organized in some way so that
there exists some information about where the different proxies are, and how
to get to this proxy. INSTANCE II has the proxies organized in an overlay
network.
Further discussions about caching is beyond the scope of this thesis.
For further details about caching of web and streaming media in CDNs,
see [14, 34]. The particular caching mechanisms employed in INSTANCE II
are presented in [17].
2.3 Overlay network
Figure 2.3 shows a representation of a simple overlay network. Between the
overlay nodes we have virtual links which express connectivity between two
overlay nodes. Data transmitted over such a virtual link will follow an IP
path on the physical network since the virtual link is merely an expression of
which overlay node it was dispatched to. Two overlay nodes with a virtual
link between them are neighbors in the overlay network. The nodes with the
green link between them in Figure 2.1 are neighbors. The nodes with the
red link between them are neighbors, and the node in the middle is neighbor
with both the two other nodes it is linked to.
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Overlay networks are, among other things, used to improve the routing of
data across the underlying network. The overlay network in INSTANCE II
is QoS-aware and will be constructed such that there can be an undefined
number of different routes between any two nodes. Some routes may have a
low latency while others can have a high bandwidth. The different routes are
composed of hops over the virtual links between the nodes. The idea here
is that data should be transfered on the virtual link which suits the type of
data best. The overlay network will choose the virtual link to be used for a
certain data transfer based on the information passed between the overlay
nodes in control packets. These packets will keep the overlay network up to
date and must contain some information on the delay, packet loss and other
variables connected to a virtual link.
Figure 2.3. shows an overlay network with four overlay nodes, and the
delay associated with each virtual link. In this example only the latency
of the virtual links is known. INSTANCE II will use a monitoring service
which includes more network metrics than just latency. Moving from node 1
to 4 has three possibilities: Directly from 1 to 4, through 2 to 4 or through 2
then 3 and finally to 4. As illustrated, each virtual link has a different
latency. The latency of the underlying IP paths are not necessarily known,
but the latency of the virtual link can be calculated by using a monitoring
service. The direct path has a sum of 19 ms. The path through 2 to 4 has
a sum of 14 ms and finally through both 2 and 3 to 4 has a sum of 16 ms.
This shows that even though the direct route has fewer hops, there might be
a slow link along it giving it a higher latency than a route over more hops
but which has a good link. Using this architecture gives us the possibility to
choose a path depending on what the present data type might require.
Video streaming will require a high bandwidth in order to transfer the
correct amount of data to keep the playback at a high quality. A virtual
link with high bandwidth is therefore desirable for this transfer. A small
article, on the other hand, will have less restrictive boundaries and can be
transferred over a virtual link with lower bandwidth. By not transferring
everything on the same virtual link there is also a reduction in the chance
to create congestion on the virtual links which are used for video streaming.
This is of course only a small amount of control, since there is no way to
control the traffic generated by other systems. In addition the system can
not be certain that two different virtual links will not choose IP paths which
pass through the same bottleneck.
Even though there might be a virtual link which has very low latency
and low packet loss, the QoS functions offered by some protocols can still
improve the quality of the transfer. This is especially true in the case of rapid
changes of latency on a virtual link. A number of QoS capable protocols can
compensate for the deterioration of the connection by degrading the quality
of the video transfered. This way streaming will continue being viewable,
although at a lower quality. Without this function the video might lose so
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many frames that it becomes useless. Further discussion on overlay networks
is beyond the scope of this thesis. More information about the challenges of
combining caching with an overlay network can be found in [19], along with
a discussion about overcoming these challenges. Details about the specific
overlay network used in INSTANCE II can be found in [12].
2.4 The transport component
The ITC is the component in the distribution middleware, which handles
all incoming and outgoing CDN traffic. It offers an Application Programing
Interface (API) to the other components in the middleware, for sending
and receiving data. The ITC might utilize one or several different transport
protocols, but it hides the actual protocol choice from the other components.
This kind of modular design makes it possible to change the functions
in the ITC without causing the other components in the middleware to
malfunction. One of the biggest challenges when designing the ITC is
choosing the protocols to use. The goal of this thesis is to find a good
protocol choice for this component, which is discussed in chapter 4, 5 and
6. Chapter 7 will examine the design of the ITC, and show how the protocols
which were chosen fit into it. One important aspect of the ITC is to adapt
the transport of data to the different QoS demands the data might pose.
The QoS demands in INSTANCE II are discussed in the next chapter.
22 CHAPTER 2. SCENARIO
Chapter 3
Quality of Service
QoS concerns all parts of a distributed multimedia system. This thesis
focuses on the part of QoS which is related to the transfer of data over
a network, in this case an overlay network over the Internet. For a CDN to
perform well, there must be QoS control performed at different levels in the
OSI protocol stack. Figure 3.1 shows a simple rendering of the OSI model.
As shown the INSTANCE II middleware is in the application layer. In order
to offer QoS guarantees, QoS support must be present on the lower layers of
the OSI model. On the Internet only ISPs are able to offer such services. ISPs
can offer this because they can control their routers and implement protocols
such as Multiprotocol Label Switching (MPLS) [36] or Differentiated services
(Diffserv) [4].
Diffserv requires router support in order to function. It is based on a
simple but functional idea. The fact that it it is simple compared to some
other protocols which can give QoS guarantees makes it desirable for ISPs.
When a packet arrives at a network which uses Diffserv, the packet will be
marked with a DS-mark (differentiated service mark) at the edge routers.
The DS-mark is set in the type of service field in the IP header. These
DS-marks do not come with any rules as a standard so how the traffic is
split up into classes is up to the ISP. Within the ISP network, in the core
routers, the packets are forwarded according to a per-hop behavior (PHB)
associated with the DS-mark. All packets with the same DS-mark is treated
the same way. By using Diffserv an ISP can provide QoS classes within its
own network, which can be used to divide into customer classes. A private
customer with a cheap connection will receive a DS-mark which has a low
priority, while a company with an expensive connection will receive a higher
priority DS-mark. It can also be used in order for the ISP to provide VoD.
By giving the VoD stream to a customer a higher priority DS-mark then the
actual connection the customer has, the ISP can ensure that the video is
played back in a good quality.
MPLS is another protocol which requires router support and therefore
23
24 CHAPTER 3. QUALITY OF SERVICE
Figure 3.1: OSI model
is used by ISPs. When a packet arrives at an ingress router to a MPLS
network, it receives a label. This label encapsulates the packets, and is in
many ways similar to the DS-mark. A difference is that MPLS can be used on
any network, including ATM and SONET, while Diffserv requires the type of
service field in the IP header. The MPLS label encapsulates the packets, and
routing within the MPLS network is based on this label. At the egress router
it is stripped of the label and forwarded as a usual packet. One packet can
be encapsulated by several labels in a stack. This way a packet can traverse
more than one ISP, assuming the two ISPs have an agreement. When the
packet arrives at the ingress router of the second ISP, another label will be
added to the stack. When the packet leaves the second ISP and reenters the
first ISP, the label from the second ISP will be stripped.
MPLS and Diffserv only work within networks which support them. Since
not all ISPs support these protocols, or do not wish for other ISPs to use their
network, the functions offered by these protocols are most the time confined
witin one ISP. Hence, much of the QoS support is rooted in the middleware
on the application layer, which can be controlled by the program designers.
Many of the same concerns we find at the network level, are also
important at the OS level. Different degrees of real-time guarantees for
playback of continuous media must be taken care of at the OS level. Real-
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time guarantees are hard to achieve in a network environment, and in order to
give any guarantees we must have router support. Soft real-time is supported
if router support is present. Soft real-time means that the time restraints
of a video has a small amount of slack. Over the Internet though, such
guarantees can not be given, except by an ISP within its network.
An important note is that when QoS demands are discussed in this thesis
it is always soft QoS demands, and we never gives any guarantees. Other
concerns on the OS level include [23] :
• Low-latency service for user-interaction and system-internal queries.
• High throughput for moving large multimedia objects into or out of
the harddrive.
• Traditional best-effort services for user queries, such as searching for
content.
These concerns are just as valid from a network perspective. In addition to
these points, there are other concerns when working with the network which
are not as interesting when working from the OS level.
• The error or loss rate is often considered in QoS metrics. This is not
interesting from an OS level point of view.
• In a network there are different semantics for transmission which must
be considered.
3.1 QoS in INSTANCE II
The QoS in the INSTANCE II project will be on the application layer, and
possibly in one or more of the chosen transport protocols. The architecture
is designed for the Internet, which means that only the overlay nodes can
be used for router support. The ITC is constructed so that the QoS can be
handled at the application level, but it uses transport protocols which have
some QoS functions. The rest of this chapter will present the content, and
examine the different QoS demands, for the INSTANCE II scenario.
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3.2 Traffic parameters
The INSTANCE II architecture uses a set of parameters to indicate the
different QoS demands. By doing this it is possible to add new QoS indicators
if they are needed. Adding new QoS indicators can be done either by adding
options in the parameters or adding new parameters, or including more than
one option from the already established parameters. The two parameters
currently used are network metrics and transmission metrics.
The following is a list of different network metrics which will be examined
in this thesis:
• Throughput is the rate of which data is sent or received. In this thesis
throughput will consist of all data received at the recipient. This can
also be called goodput, because all acknowledgments and lost messages
are removed from the equation. The throughput is measured in Mb/s.
• Loss will be given in percentage lost in proportion to packets sent for
the flow which is monitored.
• Latency is the time a packet uses to travel the distance between
sender and receiver. In this thesis the time delay is hardcoded in
the simulation and can therefore be subtracted, giving us the time the
packet spent in queues. The latency is measured in milliseconds (ms).
• Jitter is the variation in the latency. The jitter is measured in millisec-
onds (ms).
The network metric parameter tells us what is the most important quality
for this transmission over the network. Videos often have a time constraint
which can be hard or soft. A hard time constraint means that it must be
delivered within this time, while a soft means that it should be delivered
within this time limit. The soft time limit can handle some delay or latency.
In a best effort network, the Internet, it is not possible to use hard time
constraints. In a network where the routers support QoS delivery it is
possible to use hard time constraints, but can still be difficult to implement it.
This thesis looks at an overlay network, which is supposed to be implemented
on top of the Internet, so hard time constraints are not interesting to look
at in this scenario. The time constraints which are present for videos makes
latency one of the network metrics which must be taken into consideration.
Low latency is always preferred, but it is more important for some actions
than for others. User interactions should have as low latency as possible.
Users will not want to wait a long time before their requests are answered.
Latency is a much discussed subject among QoS topics.
Loss should also be looked at. High loss can degrade video transfers since
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it does not use retransmission. High loss can also affect messages which
are not of high importance and do not use retransmission. The proxies in
INSTANCE II work together by using cooperative caching [14,34]. In order
for the cooperative caching to function, the proxies must communicate with
each other. These cooperation updates can be delivered in both a reliable or
unreliable fashion. When using reliable transfer, the overhead can become
prominent [34], because the updates are small and fairly frequent. Although
the system functions even though these messages does not make it, the
performance will decrease if all of these messages are lost. In INSTANCE II
cooperation updates use unreliable transfer, hence they are very susceptible
to loss.
The video content which is streamed over the Internet today is often of high
quality. This makes the files large. In order for the receiving machine to
receive enough data to keep the video running, we require high throughput.
With a high throughput it is possible to stream high quality video over the
Internet.
The transmission metrics tells us something about how the transfer over
a specific connection should be performed. There can be several different
options in this parameter, but only two are used in INSTANCE II so far.
The two transmission metrics used are unreliable and reliable. Normally a
transmission will be reliable, meaning lost packets are retransmitted, but
when streaming video unreliable transmission can be useful.
The options currently defined for INSTANCE II are as follows :
Parameter1 - network metrics:
• Throughput (TP)
• Latency (LA)
• Loss (LO)
Parameter2 - transmission metrics:
• Unreliable (UR)
• Reliable (R)
These parameters can be used in different combinations to indicate
different QoS demands. As shown in 3.1 the QoS demands in INSTANCE II
are divided into QoS demands posed by two groups of data, content and
control traffic. Content consists of data the CDN offers. Control traffic
are all the internal messages in the CDN for keeping the system up to date
and conveying interactions between client and server/proxy. The different
QoS demands under content and control traffic will all be bound to a set of
parameters.
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3.3 Content
INSTANCE II has two types of content; data and metadata. The data is
the media which a client might be interested in viewing. It is basically the
reason for building a CDN.
The metadata, on the other hand, is information about the data. It tells
the application how to deal with the data.
3.3.1 Data
The data in INSTANCE II is divided into two parts, continuous and discrete.
This is because these two types have different requirements for how to
transfer them. They are also treated differently at the client. Discrete data
is completely downloaded before it is accessed by the client, while continuous
data is viewed as it is downloaded.
Continuous
Continuous data are files that are watched at the same time as they are
downloaded, one example being MPEG encoded video.
Normally when transmitting a file over a network, the whole file will be
transmitted before it is accessed and lost packets would be retransmitted.
Unlike normal transmission of data we do not want to retransmit lost data
when streaming. Lost packets or frames in streaming will be dropped causing
deteriorated quality in the playback, making it important that the next frame
in the video clip is always present. Whether the packet was lost or just
arrived too late makes no difference to the application, it will be considered
lost and will not be played. A good deal of the jitter can be smoothed out by
buffering some of the data at the client before starting playback. Although
this is a good solution, there is a limit to how much data it is useful to buffer
at one time. If the amount buffered is too large, the user will get impatient,
because to much time passes before the video starts. If too little is buffered
there will still be deterioration of the video quality. Some clients, like PDAs,
have very little storage space and therefore can not buffer large amounts of
data. This balance on how much to buffer at the client is also affected by the
proxies in a CDN such as INSTANCE II. Some designs require a buffer of
a certain size to fit the way transmission is carried out by the proxies. One
protocol often used for the purpose of continuous streaming is UDP, because
it does not retransmit lost packages like TCP. However, UDP suffers from
problems when dealing with firewalls and it does not back off if congestion
occurs on the link. Unfortunately neither UDP nor TCP offer any built-
in QoS support. It would be desirable to be able to give parameters on
maximum delay and packet loss to the protocol, whereupon it would decide
if it is capable of accommodating the streaming or not.
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The QoS properties mentioned in Table 3.1 for streaming are High
Bandwidth and low jitter. This means that we would like to have a stable
connection to avoid jitter. Jitter is undesirable when streaming because we
want to know when the next packet arrives, with high jitter it is easier for the
playback to lose frames because the next frame is delayed. High bandwidth
is desirable because video contains a large amount of information, and the
higher the bandwidth the better the quality possible to deliver.
Discrete
Discrete content is files which must be be fully downloaded at the client be-
fore they can be accessed. This is what could be viewed as a normal transfer
over the Internet. These files do not require to be transmitted sequentially
and lost packets can be retransmitted later since there is no hard time limit.
It is still desirable for this transfer to go as fast and efficiently as possible.
The QoS properties mentioned for discrete data are best effort and band-
width optimization. Best effort means that the data is transfered to the
client, and if something is lost it is retransmitted. With larger files having
the bandwidth optimized will give a faster transfer and a better perception
of the system. Small files will not need the same throughput, and latency
is more important. Waiting for a very small file to start downloading is a
nuisance when websites contain large amounts of small pictures.
3.3.2 Metadata
Metadata tells something about the data which is to be transmitted. Stan-
dards such as Synchronized Multimedia Integration Language (SMIL) [46]
and Extensible Markup Language (XML) [45] can be used to keep informa-
tion on how the data should be treated.
The QoS demands differ depending on whether the metadata is distrib-
uted synchronously or asynchronously. Synchronous distribution means that
the metadata is stored on the main server and is retrieved by the proxies to-
gether with the data it contains information about. The most important
network metric for this distribution type is latency. This is because meta-
data has to be received before the data can be used. Any data received
before the metadata will be useless until the metadata arrives. Asynchro-
nous distribution of metadata means that as soon as new content is added
to a server, the server will distribute the metadata for this content to all
proxies. In this case the proxy already has the metadata before clients start
requesting the content, and can thereby deliver the metadata directly with-
out having to wait for it to be delivered from the server. The QoS demands
for this type of distribution is best effort, low loss and retransmission. This
means that the proxies must receive the metadata, preferably with no loss
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but if losses occur the metadata will be retransmitted.
3.4 Control
To be able to distribute the content we require the CDN to be functioning
correctly. The control data ensures this. Control messages are divided into
CDN maintenance and content delivery control. CDN maintenance consists
of routing updates and cooperation updates. These are messages which are
used to keep the system up to date. The Content Delivery Control consists
of the interaction between the client and the rest of the CDN.
3.4.1 Routing updates
Routing updates will need to be periodically and quickly distributed through
the overlay network such that the overlay nodes at any point in time knows
the status of the overlay network. These messages must be assured to arrive
at the receiver so that no node operates with an outdated version of the
overlay network. QoS demands for routing updates are no loss, meaning lost
packets will be retransmitted, and low latency. The routing updates must
be delivered and they should arrive as fast as possible.
3.4.2 Cooperation updates
Cooperation updates keep the proxies aware of content stored on other prox-
ies. Their QoS demand is best effort. The updates say which proxies have
which content, and if some messages are lost a node might ask a proxy for
content it does not have. This degrades the hit ratio and incurs some delay,
but the network will still function correctly. In the best case scenario the
nodes will always know which proxy has which content.
3.4.3 Content delivery control
The content delivery control is the actual communication between the client
and the rest of the CDN. It needs to be quick and lossless. Content delivery
control takes care of requests for data from the CDN and interactions like
fast forward and pause. To give the user a positive perception of the system,
the actual content transfer has to start as quickly as possible.
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3.5 The QoS indicators
In section 3.2 we presented the options currently defined for INSTANCE II.
They were as follows:
Parameter1 - network metrics:
• Throughput (TP)
• Latency (LA)
• Loss (LO)
Parameter2 - transmission metrics:
• Unreliable (UR)
• Reliable (R)
Considering the different content present in INSTANCE II, the following
sets of these metrics was produced. The traffic parameters used by the
different types of data are as follows :
• Data
– Continuous : TP + UR
– Discrete
∗ Small files: LA + R
∗ Large files: TP + R
• Meta data
– Synchronous: LA + R
– Asynchronous: LO + R
• CDN maintenance
– Routing updates: LO + R
– Cooperation updates: LO + UR
• Content delivery control
– User Interaction: LA + R
There are several different ways of fulfilling these QoS demands. The
overlay network can give a high bandwidth virtual link to a video streaming
or a low latency virtual link to user interactions. Proxy caching can improve
the latency of delivering content and improve the system’s general bandwidth
availability, by not servicing all clients from one server. The application can
3.5. THE QOS INDICATORS 33
use buffering techniques on the client side in order to improve video playback.
The transport protocol used can have a large impact on the actual transfer
of data over the network, and the end-to-end QoS. There is a large number of
transport protocols which support some form of QoS. Chapter 4 will examine
several transport protocols which can be interesting for the INSTANCE II
project.
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Chapter 4
Transport Protocols
There is a large amount of different transport protocols available for use at
the present time, and new protocols or modifications of old transport proto-
cols appear from time to time. One of the reasons new transport protocols
are appearing is because the old standard protocols, TCP and UDP, do not
have all the functions which program developers desire. As the Internet to-
day is used for everything from streaming of video to remote hard discs, the
functions wanted from a transport protocol will continue to increase. A large
amount of the new protocols which appear are constructed in order to solve
a specific problem within the sphere of QoS demands. The INSTANCE II
project poses a variety of different QoS demands which not necessarily are
fulfilled by one single protocol. Finding the protocols which are useful for
the project requires an investigation into a larger specter of the available
protocols. The protocols which are interesting for INSTANCE II are non-
proprietary protocols. The Microsoft Multi Media Server (MMS) protocol is
a much used protocol on the Internet but it is not viable for INSTANCE II
because it is proprietary. Doing a theoretical analysis of available protocols
will show which of these protocols are best suited for the INSTANCE II
project.
4.1 Different transport protocol types
Transport protocols often aim at fulfilling rather specific goals. The old TCP
and UDP protocols were designed when best effort was all the transfers
required. Today protocols are designed in order to support streaming of
video files over the Internet or real time telephone calls over the Internet.
The different protocols can be divided into different groups depending on
what tasks the protocol is aimed at solving.
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Basic transport protocols
Basic transport protocols are protocols such as TCP and UDP. These
protocols do not support complex QoS functions, their primary function
is to transport data from sender to receiver. In addition to these basic
protocols there also exist protocols which are aimed at replacing TCP or
UDP as the basic transport mechanism on the Internet. Such protocols
improve on congestion control and other areas which TCP and UDP could
use improvement on.
Streaming protocols
Streaming protocols are protocols aimed at improving transfer of continuous
data over a network or the Internet. These protocols are often specifically
aimed at this problem and are not always well suited for other kinds of
transfers. Streaming protocols often have functions which can calculate
transfer rates in order to find out what kind of service they are capable
of offering. There are several other different forms of QoS support which
appear in such protocols, and will be discussed later in this chapter. Real-
time Transport Protocol (RTP) [37] is an example of a streaming protocol.
Configurable protocols
Configurable protocols are rather generic protocols aimed at being able to
solve all transfer needs. They contain functions which can be turned on and
off depending on what the transfer demands. Having one protocol which
can perform any kind of transfer would simplify the Internet, removing the
complexity different protocols create. Unfortunately, configurable protocols
are not as specific as streaming protocols. This causes them to not always
fulfill all the different needs which can appear as well as a protocol specifically
made to solve one specific problem.
Application level protocols
Application layer protocols are protocols which improve on already existing
transport layer protocols by adding extra functionality on the application
layer. One such improvement can be to add congestion control to UDP.
RTP is both a streaming protocol and an application layer protocol. It uses
UDP as the transport layer protocol and adds congestion control and a host
of different streaming options at the application layer.
Summary
This is a rough division of the different protocol types. One could easily
divide these into several subtypes, and there are also several other groups
which could be added to this list. This thesis will use this division in order to
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categorize the different protocols. The different protocol types have different
properties, some of which are useful for the INSTANCE II project while
others are not.
4.2 Protocol properties
The following describes a number of protocol properties which were examined
in conjunction with INSTANCE II. The properties are chosen so that they
together build a picture of the protocol. This makes it easier to discuss its
pros and cons in context of INSTANCE II, and choose those which fit the
project best. Some of the properties are necessary for the protocol to support
if we are to use it in the INSTANCE II, but we do not necessarily desire all
of these properties to be present in a protocol.
The different properties are described below.
4.2.1 Router support
When deciding which protocols to use we must consider whether they require
router support. In an internal network it would be possible to implement
the support needed in routers if the protocol offers all the other properties
you require. In INSTANCE II on the other hand protocols which require
router support are not viable. INSTANCE II is intended to be used over the
Internet and implementing a protocol in all routers on the Internet is not
an option. Some protocols have properties which can use one or few routers
along the path but do not require all routers to support them. These proto-
cols can be used by INSTANCE II, since we are able to offer support in the
overlay nodes which is part of the INSTANCE II overlay network. Routers
place in the network layer in Figure 3.1. Hence the protocols which are
viable for INSTANCE II are protocols which belong in the transport layer or
higher. And protocols which can have, but do not require, support in routers.
4.2.2 Maturity
When considering a protocol it is of course important to know whether it is
implemented or how far it has come in development. If it is in the design
phase it will not be much use yet. A beta version can always be used, but
it will not necessarily function correctly. A protocol which has been in use
for several years and which has been tested is of course the easiest thing to
deal with. In INSTANCE II only protocols of high maturity will be used.
We require the protocols to be implemented as a simulator module and be
implemented as a functioning protocol. The simulator framework used in this
thesis is the Network Simulator 2 (NS-2), see chapter 5 for further details.
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4.2.3 TCP Friendliness
[48] defines TCP-friendliness as :
A unicast-flow is considered TCP-friendly when it does not
reduce the long-term throughput of any co-existent TCP flow
more than another TCP flow on the same path would do under
the same network conditions.
A more technical definition would be that the protocol would have to
follow an AIMD (additive increase/multiplicative decrease) scheme or follow
the algorithm from [40]:
B =
M
tRTT
√
2Dl
3 + toutmin
(
1, 3
√
3Dl
8
)
l (1 + 32l2)
B is the average bandwidth share of a TCP connection,M is the packet size,
l is the loss fraction, tout is the TCP retransmission timeout value, tRTT is
the round trip delay and D is the number of acknowledged TCP packets by
each acknowledgment packet.
Basically TCP friendliness means that if a protocol loses packets it will
back off. Protocols without such functions get an unfair amount of band-
width and can cause TCP friendly protocols to back off because they lose
packets and therefore believe the network to be congested. The Internet is
dependent on protocols using a form of congestion control, and the de facto
congestion control as of today is TCP-friendly congestion control. Since IN-
STANCE II is designed for implementation over the Internet, INSTANCE II
aims at using use TCP-friendly protocols.
4.2.4 QoS support
In INSTANCE II QoS support is an important parameter. QoS support is
an expression containing a lot of different concepts. This thesis defines QoS
support as the idea that the protocol has at least some QoS functions and the
following parameters in the table will be different aspects of QoS functions.
Quality scaling : This is a QoS function used for streaming. It can change
the quality of the video transfer according to the available bandwidth. This
requires that the video format is constructed in such a way that by sending
less data the video is still playable but with a degraded quality. The protocol
must be able to change the amount of data transferred either on the fly or
by deciding before the transmission how much can be transferred. Quality
scaling can also be implemented in the application without protocol support,
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but this thesis focuses on what the protocol offers.
QoS Reservation: QoS reservation entails that the protocol gives a guar-
antee that the stream will receive a certain amount of bandwidth. This is
typically dependent on having router implementation, and can seldom be
performed by a normal end to end protocol. The reason for this is that to
actually give a guarantee on how much bandwidth the stream will receive,
that amount must be reserved for that stream in every router along the path
from server to client. The fact that it needs router implementation renders
it undesirable for INSTANCE II.
QoS Estimates: QoS estimates do not give any guarantees the way
QoS reservation does, but calculates estimates according to knowledge of
the network and control messages between server and client. The control
messages can include information on jitter, latency, packet loss and other
variables. The information varies according to the protocol and its algorithm
for calculating the estimates. Any protocol supporting QoS reservation
will also have to support some kind of estimate to calculate the amount of
bandwidth possible to reserve. QoS estimates are typically implemented in
the application or transport layer, and can be very useful in INSTANCE II.
4.2.5 Reliability
Transport protocols basically use one of two forms of reliability, unreliable
transfer and reliable transfer. Unreliable transfer means that a packet is
transfered once, and if lost on its way from sender to receiver, it will not be
retransmitted. Reliable transfer is the opposite. If packets are lost on their
way from sender to receiver, the packets will be retransmitted. Both reliable
and unreliable transfers are useful for INSTANCE II, depending on the QoS
demands.
4.3 The protocols
In order to find the protocols which theoretically would be best fitted to the
INSTANCE II project, the different protocol properties must be considered
in conjunction with the different QoS demands in INSTANCE II. This section
gives a brief introduction to various common transport protocols and their
pros and cons in the context of INSTANCE II. It also tries to answer the
questions posed in chapter 1 relating to CPU and packet overhead. It will
also look at the possible start-up latency.
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TCP
Transmission Control Protocol (TCP) [16] is the de facto standard protocol
on the Internet. It is by definition TCP-friendly. It is a basic reliable
protocol, without any kind of QoS support. It is implemented on almost
any platform and practically in all existing network simulators.
TCP exists in a large variety of different versions, all of which have slight
differences in the congestion control. The original TCP version was called
TCP Reno. Later other version have shown up; TCP Vegas, High Speed
TCP, Scalable TCP, TCP tahoe, TCP NewReno, etc. All of these version
use the basics of the TCP protocol and most can communicate inter version.
There is almost only one thing which is changed between the protocols, and
that is the specific workings of the congestion control. TCP tahoe have two
ways of detecting lost packets. Either the retransmission timeout, which is
calculated from the RTT, times out, or it receives duplicate acks (dupacks).
The dupacks are sent when the receiver has lost packet n but received packet
n+1. The dupack tells the sender that the next packet it expects is packet
n. If the sender receives three dupacks, it assumes the packet lost. This is
called fast retransmission. When a packet is considered lost, TCP Tahoe
halves its window. Then it increases the window exponentially till it reaches
the slow start threshold. Then it continues to increase the window linearly.
This is called slow start. TCP Reno introduces the concept of fast recovery.
After receiving dupacks and thereby invoking fast retransmission, it does not
fall back the same way TCP Tahoe does. Instead it takes advantage of the
fact that the flow that currently exists should keep on sending, but use less
resources. Instead of reducing the congestion window to a very low value,
it is reduced to the slow start threshold. TCP Reno only use slow start
during very heavy congestion when no acks are received. These are the kind
of differences we find in the TCP variations.
TCP has a 20 byte header, but can be 24 bytes if the options field in the
header is used. It uses a three way handshake in order to verify that both
receiver and sender are aware of the connection. This causes a slight start-up
latency, but nothing which is very noticeable. The CPU overhead is caused
by adjusting the window according to the congestion control. It does not do
any advanced functions which should incur any special CPU overhead.
UDP
User Datagram Protocol (UDP) [32] is a very simple connectionless
transport protocol. It is unreliable and has no extra functions. It will
basically receive data from an application and send it. UDP has a 8 byte long
header, and basically no CPU overhead. It does neither have any start up
latency. When starting a transmission, UDP does not open any connection,
but just starts sending data to a given IP address. It does not support any
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kind of congestion control.
XCP
eXplicit Control Protocol (XCP) [20] is an attempt to improve on TCP’s
congestion control in high bandwidth-delay networks. In addition to this the
protocol has several other improvements which can be used for bandwidth
allocation between flows. It is a basic transport protocol but can be modified
to a certain degree, and it uses reliable transfer. XCP should have router
support, but will function without it. When XCP does not have router
support it will revert to the TCP congestion algorithm at packet loss. XCP
and XCP capable routers have a frequent communication. The sender
maintains a congestion window and RTT. Each packet it sends contains
this information in its header. The routers monitor the input rate to their
output queues. Based on the link bandwidth and the input traffic rate, the
routers tell flows to increase or decrease their traffic rate. This information
is contained in the congestion header. When a packet reaches the receiver, it
copies the congestion header to its acknowledgment (ack) and dispatches it.
This way the sender receives positive or negative feedback in the ack packets,
and can use this information to increase or decrease its congestion window.
The XCP routers work on top of a dropping policy such as drop tail. The
goal of the XCP router functions is to avoid any packets from being dropped.
In order to compute the feedback XCP routers provide for the clients, it uses
an efficiency controller and a fairness controller. The efficiency controller’s
job is to ensure that the link is utilized. It computes the decrease or increase
of traffic based on all the flows passing through the specific router within
one RTT. Choosing the flows which are to increase or reduce their traffic
is up to the fairness controller. The fairness controller uses the calculation
the efficiency controller made to correctly increase or decrease the different
flows. It checks the information which is stored in the congestion header
and rewrites it to fit the new congestion situation. XCP has the unique
characteristic of almost never dropping a packet.
XCP is a protocol which only recently made its entrance, but it is already
implemented as a functional protocol as well as an NS-2-module.
XCP could be a viable choice for INSTANCE II, as it should always do as
well as TCP. But the fact that much of its new functionality is placed in the
XCP-capable router, speaks against using it on the Internet. The congestion
header XCP uses is 20 byte. This header is placed between the IP header
and the transport protocol header. When used over TCP, as it is now, it has
a 44 byte header. This is larger than most protocols, and will not be well
utilized unless there is router support.
XCP is connection oriented and will have a start-up latency which is equal
to TCP. The CPU overhead will probably not exceed that of TCP. There
are some extra work on the receiver and sender but no heavy calculations.
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It will in any case increase the amount of CPU used in the routers which
support XCP.
XTP
Xpress Transport Protocol (XTP) [47] can fulfill several of the QoS demands
INSTANCE II has. It is a simple and good example of a configurable
protocol. XTP can in theory fulfill all the QoS demands and could therefore
be the only protocol used in the system. XTP is designed to be able
to support several different applications ranging from usual file transfer
to real time multimedia distribution. It is a configurable protocol with
several options which you can turn on and off according to the demands
of the application. XTP supports a multicast system and a multicast group
management to form, add members to and disband groups.
XTP’s protection against congestion is a system they call rate and burst
control. The rate control limits the amount of data that can be transmitted
per unit of time, while the burst parameter limits the size of data that can
be sent. Together these create inter packet gaps which is agreed upon by
the receiver. This gives a steady stream of data instead of the fluctuation
we get with TCP, where the receiver will close its credit window if the buffer
is about to overrun. The algorithm also lets the routers participate so that
they can reduce the rate control to avoid congestion at the router level. Of
course this would require XTP aware IP-routers. This function is possible
to implement but is not required in order to use the XTP protocol.
XTP supports a priority system. A 16 bit value where the lowest value
has the highest priority. By putting a deadline time stamp in this field we
will automatically implement a earliest deadline first policy. This would fit
well with real time streaming and in INSTANCE II we could give metadata a
static low value and regular file transfers a relative high value. The problem
with this is that it is static. Given a value it will keep this value, while it
would be beneficial to have it change as its deadline approaches.
XTP has three different modes of selectable error control . The first one is
reliable much like TCP. The second is a UDP like mode where there are no
acks. And the last one is a fast negative acknowledgment mode. Meaning
the receiver sends a message saying which packets are missing in a transfer
and the server resends those. There is also a special mode called noerror
mode which accepts the received data but gaps are ignored. This can be
used by real time transfers. XTP also supports selectable flow control. It
can use traditional flow control based on a window like TCP or it can use
Reservation mode. Reservation mode uses a system where receiver can have
a window for a buffer dedicated to a connection. This avoids buffer overrun
at the receiver side. The last function is noflow. It is something like UDP
but with absolutely no control.
XTP does have a field called traffic descriptor which can be used to
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implement some QoS functions. The field is not complete as it is expected
to evolve over time as more and more QoS is used with the protocol. It can
therefore supply information of latency and packet loss which can be used
by QoS functions.
There are several other possible options which can be used to give a good
transfer of real time video. But still it does not offer all the options found in
such protocols as RTP which is created with streaming in mind. The pros
and cons here are that XTP can be used for several purposes but a protocol
which is made for one specific purpose would possibly perform better. If
that is the case the best options is to create an API for the INSTANCE II
and use several protocols for different purposes.
The XTP protocol has been utilized by several military and commercial
applications to achieve a specific goal [47]. Unfortunately there is no XTP
module for NS-2.
XTP can achieve several of the QoS demands of INSTANCE II. It can
perform streaming, either by using the noerror mode and the priority system
or additionally using the traffic descriptor field. If the traffic descriptor field
is to be used some code in the application has to be added to understand
this. XTP can perform the functions UDP and TCP perform as well. this
covers a good deal of the different QoS demands in INSTANCE II.
The start-up latency in XTP is very low. Like UDP it can carry data in
the first packet sent in a session. The specifics of MTP packet format and
initiation phase were not found, so there is little to say about the overhead.
The CPU-overhead should not exceed any other TCP-friendly protocol.
DCCP
Datagram Congestion Control Protocol (DCCP) [22] can be defined as both
a configurable and basic transport protocol. It does not require router
support or support any complex QoS functions, but does have two different
congestion controls which can be used according to what is needed. Both of
the congestion controls are TCP friendly, but uses unreliable transfer. The
first congestion control is called TCP-like congestion control, or CCID 2. The
TCP-like congestion control closely follow the mechanisms standardized by
the IETF for use in SACK-based TCP. This causes it to react like TCP
creating a fluctuating throughput when congestion occurs.
The other congestion control is called TCP-friendly Rate Control
(TRFC), or CCID 3. It is aimed at applications which need to know the
inter packet arrival rate, such as streaming. The TRFC calculates a transmit
rate based on loss, the packet size and the RTT. Calculating the correct rate
can be tricky and therefore the algorithm does not increase and decrease as
fast as the AIMD scheme. This causes the TRFC to react slower to available
bandwidth than the TCP congestion control. TRFC will therefore not utilize
the bandwidth as well as the TCP-like congestion control, but will keep a
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steadier transmit rate. Many of the applications which DCCP is aimed at
uses RTP over UDP today. RTP could just as well be used over DCCP
for streaming application. [21] argues that this would only cause a total
overhead of 4 bytes more per packet than using RTP-over-UDP.
Since there are two different congestion controls DCCP supports reliable
setup, tear-down and negotiation of features. This must be reliable in order
for both sender and receiver to know which congestion control is to be used in
this session. The sender and receiver do not need to use the same congestion
control. This can be practical if the receiver have data to send back. A
possible scenario can be that a server is providing a client with a video
stream. The client might perform some user actions which must be sent to
the server. In this scenario the server could use TRFC in order to have a
stable transmission. While the client could use TCP-like congestion control
in order to send the user interaction as fast as possible.
In this scenario another function DCCP offers can be useful. The client
can piggyback its data on an ack to the server. Doing this, the user
interactions does not need its own packets, and therefore reduce the overhead.
The DCCP protocol can be very useful for INSTANCE II. Since
INSTANCE II wants to use TCP-friendly protocols, it is undesirable to use
UDP for the different unreliable transfers which INSTANCE II uses. This
makes DCCP desirable since it offers unreliable transfer with a TCP-friendly
congestion control. The TRFC congestion control function is also useful for
streaming of video.
DCCP does not incur any large amount of start-up latency, but compared
to UDP it does need to open an connection before transmitting. It does on
the other hand allow data to be carried during this initiation. This puts its
start-up latency between that of UDP and TCP. The DCCP generic header
is between 12 and 16 byte depending on the usage. It is 16 bytes if it uses
extended sequence numbers, and 12 if it does not. DCCP should not incur
more CPU overhead than other TCP-friendly protocols, such as TCP. DCCP
exists as a functional protocol and a NS-2 module
SCTP
The Stream Control transmission Protocol (SCTP) is a protocol offering
reliable in-order transmission. It is a basic transport protocol which does
not support any QoS functions and does not require router support. It
is TCP-friendly and has several similarities with TCP but has some new
functions. It is an end to end unicast protocol, but includes a feature called
multi-streaming. Multi-streaming enables one connection between two end
points to contain several streams. This connection is called an association,
which makes the end points associates. The packets in this association
contains a sequence number belonging to the associate which governs the
transmission of packets and the detection of loss. It also contains a stream
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ID and stream sequence number. This function opens the possibility to
divide a transfer into several streams where loss of messages only will affect
the stream which lost the message. The different data in the different streams
can also be given a time limit. If the data has not begun transmission within
the time limit it would be discarded. The multi-streaming function can be
useful for INSTANCE II. If SCTP can be used for two types of transfer in
INSTANCE II, only one connection will be needed. This connection will
contain two separate streams, instead of two separate connections.
SCTP also offers multi homing, which entails the possibility of having
multiple IP addresses for the end points. If one of the IP addresses loses a
message, the retransmission will be sent on the other address. This increases
the survivability of a session if a part of the network or the LAN should go
down. This is also a feature which can be useful for INSTANCE II. The
overlay network manager can give the SCTP connections the IP address
of the two best choices in the overlay network instead of one as it normally
would. If the network goes down on one of them, SCTP would automatically
start sending to the other.
SCTP exists as a functional implemented protocol and as a NS-2-module.
SCTP uses a 4 message sequence to initiate a connection. This should not
cause any longer start-up latency than most protocols, although it might be
a bit longer than TCPs three way handshake. It can also be shorter since
the 3 and 4th message can include data. The header is 16 bytes long. SCTP
should not incur much more CPU overhead than any other TCP-friendly
protocol.
RTP
Real-time Transport Protocol (RTP) [37] is a streaming protocol offering
some functions to that end. RTP does not require or support any router
functions. RTP is one of the most widely used streaming protocols on the
Internet along with MMS [11]. If this protocol is chosen, it will be necessary
to use TCP or some other protocol for the non-streaming data flows present
in the system. This means that the underlying transport protocol will decide
whether or not the protocol is reliable or unreliable. RTP is designed to
function with UDP over an IP network, which would make RTP unreliable.
A typical RTP packet with an IP header would look like Table 4.1.
RTP supports QoS estimates, and can support quality scaling dependent
on the application. It has a timestamp which can be used to synchronize
the playback at the client. Although it has a timestamp it is not RTPs
responsibility to synchronize the playback. Whether or not this function
is utilized is up to the application. Since it uses UDP it has a sequence
number used to place the incoming data in the right place for playback. A
payload identifier can be used to tell the application what kind of data is
incoming so that it knows how to play it. You can use one of the defined
46 CHAPTER 4. TRANSPORT PROTOCOLS
payload identifiers or map your own in the application. These functions are
implemented in the RTP header. Additionally you can use a set of options.
Options 0-126 are defined in IANA [15]. IANA is the Internet assigned
numbers authority, this is an organization dedicated to keeping track of the
numbers in protocols which is registered to a function. It was formerly under
contract to the U.S. government to perform this service. You can use as many
options as you want to but some are dependent on others or cannot be used
while others are in use. If an option is unknown to the application it may
discard it.
IP Header UDP header RTP header RTP payload
Table 4.1: RTP header
If there are options present the option flag in the header is set. There are
several options connected to security and some connected to the application
and synchronization. It is not mandatory to use any of these options. To get
feedback RTP uses a companion protocol called Real-time Control Protocol
(RTCP) which can give the application feedback on jitter,latency etc. This
protocol is used for QoS monitoring giving the application a possibility to
adapt to changes in the congestion on the network or jitter/latency. RTCP
has five different packet types, these five are:
RR : receiver report. This packet is sent by the receiver with information
on lost packets, highest sequence number received, inter-arrival jitter and
timestamps to calculate round trip delay between sender and receiver.
SR : sender report. Produced by sender. Contains the same as the RR but
also includes a senders section.
SDES :source description items. Contains information about the sources.
BYE : ends participation by the sender.
APP : application specific function meant for experimental use.
RTCP packets are sent regularly to update information about the quality
the network is capable of at the present time. The time period between
RTCP packets are calculated based on how many participants there are and
the inter arrival time. RTP is strictly speaking not a transport protocol,
since it relies on a lower layer protocol to transfer the payload across the
network, typically UDP. RTP is both an application layer and a streaming
protocol. It is implemented in the application layer and can be extended as
such. The RTCP implementation in the application decides the congestion
control used, if RTP is run over UDP or other protocols without congestion
control.
In INSTANCE II RTP can be useful for streaming. If it is used in
INSTANCE II we must make sure that the congestion control is TCP-
friendly. RTP exists as a functional protocol and as an NS-2-module.
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RTP will have some CPU overhead caused by calculation of jitter, delay
and other possible variables which are interesting for the application to know.
This overhead will appear on the receiver side in the RTCP packets as thats
where the calculations takes place. The sender side will merely adjust the
data rate accordingly. The RTP header is 16 byte long, and will in addition
have the header of the protocol it is implemented on top of. Typically this
is UDP which has a header of 8 bytes. RTP over UDP would then have an
overhead of 24 bytes.
MMS
MMS is not a viable protocol for INSTANCE II because it is Microsoft’s
proprietary protocol, but because it is a much used protocol on the Internet
it warrants mentioning. MMS [41] integrates most of the features of RTP,
RTCP and RTSP. The protocol exists in several different versions, each going
over a more restricted kind of network:
1. MMSU transmits over UDP for efficient delivery.
2. MMST transmits over TCP for networks that do not permit UDP
traffic.
3. HTTP carries the MMS protocol over HTTP for for networks that
allow only HTTP traffic due to firewalls.
The streaming protocol attempts to use alternative 1 first, falling back
to less restricted transport protocols until the audio or video starts working.
Microsoft has not published the details of MMS but a small group has been
trying to back-engineer and document it [38].
MTP
Multimedia Transport Protocol (MTP) [7] is a protocol which tries to
combine the best elements of UDP and TCP. It is constructed on top of
TCP Reno and can easily be implemented because it uses the TCP code as
a basis. This makes it an application layer protocol. What they have done
is to remove retransmission from TCP but keep the back off algorithm. This
gives us a TCP-friendly UDP-like protocol. What the protocol does when it
detects packet loss is to continue sending the packet with the next sequence
number in the retransmission packet. This way we keep the structure of
TCP but removes the retransmission of packets which in streaming is known
to cause jitter. There is no added QoS functionality, and the protocol does
not require or support any router functionality.
MTP is basically a TCP-friendly version of UDP. This is is an
improvement to UDP, but it is still unable to perform reliable transmission
and it has no real QoS support. This limits the protocol to streaming
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and, without any further QoS functions it will not perform as well as other
streaming protocols. Adding RTP over MTP seems redundant and would
probably add to the overhead, as both RTP and MTP are application layer
protocols. MTP does not offer many interesting features for INSTANCE II.
The one point that is interesting is that it can perform unreliable transfer
with a TCP-friendly congestion control.
MTP does exist as an NS-2-module, but was not easily available. It
does not as of today have a functional protocol implementation. The
specifics of MTP packet format and initiation phase were not found. It
is an experimental protocol and these variables could change before it is
implemented as a functional protocol.
SRP
Selective Retransmission Protocol (SRP) [31] is a protocol based on the idea
of improving UDP. It uses UDP as the transport protocol and has some
new functionality above it. This makes SRP an application layer protocol.
It supports quality estimates, but does not need any router support. Using
some QoS factors including current loss and latency, round trip time, network
congestion and desired quality request from the user, it decides whether or
not to retransmit any packet which get lost.
The basic idea is that for each packet which does not arrive at the
recipient within the retransmission timeout a decision will be made whether
to retransmit the packet or not. The retransmission timeout is calculated
based on the RTT of packets and the RTT of timing probes, which are
dispatched if no normal packets have arrived in a long time. A long time
is defined in [31] as 1 second. The decision whether to retransmit or not
is dependent on a loss ratio and latency ratio. These ratios are set by the
application and are referred to when a packet is lost. If the latency is too
high the packet will not be retransmitted. The loss has a maximum loss
ratio, which means that it counts toward the maximum loss if a packet is
not retransmitted. If the loss ratio nears the maximum loss ratio the packet
is likely to be retransmitted. This way the user can tune the protocol to how
it should act toward loss and latency. Doing this you avoid the unnecessary
retransmissions from TCP for delayed packets, and you get retransmission
of packets which are lost but can still make their deadline. This means that
SRP can use both unreliable and reliable transfers as well as partially reliable
transfers.
In the context of INSTANCE II this can be a good choice. It can be used for
streaming and semi reliable transmissions as well as reliable transmissions.
SRP can fulfill several of the different QoS demands present in INSTANCE II.
In the experiment in [31], the client would pull data from the client. This
means that the client sends requests for data, and the server replies to these
requests. This means that as fast as the client message reaches the server,
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it can begin transmitting the data. This would make the start up latency a
bit lower than that of TCP.
SRP is implemented as a functional protocol, but it does unfortunately
not have a NS-2-module. The protocol is built as an application protocol
over UDP, so it adds some to the CPU and packet overhead in UDP. None
of these additions seem to be very drastic. Unfortunately the packet format
was not described. So the exact overhead is not known.
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4.4 Protocol selection
Table 4.2 shows a summary of which properties are present in which
protocols. The MMS protocol is proprietary and can be excluded because
of this. MTP does not really offer much to the INSTANCE II project which
can not be done by other protocols.
The protocols which are not implemented in NS-2 can also be excluded.
This excludes SRP and XTP. After excluding these protocols we are left
with XCP, TCP, UDP, RTP, SCTP and DCCP. TCP and UDP will be
tested and used as references to the other results. If TCP performs better
than the other protocols it will be used, but UDP should not be used unless
absolutely necessary. This is because the INSTANCE II project is aiming
to use TCP-friendly protocols. RTP is only interesting for the streaming in
INSTANCE II. DCCP is also interesting for streaming, but can also be used
for other unreliable transfers. To summarize, the protocols which will be
used in the simulations are:
• TCP
• UDP
• RTP
• XCP
• SCTP
• DCCP
The protocols chosen in this chapter are chosen based on a theoretical
analysis. These protocols are a small selection chosen from a large pool
of possible choices. In order to find out which of these should be used, a
simulation will be performed on them. Such a protocol test would preferably
be performed directly on the Internet in order to get real data on how they
perform. This is unfortunately often difficult to accomplish. Conducting a
controlled test on anything on the Internet is very difficult. The second best
choice would be to construct a testbed with a real network and produce real
traffic from a trace file from a network. This unfortunately requires some
resources and can be a complex affair if the traffic should be realistic.
Due to the complexity of testing protocols on real networks is it common
to perform an initial evaluation of protocol behavior through simulations.
There are many advantages to performing such simulations. Only in a
simulator is it possible to control all parameters and variables. When doing
experiments in a real network environment, there can be unexplained events
because of variables which can not be controlled. Simulated experiments can
be repeated by running the same simulation again. This makes it possible to
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run the exact same setup on different protocols, and repeat the test in order
to verify the results. In simulations it is also possible to create environments
which would not be feasible to use in a real network environment, and thereby
receive information on protocol behavior which would be close to impossible
to achieve in real networks.
Simulations are often performed as the first step in experiments. Then
the results from the simulations would be used for the implementation, and
then evaluation through emulation and actual utilization. Going beyond
simulations is beyond the scope of this thesis.
Chapter 5
Simulation set up
Precise simulation of the global Internet is a hard or even impossible task [9].
The Internet changes on a day to day basis, and is constantly growing in size.
The traffic is highly heterogeneous and the traffic can greatly differ from hour
to hour. Even though we can never replicate the Internet, we can simulate
a smaller abstract of it. In this smaller topology we can use different traffic
generators to create Internet-like traffic. Such tests should cover a fairly
large amount of different scenarios in order to get results reflecting reality.
Simulations run on too few scenarios are prone to get biased results. With a
small data set as the result there might not be enough data to cross reference
with. Thereby the conclusion drawn from this result can easily be twisted
into the answer the researcher was looking for. Complex behavior a protocol
can exhibit in a different environment may also be overlooked if the result
data set is too small. With a larger data set to use for comparison such
faults can be reduced [2]. Even though accurate simulations are hard to
perform, it is a valuable tool for networking researchers, and there is a large
amount of different simulators available for use. The differences present
in such simulators can make the results hard to compare across different
simulator platforms, even if the topology and other parameters are the same.
This chapter will first briefly discuss the simulator which was chosen for this
thesis in section 5.1, then it will describe some of the QoS properties which
should be considered during the simulations in section 5.2. It concludes be
describing the different scenarios used during the simulations in section 5.3.
5.1 NS-2
The simulator used to analyze the transport protocols in this thesis is the
network simulator NS-2 v2.29 [8]. NS-2 is a discrete event simulator targeted
at networking research. The simulator is free and can be run on a Windows
or Unix/Linux system. The source code is publicly available and can be
changed in order to perform the task a given user might require. It has a
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large default protocol library which can be extended either by writing new
protocols, or getting them from other NS-2 users. The NS-2 community is
encouraged to expand NS-2 and share the modules, thereby reducing the
duplication of effort by network researchers [5].
5.2 The QoS properties
The QoS indicators which are defined for INSTANCE II in chapter 3 identify
three different network metrics to simulate. These are :
• Latency
• Bandwidth
• Loss
The second parameter in the QoS indicator, which says whether it should
have reliable or unreliable delivery, is protocol specific and does not yield
additional simulation scenarios. Instead, this parameter will include or
exclude a protocol depending on whether it is capable of performing either
reliable transfer, unreliable transfer or both.
Latency
Latency can occur throughout a transfer of a file from one computer to
another. Reading the file from disc introduces latency, as well as the transfer
between the hard drive and the RAM. This latency is small and decreases as
new technology improves the hardware possibilities. The latency this thesis
focuses on is the latency which can occur during the actual transfer of one
file over the physical network. The latency over a network is computed from
the round trip time (RTT), which is the time it takes from a packet is placed
on the network until the sender receives an ack from the receiver that the
packet has arrived. During the RTT latency can occur at the routers and
at the receiver. At each router the packet must be processed in order to see
where it should be routed next. When it is determined where the packet is
to be routed, it is placed in the correct queue. Both the processing and the
queuing add to the RTT. If the router is experiencing congestion the packet
can spend a fair time in the queue before being dispatched, or in the worst
case scenario it can be dropped. This kind of latency occurs at each router
the packet encounter on its route to the receiver, and the same goes for the
ack on its way back to the sender. At the receiver the packet must again be
processed and the ack must be queued for dispatch. Because of the distance
a packet is sent the RTT will never be less than the time light would use
to cover this distance, also called the propagation delay. Any excess time to
this can be viewed as the delay or latency. In our simulation the minimum
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RTT is hardcoded, therefore we are interested in the delay which is added
to this known time span. The latency in the simulation will be computed by
taking the time a packet uses to cover the distance between the sender and
the reciver, and subtracting half the known RTT time. We use half the RTT
because protocols like UDP does not use the ack function, and therefore
cannot use this to compute the RTT. In a simulator this must be tested
by using a bottleneck and inducing traffic to create congestion. This will
cause the protocol to show how it will perform in a congested environment.
Whether it adds to the congestion, and hence the latency, or if it backs down
and levitates the congestion, thereby avoiding some of the latency. For each
hop in the network there will be a possibility for a packet to incur latency
due to queuing. To see how a protocol deals with this it needs to be tested
it in a topology with relatively many hops. Each queue may add very little
to the whole, therefore we need several queues to see how it will behave in a
real situation. In an implementation of INSTANCE II there can be a large
amount of hops between host and client. [33] found an average of 13 hops
for a packet to reach its destination over the Internet.
Loss
Loss is calculated by summing up the number of lost packets and dividing
them by the total number of packets, thereby getting the percentage of loss.
Loss can be caused by congestion or corruption. There can be other causes
for loss, though these cases are more seldom. Like a router loop, where a
packet is caught in a loop and hence is not delivered before it times out.
The most common cause is congestion and can therefore mostly be avoided
by using protocols capable of adjusting quickly when congestion occurs or
predict congestion and adjust prior to the cause. The high quality fiber used
in today’s cables has reduced the loss due to corruption drastically, and will
be as good as eliminated in the near future. It must be noted that this is
not the case in wireless networks. Wireless lans are still susceptible to loss
due to bad connections and corruption, though wireless links will not be an
issue in INSTANCE II. The fact that loss due to corruption no longer is a big
issue, the loss parameter is placed on the protocol functions, and its ability to
avoid causing congestion. This brings us to the concept of TCP-friendliness.
As TCP is not able to predict congestion, it reduces its transfer speed and
retransmits lost packets if congestion occurs. Optimally a protocol would
be TCP-friendly by backing down prior to congestion and thereby provide
reliable transfers by not causing congestion. In INSTANCE II there are
some transfers which are very sensitive to loss, because they use unreliable
transfers. Unreliable transfers are used for various reasons, streaming of
video is the best known case where such behavior is desirable. This makes
protocols which can avoid as much loss as possible very desirable for these
kinds of transfers, and an important parameter to look at in the simulations.
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Throughput
The evaluation of throughput are divided into two parts in these simulations,
either using reliable or unreliable delivery. There are some slight differences
between the simulations on these two. The reliable delivery will want to use
as much bandwidth as it is allowed to, while still being TCP friendly. The
reason for this is that it has a file of a certain size which should be transfered
to the client as fast as possible. The unreliable delivery will need to transfer
a specific amount of data per second, as it is used for streaming. The unre-
liable delivery is also sensitive to loss and latency, and these factors should
be evaluated as well as the throughput.
5.3 Simulations
The goal of the simulations in this thesis is to find out which transport proto-
col is best fitted to each of the QoS parameters in the INSTANCE II project.
To acquire a reasonable amount of data to analyse the simulations must be
run on a set of different network parameters. The network parameters used
for this simulation will be as follows :
• Topology
• Link speed
• Loss
• Background traffic
The parameters are chosen in order to give a good overview of how
the different protocols will behave when exposed to different types of
environments. Even though a protocol behaves very well in a small and
controlled environment it might not perform as well when the environment
gets larger and more unpredictable. In order to see which protocol performs
best for a given set of QoS parameters, the whole data set must be taken
into consideration. One set of QoS parameters might be most interesting to
see in connection to a specific simulation parameter combination, but if it
is not compared to the other simulation parameter combinations we might
overlook some of the complex behavior protocols are prone to exhibit.
All of the parameter combinations will be tested against the different
protocols chosen in Chapter 4, and compared to each other in conjunction
with the different sets of QoS parameters. This will yield results from a
range of scenarios which should be enough to get a good comparison to the
different properties we are interested in.
5.3. SIMULATIONS 57
Figure 5.1: Dumbbell
Topology
The topology used for the simulations is a simple dumbbell topology as
shown in Figure 5.1. This is a standard topology often used by researchers
because it is simple and because it has been used in research earlier, thereby
producing results which are comparable to earlier results [2]. It also makes
it possible to observe how a bottleneck behaves in a simple setting. This
topology consists of a set of nodes, which will represent the hops a packet
experience bewtween two overlay nodes in INSTANCE II. The link between
nodes 3 and 4 in Figure 5.1 will have a lower bandwidth than the other
links and cause a bottleneck. By creating a higher background traffic than
this link is capable of transferring, the link will become congested and the
protocols will have to react to this.
Using complex topologies with a very large number of nodes such as the
US backbone, is not necessarily useful in small simulations. Larger topologies
are interesting if the research includes routing, but routing is beyond the
scope of this thesis. The dumbbell will function as a stable and simple test
topology.
Link Speed
The link speeds found in the Internet can vary between 28.8kb/s to 2,5Gb/s.
With this large a difference in link speeds it is obvious that there will occur
bottlenecks where more data is received than can be transfered on the link.
In order to acquire a good set of simulations results two link speeds for the
bottleneck in the simulations was chosen. The Norwegian research network
shows a minimum link speed of 100Mb/s and a maximum of 2,5Gb/s [42].
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The difference between 100 Mb/s and 2,5Gb/s can have a large impact on
the protocols behavior. When a TCP connection backs off on a high speed
link, it halves its speed, but because TCP slowly gets back up it can take
a long time before the link is utilized again. With a minimum link speed
of 100Mb/s it is the natural bottleneck in the network. The 2.5Gb/s on
the other hand is the absolute maximum link speed in the network, and
will therefore very seldom become the bottleneck. When looking at another
research network, the German Research Network (DFN) [13], and composing
a fairly complex static route through it, the route would almost invariably
pass through a 622Mb/s link, when actively trying to avoid the lowest link
speeds. Based on this, the link speeds 622Mb/s and 100Mb/s were chosen
to be the bottlenecks in these simulations.
Loss
To see how protocols deal with bad connections and loss of packets due to
other causes than congestion, there will be induced a low loss percentage
in the simulations. There will be three different loss percentages, no loss,
normal and high. [9] shows a packet loss of less than 1% in the North America
and a global packet loss of about 2-3%. In the simulations we have rounded
less than 1% up to 1% and the 2-3% to 3% for simplicity. Thus, we have
chosen the following parameters for varying loss:
• no loss = 0 %
• normal = 1 %
• high = 3 %
These loss rates will be induced as random loss between all the different
streams, meaning the monitored flow will not lose exactly the percentage of
the current loss parameter. In addition to these induced packet losses, we
will also get the congestion packet losses caused by the background traffic.
This means that the actual packet loss will be higher when a high background
traffic is used. The no loss parameter will show how the protocol handles
congestion on a good link. The normal and high loss parameters will show
how the protocol handles bad connections where loss are not only caused by
congestion. Most protocols do not have any way of distinguishing between
loss due to congestion and loss due to corruption. Protocols need to have
some router support in order to know whether loss is caused by the packet
being dropped in the queue or if it is lost due to corruption. Because the
protocols are unaware whether it is congestion or corruption, most protocols
will react to this induced packet loss as if it was caused by congestion.
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Background traffic
Causing congestion on the links forces some protocols to react, like TCP
which will reduce its sending rate if packets are lost. Other protocols have
different behavior patterns, like UDP, which does not react to congestion
at all. UDP will continue to send as if nothing happened if loss of packets
occur. In the simulation, congestion is caused by adding background traffic.
The traffic on the global Internet is highly heterogeneous and susceptible
to great change within short periods of time. Finding out how and why
traffic behaves the way it does in the Internet is, and most probably will
continue to be, a topic of research [9]. Based on the fact that true Internet
traffic is very hard to simulate, the background traffic in the simulations
will use a percentage of the available bandwidth. This is done so that the
simulations are not overly complex. The object of the background traffic is
to see how the protocol handles other flows on the same link and congestion.
In the simulation congestion will be caused by attempting to send more data
through a link than it is capable of. In addition to congested links, there will
be one set of simulations which does not incur congestion. We chose three
different amounts of background traffic; low, medium or high.
The low parameter will use 30% of the bandwidth, which should not
interfere much with the test protocol. 30% was chosen because it represents
a background traffic, but at the same time is so low that it should not have
any large effect on the protocol which is tested. This will be a comparison
to the medium and high parameters, by showing how it can perform under
very good conditions.
The medium parameter will use exactly the amount the bottleneck is
capable of, or 100% of the bandwidth. 100% was chosen because when the
test protocol is added there will be a small amount of data excess to what
the link is capable of sending, and should cause a very mild congestion. Even
if the link is capable of transferring all the data sent in a timely manner,
this does not mean that the protocol does not suffer from other connections
on the same link. Back off algorithms can cause the transfer to fluctuate in
speed and cause bursts of data, which again can cause congestion for a short
amount of time.
The high parameter will use more than the link capacity in the
bottleneck, in this simulation 130% of the bandwidth. 130% was chosen
because it will cause a heavy congestion, and most likely packet loss in the
queues. This will show how the protocol does in a competitive environment
where all connections tries to get the bandwidth available. The three
background traffic amounts are chosen in order to see how the protocol reacts
to different environments. Compared to the Internet, these background
traffic settings are highly simplified. [6] shows that on a backbone in
California we see regular shifts in traffic throughout the day, also called
diurnal variation. Compared to this the low parameter could compare to
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the nighttime traffic, which is somewhat lower than daytime traffic. The
medium parameter is a bit higher than regular daytime traffic, but this is
because we are interested in seeing how the protocol handles under pressure.
The High parameter would best be compared to some event causing a very
large amount of users to attempt to access the same content on the Internet
at the same time. A good example for this is Massive Multiplayer Online
Role Playing Games. If an event occurs in-game and all the players log on at
the same time, the link connecting the game’s server can become congested.
The high parameter is also chosen in order to see how the protocol handles
a high amount of congestion. Comparing the results from the different
simulations using these parameters will give a picture of how the protocol
handles congestion.
The following will be used as the background traffic parameters :
• Low = 30 % of the bandwidth
• Medium congestion = 100 % of the bandwidth
• High congestion = 130 % of the bandwidth
The background traffic will consist of several flows which together use
the given percentage of bandwidth. [6] shows that on a tier-1 backbone in
California in 2003, 95% of all the flows had a lifetime less than 10 seconds,
but only 60%of the data where carried by streams with a lifetime of less than
1000 seconds. This means that the bulk of data is carried by the minority of
long running streams. In the simululation this has been simplified a little.
The simulation will have a few long running flows which use 80% of the
bandwidth used in the low, medium and high congestion, while the remaing
20% will be filled by flows with a lifetime less than 10 seconds. Since the long
running flows are fewer but carry most of the traffic they will all use 20Mb/s
while most of the short running flows will use 3.5Mb/s. [6] also shows
that most of the traffic consisit of web or non-web TCP traffic, and a small
amount of UDP and other protocols. The article didn’t give any percentage
of UDP and other protocols, but it appeared to roughly be between 5 and
8% of the overall data. 6% of the bandwidth used in the low, medium and
high congestion will in the simulation consist of UDP flows, while the rest
will be TCP flows. To summarize the simulation details :
• 80 % of the bandwidth used will consist of long running flows of 20Mb/s
• The remaining 20% of the bandwidth used will consist of short running
flows of 3.5Mb/s
• 6% of the bandwidth used will consist of UDP flows
The percentages used in the simulation will have some deviation in order
to make the simulation run correctley.
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Link speed Loss Background traffic
622Mb/s low low
medium
high
medium low
medium
high
high low
medium
high
100 Mb/s low low
medium
high
medium low
medium
high
high low
medium
high
Table 5.1: Simulation parameters
The last mile
Last mile is an expression used for the last links between an ISP and the
client. This last mile can incorporate a LAN or simply be the last link
between the provider and the client. The current standard for the last
link between a provider and a client, disregarding any LAN, is somewhere
between 0.5 Mb/s and 20 Mb/s [26].
The link speed between client and ISP is prone to change on a month to
month basis. The most popular ADSL-line from a major ISP has a downlink
speed of 3.5 Mb/s [26]. Since ITC is INSTANCE II middleware used within
the CDN, last mile simulations are beyond the scope of this thesis.
5.3.1 Reducing unnecessary variables
In any simulation there are a number of variables which should be taken into
account when analysing the results. Even in simple simulation the number
of variables can be staggeringly high, and should be managed in a way that
the results are not overly complex. The variables which are not interesting
for the scenario should be removed, or controlled in a way that their behavior
is known prior to execution. The following are some of the variables which
have been removed or controlled in the simulations conducted in this thesis.
Adjusting and controlling traffic
The different protocols have different algorithms for achieving their share
of the available bandwidth. How much bandwidth a protocol is capable of
using is a variable which should be examined in the INSTANCE II scenario.
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The traffic from a node in INSTANCE II to a client should never exceed
the bandwidth available to the client. Therefore all the data flows which
are analysed will have the same speed as the last mile bottleneck, which is
3.5 Mb/s. This is done in order to see how the protocol would behave in
a scenario similar to what it is to be used for in INSTANCE II. In order
to control the traffic a node will be added with a link speed of 3.5 Mb/s
outside what is shown in the dumbell figure 5.1. The same will be done
with the background traffic. One node will be added for each flow in order
to know exactly how much of the bandwidth is used before the flows enter
the bottleneck. By doing this the amount of data entering the bandwidth is
known, and can be adjusted in order to cause mild or heavy congestion.
Simulation time span
The time span used should not be too long or too short, but in the middle
ground. Since most the data flows have a lifetime less than 10 seconds and
protocols are generally responsive to rapid changes, a time span of 60 seconds
is a good middle ground.
Queueing buffers and policies
The queueing buffer and policy has a large impact on the utilization of a
link and the probability of loss due to congestion. Short queues will lose
packets under congestion before a longer queue. Lately there has been some
research done in the area of reducing the queue size of routers [49], and it
has been shown that queues can be drasticaly reduced without increasing
the loss probability to any relevant degreee. The rule of thumb, and the rule
used during our simulations, is to let the routers provide at least one round
trip time of buffering. This means that the buffer will be as large as the
bandwidth-delay product. Most hardware producers use a default value of
250 ms as a round trip time for a backbone link. Since we know and can
adjust the delay, we will use the exact calculation of the bandwidth-delay
product. The policy in the simulations will be droptail. This is because the
majority of routers on the Internet still use this policy [33].
The simulations defined in this chapter will be run on all the transport
protocols chosen in the previous chapter. The next chapter will analyse the
results which are produced from the simulations.
Chapter 6
Simulations Results and
analysis
This chapter will present the results from the simulations, and analyze them
in context with the INSTANCE II project. The results presented here were
achieved with the NS-2 simulator, using the script in Appendix A. All the
simulations were run on the same topology with the same background traffic
as described in the previous chapter. No random variables were used for the
background traffic, hence the results for the different protocols are directly
comparable. These results are simulated and are not tested on the Internet.
In a real implementation on the Internet there can occur some variation
to the simulation, and protocols can exhibit behavior which is unexpected.
The simulation does in any case give a good basis for how the protocols will
behave and which protocols are best suited for what task.
6.1 Technical notes
There are a few technical aspects of this simulation which should be
mentioned before we discuss the results. First of all, the simulation was done
on a 64 bit processor. This must be mentioned because the only compiler
available to us was an older version of GCC, v3.4.4. This can cause some
deviation from normal behavior. This deviation might not be evident in
the results of the simulations, but is worth mentioning because a few of the
NS-2 integrity tests failed after compilation. These were non-protocol related
tests, but nonetheless a part of the simulator framework. Ideally, we would
have preferred to run the tests on a 32-bit machine with the newest software,
but had to make do with what was available.
The DCCP module which was used for simulations in this thesis is based
on a module implemented as a master’s thesis [25], and had some lacking
documentation. This thesis only ran simulations on the TCP-like congestion
control supported by DCCP. The TRFC congestion control did not produce
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reasonable results.
The XCP simulations were run with XCP background traffic. This was
done because when the queues were set to support both XCP and TCP,
they divided the queue in two and gave half to XCP and the other half to
TCP. This resulted in XCP only filling half the link, and never experiencing
congestion.
The average latency and bandwidth is calculated from the timespan
where there is background traffic. The first 5 seconds does not have any
background traffic and would therefore improve the result. Therefore the
averages is calculated from second 5-60. This was also done with the loss
because of the DCCP modules behavior. It lost packets when attempting to
exceed the 3.5Mb/s link. The loss percentage is therefore pushed a couple of
seconds forward. This problem is in the module, as the protocol should be
capable of setting a maximum window which would not be exceeded by the
protocol, thereby avoiding loss by the protocol trying to exceed the physically
available bandwidth.
Ideally we would have liked to implement the missing features of the
protocol simulator modules to perform simulations which would yield even
more useful results. Sadly, this was beyond the scope of this thesis, as well
as infeasible in the short time frame available to perform these tasks. The
results presented below are from simulations using the original, unmodified
protocol modules.
6.2 The results
In chapter 1 we posed several questions which should be considered for
the INSTANCE II scenario. We will now examine these questions again
and answer them based on the results which the simulation produced. The
questions which will be answered in this chapter is number 1,2,3 and 4.
Question 5 was answered in chapter 4.
Background traffic
Some of the behavior exhibited by the protocols are specific to the
background traffic pattern. Such as where loss occur are related to when
the background traffic is high and when it is low. The number of flows
which are used for high and medium congestion are as follows: Medium:
• 20 Mb/s TCP flows = 4
• 3.5 Mb/s TCP flows = 8
• 3.5 Mb/s UDP flows = 2
High:
6.2. THE RESULTS 65
Figure 6.1: Background traffic pattern
• 20 Mb/s TCP flows = 5
• 3.5 Mb/s TCP flows = 12
• 3.5 Mb/s UDP flows = 2
The 20 Mb/s TCP flows and the 3.5 Mb/s UDP flows are started at 5
seconds and run throughout the simulation. The 3.5 Mb/s TCP flows are
started and stopped in a four part pattern. The flows are first divided into
two groups, one of where the flows will have a lifetime of 5 seconds and
one where the flows will have a 2 seconds lifetime. The flows in each group
are divided into two equal parts. The two groups, 5 seconds and 2 seconds,
follow the same pattern. After they are initially started they always have at
least half their flows active. When the time interval of the group has passed
it will add the other half of the flows. When it passes the time interval next
time it will remove half its streams. This creates a bursty traffic when the
two groups converge at certain points in the simulation.
Figure 6.1 shows the dynamic of the background traffic pattern. It shows
the amount of flows according to the medium background traffic parameter,
but the pattern will be identical for the high background traffic. Specifics
on how this is implemented in the simulations can be found in Appendix A.
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Throughput
Throughput is very often a central question when transferring data over
a network, and it is an important variable for regular file transfer and
streaming. The difference between the 622Mb/s simulations and the
100Mb/s were not significant, so only the graphs from the 100 Mb/s will
be presented in this chapter. The 622Mb/s graphs showed somewhat less
packet drops, which was most likely because of the queue size. Even though
the queue sizes were proportional to each other in the tests, the lifetime of
the two seconds flows could give the larger queues enough time to alleviate
the congestion and avoid packet drops. Appendix B contains the 622Mb/s
graphs for your perusal.
The difference which would appear on the 622Mb/s simulations would
be related to the congestion control. It would tell whether the congestion
control would be disturbed by larger amounts of other flows over a link. This
is also connected to router behavior. But in these simulations the routers
had queue size according to specifications and very little difference were seen
in the 622Mb/s simulations.
When there was no loss, low background traffic and no congestion, all
the protocols performed well and filled the 3.5 Mb/s link. Except for DCCP
which seemed to attempt to go higher than the link speed, as seen in
Figure 6.2, and therefore lost packets at the sender.
Figure 6.2: Throughput for no loss, low background traffic, 100Mb bottleneck
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When congestion was added most protocols deteriorated somewhat,
caused by different kinds of congestion control. UDP which does not have
any congestion control was mostly unaffected, with the exception of some
fluctuation in throughput when there were bursts of traffic. At about 5 sec-
onds in Figure 6.3(a), a drop in the throughput can be seen. This is because
the background traffic starts at 5 seconds. Smaller dips can be seen later in
the simulation, which is caused by the periodic bursts from the background
traffic. When loss was induced these dips was less pronounced as seen in
Figure 6.4(a). This was caused by the fact that the bursts did not add to a
large amount of traffic already there, because the TCP flows had already ex-
perienced loss and backed down. The fact that UDP never backs off caused
it to produce the best throughput. Compared to XCP on the simulations
with high background traffic and no loss, UDP produced a throughput of
3.46Mb/s versus XCP’s 3.44Mb/s.
RTP behaved exactly like UDP in these simulations. As seen in
Figure 6.3(b) it produced the same dips in throughput as UDP at the same
time intervals. As seen in Figure 6.4(b) the graphs are the same under
induced loss.
RTP uses the RTCP companion protocol for congestion control, but the
actual mechanism must be implemented in the application.
In the simulation RTP used a standard traffic generator and sink.
Unfortunately it seems that the congestion control in the NS-2 RTP module
did not kick in. The RTP protocol is not fully implemented in the NS-2
module according to the RFC standards, and it appeared to be focused
more on the multicast function, rather than on the unicast and congestion
control functions. The unicast RTP module in NS-2 is supposed to support
a congestion control function, but according to the Internet community the
implementation of RTP as a whole in NS-2 is fairly poor [43]. Disregarding
this, the congestion control in RTCP can be implemented by the users, which
means that INSTANCE II can implement the congestion control of choice.
This could also have been done in the NS-2 module, but that was beyond
the scope of this thesis. It must be noted that RTP is one of the most used
streaming protocols on the Internet today, and this speaks in its favor. Since
the congestion control in RTCP did not react in the simulations, we can not
use the throughput as a base for a protocol choice. What Figures 6.3(b)
and 6.4(b) show are how UDP with the added header from RTP will
behave. Since no congestion control was activated, this is basically the same
as simulating UDP. The headers and RTCP messages are present in the
simulation but did not function correctly. The latency on the other hand
can be considered to a certain degree. This will be further discussed in the
next section.
XCP also had a steady and high throughput. In Figure 6.5(b) we can see
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(a) UDP
(b) RTP
Figure 6.3: Throughput for no loss, high background traffic, 100Mb
bottleneck
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(a) UDP
(b) RTP
Figure 6.4: Throughput for high loss, high background traffic, 100Mb
bottleneck
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(a) TCP
(b) XCP
Figure 6.5: Throughput for no loss, high background traffic, 100Mb
bottleneck
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that the throughput remains very stable throughout the simulation. XCP
is supported by the routers in this simulations and this should be noted
when discussing its results against non router supported protocols. Because
of the implementation in NS-2 the XCP simulation used XCP background
traffic instead of TCP background traffic. Even so it seems that XCP was
capable of filling the link all through the simulation. This seems somewhat
suspect even if the router supports the protocol it must favor the protocol
which was monitored if it is to keep a steady speed when the bottleneck
is experiencing congestion. This coupled with the fact that the latency also
kept very low makes the results somewhat suspect. It would be interesting to
simulate the XCP protocol against non XCP routers and XCP routers and see
the effect this have. Unfortunately the XCP module presently implemented
in NS-2 seemed incapable of running XCP over non XCP queues. When
XCP experienced loss it reverted to the TCP algorithm as seen in Figure
6.6(a). The fluctuation seen in this graph is caused by the random drop of
packets. The background traffic have less impact on these simulations than
those where there is no induced loss. XCP had an average of 1.3 Mb/s versus
TCP’s 1.0 Mb/s, on high background traffic and high loss. This supports the
theory that XCP always should perform as well as, or better than TCP [20].
Although XCP had a higher average throughput under high loss, it fluctuated
a lot more. This can have a large impact on some types of transfer, especially
streaming. Higher average throughput is not necessarily best if the variation
in throughput is so extreme as those seen in XCP. When transferring a large
file though, it would be better because of the higher average throughput.
TCP, DCCP and SCTP have TCP friendly congestion control mecha-
nisms, and backed down when the bottleneck became congested.
TCP performed as expected, although the specific background traffic
used in these simulations created an odd pattern which looked like the a
mirror image of the normal TCP pattern, as seen in Figure 6.5(a). The
same pattern can be seen in the SCTP throughput as seen in Figure 6.7(a).
This pattern is most likely because of the background traffic pattern. The
flows with two seconds life time could cause packets to be delayed in the
queues, but did not cause packet drops. This could explain the dissipating
throughput. When the two second flow dies of, it alleviates the link so that
the TCP can increase the sending rate.
Induced loss caused the throughput to fluctuate heavily as seen in Figure
6.6(b). This is as expected from the TCP algorithm. It attempts to use
as much bandwidth as possible, while still backing off when the link is
congested. This causes it to increase when there is a loss free period an
decrease rapidly when packets are lost.
DCCP handled high congestion fairly well. Even though it fluctuated
a good deal it did not have drastic spikes of low throughput when bursts
of data occurred, as many other TCP-friendly congestion controls exhibit,
see Figure 6.7(b). As shown in Figure 6.2 DCCP attempts to exceed the
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(a) XCP
(b) TCP
Figure 6.6: Throughput for high loss, high background traffic, 100Mb
bottleneck
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link speed and experiences loss of packets. The same thing can be seen in
Figure 6.7(b). It should be possible to avoid this in the functional protocol
by giving it a maximum window. The reason that DCCP exceeded the link
speed in the simulations can be because the rate was set at 3.5 Mb/s and did
not consider the header of the packets. This could cause it to fill the link with
a small amount more than it can physically hold. It could also be caused by
some problem with the windows. If the maximum window is set to high and
it does not scale down automatically it would try to exceed the link capacity.
As already mentioned the DCCP module had little support, and it is not
100% sure why it tried to exceed the link capacity. The 5 first seconds DCCP
tries to exceed the link speed, when background traffic is introduced it forces
the DCCP flow to back down. DCCP had the well known TCP-algorithm
pattern, as it has big drops and then increase slowly. The congestion control
DCCP uses, seem to smooth the curves a bit, and it was more stable than
TCP. Where TCP would fall to a low speed of about 1Mb/s or less, DCCP
had a less drastic fall and kept above 1Mb/s throughout the simulation. In
addtition it seemed that DCCP regained speed a bit slower. This indicates
that the DCCP TCP-like congestion control is less agressive than TCP Tahoe
at both at increasing its speed and reducing its speed.
It had an average throughput of 2.5 Mb/s with no loss and high back-
ground traffic. The TCP-like congestion control in DCCP is made for ap-
plications which want to use as much bandwidth as possible. Although it
held a good throughput with no loss, it decreased drastically when loss was
induced, see Figure 6.8(b). The congestion control is based on the TCP
algorithm but is not exactly alike. Under high loss it seems that the DCCP
TCP-like congestion control will under utilize the bandwidth. It did keep
much more stable than the other protocols with TCP-friendly algorithms
though.
On the other hand it managed to keep the fluctuation low, unlike the
other TCP-friendly protocols. The TRFC congestion control is better suited
for streaming, and other applications which need to know the inter packet
arrival rate.
The TRFC congestion control did not function correctly in these
simulations. It produced very low throughput, on all tests. These results
were so low that it could not possibly be the intention of the congestion
protocol, even though it is supposed to keep a stable rate at the cost of some
throughput. As DCCP performed well, and is a TCP-friendly protocol, it
would have been very interesting to see how the TRFC congestion control
performed as well.
SCTP had an average of 2.2 Mb/s with no loss and high background
traffic. It did almost as well as TCP which had and average of 2.4 Mb/s for
the same set up. The difference seemed to be caused by the drastic dives
SCTP had when burst of traffic occurred. The congestion control used in
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(a) SCTP
(b) DCCP
Figure 6.7: Throughput for no loss, high background traffic, 100Mb
bottleneck
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(a) SCTP
(b) DCCP
Figure 6.8: Throughput for high loss, high background traffic, 100Mb
bottleneck
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SCTP is very similar to that of TCP, but is adjust somewhat for use with
the multihoming features it supports.
SCTP would fall almost to 0 Mb/s. This indicates that the congestion
control backs of somewhat more aggressively than TCP does, see Figure
6.7(a). The first drop occurs at 5 seconds when the background traffic starts.
The second occurs at 10 seconds, which is a bit odd, as the convergence
of the different flows occur at 12 seconds. Except for this, the pattern is
very similar to that of TCP. SCTP also has the mirror image TCP graphs
which was caused by the background traffic. When loss was induced in the
SCTP simulation, the throughput would fluctuate heavily, as seen in Figure
6.8(a). This fluctuation is very similar to that which TCP exhibited under
the same conditions. There are some points to notice though. Between 7
and 11 seconds, SCTP has a very stable decrease in throughput. This is a
somewhat odd pattern. It could have been caused by the background traffic,
and a period where the SCTP did not experience any of the random loss.
The same thing happens several times in the graphs, although over shorter
periods of time.
As answer to question 1:
• Q: What protocol can provide the best throughput with unreliable
transfers?
• A: The protocol which provided the best
throughput for unreliable protocols was UDP. RTP did exactly the
same as UDP, but would lie a bit lower depending on the congestion
control implemented over RTCP.
• Q: What protocol can provide the best throughput with reliable trans-
fer?
• A: Among the reliable protocols, XCP did best. It had router support
in this simulation, but without router support it would theoretically
always do as well as or better than TCP. The result was also a bit
suspect since it did not respond to variable congestion. The second
best of the reliable transfer protocols was TCP.
Latency
The latency of all the protocols would decrease somewhat when loss was
induced. This is caused by the fact that the background traffic consists of
mainly TCP flows. The TCP background traffic will back down and therefore
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not fill the queues to the degree they do when there is no loss. This causes
the packets to receive roughly the same delay they did when there was no
loss and low background traffic. The jitter was also similar when compared
to the simulations with no loss but the same background traffic. This is
because the arrival of new flows will create a queue, although for a shorter
period of time as the flows will back down due to packet loss.
XCP was the protocol which showed the lowest amount of latency as
shown in Figure 6.9(b). Since XCP had router support this is to be expected,
but the fact that XCP did not seem to respond to congestion indicates that
the XCP module did not function correctly in the simulations. Knowing that
the XCP flow kept a steady throughput when congestion was induced, and
neither exhibited any jitter, indicates that the simulations failed. However
well the router support works, there would be some variation in both of these
graphs when congestion occurred.
UDP and RTP did fairly similar on latency as well as on throughput as
seen in Figure 6.11. RTP had a bit higher latency but almost the same curves
as UDP. This indicates that the RTCP packets and the RTP packets receive
more processing then UDP, but did not activate the congestion control.
This indicates that we can use the latency of RTP for analysis although
the throughput is the same as UDP. The UDP packets experience almost
no processing excess of that of being entered into a queue and dispatched
when bandwidth is available. The jitter seen in the simulations is caused by
the queuing and therefore directly related to the background traffic in these
simulations. The jitter in Figure 6.11(a) shows that there are 2 seconds
intervals where the latency oscillates, then there is a pause of two 2 seconds
intervals where the oscillations are less pronounced. This is caused by the
background traffic of two seconds flows and five seconds flows. The first
interval will have all the 5 seconds flows active, thereby causing more queuing
when the 2 seconds intervals are activated. The second interval will only have
half the five second flows active, and therefore have less in the queue when
the 2 second flows are activated.
TCP and SCTP was very fairly similar. TCP as seen in Figure 6.9(a) has
almost the same intervals as described for UDP and RTP, but it generally
has a higher latency. The same goes for SCTP as seen in Figure 6.10(a).
To answer part one of question 2 :
• Q: What protocol can provide the lowest average latency (meaning
protocols with reliable transfer )?
• A: XCP produced the lowest latency of the reliable protocols TCP had
the second lowest latency.
To answer part one of question 3 :
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(a) TCP
(b) XCP
Figure 6.9: Latency for no loss, high background traffic, 100Mb bottleneck
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(a) SCTP
(b) DCCP
Figure 6.10: Latency for no loss, high background traffic, 100Mb bottleneck
80 CHAPTER 6. SIMULATIONS RESULTS AND ANALYSIS
(a) UDP
(b) RTP
Figure 6.11: Latency for no loss, high background traffic, 100Mb bottleneck
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• Q: What protocol can provide the lowest average latency with unreli-
able transfer?
• A: UDP produced the lowest latency of the unreliable protocols. DCCP
had the second lowest latency of the unreliable protocols.
To answer part three of question 4 :
Q: What protocol can provide the lowest jitter?
A: UDP was the protocol with unreliable transfer which had the least amount
of jitter. XCP had clearly the least amount of the reliable protocols but need
router support.
6.3 Choices for the QoS indicators
Having answered the theoretical questions we posed in chapter 1, we can now
choose the protocol for the different QoS indicators as defined in chapter 3.
The different QoS indicators which were identified in chapter 3 was :
• Throughput with unreliable transfer
• Latency with reliable transfer
• Loss with reliable transfer
• Loss with unreliable transfer
Throughput with unreliable transfer
Throughput with unreliable transfer is used for continuous data. In addition
it is desirable to have low jitter and low start-up latency when streaming
files, but throughput will have highest priority in this scenario. Variation in
video quality is very noticeable if it occurs often. Such variation is caused
by fluctuation in throughput. Optimally a video transfer would keep the
same throughput throughout the streaming, but on the Internet there will
almost undoubtedly be some fluctuation. Improving video quality after
playback has started is better than decreasing it [10], meaning a protocol
would start low and increase its rate if the link allows it. The higher the
fluctuation is the harder it becomes to provide a steady quality of video
streaming. The results for UDP makes this a prime candidate for streaming.
It holds a high throughput and has a low amount of fluctuation. It also
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was the protocol which did the best for unreliable transfers in throughput.
Unfortunately UDP is not TCP-friendly. This means that UDP will steal
bandwidth from other data flows, because other flows will back down when
congestion occurs, while UDP will continue to send uninterrupted. Because
of this ISPs are prone to drop UDP packets before other packets. As stated in
chapter 4, we want TCP-friendly protocols. This makes UDP undesirable for
the INSTANCE II project, even though it was the protocol which performed
best for throughput with unreliable transfer.
RTP over UDP on the other hand, does support some congestion control,
and is a much used protocol for streaming over the Internet. Unfortunately,
we can not say anything on the throughput of a RTP data flow with a TCP-
friendly congestion control based on the simulation results, since the RTP
modules congestion control did not respond.
RTP did produce a good deal of jitter, but information in RTCP packets
can help alleviate this problem. In the RTCP packets there is a variable for
jitter and timestamps used to calculate the round trip time between sender
and receiver. Applications can use this to calculate the amount of buffer
space it needs to playback the video at good quality.
DCCP had a fairly good throughput, but it would have been more
interesting to have results on the TRFC congestion control DCCP supports.
In theory the TRFC congestion control would reduce the fluctuation,
although it also might also reduce the throughput somewhat. The latency
and jitter produced by RTP and DCCP was fairly similar. DCCP had
somewhat more jitter but held a lower latency. If the TRFC congestion
control performs as well as the TCP-like does, and improves on the jitter
the way it is supposed to, DCCP is a good choice for the reliable transfer
with high throughput. It will have a somewhat longer start-up latency than
UDP since it uses a reliable initiation phase in order for both parties to know
which congestion control is to be used.
UDP over RTP would perform as well as the congestion control
implemented over RTCP allows. Since UDP does perform best this would
purely performance wise be the best choice. On the other hand, all the
protocols chosen for INSTANCE II should be TCP-friendly. Using RTP
over DCCP does add a 4 byte overhead. Aiming at using only TCP-friendly
protocols DCCP would be chosen.
Latency with reliable transfer
Latency with reliable transfer is used by both small files and synchronous
metadata. For small files it is also important that the start-up latency is
low.
TCP’s and SCTP’s latency was very similar, although TCP had a
somewhat lower average. XCP had the lowest latency, but its results were
based on router supported simulation of the protocol. That does not mean
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it will perform as well on the Internet without router support. The general
latency was lower on all the protocols when the packet loss was high. This
was most likely caused by there being less packets in the queues because the
TCP flows backed off when packet loss occurred. When loss was induced,
TCP had a better latency than XCP and SCTP.
Because TCP did better than SCTP when loss was induced, it would be
the best choice for reliable transfers that are latency sensitive.
Throughput with reliable transfer
Throughput and reliable transfer is used for transferring large files in
INSTANCE II. For this kind of transfers, throughput is of the highest
priority. The protocol which did best on throughput and supports reliable
transfer was XCP. This was with router support, and as mentioned earlier,
the results were somewhat suspicious. When loss was induced it reverted
back to a TCP like congestion control. In NS-2 this congestion control is
implemented, but NS-2 did not give any guarantees that it would behave
exactly like this in a real situation. This is because XCP queues almost
never lose any packets, and how it performs with packet loss is not yet
fully understood. Compared to TCP under the same environment, in
the simulations, though XCP did outperform TCP. TCP had an average
of 1.01Mb/s with high background traffic and high loss, versus XCP’s
1.34Mb/s. SCTP had somewhat lower throughput than TCP throughout
the simulations, and is as such not a good choice for this kind of transfers.
Using purely the numbers presented here, XCP would be the best choice.
TCP avoids the packet overhead that XCP will incur. And the difference in
throughput with loss can be because the standard TCP implementation in
NS-2 is TCP Tahoe and the one used under XCP is TCP Reno. Because
of these factors, TCP would possibly be the best choice. XCP will not
perform as well as it can on a network without router support. And the
extra information it carries will basically create a larger overhead.
Loss with reliable transfer
Loss with reliable transfer is used for routing updates and asynchronous
metadata.
If XCP had router support in every router it would be the clear choice
for lossless transfers. XCP queues almost never drop packets, but since we
can only use the nodes in the overlay network as XCP capable routers, the
protocol will behave as a TCP algorithm if it experiences loss between two
nodes. On the other hand, XCP will always perform as well as TCP, or
better. If it does not experience loss in between the two overlay nodes, the
router support we are able to perform in the overlay nodes might give it the
edge on TCP. XCP only experienced loss when it was induced and at that
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point it reverted to the TCP algorithm.
SCTP had a lower loss percentage than TCP. This might have been
caused by the back-off algorithm for SCTP, as it seemed to back off somewhat
more aggressively, and possibly thereby avoiding some losses. This means
that SCTP is the best choice for this kind of transfers.
Loss with unreliable transfer
Cooperation updates are loss sensitive and should use unreliable transfers.
The candidates for this are UDP and DCCP. When there was no loss induced
and no background traffic, DCCP had a higher loss percentage because it
attempted to exceed the 3.5Mb/s link. When congestion occurred we got a
more reasonable result from DCCP. With high congestion and no loss DCCP
had a loss percentage of 0.16%. UDP had a much higher percentage of 0.82%.
This is caused by the fact that DCCP implements congestion control. This
means that DCCP will send less packets when the link is congested and
therefore lose less packets on the congested link. UDP does not consider
this and is therefore more likely to lose packets. This is most pronounced
when transferring larger amounts of data but could have an impact on smaller
transfers like cooperation updates. Since DCCP was chosen as the streaming
protocol, it is simplifying to use it for transfers of cooperation updates as
well. Using fewer protocols will reduce the complexity of the system when
implemented.
6.4 Protocol choice summary
Based on the results from these simulations, the following protocols will be
used for the different QoS parameters :
Data
• Continuous : Throughput + Unreliable –> DCCP possibly over RTP
• Discrete
– Small files: Latency + Reliable –> TCP
– Large files: Throughput + Reliable –> TCP
Meta data
• Synchronous: Latency + Reliable –> TCP
• Asynchronous: Loss + Reliable –> SCTP
CDN maintenance
• Routing updates: Loss + Reliable –> SCTP
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• Cooperation updates: Loss + Unreliable –> DCCP
Content delivery control
• User Interaction: Latency + Reliable –> TCP
In each node of the INSTANCE II overlay network, all of these protocols
need to be implemented. The next chapter will discuss the ITC and present
a framework for a possible implementation.
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Chapter 7
The INSTANCE II Transport
Component
The nodes in the INSTANCE II overlay network are built up of several
components which communicate with each other. The INSTANCE II
Transport component (ITC) will be responsible for dispatching and receiving
messages from the rest of the CDN. The CDN application and the overlay
network manager can communicate with the ITC by using its Application
Programming Interface (API). This API consists of all the different methods
needed in order to send and receive messages from the rest of the overlay
network. Building the nodes in a component based form makes it easier
to interchange them if any expansion should be required. In order for the
component in such a structure to know how to communicate with each other,
the API needs to be well defined.
7.1 Overview
The ITC is the part of the node which will have direct contact with the
transport layer and all data passes through it on the way in and out of a
node. There is one exception to this, which is monitoring controlled by the
overlay network manager. There is a large amount of different data which
passes through the ITC, and the ITC must be able to identify and treat
this data correctly. The different data will have different QoS demands and
for the ITC to be able to identify the different data it must contain some
kind of QoS indicator. The QoS indicator is very important for the ITC to
function correctly. Different content present in a CDN will have different
QoS demands and will be identified by different QoS indicators. The ITC
must be aware of all the different QoS indicators present in the system, and
know how to treat the different QoS demands posed by the different QoS
indicators. Chapter 3 investigated the QoS demands in INSTANCE II, and
defined the QoS indicators to be used, and the previous chapter chose which
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transport protocols should be used for the different QoS indicators.
In order to design a good API, we need to know all the different events
that can occur, and how the ITC might be used by the other components.
When we know this, we can define every task that the ITC needs to be able
to execute. The following is a list of different scenarios which occur when
data passes through the ITC :
1. Traffic originating from another node in the CDN. This traffic can have
several destinations:
• The CDN application. This node is the destination for the traffic.
• The overlay network manager. Incoming routing updates must be
delivered to this component
• Another node in the CDN. The overlay network manager must be
consulted before the traffic is dispatched for the next overlay node on
the way to its destination.
• A client. The next hop is the client and the traffic leaves the CDN.
2. Traffic can originate from the CDN application (proxy cache) in the node.
The destination can be:
• Another node in the CDN. The overlay network manager must be
consulted before the traffic is dispatched for the next overlay node on
the way to its destination.
• A client. The next hop is the client and the traffic leaves the CDN.
3. Traffic originating from the overlay network manager:
• Network monitoring probes. This traffic does not pass through the
ITC.
• Periodic updates containing monitoring results sent to the central
overlay network management server
4. Traffic not connected to the CDN. There are two scenarios for this traffic:
• It is a request from the client which must be delivered to the CDN
application.
• It is traffic not related to the CDN. This traffic will not be seen by
the ITC since it is a middleware component.
The API needs to have methods which support all of these transactions.
Within the CDN, between the components, information can be passed in the
method calls. On the Internet, on the other hand, the QoS information needs
to be stored somewhere. This creates a need for a header which contains all
the information the CDN requires.
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7.2 CDN header
The packet traversing the network between overlay nodes will look like table
7.1. The transport protocol header will be dependent on what protocol which
is used for the specific transfer. It can contain several headers if the transport
protocol used is an application protocol. If RTP over UDP is used, both the
RTP and the UDP header will be in the transport protocol header field.
IP header Transport protocol header CDN header Payload
Table 7.1: CDN packets
Taking a closer look at the CDN header in this packet, it will look like
Table 7.2. The source IP address is the address belonging to the sender of
this packet, the destination IP address is the address of the recipient of this
packet. Since the IP header on the packet sent only contains the next node
in the overlay network on its way to the destination, the destination IP must
be kept in the CDN header. The source IP is used to know where the packet
originated, in order to reply to the correct client if the packet contains a
request. When sending a routing update it says which node this information
came from. The traffic parameters tells the ITC what kind of QoS demands
this packet requires. The routing flag says that this is a routing message and
should be delivered to the overlay network manager. The sequence number
is only used by the overlay network manager for routing purposes.
Source IP Destination IP Traffic parameters Routing flag sequence number
Table 7.2: CDN header
7.3 API
The ITC’s API will be the access point between the ITC and the rest of
the CDN. It is required to contain all the methods needed in order for the
overlay network manager and CDN application to send and receive packets.
Figure 7.1 show the place of the ITC in a node and a simple representation
of the data flow.
There are three places the ITC can receive calls or packets; the CDN
application, the Overlay Network Manager or the network. These three
events use three different methods. As seen in Figure 7.1 this is; from
the CDN application which will invoke send(), from the Overlay Network
Manager which will use sendUpdate() and from the network which will trigger
the arrival of packet event in receive(). Three different events can take place
when the ITC receives a packet from the network. If it is a packet for the
CDN application, the ITC will do an upcall, which we will call deliver(). If
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Figure 7.1: ITCs place in a node
it is a packet for the Overlay Network Manager, the ITC will do an upcall
which we will call deliverUpdate. If it is a packet for another node, the ITC
will do an upcall, which we will call getNextHop(), then it will call dispatch.
Figure 7.2 shows the internal functions of ITC as a flow chart.
On the event of an incoming packet from the network, the receive()
method will receive the packet. receive() is a method which listens to
incoming packets from the network. It receives a packet with a CDN header.
When the ITC has decoded the packet it checks whether or not this is the
recipient node. If it is not the final overlay node, it will ask the overlay
network manager for the next hop on its way to the destination, by calling
getNextHop() at the Overlay Network Manager. getNextHop() need the
destination IP address in order to find the next hop in the route to this
address. It also needs to know the QoS parameters, since it can route the
packet differently depending on the different QoS demands. The Overlay
Network Manager will return the next hop IP and a sequence number to the
ITC. When the ITC receives the IP to the next hop, it will call dispatch().
dispatch() needs to receive all the information in the packet including the
data which is to be sent. This is because dispatch() will build and send the
packet onto the network. The ITC will use the same protocol configuration
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Figure 7.2: Flowchart for ITC
on the next hop as the one it entered the system on.
If it is the final node it will check the flag whether it is a message for
the CDN application or for the overlay network manager. If it is a CDN
application message, the ITC will call deliver(). deliver() needs the source
IP for the packet and the data. If it is a Overlay Network Manager message,
the ITC will call the deliverUpdate(). deliverUpdate() needs the source IP,
the sequence number and the data.
When a packet originates from the node the process is somewhat
different. If it is a message from the CDN application it will receive the
data, QoS parameters and destination IP, in the send() parameters. This is
all the information the CDN application knows about the packet, the rest
must be gathered from the Overlay Network Manager before dispatching
the packet. The ITC will know that it is not a routing message as those
messages use another method, and set the routing flag accordingly. Before
it dispatches the message the ITC will first send the QoS parameters and
the destination IP to the overlay network manager, using getNextHop(). The
overlay network manager will return the next hop IP and a sequence number.
At this time the ITC have all the information it needs to build a new packet
and call dispatch(). dispatch() will then check the QoS parameters and decide
what protocol/protocol configuration it should use.
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If the data arrives from sendUpdate() from the Overlay Network
Manager, it will contain the next hop, the destination IP, the QoS parameters
and the sequence number. All the ITC needs to do before calling dispatch()
it is to add the source IP and set the routing flag.
7.4 API methods
The following is a number of methods required for the ITC’s API to function.
They are listed based on where in the node they reside as follows; the Overlay
Network Manager, the CDN application and the ITC.
7.4.1 Overlay Network Manager :
getNextHop()
Parameters:
Destination IP: IP address of the target node .
QoS parameters: parameters indicating the QoS demands.
Return values:
Next hop IP : IP address of the next hop.
Sequence number: a sequence number produced and used by the overlay
network.
Description:
getNextHop() is called by the ITC in order to receive the next hop IP from
the Overlay Network Manager. Needs to send the QoS parameters in addi-
tion to the sequence number and destination IP, so that the overlay network
manager can choose a path according to QoS demands. Waits for the return
message from the Overlay Network Manager which is the next hop and a
sequence number.
deliverUpdate()
Parameters:
Source IP: IP address of the sender of this packet.
Sequence number: a sequence number produced and used by the overlay
network.
Data: The data which was received.
Description:
Delivers routing messages which the ITC receives from other nodes in the
overlay network to the Overlay Network Manager .
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7.4.2 The CDN application :
deliver()
Parameters:
Source IP: IP address of the sender of this packet.
Data: The data which was received.
Description:
Delivers messages which the ITC receives from other nodes in the overlay
network to the CDN application.
7.4.3 The ITC :
dispatch()
Parameters:
QoS parameters: parameters indicating the QoS demands.
Next hop IP: IP address of the next hop.
Source IP: IP address of the sender of this packet.
Destination IP: IP address of the target node.
Sequence number: a sequence number produced and used by the overlay
network.
Data: The data to be transmitted.
Routing flag : Says whether or not it is a routing message.
Description:
This method builds a packet with the information it receives and sends the
finished packet to the next overlay node. dispatch() is responsible of keeping
track of the protocols used, and choosing the correct one according to the
QoS parameters.
receive()
Parameters:
The parameter for this method is a data packet which will be decoded by
the method. It will contain the CDN header and the payload as shown in
Figure 7.1.
Description:
This method is triggered by the event of an incoming packet. It decodes
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the header and builds an internal message of the information in the CDN
header.
In the case where this overlay node is the destination,it will examine the
flag telling it whether to send the data up to the CDN application or the
overlay network manager. If this is not the destination it asks the overlay
network manager for the next hop by calling getNextHop(). Then it will
call dispatch() which will build the network packet and dispatch it. If it is
a message for the CDN application it will call deliver(), and if it is for the
Overlay Network Manager it will call deliverUpdate().
send()
Parameters:
Destination IP: IP address of the client requesting the data.
QoS parameters: The data type in accordance to the QoS parameters de-
fined in INSTANCE II.
Data: The data to be transmitted.
Description:
This method is called by the CDN application in order to dispatch data. The
same method is used regardless of what traffic class the data may be, with
the exception of routing messages which has a different method, sendUp-
date(), called only by the overlay network manager. This method will call
getNextHop() and then dispatch().
sendUpdate()
Parameters:
Destination IP: IP address of the client requesting the data.
Next hop IP: IP address of the next hop.
Sequence number: a sequence number produced and used by the overlay
network.
Data: The data to be transmitted.
Description:
This method is called by the Overlay Network Manager in order to dispatch
data. This method will call dispatch().
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7.5 API summary
The API described in this Chapter is a framework of the basic necessary
methods. When implementing the ITC there can occur other methods which
are needed, either for the system to function correctly or merely to optimize
certain aspects of the functionality of the ITC. When the ITC is implemented
it is possible that a protocol is used which needs the ITC to add information
to the protocol header. Since the protocols are the ITCs responsibility this
can cause a need for new methods or new parameters in the methods already
defined. The methods defined here should be viewed as a framework of the
basic necessities for the ITC to function. In addition to the API, the ITC will
need one or several transport protocols to fulfill the QoS parameters. The
transport protocols need to be examined both theoretically and empirically
before a final choice can be made as to which protocols best suit the different
QoS parameters.
7.6 Implementation issues
The framework as described above is a simple but functional design. There
are a couple of details in the actual implementation which it does not go into
detail on. Some of these issues will be discussed here. Keep in mind that
these are one possible way to solve these issues and not a strict rulebook.
7.6.1 Communication within a node
Above the methods which are used for communication within a node is
described, but not the format. In order to be able to interchange the
components in a node, the format which is used to send information between
the components needs to be standardized. One language which is useful for
such communication is the Extensible Markup Language (XML) [45]. Using
an XML format, the communication can be standardized in such a way that
new components made can easily know what information it will receive and
how to form the messages it uses to communicate with the other components.
7.6.2 Connections and traffic parameters
An overlay node in the INSTANCE II overlay network will open several
connections between it and all its neighbors. This will be done when a new
neighbor announces its presence. By doing this once at initialization of a
new neighbor node, we avoid latency which would be incurred by opening a
new connection each time a message is transmitted. On the other hand if
there are many neighbors there may become a resource problem of having too
many connections open at one time. The experiments in [3] shows that any
one neighbor in an overlay network can have a maximum of 50 neighbors
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before the monitoring overhead renders the overlay network useless. If it
gets more neighbors it will use too much time and resources monitoring the
overlay network.
The reason a node opens more than one connection between it and all of
its neighbors is so that each set of QoS parameters has its correct connection
configuration open. Each traffic class will have a specific configuration
or a specific transport protocol it utilizes. Based on the QoS parameters
defined in Chapter 3, and the research done in [3] there will never be more
connections than the six traffic classes multiplied by the maximum number
of 50 neighbors. This will yield a grand total of maximum 300 connections
from one node.
Not all protocols are connection oriented (CO), and need to establish a
connection before sending data. UDP is a connection less (CL) protocol.
It can start sending without any prior communication or agreement with
the receiver. For CO protocols, the ITC needs to check that a connection
to the next hop overlay node is open. If it is not open, a connection must
be initialized before transfer can begin. This must be done translucently to
all other components of the node. For CL protocols the ITC needs only to
create the packet and send it to the next hop IP. As defined at this time, all
the protocols in INSTANCE II are CO protocols and require a connection
to be open before sending. DCCP though can send data while opening a
connection.
Keeping such high amounts of connections open can cause the CPU
overhead to be very high. Because of this it is desirable to have protocols
which do not have a high CPU overhead. To test this the protocols must
be implemented on a real machine and compute the kernel time it uses for
transmissions. In this thesis only a small theoretical examination of the CPU
overhead was conducted. None of the protocols chosen for the INSTANCE II,
in the previous chapter, should theoretically have any significant CPU
overhead.
How long the connections remain open is an important implementation
issue. A connection can not be opened and closed for each packet, nor for
each session with another node. If a node requests a small file transfer,
the connection should not need to be opened and then closed again after a
short transfer. Having connections open to long can be a resource drain. If
connections with a node which does not communicate with the present node
is kept open, even when the other node no longer is the neighbor node, is
a waste of resources. Defining a time constraint is beyond the scope of this
thesis, as it needs real implementation tests to find a feasible time interval.
7.6.3 The CDN header specifics
The CDN header is above designed on a conceptual level, including all the
information which is needed for the ITC to function as it is now. This
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describes the CDN header in detail. The header will add an overhead of 12
bytes as seen in Table 7.3.
Figure 7.3: The CDN header
The fields are as follows:
IP source and destination : These are the fields which tell the ITC where
the packet came from and where its going. They use 32 bit each.
Traffic parameters : The traffic parameters are stored in bit 65-75.
The field is divided into the network and transmission metrics which use
5 bit each. This allows for 31 different transmission and network metric.
This should give more than enough combinations for any extensions to the
parameters which is defined in this thesis.
The numbers for network metrics will be used as defined below:
• 1 : Throughput (TP)
• 2 : Latency (LA)
• 3 : Loss (LO)
• 4-31 : Not defined
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The numbers for transmission metrics will be used as defined below:
• 1 : Reliable (R)
• 2 : Unreliable (UR)
• 3-31 : Not defined
Since there are a lot of different combinations which are not yet defined,
some default values must be given to these.
• Undefined + Unreliable : DCCP is used for unreliable transfers, so this
combination will be transferred using DCCP with TCP-like transfer.
• Undefined + Reliable : This will use TCP.
• Latency or Throughput + Undefined : Since whether or not the
transmission should be reliable or unreliable is unknown it is natural
to assume that the all the data in the transmission should arrive at
the receiver. Working from this assumption we will use TCP for this
transfer.
• Loss + Undefined : Knowing that there should be low loss, and working
from the assumption made in the previous item, we have chosen SCTP
for this transfer. SCTP is used for the combination loss and reliable
as well.
• Undefined + Undefined : Knowing no specifics about the transfer we
fall back on the standard transfer on the Internet, TCP.
Reserved : Bit 76-86 are reserved for further extensions of the ITC. If
protocols which do not incorporate checksums are added to INSTANCE II
later, this field can be used to indicate the presence of a header extension.
It will then tell the ITC that after the CDN header and before the payload,
there will be a checksum for the packet.
Routing flag : Bit 87 is reserved for the routing flag. If it is 1 the message
is a routing message, if it is 0 it is not a routing message.
Sequence number : bit 88-96 are used by the sequence number. If this
field is zero the Overlay Manager knows that this is a message originating
from this node and sets the sequence number based on this.
Chapter 8
Conclusion and future work
8.1 Summary
As stated in Chapter 1:
The goal of this thesis is to find the protocol or protocols which
are best suited for the CDN in this scenario. The conclusion
of this thesis will be a suggestion or recommendation for which
protocol or protocols should be utilized. When the protocols are
chosen the thesis will suggest a design which shows how these
results can be used in this scenario.
To do this we first needed to know what the different QoS demands
where present in the INSTANCE II system. Next we had to chose a number
of possible protocols which we could simulate in order to see which protocol
was best fitted for which of the QoS demands. Based on the simulation
results we chose a subset of the protocols, and described a possible framework
for how to implement the ITC.
8.2 The results
We took a closer look at several different protocol which could be possible
choices in chapter 4. The protocols which made the cut and were used in
the simulations, were as follows :
• TCP
• UDP
• RTP
• XCP
• SCTP
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• DCCP
In order to make the choice of which of these protocols are best for the
different QoS demands which we identified in chapter 3 we posed a number of
questions. The answer to the questions we posed in chapter 1 are as follows:
1. When transferring large files it is interesting to know :
• Q: What protocol can provide the best throughput with unreli-
able transfers?
• A: The protocol which provided the best throughput for unre-
liable protocols was UDP. RTP Did exactly the same as UDP,
but would lie a bit lower depending on the congestion control
implemented over RTCP.
• Q: What protocol can provide the best throughput with reliable
transfer?
• A: Among the reliable protocols, XCP did best. It had router
support in this simulation, but without router support it would
theoretically always do as well as or better than TCP. The
results was also a bit suspect since it did not respond to variable
congestion. The second best of the reliable transfer protocols was
TCP.
When transferring large files on-demand, it is important to finish the
transfer as fast as possible. If the transfer takes a very long time the
client will get impatient and will not be satisfied with the service. With
a high throughput on a link, it is possible to transfer large files in a
short time. Therefore a protocol which is capable of utilizing the link
well and give a high throughput is desirable for this kind of transfers.
2. When transferring small files, the throughput might not be as
important as the latency :
• Q: What protocol can provide the lowest average latency?
• A: XCP produced the lowest latency of the reliable protocols.
TCP had the second lowest latency
• Q: What protocol can provide the lowest start-up latency?
• A: Of reliable protocols which were discussed in chapter 3 XTP
was the one which could provide the lowest start-up latency. Of
the protocols which were tested, the start-up latency would be
practically identical.
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Small files, unlike large files, do not use a large amount of time being
transfered over a link. This makes the throughput less important in
this case. Latency can, on the other hand, be more noticeable for small
files. If the latency is high it can take a longer time than necessary to
transfer the file. This is because the time of actual transfer of data is
short, the small latency can become visible.
3. Other types of data are latency susceptible and do not require reliable
transfer :
• Q: What protocol can provide the lowest average latency with
unreliable transfer?
• A: XCP produced the lowest latency of the reliable protocols
TCP had the second lowest latency
• Q: What protocol can provide the lowest start-up latency with
unreliable transfer?
• A: UDP provided the lowest start-up latency of the unreliable
protocols.
Some of the small files which are transfered by a CDN, are update
messages within the system. This kind of files can be loss tolerant,
where they would optimally reach its destination, but the system will
function even if the message is lost.
4. When streaming a video there are some other concerns than those
already mentioned, but many of the questions remain the same :
• Q: What protocol can provide the best throughput for this data?
• A: UDP provided the best throughput.
• Q: What protocol can provide the lowest start-up latency?
• A: The protocol which can provide the lowest start-up latency is
UDP.
• Q: What protocol can provide the lowest jitter?
• A: UDP was the protocol with unreliable transfer which had the
least amount of jitter. XCP had clearly the least amount of the
reliable protocols but needs router support.
Throughput restricts the quality possible to stream over a link. With
a high throughput it is possible to stream DVD quality movies directly
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from the server. Start-up latency will have some impact on how long
the client must wait from choosing a movie to view till it starts playback
on the client computer. It can also impact interactions such as fast
forward and pause. Jitter is a very important variable for streaming.
With high jitter it is unknown how much time passes between each
packet arrives. This may cause the streaming to skip frames, thereby
deteriorating the quality.
5. Other questions :
• Q: How much overhead in the form of extra bytes does each
protocol have?
• A: As seen in chapter 4, the following overhead was identified :
– TCP 20 bytes
– UDP 8 bytes
– XCP 44 bytes
– XTP unknown
– DCCP 12 or 16 bytes
– SCTP 16 bytes
– RTP 16 bytes, RTP over UDP 24 bytes
– MMS unknown
– MTP unknown
– SRP unknown.
• Q: How much overhead in the form of CPU usage does each
protocol have?
• A: Its very hard to examine this in a simulator and in theory. To
see how much CPU would be used in theory you would have to
know the amount of calls made for each transaction. It is possible
to measure the kernel time used if the ITC is implemented, so
this will have to become a part of future work.
When transferring small upkeep messages it is interesting to know
how much overhead in bytes a protocol produces. In some cases the
overhead can surpass the actual message. Since a CDN services a
large client base, it is interesting to know how much CPU overhead a
protocol has. If a protocol has a large CPU overhead then the large
client base could cause it to overload the server or other part of the
CDN.
8.3. FUTURE WORK 103
Chapter 3 Defined a set of QoS parameters covering the most important
QoS demands in INSTANCE II. These can be extended if need be. Based
on these answers to the questions above and other concerns related to the
different QoS demands defined in chapter 3, we chose what protocols to use
for the different transfers.
Data
• Continuous : Throughput + Unreliable –> DCCP possibly over RTP
• Discrete
– Small files: Latency + Reliable –> TCP
– Large files: Throughput + Reliable –> TCP
Meta data
• Synchronous: Latency + Reliable –> TCP
• Asynchronous: Loss + Reliable –> SCTP
CDN maintenance
• Routing updates: Loss + Reliable –> SCTP
• Cooperation updates: Loss + Unreliable –> DCCP
Content delivery control
• User Interaction: Latency + Reliable –> TCP
In this thesis we have managed to reach the goals which we set out to
do. We have answered all the questions we posed, and we have suggested
a set of protocols to use in the INSTANCE II project. We also defined a a
framework for how to implemented the ITC in chapter 7.
8.3 Future work
The simulations which were used in this thesis were run on a small well known
topology; the dumbbell. It would be favorable to run the same simulations
on a larger topology with more nodes, to see whether this will have a large
impact on the results. A larger and more realistic topology is described
in [13]. This topology is called a Point of Presence (POP) level topology
in the article. A POP level topology will consist of the backbone network
of a region where all the nodes are POPs. One of the POP level topologies
presented in this article is the German Research Network (DFN), which is
often used in German projects. This is an actual topology with a manageable
104 CHAPTER 8. CONCLUSION AND FUTURE WORK
size which is not overly complex. This makes it a possible topology to use
for such simulations as the ones we have performed in this thesis.
If further simulations are to be performed, it would also be favorable to fix
the modules which did not seem to function correctly. This was beyond the
scope of this thesis, but can be done since NS-2 is an open-source program.
When all testing of the protocols and system on a theoretical and
simulation level is performed and finished, it would be time to implement
the ITC. Doing so we could run emulations on it in a real testbed to verify
that the result which was produced by the simulations match up to reality.
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Appendix A
Source Code Simulation script
# Nummer oversikt:
# 1 = 100Mb, no loss, low background, Dumbell
# 2 = 100Mb, no loss, medium background, Dumbell
# 3 = 100Mb, no loss, high background, Dumbell
# 4 = 100Mb, medium loss, low background, Dumbbell
# 5 = 100Mb, medium loss, medium background, Dumbbell
# 6 = 100Mb, medium loss, high background, Dumbbell
# 7 = 100Mb, High loss, low background, Dumbbell
# 8 = 100Mb, High loss, medium background, Dumbbell
# 9 = 100Mb, High loss, high background, Dumbbell
# 10 = 622Mb, no loss, low background, Dumbbell
# 11 = 622Mb, no loss, medium background, Dumbbell
# 12 = 622Mb, no loss, high background, Dumbbell
# 13 = 622Mb, medium loss, low background, Dumbbell
# 14 = 622Mb, medium loss, medium background, Dumbbell
# 15 = 622Mb, medium loss, high background, Dumbbell
# 16 = 622Mb, High loss, low background, Dumbbell
# 17 = 622Mb, High loss, medium background, Dumbbell
# 18 = 622Mb, High loss, high background, Dumbbell
#usage : ns sims.tcl <output on screen = 1, no output = 0> <Sim nr> <PRO-
TOCOL>
#Commandline input
set arg1 [lindex $argv 0]
set arg2 [lindex $argv 1]
set arg3 [lindex $argv 2]
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set this $arg3$arg2
set Protocol $arg3
set out out
#XCP values
if { $arg3 == "XCP"}
Queue/XCP set tcp_xcp_on_ 0
set queues XCP
} else {
set queues DropTail
}
#setter simulator instance
set ns [new Simulator]
#Simulation length in seconds
set Duration 60
if { $arg2 > 18} {
puts ""
puts " Not vallid input"
puts "usage : ns sims.tcl <out put on screen = 1, no output = 0> <Sim nr>
<PROTOCOL>"
puts "Valid Protocols : TCP, UDP, RTP, DCCP1 and 2, SCTP and XCP"
puts "Valid Sims : 1-18 and 37-42"
exit 0
}
#Number of flows in the background traffic
if { $arg2 == 1 || $arg2 == 4 || $arg2 == 7 } {
set highFlow 1
set lowFlowStart 2
set lowFlow 4
set udpflow 1
# 1 MB UDP
set allFlow 6
} elseif { $arg2 == 2 || $arg2 == 5 ||$arg2 == 8 } {
set highFlow 4
set lowFlowStart 5
set lowFlow 8
set udpflow 2
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#6 MB UDP
set allFlow 14
} elseif { $arg2 == 3|| $arg2 == 6 ||$arg2 == 9 } {
set highFlow 5
set lowFlowStart 6
set lowFlow 12
set udpflow 2
#7 MB UDP
set allFlow 19
} elseif { $arg2 == 10 ||$arg2 == 13 || $arg2 == 16 } {
set highFlow 7
set lowFlowStart 8
set lowFlow 12
set udpflow 4
#12 MB UDP
set allFlow 23
} elseif { $arg2 == 11 ||$arg2 == 14 || $arg2 == 17 } {
set highFlow 24
set lowFlowStart 25
set lowFlow 40
set udpflow 10
#37 MB UDP
set allFlow 74
} elseif { $arg2 == 12 ||$arg2 == 15 || $arg2 == 18 } {
set highFlow 32
set lowFlowStart 33
set lowFlow 48
set udpflow 12
#48 MB UDP
set allFlow 92
exec mkdir ./temp/$Protocol -p
set fl [open ./temp/$Protocol/$this$out.tr w]
$ns trace-all $fl
set nf [open ./temp/out.nam w]
$ns namtrace-all $nf
set n1 [$ns node]
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set n2 [$ns node]
set b1 [$ns node]
set b2 [$ns node]
set n3 [$ns node]
set n4 [$ns node]
#queue limits
#TCP packet size = 1000 bytes
# 100Mb28ms = 350 packets/kB
# 622Mb28ms = 2177 packets/kB
# 2.5 Gb28ms = 8750packets/kB
#the topology
if { $arg2 <= 18 } {
# Create a simple eigth node topology:
# Additional nodes are added only for traffic controlling
# Each flow will have its own node
#
# n1 n3
# /
# 2.5Gb,2ms 100Mb,10ms / 2,5Gb,2ms
# b1 ——— b2
# 2,5Gb,2ms/ 3.5Mb,2ms
# /
# n2 n4
$ns duplex-link $n1 $b1 2500Mb 2ms $queues
$ns queue-limit $n1 $b1 8750
$ns queue-limit $b1 $n1 8750
$ns duplex-link $n2 $b1 2500Mb 2ms $queues
$ns queue-limit $n2 $b1 8750
$ns queue-limit $n2 $b1 8750
if { $arg2 <=9 || $arg2 >= 37 $arg2 <= 39 } {
$ns duplex-link $b1 $b2 100Mb 10ms $queues
$ns queue-limit $b1 $b2 350
$ns queue-limit $b2 $b1 350
} elseif { $arg2 > 9 $arg2 <= 18 || $arg2 >= 40 $arg <= 42 } {
$ns duplex-link $b1 $b2 622Mb 10ms $queues
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$ns queue-limit $b1 $b2 2177
$ns queue-limit $b2 $b1 2177
}
$ns duplex-link $n3 $b2 2500Mb 2ms $queues
$ns queue-limit $n3 $b2 8750
$ns queue-limit $b2 $n3 8750
#$ns duplex-link $n4 $b2 2500Mb 2ms $queues
#$ns queue-limit $n4 $b2 8750
#$ns queue-limit $b2 $n4 8750
$ns duplex-link $n4 $b2 3.5Mb 2ms $queues
$ns queue-limit $n4 $b2 13
$ns queue-limit $b2 $n4 13
if {$arg3 == "XCP"} {
#setter XCP queuene
[$ns link $n1 $b1
queue] set-link-capacity [[[$ns link $n1 $b1] set link_] set bandwidth_ ] ;
[$ns link $b1 $n1
queue] set-link-capacity [[[$ns link $b1 $n1] set link_] set bandwidth_ ] ;
[$ns link $n2 $b1
queue] set-link-capacity [[[$ns link $n2 $b1] set link_] set bandwidth_ ];
[$ns link $b1 $n2
queue] set-link-capacity [[[$ns link $b1 $n2] set link_] set bandwidth_ ];
[$ns link $b1 $b2
queue] set-link-capacity [[[$ns link $b1 $b2] set link_] set bandwidth_ ];
[$ns link $b2 $b1
queue] set-link-capacity [[[$ns link $b2 $b1] set link_] set bandwidth_ ];
[$ns link $b2 $n3
queue] set-link-capacity [[[$ns link $b2 $n3] set link_] set bandwidth_ ];
[$ns link $n3 $b2
queue] set-link-capacity [[[$ns link $n3 $b2] set link_] set bandwidth_ ];
[$ns link $b2 $n4
queue] set-link-capacity [[[$ns link $b2 $n4] set link_] set bandwidth_ ] ;
[$ns link $n4 $b2
queue] set-link-capacity [[[$ns link $n4 $b2] set link_] set bandwidth_ ] ;
}
} elseif {$arg2 > 18 } {
puts ""
puts " Not vallid input"
puts "usage : ns sims.tcl <out put on screen = 1, no output = 0> <Sim nr>
<PROTOCOL>"
puts "Valid Protocols : TCP, UDP, RTP, DCCP1 and 2, SCTP and XCP"
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puts "Valid Sims : 1-18 and 37-42"
exit 0
}
#flow nodes
for {set j 0} {$j<=$allFlow} {incr j} {
set f($j) [$ns node]
}
#the link for the test protocol
$ns duplex-link $f(0) $n1 3.5Mb 1ms $queues
$ns queue-limit $f(0) $n1 13
$ns queue-limit $n1 $f(0) 13
if {$arg3 == "XCP"} {
[$ns link $f(0) $n1
queue] set-link-capacity [[[$ns link $f(0) $n1] set link_] set bandwidth_ ] ;
[$ns link $n1 $f(0)
queue] set-link-capacity [[[$ns link $n1 $f(0)] set link_] set bandwidth_ ] ;
}
#the high speed flows
for {set j 1} {$j<=$highFlow} {incr j} {
$ns duplex-link $f($j) $n2 20Mb 1ms $queues
$ns queue-limit $f($j) $n2 72
$ns queue-limit $n2 $f($j) 72
if {$arg3 == "XCP"} {
[$ns link $f($j) $n2
queue] set-link-capacity [[[$ns link $f($j) $n2] set link_] set bandwidth_ ] ;
[$ns link $n2 $f($j)
queue] set-link-capacity [[[$ns link $n2 $f($j)] set link_] set bandwidth_ ] ;
}
}
#the low speed flows
for {set j $lowFlowStart} {$j<=$allFlow} {incr j} {
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$ns duplex-link $f($j) $n2 3.5Mb 1ms $queues
$ns queue-limit $f($j) $n2 13
$ns queue-limit $n2 $f($j) 13
if {$arg3 == "XCP"} {
[$ns link $f($j) $n2
queue] set-link-capacity [[[$ns link $f($j) $n2] set link_] set bandwidth_ ] ;
[$ns link $n2 $f($j)
queue] set-link-capacity [[[$ns link $n2 $f($j)] set link_] set bandwidth_ ] ;
}
}
#Sets the loss percentage
if { $arg2 == 4 || $arg2 == 5 ||$arg2 == 6 || $arg2 == 13 ||$arg2 == 14 || $arg2
== 15 } {
set loss_module [new ErrorModel]
$loss_module set rate_ 0.01
$loss_module ranvar [new RandomVariable/Uniform]
$loss_module drop-target [new Agent/Null]
$ns lossmodel $loss_module $b1 $b2
}
if { $arg2 == 7 || $arg2 == 8 ||$arg2 == 9 || $arg2 == 16 ||$arg2 == 17 ||
$arg2 == 18 } {
set loss_module [new ErrorModel]
$loss_module set rate_ 0.03
$loss_module ranvar [new RandomVariable/Uniform]
$loss_module drop-target [new Agent/Null]
$ns lossmodel $loss_module $b1 $b2
}
$ns color 0 Red
$ns color 1 Blue
$ns color 2 Green
$ns color 3 Yellow
$ns color 4 Orange
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#Creates the data flow with the protocol which is to be monitored
if {$arg3 == "TCP"} {
set null(0) [new Agent/TCPSink]
$ns attach-agent $n4 $null(0)
set tcp(0) [new Agent/TCP]
$tcp(0) set class_ 300
$tcp(0) set fid_ 300
$tcp(0) set window_ 15
$ns attach-agent $f(0) $tcp(0)
set ftp(0) [new Application/FTP]
$ftp(0) attach-agent $tcp(0)
$ns connect $tcp(0) $null(0)
$tcp(0) set packetSize_ 1000
$ns at 0.0 "$ftp(0) start"
} elseif {$arg3 == "UDP"} {
set null(0) [new Agent/LossMonitor]
$ns attach-agent $n4 $null(0)
set udp(0) [new Agent/UDP]
$udp(0) set class_ 300
$udp(0) set fid_ 300
$udp(0) set packetSize_ 1000
$ns attach-agent $f(0) $udp(0)
set cbr(0) [new Application/Traffic/CBR]
$cbr(0) attach-agent $udp(0)
$ns connect $udp(0) $null(0)
$cbr(0) set rate_ 3500Kb
$ns at 0.0 "$cbr(0) start"
} elseif {$arg3 == "RTP"} {
set null(0) [new Agent/RTCP]
$ns attach-agent $n4 $null(0)
set rtp(0) [new Agent/RTP]
$ns attach-agent $f(0) $rtp(0)
$ns connect $rtp(0) $null(0)
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set self [new Session/RTP]
$null(0) session $self
$rtp(0) session $self
$self attach-node $f(0)
$self attach-node $n4
set flow [new Application/Traffic/CBR]
$flow attach-agent $rtp(0)
$flow set packetSize_ 1000
$flow set rate_ 3.5Mb
$rtp(0) set class_ 300
$rtp(0) set fid_ 300
$null(0) set interval_ 100ms
# RTCP reports
$ns color 32 green
$ns at 0 "$null(0) start"
$ns at 0 "$null(0) listen"
#$ns at 0 "$rtp(0) start"
$ns at 0 "$flow start"
} elseif { $arg3 == "XCP" } {
set xcp(0) [new Agent/TCP/Reno/XCP]
$ns attach-agent $f(0) $xcp(0)
$xcp(0) set class_ 300
$xcp(0) set fid_ 300
$xcp(0) set packetSize_ 1000
set null(0) [new Agent/XCPSink]
$ns attach-agent $n4 $null(0)
set ftp(0) [new Application/FTP]
$ftp(0) attach-agent $xcp(0)
$ns connect $xcp(0) $null(0)
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$ns at 0 "$ftp(0) start"
} elseif { $arg3 == "SCTP" } {
Trace set show_sctphdr_ 1
set sctp0 [new Agent/SCTP]
$ns attach-agent $f(0) $sctp0
$sctp0 set debugMask_ 0x00303000 # refer to sctpDebug.h for mask mappings;
$sctp0 set debugFileIndex_ 0
$sctp0 set dataChunkSize_ 1000
set trace_ch [open trace.sctp w]
$sctp0 set trace_all_ 0 # do not trace all variables on one line;
$sctp0 trace cwnd_ # trace cwnd for all destinations;
$sctp0 attach $trace_ch
set sctp1 [new Agent/SCTP]
$ns attach-agent $n4 $sctp1
$sctp1 set debugMask_ -1 # use -1 to turn on all debugging;
$sctp1 set debugFileIndex_ 1
$sctp1 set initialRwnd_ 15000
$ns connect $sctp0 $sctp1
$sctp0 set class_ 300
$sctp0 set fid_ 300
set ftp(0) [new Application/FTP]
$ftp(0) attach-agent $sctp0
$ns at 0 "$ftp(0) start"
} elseif {$arg3 == "DCCP"} {
#changing packet size have a bad affect on DCCP
set dccp [new Agent/DCCP/TCPlike]
set dccpsink [new Agent/DCCP/TCPlike]
$ns attach-agent $f(0) $dccp
$ns attach-agent $n4 $dccpsink
$dccp set class_ 300
$dccp set fid_ 300
set cbr(0) [new Application/Traffic/CBR]
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$cbr(0) attach-agent $dccp
$ns connect $dccp $dccpsink
$cbr(0) set rate_ 3.5Mb
# Add agent traces and variabale trace
$dccp set nam_tracevar_ true
$dccp attach $nf
$dccp add-agent-trace dccp
$dccp trace s_p_
$dccpsink set use_ecn_local_ 0
$dccpsink set use_ecn_remote_ 0
$dccp set use_ecn_local_ 0
$dccp set use_ecn_remote_ 0
$ns at 0 "$dccpsink listen"
$ns at 0 "$cbr(0) start"
} elseif {$arg3 == "DCCP2"} {
set dccp [new Agent/DCCP/TFRC]
set dccpsink [new Agent/DCCP/TFRC]
$ns attach-agent $f(0) $dccp
$ns attach-agent $n4 $dccpsink
$dccp set s_x_ 350000
$dccp set s_initial_x_ 350000
$dccp set class_ 300
$dccp set fid_ 300
$dccp set cwind_ 15
set cbr(0) [new Application/Traffic/CBR]
122 APPENDIX A. SOURCE CODE SIMULATION SCRIPT
$cbr(0) attach-agent $dccp
$ns connect $dccp $dccpsink
$cbr(0) set rate_ 3.5Mb
$dccp set nam_tracevar_ true
$dccp attach $nf
$dccp add-agent-trace dccp
$dccp trace s_p_
$dccpsink set use_ecn_local_ 0
$dccpsink set use_ecn_remote_ 0
$dccp set use_ecn_local_ 0
$dccp set use_ecn_remote_ 0
$ns at 0 "$dccpsink listen"
$ns at 0 "$cbr(0) start"
#$ns at 0 "$dccp start"
} else {
puts ""
puts " Not vallid input"
puts "usage : ns sims.tcl <out put on screen = 1, no output = 0> <Sim nr>
<PROTOCOL>"
puts "Valid Protocols : TCP, UDP, RTP, DCCP2, SCTP and XCP"
puts "Valid Sims : 1-18"
exit 0
}
#creates the TCPsinks or XCPsinks
if {$arg3 != "XCP"} {
for {set i 1} {$i<=$allFlow} {incr i} {
set null($i) [new Agent/TCPSink]
$ns attach-agent $n3 $null($i)
}
} else {
for {set i 1} {$i<=$allFlow} {incr i} {
set null($i) [new Agent/XCPSink]
$ns attach-agent $n3 $null($i)
}
}
#Creates all the 20 Mbdata flows
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if {$arg3 != "XCP"} {
for {set j 1} {$j<=$highFlow} {incr j} {
set tcp($j) [new Agent/TCP]
$tcp($j) set class_ $j
$tcp($j) set fid_ $j
$ns attach-agent $f($j) $tcp($j)
set ftp($j) [new Application/FTP]
$ftp($j) attach-agent $tcp($j)
$ns connect $tcp($j) $null($j)
$tcp($j) set window_ 100
$tcp($j) set packetSize_ 1000
}
} else {
for {set j 1} {$j<=$highFlow} {incr j} {
set xcp($j) [new Agent/TCP/Reno/XCP]
$ns attach-agent $f($j) $xcp($j)
$xcp($j) set class_ $j
$xcp($j) set packetSize_ 1000
set ftp($j) [new Application/FTP]
$ftp($j) attach-agent $xcp($j)
$ns connect $xcp($j) $null($j)
}
}
#Creates all the 3.5 Mbdata flows
if {$arg3 != "XCP"} {
for {set j $lowFlowStart} {$j<= [expr $allFlow - $udpflow ]} {incr j} {
set tcp($j) [new Agent/TCP]
$tcp($j) set class_ $j
$tcp($j) set fid_ $j
$ns attach-agent $f($j) $tcp($j)
set ftp($j) [new Application/FTP]
$ftp($j) attach-agent $tcp($j)
$ns connect $tcp($j) $null($j)
$tcp($j) set window_ 15
$tcp($j) set packetSize_ 1000
}
} else {
for {set j $lowFlowStart} {$j<= [expr $allFlow - $udpflow ]} {incr j} {
set xcp($j) [new Agent/TCP/Reno/XCP]
$ns attach-agent $f($j) $xcp($j)
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$xcp($j) set class_ $j
$xcp($j) set packetSize_ 1000
set ftp($j) [new Application/FTP]
$ftp($j) attach-agent $xcp($j)
$ns connect $xcp($j) $null($j)
}
}
#creates udp flowene and starts them
for {set j [expr $lowFlowStart + $lowFlow]} {$j<=$allFlow} {incr j} {
set null($j) [new Agent/LossMonitor]
$ns attach-agent $n3 $null($j)
set udp($j) [new Agent/UDP]
$udp($j) set class_ $j
$udp($j) set fid_ $j
$udp($j) set packetSize_ 1000
$ns attach-agent $f($j) $udp($j)
set cbr($j) [new Application/Traffic/CBR]
$cbr($j) attach-agent $udp($j)
$ns connect $udp($j) $null($j)
$cbr($j) set rate_ 3.5Mb
$ns at 5.0 "$cbr($j) start"
}
#starts the low and high flowene
for {set i 1} {$i<=$highFlow} {incr i} {
$ns at 5 "$ftp($i) start"
}
set quarter 4
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set half 2
set lowpart [expr $lowFlowStart + [expr $lowFlow/$half ]]
for {set i $lowFlowStart} {$i<=[expr $lowFlowStart + [expr $lowFlow/$quarter
]]} {incr i} {
$ns at 5 "$ftp($i) start"
}
for {set j 10} {$j<=$Duration} {incr j 5} {
for {set k [expr $lowFlowStart + [expr $lowFlow/$quarter ]] } {$k<=[expr $allFlow
- [expr $lowFlow/$half]]} {incr k} {
$ns at $j "$ftp($k) start"
}
incr j 5
for {set i $lowFlowStart} {$i<=[expr $lowFlowStart + [expr $lowFlow/$quarter
]]} {incr i} {
$ns at $j "$ftp($i) stop"
}
incr j 5
for {set i $lowFlowStart} {$i<=[expr $lowFlowStart + [expr $lowFlow/$quarter
]]} {incr i} {
$ns at $j "$ftp($i) start"
}
incr j 5
for {set k [expr $lowFlowStart + [expr $lowFlow/$quarter ]] } {$k<=[expr $allFlow
- [expr $lowFlow/$half]]} {incr k} {
$ns at $j "$ftp($k) stop"
}
}
# 2 seconds flows
for {set i [expr $lowFlowStart + [expr $lowFlow/$half ]]} {$i<=[expr $lowpart
+ [expr $lowFlow/$quarter ]]} {incr i} {
$ns at 2 "$ftp($i) start"
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}
for {set j 4} {$j<=$Duration} {incr j 2} {
for {set k [expr $lowFlowStart + [expr $lowFlow/$half ]+[expr $lowFlow/$quarter]]
} {$k<= [expr $allFlow -$udpflow] } {incr k} {
$ns at $j "$ftp($k) start"
}
incr j 2
for {set i [expr $lowFlowStart + [expr $lowFlow/$half ]]} {$i<=[expr $lowpart +
[expr $lowFlow/$quarter ]]} {incr i} {
$ns at $j "$ftp($i) stop"
}
incr j 2
for {set i [expr $lowFlowStart + [expr $lowFlow/$half ]]} {$i<=[expr $lowpart +
[expr $lowFlow/$quarter ]]} {incr i} {
$ns at $j "$ftp($i) start"
}
incr j 2
for {set k [expr $lowFlowStart + [expr $lowFlow/$half ]+[expr $lowFlow/$quarter]]
} {$k<= [expr $allFlow - $udpflow] } {incr k} {
$ns at $j "$ftp($k) stop"
}
}
$ns at [expr $Duration] "finish $this $Protocol"
source awkting.tcl
$ns run
Appendix B
Graphs
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(a) UDP
(b) RTP
Figure B.1: Throughput for no loss, high background traffic, 622Mb
bottleneck
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(a) DCCP
(b) SCTP
Figure B.2: Throughput for no loss, high background traffic, 622Mb
bottleneck
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(a) TCP
(b) XCP
Figure B.3: Throughput for no loss, high background traffic, 622Mb
bottleneck
