In this paper we present ne-grained multithreaded algorithms and implementations for the Fast Fourier Transform (FFT) problem. The FFT problem has been formulated using two distinct approaches based on the data ow concepts. The rst approach, referred to as the receiver-initiated algorithm, realizes the FFT iterations as a parent-child relationship while fully exploiting the underlying parallelism. The second approach, referred to as the sender-initiated algorithm, follows a data-ow model based on the producerconsumer style of programming and can be adopted to different architectural parameters for achieving high performance. The implementations of the proposed algorithms have been carried out on the EARTH (E cient Architecture for Running THreads) platform. For both the algorithms, we analyze the ratio of remote vs local threads and study its impact on the experimental results. Our implementation results show that for certain block sizes on xed problem size and machine size, the receiver-initiated approach performs better than the sender-initiated approach. For large number of processors, both the algorithms perform well, yielding execution times of only 10 msec for an input of 16 K data points on a 64 processor machine, assuming each processor running at 140 MHz clock speed.
INTRODUCTION
Traditionally, digital image/signal processing algorithms are computationally intensive due to the large amount of data involved in the underlying applications. For example, a typical multispectral image may h a ve a resolution of 8192 8192 pixels with 8 bits per pixel and 125 spectral bands, resulting in a spatial data set containing more than 8 Gbytes for each scene. Similarly, application of inverse scattering techniques to obtain material properties of the objects in a target image involves solving large sparse system of linear equations where matrices typically grow as big as 100 000 100 000. Performing transform operations such a s FFT, DCT, or Wavelet, in real time on such large data sets requires high performance computing 20, 19, 11] . The Fast Fourier Transform (FFT) 5] has been studied extensively as a frequency analysis tool in diverse application areas such as audio, signal, and image processing 18], and several other real time data applications 7, 16] . In general the FFT based frequency analysis of a multidimensional data set can be realized by performing 1D-FFT alternately on each dimension of the data interleaved with data transpose steps. The 1-D FFT on an input of N data points requires (N/2) log2 (N/2) complex multiplication operations which t a k es most of the computation time for large data sets. The FFT problem has been studied on various parallel machines 13]. It can bewell parallelized using shu e exchange network 2, 23] . Other parallel implementations have b e e n p e r f o r m e d o n l i near arrays 25], hypercubes 1, 2], and mesh architectures 12, 11] . Two t ypes of latencies are normally embedded in parallel implementations: communication latency (due to remote accesses) and synchronization latency (due to data dependencies) 10]. Conventional message passing MPPs do not yield high performance if such latencies are frequent i n the parallel solutions employed. Several techniques at the software and hardware levels (such as superscalar, superpipelined, VLIW, prefetching) 8] have b e e n u s e d t o h i d e o r tolerate both communication and synchronization latencies. But the most general technique is multithreading. Multithreading tries to overlap computation with communication by means of threads (a thread is a set of instructions executed sequentially) thereby tolerating latencies. This paper investigates multithreaded algorithms and implementations for Fast Fourier Transform (FFT) on ne-grained multithreaded computing paradigms. We de ne a ne-grained multithreaded paradigm as the one that has abundant n umber of threads and the cost of switching between threads is minimal 24]. The imbalance in computation and communication in a parallel FFT algorithm and the global nature of the embedded communication patterns makes it an ideal candidate for multithreaded platforms. Sohn et. al. 22] have studied the FFT problem on EM-X multithreaded architecture. Given N points (N is a power of 2) and P processors, N/P points are partitioned and distributed to each of the processors. The iterative FFT algorithm is implemented on each processor by creating h threads in each processor to handle N/P points. Each thread operates on (N/Ph) points. It is claimed that on the EM-X architecture, 2 to 3 threads perform the best overlap with communication. Matteo Frigo and Steven Johnson 6] have developed a set of library C functions called codelets to compute the DFT for arbitrary image size and real or complex numbers. A compiler called gen t has been developed that takes the input N at compile time and generates a set of optimized codelets to calculate the DFT for N points. At runtime, they use a dynamic programming algorithm to determine the best set of codelets to execute. The algorithm is portable and adaptable on various architectures. A m ultithreaded version of the Cooley-Tukey DFT algorithm using the divide and conquer approach has also been developed using the multithreaded language Cilk 15] .
In this paper, we study the FFT problem on non-preemptive multithreaded architectures. In a non-preemptive model a thread once started runs to completion. Assuming this model of computation, we develop two di erent data ow style algorithms for the FFT problem. The rst algorithm is a ne grained algorithm referred to as the receiver-initiated algorithm. In this algorithm a parent-child relationship is established between threads, while fully exploiting the underlying parallelism in the FFT problem. The number of threads scales linearly with the product of input size and the number of processors. The second algorithm, referred to as the sender-initiated algorithm is a coarse-grained algorithm, where the number of threads can be set based on the architectural characteristics of the target platform. This algorithm models the FFT problem as a producer-consumer problem and can be adopted to di erent architectural parameters for achieving high performance.
We h a ve used the EARTH-E cient Architecture for Running THreads 9, 24] platform for our implementations, which is a ne-grained, non-preemptive, data ow a r c hitecture. We present analytical and experimental results for both the algorithms. Our implementation show that for certain block sizes on xed problem size and machine size, the receiverinitiated approach performs better than the sender-initiated approach. For large number of processors, both the algorithms perform well, yielding execution times of only 10 msec for an input of 16 K data points on a 64 processor machine, assuming each processor running at 140 MHz clock speed. For reference purposes, we have also implemented the best known sequential algorithm for the FFT on a single node MANNA. The algorithm takes 866ms for performing FFT on 2 16 data points on an i860 processor 24].
The rest of the paper is organized as follows: Section 2 presents the multithreaded algorithms. Analytical results are presented in Section 3. The experimental framework of the EARTH model is given in Section 4. Performance results of the algorithms are presented in Section 5. Our 
FINE-GRAINED MULTITHREADED AL-GORITHM
The FFT problem may b e s o l v ed recursively or iteratively. In general, iterative v ersion of the FFT algorithm is more suitable for distributed memory parallel machines 13, 14] .
In the following we present t wo data ow s t yle multithreaded algorithms for the FFT computation based on the iterative solution. These algorithms di er from each other in terms of data ow s t yle and in number and sizes (weight s ) o f t h e threads employed.
Receiver-Initiated Algorithm
The receiver-initiated algorithm is a ne-grain multithreaded algorithm based on the Cooley-Tukey style 4] of the FFT signal ow graph.
Let us assume we have N ( N=2 m ) data elements and P (P=2 p ) processors. A butter y computation ( Figure(1) ) is performed on each of the data points in every iteration and there are altogether log N iterations. The butter y computation can be conceptually described as follows: a and b are points or complex numbers.The upper part of the butter y operation computes the summation of a and b with a twiddle factor w while the lower part computes the di erence. In each iteration, there are N/2 summations and N/2 di erences.
In general, a parallel algorithm for FFT, with blocked data distribution of N elements on P processors, involves communication for log P iterations and terminates after log N iterations. If we assume shu ed input data at the beginning, the Cooley-Tukey Style (Figure 2 ), the rst log N ; log P iterations require no communication. Therefore, during the rst log N ;log P iterations, a sequential FFT algorithm can be used inside each processor. At the end of the (log N ;log P )th iteration, the latest computed values for N P data points exist in each processor. The receiver-initiated algorithm consists of two phases, the sequential phase and the multithreaded phase. The mulithreaded phase of the algorithms starts at the end of the log N ; log P iterations.
Conceptually, the multithreaded phase starts from the nal output. Consider the N output data points at the end of the log N -th iteration. The butter y computation for any data point in this iteration requires two data points from the previous iteration ( Figure(1) ). For the multithreading phase, the algorithm works on only N 2 output data points. The remaining N 2 data points can be generated with just one additional local butter y operation for each point. Therefore, given P processors, each processor computes FFT for only N 2P data points at the nal output. Considering the data ow s t yle, each processor, for each o f its N 2P local data points, sends out two threads: one to itself and another to the destination processor holding the other data point. The set of parameters of a thread is comprised of a function name, destination processor number, and iteration number. These threads are sent to obtain the data values computed at the previous iteration. At a particular iteration i, the processors upon receiving these threads send out two more threads with iteration numberi-1. This process continues until the log P t h iteration is reached. At this point, the latest locally computed data element is transferred to the corresponding requester. When the requester receives the two data elements, the butter y operation is performed.
Note that the butter y computation is performed only after the two data values have arrived for the two threads sent out. The thread computing the butter y computation is therefore synchronized by t wo signals. The arrival of these signals acknowledges the arrival of the two data elements computed at the previous iteration.
The above algorithm can be illustrated with an example. Consider Figure( 2) with (N = 8) data elements and (P = 4) processors. Since the multithreaded algorithm is performed on only N 2 points, each processor contains N 2P output data points. That is for this example, P0 has y0 , P1: y4 , P2 : y2 and P3 : y6 . T h e r s t l o g N ; log P iterations are performed locally by each processor. And therefore, the computed values of the butter y operation for each data element is available at the end of the log N ; log P iterations. The processors then switch to the multithreaded version of the algorithm.
Let us consider one particular data element y0 at log N -th iteration, that is at iteration 3 (refer to Figure( 2)). The receiver initiated approach starts from y0 and proceeds backwards for log P = 2 iterations. P0 which holds y0 sends out two requests using two separate threads: one to its mate processor P2 and the other to itself for the computed data elements x1 and x0 at iteration 2, respectively. Of course, at iteration 2, x0 and x1 have n o t yet been computed. Therefore, consider the actions of processor P2 at iteration 2. This involves: Processor P2 upon receiving and executing the thread from P0 sends out two more threads to P2 and P3 for data elements at iteration 1. At iteration 1, the latest locally computed data values exist and P2 and P3 transfer x1 (x1 + w 0 8 x5 ) a n d x3 (x3 + w 0 8 x7) respectively to processor P2 which requested these data at iteration 2. At this point P2 computes the butter y operation and sends the result back t o P0 which requested it at iteration 3. Now P0 has received one data element. Similarly the same type of communication is performed to receive the second data element. When the two data points have arrived at P0 the butter y operation is performed and y0 is computed. Now the processor P0 holding y0 computes its mate's value y4 at the last iteration.
In the above scheme, a parent-child relationship is established between threads. This parent-child relationship and the synchronization signals which act as acknowledgment signals allow e cient multithreading. It also ensures the correctness of the program without any data race conditions or corruption of data. Also, there are equal number of threads per processor, thereby, balancing the work load. For N 2P data points per processor, 2 i N 2P threads are sent out, where i = 1 log P . The processors execute the butter y computation for each related pair of threads as per the arrival of data points and these could be in any order. Therefore, a processor either sends out threads or performs computations it never sits idle. The algorithm e ciently overlaps computation with communication. Note that in this algorithm, butter y computations over same data elements are computed in di erent processors, giving rise to redundant computation load. However, the algorithm can be easily adapted to varying degrees of parallelism and synchronization overheads. The analytical section explains the complexity analysis in detail.
Sender-Initiated Approach
The sender-initiated algorithm is based on the GentlemanSande 7] signal ow graph for the FFT problem. The number of threads is xed at compile time to be equal to N B , where B is the block size, consisting of contiguous data elements. The N B threads are distributed to each of the processors in a round-robin fashion, thereby balancing the load across the processors. Each processor performs the FFT computation on B data points.
The Gentleman-Sande signal ow graph ( Figure 3 ) can be viewed as each data point requiring a mate data point f o r performing the FFT computation. The mate may b e l o c a t e d in a di erent thread in a di erent processor depending on the FFT iteration. In this case, a thread (called the consumer thread) for each o f its points sends the recently computed value to the thread (called the producer thread) containing the mate points. The sending and receiving of information requires certain amount o f s y n c hronization between the producing and consuming threads to be set up apriori. Also, the As mentioned above, each thread consumes data from the previous iteration and produces data for the next iteration. This producer-consumer function is realized as a second level thread (a thread within a thread), called ber. We explain the concept of second-level threads as follows. The data is produced in a producer thread and using a split-phase transaction operation, the produced values are delivered to the corresponding consumer thread in another processor. The consumer thread in the other processor is activated when it receives a synchronization signal from its mate thread. Note that at each iteration, the threads have to determine the location of its mate thread and set up the synchronization slots appropriately during runtime. Therefore, the producer and consumer threads act as second level threads ( bers) within a threaded function. The synchronization slots act as acknowledgment signals and the second-level threads comprise a data-ow s t yle of programming.
We illustrate the above producer-consumer approach with an example (Figure 3 ) (We h a ve represented the signal ow graph di erently 7] for easier explanation of the senderinitiated algorithm). Assume N=8, P=4 and B=2. Then there are N B = 4 threads. Points x0, x1 are in thread 0 x2,x3 in thread 1 x4,x5 in thread 2 x6,x7 in thread 3. These threads are distributed to each of the 4 processors (thread 0 is executed by P0 , thread 1 by P1 ,etc.,). In Figure 3 , all edges going upwards are marked positive (+) and all edges going downwards are marked negative (-). This indicates that a+bw o r a -b w is computed at + and -marked points respectively. Consider the rst iteration of the algorithm. The mate points of x0, x1 in thread 0, P0 are x4, x5 and are located in thread 2, P2. Thread 0 computes x0w n , x1w n (where n=0 or 1 ... or 3) and sends the computed values to the consuming mate thread (which is in thread 2 of P2). Similarly the consuming thread of thread 0 in P0 receives the computed values (x4w n , x5w n (where n=0 or 1 . . . or 3)) from the producing thread of thread 2, P2. In the next iteration, thread 0's mate thread is thread 1. The setting up of synchronization slots between the threads is performed at the start of the new iteration.
ANALYTICAL RESULTS

Receiver-Initiated Algorithm
In the Receiver-Initiated algorithm, given N points and P processors, the data points are partitioned into block o f s i z e N P and each block is assigned to one processor. This algorithm can be implemented incorporating varying degrees of parallelism depending on the target architecture and the number of processors. In the following, we analyze this algorithm under two such scenarios.
In the rst scenario, we exploit full parallelism by generating maximum number of threads at the expense of redundancy in the butter y computations at di erent processing nodes. In the second scenario, we limit the number of threads generated to completely avoid redundant computations at the expense of synchronization overheads between di erent processors. The implementation results are reported only for the rst scenario. In both the scenarios, the ratio of local versus remote threads are studied. The performance of the algorithm lies in the balance between the number of remote and local threads and on their overlapped asynchronous scheduling.
Scenario 1:
Consider a particular point yi at log P -th iteration during the multithreaded phase of the algorithm. Initially, it sends out two requests in the form of two threads. These threads at log P ; 1-th iteration in turn send two more threads for a total of four threads. This process continues over log P iterations. The thread generation process in this manner can be viewed as a binary tree of height P starting from each o f the data point yi in the nal iteration. The internal nodes of such a tree correspond to the threads performing butter y computations and the arcs correspond to the threads gathering the data. Thus the number of threads performing the (remote) communication is 2(P ; 1) and the numberof local threads performing the local computations is (P ; 1).
There are N = 2 such binary trees of parent-child threads, one corresponding to each e v en indexed data point i n t h e n a l output column. The odd indexed data will be automatically computed due to the butter y computation in the nal iteration. Therefore, total number of threads is N (P ; 1) and the number of butter y computation for the nal log P iterations is N 2 (P ; 1). Considering the rst log N ; log P iterations as well, the processors perform local butter y computations on N P points over these iterations. This can be realized as a sequential FFT algorithm over N P data points using a single thread in each processor. Therefore, there are P local threads per iteration for log N ; log P iterations. However, each thread in this case is performing N 2P log N P butter y computations. For the next log P iterations, the multithreaded algorithm is performed.
Summarizing, the total number of local threads is P + N 2 (P ; 1) and the total number of remote threads is N (P ;1). The ratio of local threads versus remote threads is: In the above analysis, each of the N 2 points requests data from its mate processors by means of threads and these requests yield a binary tree pattern. However, the N 2 binary trees created are not necessarily unique, thereby, duplicating work. The algorithm can be implemented by realizing only unique trees, decreasing the amount of computation and avoiding to send unnecessary number of threads. For example, if yi and yj follow the same path, then yi performs the butter y computations and communicates the computed value to yj eliminating yj from performing the same computations as yi. This can be realized as follows: Initiate 2 N 2 threads at the Nth iteration, each collecting a unique data point generated at the N-1th iteration. Next, initiate only 4* N 4 out at N-1th iteration. This process continues for log P iterations, at which point, 2 log P * N 2 log P threads are sent out. Therefore, in the multithreaded phase of the algorithm, the total number of threads involving communication is N log P and the number of butter y computations is N 2 log P . Summarizing, the total number of local threads including the sequential phase is P + N 2 log P , and the ratio of local to remote threads:
(P + N 2 log P ) N log P = O(1): The total number of butter y computations: 
Sender-Initiated Approach
In the Sender-Initiated approach, the algorithm can be formulated as if the number of processors in the system has no bearing to creating the threads. The number of threads in the algorithm can be adopted to the architectural features of the target platform.
Each thread consists of producer and consumer bers (microthreads). However, in the analysis we will treat the bers and threads as the same. In the multithreading phase of the algorithm, the rst log P iterations, the number of remote threads is N = Blog P when P N = B . The number of local threads is N log P during the multithreaded phase. However, there is an additional cost of N log P over log P iterations for setting up the N synchronization slots at each iteration. The ratio of local to remote threads is :
(P + N log P ) N = Blog P When N B = P , this yields a very coarse grained algorithm with local to remote threads ratio of O( N P ). When B is a small constant, the algorithm is highly ne-grained with local to remote threads ratio of O(1). The number of butter y computations in all the cases is N 2 log N . Note that in terms of the complexity analysis, the sender initiated approach is comparable to the second scenario of the receiver-initiated algorithm.
EXPERIMENTAL FRAMEWORK
In the following, we brie y describe the EARTH model and platform that have been used in our experiments.
EARTH (E cient A r c hitecture for Running THreads) 9] is a multithreaded program execution model targeted to high-performance of parallel and distributed multiprocessing. The EARTH platform supports latency tolerance by e cient exploitation of ne-grained parallelism available in many applications. In the EARTH programming model, code is divided into threads that are scheduled atomically using data ow-like s y n c hronization operations 9].
Conceptually, each EARTH node consists of an Execution Unit (EU), which executes the threads and a Synchronization Unit (SU), which performs the EARTH operations requested by the threads. The current hardware designs for EARTH use an o -the-shelf high-end RISC processor for the EU and custom hardware for the SU 17] . However, other implementations are also possible.
In the EARTH programming model, a programmer can express parallelism by utilizing two form of threads: rst-level and second-level threads. First-level threads are declared as threaded functions. When a threaded function is invoked, a thread is spawned to execute the function. Note that the caller thread will continue its own execution without waiting for the return of the forked threaded function.The body of a function can be further partitioned into bers 24] . These bers are referred to as second-level threads. Whenever a user suspects that an operation may incur unpredictable latencies, the user can choose to use an EARTH split-phase transaction operation. In a split-phase transaction, data transfer and synchronization are combined into an atomic operation to avoid potential race conditions in the network. A thread need not block u n til a synchronization signal is received when using this operation. It may execute other instructions. A synchronization signal may trigger the spawning of other threads. For example, an user may decide to put the consumer who will need the result of the long latency operation in a di erent ber. The producer thread may synchronize the consumer thread when its data is ready. This ensures that a ber can be executed in a non-preemptive fashion avoiding any waste of processor resources. The EARTH runtime system will hide the latency by m ultithreading as long as the program has enough parallelism to generate threads or bers.
Currently, programs are written in Threaded-C, which e xtends the C language with multithreading instructions. It is clean and powerful enough to be used as a user-level, explicitly parallel programming language.
The EARTH programming model has been realized on a MANNA platform. MANNA ( Massively parallel Architecture for Numerical and Nonnumerical Applications) i s a multiprocessor platform built by GMD-FIRST. Each processing node consists of two I n tel i86x XP RISC CPUs (similar to the Intel Paragon), but without the OS " rewall" to facilitate runtime system research and experiments.
PERFORMANCE RESULTS
In this section, we discuss the performance results for the algorithms presented in the previous sections. The algorithms have been implemented in the Threaded-C language on the simulator for EARTH-MANNA called SEMi.
There are two con gurations supported by the SEMi simulator: EARTH-MANNA-D and EARTH-MANNA-S con gurations. In section 4, we explained that the EARTH EU a n d S U e m ulate the two processors of the MANNA machine. This is called the dual processor (DUAL) version or EARTH-MANNA-D. But since most multiprocessors have only one CPU per node, we also have a single processor (SPN) implementation where only one processor of the MANNA machine emulates both the EU and SU. With only a single CPU to execute both the program code and the multithreading support code, it is necessary to nd an e cient w ay t o s w i t c h from one to the other. The EARTH operations are therefore replaced by in-line code in the EU to carry out these operations rather than sending the requests to the SU. For some simple operations, doing them in-line in the EU may take less of the EU's time than sending the request to the SU 24] . We h a ve experimented with both these con gurations for both the sender-initiated and receiver-initiated algorithms. For reference purposes, we h a ve also implemented the best known sequential algorithm for the FFT on a single node MANNA. The algorithm takes 866ms for performing FFT on 2 16 data points on an i860 processor 24].
Receiver-Initiated Approach
In the receiver-initiated algorithm, we partition the N output points into N P contiguous points and distribute them to each of the processors. The rst log N ; log P iterations are local computations and the last log P iterations require remote communication realized as a multithreaded phase in this algorithm.
Figures (4, 5) show the performance results with varying problem size. The total execution time of the entire FFT al- gorithm is depicted in these gures on EARTH-SPN and EARTH-DUAL. This includes both log(N)-log(P) iterations of local computation and log(P) iterations involving remote computation/communication (multithreading). Notice that for small number of processors the execution time is steep but as the machine size increases the performance is signi cantly improved. For small values of P the number of threads to be handled is relatively large and that is the reason for higher execution times in such cases. For example, if N = 2 14 , and P = 64, each processor contains 2 8 data points per processor ( N P data points). The number of threads generated in the system is N (P ; 1) which is (63) 2 14 . Since at each iteration a processor requires a mate to compute its butter y computation, each processor sends out a thread to its mate processor requesting data. Each processor is either busy sending a thread requesting data or busy handling the request. This is performed by e a c h processor at every iteration. Therefore, the processors load is equally balanced and performing either one of the tasks, eliminating the need to be idle at any point i n t i m e . The algorithm has overlapped computation with communication appropriately, thereby, producing a near-linear speedup.
Comparing the performance on SPN and DUAL con gurations, we observe that if we ood the system with enough parallel threads the performance of the multithreading implementation is improved signi cantly as the number of processors is increased. One implication is that as long as there are enough parallel threads in the system, the processors are never idle.
The performance results with respect to varying machine size on the processors are depicted in Figures(6,7) . As the gures show, with the increase in the problem size the execution time decrease for varying processors size. The relative speedup is about 50% on 64 processors.
We observe that in the above gures, the SPN con guration performs better than the DUAL con guration. In the SPN version there is a single processor that performs both the task of the EU and SU. That is, it handles the network communication/synchronization and computation aspect of the algorithm. However, this does not seem to degrade the performance of the algorithm and also its performance is better than the DUAL con guration which has two processors to perform the tasks of EU and SU. In SPN, the EU performs all the EARTH operations e ciently without the need to send to the SU like in the dual processor which creates an overhead and wastes CPU time unnecessarily.
Sender-Initiated Approach
Figures (8, 9) show the scalability results as the input problem size increases for both the DUAL and SPN con gurations. The number of points per thread is 16 (B = 16). Therefore for N = 2 12 there are 256 threads and for N = 2 16 , there are 4096 threads in the system. The EARTH-SPN version performs better than the EARTH-DUAL version for small number of processors, especially. However, for large number of processors, we observe that the execution time in both cases is very minimal for all problem sizes. We see that the proper overlap of communication and computation has produced better results even with one processor performing both tasks. In the DUAL version, the overhead involved in sending messages to SU by EU creates a bottleneck e v ery time the EU needs to communicate remotely, a s m e n tioned earlier in the receiver-initiated approach. This, therefore, is the reason for poor performance for very small number of processors in the DUAL version as in the case of receiverinitiated approach.
Figures (10, 11) show the scalability results as the numberof points per thread is increased on a xed size, N = 2 12 . For B = 2 5 6 , the number of threads in the system is N B = 1 6 threads. We observe after 16 processors , there is no change in the execution time. The maximum number of processors that will be kept busy using a round-robin load balancing fashion is 16 since there are only 16 threads in the system. There is not enough parallelism (threads) in the system to There are B points in a thread. So each thread executes the FFT algorithm sequentially on its B points, then uses a split phase transaction to send the produced results to the consumer thread. It is after this split phase transaction operation that the processor switches to the next thread. This is the reason that the execution time for 32 processors on a block size of 4 is slightly more than that of block size 16. If we compare both SPN and DUAL versions, the SPN version does better and the same reasoning as explained previously holds.
We h a ve noticed poor scalability in the sender-initiated approach f o r a x e d b l o c k size on di erent m a c hine sizes. The number of threads is proportional to the numberof blocks and is independent of the number of processors. This obviously indicates that one has to choose the appropriate block size to provide enough threads in the system for full load balancing of the processors.
Figures (12, 13) compare the performance results of the two approaches (receiver versus sender initiated) on an input of size 2 14 with two di erent block sizes for the sender-initiated method. The comparison is between the total elapsed time in both cases. Note that for a block size of 1, the receiverinitiated approach performs slightly better than the senderinitiated approach. The reason behind this is that for N = 2 is now a thread. These threads are distributed in a round robin fashion to each o f the processors. For P = 6 4 , each processor contains, 2 8 threads. The synchronization primitives between these threads have to be set up dynamically at runtime. At each iteration, there are 64 synchronization primitives that need to be coordinated. This is very time consuming. Thus, for large number of processors, the receiver-initiated approach performs better. When P = 2, the number of threads per processor in the sender-initiated approach i s 2 14 2 = 2 13 . For the receiver initiated approach there are N (P ; 1) threads (2 14 ). However, as the gure shows the execution time in both approaches for P = 2 i s approximately the same. In the sender-initiated approach, due to the number of synchronization slots that needs to be set up between the two processors for the threads at each iteration during runtime creates performance degradation. And for the receiver-initiated approach there are too few processors to handle the huge number of threads.
However when B = 2, the number of threads is 2 13 for the sender-initiated approach. There are now two points per thread. Again for P = 64 processors there are 2 7 threads per processor with two points per thread. The butter y computation within the points in the thread is sequential. Note that in Figure(13) , for small number of processors, the synchronization slot assignment does not a ect the performance of the algorithm. This is mainly because one synchronization slot is set up for both the two points in a thread. In general this is true when N , P and B are powers of 2. The algorithm works such that the mate points for a particular thread reside in the same thread of its mate processor. It is therefore not necessary to set up a sync slot for each of the two points in the thread, but rather assign one sync slot per thread. This greatly reduces the synchronization slot compute time. For only two processors the synchronization is between the two processors only. However for 64 processors, the synchronization mechanism is between all 64 processors which c hanges dynamically at runtime. So, each processor needs to set up 2 7 synchronization slots at runtime. This threads per processor compared to 2 14 threads in the receiver-initiated method. Therefore, the sender-initiated method performs better.
As the block size increases the number of points per thread also increases. The computation within a thread is sequential. Since there is one synchronization slot assignment p e r thread the set up greatly reduces as the block size reduces. Also, increasing the block size makes the problem coarsegrained in the sender-initiated approach.
In conclusion, it is safe to say that for a given problem size and machine size, the receiver-initiated method performs better than the sender-initiated approach for smaller block sizes. In the sender initiated method, the block s i z e have to be properly de ned to get good performance. The more coarse grained the problem gets, the better the results are. For large number of processors, the receiver-initiated method has always performed either equally or better.
CONCLUSIONS
In this paper, we have presented two multithreaded algorithms for the FFT problem: receiver-initiated and senderinitiated. In the receiver-initiated approach the multithreaded version of the algorithm due to its ne-grain communication/computation ratio produced superb results for large number of processors. This algorithm extracts full parallelism in the FFT computation. We achieve a near linear speedup as the number of processors increases, even when there are large number of threads in the system. In the sender-initiated approach the number of threads in the system is xed at runtime and can be independent o f t h e n umber of processors. We observed that the best result is obtained when there is one thread per processor which produces a coarse-grained implementation. Our implementation showed that for certain block sizes on xed problem size and machine size, the receiver-initiated approach performed better than the sender-initiated approach. For large number of processors, both the algorithms perform well, yielding execution times of only 10 msec for an input of 16 K data points on a 64 processor machine, assuming each processor running at 140 MHz clock s p e e d . Overall, the sender initiated algorithm gave t h e best performance for smaller machine sizes and certain block sizes, while for large machine sizes both the algorithms performed equally well. 
