This is a study on the mass transport, accomplished by reaction, advection, and dispersion, of a solute in steady Poiseuille flow through a circular tube with a reactive wall layer. The reaction consists of a reversible component due to phase exchange between the flowing fluid and the wall layer and an irreversible component due to absorption into the wall. First, the generalized dispersion model is employed to deduce asymptotic steady-state values of the first three transport coefficients in terms of the strengths and kinetics of the two reactions, which can be of any magnitude. Second, a numerical simulation is performed to examine the time development of the fluid-and wall-phase concentration profiles starting from the initial release of the solute into the tube. The analytical deduction brings out not only results relevant to the asymptotic state when the transport coefficients become independent of time but also criteria that can be used to estimate the significance of the asymptotic steady state in the whole course of mass transport. The numerical simulation generates time-developing concentration profiles that can be used to explain some paradoxical behaviors exhibited by the transport coefficients under certain conditions.
I. INTRODUCTION
This paper aims to look into the transient and developed states of mass transport of a solute in steady flow through a circular tube, whose wall is lined with a thin layer in which the solute may undergo reversible and irreversible chemical reactions. Transport under the effects of wall reactions has long been drawing attention since it is important to many chemical engineering processes ͑e.g., chromatographic separation͒ and mass transfer in physiological systems ͑e.g., absorption of gases in airways͒.
Conventionally, one-dimensional advection-diffusion types of differential equation are used to describe mass transport in a long confined channel such as a pipe or tube. The transport equation basically governs the temporal and axial variations of the section-mean concentration under the effects of two fundamental mechanisms: advection and dispersion. Advection refers to the process in which a solute moves following the flow of the carrying fluid. It is therefore responsible for the movement of the center of mass of a solute cloud. Dispersion, which resembles diffusion, is a phenomenon by which mass is transported from high to low concentrations and is responsible for the spreading of a solute cloud. It takes place when the solute diffuses across a section with a nonuniform velocity profile and is therefore an interplay of advection and diffusion. 1 Depending on the flow, dispersion can be much more efficient than the molecular diffusion in achieving mixing.
In typical modeling, such as in the classical generalized dispersion model, 2 a section-averaged transport equation is deduced, where the advective and dispersive fluxes are each rate controlled by an effective coefficient. These effective transport coefficients are essentially some weighted averages incorporating all the possible factors underlying the mechanisms, such as the velocity profile, cross-sectional geometry, flow oscillation, partitioning of solute in various compartments/phases, chemical reactions, and so on. The effective coefficients are in general functions of time and distance along the tube. If the flow is steady, the values of the transport coefficients can become steady given a sufficiently long time after the introduction of the substance into the flow. By this stage, the transport is said to be fully developed, and the solute will be advected and dispersed at constant rates. The pioneering studies on dispersion 1, [3] [4] [5] [6] [7] were mainly devoted to finding the long-time steady values of the dispersion coefficient. For many common types of flow and sectional geometry, analytical closed-form expressions have been deduced for the steady dispersion coefficient. The developed dispersion is a relatively wellunderstood process.
Of equal practical interest is the initial transient development of the dispersion process, which deserves attention for many reasons. Many tubes ͑e.g., human arteries and airways͒ are so short that the travel time along the tube may not be long enough for the large-time dispersion behavior to fully materialize. 8, 9 The concentration distribution is highly skewed and non-Gaussian during the early phases of transport. It is well known in the literature 10 that, at an early phase, advection alone in Poiseuille flow through a circular a͒ Author to whom correspondence should be addressed. Electronic mail: cong@hku.hk.
tube will lead to a rectangular ͑also known as box car 11 ͒ form of mean concentration distribution whose length increases at a rate equal to the maximum velocity of the carrier fluid. The rectangular distribution will be quickly deformed, however, as soon as radial diffusion takes effect. This happens first to the rear side of the rectangular distribution, where a bump is formed as diffusion brings solute near the wall into the faster moving parts of the fluid. As a result, a breakthrough curve ͑i.e., mean concentration versus time at a fixed axial position͒ at a short distance downstream of the injection point may exhibit double peaks, where the first peak signifies the appearance of the front of the distribution, while the second peak shows up on the passing of the bump riding on the rear of the distribution. This kind of double-peak behavior can have nontrivial implications to chromatographic separation. [11] [12] [13] Also, even when only the long-time transport is of concern, its analysis may require an initial condition that depends on the early transient development. 14 Many have attempted to extend Taylor's results in order to develop theories that can describe both transient and developed dispersion processes. Some notable attempts include the generalized dispersion model due to Gill and Sankarasubramanian, 2,15 the two-timescale perturbation method by Fife and Nicholes, 14 and the small-and large-time asymptotic approximations by Stokes and Barton 16 and
Phillips et al. 17 The length of the transient period depends on how much time it takes for any variations in concentration over the cross section to be largely smoothed out. Taylor's classical dispersion problem 1 involves only one short-time process,
i.e., diffusion across the tube section, which is of the timescale T 0 = a 2 / D, where D is the molecular diffusivity and a is the radius of the tube. For this basic case, it has been well demonstrated, experimentally, numerically, and theoretically, that the dispersion will be fully developed by a time t Ϸ 0.5T 0 . 2, 18, 19 This is in fact the shortest possible transient time. With additional mass transfer processes ͑e.g., phase exchange͒ in place, the transient time can only be lengthened. It is obviously the slowest one among all processes that will rate determine the entire process of smoothing out concentration differences across the section and hence the length of the transient period. In the present problem, the simultaneous effects of two wall reactions are considered: one reversible ͑phase exchange or wall retention͒ and the other irreversible ͑wall absorption͒. An objective here is to find out, in qualitative and quantitative terms, how the strengths and kinetics of the two reactions in combination will affect the transient as well as the developed transport behaviors. Some recent works that have examined fully developed dispersion in flow through a curved tube or an annulus subject to either reversible or irreversible wall reactions are, among others, those due to Jayaraman and co-workers. [20] [21] [22] [23] [24] More germane to the present work is a problem that has been studied by Phillips et al. 17 for time-dependent dispersion under the combined effects of reversible and irreversible phase exchange with a wall layer. The present work differs from theirs in the following aspects.
͑1͒ First, one key assumption made by Phillips et al. 17 was that the timescale for diffusion across the wall layer is much larger than that across the flowing fluid in the tube. In other words, the reversible phase exchange between the fluid and the wall is strongly kinetic and rate determining. It is by virtue of the existence of the two timescales that they found an asymptotic approximation corresponding to each timescale. Such an assumption is not made in the present work. We place no limits on the kinetics of the two reactions, which can be fast or slow compared with the basic radial diffusion across the tube. ͑2͒ Second, they considered an outer boundary of the wall layer that is either impermeable or perfectly absorbing. Under this condition, the solute must first diffuse across the wall layer ͑i.e., go through the retentive process͒ before it can be absorbed by the outer layer. Therefore, the wall absorption, if any, is not a completely independent process but to certain extent relies on the wall retention. In our model, the wall retention and absorption are two entirely independent processes whose rates can be separately prescribed. ͑3͒ Third, they used a radial diffusion model to describe transport in the wall layer. A first-order kinetic model is used instead in this work. An attempt is made in the Appendix of this paper to show how parameters of these two models can be related. The use of an alternative model will enable us to look into the problem from a different perspective. It turns out that, based on the firstorder kinetic model, some very simple yet definitive criteria can be deduced to assist in the prediction of the transient behaviors. ͑4͒ Fourth, both their short-and long-time analyses were based on integral transforms of the axial moments of concentration. As they themselves pointed out, in the transient period when the concentration distribution is far from being Gaussian, it is difficult to construct from the moments the actual form of the distribution profiles. In the present work, two independent methods, one analytical and the other numerical, are used to study the two states of the transport. For the developed state, we employ the generalized dispersion model 2 to find the asymptotic steady values of the transport coefficients. Sankarasubramanian and Gill 25 already applied this model to dispersion with irreversible wall reaction only. We here extend their work to dispersion with both reversible and irreversible wall reactions. For the developing state, we find the concentration as a function of time, radial and axial coordinates by directly solving the transport equation numerically. We may obtain as direct outputs from the numerical simulation the concentration distributions for both fluid and wall phases. An examination of the time evolution of the concentration profiles is crucial in the present study, enabling us to explain the paradoxical behaviors exhibited by the transport coefficients under certain conditions. Some of the paradoxical behaviors were also observed, but not elucidated in depth, by Phillips et al. 17 Instead, they chose to get around the paradoxical behaviors by using averages over both the fluid and wall phases.
Among other applications, the transport in the lung 26 is a field in which the present analysis can be usefully applied. For the convection and dispersion of a substance in the pulmonary airway, Davidson and Schroter 27 have considered the reversible phase exchange between the flowing gas in the lumen and the stationary bronchial wall tissue but ignored the irreversible absorption ͑or uptake͒ of the substance into the exterior tissue, while Jiang and Grotberg 28 have considered the latter but ignored the former. In general, both processes need to be taken into account. Even though the wall tissue is typically a thin layer ͑approximately 5% of the tube radius or smaller͒, the retention of the substance as a wall phase can be comparable in amount to the mobile gas phase when the solubility of the substance in the tissue is sufficiently high. As pointed out by Davidson and Schroter, 27 the solubility of SO 2 in water ͑or the equilibrium ratio of aqueous to gaseous concentrations͒ can range from about 750 to 90 depending on the air level of the gas. Also, the diffusivity in the wall tissue, which is O͑10͒ −5 cm 2 / s, is much lower than that in the gas, which is O͑10͒ −1 cm 2 / s. Hence, one may estimate that the radial diffusion timescale over the tube core is comparable to that across the thin wall layer ͑see the Appendix͒. All these facts reflect the significance of the wall retention and the kinetics of the reversible phase exchange in the transport in airways. At the same time, there can be uptake of solute by the bronchial blood supply, especially at a high generation number of the bronchial system. 27 While the rate can vary over a wide range, the absorption is assumed here to be as important as the reversible exchange, thereby providing generality in our theory.
Our problem is further defined in Sec. II. The two wall reactions are expressible in terms of three independent firstorder kinetic parameters: one for the rate of irreversible absorption, another one for the rate of reversible phase exchange, and the third one for the extent of wall retention. We specify no limits on the strengths of the reactions and hence these parameters can be of any magnitude. Based on the derivative-expansion method of the generalized dispersion model, the asymptotic steady-state expressions for the first three transport coefficients ͑for depletion, advection, and dispersion͒ are deduced in terms of the reaction parameters in Sec. III. In the course of deduction, we also put forward some order-of-magnitude criteria that can be used to estimate the timescales over which these asymptotic limits are approached. The coefficients are checked to agree in the limit of weak wall absorption with previous results. 29 In Sec. IV, we present a numerical simulation, based on the fluxcorrected transport ͑FCT͒ algorithm, of the time-developing transport starting from the initial injection of chemical into the tube. The transient transport coefficients can be calculated using the rates of change of the zeroth, first, and second axial moments of the fluid-phase concentration distribution. The transient and steady values of the transport coefficients are compared, and the effects of the reactions on them are discussed in detail in Sec. V. A couple of paradoxical behaviors are displayed by the advection and dispersion coefficients when the wall absorption is sufficiently strong. First, in their evolution with time, these coefficients can become negative in value for some time before turning back positive. Second, in its steady state, the dispersion coefficient can be appreciably enhanced in a certain range of the wall absorption parameter in the presence of kinetic phase exchange. This seems a gross contradiction to the well-known fact that dispersion is to be decreased by wall absorption. We shall explain these behaviors in terms of the time development of the concentration profiles.
II. BASIC FORMULATION
Consider steady laminar Poiseuille flow of a fluid in a long uniform straight tube of internal radius a. The fully developed velocity profile is known to be u͑r͒ =2ū ͑1−r 2 / a 2 ͒, where r is the radial coordinate and ū is the section-mean or discharge velocity. An overbar is used in this paper to denote averaging over the tube's cross section. That is, for a generic variable f,
The transport of a finite cloud of a chemical species, which is soluble in or miscible with the fluid and may undergo heterogeneous reactions at the tube wall, is governed by
along with the boundary conditions: C =0 as x → Ϯϱ for a finite extent of axial distribution, ‫ץ‬C ‫ץ‬r = 0 or C = finite at r = 0, ͑3͒
for symmetry at the tube center, and
for the two reactions taking place at the tube wall ͑see Fig. 1͒ . In these equations, C = C͑x , r , t͒ is the fluid-phase concentration given by the mass of the mobile phase of the species dissolved per volume of fluid, while C s = C s ͑x , t͒ is the wall-phase concentration given by the mass of the stationary or immobile phase retained per area of tube wall, where t is time and x is the axial coordinate. We also denote the molecular diffusion coefficient by D, the irreversible absorption rate by ⌫, the reversible phase exchange rate by k, and the equilibrium partitioning ratio between the mobile and immobile phases by ␣. Note that the irreversible reaction rate constant ⌫ has the dimensions of velocity since it is the rate of mass dissipation in unit volume of fluid that is in contact with unit surface area of the wall. In the model above, it has been assumed that the concentration is so dilute that the presence of the chemical species will not materially affect the carrier flow. Figure 1 is a schematic diagram showing the two reactions as described by the wall condition ͑4͒, whose rationale can be given as follows. 29 We suppose that on the wall is a thin lining or substratum in which the chemical may be subject to two kinds of first-order reactions; one irreversible and the other reversible. The irreversible reaction can be a catalytic reaction by which the chemical is transformed and absorbed irreversibly into the wall material. This irreversible reaction alone can be described by the boundary condition −D‫ץ‬C / ‫ץ‬r = ⌫C, as has been used previously by, among others, Sankarasubramanian and Gill, 25 Mazumder and Das, 30 Jiang and Grotberg, 28 and Sarkar and Jayaraman. 23, 24 Meanwhile, a reversible exchange between phases of the chemical may take place across the fluid-lining interface. It is possible that in the lining the chemical exists in a form different from that in the flowing fluid. To distinguish between the forms of the chemical that exist in the fluid and in the lining, we refer to them as the mobile ͑or fluid͒ and the immobile ͑or wall͒ phases, respectively. When at equilibrium, these two phases will have their concentrations given by a certain fixed ratio
where ␣ is a partition coefficient that can be taken as a chemical specific constant. Note that, owing to the different dimensions of C and C s , ␣ has the dimensions of length. When in general not at equilibrium, the phase exchange will take place in either a forward or backward direction with a rate that is supposed to be described by first-order kinetics,
where k is the reversible reaction rate constant. Since a dilute concentration is being considered, it is reasonable to further assume that the wall is unsaturated ͑i.e., the wall-phase concentration is well below the wall retention capacity͒, and the equilibrium partition law ͑5͒ and the first-order kinetic relation ͑6͒ are to be observed at all times. Here the wall lining is assumed to be so thin that one may consider only the integrated effects across the wall lining. Therefore, the concentration of the immobile phase, after integration over the thickness of the lining, is expressible by the total mass of the phase per unit surface area of the wall. Also, on disregarding the lining thickness, we may specify the reaction conditions on C right at the core radius r = a. 28 The reversible reaction alone is therefore described by the boundary condition −D‫ץ‬C / ‫ץ‬r = ‫ץ‬C s / ‫ץ‬t = k͑␣C − C s ͒ since the radial flux of the fluid phase into the wall is to be balanced by the rate of increase of the wall phase. Reversible phase exchange reaction has also been studied by Davidson and Schroter, 27 Phillips and Kaye, 31 Jayaraman et al., 20 and others. These authors used a radial diffusion model, however, instead of a first-order kinetic model for the phase exchange. To provide a more solid basis of the two boundary conditions specified in Eq. ͑4͒, we show in the Appendix how the parameters in the first-order kinetic model can be estimated by relating the model to a diffusion model for the mass transfer in the wall layer.
On introducing the following nondimensional quantities, which are distinguished by an overhead caret,
where C 0 is a reference concentration, Eqs. ͑2͒-͑4͒ can be expressed as
where Pe= aū / D is the Péclet number, ⌫ = ⌫a / D is the absorption parameter or the dimensionless irreversible reaction rate constant, Da= ka 2 / D is the Damköhler number or the dimensionless reversible reaction rate constant, and ␣ = ␣ / a is the dimensionless partition coefficient. Note that ⌫ and Da represent, respectively, the kinetics of the wall absorption and the phase exchange processes; the smaller their values, the slower the processes, and vice versa. The parameter ␣ represents the extent of mass partitioned as an immobile phase retained on the wall. The problem reduces to the nonreactive or inert case when ⌫ = ␣ =0.
Let us, from here on, for simplicity drop the overhead carets from the dimensionless quantities introduced above. We may also for simplicity drop the axial diffusion term from the transport equation in the deductions below. This omission will not cause us to leave out anything nontrivial in 
flow is along the tube in the -direction (perpendicular to the plane of paper) dr is the aggregate ͑i.e., depth-integrated͒ wall-phase concentration, and the lining thickness l is much smaller than the tube radius a. Note that the mobile phase is subject to convection due to flow along the tube in the x-direction ͑perpendicular to the plane of paper͒ and molecular diffusion across the tube section in the r-direction, while the immobile phase is subject to phase exchange with the mobile phase and absorption by the outer wall tissues. the analysis since this term can be anticipated to play no more than a role of being an additional term in the dispersion coefficient. Furthermore, the axial diffusion is an order Pe −2 much smaller than the radial diffusion, thereby negligible, when Peӷ 1, corresponding to the case when the shear dispersion dominates over the axial diffusion.
III. GENERALIZED DISPERSION MODEL
The first key step of the generalized dispersion model is to expand the concentration in terms of the axial derivatives of the mean concentration. Here, we may write
where f i = f i ͑r , t͒ and g i = g i ͑t͒͑i =0,1,2, ...͒ are the timedependent coefficients and C = C ͑x , t͒ is the section-mean concentration. It follows that, by taking section average of Eq. ͑11͒,
A central step of the dispersion model is to express the mass balance equation in terms of the effective mass transport coefficients K i ͑t͒͑i =0,1,2, ...͒,
On taking section average of Eq. ͑8͒, followed by the substitution of Eq. ͑11͒, one finds that
and so on. Obviously, the first three terms on the right-hand side of Eq. ͑14͒ are, respectively, the reaction, advection, and dispersion terms. For later convenience, a negative sign has been placed in front of the coefficients K 0 and K 1 in order to keep these coefficients themselves positive. The reaction term is negative because, owing to the wall absorption, the reaction is a sink to the mass transport. We may, from here on, refer to the coefficients K 0 , K 1 , and K 2 as the depletion coefficient, advection/convection speed, and dispersion coefficient, respectively. The next step is to formulate initial-boundary-value problems for f i ͑r , t͒ and g i ͑t͒͑i =0,1,2, ...͒ by equating the coefficients of ‫ץ‬ i C / ‫ץ‬x i after substituting the expansion series ͑11͒, ͑12͒, and ͑14͒ into the problem ͑8͒-͑10͒. The effective transport coefficients K i are then found as eigenvalues in these problems. Let us examine the first three problems in the following subsections.
A. Problem for f 0 and K 0
On equating the coefficients of C , we get the following problem:
with the boundary conditions f 0 = finite at r = 0, ͑17͒
If initially the solute concentration is uniform across the tube section and the immobile-phase concentration is zero, the initial conditions are
From Eq. ͑18͒, the function g 0 can be expressed as
where I͑t͒ = exp͓͐ 0 t ͑Da− K 0 ͒d͔ is the integrating factor. The function f 0 can first be written as
by which F 0 ͑r , t͒ is to satisfy
with the boundary conditions F 0 = finite at r =0,
͑23͒
and the initial condition F 0 =1 at t = 0. The solution to this problem is
where J 0 is the Bessel function of the first kind of order 0 and a n are constants that can be determined from the initial condition by virtue of the orthogonality of the eigenfunctions J 0 ͑ n r͒. The eigenvalues n = n ͑t͒ are given by the nonnegative roots ͑such that 0 ഛ 0 Ͻ 1 Ͻ 2 Ͻ¯͒ of the characteristic equation
where J 1 is the Bessel function of the first kind of order 1, and 
Note that the eigenvalues n are transient functions of time, owing to the kinetic phase exchange between the fluid and the wall. The transience will die out in a long time when the phase exchange eventually attains a state of dynamic equilibrium. By Eq. ͑13͒, the area average of f 0 is unity, and therefore
͑27͒
from which, on using Eq. ͑15͒,
In principle, the quantities f 0 , g 0 , and K 0 can now be evaluated as functions of time upon solving the characteristic equation ͑25͒ for the time-varying eigenvalues n . The numerical task of finding the unsteady eigenvalues is, however, extremely cumbersome since in Eq. ͑25͒ the eigenvalues are themselves deep seated in the integrand of a double time integral. This unwieldy task is not pursued here. Anyhow, as noted by Sankarasubramanian and Gill, 25 carrying on the analysis to the higher orders is manageable only when the asymptotic steady-state representations for f i and K i are considered. Such an approach is followed here as well. As far as the analytical model is concerned, we shall from here on drop the time dependence and find only the asymptotic steady limits of the effective transport coefficients. The transient behaviors are to be found alternatively using a numerical simulation, as will be detailed in Sec. IV.
Equations ͑25͒-͑28͒ may nevertheless help us estimate the timescales by which the asymptotic steady limits are approached. At large times, Eqs. ͑27͒ and ͑28͒ give the following steady limits:
where a 0 ͑0͒ = 0 / 2J 1 ͑ 0 ͒, and hence from Eq. ͑20͒,
In the particular case of zero wall retention, ␣ = 0, the eigenvalues are constants. Hence it is easy to see that in this particular case, the steady state given above can be reached over a timescale of ͑ 1 2 − 0 2 ͒ −1 . In the more general case of ␣ Ͼ 0, the eigenvalues n will become independent of time only after a sufficiently long time. One can readily show that, by this stage,
with which the characteristic equation ͑25͒ will tend to
Since the transience of the eigenvalues comes essentially from E͑t͒, whose time rate of change is E n Ј= E n ͑Da− n 2 ͒, we may argue that it will take a timescale as long as ͉Da− n 2 ͉ −1 for the transience of n to die out. Of particular interest is the leading eigenvalue 0 , which is the lowest in magnitude. In the particular case of zero wall absorption, ⌫ = 0, the leading eigenvalue vanishes too, 0 = 0. For nonzero wall absorption, ⌫Ͼ0, 0 will increase monotonically with ⌫ while upper bounded by Da 1/2 or the first positive zero of J 0 ͑i.e., 2.4048͒, whichever is smaller. This is because when ␣ Ͼ 0 and Da 1/2 Ͻ 2.4048, there always exists one and only one eigenvalue 0 ͓0,Da 1/2 ͒ that satisfies the characteristic equation ͑33͒. When either ␣ = 0 or Da 1/2 Ͼ 2.4048, the characteristic equation will have its first root in the domain 0 ͓0 , 2.4048͒, instead. In short, we may infer that the asymptotic steady limits can be approached over a timescale of
, whichever is larger; the latter is inapplicable when ␣ = 0. In the limiting case of a nonreactive wall ͑⌫ = ␣ =0͒, 0 = 0 and 1 = 3.8317, and hence the transient time is O͑3.8317͒ −2 = O͑0.068͒, which was first given in Eq. ͑15͒ of Taylor. On equating the coefficients of ‫ץ‬C / ‫ץ‬x, we get after some manipulation the following problem:
͑34͒
with the boundary conditions f 1p = finite at r = 0, and
In this problem,
where f 01 = f 0 ͑r =1͒ = a 0 ͑0͒ J 0 ͑ 0 ͒ and K 0 = 0 2 , as have been given by Eqs. ͑29͒ and ͑30͒. Since the homogeneous problem has a nontrivial solution, i.e., an eigenfunction, of J 0 ͑ 0 r͒, then according to Fredholm alternative, the inhomogeneous problem is solvable if and only if the forcing term is orthogonal to this eigenfunction. Therefore, on carrying out the inner product of the forcing term and the nontrivial solution with respect to the interval 0 ഛ r ഛ 1 and the weighting function r, and by the vanishing of the inner product, we get
The expression above for K 1 in the limiting case of ␣ = 0 can be checked to agree with that obtained by Sankarasubramanian and Gill. 25 There is an apparent difference of a factor of 2 between the two results, which can be reconciled by noting that their velocity has been normalized with respect to the maximum velocity at r = 0, while ours has been normalized with respect to the mean velocity, which is half the maximum velocity.
The eigenvalue problem
with the boundary condition ͑35͒, is a Sturm-Liouville problem, whose eigenfunctions J 0 ͑ n * r͒ form a complete orthogonal sequence, where the eigenvalues n * are the non-negative roots ͑0 ഛ 0 * Ͻ 1 * Ͻ 2 * Ͻ¯͒ of the characteristic equation
Obviously, Eq. ͑40͒ coincides with Eq. ͑33͒ for n = 0, and therefore 0 * = 0 . The solution can now be written as a series expansion
The coefficients a n ͑1͒ ͑except n =0͒ are determined by substituting this solution into Eq. ͑34͒, of which the forcing term is also expanded into a series of the eigenfunctions with coefficients A n ,
where
͑43͒
The first coefficient a 0 ͑1͒ can be determined using condition ͑13͒ that f 1 = 0, which gives, using Eqs. ͑36͒ and ͑41͒,
Finally, in substituting Eqs. ͑41͒ and ͑44͒ into Eq. ͑36͒, we get
C. Problem for f 2 and K 2
On equating the coefficients of ‫ץ‬ 2 C / ‫ץ‬x 2 , we get after some manipulation the following problem:
with the boundary conditions f 2p = finite at r = 0, and
In the problem above,
where f 01 = f 0 ͑r =1͒ and f 11 = f 1 ͑r =1͒. Again, the homogeneous problem has a non-trivial solution of J 0 ͑ 0 r͒, and therefore the inhomogeneous problem above is solvable if and only if the forcing term is orthogonal to this eigenfunction. By the vanishing of the inner product of the forcing term and J 0 ͑ 0 r͒ with the weighting function r, we can obtain K 2 after some algebra as follows:
in which, for n =1,2,...,
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.
͑54͒
In the particular case of ␣ = 0, the expression for K 2 presented above can be checked to agree with that deduced by Sankarasubramanian and Gill.
25,32
D. Limiting case of small ⌫
Thus far we have obtained explicit expressions, as given by Eqs. ͑30͒, ͑38͒, and ͑49͒, for the asymptotic representations of the effective transport coefficients K 0 , K 1 , and K 2 , respectively. These expressions are uniformly valid irrespective of the magnitude of the reaction parameters ⌫, Da, and ␣. It will be useful if these expressions can be compared with those that have been deduced using the homogenization technique by Ng, 29 who considered the limiting case of weak irreversible wall absorption, ⌫Ӷ1, and relatively fast reversible phase exchange with the wall, Daജ O͑1͒. Sankarasubramanian and Gill 25 presented the weak-absorption ͑⌫Ӷ1͒ limits in the absence of wall retention ͑␣ =0͒.
When ⌫Ӷ1 and Da= O͑1͒, it can be inferred from Eq. ͑37͒ that
Then, the characteristic equation ͑33͒ for n = 0 can be approximated by
͑56͒
On solving this equation, we can obtain an expression for the depletion coefficient that is the same as the one deduced by Ng,
is the retardation factor. It is so-called because the advection speed will be reduced by a multiplicative factor equal to 1 / R when the reversible phase exchange is in a state of dynamic equilibrium so that the mobile and immobile phases are partitioned in the ratio of 1 to 2␣; the two phases will then be advected at the same but retarded speed. By either Eq. ͑33͒ or ͑40͒ for n =0,
By substitution of Eqs. ͑57͒ and ͑59͒ into Eq. ͑38͒, we get a limiting expression for the advection speed
͑60͒
which is also the same as the one deduced by Ng 29 and reduces to the one derived by Aris 6 when ⌫ = 0. This leadingorder advection speed, 1 / R, is equal to the discharge velocity weighted by the mass fraction of the mobile phase and is always smaller than the discharge velocity of the fluid. In the absence of wall retention ͑␣ =0 or R =1͒, the terms inside the square brackets give a positive sum, and hence the wall absorption will increase the advection speed. This is not necessarily true when there is wall retention. Unlike what was found by Phillips et al., 17 the advection speed will in fact be lowered by wall absorption in the presence of strong kinetic phase exchange with the wall ͑DaӶ 1͒.
To evaluate the infinite series that appear in Eq. ͑49͒ for K 2 , let us first denote the positive zeros of J 1 by n ͑n =1,2, ...͒. Then the characteristic equation ͑40͒ will give
͑61͒
Note that n * 2 ϳ n 2 ӷ 0 2 ϳ ␤. On replacing n * by n , the infinite series can be evaluated as they can be approximated into terms that include one of the following three sums:
. ͑62͒
After some tedious algebra making use of the results above, we finally get from Eq. ͑49͒,
which again is the same as the one deduced by Ng. 29 The dispersion coefficient under the sole effect of reversible phase exchange, which includes only the first four terms of Eq. ͑63͒, was first shown by Aris. 6 In the absence of wall retention ͑␣ =0 or R =1͒, the wall absorption will increase the dispersion coefficient by an additive term of ⌫ / 1440.
IV. NUMERICAL SIMULATION
We have derived in the preceding section the steadystate limits for the transport coefficients. Let us now describe how we have also carried out a numerical simulation of the problem in order to examine in what manner these limits are approached as a function of time. The numerical simulation also provides an independent approach to check the analytical limits yielded by the preceding analysis.
Numerical solutions are sought to satisfy the problem ͑8͒-͑10͒ without the axial diffusion term, subject to the initial condition of an impulse input,
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and C s ͑x ,0͒ = 0 for all x. It is supposed that a narrow uniform slug of length 2x s Ӷ 1 and physical concentration C 0 that fully extends across the tube section is injected into the tube at t = 0. In fact, how the concentration is distributed initially will not affect the long-time transport behaviors. Sankarasubramanian and Gill 25 have shown that the time required to attain the steady-state value of K 0 is essentially independent of the radial nonuniformities in the initial distribution. We have also performed some numerical tests and confirmed that the initial slug length ͑as long as it is small͒ affects the evolution of the transport coefficients only at very small times.
In the absence of axial diffusion, the present problem involves pure convection in the axial direction, interacting with pure diffusion in the radial direction. Special computational techniques are required to handle convection of sharp gradients; otherwise the gradients will be either smeared or contaminated by numerical dispersion errors. Bailey and Gogarty 18 and Ananthakrishnan et al. 19 also found numerical solutions to the transport equation using finite differences. In particular, Bailey and Gogarty 18 eliminated the convection term by artificially shifting the solution down the tube in each time increment by a distance following the parabolic velocity profile. The order of accuracy of their method has not been well ascertained, however. Following Mayock et al., 12 we choose to adopt a more established method, namely, the FCT algorithm, to solve the present convectiondominated problem, which has to deal with front and rear discontinuities in the initial distribution as given in Eq. ͑64͒. The more updated FCT version, namely, LCPFCT, 33 is applied in this study. The LCPFCT subroutines, which are available for download at the US Naval Research Laboratory website ͑http://www.lcp.nrl.navy.mil/lcpfct/͒, are used directly in our computations, with a FORTRAN program calling these routines.
Some technical aspects about the LCPFCT algorithm and its implementation are briefly described as follows. Boris et al., 33 and the references therein, can be consulted for the full details. For the present simulation, the domain is discretized into a regular mesh of uniform cell size ⌬x ϫ⌬r, where the variables are defined on the cell centers and fluxes on the cell interfaces. The FCT scheme follows a predictorcorrector type of approach. The predictor is a diffusive step in which sufficient numerical diffusion is added to the transport so that a steep gradient can be convected without numerical dispersion or the Gibbs phenomenon. The convection-diffusion equation is solved by an explicit
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in each cell, and the numerical diffusion coefficient is given by
where c is a clipping factor that controls how much extra diffusion needs to be added to ensure positivity over that for stability. Near steep gradients or discontinuities, c Ϸ 1−͉⑀͉ so that the numerical diffusion, Ϸ͉⑀͉ / 2, is strong enough to ensure that the solution remains monotone. In smooth regions of gentle gradient, c Ϸ 0 so that the numerical diffusion, Ϸ ⑀ 2 / 2, is the minimal value required for linear stability. The use of a variable numerical diffusion coefficient, depending on the local solution profile, makes the overall algorithm nonlinear.
The provisional solution obtained after the predictor step is strongly diffused to maintain positivity. To remove the strong diffusion, the corrector step, namely, the antidiffusive step, needs to be applied to get the corrected solution. Antidiffusion fluxes can be computed with a properly chosen antidiffusion coefficient, subject to further correction to guarantee that these fluxes will neither produce new maxima or minima in the solution, nor accentuate the existing extrema.
In the present problem, convection takes place only along the axial direction, and therefore the one-dimensional FCT scheme can be used to advance the solution through one time step in a row-by-row manner, where one row consists of cells with the same radial distance from the axis. The radial diffusion term in Eq. ͑8͒ is treated as a source term to the axial convective transport. The source term, however, depends on values of solution in the same, upper and lower rows and is therefore coupled to the transport itself. The boundary flux at r = 1, governed by the wall reactions, also depends on the instantaneous solution. To ensure high accuracy of the computational scheme, the half-step integration as described in Boris et al. 33 is adopted. The source term and the wall flux are first evaluated based on the old values of the solution, and then convection is performed to a half timestep for individual rows. The source term and the wall flux are then evaluated again based on the intermediate values of the solution. With the updated source term and wall flux, the calculation for convection is repeated for a whole timestep from the old to the new time levels.
In our simulation, ⌬t =10 −4 , ⌬r = 0.025, and x s = 0.05 are chosen throughout the computations. The grid mesh is uniform both axially and radially. A fine axial grid spacing ⌬x =10 −3 is used initially for 0 ഛ t ഛ 1.5 when sharp gradients prevail, after which the grid is progressively coarsened ͑two cells merged into one in each time of coarsening͒ so that the spacing is increased to ⌬x =8ϫ 10 −3 at large times ͑t ജ 10͒ when the gradients become milder. For economical computation, the domain is also progressively extended ͑i.e., additional points added͒ in the axial direction following the 16 , and the domain is increased in stretch, through several increments, to −0.1ഛ x ഛ 19.9 by t = 10 and to a further extent for a larger time, if necessary. On performing a simulation, we ensure that within the time limit of the simulation, no part of the solute cloud will leave the domain. If needed, the domain will be lengthened to provide enough room for the solute cloud to advance its front down the tube. With some sensitivity tests ͑by checking the results to find out how much they will be affected by varying the time step and grid spacings͒, we have assured ourselves of a very good order of accuracy ͑typically of the order 10 −3 ͒ of the results generated by the above-mentioned spatial and temporal discretization parameters. We have also found an equal order of accuracy for the conservativeness of the scheme by monitoring the total mass of the mobile and immobile phases as a function of time for the nondissipative cases.
Our program outputs at each time level the section-mean mobile-phase concentration C and the immobile-phase concentration C s as functions of the axial coordinate, where Simpson's formula is used to evaluate the integral for the sectional average. Based on C , the following statistical parameters are also computed by the program. First define the spatial moments of the concentration distribution for the mobile phase,
The zeroth moment gives the total area under the distribution curve, physically corresponding to the total mass of the mobile phase: 0 = M m . The first moment gives the center of mass of the distribution
while the second moment gives the variance of the distribution 2 ͑t͒ = 1 0
We may further derive from the rate of change of these statistical parameters the three effective transport coefficients as functions of time. First, the total mass decays exponentially with time according to
where M m 0 = M m ͑0͒ =2x s is the initial total mass of the mobile phase. Second, the center of mass moves at a speed equal to the advection speed:
Third, the rate of increase of the variance with time is equal to twice the dispersion coefficient,
In terms of finite differences, these formulas can be approximated by
where n denotes the time level ͑i.e., t = n⌬t͒. The total mass of the immobile phase is evaluated from
where the factor of 2 arises from the normalization. The combined total mass of both mobile and immobile phases is hence given by M tot = M m + M im , which amounts to the total mass of the species remaining in the system. The amount that has been lost due to irreversible wall absorption per length of the tube is given by
At sufficiently large times, exchange between the mobile and immobile phases will attain a state of dynamic equilibrium, and by this stage both phases will be depleted, convected, and dispersed at the same rates, i.e., the asymptotic values of K 0 , K 1 , and K 2 , respectively. This point will be further looked into in the next section.
V. RESULTS AND DISCUSSIONS

A. Irreversible wall reaction only
Let us first revisit the case when only the wall absorption is effective. We show in Fig. 2 the steady-state values ͑the solid lines͒ of K 0 , K 1 , and K 2 , as given by Eqs. ͑30͒, ͑38͒, and ͑49͒, respectively, when ␣ = 0. Calculation of these values was performed in a MATHCAD worksheet, where K 2 was evaluated using the first 21 eigenvalues, n * ͑n =0,1, ... ,20͒, found from Eq. ͑40͒. Also shown in this figure are some transient values ͑the symbols͒ of the transport coefficients, as computed using the numerical method described in Sec. IV. For comparison, the values for the basic inert case ͑i.e., ⌫ = ␣ =0͒ are also shown in the figure by the dotted lines.
The steady-state values of the transport coefficients shown in Fig. 2 of J 0 . The dispersion coefficient K 2 varies, however, nonmonotonically with ⌫. When ⌫Ӷ1, K 2 is slightly larger than that for the inert case ͑i.e., 1 48 ͒ by ⌫ / 1440. When ⌫ജO͑1͒, K 2 becomes increasingly smaller than that for the inert case as ⌫ increases. The fact that the wall absorption increases the advection speed but decreases the dispersion coefficient was reasoned by Sankarasubramanian and Gill. 25 Let us recall their arguments. The wall absorption primarily consumes solute in the near-wall fluid, where the velocity itself is small but the velocity gradient is large. Consequently, the solute cloud is weighted in favor of the faster moving central fluid in the tube, thereby leading to a higher advection speed. Meanwhile, the solute cloud will be subject to a smaller extent of velocity shear in the central region and also subject to a faster rate of radial diffusion toward the wall; both effects decrease the dispersion coefficient.
Jiang and Grotberg 28 further pointed out that, under some conditions, the wall absorption can on the contrary lead to an increased dispersion coefficient. Although not very appreciable, the enhancement of K 2 can be illustrated in this case for ⌫Ӷ1, as mentioned above. We must, however, add that it is only the dispersion coefficient, but not the dispersion process itself, that is to be enhanced by the wall absorption. It is because the dispersion coefficient relies on the rate of increase of the variance of the distribution, which is essentially the second moment normalized with respect to the zeroth moment. The zeroth moment, or the total mass of the mobile phase, is not constant but keeps on decreasing in the presence of wall absorption. When this outcompetes other effects, the variance will become higher, not because of a larger second moment but because of a smaller zeroth moment. Physically, it means that as the area under the distribution curve decreases as time increases, the values near the peak drop faster than those away from the peak. This happens because the absorption flux is linearly proportional to the wall concentration and is higher around the peak than at the far ends of the distribution. Therefore the distribution will become flatter as a whole or the variance will increase. 21, 28 This enhancement in variance takes place, however, without actually the axial extent of the distribution or the dispersion process itself being enhanced.
By comparing the transient values with the steady-state values of the coefficients, one may note that all the limiting values are already closely approached at a time as small as t Ϸ 0.1 ͑especially for small ⌫͒, and they are practically attained when t = 0.5. It has been earlier estimated that the asymptotic values can be reached over a timescale O͑ 1 2 − 0 2 ͒ −1 , where 0 Ϸ 0 -2.4 and 1 Ϸ 3.8-5.5 in this case. The observation here suggests that multiplying this estimate by a factor of 5-10 will give a fairly accurate prediction. The factor of 10, first proposed by Taylor 4 for the inert case, was checked experimentally and numerically by Bailey and Gogarty 18 to be a reasonable factor, although somewhat on the conservative side.
B. Reversible wall reaction only
We present in Fig. 3 similar plots for the case when only reversible phase exchange is effective ͑i.e., ⌫ =0͒, where Da= 1. In this case, the steady-state value of K 0 = 0 2 =0, while those of K 1 and K 2 can be calculated by putting ⌫ =0 into Eqs. ͑60͒ and ͑63͒, respectively. As pointed out in Sec. III D, these steady-state values agree with those obtained previously by Aris 6 and Ng. 29 This time, it takes a longer time, t Ϸ 5, for the steady-state values to be practically attained. The process is now rate limited by the kinetics of the phase exchange. The time taken to reach the asymptotic state can be checked to be comparable with the earlier estimate, O͑Da− 0 2 ͒ −1 = O͑Da͒ −1 , which is O͑1͒ in this case, after applying a factor of 5. A comparable timescale of attaining the long-time solution has been observed by Phillips et al. 17 for their case of an impermeable outer boundary of the wall layer; see their Fig. 2 .
Since ⌫ = 0, the steady-state K 0 is zero as well. Before reaching the steady state, K 0 is positive owing to the retentive intake by the wall, and its value is bigger for larger ␣ at a fixed instant of time. As K 0 approaches zero, the partitioning between the mobile and immobile phases will approach a state of dynamic equilibrium ͑i.e., the forward and backward 
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Convective diffusion in steady flow through a tube Phys. Fluids 20, 073604 ͑2008͒ reactions balancing each other exactly͒. A wall with greater capacity for retention will take in mass at a faster rate, and therefore the overall time required to reach the state of equilibrium partitioning is insensitive to the retention capacity of the wall. Here, the equilibrium is meant in a global or integrated sense: the partitioning is said to be at equilibrium when the ratio of the total mass of the immobile phase to that of the mobile phase is given by M im / M m =2␣ or equivalently, M m / M tot =1/ R and M im / M tot =2␣ / R, where M tot = M m + M im and R =1+2␣ is the retardation factor. The mobile-phase cloud typically moves ahead of the immobilephase cloud. Therefore, along the part of the tube near the leading edge of the mobile-phase cloud, the phase exchange is in the forward direction and the wall takes in mass from the fluid. The opposite is true near the trailing edge of the mobile-phase cloud, where the wall releases mass back into the fluid. Given a sufficiently long time, the two opposing effects will eventually balance each other, and from this stage onward the total mass of either phase will remain steady as determined by the above-mentioned partition ratio. Also upon equilibrium partitioning, the mobile-and immobile-phase clouds will be advected and dispersed at the same rates. The limiting advection speed, K 1 =1/ R, is the discharge velocity weighted by the mass fraction of the mobile phase and is therefore always smaller than the discharge velocity ͑the advection speed for the inert case͒. The limiting dispersion coefficient, given by the first four terms in expression ͑63͒, is always larger than 1 48 ͑the value for the inert case͒. The fact that reversible phase exchange can retard advection but enhance dispersion has long been known, since Aris 6 among others. A higher value of the dispersion coefficient than that for the inert case can be attributed to two causes. As mentioned above, near the trailing edge of the solute cloud mass keeps on being fed back from the wall into the fluid. Therefore, the trailing edge of the cloud, which is controlled by the near-wall concentration, can hardly move away from the point of injection. This is in contrast to the inert case, in which the trailing edge is free to move away from the point of injection. Meanwhile, the leading edge of the cloud, which is controlled by the near-axis concentration, can readily move down the tube independent of the wall retention. In other words, the stretch of the cloud, or the distance between the leading and trailing edges, will get widened owing to kinetic phase exchange with the wall. This is the basic reason for a higher dispersion coefficient. Furthermore, the wall retention is to reduce the amount of solute in the mobile phase, corresponding to a diminished area under the distribution curve. The distribution then becomes flattened about its center of mass, an effect amounting to an increase in the variance. This explains why larger ␣ may lead to larger K 2 . Further increasing ␣ beyond an optimum value will, however, lower the limiting value of K 2 . This happens when the wall retention is so substantial that it retards every aspect of the transport, including the rate of increase of the variance. Similar dependence of the dispersion coefficient on the wall retention capacity has also been reported by Jayaraman et al. 20 for flow through a curved tube. It is worth noting that the initial-stage behaviors can be qualitatively different from the limiting state described above. When the partitioning is still far from equilibrium, say, t ഛ O͑0.1͒ in the case shown in Fig. 3 , the forward phase exchange dominates, and the near-wall concentration drops. The effects of removing solute near the wall will, as already discussed in the preceding case, increase the advection speed but decrease the dispersion coefficient. These effects are of course short lived and will be reversed as soon as a tail develops on the trailing edge of the solute cloud.
C. Both wall reactions
Steady state
In Figs. 4-6 , the steady-state values of K 0 , K 1 , and K 2 are shown under the combined effects of wall absorption and phase exchange with the wall. For the latter reaction, the following inputs have been considered: ␣ = 0.005, 0.05, 0.5 and Da= 0.1, 1 , 10. Since the input/output values vary over a range of several orders of magnitude, log-log scales have been used in these figures. These figures include the curves for ␣ = 0 and for the inert case, which are already shown in Fig. 2 , for the sake of comparison. First recall that the depletion coefficient, K 0 = 0 2 , increases monotonically with ⌫, with an upper bound equal to Da or 2.4048 2 , whichever is smaller, where 2.4048 is the first positive zero of J 0 . These upper bounds for K 0 are clearly shown in Fig. 4 . It is remarkable that for small ⌫, K 0 will tend to an asymptote, 2⌫ / R, that depends only on ␣ but not on Da. However, for large ⌫, K 0 will tend to another asymptote that depends on Da but not on ␣. Physically, it means that when the wall absorption is slower than the phase exchange, the depletion rate is affected by the extent, but not the kinetics, of the phase partitioning. When the wall absorption becomes faster than the phase exchange, the depletion will then be rate limited by the kinetics of the phase exchange.
As noted earlier, the advection speed K 1 tends to increase with increasing ⌫ for ␣ = 0. It is revealed in Fig. 5 that this tendency remains true for ␣ Ͼ 0 only when the phase exchange is so fast ͑specifically, DaϾ 2.4048 2 ͒ that equilibrium partitioning can be readily achieved. When under phase exchange with strong kinetics, the advection speed will be affected by the wall absorption in a dramatically different manner. As the process is rate limited by the kinetics of the phase exchange, K 1 will drop to virtually zero as soon as ⌫ exceeds Da. This happens at a value of ⌫ for which K 0 is very close to its upper-bound value of Da. Figure 6 shows that ␣ and Da will have, by and large, similar effects on the relationship between K 2 and ⌫. The dispersion coefficient will also diminish to a very small value, virtually zero, as soon as the kinetics of the phase exchange becomes rate controlling. We may infer from these figures that as K 0 → Da, K 1 → 0 and K 2 → 0. Also worth noting, it shows up in some cases that K 2 will first go up to reach a maximum before it plummets. This appears to suggest that, under certain conditions, the presence of both reactions can paradoxically lead to a dispersion coefficient that is larger than when only one or none of the reactions is present. In other words, the two reactions seem to interact to magnify each other's effects. These steady-state results tell only part of the story. To fully understand all these phenomena will require us to look into what really happens to the mass transport in its course of approaching the long-time behaviors. This is the purpose of the section below. 
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Transient behaviors
Three particular cases, namely, ⌫ = 5, 0.5, and 0.05, where ␣ = 0.05 and Da= 1, have been selected to shed light on the development of the transport process as a function of time. For easy reference, the steady-state values for the three cases are distinguished by filled circles as in Figs. 4-6 .
We first show in Fig. 7 the time evolution of the three transport coefficients in order to find out how they approach their respective steady-state limits, which are indicated by dotted lines in the figure. We then show in Figs. 8-10 some snapshots for the mobile-and immobile-phase concentration distributions for the three cases. Finally, in Fig. 11 , we show the distribution of mass that has been irreversibly absorbed into unit length of the wall as a function of time, for the same three cases.
Let us draw upon these figures and make the following observations and inferences.
͑1͒ Depending on ⌫, K 0 at an early time can be many times higher than the steady-state limit, which is upper bounded in value by Da; see Fig. 7 . For wall absorption as large as ⌫ = 5, it is the short-time value rather than the long-time limit of K 0 that essentially controls the rate of removal of the solute from the system. As is evident in Fig. 11͑a͒ , it is within an early stage of mass transport in which nearly all the mass is depleted. The masses are transport process has practically stopped long before the coefficients reach their limiting values. This point is also signified by the patterns of time change of K 1 and K 2 , for ⌫ = 5, as shown in Fig. 7 . Before complete depletion, the advection drops abruptly to become negative. Meanwhile, the dispersion coefficient rises to a maximum, near the point when K 1 =0, before dropping sharply to become negative as well. K 1 and K 2 remain negative, yet small in magnitude, for a long time before they turn back positive as predicted by the dispersion model. The phenomena of an initial rise followed by a dramatic fall into negative values for the advection speed and dispersion coefficient for sufficiently large wall absorption, as shown in Fig. 7 here, are comparable with those reported by Phillips et al., 17 as shown in their Fig. 4 . To avoid the negative coefficients, they have chosen to use coefficients defined in terms of both fluid and wall phases. Phillips et al. 17 explained that the coefficients turn negative because of the delayed desorption from the wall layer of phase absorbed earlier back into the fluid phase. We can further understand this phenomenon by examining in detail the time development of the concentration distributions of both fluid and wall phases, as shown in Fig. 8 .
Two parts are distinguishable in each of the mobilephase concentration distributions. The leading part or the front cloud, which is dominated by the near-axis concentration can move readily down the tube. The trailing part, usually in the form of a tailing, originates from the feeding back of mass from the wall retention, and is therefore correlated with the immobile-phase distribution. The tailing part, whose upstream end is usually fixed at the point of injection, is more limited in movement. For the case shown in Fig. 8 , the irreversible wall absorption ͑⌫ =5͒ is much faster than the reversible wall retention ͑Da= 1͒ in terms of the reaction rate. Initially, the tailing is only a modest part, and the front cloud may travel at a high speed as if there were no wall retention. The high depletion rate will cause the front cloud to lose mass quickly too. In fact, owing to the wall retention, mass is lost in the tailing not as fast as in the front cloud. By the time t Ϸ 2, the front cloud is so much reduced in concentration that its distribution becomes comparable in size with that of the tailing. It is a moment when the dispersion coefficient reaches a maximum and the advection speed has turned negative. The dispersion coefficient gets large here also because of the apparent effect due to a diminishing area under the distribution curve. The advection speed is a weighted average of the speeds of movement of the centers of mass of the two parts. As the front cloud dwindles, the advection speed is weighted more in favor of the tailing. It will eventually become negative since the tailing has a receding center of mass in this case. As the front cloud gradually fades away, the axial spread of the distribution can only decrease, and the dispersion coefficient will be negative as well. In summary, for a case in which ⌫ is sufficiently large, as indicated by the asymptotic approximations K 0 = 0 2 Ϸ Da, K 1 Ϸ 0, and K 2 Ϸ 0, these limits take a long time to be approached as O͑Da− 0 2 ͒ −1 ӷ 1, and by the time they materialize, most of the mass will have already been taken away from the system by the wall absorption. In other words, the limiting values of the transport coefficients are of no practical significance when the aforesaid conditions hold. That the advection velocity and dispersion coefficient under sufficiently large wall absorption and slow fluid-wall-phase exchange will decrease toward zero for long times can also be seen in the results presented by Phillips et al., 17 
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Convective diffusion in steady flow through a tube Phys. Fluids 20, 073604 ͑2008͒ port coefficients to attain their steady-state limits is comparable with the time for the mass to be substantially depleted in the system; see Figs. 7 and 11͑b͒. It is also a case in which one should not just rely on the limiting values of the transport coefficients to describe the whole process. Figure 9 shows that the tailing in this case grows more extensively and quickly than in the previous case. The wall absorption ͑⌫ = 0.5͒ is now not as fast as the wall retention ͑Da= 1͒. Therefore more mass tends to be stored for a longer period of time on the wall. Consequently, the immobile-phase distribution can grow to a greater extent in terms of both concentration and axial spread. By t Ϸ 5, the front cloud, whose distribution is tall and narrow, is comparable in size but distinct in shape from the tailing, whose distribution is low and wide. The distinction, however, dwindles as time goes on. The tailing and the front cloud eventually mingle to form a smooth distribution with the maximum possible stretch, i.e., from the point of injection upstream to the point carried forward by advection-diffusion downstream. The formation of this mingled cloud also signifies the approaching of the steady state, in which both the mobile and immobile phases will be subject to the same rates of depletion, advection, and dispersion. In this case, it takes place in a rather late stage when much of the mass has already been depleted. For the same spread, a lower distribution curve means a larger variance for the distribution. This explains why the steadystate K 2 under the combined effect of wall retention and wall absorption can be higher than that in the absence of wall absorption. See the next case for some further discussion on this point. ͑3͒ For very small ⌫ = 0.05, the rate of mass depletion is so slow that the steady-state limits of the transport coefficients, which are approached rather quickly, can be used with good accuracy to describe the all-time transport process; see Figs. 7 and 11͑c͒. As is evident in Fig. 10 , the front cloud, which dwindles more slowly than in the previous two cases, dominates the tailing all the time. The immobile-phase distribution now grows in intensity also more readily; it exhibits a pronounced peak that closely follows the peak of the front cloud. The tailing is not as distinguishable as in the previous cases. By comparing Figs. 9 and 10 for the distributions at t = 5 and t = 10, one can see that the distribution curves for larger ⌫ = 0.5 indeed have a thicker shape than the counterparts for smaller ⌫ = 0.05. In other words, at the same moment, the variance is higher in the larger-⌫ case. This explains why increasing ⌫ to a certain value can lead to higher K 2 , as pointed out above. We reiterate that this enhancing effect of wall absorption on the dispersion coefficient is purely due to the diminishing of mass in the solute cloud, causing the cloud to have a flattened distribution curve about its peak. Wall absorption itself cannot lengthen the stretch of the cloud. ͑4͒ The parameter ⌫ governs the rate of wall absorption, thereby the overall time required to absorb all the mass into the wall. Figure 11 shows that the total mass, M tot = M m + M im , is substantially reduced to less than 1% of its initial value by a time t Ϸ 1, 5, and 50 for ⌫ =5, 0.5, and 0.05, respectively. The depletion time is of a scale approximately given by the reciprocal of ⌫. Figure  11 shows also the distribution of mass absorbed into unit length of tube wall, M abs as defined in Eq. ͑75͒, as a function of x and t for the three cases. In all cases, it is at a point near the downstream edge of the initial injection where the absorption is the most intensive. With stronger wall absorption, the absorption will be more concentrated immediately down the point of injection and is hence distributed over a shorter length of the tube. Mass is absorbed into the wall over a length that is determined by how far the mobile cloud can travel before it practically disappears. This length is also of a scale approximately given by the reciprocal of ⌫.
For easy reference, we have compiled a summary, as given in Table I , outlining the key transient and steady-state behaviors exhibited by the three transport equations under various wall conditions, as have been detailed above. Except at very small times, the transient behaviors described here are essentially independent of radial nonuniformities in the initial distribution. 
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VI. CONCLUDING REMARKS
In order to apply the present theory, one may first estimate the three reaction parameters ⌫, Da, and ␣, if not already available, using Eqs. ͑A10͒ and ͑A12͒ as some guiding relations. Then, upon finding the first two eigenvalues 0 and 1 from Eq. ͑33͒, one may go on to determine the first 20 or so eigenvalues n * ͑n =1,2, ...͒ from Eq. ͑40͒. The asymptotic steady-state values of the effective transport coefficients K 0 , K 1 , and K 2 are then evaluated using Eqs. ͑30͒, ͑38͒, and ͑49͒, respectively.
One may use either of the timescales, O͑ 1 2 − 0 2 ͒ −1 or O͑Da− 0 2 ͒ −1 , whichever is larger ͑the latter being inapplicable when ␣ =0͒, to estimate how long it would take to reach the fully developed state. The wall absorption will dominate over other processes when ⌫ജO͑10͒, for which the mass will be mostly depleted from the system in a very short time, probably before dispersion is fully developed. The reversible phase exchange can be rate determining only when DaϽ 5.78. Further if ⌫ is large enough to result in K 0 being very close to its asymptote ͑i.e., Da− 0 2 Ϸ 0͒, then the transient period will be very long. In other words, the fully developed state can be attained, in principle, only when much of the mass has disappeared. One should then disregard the steady-state values of the transport coefficients obtained above and resort to a transient study completely. In an early phase of time development, the transport would behave as if there were no phase exchange with the wall. Later in the time development, the advection and dispersion coefficients will sequentially turn negative. It is a precursor showing that the dispersing front part of the mobile-phase cloud is losing its dominance over the tailing, which recedes as a result of wall absorption. The distribution at the instant when K 1 =0 corresponds to the farthest possible distance that can be reached by the solute along the tube.
The dispersion coefficient, either momentarily in its time development or steadily in the developed state, exhibits a local maximum value when the following conditions prevail, ͑i͒ the centers of the front cloud and the tailing are far apart from each other; and ͑ii͒ the front cloud and the tailing are comparable in size with each other.
In practice, one may use some graphs such as those in Figs. 4-6 as guidance. When the transport coefficients are close to their corresponding small-⌫ limits, the fully developed state can be expected to be attained in a reasonably short time, and these steady-state coefficients are of value. When the transport coefficients appreciably branch out from their small-⌫ limits, one should then rely more on a timedependent description of the transport. The steady-state model will have little practical significance when it predicts virtually zero advection and dispersion coefficients.
The present work can be readily extended to transport in oscillatory pipe flow, which is pertinent to, for example, the mechanical ventilation in the pulmonary system. 26 In a tube flow consisting of steady and oscillatory components, it will be of interest to look into the interactive effects on the earlyphase transport due to the flow oscillation in addition to the chemical reactions as studied in this paper. More realistic but challenging is to study cases in which the tube has a flexible wall or the tube is tapered, curved, branched, and so on. 
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APPENDIX: MASS TRANSFER IN THE WALL LAYER
Let us show how the first-order kinetic model may be seen as an approximation to the diffusion model for the mass transfer in a thin wall layer, which in practice can be a stationary wall lining of low diffusivity. As conceptually illustrated in Fig. 1 , the chemical in the wall layer may undergo exchange with the mobile phase in the fluid flowing in the tube and is also subject to a first-order reaction with a rate constant ␥ on the outer boundary of the wall layer. The wall layer thickness l is much smaller than the tube radius a, so that the curvature of the layer may be ignored. The mass transfer in the wall layer is therefore simply governed by diffusion across a plane layer
where C l ͑y , t͒ is the concentration of the immobile phase of the chemical in the wall layer, D l is the effective molecular diffusivity in the layer, and y = r − a is the local coordinate such that y = 0 is the inner boundary ͑i.e., fluid-wall interface͒ and y = l is the outer boundary of the layer. The boundary conditions are On the other hand, we also obtain by directly integrating Eq. ͑A1͒,
where the second and third boundary conditions in Eq. ͑A2͒ have been used. The two relationships above, which have been developed on the basis of a diffusion-reaction model, then serve as the wall conditions for the transport of the mobile phase along the flow through the tube. A similar reactive and retentive wall condition has been introduced and studied by Purnama.
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The integral series in Eq. ͑A7͒, which represents the phase exchange rate, is difficult to handle in a perturbation analysis. In particular, the generalized dispersion model, which involves the expansion of terms into a series of the axial derivatives of the mean concentration, cannot be applied if the two conditions ͑A7͒ and ͑A8͒ are used. A common alternative to the diffusion model is the first-order kinetic model, which is also extensively used to describe phase exchange in environmental and chemical engineering processes. While all the parameters in a diffusion model can be evaluated using the physicochemical properties of the wall layer, the parameters in a first-order model are determined mostly by empirical methods. An attempt can nevertheless be made to relate these two models. See, for example, Schwarzenbach et al., 36 Chap. 11, how they have applied a radial diffusion model to estimate the first-order kinetic sorption rate constant. They have also shown the similarity in solutions generated by the radial diffusion and first-order kinetic models. In fact, the use of either model can give rise to very similar behaviors as far as the volume-averaged transport ͑or the section-averaged transport in the present problem͒ is concerned. Raats 37 presented some mathematical treatment about this point in some detail on the transport in structured porous media subject to reversible phase exchange. Part of our work below follows the arguments and analysis of Raats.
37
If we are content with keeping only the leading term, i.e., n = 1, in the series of equations ͑A6͒ and ͑A7͒, we can get from them a first-order kinetic equation One can immediately recognize that this is the same as the second condition specified in Eqs. ͑4͒ if the parameters there are defined to be
The reversible reaction rate constant is therefore related to the diffusion timescale across the wall layer: k = O͑D l / l 2 ͒. The wall retention is significant only when ␣ = O͑a͒ or the phase partition coefficient must be very large: ␣Ј= O͑a / l͒ ӷ 1. Consequently, the diffusivity in the wall layer must be much lower than that in the carrier flow: D l / D = O͑l / a͒ 2 Ӷ 1. Such ordering relationships can be found, for example, when the mobile phase is a gaseous phase and the immobile phase is an aqueous phase, as considered by Aris. 6 If it is further assumed that equilibrium partitioning of the two phases can be achieved largely at leading order, i.e., C s Ϸ ␣C͑y =0 − ͒; Eq. ͑A8͒ can be manipulated to give We stress that Eqs. ͑A10͒ and ͑A12͒ are not exact relations, but they can help one to interpret the physical meanings of, and therefore to estimate, the parameters in the firstorder kinetic model in terms of those in the diffusion model. An important upshot is that the three parameters k, ␣, and ⌫ are expressible in terms of four independent parameters l, D l , ␣Ј, and ␥. Therefore, by construction, one can always specify any values for any of these parameters independent of the others. Phillips et al. 17 presented their results in terms of two dimensionless parameters, which in the present notation are = ͑D l / D͒ 1/2 ␣Ј and ᐉ = ͑D / D l ͒ 1/2 ͑l / a͒, and in terms two extreme conditions for the outer boundary of the wall layer: impermeable ͑␥ =0͒ and perfectly absorbing ͑␥ = ϱ͒. Using the equations above, one may find that their dimensionless parameters can be related to those used in the present study as follows:
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Clearly, in their problem the kinetics of the two reactions are related, while in the present problem the two reactions can be independently prescribed. For example, the limiting condition for a nonretentive but absorbing wall, which is unavailable in the model of Phillips et al., can be obtained by diminishing the wall thickness, l → 0, with which ␣ → 0 but ⌫ can remain finite as long as ␥l is kept finite. The outer boundary of the wall layer tends to be perfectly absorbing as ␥ becomes very large, and hence the concentration C l is essentially zero at y = l and has a linear distribution across the wall layer. Consequently, the mass flux across the wall layer is linearly proportional to the near-wall concentration of the fluid phase. This explains why the wall absorption condition can be expressed in terms of the fluid-phase concentration even though the absorption itself takes place on the outer boundary of the wall layer, D ‫ץ‬C ‫ץ‬y + ⌫C = 0 at y = 0 − or r = a. ͑A14͒
Similar arguments and further details on the derivation of the boundary condition ͑A14͒ can be found in Grotberg et al. 38 The parameter ⌫ was referred to as the wall conductance by Jiang and Grotberg. 
