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Abstract
This paper presents the simulation of a limb movement generated by a muscle contraction that is controlled by the activation
of a pool of motor neurons. The muscle contraction is carried out by the transmission of action potentials that are produced in
the lower motor neurons, which are located in the ventral horn of the spinal cord. The simulator has an editor in which the user
designs a motor command that is composed of the number of motor neurons that will be activated during the simulation. This
model gives us the ability to modify the force exerted by the muscle for the movement of the limb, depending on the number
of the active neurons. The movement is performed online, that is, the motion is observed at the time at which the signals reach
the muscle.
c© 2013 The Authors. Published by Elsevier B.V.
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1. Introduction
Currently, there is great interest in the development of virtual creatures that are able to display more “believ-
able” behaviors. This is because there are a large number of applications in which these creatures can be used. For
example, to use virtual creatures for the gathering of experimental data as reliable substitutes for human subjects.
In particular, an experiment of this kind can be the placement of a set of creatures in a disaster situation and ob-
serve how they respond to it. On the other hand, more applications can be observed in the entertainment industry,
like in videogames where there has been signiﬁcant eﬀort to give players deeper levels of immersion. In these
kind of applications, virtual creatures have an important role since there is a constant interaction of the player with
non-player characters (NPCs). Currently, NPCs’ actions and behaviors are pre-established, thus no matter what
the player does, NPCs’ behaviors are the same.
To develop virtual creatures capable of behaving humans, it is necessary to endow them with cognitive mech-
anisms like it is known that humans have. To be more precise, it is required to design sensory systems for en-
vironment input, high-order cognitive processes for the generation of behaviors, and neuro motor systems which
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will execute actions in the environment. Among these, the neuro motor system is important, given that most of
the living organisms interact with their environment by means of self-movements that are planned, monitored and
executed by this system.
At present, the actions that a virtual creature can perform are supplied, from a database of preset movements.
These movements are reproduced according to whichever action the creature performs, like sprites used in anima-
tions for characters in 2D videogames [1]. As said before, the set of movements restricts the number of actions
that a virtual creature can execute, thus, new approaches have been created. One of these is “motion synthesis”,
which facilitates the actions that the creature can performs in real-time. Some techniques used on motion synthesis
are: joint angle interpolation [2], inverse kinematics [3] and locomotion [4].
Cognitive architecture developers have implemented models for the motion synthesis. iCub, a RobotCub [5]
project derivative, for which they have developed an engine for the generation of motion [6]. This system is based
on two motor primitives: rhythmic (periodic) and discrete (ﬁnite aperiodic) movements. The architecture consists
of three layers: the planner, the manager and the generator. Each layer is based on the regions of the nervous
system that perform the processes of planning, management and motor trajectory generation, respectively. This
motor system was tested on two applications: interactive drumming and switching between crawling and reaching,
and reaching while crawling.
Another approach for the generation of movement that uses cognitive architectures is Steve [7]. Which is an
autonomous agent, who lives in a virtual environment, and is used for the training of personnel. Steve consists
of two components, the ﬁrst is an implementation of Soar [8] that provides the high-level cognitive processing.
This system makes planning and decision making based on the current state of the environment. The second
component consists of the sensorimotor system, which is responsible for providing the necessary information for
the operation of the cognitive component. Furthermore, the system receives sensorimotor actions to be performed
by the agent, which are converted into low-level signals for the movement of the agent. The actions that Steve can
perform include object manipulation, visual attention, gestures and speech.
In this paper, is presented a model for the motion generation of virtual creatures; inspired on the bio-architecture
on how human beings performs motion. That is, our model tries to replicate the way that aﬀerent and eﬀerent infor-
mation processed between diverse nervous regions produce the movement of a limb. Therefore, our assumptions
are based on neuroscientiﬁc and neurophysiolocal results.
This paper is organized as follows. Section 2 describes the architecture of our model, which it is designed
over concepts of the neuroscience. Section 3 explains the implementation of simulator. Section 4 describes a case
study that intends to prove the continuous movement generation in the simulator. Finally, conclusions and the
future work are presented.
2. Model Description
The motor neuron system is the name given to the set of components of the central nervous system, which
are involved in the execution, planning and coordination of movements. The system is organized in hierarchical
manner, where higher structures are responsible for complex activities; such as, planning and coordination of
movements without taking into account the work done by the muscles, given that this is done by lower structures
of the system. In the Figure 1, an abstract model of the system is shown. The diagram illustrates the hierarchical
structure, the components that composed it and the communication between the structures of the system.
Due to the complex and elaborate tasks that are done by each one of the components of the system, in this
work we only implement the motor neuron pools and the skeletal muscle. All the other structures implementation
is future work. Thus, the ﬁnality of this work is to endow a virtual entity with a motor neuron system “similar” to
the humans system.
The general explanation of the functionality of each component within the structures are detailed below, were
we elaborate more the explanations of the structures used in the simulation.
2.1. Motor Cortex
The motor cortex is at the highest level of the hierarchy of the motor system, this structure is responsible for
making all the necessary tasks in order to produce voluntary movements, such tasks include actions like movement
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Fig. 1. An abstract diagram of the motor system. Each one of the structures performs speciﬁc functions that work together in order to generate
motion. The implementation presented in this paper only takes into account the structures outlined by the red rectangle.
coordination, motor planning, decision making and motor commands transmission to the inferior parts of motor
system1.
2.2. Basal Ganglia
The basal ganglia is a collection of brain structures that are involved in several cognitive, emotional and motor
activities. The contributions of this structure to the motor system are not yet clear. But it is said that basal ganglia
participates in gating of known movements and the initiation of voluntary movements [9].
2.3. Cerebellum
The cerebellum is part of a cycle, which receives and returns information from the motor cortex and the
brainstem, the purpose of it is to report motor errors, this is, the diﬀerence between the “desired” motion and the
executed motion. This movement correction has two purposes, the ﬁrst is to perform the desired movement during
motor execution, and the second is related with motor learning. Other functions of the cerebellum include: extend
motor planning in order to incorporate the spatiality and temporality in the planning of movements sequences; it
is also responsible of movement generation to maintain posture and balance, and regulate the movement of the
eyes in response to inputs from the vestibular system [10].
2.4. Brainstem Centers
The motor centers located in the brainstem are critical for the production of tasks such as the maintenance
of the upright position during displacement, the movement of synergist muscle groups and ﬁne movement of the
ﬁngers. All the executed movements of the body are performed under the control of this structure [11].
1J. Knierim, Motor cortex,(1997). http://neuroscience.uth.tmc.edu/s3/chapter03.html (April 2013)
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2.5. Local Circuit Neurons
Local circuit neurons are responsible for receiving information from the top regions of the motor system as
well as from the sensory receptors of the skin, muscles and joints. Their function is to integrate the information
that they receive in order to coordinate the activation and deactivation of motor neurons and thereby execute
organized movements [12].
2.6. Motor Neuron Pools
The lower motor neurons are responsible for making muscle contractions. Their bodies are located in the
ventral horn of the gray matter in the spinal cord, and the motor nuclei of cranial nerves in the brain stem. The
axons of these neurons reaches the skeletal muscle through the ventral roots and peripheral spinal nerves [12].
The lower motor neurons can be classiﬁed into two groups: α motor neuron and γ motor neuron.
The γ motor neurons are responsible for the adjustment of the sensitivity of the muscle spindle. The group
formed by the gamma motor neuron and the intrafusal ﬁbers that they innervates are also known fusimotor system
[13]. To perform the adjustment of sensibility, the γ motor neurons contract the polar regions of the intrafusal
ﬁbers causing a stretch in the middle, where sensory receptors are located [14].
The αmotor neurons are responsible for the production of the contractions of extrafusal muscle ﬁbers, allowing
the muscles to pull the bones in order to realize movements and maintain the posture [12]. Anatomically the lower
motor neurons are organized in columns, or pools. Each column contains gamma and alpha motor neurons of a
single muscle or in some cases, muscles whose functionality is similar. Another peculiarity of the lower motor
neurons is the size, the larger motor neurons can move large muscles, while the smaller motor neurons can only
move small muscles. This property of the motor neurons allow researches to do a sub-classiﬁcation of the alpha
motor neurons in α phasic and α tonic motor neurons [15].
2.7. Sensory Receptors
For the proper functioning of the motor system, it is necessary the timely and accurate feedback from the
sensory receptors that provide information about the position and movement of the body. Some systems that
provide such information are the following.
2.7.1. Proprioceptors
The propioceptors are sensory receptors that are found in the intrafusal ﬁbers of the skeletal muscle and in
the union of these with the ligament. Their function is to inform about the forces that are being generated in the
muscle and the length and rate at which the contraction is being performed [14].
2.7.2. Cutaneous Mechanoreceptors
Receptors in glabrous skin of humans, allow us to do tactile discrimination, and are also involved in the
kinesthesia [16]. In the hypothesis proposed by Johansson et al. [17], the aﬀerents of this mechanoreceptors are
considered as inputs for the γ motor neurons.
2.7.3. Joints Receptors
These receptors are located in the ﬁbrous part of the joints and in the ligaments that surround them, its function
is to inform the joint position, the motion of the joint and speed of movement [18].
2.8. Skeletal Muscles
The muscles are a group of muscle ﬁbers that contract together in order to cause the movement of the bones to
which they are attached through the tendons. There are two types of muscle ﬁbers: the Fast Twitch Fibers, whose
strength and speed of contraction are superior compared to the other ﬁbers and the Slow Twitch Fibers which do
not generate such force but are resistant to stress for extended periods. This applies to all animals, but on humans
the classiﬁcation is diﬀerent, the slow twitch ﬁbers are known as Type 1 and fast twitch ﬁbers are known as Type
2. Wherein the latter group is formed by two types of ﬁbers, Type 2A, which have higher strength than those of
Type 1 and are resistant to fatigue, but not the same as the ﬁbers of Type 1 and Type 2B that generate the most
force, but are not resistant to fatigue [15].
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2.8.1. Muscle Force
When an action potential reaches the muscle, it generates a small muscle contraction, which has a duration
of approximately one tenth of a second. If another action potential arrives during another is in place, the twitch
produced by former action potential disappears. Thus, the muscle strength can be maintained or increased (Figure
2). Furthermore, the muscular strength is controlled by the frequency of action potentials and the type of ﬁber that
is being stimulated. For this reason, it is said that motor neurons are responsible for the regulation of the force
that the muscle generates, because they are responsible for controlling the frequency at which action potentials are
sent to the muscle. In the embodiment of a movement, not all motor neurons belonging to the group are activated,
since its activation depends on the force and the speed required for the realization of the motion. Therefore, the
superior parts are responsible to select and activate the motor neurons. Another way that muscle strength can be
increased is by recruiting more alpha motor neurons, this is, to activate more motor neurons from the same group
so that they twitch a greater amount of ﬁbers [15]. An example of this principle is shown in Figure 3.
Fig. 2. When an action potential (spike) arrives to the muscle, a twitch is generated. When the frequency of the arrivals of action potentials
increases, the twitch is greater and therefore the muscular force will be greater [12].
Fig. 3. The recruitment of lower motor neurons is related to the total force exerted by the muscle. The number of neurons recruited depends
on the activity or movement that is desired to do. Adapted from Walmsley et al. [19].
2.8.2. Motor Unit
A motor unit is formed by a lower motor neuron and the group of muscle ﬁbers that it innervates. Each muscle
ﬁber is innervated by only one motor neuron. Because the size of neurons is related to muscle size with which
they interact, the phasic alpha motor neurons are larger and they are activated when a movement requires great
strength and speed, this type of motor neurons control Type 2 muscle ﬁbers. On the other hand, the tonic alpha
motor neuron are smaller, thus they are responsible for ﬁne movements that require low strength. This type of
motor neurons are responsible of the control of Type 1 muscle ﬁbers. In other words, at greater size of the motor
neuron, greater would be the force and speed that can be applied into the muscle [15].
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Fig. 4. Model used for the simulation. This model only considers a pool of alpha motor neurons divided into three groups (1-3) that are
responsible for carrying out the movement of a muscle. The group of gamma motor neurons(4) are contemplated but not implemented,
because they are left for subsequent experiments, the reason is that the gamma neuron are only used for the regulation of the sensibility of the
muscle spindle receptors [12].
3. Simulator
The simulator is the implementation of the model presented in Figure 4, which is a sub-model of the complete
architecture shown in Figure 1, the red rectangle show the parts that were implemented. This abstraction was done
because the pool of motor neurons is suﬃcient to simulate the stimulation of a muscle that moves a limb.
3.1. Motor Commands Editor
This software is the abstraction of the structure “motor neurons pool” of the motor system architecture pre-
sented in Figure 4. Its function is to simulate the activation of neurons following the size principle of motor
neurons, which states that motor neurons are activated in an orderly fashion in size from lowest to highest. An-
other consideration for this software was the fact that the recruitment of more motor neurons is linear and that the
ﬁring rate of each motor neuron remains constant [20]. Therefore, the muscle strength for the simulation depends
on the number of recruited motor neurons.
As seen in Figure 5, the motor command editor is made up of three sections: the motor commands, the
recruitment factor and the plotter.
3.1.1. Motor Commands
The motor commands were abstracted to simple instructions of type: how many motor neurons are needed and
how long should they remain active. This type of instructions can control the amount of force that will be exerted
on the muscle, causing the movement of the limb, of course if the applied force is large enough in order to pull
the bone to which the muscle is attached.
446   Daniel Madrigal et al. /  Procedia Computer Science  22 ( 2013 )  440 – 449 
Fig. 5. Screenshot of the Motor Command Editor, this software is used to manipulate the activation of the motor neurons.
3.1.2. Recruitment Factor
For this implementation we consider that the recruitment of motor neurons are increased in a linear way, and
that diﬀerent types of motor neurons have diﬀerent speed of activation. In order to express this behavior in a
software, we proposed three “recruitment factors”, one for each of the groups of motor neurons that exist. The
recruitment factor indicates the ratio between the number of motor neurons that are activated within the same





Where RF is the recruitment factor, n is a number of motor neurons, and t is the time required for activate n
motor neurons.
3.1.3. Plotter
Once the motor commands and the recruitment factors have been speciﬁed, the plotter graphically shows how
the recruitment of motor neurons would be done, and how much they will remain active for a given time.
3.2. Arm Model Simulation
3.2.1. 3D Simulator
The simulation of the limb is made in a three dimensional environment. The model is a virtual arm, which
consists of the arm, the elbow (joint), and the forearm. The elbow has a degree of freedom that allows the forearm
to rotate up and down.
The arm has a single muscle, the biceps, which by contracting the forearm a ﬂexion occurs. In the simulation
the bending antagonist muscle is not considered, which produces the extension, since it is future work. This is
because the simulator does not yet implements the muscle synergies.
3.2.2. Mathematical Model of the Muscle
For the simulation we propose the use of simple mathematical models, but it leaves the possibility of replacing
them with more complex models such as Zajacs’ [21] muscle model.
From [22] we propose the idea of modeling the muscle as an undamped spring, so we used the model of a
simple harmonic oscillator:
F = −kx, (2)
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where F is the force applied, k is the spring constant and x is the displacement. It is well known that displace-
ment over time results in the following model
x (t) = A cos (ωt + φ) , (3)
where A is the amplitude, ω is angular frequency and φ initial phase. For the simulation, k is denoted as the
muscles’ constant, m as the mass of the forearm, and it is used to calculate ω =
√
k/m. In the same way, A is
denoted as the amplitude of the limb movement.
Furthermore, the application of the force is modeled as
x ( f ) =
F (M ( f ))
k
. (4)
Assuming that the force, given the action potentials frequency, behaves exponentially [23]. M is denoted by
the following model,
M ( f ) = 1 − e− f , (5)
where f is the action potentials frequency that is generated by the motor neurons pool given a time window.
3.3. Systems’ Communication
One of the strengths of the simulator, which is worth to mention, is the communication mechanism that is used
to transmit the frequency of action potentials, which are generated in the editor, to the virtual muscle. This mech-
anism consists of a middleware, which provides the advantages of a distributed system. One of these advantages
is the scalability. That is, it is possible to use multiple nodes for each motor neuron in the pool.
At this time, the simulator consists of a single node for the pool of neurons and another for the virtual muscle.
But in the near future, when muscular synergies were developed, it will be possible to use a node for each motor
neuron activated, which will provide a more accurate simulation for the limb movement. However, this possibility
is still on the desk, because we need to analyze how to avoid common problems such as bottlenecks, or buﬀer
overﬂow.
4. Case Study: Continuous Limb Motion
An interesting case study, which will be useful to test the model that simulates the pool of neurons, is the
continuous movement of a limb that will prove the force generation according to the frequency of action potentials.
The goal is to display the continuous movement of a limb. As explained above, the limb movement is per-
formed by activating and deactivating the motor neuron pool. This process, together with others, allows the
synergistic movement of muscles. Therefore, to achieve the required continuous movement a simulation of this
process is needed.
4.1. Simulation
The simulation was divided in two experiments. In the ﬁrst experiment, incremental motor commands were
used over three laps of 5 seconds each. The number of neurons for each lap were 150, 450 and 800, respectively.
It was observed that neuronal activity produced increments in muscle force. Thus, the limb performed a ﬂexion
movement shown in Figure 6. In the third lap, it was observed that the limb maintained its position until force
was released. This phenomena demonstrates that the motor neuron system can lead the limb to maintain an
homeostasis.
In the second experiment, the motor commands were used over three laps of 5 seconds each. The number of
neurons for each lap were 600, 300 and 150, respectively. As in previous experiment, ﬁrst command generated
an incremental ﬂexion. Therefore, when the suﬃcient strength to maintain the ﬂexion was not present, in second
and third laps, the limb extended to a position at which ﬂexion can be maintained. This is due to the decrease in
activation of motor neurons which implies a decrease in the force exerted by the muscle (see Figure 7).
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Fig. 6. A high level diagram of the motor system. Each one of the structures performs speciﬁc functions that working together in order to
achieve the motion.
Fig. 7. A high level diagram of the motor system. Each one of the structures performs speciﬁc functions that working together in order to
achieve the motion.
5. Conclusion and Future Work
The simulation of the movement of a limb by activating motor neuron pools was presented. It is believed
that the tests showed in this paper will give us the tools to perform independent movement of individual muscles,
made by the replication of motor neuron pools that innervate the muscles. By providing virtual creatures with
these tools, they will be capable of perform movements by themselves. These movements will represent behaviors
produced by high-level cognitive systems. For example, a virtual creature, with all of his limbs, will be able to
do tasks such as reaching, grasping and walking, among others. Those high-level cognitive systems are part of a
cognitive architecture that is being designed by our research group. Therefore, the simulator will be the output of
the whole cognitive architecture.
In short-term, we plan the aggregation of the antagonist muscle, as well as the synergistic integration of forces
applied to the generation of movement that will allow us test other case studies as homoeostasis. In the medium
term, we plan to design and implement the sensorimotor system architecture containing the central nervous system
structures involved in vision, proprioception, the vestibular system and the motor neuron system. With which it
will be possible to produce more complex behaviors in the virtual creature, e.g., reaching, crawling and walking.
These behaviors will be made due to the synergy of all the muscles involved in the task, and the high level cognitive
processing necessary for the generation of complex motor programs.
Finally, in the long term, we plan to design a mechanism that will integrate the memory system, which will
be able to store learned motor behaviors based on experience. This in order to provide the ability to reﬁne the
movements that a virtual creature is capable of, for example, playing a musical instrument.
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