The purpose of this work is to lower the computational cost of predicting charge mobilities in organic semiconductors, which will benefit the screening of candidates for inexpensive solar power generation. We characterize efforts to minimize the number of expensive quantum chemical calculations we perform by training machines to predict electronic couplings between monomers of poly-(3-hexylthiophene). We test five machine learning techniques and identify random forests as the most accurate, information-dense, and easy-to-implement approach for this problem, achieving mean-absolute-error of 0.02 [× 1.6 × 10 −19 J], R 2 = 0.986, predicting electronic couplings 390 times faster than quantum chemical calculations, and informing zero-field hole mobilities within 5% of prior work. We discuss strategies for identifying small effective training sets. In sum, we demonstrate an example problem where machine learning techniques provide an effective reduction in computational costs while helping to understand underlying structure-property relationships in a materials system with broad applicability.
| INTRODUCTION
Finding a needle in a haystack is hard because of all the hay:
Inspecting each straight, pointy object drawn from a large haystack rarely reveals needles and it is impractical to inspect all the pointy objects. Searching haystacks is analogous to finding optima in large problem spaces-such as the identification of the best ingredients for high-efficiency, low-cost organic photovoltaics (OPVs) for sustainable power generation, in which, progress is hindered by the experimental and computational expense of enumerating the combination of factors that govern a candidate's viability. Replacing experiments with computer simulations increases the rate of candidate inspection, as computer simulations can be performed at a lower cost and in less time, but does not wholly alleviate the time burden. Here we focus on strategies for further increasing the rate at which candidates can be inspected by lowering the computational cost of connecting OPV structure to its performance.
OPVs are a focus of sustainable energy development because devices with 15% power conversion efficiency (PCE) are theorized as sufficient for one-day energy-pay-back times, 1 which would circumvent economic barriers to widespread deployment. A key difficulty in mass-producing high PCE devices is controlling the self-assembled active-layer morphology (the spontaneously forming microstructure within the electricity generating portion of the device). The majority of active layers are primarily composed of two components: An electron-donating and an electron-accepting species, and the microstructural order of these two components determine the device's overall efficiency. 2 Recent developments in new OPV ingredients have demonstrated power conversion efficiencies in excess of 15%, 3, 4 however mass-produced OPVs still fall below the efficiencies required for widespread commercial viability, and the precise origins of the higher efficiencies are not fully understood. To make OPVs with oneday payback times a reality, a fundamental understanding of how ingredient chemistry and processing determines the active layer morphology and how the resulting features influence PCE is needed.
Here we describe machine learning (ML) efforts toward speeding calculations linking OPV morphology to the mobility of charges through it, which in turn determines the fill factor and PCE 5 of OPV devices. To validate our approach, we focus on the benchmark donor polymer poly-(3-hexylthiophene) (P3HT), which is the archetype for linking the self-assembled morphology to efficiency 6, 7 due to its solution processability and history in breakthrough (in 2006, 5% PCE) OPVs. 8 In P3HT devices, faster charge movement (which corresponds to better PCE) can be obtained by creating devices that maximize the degree of crystalline order, 9 which can be accomplished by using high regioregularity 10 and shorter polymer chains. 11, 12 Time-of-flight measurements of hole mobility in P3HT experiments range from μ = 1 × 10 −5 to 1 × 10 −3 cm 2 /Vs. [13] [14] [15] [16] Computational work has helped to explain the role of thiophene ring orientation on charge transport, 17 and kinetic Monte Carlo (KMC) simulations of charge transport have predicted mobilities ranging from μ = 1 × 10 −4 to 0.6 cm 2 /Vs, [18] [19] [20] [21] [22] depending on the degree of ordering in of the P3HT morphologies. These experimental and computational predictions of mobility provide references for validation: Calculated hole mobilities in P3HT should fall between μ = 1 × 10 −4 to 0.6 cm 2 /Vs and increase with increasing P3HT crystallinity.
In our own prior work, we predict charge transport through P3HT by first predicting P3HT morphologies at $350 processing state points 23 (Supporting Information Section 1), then calculating charge mobility through $100 of these structures 21 using KMC simulations.
Doing so requires hopping rates between P3HT chromophores, which we calculate with Marcus semi-classical hopping theory 24 using quantum chemical ZINDO/S 25, 26 calculations to obtain the electronic transfer integrals between chromophores (couplings, J i,j ), which describe the amount of frontier molecular orbital overlap between pairs chromophores. Completely connecting all the neighbors in a representative system requires $2 × 10 5 ZINDO/S calculations per morphology, corresponding to about 26 CPU hours of computation time.
We aim to determine the efficacy of using ML to predict J i,j and bypass the numerous, expensive ZINDO/S calculations required to characterize the charge transport properties of a morphology. We take inspiration from recent studies in which ML based on firstprinciple calculations has been used to accelerate the development of organic light-emitting diodes, 27 OPV candidate compounds, 28 and electronic predictions based on coarse-grained sites. 29 The use of ML to accelerate materials discovery has grown recently due to advances in enabling hardware, algorithms, and open-source libraries. [30] [31] [32] The J i,j prediction problem approached here is well-suited to supervised learning algorithms where ample data can inform classification or regression schemes relating inputs features to output properties, especially if discerning these relations would be difficult or tedious for a human. [33] [34] [35] [36] 
| METHODS
We compare two ways of generating electronic transfer integrals (J i,j ) in P3HT; the control case of quantum chemical ZINDO/S calculations using ORCA, 37 as in Reference 19, and the present test case of machine learning methods trained to predict transfer integrals. Transfer integral generation is required to link morphologies to mobility.
1. Sample OPV morphologies using molecular simulations.
Generate transfer integrals between chromophores in each mor-
phologies (with ORCA as in Reference 19 and ML here).
Predict charge mobilities from transfer integrals using KMC simulations.
In prior work, we describe combining these steps into the MorphCT 38 software pipeline, the details of said implementation, 19 and applications to P3HT. 21 To determine charge mobilities with kinetic Monte Carlo (KMC) simulations, morphologies are treated as a weighted network in which each P3HT monomer is considered an electronically active chromophore and charges may hop to neighboring chromophores as defined by neighboring cells from a Voronoi tessellation of thiophene ring centers of mass. We calculate electronic transfer integrals between chromophores using the energy-splitting-in-dimer method (ESD): 39, 40 
where the magnitude of the splitting of the highest occupied molecular orbital to a new E HOMO and E HOMO-1 in the dimer state is compared to the difference in HOMO level of the isolated, individual chromophores:
ZINDO/S requires atom positions and types of each chromophore to calculate (E HOMO − E HOMO-1 ) and ΔE i,j .
The rate at which a charge is able to hop from chromophore i to j is given by an adaptation of the semi-classical Marcus theory: 24
where r i,j is the center-of-mass distance between chromophore thiophene rings, ℏ Planck's reduced constant, λ is the reorganization energy, k B is Boltzmann's constant, and T = 293 K is the temperature of the KMC simulation, which is chosen for room temperature. We also include an additional exponential term in the hopping rate equation originating from Mott's variable range hopping theory, which is often used in polymers, with α = 0.2 nm here. The material-specific reorganization energy, λ, the energy required to polarize and depolarize a single monomer of P3HT in response to a charge hopping from i to j, is a constant at 0.306 (× 1.6 × 10 −19 J). 41 KMC proceeds by stochastically generating a sequence of events and tracking total elapsed time by summing the times associated with the event sequence. In the case of charge motion on P3HT networks considered here, this is implemented by considering the hopping rates k i,j for a located on chromophore i, where j is the index of a neighboring chromophore. A uniformly distributed random number x is generated on [0,1) for each possible hop, and is used to calculate hopping times
from which the fastest event is selected and performed. Note that this amounts to an importance sampling of possible hops for each event, not a naïve sampling of largest k i,j .
By iterating millions of hopping events, a charge's trajectory through the morphology can be followed and the total displacement determined. The systems utilized in this investigation are cubic with a side of length $15 nm. However, we use periodic boundary conditions to allow the charge to move through the same morphology many times, resulting in a total displacement of hundreds of nanometers. Carriers are permitted to hop for a simulation run time, t, at which point the mean squared displacement (MSD) is calculated, and the charge is removed from the system. A new charge is then triggered at a randomized start location and a new trajectory determined. The MSDs are averaged over 10,000 carriers with 1 ns < t < 10 ns. The gradient of the MSD as a function of t provides the carrier diffusivity, D:
where n = 3 is the number of dimensions. D can then be related to the mobility, μ, through the three-dimensional Einstein-Smoluchowki relation:
where q is the unit charge. The relation shown in Equation 5 is commonly employed in charge transport studies, and provides an upperbound for charge carrier diffusivity in the absence of an external driving force. We treat our charges as being isolated, that is, no Coulombic interactions with other charges or electric fields. The mobilities reported, therefore, represent the "best case" zero-field charge mobilities, μ 0 , and are analogous to experimental time-of-flight measurements.
| Machine learning
To predict J i,j using any machine learning approach we select input features that are then related to J i,j calculated by ZINDO/S. Because ZINDO/S requires only atom types and positions, we select nine spatial features that we expect to be predictors of J i,J between P3HT monomers.
1. Whether the monomers are chemically bonded to each other ("Bonded").
The distance between their thiophene ring centers of mass
(COM-COM).
3. The relative "pitch" between thiophene rings (Figure 1 , Y-rot).
4. The relative "roll" between thiophene rings (X-rot).
5.
The distance between sulfur atoms on the thiophene rings (S-S). 9. Energy difference between the chromophores ΔE i,j .
Note that the "yaw" angle about the thiophene's local z-axis is missing from this list of features as preliminary work has shown that its effect on the transfer integral is negligible. This is expected as the electron density is delocalized above and below the plane of the thiophene ring, so rotations around the local z-axis do not affect the amount of molecular orbital overlap. We aim to limit the chemical specificity of the features used here, and look toward other machine learning techniques that might help automate feature identification in the future. 31 We test ordinary least squares (OLS), support vector 43 The code used in this study is available at Reference 44 and the data set at Reference 45.
We explain RFs in more detail, due to their focus in the discussion that follows. RFs are an ensemble technique in which the prediction from many decision trees are combined into an output. A decision tree operates by partitioning the data, based on the features and their values, into progressively smaller subgroups to determine an average outcome ( y) for the group. The decision tree implementation in Scikit-Learn 43 is based on the classification and regression tree (CART) algorithm, which creates a binary split based on a threshold (t f ) for a feature (f ) at a "leaf," creating two "branches":
in which d fx signifies the branch decision for sample x. The threshold t f is determined by minimizing the cost function:
where n left and n right are the number of samples on each branch (based on the decision d f ), N is the total number samples on the leaf, and E left, right (d f ) is the error from assigning the samples to the left and right branches. This error is measured as the mean-squared error:
where y i is the true output and n m is the number of samples in the left or right branch. This process is repeated further with additional cut-offs, thereby growing the tree and partitioning the data into smaller and smaller partitions, reducing the error on each leaf, until a stopping criteria (such as a maximum depth) is met. RFs avoid over-fitting by providing each tree with a different subset of the total training data, then taking the ensemble average over each tree "voting" on the outcome.
Here we draw training set chromophore pairs from one "disordered," one "semi-crystalline," and one "crystalline" morphology from prior work. 21 The degree of crystallinity is reported using ψ 0 as in Reference 21, with "disordered," "semi-crystalline," and "crystalline" . The ML techniques are trained against some or all of these 700,000 chromophore pairs and their associated ZINDO/S calculations of J i,j . The ML techniques are tested against 6.48 million chromophore pairs from 9 additional "disordered," 9 "semi-crystalline," and 9 "crystalline" morphologies.
| RESULTS AND DISCUSSION
In this section, we first summarize the accuracy of five machine learning techniques for correlating our nine chosen structural features with J i,j calculated using ZINDO/S. We show that Random Forests are the optimal choice here for their ease of implementation and accuracy.
We then evaluate the KMC charge mobility calculations from the RFpredicted J i,j . We discuss the time saved through using RFs in place of ZINDO/S. Finally, we determine which features matter most for J i,j and investigate the relationship between the training set population and RF's prediction capabilities to understand the minimal information needed for accurate RF training.
| Comparison of ML techniques
Prediction accuracies of OLS, KNN, SVM, ANN, and RF techniques are shown in Figure 2 . We orient the reader to two regions in each 
| Mobility predictions
The predicted J i,j 's from the random forest closely track the actual values, with an R 2 value of 0.986 and a MAE of 0.020 (× 1.6 × 10 −19 J), though there exist outliers (Figure 2e ). For example, the predicted average nonbonded J i,j value is slightly higher (0.0015 (Figure 2f ). The mobilities calculated from the RF predictions are slightly higher than those determined with ZINDO/S for the disordered system. We hypothesize this over-prediction stems from our features incompletely describing structural perturbations that occur more frequently in disordered systems. For example, it is known that the dihedral angle between two chromophores will affect the charge transport along the chain, 17 
| Performance benefit
To quantify the computational burden alleviated by using random forests we consider representative times for training the RF, generating 
| RF training requirements
We consider here the minimal training set (the fewest ZINDO/S calculations) needed for accurate RF prediction of J i,j , helping to gauge what "plenty of data to train against" means for the present problem.
We evaluate the performance of several RFs, calibrated with different sizes of training data. In each case, the number of samples was selected randomly from the complete database of $700,000 samples. 
| Feature comparison
We compare the relative importance of the nine features we currently use in predicting J i,j , relying on the RF's advantage of feature transparency. Specifically, we use permutation importance, which compares the accuracy of the RF (R 2 value) on a validation set with true values and when the features' values have been shuffled. The importance is then the difference in R 2 caused by permuting that feature. The permutation mechanism is more computationally expensive than the mean decrease in impurity (or Gini importance) which is built into Scikit-Learn's RF algorithm but is more reliable. We note that the X, Y, and Z displacements are permuted in aggregate, that is, in testing the X, Y, and Z importances, all three columns are permuted at the same time so that their importance relative the COM-COM feature can be better distinguished. The calculated feature importances, normalized to sum to one, are shown in Figure 4 . By far, the most important feature in predicting J i,j is whether or not two chromophores are directly bonded to each other. This is due to charges being delocalized over neighboring chromophores, which result in very high J i,j values.
When the "bonded" feature is missing, many low, bonded J i,j are overpredicted and high nonbonded J i,j are under-predicted.
In Figure 5 (Figure 5b ). The importance of having close chromophores is somewhat unsurprising as the transfer integrals decrease rapidly as the two chromophores move away from each other. 17, 39, 46, 47 We note that the COM-COM feature is directly dependent on the X, Y, and Z displacements as it is the square-root of the squared-sums of the X, Y, and Z offsets. Although it is a composite feature, explicitly training on the COM-COM distance is very important for predicting the J i,j . The individual X-, Y-, and Z-dist features have negligible feature importance, even when permuted in aggregate ( Figure 4 ). This is likely to be due to the small size and relative symmetry of the thiophene ring, and the nonlinear relationship between the individual features and the aggregate COM-COM feature. If larger or asymmetric chromophores were used, such as a coronene or a perylene derivative, the displacements along the different axes are likely to dominate and increase relative feature importance (see Figure 5c ). 47 Relative rotation around the Y-axis ("pitch") is the third most important feature, and is more important than rotation around the Xaxis ("roll"; Figure 5d ). This is likely because rotations around Y move the sulfur atom in the ring, as opposed to rotations around X in which the sulfur is stationary. The importance of the relative sulfur positions is further highlighted by the S-S distance being the fourth most important feature, and this feature is responsible for obtaining correct predictions for high nonbonded J i,j and low bonded J i,j (Figure 5e ). This indicates that in order to have high J i,j , electronegative atoms within the chromophores must be proximal in order to act as bridges between the two chromophores.
The ΔE i,j feature in this experiment is unimportant for predicting Figure 6 ). For each offset, we apply the constraint that the COM-COM distance must be greater than 0. Figure 6b ). We expect that the undersampling of pi-stacked configurations will most negatively impact accuracy, as J i,j is negligible for large separations. This data curation generates COM-COM and S-S distributions similar in shape around 0.5 nm, though missing pairs separated at larger distances that are observed in simulations (Figure 6c and d) . Though these larger spacings are prevalent in the simulated structures, we find they contribute negligibly to charge transport.
We train the RF using this curated training set and validate it against the simulation produced J i,j . As is seen in Figure 6e 
| CONCLUSION
The expensive quantum chemical calculation of electronic couplings (J i,j ) between P3HT chromophores need not be repeated if a representative training set of chromophores is used to train a machine to infer the couplings from chromophore features. We have shown that artificial neural networks and random forests are sufficiently predictive of J i,j , resulting in expected charge mobilities. Here, random forests are recommended over artificial neural networks because we begin with a physical intuition for the features salient to J i,j , so the RF ability to transparently rank feature importances and the ease of implementing RFs in Scikit-Learn give benefits at no added cost. We show that J i,j is obtained $390× faster when the RF is used to look up ZINDO/S calculations, and we identify chromophore bonding, distance, "pitch," and sulfurseparation between chromophores to be the strongest predictors. Two conclusions arose from our investigations into minimal training sets: 
