ABSTRACT In heterogeneous database cluster, the performance of load balancing is closely related to the computing capabilities of heterogeneous nodes and the different types of workloads. Thus, a method is introduced to evaluate the load status of nodes by the weighted load values with consideration of both the utilization of different resources and the workload types in a load balancer and an efficient and dynamic load balancing scheme is proposed for OLTP(online transaction processing) workloads to maximize the utilization of distributed resources and achieve better performance, which need not collect the feedback of load information from the lower nodes and effectively keeps from the data skew. The simulation results for OLTP services gained by TPC-C tool show that the dynamic weighted balancing policy leads to sub-linear throughput speedup and keeps the heterogeneous cluster well balanced.
Introduction
Although the development of cluster has gained more and more advantages of low-cost, high-performance and high-availability computing, efficient resource usage such as CPU, memory and I/O is still a key to achieve better performance in cluster systems. Especially for heterogeneous high-throughput cluster, the differences in processor speeds, architectures and memory capacities can significantly influence system performance. Thus the purpose of load balancing is to reduce the execution time of applications and improve the utilization of the resources. In this paper, we focus on mixture workloads of CPU intensive and I/O intensive applications just like OLTP workloads in heterogeneous database cluster, and present an efficient and dynamic load balancing scheme to achieve better performance, the major objective is to minimize the response time of each individual transaction and to maximize the system throughput of OLTP service by effectively using the distributed resources such as CPU and I/O.
Load architecture of heterogeneous database cluster
In this section we will describe the overall ar- The partitioning operation is introduced if the service processing requests or data exceed the capacity of a single server node, while the replication service is commonly employed to improve the system availability and provide load sharing.
The aggregation unit is mainly used to process the results returned from each node and to provide uniform and complete results for client requests, since partial results that come from multiple data partitions may need to be aggregated in this component before being delivered to external users. The three components are our kernel parts in the load balancer, and the framework can also keep the concurrent transactions consistent, but the issues of concurrency and coherency control protocol are orthogonal to our concerns.
In this architecture, the load balancer supports
