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Statistical Machine Learning Methods for
the Large-Scale Analysis of Neural Data
Gonzalo Esteban Mena
Modern neurotechnologies enable the recording of neural activity at the scale of entire
brains and with single-cell resolution. However, the lack of principled approaches to
extract structure from these massive data streams prevent us from fully exploiting
the potential of these technologies. This thesis, divided in three parts, introduces
new statistical machine learning methods to enable the large-scale analysis of some of
these complex neural datasets. In the first part, I present a method that leverages
Gaussian quadrature to accelerate inference of neural encoding models from a certain
type of observed neural point processes — spike trains — resulting in substantial
improvements over existing methods.
The second part focuses on the simultaneous electrical stimulation and recording of
neurons using large electrode arrays. There, identification of neural activity is hindered
by stimulation artifacts that are much larger than spikes, and overlap temporally
with spikes. To surmount this challenge, I develop an algorithm to infer and cancel
this artifact, enabling inference of the neural signal of interest. This algorithm is
based on a a bayesian generative model for recordings, where a structured gaussian
process is used to represent prior knowledge of the artifact. The algorithm achieves
near perfect accuracy and enables the analysis of data hundreds of time faster than
previous approaches.
The third part is motivated by the problem of inference of neural dynamics in the worm
C.elegans: when taking a data-driven approach to this question, e.g., when using whole-
brain calcium imaging data, one is faced with the need to match neural recordings to
canonical neural identities, in practice resolved by tedious human labor. Alternatively,
on a bayesian setup this problem may be cast as posterior inference of a latent
permutation. I introduce methods that enable gradient-based approximate posterior
inference of permutations, overcoming the difficulties imposed by the combinatorial
and discrete nature of this object. Results suggest the feasibility of automating neural
identification, and demonstrate variational inference in permutations is a sensible
alternative to MCMC.
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2.1 Comparing the four different likelihood approximation methods on three
example renewal processes with absolute refractory periods of τ = 2 ms.
Left column: the ISI distribution was given by a Rayleigh distribution




. Center column: Inverse gaussian,
mean µ = 110 and shape λ = 1. Right column: Log-normal, shape σ = 1,
and log-shape µ = −2.5. Top row: CIF during the first six spikes of a
single trial. Note that the CIF falls to zero after each spike. Parameters
were chosen so that all the mean firing rates were between 10 and 15
Hz. Middle row: One sample of the approximated log-likelihood as
a function of M/T , the total number of CIF evaluations per second,
for each of the four methods (the two discrete time approximations,
DR1 and DR2, the continuous time approximation based on Riemann
sums, CT, and the Gauss-Lobatto quadrature method, GL). Bottom
row: Median and quartiles of the absolute approximation error as a
function of M/T (note log scale). The first plotted value of Ms−1 is
roughly the smallest for which it is possible to distribute Mmin = 3 CIF
evaluation points (not including ti + τ , where the CIF is known to be
zero) into each integral. The GL approach clearly produces the best
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
v
2.2 Comparing the approximate ML solutions provided by the differ-
ent methods. A spike train was sampled for T = 40s with CIF
given by λ(t|Ht) = exp(θ1 sin(4pit) + θ2)r(t − tN(t)−) with r(t) =
max(0,min( 1
τ2
(t − τ1), 1)), τ1 = 2ms, τ2 = 10ms, θ = (3, 2). Left:
CIF during the first ten spikes. Center and Right: Maximum likelihood
approximate solutions of θ1 and θ2 using the different methods, for
different values of M/T . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 Overlapping electrical images of 24 neurons (different colors) over the
MEA, aligned to onset of spiking at t = 0.5ms. Each trace represents
the time course of voltage at a certain electrode. For each neuron,
traces are only shown in the electrodes with a strong enough signal.
Only a subset of neurons visible on the MEA are shown, for better
visibility. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Visual inspection of traces reveals the difficulty of the problem.
First column: templates of spiking neurons. Second to fourth columns:
responses of one (A) or two (B) cells to electrical stimulation at in-
creasing stimulation amplitudes as recorded in the stimulating electrode
(first rows) or a neighboring, non-stimulating electrode (third rows). If
the stimulation artifact is known (gray traces) it can be subtracted from
raw traces to produce a baseline (second and fourth rows) amenable
for template matching: traces with spike(s) (colored) match, on each
electrode, either a translation of a template (A and B) or the sum of
different translations of two or more templates (B). As reflected by
the activation curves (fifth column) for strong enough stimuli spiking
occurs with probability close to one, consistent with the absence of
black traces in the rightmost columns. . . . . . . . . . . . . . . . . . 25
vi
3.3 Properties of the electrical stimulation artifact revealed by
TTX experiments. (A) local, electrode-wise properties of the stim-
ulation artifacts. Overall, magnitude of the artifact increases with
stimulation strength (different shades of blue). However, unlike non-
stimulating electrodes, where artifacts have a typical shape of a bump
around 0.5 ms (fourth column), the case of the stimulating electrode is
more complex: besides the apparent increase in artifact strength, the
shape itself is not a simple function of stimulating electrode (first and
second rows). Also, for a given stimulating electrode the shape of the
artifact is a complex function of the stimulation strength, changing
smoothly only within certain stimulation ranges: here, responses to
the entire stimulation range are divided into three ranges (first, second,
and third column) and although traces within each range look alike,
traces from different ranges cannot be guessed from other ranges. (B)
stimulation artifacts in a neighborhood of the stimulating electrode, at
two different stimulus strengths (left and right). Each trace represents
the time course of voltage at a certain electrode. Notice that stimulating
electrode (blue) and non-stimulating electrodes (light blue) are plotted
in different scales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
vii
3.4 Examples of learned GP kernels. A Left: inferred kernelsKt, Ke, Ks
in the top, center, and bottom rows, respectively. Center : correspond-
ing stationary auto-covariances from the Matérn(3/2) kernels (Eq 3.4).
Right: corresponding unnormalized ‘gamma-like’ envelopes dα,β (Eq
3.5). The inferred quantities are in agreement with what is observed in
Fig 3.3B: first, the shape of temporal term dα,β reflects that the artifact
starts small, then the variance amplitude peaks at ∼ .5 ms, and then
decreases rapidly. Likewise, the corresponding spatial dα,β indicates
that the artifact variability induced by the stimulation is negligible for
electrodes greater than 700 microns away from the stimulating elec-
trode. B Same as A), but for the stimulating electrode. Only temporal
kernels are shown, for two inter-breakpoint ranges (first and second
rows, respectively). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Example of neural activity and artifact inference in a neigh-
borhood of the stimulating electrode. Left: Two recordings in
response to a 2.01 µA stimulus. Center: estimated artifact (as the stim-
ulus doesn’t change, it is the same for both trials). Right: Difference
between raw traces and estimated artifact, with inferred spikes in color.
In the first trial (above) one spiking neuron was detected, while in trial
2 (below) three spiking neurons were detected. The algorithm separates
the artifact A and spiking activity s effectively here. . . . . . . . . . . 46
viii
3.6 Population results from thirteen retinal preparations reveal
the efficacy of the algorithm A. Trial-by-trial wise performance of
estimators broken down by the the four types of stimulation considered
(total number of trials 1,713,233, see Table A.1 in the Appendix for
details). B. Trial-by-trial wise performance of estimators to perturba-
tions of real data (only single-electrode): five trials per stimulus for
trial subsampling, every other stimulus for amplitude subsampling and
σ = 20 for noise injection. C,D. Amplitude-series wise performance of
estimators. C: false omission rate (FOR = FN/(FN+TP)), false dis-
covery rate (FDR = FP/(FP+TP)), and error rate based on the 4,045
available amplitude series (see Table A.2 in the Appendix for details); D:
comparison of activation thresholds (human vs. kernel-based algorithm).
E. Performance measures (trial-by-trial) broken down by distance be-
tween neuron and stimulating electrode. F. Trial-by-trial error as a
function of EI peak strength across all electrodes (only kernel-based).
A Spearman correlation test revealed a significant negative correlation.
G. Error as a function of number of iterations in the algorithm. H.
For the true positives, histogram of the differences of latencies between
human and algorithm. I. Computational cost comparison of the three
methods for the analysis of single-electrode scans, with 20 to 25 (left)
or 50 (right) trials per stimulus. . . . . . . . . . . . . . . . . . . . . . 60
ix
3.7 Filtering (Eq 3.10) leads to a better, less spike-corrupted ar-
tifact estimate in our simulations. A effect of filtering on traces
for two non-stimulating electrodes, at a fixed amplitude of stimulation
(2.2µA). A1,A3 raw traces, A2,A4 filtered traces. Notice the two main
features of the filter: first, it principally affects traces containing spikes,
a consequence of the localized nature of the kernel in Eq 3.2. Second, it
helps eliminate high-frequency noise. B through simulations, we showed
that filtering leads to improved results in challenging situations. Two fil-
ters — only smoothing and localization + smoothing — were compared
to the omission of filtering. In all cases, to rule out that performance
changes were due to the extrapolation estimator, extrapolation was
done with the naive estimator. B1 results in a less challenging situation.
B2 results in the heavily subsampled (nj = 1) case. B3 results in the
high-noise variance (σ2 = 10) case. . . . . . . . . . . . . . . . . . . . 61
x
3.8 Kernel-based extrapolation (Eq 3.11) leads to more accurate
initial estimates of the artifact. A comparison between kernel-
based extrapolation and the naive estimator, the artifact at the previous
amplitude of stimulation. For a non-stimulating (first row) and the
stimulating (second row) electrode, left: artifacts at different stimulus
strengths (shades of blue), center: differences with extrapolation estima-
tor (Eq 3.11), right: differences with the naive estimator. B comparison
between the true artifact (black), the naive estimator (blue) and the
kernel-based estimator (light blue) for a fixed amplitude of stimulus
(3.1µA) on a neighborhood of the stimulating electrode. C Through
simulations we showed that extrapolation leads to improved results in
a challenging situation. Kernel-based extrapolation was compared to
naive extrapolation. C1 results in a less challenging situation. C2-C3
results in the case where the artifact is multiplied by a factor of 3 and
5, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.9 Analysis of responses of neurons in a neighborhood of the
stimulating electrode. A Spatial configuration: stimulating electrode
(blue/yellow annulus) and four neurons on its vicinity. Soma of green
neuron and axon of pink neuron overlap with stimulating electrode. B
Activation curves (solid lines) along with human-curated and algorithm
inferred spike probabilities (gray and colored circles, respectively) of all
the four cells. Stimulation elicited activation of green and pink neurons;
however, the two other neurons remained inactive. C Raster plots for
the activated cells, with responses sorted by stimulation strength in the
y axis. Human and algorithm inferred latencies are in good agreement
(gray and colored circles, respectively). Here, direct somatic activation
of the green neuron leads to lower-latency and lower-threshold activation
than of the pink neuron, which is activated through its axon. . . . . . 63
xi
3.10 Electrical receptive field of a neuron. A spatial representation of
the soma (black circle) and axon (black line) over the array. Electrodes
where stimulation was attempted are represented by circles, with colors
indicating the activation threshold in the case of a successful activation
of the neuron within the stimulation range. B For those cases, activation
curves (solid lines) are shown along with with human and algorithm
inferred spike frequencies (gray and colored circles, respectively). Large
circles indicate the activation thresholds represented in A. In this case,
much of the activity is elicited through axonal stimulation, as there is a
single electrode close to the soma that can activate the neuron. Human
and algorithm are in good agreement. . . . . . . . . . . . . . . . . . . 64
3.11 Analysis of differential responses to single (A) and two-electrode
(B) stimulation. Gray and colored dots indicate human and algorithm
inferences, respectively. In both cases activation of the two neurons
is achieved. However, shape of activation curves is modulated by the
presence of a current with the same strength and opposite polarity in a
neighboring electrode (yellow/blue annulus in B): indeed, in this case
bipolar stimulation leads to an enhanced ability to activate the pink
neuron without activating the green neuron. The algorithm is faithfully
able to recover the relevant activation thresholds. . . . . . . . . . . . 65
xii
3.12 Large-scale analysis of the stimulation of a population of para-
sol cells. For each neuron, one or more stimulating electrodes in a
neighborhood of neural soma were chosen for stimulation. A Receptive
fields colored by the lowest achieved stimulation threshold (black if
activation was not achieved). B Inferred somas (big black circles) of the
neurons labeled A-E in A), showing which electrodes were chosen for
stimulation (small circles) and whether activation was achieved (colors).
C Activation curves (solid lines) of the neurons in B for the successful
activation cases. Gray and colored dots represent human and algorithm
results, respectively, and large circle indicates stimulation thresholds. 66
4.1 Reparameterizations of discrete polytopes. From left to right: (a) The
Gumbel-softmax, or “Concrete” transformation maps Gumbel r.v.’s ψ ∈ RN
(blue dots) to points in the simplex x ∈ ∆N by applying the softmax.
Colored dots are random variates that aid in visualizing the transfor-
mation. (b) Stick-breaking offers and alternative transformation for
categorical inference, here from points β ∈ [0, 1]N−1 to ∆N , but the
ordering of the stick-breaking induces an asymmetry in the transforma-
tion. (c) We extend this stick-breaking transformation to reparameterize
the Birkhoff polytope, i.e. the set of doubly-stochastic matrices. We
show how B3 is reparameterized in terms of matrices B ∈ [0, 1]2×2
These points are mapped to doubly-stochastic matrices, which we have
projected onto R2 below (stencils show permutation matrices at the
vertices). (d) Finally, we derive a “rounding” transformation that moves
points in RN×N nearer to the closest permutation matrix, which is found
with the Hungarian algorithm. This is more symmetric, but does not
map strictly onto BN . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
xiii
4.2 Synthetic matching experiment results. The goal is to infer the lines that
match squares to circles. (a) Examples of center locations (circles) and
noisy samples (squares), at different noise variances. (b) For illustration,
we show the true and inferred probability mass functions for different
method (rows) along with the Battacharya distance (BD) between them
for a selected case of each σ (columns). Permutations (indices) are sorted
from the highest to lowest actual posterior probability. Only the 10 most
likely configurations are shown, and the 11st bar represents the mass of
all remaining configurations. (c) KDE plots of Battacharya distances
for each parameter configuration (based on 200 experiment repetitions)
for each method and parameter configuration. For comparison, stick-
breaking, rounding, and Mallows (θ = 1.0) have BD’s of .36, .35, and
.66, respectively, in the σ = 0.5 row of (b). . . . . . . . . . . . . . . . 79
4.3 Inferring labels and weights in C. elegans. (a) Neural activity is
optically recorded in genetically modified C. elegans. (b) The output
is a multivariate time series of neural activity of N neurons for each
worm. (c) The first challenge is to infer a latent permutation that
matches observed neuron indices to the known set of neuron names,
or labels. (d) The second challenge is to infer the weights with which
each neuron influences its synaptic neighbors. The connectome (i.e.
adjacency matrix) is known, but the weights are not. . . . . . . . . . 82
xiv
4.4 Results on the C.elegans inference example. (a) An example of con-
vergence of the algorithm, and the baselines. (b) Accuracy of identity
inference as a function of mean number of candidates (correlated with
ν), for M = 1 worm (square) and combining information of M = 5
worms (circles). (c) Accuracy as a function of the proportion of known
networks beforehand, with ν = 0.1 (circles) and ν = 0.05 (squares).
(d)Variance of distribution over permutations (vectorized) as a function
of the number of iterations. (e) Two samples of permutation matrices
round(Ψ) (right) and their noisy, non-rounded versions Ψ (left) at the
twentieth algorithm iteration. The average of many samples is also
shown. These averages take values in (0, 1), indicating uncertainty in
the variational posterior. . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.1 Schematic of Sinkhorn Network for Jigsaw puzzles. . . . . . . . . . . 93
5.2 (a) Sinkhorn networks can be trained to solve Jigsaw Puzzles. Given
a trained model, ‘soft’ reconstructions are shown at different τ using
S(X/τ). We also show hard reconstructions, made by computingM(X)
with the Hungarian algorithm [Munkres, 1957a]. (b) Sinkhorn networks
can also be used to learn to transform any MNIST digit into another.
We show hard and soft reconstructions, with τ = 1. . . . . . . . . . . 101
A.1 A Raw artifact traces at the smallest amplitude of stimulation (0.1 µA),
considered an estimate of µ, the switching artifact. B Raw artifact
traces at 0.99 µA of stimulus. C Difference. Notice that the main text
refers to this already mean-subtracted artifact. D) Left: Raw artifact
at all different stimuli for a non-stimulating electrode (inset, switching
artifact). Right: Differences. . . . . . . . . . . . . . . . . . . . . . . . 138
xv
A.2 Population Results (log scale) including the mean-of-traces estimator
proposed in Hashimoto et al. [2002] and our simplified estimator. These
results complement figure 3.6A, by reporting differences by type of
estimator, and also by reporting total errors. . . . . . . . . . . . . . . 139
A.3 Comparison of simplified and kernel-based estimator in the
analysis of perturbations to real data. These results complement
figure 3.6B, by reporting false positive and negative rates at different
conditions for trial subsampling (top), amplitude subsampling (middle)
and noise injection (bottom). Only for single electrode stimulation.
Notice that for trial sub-sampling and noise injection, results may vary
from one experiment to another. . . . . . . . . . . . . . . . . . . . . . 140
A.4 Distribution of EI strength on the stimulating electrode among spike
events, both for somatic and axonal (distant) stimulation. For somatic
stimulation inset corresponds to a zoom to smallest voltages. For EI
peak strengths smaller than 10µV spike is not observed (based on
manual analysis). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.5 Population based estimates of the mean (top) and standard deviation
(bottom) of spike latency, as a function of probability of spiking (left)
and stimulus amplitude (right). This supports the observation that
when activation is reached (high probability of spike) variability of
latencies reaches its minimum. . . . . . . . . . . . . . . . . . . . . . . 142
xvi
A.6 The linear superposition of artifacts provides a reasonable
phenomenological model for two electrode stimulation. Obser-
vations are based on a single retinal preparation (TTX). A) example of
observed linearity: A1-A2 ) artifacts for single electrode stimulation at
two different stimulating electrodes with same strength (3.1 µ A) and
opposite polarities. A3 ) corresponding two-electrode stimulation. A4 )
sum of A1 ) and A2 ). A5 ) difference between A3 ) and A4 ). A6 ) for
reference, the EI of a typical neuron in shown in the same scale. B)
population-based generalization of the finding in A) from thousands of
stimulating electrode pairs, collapsing stimulating amplitudes and elec-
trodes. B1-B2 ) scatterplots of the maximum strength (over electrodes
and time) of two-electrode stimulation artifacts at different stimulus
strengths (strength of the color) before and after subtracting the sum
of single electrode artifacts. Points in the gray-scale are the ones shown
in A). B3 histogram of log peak EI of neurons in the array. In the
light of B3, B1,B2 show in the vast majority of artifacts of magnitude
comparable with than of EI ( 99% of points above the diagonal and
outside the log-strength 2.5 µV boxes in B1,B2 ) subtracting the linear
sum of individual artifacts is a sensible choice as it decreases its strength.143
B.1 Examples of true and reconstructed digits from their corresponding
discrete latent variables. The real input image is shown on the left, and
we show sets of four samples from the posterior predictive distribution
for each discrete variational method: Gumbel-softmax, rounding, and
stick-breaking. Above each sample we show the corresponding sample
of the discrete latent “code.” The random codes consist of of K = 20
categorical variables with N = 10 possible values each. The codes are
shown as 10× 20 binary matrices above each image. . . . . . . . . . . 152
xvii
C.1 Illustrating the Matching and Sinkhorn operators, and the Gumbel-
Matching and Gumbel-Sinkhorn distributions. Each 5x5 grid represents
a matrix, with the shading indicating cell values (a) Matching opera-
tor M(X) applied to a parameter matrix X. (b) Sinkhorn Operator
S(X/τ) approximating M(X) for different temperature τ and number
of Sinkhorn iterations, L. (c). First row: samples from the Match-
ing Sinkhorn distribution. Second and third rows: samples from the
Gumbel-Sinkhorn distribution at two temperatures. At low tempera-
ture, both distributions are indistinguishable. . . . . . . . . . . . . . 163
C.2 First column: samples from dataset created by mixing all pieces of digits,
and then re-assembling them into ‘digits’. Second column: random
permutations of first column. Third column: hard reconstructions using
M(X). Fourth column: soft reconstructions using S(X/τ) and τ = 1.
Metaphorically, one is able to reconstruct pieces out of ‘dust’. . . . . . 168
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Chapter 1
Introduction
According to our reductionist view of the world, to understand how the mind arises
and works we need to understand the functioning of its atomic components, which are
largely believed to be neurons. Neurons are so small that we cannot see them, and
their physiological processes occur at much faster time-scales than the ones at which
we do make sense of the world. Therefore, such modern reductionist scientific study of
the mind is impossible without the use of ad-hoc technologies that enable our access
to such scales.
The need count with suitable recording or imaging methods has been a primary
preoccupation for neuroscientists in the past 130 years, and their development and
use has underlied scientific milestones. A first notable example is given by Ramon
y Cajal, whose main contributions arose from the refinement of Golgi’s staining
technique, enabling the discovery of dendritic spines [Yuste, 2015a], thus suggesting
the discreteness of neurons and laying the basis for the conception of the still dominating
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doctrine of the neuron 1,2. Another last-century example is given by the invention of
the Tunsgsten electrode by Hubel [Hubel et al., 1957] that enabled precise single-unit
recordings. Huber and Wiesel’s experiment in the cat (e.g. [Hubel and Wiesel, 1962])
greatly profited from this enhanced resolution and eventually paved the way for the
development of the theory of receptive fields, through which we understand (some)
neurons as units of perception [Barlow, 1972, Yuste, 2015b] that organize hierarchically;
from crude photon reception at the retinal level, to abstract conceptual representation
in higher order areas.
Although the drive for scientific discovery remains untouched, our times are unique
because of the development of several high-throughput imaging methods that grant
us with access to more refined spatio-temporal scales, but more importantly, to the
recording of large volumes of neural tissue comprising up thousands of neurons, with
exquisite single neuron resolution. This sudden shift in scales has already allowed
experimentalist to record neural activity of entire brains and nervous systems, as with
the C.elegans [Nguyen et al., 2016a] the Larval Zefrafish [Ahrens et al., 2013] and
the Hydra [Dupre and Yuste, 2017]. As a result, new fundamental knowledge on how
the mind works (i.e. relation between behavior, whole-brain neural dynamics and
environmental variables) have been obtained in these small animals, and this is only
the beginning.
Further, recently developed neural stimulation technologies have showed promising
1Anecdotally, to communicate his results with the scientific community, Ramon y Cajal had to
make drawings of what he observed in the microscope, in the lack of suitable microscopic photography
methods. Because of their historic relevance and aesthetic content, these drawings are still greatly
appreciated today.
2It was not only until the fifties, with the development of the electron microscope, that the
discreteness of neurons theory was tested empirically [Yuste, 2015b]. Surprisingly, in the dawn of
artificial intelligence, researchers were already ‘experimenting’ with this non-validated theory already
at least a decade before.
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success to enable the stimulation of groups of neurons also at single cell resolution, and
in large-scale setups. This, in turn, opens the doors for the development of methods
to control the activity of neural populations, a principle of tremendous scientific and
clinical significance, as stated in the BRAIN initiative report [Bargmann et al., 2014].
Scientifically, to study functional relationships among neurons by perturbing neural
circuits at will. Clinically, for the development of prosthesis and other therapies to treat
neurological, psychiatric and neurodegenerative disorders: since current prosthetic
devices to e.g. treat loss of audition (cochlear implant) and for movement restoration
have shown reasonable success [Lebedev and Nicolelis, 2017] even if they currently act
at a extremely low resolution, it is reasonable to believe much more could be achieved
if such control was achieved at the scale of thousands, or millions of neurons, and in
closed-loop.
However, the goodness of these technologies comes at the cost of new challenges: the
data stream that can be routinely recorded these days is in the order of terabytes per
day, so even storing that information is non-trivial [Sejnowski et al., 2014, Freeman,
2015, Landhuis, 2017]. More generally, to extract any meaningful information from
data (e.g. finding action potentials, inferring the low-dimensional manifold where
neural activity lies, etc), a large-scale statistical analysis has to be performed. Further,
the big-data quantities involved in these analysis will often challenge our statistical
common-sense on to how to test hypothesis arising from the obtained information,
but at the same time will enable the formulation of new hypothesis that would not
been possible previously [Gao and Ganguli, 2015, Pillow and Aoi, 2017, Elsayed and
Cunningham, 2017].
Because of the scientific and societal relevance of the large-scale neuroscience program,
people have recently advocated for the conceptualization of a new field, neural data
science [Paninski and Cunningham, 2017], a discipline aimed to propose principled
solutions to these new challenges. This thesis falls within the scope of this new
discipline; and it can be deemed as an attempt to solve specific computational
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challenges arising from the use of new large-scale recording (or reading) an stimulation
(or writing) technologies in neuroscience. Further, because of the historical confluence
of this new age of neuroscience with the increased computational power and the
achieved prominence of large-scale machine learning, this thesis can be also be framed
within the scope of statistical machine learning: to surmount these challenges I
use mathematical, statistical and computational principles to propose models for
data, and to develop algorithms that efficiently perform inference in the models.
Notably, although this work gravitates towards problem solving, the non-triviality
of problems being tackled led to methodological advances in the field of statistical
machine learning.
1.1 Summary of contributions
The the remainder is organized in three parts and four chapters. Each part corresponds
to an individual research project, and each of chapters to a (published) research paper.
While parts I and II contain an individual chapter, III contains two (chapters 4 and 5)
that explore different aspects of the project.
Part I (chapter 2), neural coding
The neural coding problem corresponds to determining which features of the world
neurons respond to (encode). The standard data-driven approach consist on inferring
a model that expresses the distribution of neural responses given stimuli time-series.
These responses are represented as spike trains, and can be thought as the emissions
of a point process. Therefore, efficient methods for inference in point processes are
required. My contribution in this area [Mena and Paninski, 2014]3 was the discovery
and implementation of a simplifying Gaussian quadrature approximation for the
calculation of the mean firing rate that greatly facilitates its inference, providing
3Joint work with Liam Paninski.
CHAPTER 1. INTRODUCTION 5
substantial improvements over existing methods. As a result, now we can fit neural
encoding models much faster, without sacrificing accuracy.
Part II (chapter 3), electrical stimulation of the retina
In collaboration with EJ Chichilnisky lab at Stanford, I have extensively researched
computational aspects to the problem of large-scale neural stimulation [Mena et al.,
2017] 4. Specifically, our context is the use of multi-electrode arrays for the stimulation
recording and stimulation of neural activity in retinal ganglion cells. There, perva-
siveness of stimulation artifacts stymies our ability to make sense of data: recordings
in multi-electrode arrays in response to electrical stimuli are heavily corrupted, since
stimuli are sensed in the electrodes as artifacts that are of much larger magnitude
than true neural signals, and overlap in time with neural signals. Therefore, current
approaches to infer neural responses in the large-scale analysis require painstaking
manual curation by a highly skilled experimentalist. I invented a method that auto-
mates this analysis: it enables a fast read-out of neural activity even in this highly
corrupted regime. Briefly, it is based on assuming a bayesian generative model for
recorded voltage traces, where a structured gaussian process is used to represent our
prior knowledge of the artifact. This choice furnishes our methodology with a number
of operations (extrapolation, filtering) that we implement in a efficient inference
algorithm that accurately separates this contaminating signal from the neural signals
of interest. The resulting algorithm greatly enhances the data analysis pipeline, as
now it is possible to analyze in hours volumes of data (several terabytes) that would
otherwise take months of human analysis.
Currently, we are applying this algorithm to prototype novel high-resolution neural
prosthesis to treat loss of sight due to retinal degeneration. There, the algorithm allow
us to rapidly infer how different stimulus do elicit responses on neurons, a type of
4Joint work with Lauren Grosberg, Sasi Madugula, Paweł Hottowy, Alan Litke, John Cunningham,
EJ Chichilnisky, and Liam Paninski.
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information that is crucial for tailoring electrical stimuli that generates arbitrary visual
perception. Naturally, this information is also useful in the purely scientific setup,
to shed light in the biophysical process that mediate electrophysiological phenomena
(e.g. action potentials, axonal activation) as a response to different kinds of electrical
stimuli.
Part III (chapters 4, 5), identity inference in C.elegans
The worm C. elegans is a peculiar animal: the number of neurons (302 in the
hermaphrodite) does not change across specimens, nor does the connectome, its wiring
diagram. This makes it a unique model organism for neuroscientists, as one can take
a direct data-driven approach to probing the question of how the brain works, i.e.,
the dynamics that describe how past and current neural states relate drive future
ones, while relate to sensory input and behavior. Experimentalists now can routinely
record activity of each neuron in the worms, and our goal is to use this data to infer
the underlying dynamics. We give a bayesian treatment to this problem: dynamics
are assumed to come from a distribution that encodes our prior knowledge (e.g. the
connectomic information), and are weighted against evidence (recordings). However,
identity of each recorded time series is not know beforehand, and for meaningful
inferences one needs to first solve the problem of matching recorded traces to canonical
neural identities. In practice, inference of this matching requires painstaking human
analysis.
We state this problem within our bayesian setup, by including a latent permutation,
for which we seek to perform posterior inference. We appeal to variational inference
as an alternative to the exact (but given our empirical findings in this case, slow)
MCMC sampler. In detail: in variational inference one casts posterior inference as
optimization, the one of finding the closest (here, in the sense of the Kullback-Leibler
divergence) distribution within a parametric family. As the function to be optimized
expresses as an expectation, gradient-based algorithms can be derived by appealing to
CHAPTER 1. INTRODUCTION 7
the theory of stochastic optimization. However, the use of permutations complicates
the use of gradient-based methods: first, non-trivial families over permutations are
described in terms of an intractable partition function. Second, as permutations
are (non-differentiable) discrete objects, and usual gradient estimators for stochastic
optimization cannot be applied. To alleviate this problem, we developed many
relaxations (two in chapter 4, published as [Linderman et al., 2018]5 and a third in
chapter 5, published as [Mena et al., 2018] 6) that replace discrete permutations by
continuous approximations. The latter, that we named Gumbel-Sinkhorn proved the
most successful, and is based on two ideas i) distributions in the variational families
are reparameterized in terms of a noise distribution, as solutions of Gumbel-perturbed
matching problem on the Birkhoff polytope, and ii) we conceive a differentiable
approximation to the non-differentiable matching in terms of the so called Sinkhorn
operator, the solution to an entropy regularized version of the original problem. We
showed our methods outperform the naive MCMC sampler in the neural identification
task, indicating a great potential to improve current data-analysis capabilities by
automatic procedure that otherwise would be extremely laborious for a human.
Finally, notice that chapter 5 also addresses the topic of the use of artificial neu-
ral networks (ANN) for supervised learning of permutations (e.g. solving puzzles
or sorting numbers), a slightly different problem than the original neural identity
inference (where, no ANN is required). The main connecting narrative is the use of
a differentiable approximation for permutations, provided by the Sinkhorn operator.
It is this secondary ANN narrative that motivates the division of Part III into two
chapters.
5Joint work with Scott Linderman, Hal Cooper, John Cunningham and Liam Paninski.
6Joint work with David Belanger, Scott Linderman and Jasper Snoek. Most of this work was
done during an internship at Google Brain.
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Chapter 2
Quadrature Methods for Refractory
Point Process
2.1 Introduction
Point processes are a powerful theoretical tool to characterize the occurrence of random
events in time, and are widely used in statistical neuroscience [Truccolo, 2010] to
represent neural spiking in terms of intrinsic factors, including refractoriness and the
activity of other neurons, and extrinsic factors, such as stimulus-driven effects. One
way to characterize such processes is through the conditional intensity function (CIF).
Intuitively, the CIF can be interpreted as an instantaneous firing rate given the past
history. This history, denotedHt, is meant to represent changes in spiking probabilities
due to previous activity, e.g., refractoriness. The log-likelihood of observing the spikes
at times t1, . . . , tN(T ) in the interval [0, T ] is given by [Brillinger, 1988, Daley and
Vere-Jones, 2008]







with λ(t|Ht) denoting the CIF at time t.
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Usually, an explicit functional model of the CIF is assumed. The most popular
approach involves generalized linear models (GLM) [Brillinger, 1988, Paninski, 2004,
Truccolo, Eden, Fellows, Donoghue, and Brown, 2005], in which the CIF is a function
of a linear transformation of the stimulus and other known covariate terms. This leads
to a parametric expression for the likelihood, in which maximum likelihood (ML) or
maximum a posteriori (MAP) estimates are computed using standard optimization
methods that evaluate the log-likelihood (and derivatives) at each iteration. The main
problem is that only approximations of the full continuous-time log-likelihood can
be computed, as there may not be a closed form expression for the cumulative CIF,∫ T
0 λ(t|Ht)dt.
Previous approaches are based on discrete-time versions of the spiking process, which
in turn lead to discretizations of the log-likelihood that converge to the continuous
version when the bin size goes to zero. For point processes with refractory effects, in
which the CIF jumps discontinuously to zero following a spike, [Citi, Ba, Brown, and
Barbieri, 2014] recently developed an improved such discretization. Here we show that
an alternative approach, in which we apply standard quadrature methods directly
to the original continuous time integral, leads to significant further improvements
beyond those offered by the approach of [Citi et al., 2014], with minimal additional
computational cost1.
1Recently submitted independent work by K. Lepage makes a similar point [Lepage and MacDonald,
2015].
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2.2 A direct quadrature method for approximating
the continuous-time log-likelihood in refractory
models
To begin, it is useful to discuss both the standard discretization approach and also
the more refined method of [Citi et al., 2014]. Both of these approaches begin by
discretizing the observed continuous-time spike train process {ti} into a binary sequence
∆Nj, with a one in each bin (indexed by j) containing a spike time ti, and a zero
otherwise. The standard approach then applies a simple discretization of eq. (2.1) to
obtain the approximation
lδDR1(t1, . . . , tN(T )) =
Nb∑
j=1
∆Nj log(λj)− λjδ. (2.2)
Here λj denotes the CIF λ(t|Ht) evaluated at the center of the j-th bin, δ is the bin
width, and Nb = T/δ is the number of bins. The approach of [Citi et al., 2014] instead
uses the formula








Notice that the only difference between these two approaches is in the second term;
as discussed in [Citi et al., 2014], the latter approximation is more accurate because it
accounts for the loss of intensity due to refractoriness: roughly speaking, on average,
spikes are in the center of bins, and if bins are small then the CIF over the second half
should be zero. See [Citi et al., 2014] for full details; we use the abbreviation “DR,"
for discrete Riemann, for each of these approaches, with DR1 corresponding to the
standard method and DR2 for the approach of [Citi et al., 2014].
Our approach avoids the discretization of the observed spike train into a binary
sequence ∆Nj , and instead works with the original continuous-time loglikelihood more
directly. Define a τ -refractory point process as a process with an absolute refractory
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period of length τ , i.e., λ(t|Ht) = 0 for t ∈ (ti, ti + τ ], for each spike time ti. In many
applications, λ(t|Ht) is a smooth function of time t away from the spike times {ti}.
Thus it is sensible to break up eq. (2.1) into two terms: the first term, a sum over i
we can compute directly, and the second term, an integral over [0, T ] that we must
approximate numerically in most cases. Since there are discontinuities at each spike
time ti, we begin by breaking up this integral into N(T ) + 1 Thus, defining t0 = 0
















Assuming λ(t|Ht) is smooth on each of these N(T ) + 1 subintervals, we can now
simply apply standard quadrature methods to each subinterval. (Of course, if we know
a priori that λ(t|Ht) is discontinuous at additional time points, then we can break
these integrals into more terms as necessary.)
We compare two such standard quadrature methods below: a simple trapezoidal rule
with quadrature points evenly spaced between ti + τ and ti+1 (abbreviated below
as “CT," for continuous trapezoidal) and Gauss-Lobatto quadrature (“GL," with
quadrature points defined below). Both of these are suitable for approximating the
integral of a function f defined on an interval [a, b] for which we know the endpoint
values f(a) and f(b) [Dahlquist and Björck, 2008]. In our case, by τ -refractoriness,
we know that λ(ti + τ |Hti+τ ) = 0 for each i > 0, and we have computed λ(ti|Hti)
already in order to compute the discrete sum in eq. (2.1). Therefore, once we have
computed λ(t|Ht) at t = 0 and t = T we indeed have the values of our integrand at
the endpoints of each of the intervals of interest. (Other quadrature rules are of course
available, and may lead to better performance in some special cases; for example, we
examined a Clenshaw-Curtis rule here as well [Trefethen, 2008], but found that the
GL method performed better.)
Recall that a Gaussian quadrature is a numerical rule that approximates the integral
of a function f defined on [−1, 1] via the weighted sum ∑mj=1wj,mf(xj,m), with the
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quadrature points xj,m and (nonnegative) weights wj,m depending only on m, not on
f . Thus, once the array of pairs {(xj,m, wj,m)}j=1...m has been precomputed for all
required values of m (this is a standard calculation2; see e.g. [Dahlquist and Björck,
2008] for further details), to apply the GL method to each of our integrands indexed
by i, we simply need to apply a linear change of variables from [ti + τ, ti+1] to [−1, 1],
choose a value of m = mi, and then evaluate the sum
∑mi
j=1wj,mifi(xj,mi), with fi a
suitably translated and rescaled version of λ(t|Ht).
For the purpose of fair comparison in the numerical analyses presented below, we
allow each approximation method to evaluate the CIF a total of M times over the
interval [0, T ], where M is an accuracy parameter we vary systematically. (Since
the quadrature points and weights {(xj,m, wj,m)}j=1...m need only be computed once,
the amortized cost of the GL method is exactly the same as that of the other three
approximation methods considered here, if the same M is used for each method.)
For the discrete methods (DR1 and DR2), M = Nb, the number of bins. For the
continuous-time methods (CT and GL), we have found that an effective strategy is
to allocate a minimum number Mmin of quadrature points to each of our N(T ) + 1
intervals (Mmin = 2 or 3 works well in the cases we have examined, and for GL even
Mmin = 1 works in most cases, since this defaults to a triangular quadrature rule
applied between ti + τ and ti+1), and then to allocate the remaining points so that mi
is roughly proportional to the length of the corresponding interval ti+1 − ti − τ .
2In detail, the GL quadrature nodes xj,m are the roots of (1− x2)P ′m−1(x), where Pm(x) are the
Legendre polynomials defined recursively by (m+ 1)Pm+1(x) = (2m+ 1)Pm(x)−mPm−1(x), P0(x) =
0, P1(x) = 1. Also, w1,m = wm,m = 2/(m(m − 1)) and for 1 < j < m,wj,m = 2/(m(m −
1)Pj−1(xj,m)2).
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Numerical results
For concreteness, we tested the performance of the four methods (DR1, DR2, CT,
GL) using three different renewal processes, each with an absolute refractory period of
length τ = 2 ms. For the interspike interval (ISI) distributions of these three processes,
we used a (τ -shifted) Rayleigh, inverse gaussian and log-normal. For each of these,
50 samples were drawn from the process, each with T = 200 s. Results are shown in
Fig 1. In the top panels we show a sample of the CIF of each process, from t = 0
until the sixth spike time, t = t6. In the center panel we show the approximated
log-likelihoods for a single sample as a function of M , along with the corresponding
exact values. Finally, in the bottom panel we show the median approximation error
(± quartiles).
For the Rayleigh distribution (left column) both the CT and GL methods have
negligible error: indeed, recall that GL is exact for polynomials of degree lower than
roughly 2mi, where mi is the number of quadrature points on the i-th interval, and
in this case the CIF between spikes is linear. In all cases, we see clear differences in
performance: the GL method is much more accurate (for sufficiently large M) than
the continuous-time approach with trapezoidal quadrature (CT), which in turn is
uniformly more accurate than the discrete time approximations DR1 and DR2. Indeed,
the difference between the performance of the best continuous-time approach (GL)
and the best discrete-time approach (DR2) is much larger than the difference between
the two discrete-time approaches (DR1 and DR2), largely because the continuous-time
approaches handle the discontinuities in the likelihood more accurately, and (as in the
GL case) allow us to bring more sophisticated numerical integration methods to bear
on the resulting smooth integrands, even in low firing rate regimes where refractory
effects are less relevant. To summarize, the GL approach will be preferred over the
standard discrete approaches whenever high accuracy approximations of the continuous
time likelihood are required, and the CIF is piecewise smooth (and in particular when
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the CIF is well-approximated by a piecewise low-order polynomial).
2.3 Application to generalized linear models
We close by discussing the application of the methods discussed above to the generalized
linear model (GLM) setting, where the CIF is specified in the form λ(t|Ht) = f(Xtθ)
for some known covariate vector Xt and an unknown parameter vector θ. Here f(.) is
a nonnegative function which is typically assumed to be convex and log-concave, to
ensure the concavity of the resulting loglikelihood with respect to the parameter θ
[Paninski, 2004]. If we want to enforce an absolute refractory effect of length τ , we
can modify this model, e.g.:
λ(t|Ht) = f(Xtθ)r(t− tN(t)−)
where tN(t)− denotes the time of the last spike before t and r(t) is a continuous,
increasing function taking values in [0, 1], with r(u) = 0 for u ∈ [0, τ ].
An obvious question arises: can we utilize the proposed GL quadrature methods
within standard likelihood optimization or MCMC approaches for inferring θ? This
turns out to be straightforward once we write the output of the GL approximation in
the familiar form ∑Mi=1 (Nj log(λ(tj|Htj))− vjλ(tj|Htj)), where vj ≥ 0 and tj are the
quadrature weights and nodes and Nj = 1 if tj is a spike time and 0 otherwise. Really
the only difference between this form of the loglikelihood and that used in the standard
discrete-time approaches (whether DR1 or DR2) is that tj and vj are defined differently.
In either case, this is a sum of concave functions of θ, hence a concave function, whose
gradient and Hessian can be easily evaluated, and we can apply standard MCMC
or iteratively reweighted least squares (IRWLS; Newton-type) methods to perform
inference, using a number of available GLM packages. Similar points have been made
earlier in the point process literature, e.g. Berman and Turner [1992], where related
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Figure 2.1: Comparing the four different likelihood approximation methods on three
example renewal processes with absolute refractory periods of τ = 2 ms. Left column: the




Center column: Inverse gaussian, mean µ = 110 and shape λ = 1. Right column: Log-normal,
shape σ = 1, and log-shape µ = −2.5. Top row: CIF during the first six spikes of a single
trial. Note that the CIF falls to zero after each spike. Parameters were chosen so that
all the mean firing rates were between 10 and 15 Hz. Middle row: One sample of the
approximated log-likelihood as a function of M/T , the total number of CIF evaluations per
second, for each of the four methods (the two discrete time approximations, DR1 and DR2,
the continuous time approximation based on Riemann sums, CT, and the Gauss-Lobatto
quadrature method, GL). Bottom row: Median and quartiles of the absolute approximation
error as a function of M/T (note log scale). The first plotted value of Ms−1 is roughly the
smallest for which it is possible to distribute Mmin = 3 CIF evaluation points (not including
ti + τ , where the CIF is known to be zero) into each integral. The GL approach clearly
produces the best results.
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Figure 2.2: Comparing the approximate ML solutions provided by the different methods. A
spike train was sampled for T = 40s with CIF given by λ(t|Ht) = exp(θ1 sin(4pit) + θ2)r(t−
tN(t)−) with r(t) = max(0,min( 1τ2 (t − τ1), 1)), τ1 = 2ms, τ2 = 10ms, θ = (3, 2). Left: CIF
during the first ten spikes. Center and Right: Maximum likelihood approximate solutions of
θ1 and θ2 using the different methods, for different values of M/T .
numerical approximations are introduced as more flexible alternatives to the standard
approximations for the log likelihood based on binary time series.
To illustrate how better approximations provided by the GL quadrature can lead to
improvements in inference quality, we examined a simple two parameter GLM with
a piecewise linear refractory function r(t). Results are shown in Fig 2. The main
conclusion is that GL quadrature approximate ML solutions are the fastest to converge
to the limiting continuous-time ML values in this case, as a function of M .
The above framework relies on the fact that the quadrature points and weights
{(xj,m, wj,m)}j=1...m are independent of the integrand, and therefore independent of θ.
More sophisticated adaptive quadrature methods are available that allocate quadrature
points to regions in which the integrand is varying most quickly. In some cases (for
example, in settings where the CIF is mostly constant as a function of time, interrupted
by brief periods of high variance), these adaptive methods can lead to much more
accurate approximations, given a fixed computational budget (defined by the parameter
M). However, the resulting approximation depends on the integrand, and therefore in
turn depends on θ, which typically leads to a discontinuous approximate loglikelihood
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as a function of θ (since the quadrature points may change discontinuously as a
function of θ). This complicates the application of standard GLM inference methods.
An alternative approach that could be useful in the context of maximum likelihood
or maximum a posteriori approaches is to use a coarse-to-fine method: start with
some crude estimate of θ, compute the corresponding CIF, compute the resulting
quadrature points and weights adaptively using a small value of M based on this
estimated CIF, and then perform a few steps of IRWLS, holding these quadrature
points fixed. This provides a “coarse-scale" estimate of θ. Then this process can
be repeated, increasing M (and therefore obtaining a refined estimate for θ) in an
outer loop, holding the quadrature points fixed within each inner loop. We leave the
exploration of this coarse-to-fine method for future work.
To help the reader get a better sense of the utility and implementation of the methods
presented here, we have made available two Matlab examples. Essentially they
reproduce the computations needed to make both Fig 1 and Fig 2. These can be
downloaded at https://github.com/gomena/RefractoryLikelihoods/. The code
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Chapter 3
Artifact Cancellation with Gaussian
Processes
3.1 Introduction
Simultaneous electrical stimulation and recording with multi-electrode arrays (MEAs)
serves at least two important purposes for investigating neural circuits and for neural
engineering. First, it enables the probing of neural circuits, leading to improved
understanding of circuit anatomy and function Wagenaar et al. [2005], Middlebrooks
and Snyder [2010], Meacham et al. [2011], Bakkum et al. [2013], Kim et al. [2014],
Jorgenson et al. [2015]. Second, it can be used to assess and optimize the performance
of brain-machine interfaces, such as retinal prostheses Barry and Dagnelie [2012],
Goetz and Palanker [2016], by exploring the patterns of stimulation required to
achieve particular patterns of neural activity. However, identifying neural activity
in the presence of artifacts introduced by electrical stimulation is a major challenge,
and automation is required to efficiently analyze recordings from large-scale MEAs.
Furthermore, closed-loop experiments require the ability to assess neural responses to
stimulation in real time to actively update the stimulus and probe the circuit, so the
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automated approach for identifying neural activity must be fast Franke et al. [2012],
Potter et al. [2014].
Spike sorting methods Lewicki [1998], Pillow et al. [2013], Rey et al. [2015] allow
identification of neurons from their spatio-temporal electrical footprints recorded on
the MEA. However, these methods fail when used on data corrupted by stimulation
artifacts. Although technological advances in stimulation circuitry have enabled
recording with significantly reduced artifacts Merletti et al. [1992], Hottowy et al.
[2008, 2012], Brown et al. [2008], Wichmann and Devergnas [2011], identification of
neural responses from artifact-corrupted recordings still presents a challenging task —
even for human experts — since these artifacts can be much larger than spikes Obien
et al. [2015], overlap temporally with spikes, and occupy a similar temporal frequency
band as spikes.
Although a number of approaches have been previously proposed to tackle this problem
Hashimoto et al. [2002], Wagenaar and Potter [2002], Heffer and Fallon [2008], Erez
et al. [2010], there are two shortcomings we address here. First, previous approaches
are based on restrictive assumptions on the frequency of spikes and their latency
distribution (e.g, stimulation-elicited spikes have to occur at least 2ms following
stimulus onset). Consequently, it becomes necessary to discard non-negligible portions
of the recordings Müller et al. [2014], Obien et al. [2015], leading to biased results that
may miss the low-latency regimes where the most interesting neuronal dynamics occur
Sekirnjak et al. [2006, 2008]. Second, all of these methods have a local nature, i.e.,
they are based on electrode-wise estimates of the artifact that don’t exploit the shared
spatio-temporal information present in MEAs. In general this leads to suboptimal
performance. Therefore, a scalable computational infrastructure for spike sorting with
stimulation artifacts in large-scale setups is necessary.
This paper presents a method to identify single-unit spike events in electrical stim-
ulation and recording experiments using large-scale MEAs. We develop a modern,











Figure 3.1: Overlapping electrical images of 24 neurons (different colors) over the MEA,
aligned to onset of spiking at t = 0.5ms. Each trace represents the time course of voltage at
a certain electrode. For each neuron, traces are only shown in the electrodes with a strong
enough signal. Only a subset of neurons visible on the MEA are shown, for better visibility.
large-scale, principled framework for the analysis of neural voltage recordings that
have been corrupted by stimulation artifacts. First, we model this highly structured
artifact using a structured Gaussian Process (GP) to represent the observed variability
across stimulation amplitudes and in the spatial and temporal dimensions measured on
the MEA. Next, we introduce a spike detection algorithm that leverages the structure
imposed in the GP to achieve a fast and scalable implementation. Importantly, our
algorithm exploits many characteristics that make this problem tractable, allowing
it to separate the contributions of artifact and neural activity to the observed data.
For example, the artifact is smooth in certain dimensions, with spatial footprints
that are different than those of spikes. Also, artifact variability is different than that
of spikes: while the artifact does not substantially change if the same stimulus is
repeated, responses of neurons in many stimulation regimes are stochastic, enhancing
identifiability.
The effectiveness of our method is demonstrated by comparison on simulated data and
against human-curated inferred spikes extracted from real data recorded in primate
retina. Although some features of our method are context-dependent, we discuss
extensions to other scenarios, stressing the generality of our approach.
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3.2 Materials and Methods
In this section we develop a method for identifying neural activity in response to
electrical stimulation. We assume access to voltage recordings Y (e, t, j, i) in a MEA
with e = 1, . . . , E electrodes (here, E = 512), during t = 1, . . . T timepoints (e.g., T =
40, corresponding to 2 milliseconds for a 20Khz sampling rate) after the presentation
of j = 1, . . . , J different stimuli, each of them being a current pulse of increasing
amplitudes aj (in other words, the aj are magnification factors applied to an unitary
pulse). For each of these stimuli nj trials or repetitions are available; i indexes trials.
Each recorded data segment is modeled as a sum of the true signal of interest s (neural
spiking activity on that electrode), plus two types of noise.
The first noise source, A, is the large artifact that results from the electrical stimulation
at a given electrode. This artifact has a well defined structure but its exact form in any
given stimulus condition is not known a priori and must be estimated from the data
and separated from occurrences of spikes. Although in typical experimental setups one
will be concerned with data coming from many different stimulating electrodes, for
clarity we start with the case of just a single stimulating electrode; we will generalize
this below.
The second source of noise, , is additive spherical Gaussian observation noise; that
is,  ∼ N (0, σ2Id′), with d′ = T × E ×∑Jj=1 nj. This assumption is rather restrictive
and we assume it here for computational ease, but refer the reader to the discussion
for a more general formulation that takes into account correlated noise.
Additionally, we assume that electrical images (EI) Litke et al. [2004], Jepson et al.
[2014a] — the spatio-temporal collection of action potential shapes on every electrode
e — are available for all the N neurons under study. In detail, each of these EIs
are estimates of the voltage deflections produced by a spike over the array in a time
window of length T ′. They are represented as matrices with dimensions E × T ′ and
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can be obtained in the absence of electrical stimulation, using standard large-scale
spike sorting methods (e.g. Pillow et al. [2013]). Fig 3.1 shows examples of many EIs,
or templates, obtained during a visual stimulation experiment.
Finally, we assume the observed traces are the linear sum of neural activity, artifact,
and other noise sources; that is:
Y = A+ s+ . (3.1)
Similar linear decompositions have been recently utilized to tackle related neuroscience
problems Zanos et al. [2011], Pillow et al. [2013].
Figure 3.2 illustrates the difficulty of this problem: even if 1) for low-amplitude
stimuli the artifact may not heavily corrupt the recorded traces and 2) the availability
of several trials can enhance identifiability — as traces with spikes and no spikes
naturally cluster into different groups — in the general case we will be concerned
also with high amplitudes of stimulation. In these regimes, spikes could significantly
overlap temporarily with the artifact, and occur with high probability and almost
deterministically, i.e., with low latency variability. For example, in the rightmost
columns of Figure 3.2, spike identification is not straightforward since all the traces
look alike, and the shape of a typical trace does not necessarily suggest the presence of
neural activity. There, inference of neural activity is only possible given a reasonable
estimate of the artifact: for instance, under the assumption that the artifact is a
smooth function of the stimulus strength, one can make a good initial guess of the
artifact by considering the artifact at a lower stimulation amplitude, where spike
identification is relatively easier.
Therefore, a solution to this problem will rely on a method for an appropriate
separation of neural activity and artifact, which in turn requires the use of sensible
models that properly capture the structure of the latter; that is, how it varies along
the different relevant dimensions. In the following we develop such a method, and
divide its exposition in five parts. We start by describing in 3.2.1 how to model































































































































































































































































































Figure 3.2: Visual inspection of traces reveals the difficulty of the problem. First
column: templates of spiking neurons. Second to fourth columns: responses of one (A)
or two (B) cells to electrical stimulation at increasing stimulation amplitudes as recorded
in the stimulating electrode (first rows) or a neighboring, non-stimulating electrode (third
rows). If the stimulation artifact is known (gray traces) it can be subtracted from raw traces
to produce a baseline (second and fourth rows) amenable for template matching: traces
with spike(s) (colored) match, on each electrode, either a translation of a template (A and
B) or the sum of different translations of two or more templates (B). As reflected by the
activation curves (fifth column) for strong enough stimuli spiking occurs with probability
close to one, consistent with the absence of black traces in the rightmost columns.
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neural activity. Second, in 3.2.2 we describe the structure of the stimulation artifacts.
Third, in 3.2.3 we propose a GP model to represent this structure. Fourth, in 3.2.4 we
introduce a scalable algorithm that produces an estimate of A and s given recordings
Y . Finally, in 3.2.5 we provide a simplified version of our method and extend it to
address multi-electrode stimulation scenarios.
3.2.1 Modeling neural activity
We assume that s is the linear superposition of the activities sn of the N neurons
involved, i.e. s = ∑Nn=1 sn. Furthermore, each of these activities is expressed in terms
of the binary vectors bn that indicate spike occurrence and timing: specifically, if
snj,i is the neural activity of neuron n at trial i of the j-th stimulation amplitude, we
write snj,i = Mnbnj,i, where Mn is a matrix that contains on each row a copy of the
EI of neuron n (vectorizing over different electrodes) aligned to spiking occurring at
different times. Notice that this binary representation immediately entails that: 1) on
each trial each neuron fires at most once (this will be the case if we choose analysis
time windows that are shorter than the refractory period) and 2) that spikes can only
occur over a discrete set of times (a strict subset of the entire recording window),
which here corresponds to all the time samples between 0.25 ms and 1.5 ms. We refer
the reader to Ekanadham et al. [2011] for details on how to relax this simplifying
assumption.
3.2.2 Stimulation Artifacts
Electrical stimulation experiments where neural responses are inhibited (e.g., using the
neurotoxin TTX) provide qualitative insights about the structure of the stimulation
artifact A(e, t, j, i) (Fig 3.3); that is, how it varies as a function of all the relevant
covariates: space (represented by electrode, e), time t, amplitude of stimulus aj, and
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Artifact at stim electrode 215
Artifacts at non-stimulating electrode
Artifact at stim electrode 215 Artifact at stim electrode 215
Artifact at stim electrode 194 Artifact at stim electrode 194 Artifact at stim electrode 194
A
B
Figure 3.3: Properties of the electrical stimulation artifact revealed by TTX
experiments. (A) local, electrode-wise properties of the stimulation artifacts. Overall,
magnitude of the artifact increases with stimulation strength (different shades of blue).
However, unlike non-stimulating electrodes, where artifacts have a typical shape of a bump
around 0.5 ms (fourth column), the case of the stimulating electrode is more complex:
besides the apparent increase in artifact strength, the shape itself is not a simple function of
stimulating electrode (first and second rows). Also, for a given stimulating electrode the
shape of the artifact is a complex function of the stimulation strength, changing smoothly
only within certain stimulation ranges: here, responses to the entire stimulation range are
divided into three ranges (first, second, and third column) and although traces within each
range look alike, traces from different ranges cannot be guessed from other ranges. (B)
stimulation artifacts in a neighborhood of the stimulating electrode, at two different stimulus
strengths (left and right). Each trace represents the time course of voltage at a certain
electrode. Notice that stimulating electrode (blue) and non-stimulating electrodes (light
blue) are plotted in different scales.
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stimulus repetition i. Repeating the same stimulation leads to the same artifact, up
to small random fluctuations, and so by averaging several trials these fluctuations can
be reduced, and we can conceive the artifact as a stack of movies A(e, t, j), one for
each amplitude of stimulation aj.
We treat the stimulating and non-stimulating electrodes separately because of their
observed different qualitative properties.
3.2.2.1 Stimulating electrode
Modeling the artifact in the stimulating electrode requires special care because it is
this electrode that typically will capture the strongest neural signal in attempts to
directly activate a soma (e.g. Fig 3.3). The artifact is more complex in the stimulating
electrode Hottowy et al. [2012] and has the following properties here: 1) its magnitude
is much greater than that of the non-stimulating electrodes; 2) its effect persists at
least 2 ms after the onset of the stimulus; and 3) it is a piece-wise smooth, continuous
function of the stimulus strength (Fig 3.3A). Discontinuities occur at a pre-defined set
of stimulus amplitudes, the “breakpoints" (known beforehand), resulting from gain
settings in the stimulation hardware that must change in order to apply stimuli of
different magnitude ranges Hottowy et al. [2012]. Notice that these discontinuities are
a rather technical and context-dependent feature that may not necessarily apply to
all stimulation systems, unlike the rest of the properties described here.
3.2.2.2 Non-stimulating electrodes
The artifact here is much more regular and of lower magnitude, and has the following
properties (see Fig 3.3): 1) its magnitude peaks around .4ms following the stimulus
onset, and then rapidly stabilizes; 2) the artifact magnitude typically decays with
distance from the stimulating electrode; 3) the magnitude of the artifact increases
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with increasing stimulus strength.
Based on these observations, we develop a general framework for artifact modeling
based on Gaussian processes.
3.2.3 A structured Gaussian process model for stimulation
artifacts
From the above discussion we conclude that the artifact is highly non-linear (on each
coordinate), non-stationary (i.e., the variability depends on the value of each coordi-
nate), but structured. The Gaussian process (GP) framework Rasmussen and Williams
[2006] provides powerful and computationally scalable methods for modeling non-linear
functions given noisy measurements, and leads to a straightforward implementation
of all the usual operations that are relevant for our purposes (e.g. extrapolation and
filtering) in terms of some tractable conditional Gaussian distributions.
To better understand the rationale guiding the choice of GPs, consider first a simple
Bayesian regression model for the artifact as a noisy linear combination of B basis
functions Φb(e, t, j) (e.g. polynomials); that is, A(e, t, j) =
∑B
b=1wbΦb(e, t, j) + , with
a regularizing prior p(w) on the weights. If p(w) and  are modeled as Gaussian,
and if we consider the collection of A(e, t, j) values (over all electrodes e, timesteps t,
and stimulus amplitude indices j) as one large vector A, then this translates into an
assumption that the vector A is drawn from a high-dimensional Gaussian distribution.
The prior mean µ and covariance K of A can easily be computed in terms of Φ and
p(w). Importantly, this simple model provides us with tools to estimate the posterior
distribution of A given partial noisy observations (for example, we could estimate
the posterior of A at a certain electrode if we are given its values on the rest of the
array). Since A in this model is a stochastic process (indexed by e, t, and j) with a
Gaussian distribution, we say that A is modeled as a Gaussian process, and write
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A ∼ GP(µ,K).
The main problem with the approach sketched above is that one has to solve some
challenging model selection problems: what basis functions Φi should we choose, how
large should M be, what parameters should we use for the prior p(w), and so on. We
can avoid these issues by instead directly specifying the covariance K and mean µ
(instead of specifying K and µ indirectly, through p(w), Φ, etc.).
The parameter µ informs us about the mean behavior of the samples from the GP
(here, the average values of the artifact). Briefly, we estimate µˆ by taking the mean of
the recordings at the lowest stimulation amplitude and then subtract off that value
from all the traces, so that µ can be assumed to be zero in the following. We refer
the reader to section A.1 and Fig A.1 in the Appendix for details, and stress that
all the figures shown in the main text are made after applying this mean-subtraction
pre-processing operation.
Next we need to specify K. This “kernel" can be thought of as a square matrix of
size dim(A)× dim(A), where dim(A) is as large as T × E × J ∼ 106 in our context.
This number is large enough so all elementary operations (e.g. kernel inversion) are
prohibitively slow unless further structure is imposed on K — indeed, we need to
avoid even storing K in memory, and estimating such a high-dimensional object is
impossible without some kind of strong regularization. Thus, instead of specifying
every single entry of K we need to exploit a simpler, lower-dimensional model that
is flexible enough to enforce the qualitative structure on A that we described in the
preceding section.
Specifically, we impose a separable Kronecker product structure on K, leading to
tractable and scalable inferences Wilson et al. [2014], Gilboa et al. [2015]. This Kro-
necker product is defined for any two matrices as (A⊗B)((i1,i2),(j1,j2)) = A(i1,j1)B(i2,j2).
The key point is that this Kronecker structure allows us to break the huge matrix
K into smaller, more tractable pieces whose properties can be easily specified and
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matched to the observed data. The result is a much lower-dimensional representation
ofK that serves to strongly regularize our estimate of this very high-dimensional object.
In section A.3 (in the Appendix) we review the main operations from Saatçi [2012] that
enable computational speed-ups due to this Kronecker product representation.
We state separate Kronecker decompositions for the non-stimulating and stimulating
electrodes. For the non-stimulating electrode we assume the following decomposi-
tion:
K = ρKt ⊗Ke ⊗Ks + φ2IT×E×J , (3.2)
where Kt, Ke, and Ks are the kernels that account for variations in the time, space,
and stimulus magnitude dimensions of the data, respectively. One way to think about
the Kronecker product Kt ⊗ Ke ⊗ Ks is as follows: to draw a sample from a GP
with mean zero and covariance Kt ⊗ Ke ⊗ Ks, start with an array z(t, e, s) filled
with independent standard normal random variables, then apply independent linear
filters in each direction t, e, and s so that the marginal covariances in each direction
correspond to Kt, Ke, and Ks, respectively. The dimensionless quantity ρ is used to
control the overall magnitude of variability and the scaled identity matrix φ2Idim(A)
is included to allow for slight unstructured deviations from the Kronecker structure.
Notice that we distinguish between this extra prior variance φ2 and the observation
noise variance σ2, associated with the error term  of Eq 3.1.




ρrKrt ⊗Krs + φ′2IT×J . (3.3)
Here, the sum goes over the stimulation ranges defined by consecutive breakpoints;
and for each of those ranges, the kernel Krs has non-zero off-diagonal entries only for
the stimulation values within the r-th range between breakpoints. In this way, we
ensure artifact information is not shared for stimulus amplitudes across breakpoints.
Finally, ρ′ and φ′ play a similar role as in Eq 3.2.
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Now that this structured kernel has been stated it remains to specify parametric
families for the elementary kernels Kt, Ke, Ks,Krt , Krs . We construct these from the
Matérn family, using extra parameters to account for the behaviors described in
3.2.2.
3.2.3.1 A non-stationary family of kernels
We consider the Matérn(3/2) kernel, the continuous version of an autoregressive
process of order 2. Its (stationary) covariance is given by











The parameter λ > 0 represents the (inverse) length-scale and determines how fast
correlations decay with distance. We use this kernel as a device for representing
smoothness; that is, the property that information is shared across a certain dimension
(e.g. time). This property is key to induce reasonable extrapolation and filtering
estimators, as required by our method (see 3.2.4). Naturally, given our rationale
for choosing this kernel, similar results should be expected if the Matérn(3/2) was
replaced by a similar, stationary smoothing kernel.
We induce non-stationarities by considering the family of unnormalized gamma densi-
ties dα,β(·):
dα,β(x) = exp(−xβ)xα. (3.5)
By an appropriate choice of the pair (α, β) > 0 we aim to expressively represent
non-stationary ‘bumps’ in variability. The functions dα,β(·) are then used to create
a family of non-stationary kernels through the process Zα,β ≡ Zα,β(x) = dα,β(x)Y (x)
where Y ∼ GP (0, Kλ). Thus Y here is a smooth stationary process and d serves to
modulate the amplitude of Y . Zα,β is a bona fide GP Genton [2001] with the following
covariance matrix (Dα,β is a diagonal matrix with entries dα,β(·)):
K(λ, α, β) = Dα,βKλDα,β. (3.6)
CHAPTER 3. ARTIFACT CANCELLATION WITH GAUSSIAN PROCESSES 33
For the non-stimulating electrodes, we choose all three kernels Kt, Ke, Ks as K(λ, α, β)
in Eq 3.6, with separate parameters λ, α, β for each. For the time kernels we use
time and t as the relevant covariate (δ in Eq 3.4 and x in Eq 3.5). The case of the
spatial kernel is more involved: although we want to impose spatial smoothness, we
also need to express the non-stationarities that depend on the distance between any
electrode and the stimulating electrode. We do so by making δ represent the distance
between recording electrodes, and x represent the distance between stimulating and
recording electrodes. Finally, for the stimulus kernel we take stimulus strength aj
as the covariate but we only model smoothness through the Matérn kernel and not
localization (i.e. α, β = 0).
Finally, for the stimulating electrode we use the same method for constructing the
kernels Krt , Krs on each range between breakpoints. We provide a notational summary
in Table 3.1.
3.2.4 Algorithm
Now we introduce an algorithm for the joint estimation of A and s, based on the GP
model for A. Roughly, the algorithm is divided in two stages: first, the hyperparameters
that govern the structure of A have to be found. This is described in 3.2.4.1. Second,
given the inferred hyperparameters we perform the actual inference of A, s given these
hyperparameters. This is described in 3.2.4.2 and 3.2.4.3. We base our approach on
posterior inference for p(A, s|Y, θ, σ2) ∝ p(Y |s, A, σ2)p(A|θ), where the first factor in
the right hand side is the likelihood of the observed data Y given s, A, and the noise
variance σ2, and the second stands for the noise-free artifact prior; A ∼ GP (0, Kθ). A
summary of all the involved operations is shown in pseudo-code in Algorithm 1.
CHAPTER 3. ARTIFACT CANCELLATION WITH GAUSSIAN PROCESSES 34
Algorithm 1 Spike detection and Artifact cancellation with electrical stimulation
Input: Traces Y = (Yj)j=1,...,J , in response to J stimuli.
Output: Estimates of artifact Aˆ and neural activity sˆn for each neuron.
EIs of N neurons (e.g. obtained in a visual stimulation experiment).
Initialization
1: Estimate φ2 (artifact noise) and θ. . Hyperparameter estimation, Eq (3.7)
2: Also, estimate σ2 (neural noise) from traces.
Artifact/neural activity inference via coordinate ascent and extrapolation
3: for j = 1, . . . J do
4: Estimate A0j from A[j−1] (A01 ≡ 0). . Extrapolation, Eq (3.11)
5: while some sˆnj,i change from one iteration to the next do . Coordinate ascent
6: • Estimate sˆnj,i (for each i, n) greedily. . Matching pursuit, Eq (3.9)
7: until no spike addition increases the likelihood.
8: • Estimate Aˆj from residuals Yj −∑Nn=1 snj . . Artifact filtering, Eq (3.10).
9: end while
10: end for
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Notation Meaning
Y,A, s traces, artifact and neural activity, respectively.
Aˆ, sˆ inferred artifact and neural activity.
t, j, i, e time sample, stimulus index, trial index, electrode index.
T, J, nj, E number of time samples per recording, number of stimuli,
amount of trials per stimulus, number of electrodes in array.
bnj,i Binary timing vector of spike of neuron n, at trial i of j-th stimulus.
snj,i Action potential (if any) of neuron n at trial i of j-th stimulus.
Mn matrix containing action potentials of neuron n,
aligned to spiking onset at different times as rows.
Kλ Matérn(3/2) kernel with inverse length-scale parameter λ.
K,K ′ Non-stimulating and stimulating electrodes kernels.
Kt, Ke, Ks time, electrode (space) and stimulus kernels (non-stimulating electrodes).
Krt , K
r
s time and stimulus kernels (stimulating electrode) at the r − th
range between breakpoints.
R number of intervals between breakpoints.
Kj,j sub-matrix of kernel matrix with fixed j-th stimulus.
ρ, ρr dimensionless factors for stimulating and non-stimulating electrode kernels.
α, β parameters of gamma ‘envelope’ dα,β(x) = xαexp(−xβ).
θ vector of kernel hyperparameters: θ = (ρ, α, λ, β) and
Kθ = Kt, Ke, Ks (non-stimulating electrodes).
φ2 noise variance of the artifact.
σ2 noise variance of recorded traces.
K(θ,φ
2), K(θ,φ
′2) Makes explicit the dependence of K,K ′ on parameters
K(θ,φ
2) = K,K(θ,φ′2) = K ′
Table 3.1: Summary of relevant notation.
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3.2.4.1 Initialization: hyperparameter estimation
From Eqs (3.2,3.3, 3.4) and 3.6 the GP model for the artifact is completely specified
by the hyperparameters θ = (ρ, α, λ, β) and φ2, φ′2 . The standard approach for
estimating θ is to optimize the marginal likelihood of the observed data Y Rasmussen
and Williams [2006]. However, in this setting computing this marginal likelihood
entails summing over all possible spiking patterns s while simultaneously integrating
over the high-dimensional vector A; exactly computing this large joint sum and integral
is computationally intractable. Instead we introduce a simpler approximation that is
computationally relatively cheap and quite effective in practice. We simply optimize





















A is a computationally cheap proxy for the true A. The notation K(θ,φ2)
makes explicit the parametric dependence of the kernels in Eqs 3.2 and 3.3, i.e.,
K(θ,φ
2) = Kθ +φ2IT×E×J with Kθ = ρKt⊗Ke⊗Ks for the non-stimulating electrodes
(or K(θ,φ′2) = Kθ + φ′2IT×E and Kθ =
∑R
r=1 ρ
rKrt ⊗Krs for the stimulating electrode).
Due to the Kronecker structure of these matrices, once
∼
A is obtained the terms
in Eq. 3.7 can be computed quite tractably, with computational complexity O(d3),
with d = max{E, T, J} (max{T, J} in the stimulating-electrode case), instead of
O(dim(A)3), with dim(A) = E · T · J , in the case of a general non-structured K.
Thus the Kronecker assumption here leads to computational efficiency gains of several
orders of magnitude. See e.g. Gilboa et al. [2015] for a detailed exposition of efficient
algorithmic implementations of all the operations that involve the Kronecker product
that we have adopted here; some potential further accelerations are mentioned in the
discussion section below.
Now we need to define
∼
A. The stimulating electrode case is a bit more straightforward:
we have found that setting
∼
A to the mean or median of Y across trials and then
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Figure 3.4: Examples of learned GP kernels. A Left: inferred kernels Kt,Ke,Ks
in the top, center, and bottom rows, respectively. Center : corresponding stationary auto-
covariances from the Matérn(3/2) kernels (Eq 3.4). Right: corresponding unnormalized
‘gamma-like’ envelopes dα,β (Eq 3.5). The inferred quantities are in agreement with what
is observed in Fig 3.3B: first, the shape of temporal term dα,β reflects that the artifact
starts small, then the variance amplitude peaks at ∼ .5 ms, and then decreases rapidly.
Likewise, the corresponding spatial dα,β indicates that the artifact variability induced by the
stimulation is negligible for electrodes greater than 700 microns away from the stimulating
electrode. B Same as A), but for the stimulating electrode. Only temporal kernels are
shown, for two inter-breakpoint ranges (first and second rows, respectively).
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solving Eq. 3.7 leads to reasonable hyperparameter settings. The reason is that can
neglect the effect of neural activity on traces, as the artifact A is much bigger than
the effect of spiking activity s on this electrode, and . We estimate distinct kernels
K ′t, K
′
s for each stimulating electrode (since from Fig 3.3A we see that there is a good
deal of heterogeneity across electrodes), and each of the ranges between breakpoints.
Fig 3.4B shows an example of some kernels estimated following this approach.
For non-stimulating electrodes, the artifact A is more comparable in size to the spiking
contributions s, and this simple average-over-trials approach was much less successful,
explained also by possible corruptions on ‘bad’, broken electrodes which could lead
to equally bad hyperparameters estimates. On the other hand, for non-stimulating
electrodes the artifact shape is much more reproducible across electrodes, so some
averaging over electrodes should be effective. We found that a sensible and more robust
estimate can be obtained by assuming that the effect of the artifact is a function of the
position relative to the stimulating electrode. Under that assumption we can estimate
the artifact by translating, for each of the stimulating electrodes, all the recorded
traces as if they had occurred in response to stimulation at the center electrode, and
then taking a big average for each electrode. In other words, we estimate
∼








Y es(e¯, t, j, i), (3.8)
where Y es are the traces in response to stimulation on electrode es and e¯ is the index
of electrode e after a translation of electrodes so that es is the center electrode. This
centered estimate leads to stable values of θ, since combining information across
many stimulating electrodes serves to average-out stimulating-electrode-specific neural
activity and other outliers.
Some implementation details are worth mentioning. First, we do not combine infor-
mation of all the E stimulating electrodes, but rather take a large-enough random
sample to ensure the stability of the estimate. We found that using ∼ 15 electrodes is
sufficient. Second, as the effect of the artifact is very localized in space, we do not
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utilize all the electrodes, but consider only the ones that are close enough to the center
(here, the 25% closest). This leads to computational speed-ups without sacrificing
estimate quality; indeed, using the entire array may lead to sub-optimal performance,
since distant electrodes essentially contribute noise to this calculation. Third, we
do not estimate φ2 by jointly maximizing Eq 3.7 with respect to (θ, φ). Instead, to
avoid numerical instabilities we estimate φ2 directly as the background noise of the
fictitious artifact. This can be easily done before solving the optimization problem, by
considering the portions of A with the lowest artifact magnitude, e.g. the last few time
steps at the lowest amplitude of stimulation at electrodes distant from the stimulating
electrode. Fig 3.4A shows an example of kernels Kt, Ke, and Ks estimated following
this approach.
3.2.4.2 Coordinate Ascent
Once the hyperparameters θ are known we focus on the posterior inference for A, s
given θ and observed data Y . The non-convexity of the set over which the binary
vectors bn are defined makes this problem difficult: many local optima exist in practice
and, as a result, for global optimization there may not be a better alternative than
to look at a huge number of possible cases. We circumvent this cumbersome global
optimization by taking a greedy approach, with two main characteristics: first, joint
optimization over A and s is addressed with alternating ascent (over A with s held
fixed, and then over s with A held fixed). Alternating ascent is a common approach
for related methods in neuroscience (e.g. Zanos et al. [2011], Pillow et al. [2013]),
where the recordings are modeled as an additive sum of spiking, noise, and other terms.
Second, data is divided in batches corresponding to the same stimulus amplitude,
and the analysis for the (j + 1)-th batch starts only after definite estimates sˆ[j] and
Aˆ[j] have already been produced ([j] denotes the set {1, . . . , j}). Moreover, this latter
estimate of the artifact is used to initialize the estimate for Aj+1 (intuitively, we borrow
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strength from lower stimulation amplitudes to counteract the more challenging effects
of artifacts at higher amplitudes). We address each step of the algorithm in turn
below. For simplicity, we describe the details only for the non-stimulating electrodes.
Treatment of the stimulating electrode is almost the same but demands a slightly
more careful handling that we defer to 3.2.4.4.
Given the batch Yj and an initial artifact estimate A0j (see 3.2.4.3) we alternate between
neural activity estimation sˆj given a current artifact estimate, and artifact estimation
Aˆj given the current estimate of neural activity. This alternating optimization stops
when changes in every sˆnj are sufficiently small, or nonexistent.
Matching pursuit for neural activity inference. Given the current artifact esti-
mate Aˆj we maximize the conditional distribution for neural activity p(sj|Yj, Aˆj, σ2) =∏nj
i=1 p(sj,i|Yj,i, Aˆj, σ2), which corresponds to the following sparse regression problem












We seek to find the allocation of spikes that will lead the best match with the residuals
(Yj,i − Aˆj). We follow a standard template-matching-pursuit greedy approach (e.g.
Pillow et al. [2013]) to locally optimize Eq 3.9: specifically, for each trial we iteratively
search for the best choice of neuron/time, then subtract the corresponding neural
activity until the proposed updates no longer lead to increases in the likelihood.
Filtering for artifact inference. Given the current estimate of neural activity sˆj we
maximize the posterior distribution of the artifact, that is, maxAj p(Aj|Yj, sˆj, θ, σ2),
which here leads to the posterior mean estimator (again, the overline indicates mean
across the nj trials):
Aˆj = E(Aj|Yj, sˆj, θ, σ2, φ2) = Kθj,j
K(θ,σ2nj +φ2)j,j
−1 (Y¯j − ¯ˆsj). (3.10)
This operation can be understood as the application of a linear filter. Indeed, by
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appealing to the eigendecomposition of K(θ,σ
2/nj+φ2)
j,j we see this operator shrinks
the m-th eigencomponent of the artifact by a factor of κm/(κm + σ2/nj + φ2) (κm
is the m-th eigenvalue of K(θ,σ
2/nj+φ2)
j,j ), exerting its greatest influence where κm is
small. Notice that in the extreme case that σ2/nj + φ2 is very small compared to
the κm then Aˆj ≈ (Y¯j − ¯ˆsj), i.e., the filtered artifact converges to the simple mean of
spike-subtracted traces.
Convergence. Remarkably, in practice often only a few (e.g. 3) iterations of
coordinate ascent (neural activity inference and artifact inference) are required to
converge to a stable solution (snj ){n=1,...N}. The required number of iterations can
vary slightly, depending e.g. on the number of neurons or the signal-to-noise; i.e., EI
strength versus noise variance.
3.2.4.3 Iteration over batches and artifact extrapolation
The procedure described in 3.2.4.2 is repeated in a loop that iterates through the
batches corresponding to different stimulus strengths, from the lowest to the highest.
Also, when doing j → j + 1 an initial estimate for the artifact A0j+1 is generated
by extrapolating from the current, faithful, estimate of the artifact up to the j-th
batch. This extrapolation is easily implemented as the mean of the noise-free posterior
distribution in this GP setup, that is:







Importantly, in practice this initial estimate ends up being extremely useful, as in the
absence of a good initial estimate, coordinate ascent often leads to poor optima. The
very accurate initializations from extrapolation estimates help to avoid these poor
local optima.
We note that both for the extrapolation and filtering stages we still profit from the
scalability properties that arise from the Kronecker decomposition. Indeed, the two
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required operations — inversion of the kernel and the product between that inverse
and the vectorized artifact — reduce to elementary operations that only involve the
kernels Ke, Kt, Ks Gilboa et al. [2015].
3.2.4.4 Integrating the stimulating and non-stimulating electrodes
Notice that the same algorithm can be implemented for the stimulating electrode, or
for all electrodes simultaneously, by considering equivalent extrapolation, filtering, and
matched pursuit operations. The only caveat is that extrapolation across stimulation
amplitude breakpoints does not make sense for the stimulating electrode, and therefore,
information from the stimulating electrode must not be taken into account at the
first amplitude following a breakpoint, at least for the first matching pursuit-artifact
filtering iteration.
3.2.4.5 Further computational remarks
Note the different computational complexities of artifact related operations (filtering,
extrapolation) and neural activity inference: while the former depends (cubically)
only on T,E, J , the latter depends (linearly) on the number of trials nj, the number
of neurons, and the number of electrodes on which each neuron’s EI is significantly
nonzero. In the data analyzed here, we found that the fixed computational cost of
artifact inference is typically bigger than the per-trial cost of neural activity inference.
Therefore, if spike sorting is required for big volumes of data (nj  1) it is a sensible
choice to avoid unnecessary artifact-related operations: as artifact estimates are stable
after a moderate number of trials (e.g. nj = 50), one could estimate the artifact with
that number, subtract that artifact from traces and perform matching pursuit for the
remaining trials. That would also be helpful to avoid unnecessary multiple iterations
of the artifact inference - spike inference loop.
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3.2.5 Simplifications and extensions
3.2.5.1 A simplified method
We now describe a way to reduce some of the computations associated with algorithm
1. This simplified method is based on two observations: first, as discussed above,
if many repetitions are available, the sample mean of spike subtracted traces over
trials should already provide an accurate artifact estimator, making filtering (Eq 3.10)
superfluous. (Alternatively, one could also consider the more robust median over trials;
in the experiments analyzed here we did not find any substantial improvement with the
median estimator.) Second, as artifact changes smoothly across stimulus amplitudes,
it is reasonable to use the artifact estimated at condition j as an initialization for the
artifact estimate at the (j + 1)th amplitude. Naturally, if two amplitudes are too far
apart this estimator breaks down, but if not, it circumvents the need to appeal to Eq
3.11.
Thus, we propose a simplified method in which Eq 3.10 is replaced by the spike-
subtracted mean voltage (i.e. skip the filtering step in line 9 of Algorithm 1), and Eq
3.11 is replaced by simple ‘naive’ extrapolation (i.e. avoid kernel-based extrapolation
in line 5 of Algorithm 1 and just initialize A0j+1 = Aˆ[j]). We can derive this simplified
estimator as a limiting special case within our GP framework: first, avoiding the
filtering operator is achieved by neglecting the noise variances σ2 and φ2, as this
essentially means that our observations are noise-free; hence, there is no need for
smoothing. Also, our naive extrapolation proposal can be obtained using an artifact
covariance kernel based on Brownian motion in j Karatzas and Shreve [2012].
Finally, notice that the simplified method does not require a costly initialization (i.e,
we can skip the maximization of Eq 3.7 in line 2 of Algorithm 1).
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3.2.5.2 Beyond single-electrode stimulation
So far we have focused our attention on single electrode stimulation. A natural
question is whether or not our method can be extended to analyze responses to
simultaneous stimulation at several electrodes, which is of particular importance
for the use of patterned stimulation as a means of achieving selective activation of
neurons Jepson et al. [2014a], Maturana et al. [2016]. One simple approach is to
simply restrict attention to experimental designs in which the relative amplitudes
of the stimuli delivered on each electrode are held fixed, while we vary the overall
amplitude. This reduces to a one-dimensional problem (since we are varying just a
single overall amplitude scalar). We can apply the approach described above with no
modifications to this case, just replacing “stimulus amplitude" in the single-electrode
setting with “overall amplitude scale" in the multiple-electrode case.
In this work we consider three types of multiple electrode stimulation: Bipolar
stimulation, Local Return stimulation and Arbitrary stimulation patterns. Bipolar
stimuli were applied on two neighboring electrodes, and consisted of simultaneous
pulses with opposite amplitudes. The purpose was to modulate the direction of the
applied electric field Rattay and Resatz [2004]. The local return stimulus had the
same central electrode current, with simultaneous current waveforms of opposite sign
and one sixth amplitude on the six immediately surrounding return electrodes. The
purpose of the local return stimulus configuration was to restrict the current spread of
the stimulation pulse by using local grounding. More generally, arbitrary stimulation
patterns (up to four electrodes) were similarly designed to shape the resulting electric
field, and consisted of simultaneous pulses of varied amplitudes.
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3.3 Results
We start by showing, in Fig 3.5, an example of the estimation of the artifact A and
spiking activity s from single observed trials Y . Here, looking at individual responses
to stimulation provides little information about the presence of spikes, even if the EIs
are known. Thus, the estimation process relies heavily on the use of shared information
across dimensions: in this example, a good estimate of the artifact was obtained by
using information from stimulation at lower amplitudes, and from several trials.
3.3.1 Algorithm validation
We validated the algorithm by measuring its performance both on a large dataset
with available human-curated spike sorting and with ground-truth simulated data (we
avoid the term ground-truth in the real data to acknowledge the possibility that the
human makes mistakes).
3.3.1.1 Comparison to human annotation
The efficacy of the algorithm was first demonstrated by comparison to human-curated
results from the peripheral primate retina. The algorithm was applied to 4,045 sets of
traces in response to increasing stimuli. We refer to each of these sets as an amplitude
series. These amplitude series came from the four stimulation categories described in
Materials and Methods: single-electrode, bipolar, local return, and arbitrary.
We first assessed the agreement between algorithm and human annotation on a trial-
by-trial basis, by comparing the presence or absence of spikes, and their latencies.
Results of this trial-by-trial analysis for the kernel-based estimator are shown in Fig
3.6A. Overall, the results are satisfactory, with an error rate of 0.45%. Errors were
the result of either false positives (misidentified spikes over the cases of no spiking) or















Figure 3.5: Example of neural activity and artifact inference in a neighborhood
of the stimulating electrode. Left: Two recordings in response to a 2.01 µA stimulus.
Center: estimated artifact (as the stimulus doesn’t change, it is the same for both trials).
Right: Difference between raw traces and estimated artifact, with inferred spikes in color.
In the first trial (above) one spiking neuron was detected, while in trial 2 (below) three
spiking neurons were detected. The algorithm separates the artifact A and spiking activity
s effectively here.
false negatives (failures in detecting truly existing spikes), whose rates were 0.43%
(FPR, false positives over total positives) and 1.08% (FNR, false negatives over total
negatives), respectively. For reference, we considered the baseline given by the simple
estimator introduced in Hashimoto et al. [2002]: there, the artifact is estimated as the
simple mean of traces. False negative rates were an order of magnitude larger for the
reference estimator, 49% (see Fig A.2 in the Appendix for details). In Comparison to
other methods we further discuss why this reference method fails in this data.
We observed comparable error rates for the simplified and kernel-based estimator
(again, see Fig A.2 in the Appendix for details). To further investigate differences in
performance, we considered three ‘perturbations’ to real data (restricting our attention
to single-electrode stimulation, for simplicity): sub-sampling of trials (by limiting
the maximum number of trials per stimulus to 20, 10, 5, and 2), sub-sampling of
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amplitudes (considering only every other or every other other stimulus amplitude
in the sequence), and noise injection, by adding uncorrelated Gaussian noise with
standard deviation σ = 5, 10, or 20µ V (this noise adds to the actual noise in recordings
that here we estimated below σ = 6µV, by using traces in response to low amplitude
stimuli far from the stimulation site). Representative results are shown in Fig 3.6B
(but see Fig A.3 in the Appendix for full comparisons), and indicate that indeed
the kernel-based estimator delivers superior performance in these more challenging
scenarios. Thus unless otherwise noted below we focus on results of the full kernel-
based estimator, not the simplified estimator; see Discussion for more comparisons
between both estimators.
We also quantified accuracy at the level of the entire amplitude series, instead of
individual trials: given an amplitude series we conclude that neural activation is
present if the sigmoidal activation function fit (specifically, the CDF of a normal
distribution) to the empirical activation curves —the proportion of trials where spikes
occurred as a function of stimulation amplitude — exceeds 50% within the ranges of
stimulation. In the positive cases, we define the stimulation threshold as the current
needed to elicit spiking with 0.5 probability. This number provides an informative
univariate summary of the activation curve itself. The obtained results are again
satisfactory (Fig 3.6C). Also, in the case of correctly detected events we compared
the activation thresholds (Fig 3.6D) and found little discrepancy between human
and algorithm (with the exception of a single point, which can be better considered
as an additional false positive, as the algorithm predicts activation at much smaller
amplitude of stimulus).
We investigated various covariates that could modulate performance: distance between
targeted neuron and stimulating electrode (Fig 3.6E), strength of the neural signals
(Fig 3.6F) and maximum permitted number of iterations of the coordinate ascent step
(Fig 3.6G). Regarding the first, we divided data by somatic stimulation (stimulating
electrode is the closest to the soma), peri-somatic stimulation (stimulating electrode
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neighbors the closest to the soma) and distant stimulation (neither somatic nor
peri-somatic). As expected, accuracies were the lowest when the neural soma was
close to the stimulating electrode (somatic stimulation), presumably a consequence
of artifacts of larger magnitude in that case. Regarding the second, we found that
error significantly decreases with strength of the EI, indicating that our algorithm
benefits from strong neural signals. With respect to the third, we observe some benefit
from increasing the maximum number of iterations, and that accuracies stabilize after
a certain value (e.g. three), indicating that either the algorithm converged or that
further coordinate iterations did not lead to improvements.
Finally, we report two other relevant metrics: first, differences between real and
inferred latencies (Fig 3.6H, only for correctly identified spikes) revealed that in the
vast majority of cases (>95%) spike times inferred by human vs. algorithm differed
by less than 0.1 ms. Second, we assessed computational expenses by measuring the
algorithm’s running time for the analysis of a single-electrode scan; i.e, the totality of
the 512 amplitude series, one for each stimulating electrode (Fig 3.6I). The analysis
was done in parallel, with twenty threads analyzing single amplitude series (details in
section A.1 in the Appendix). We conclude that we can analyze a complete experiment
in ten to thirty minutes and that the parallel implementation is compatible with
the time scales required by closed-loop pipelines. We further comment on this in
Online data analysis. Comparisons in Fig 3.6I also illustrate that our methods are
2x-3x slower than the (much less accurate) reference estimator, but that differences
between kernel-based and the simplified estimator are rather moderate. This suggests
that filtering and extrapolation are inexpensive in comparison to the time spent in
the matching pursuit stage of the algorithm, and that the cost of finding the hyper-
parameters (only once) is negligible at the scale of the analysis of several hundreds of
amplitude series.
We refer the reader to section A.1 in the Appendix for details on population statistics
of the analyzed data, exclusion criteria, and computational implementation.
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3.3.1.2 Simulations
Synthetic datasets were generated by adding artifacts measured in TTX recordings
(not contaminated by neural activity s), real templates, and white noise, in an attempt
to faithfully match basic statistics of neural activity in response to electrical stimuli,
i.e., the frequency of spiking and latency distribution as a function of distance between
stimulating electrode and neurons (see Fig A.5 in the Appendix). These simulations
(only on single-electrode stimulation) were aimed to further investigate the differences
between the naive and kernel-based estimators, by determining when — and to
which extent — filtering (Eq 3.10) and extrapolation (Eq 3.11) were beneficial to
enhance performance. To address this question, we evaluated separately the effects
of the omission and/or simplification of the filtering operation (Eq 3.10), and of the
replacement of the kernel-based extrapolation (Eq 3.11) by the naive extrapolation
estimator that guesses the artifact at the j-th amplitude of stimulation simply as the
artifact at the j − 1 amplitude of stimulation.
As the number of trials nj goes to infinity, or as the noise level σ goes to zero, the
influence of the likelihood grows compared to the GP prior, and the filtering operator
converges to the identity (see Eq 3.10). However, applied on individual traces, where
the influence of this operator is maximal, filtering removes high frequency noise
components and variations occurring where the localization kernels do not concentrate
their mass (Fig 3.4A), which usually correspond to spikes. Therefore, in this case
filtering should lead to less spike-contaminated artifact estimates. Fig 3.7B confirms
this intuition with results from simulated data: in cases of high σ2 and small nj the
filtering estimator led to improved results. Moreover, a simplified filter that only
consisted of smoothing kernels (i.e. for all the spatial, temporal and amplitude-wise
kernels the localization terms dα,β in Eq 3.5 were set equal to 1, leading to the Matérn
kernel in Eq 3.4) led to more modest improvements, suggesting that the localization
terms (Eq 3.5) — and not only the smoothing kernels — act as sensible and helpful
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modeling choices.
Likewise, we expect that kernel-based extrapolation leads to improved performance if
the artifact magnitude is large compared to the size of the EIs: in this case, differences
between the naive estimator and the actual artifact would be large enough that many
spikes would be misidentified or missed. However, since kernel-based extrapolation
produces better artifact estimates (see Fig 3.8A-B), the occurrence of those failures
should be diminished. Indeed, Fig 3.8C shows that better results are attained when
the size of the artifact is multiplied by a constant factor (or equivalently, neglecting
the noise term σ2, when the size of the EIs is divided by a constant factor). Moreover,
the differential results obtained when including the filtering stage suggest that the
two effects are non-redundant: filtering and extrapolation both lead to improvements
and the improvements due to each operation are not replaced by the other.
3.3.2 Applications: high resolution neural prosthesis
A prominent application of our method relates to the development of high-resolution
neural prostheses (particularly, epi-retinal prosthesis), whose success will rely on the
ability to elicit arbitrary patterns of neural activity through the selective activation
of individual neurons in real-time Jepson et al. [2013, 2014a,b]. For achieving such
selective activation in a closed-loop setup, we need to know how different stimulating
electrodes activate nearby neurons, information that is easily summarized by the
activation curves, with the activation thresholds themselves as proxies. Unfortunately,
obtaining this information in real time — as required for prosthetic devices — is
currently not feasible since estimation of thresholds requires the analysis of individual
responses to stimuli. In Online data analysis we discuss in detail how, within our
framework, to overcome the stringent time limitations required for such purposes.
Figures 3.9, 3.10, 3.11, and 3.12 show pictorial representations of different features of
the results obtained with the algorithm, and their comparison with human annotation.
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Axonal reconstructions from all of the neurons in the figures were achieved through
a polynomial fit to the neuron’s spatial EI, with soma size depending on the EI
strength (see Jepson et al. [2014a] for details). Each of these figures provides particular
insights to inform and guide the large-scale closed-loop control of the neural population.
Importantly, generation of these maps took only minutes on a personal computer,
compared to many human hours, indicating feasibility for clinical applications and
substantial value for analysis of laboratory experiments Jepson et al. [2014a,b].
Fig 3.9 focuses on the stimulating electrode’s point of view: given stimulation in one
electrode, it is of interest to understand which neurons will get activated within the
stimulation range, and how selective that activation can be made. This information is
provided by the activation curves, i.e, their steepness and their associated stimulation
thresholds. Additionally, latencies can be informative about the spatial arrangement
of the system under study, and the mode of neural activation: in this example, one cell
is activated through direct stimulation of the soma, and the other, more distant cell
is activated through the indirect and antidromic propagation of current through the
axon Grosberg et al. [2015]. This is confirmed by the observed latency pattern.
Fig 3.10 depicts the converse view, focusing on the neuron. Here we aim to determine
the cell’s electrical receptive field Fine et al. [2015], Maturana et al. [2016] to single-
electrode stimulation; that is, the set of electrodes that are able to elicit activation,
and in the positive cases, the corresponding stimulation thresholds. These fields are
crucial for tailoring stimuli that selectively activate sub-populations of neurons.
Fig 3.11 shows how the algorithm enables the analysis of responses to bipolar stimula-
tion. This strategy has been suggested to enhance selectivity Grumet et al. [2000], by
differentially shifting the stimulation thresholds of the cells so the range of currents
that lead to activation of a single cell is widened. More generally, multi-electrode
spatial stimulation patterns have the potential to enhance selectivity by producing
an electric field optimized for activating one cell more strongly than others Jepson
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et al. [2014a], and Fig 3.11 is a depiction of how our algorithm permits an accurate
assessment of this potential enhancement.
Finally, Fig 3.12 shows a large-scale summary of the responses to single-electrode
stimulation. There, a population of ON and OFF parasol cells was stimulated at many
different electrodes close to their somas, and each of those cells was then labeled by
the lowest achieved activation threshold. These maps provide a proxy of the ability to
activate cells with single-electrode stimulation, and of the different degrees of difficulty
in achieving activation. Since in many cases only as few as 20% of the neurons can be
activated Grosberg et al. [2017], the information about which cells were activated can
provide a useful guide for the on-line development of more complex multiple electrode
stimulation patterns that activate the remaining cells.
3.4 Discussion
Now we discuss the main features of the algorithm in light of the results and sketch
some extensions to enable the analysis of data in contexts that go beyond those
analyzed here.
3.4.1 Simplified vs. full kernel-based estimators
Figures 3.6B, 3.7B, 3.8C, and Fig A.3 in the Appendix illustrate some cases where
the full kernel-based estimator outperforms the simplified artifact estimator. These
cases correspond to heavy sub-sampling or small signal-to-noise ratios, where the data
do not adequately constrain simple estimators of the artifact and the full Bayesian
approach can exploit the structure in the problem to obtain significant improvements.
In closed-loop experiments (discussed below in Online data analysis) experimental
time is limited, and the ability to analyze fewer trials without loss of accuracy opens
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up the possibility for new experimental designs that may not have been otherwise
feasible. That said, it is useful to note that simplified estimators are available and
accurate in regimes of high SNR and where many trials are available.
3.4.2 Comparison to other methods
We showed that our method strongly outperforms the simple proposal by Hashimoto
et al. [2002]. Although this competing method was successful on its intended applica-
tion, here it breaks down since neural activity tends to appear rather deterministically
(i.e., spikes occur with very high probability and have low variability in time across
trials) for stimuli of high amplitude. This phenomenon is documented in Fig A.5 in
the Appendix, and can be also observed in Fig 3.2 (see traces in responses to the
strongest stimulus). As a consequence, the mean-of-traces estimator of the artifact
also contains the neural activity that is being sought, leading to a dramatic failure in
detecting spikes, explaining the high false negative rate.
Two other prominent artifact cancellation methods exist, but neither applies directly
to our context. The method of Heffer and Fallon [2008] considers high-frequency
stimulation (5khz). In that context, since action potentials follow a much larger
time course than of this very short latency artifact, it is relatively easy to cancel the
artifact and recover neural activity by linearly interpolating the recordings whenever
stimulation occurs. However, here, as seen in Fig 3.2, the artifact’s time course can
be larger than of spikes (especially at the stimulating electrode). Additionally, the
method of Wagenaar and Potter [2002] has guarantees of success only for latencies
greater than 2ms after the onset of stimulus, much larger than the ones addressed
here (as small as 0.3 ms). Their 2ms threshold comes from the observation that it is
at that time when spikes and artifacts become spectrally separable. However, in our
case, at smaller latencies the artifact has a highly transient nature and there is much
diversity of artifact shapes (Fig 3.3) for different electrodes and pulse amplitudes.
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This immediately excludes the possibility of considering an algorithm based on the
spectral differentiation between the spikes and the artifacts in the low-latency context
we care about.
3.4.3 Online data analysis
The present findings open a real possibility for the development of closed-loop experi-
ments to achieve selective activation of neurons, Potter et al. [2014], Pais-Vieira et al.
[2016] featuring online data analysis at a much larger scale scale than was previously
possible.
We briefly discuss a hypothetical pipeline for a closed loop-experiment, involving four
steps: i) visual stimulation and subsequent spike sorting to identify neurons and their
EIs; ii) single-electrode stimulation scans to map the excitability of those neurons
with respect to each of the electrodes in the MEA; iii) additional multi-electrode
stimulation to further explore ways to activate cells (optional); and iv) computation
of optimal stimulation patterns to match a desired spike train.
Step (iii) might be helpful to enhance combinatorial richness (i.e. the number of ways
in which ways neurons can be stimulated) if the available stimulus space resulting from
single-electrode stimulation does not lead to a complete selective activation of neurons
(in the retina, this will often be the case Grosberg et al. [2017]). There is a caveat,
though: allowing for arbitrary stimulation patterns is not possible without further
assumptions, since the number of possible amplitude series, i.e., sequences of multi-
dimensional stimuli with increasing amplitude, increases exponentially with the number
of stimulating electrodes. We propose two solutions: 1) focus on patterns for which
there is a clear underlying biophysical interpretation in terms of interactions between
the neural tissue and the applied electrical field (e.g., the bipolar and local return
stimulation patterns explored here) so that the number of patterns remains bounded,
and 2) relax the amplitude series assumption; i.e. allows modes of data collection
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where recordings are not in response to a sequence of stimulus with increasing strength.
This would be possible if artifacts obeyed linear superposition (i.e. the artifact to
arbitrary stimulation breaks down into the linear sum of the individual artifacts),
since then we would simply need to save the artifacts to single electrode stimulation,
and subtract them as required from traces to arbitrary stimuli. In Fig A.6 in the
Appendix we provide some elementary evidence that supports this linear superposition
hypothesis in the simplest, two-electrode stimulation case. However, we stress that
further research is required to establish artifact linearity more generally.
3.4.4 Limitations
Here we comment on the current limitations of our method while suggesting some
possible extensions.
3.4.4.1 Beyond the retina: dealing with unavailability of electrical im-
ages
We stress the generalizability of our method to neural systems beyond the retina, as we
expect that the qualitative characteristics of this artifact, being a general consequence
of the electrical interactions between the neural tissue and the MEA Hottowy et al.
[2012], are replicable up to different scales that can be accounted for by appropriate
changes in the hyperparameters.
In this work we have assumed that the EIs of the spiking neurons are available. At
least in the retina, this will normally be the case, as spontaneous firing is ubiquitous
among retinal ganglion cells Sakmann and Creutzfeldt [1969]. Thus we can use this
spontaneous activity to infer the EIs or other cell properties (e.g. cell type) ‘in the dark’
Richard et al. [2015]. If this is not the case, we propose stimulation at low amplitudes
so that the elicited cell activity is variable and therefore an initial crude estimate of
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the artifact can be initialized by the simple mean or median over many repetitions
of the same stimulus. Then, after artifact subtraction EIs could be estimated with
standard spike sorting approaches.
More generally, this additional EI estimation step could be stated in terms of an outer
loop that iterates between EI estimation, given current artifact estimates, and neural
activity and artifact estimation given the current EI estimate — that is, our algorithm.
Furthermore, we notice the EI estimation step is essentially spike sorting; therefore,
there is room for the use of state-of-the-art Pachitariu et al. [2016], Yger et al. [2016]
methods to achieve efficient implementations. This outer loop would be especially
helpful to enable the online update of the EI in order to counteract the effect of tissue
drift, or to correct possible biases in estimates of the EI provided by visual stimulation
Branchaud et al. [2006], Franke et al. [2010], which could lead to problematic changes
in EI shape over the course of an experiment. We acknowledge, however, that the
implementation of this loop could significantly increase the computational complexity
of our algorithm, and deem as an open problem how to achieve a reduction in
computational complexity so that online data analysis would still be feasible.
3.4.4.2 Small spikes: accounting for correlated noise
We assumed that the noise process () was uncorrelated in time and across electrodes,
and had a constant variance. This is certainly an overly crude assumption: noise in
recordings does exhibit strong spatiotemporal dependencies Fee et al. [1996], Pillow
et al. [2013], and methods for properly estimating these structured covariances have
been proposed Pillow et al. [2013], Franke et al. [2015]. To relax this assumption
we can consider an extra, pre-whitening stage in the algorithm, where traces are
pre-multiplied by a suitable whitening matrix. This matrix can be estimated by
using stimulation-free data (e.g. while obtaining the EIs) as in Pillow et al. [2013].
The use of a more accurate noise model might be helpful as a means to decrease
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the signal-to-noise ratio under which the algorithm can operate: here, we discarded
neurons whose EI peak strength was smaller than 30 µ V (across all electrodes), as
the guarantees for accurate spike identification were lost in that case. If this threshold
of 30 can be decreased then cells with typically smaller spikes (e.g. retinal midget
cells) could be better identified.
3.4.4.3 Saturation
Amplifier saturation is a common problem in electrical stimulation systems Merletti
et al. [1992], Hottowy et al. [2012], Obien et al. [2015], and arises when the actual
voltage (comprising artifacts and neural activities) exceeds the saturation limit of the
stimulation hardware. Although in this work we have considered stimulation regimes
that did not lead to saturation, we emphasize that our method would be helpful to
deal with saturated traces as well: indeed, in opposition to naive approaches that
would lead to no other choice than throwing away entire saturated recordings, our
model-based approach enables a more efficient treatment of saturation-corrupted data.
We can understand this problem as an example of inference in the context of partially
missing observations, for which methods are already available in the GP framework
Wilson et al. [2014].
Finally, notice the above rationale applies not only to saturation, but also to any type
of data corruption that could render the recordings at certain electrodes useless.
3.4.4.4 Automatic detection of failures and post-processing
Since errors cannot be fully avoided, in order to enhance confidence in neural activity
estimates provided by the algorithm in the absence of rapid human analysis, we
propose to consider diagnostic measures to flag suspicious situations that could be
indicative of an algorithmic failure. We consider two measures that arise from a careful
analysis of the underlying causes of discrepancies between algorithm and human
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annotation.
The first comes from the activation curves: at least in the retina, it has been widely
documented that these should be smoothly increasing functions of the stimulus strength
Sekirnjak et al. [2006], Jepson et al. [2013]. Therefore, deviations from this expected
behavior — e.g., non-smooth activation curves characterized by sudden increases or
drops in spiking probability — are indicative of potential problems. For example,
the outlier in Fig 3.6D and many of the false positives in 3.6C are the result of an
incorrectly inferred sudden increase of spiking from one stimulus amplitude to the next.
Moreover, often this sudden increase is ultimately caused by a wrong extrapolation
estimate, either with the kernel-based or naive extrapolation estimators. Thus, the
application of this simple post-processing criterion (detection of sudden increases in
spiking probability) would mark this cell for revised analysis.
The second relates to the residuals, or the difference between observed data and the
sum of artifact and neural activity. Cases where those residuals are relatively large
could indicate a failure in detecting spikes, perhaps due to a mismatch between a
mis-specified EI and observed data. Indeed, we observed many cases where results
were wrong because recordings contained activity that did not match any of the
available templates. In such cases it is hard even for a human to make a judgment,
as he or she has to carefully decide whether the observed activity corresponds to an
available inaccurate EI or rather, to a truly spiking neuron that was not identified
during the EI creation stage. We have reported these as errors, but we highlight they
were propagated from the previous spike sorting stage. Therefore, methods to quantify
the per-neuron credibility of the templates, such as those developed in Barnett et al.
[2016], are of crucial importance here to complement the above residual criterion.
In either case, the diagnostic measures can be implemented as an automatic procedure
based on goodness-of-fit statistics (e.g. the deviance Hosmer et al. [1997]), or even
simpler quantities (e.g. an abrupt increase in firing probability between two consecutive
values). Moreover, we have showed in related work Mena et al. [2015] that these
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automatic diagnostics can be implemented in a further post-processing stage, where
the artifact is locally re-sampled or interpolated from the Gaussian model if a possible
error has been diagnosed.
3.4.4.5 Larger and denser arrays, different time scales
In this work, the computationally limiting factor is E, the number of electrodes, as this
dominates the (cubic) computational time of the GP inference steps. Recent advances
in the scalable GP literature Titsias [2009], Wilson and Nickisch [2015], Hensman et al.
[2015] should be useful for extending our methods to even larger arrays as needed; we
plan to pursue these extensions in future work.
Finally, we also note that an extension to denser arrays (e.g. Radivojevic et al. [2016])
is immediately available within our framework: indeed, preliminary results with denser
arrays (30µm spacing between electrodes) revealed that due to the increased proximity
between the stimulating electrode and its neighboring electrodes, those electrodes also
possessed large artifacts and were subject to the effect of breakpoints. Then, we can
proceed exactly as we did in Beyond single-electrode stimulation for local return, by
considering different models for the stimulating electrode and its neighbors. We have
developed a method to automate spike sorting in electrical stimulation experiments
using large MEAs, where artifacts are a concern. We believe our developments will
be useful to enable closed-loop neural stimulation at a much larger scale than was
previously possible, and to enhance the ability to actively control neural activity. Also,
our algorithm has the potential to constitute an important computational substrate
for the development of future neural prostheses, particularly epi-retinal prostheses.
We have made available, in the first author’s website, MATLAB code that contains
an example applying the algorithm to process one of the datasets analyzed in this
paper.
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Figure 3.6: Population results from thirteen retinal preparations reveal the
efficacy of the algorithm A. Trial-by-trial wise performance of estimators broken down by
the the four types of stimulation considered (total number of trials 1,713,233, see Table A.1 in
the Appendix for details). B. Trial-by-trial wise performance of estimators to perturbations
of real data (only single-electrode): five trials per stimulus for trial subsampling, every
other stimulus for amplitude subsampling and σ = 20 for noise injection. C,D. Amplitude-
series wise performance of estimators. C: false omission rate (FOR = FN/(FN+TP)), false
discovery rate (FDR = FP/(FP+TP)), and error rate based on the 4,045 available amplitude
series (see Table A.2 in the Appendix for details); D: comparison of activation thresholds
(human vs. kernel-based algorithm). E. Performance measures (trial-by-trial) broken down
by distance between neuron and stimulating electrode. F. Trial-by-trial error as a function
of EI peak strength across all electrodes (only kernel-based). A Spearman correlation test
revealed a significant negative correlation. G. Error as a function of number of iterations in
the algorithm. H. For the true positives, histogram of the differences of latencies between
human and algorithm. I. Computational cost comparison of the three methods for the
analysis of single-electrode scans, with 20 to 25 (left) or 50 (right) trials per stimulus.





























































































Smoothing and localization 
filter, naive extrapolation
No filter, naive extrapolation
Figure 3.7: Filtering (Eq 3.10) leads to a better, less spike-corrupted artifact
estimate in our simulations. A effect of filtering on traces for two non-stimulating
electrodes, at a fixed amplitude of stimulation (2.2µA). A1,A3 raw traces, A2,A4 filtered
traces. Notice the two main features of the filter: first, it principally affects traces containing
spikes, a consequence of the localized nature of the kernel in Eq 3.2. Second, it helps
eliminate high-frequency noise. B through simulations, we showed that filtering leads to
improved results in challenging situations. Two filters — only smoothing and localization
+ smoothing — were compared to the omission of filtering. In all cases, to rule out that
performance changes were due to the extrapolation estimator, extrapolation was done with
the naive estimator. B1 results in a less challenging situation. B2 results in the heavily
subsampled (nj = 1) case. B3 results in the high-noise variance (σ2 = 10) case.


















































































































































Figure 3.8: Kernel-based extrapolation (Eq 3.11) leads to more accurate initial
estimates of the artifact. A comparison between kernel-based extrapolation and the
naive estimator, the artifact at the previous amplitude of stimulation. For a non-stimulating
(first row) and the stimulating (second row) electrode, left: artifacts at different stimulus
strengths (shades of blue), center: differences with extrapolation estimator (Eq 3.11), right:
differences with the naive estimator. B comparison between the true artifact (black), the
naive estimator (blue) and the kernel-based estimator (light blue) for a fixed amplitude of
stimulus (3.1µA) on a neighborhood of the stimulating electrode. C Through simulations we
showed that extrapolation leads to improved results in a challenging situation. Kernel-based
extrapolation was compared to naive extrapolation. C1 results in a less challenging situation.
C2-C3 results in the case where the artifact is multiplied by a factor of 3 and 5, respectively.
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Figure 3.9: Analysis of responses of neurons in a neighborhood of the stimulating
electrode. A Spatial configuration: stimulating electrode (blue/yellow annulus) and four
neurons on its vicinity. Soma of green neuron and axon of pink neuron overlap with
stimulating electrode. B Activation curves (solid lines) along with human-curated and
algorithm inferred spike probabilities (gray and colored circles, respectively) of all the four
cells. Stimulation elicited activation of green and pink neurons; however, the two other
neurons remained inactive. C Raster plots for the activated cells, with responses sorted
by stimulation strength in the y axis. Human and algorithm inferred latencies are in good
agreement (gray and colored circles, respectively). Here, direct somatic activation of the
green neuron leads to lower-latency and lower-threshold activation than of the pink neuron,
which is activated through its axon.
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Figure 3.10: Electrical receptive field of a neuron. A spatial representation of the
soma (black circle) and axon (black line) over the array. Electrodes where stimulation was
attempted are represented by circles, with colors indicating the activation threshold in the
case of a successful activation of the neuron within the stimulation range. B For those cases,
activation curves (solid lines) are shown along with with human and algorithm inferred spike
frequencies (gray and colored circles, respectively). Large circles indicate the activation
thresholds represented in A. In this case, much of the activity is elicited through axonal
stimulation, as there is a single electrode close to the soma that can activate the neuron.
Human and algorithm are in good agreement.
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Figure 3.11: Analysis of differential responses to single (A) and two-electrode (B)
stimulation. Gray and colored dots indicate human and algorithm inferences, respectively.
In both cases activation of the two neurons is achieved. However, shape of activation curves
is modulated by the presence of a current with the same strength and opposite polarity in a
neighboring electrode (yellow/blue annulus in B): indeed, in this case bipolar stimulation
leads to an enhanced ability to activate the pink neuron without activating the green neuron.
The algorithm is faithfully able to recover the relevant activation thresholds.
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Figure 3.12: Large-scale analysis of the stimulation of a population of parasol
cells. For each neuron, one or more stimulating electrodes in a neighborhood of neural soma
were chosen for stimulation. A Receptive fields colored by the lowest achieved stimulation
threshold (black if activation was not achieved). B Inferred somas (big black circles) of the
neurons labeled A-E in A), showing which electrodes were chosen for stimulation (small
circles) and whether activation was achieved (colors). C Activation curves (solid lines) of
the neurons in B for the successful activation cases. Gray and colored dots represent human
and algorithm results, respectively, and large circle indicates stimulation thresholds.
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Part III
Identity inference in C.elegans
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Permutation inference is central to many modern machine learning problems. Identity
management [Guibas, 2008] and multiple-object tracking [Shin et al., 2005, Kondor
et al., 2007] are fundamentally concerned with finding a permutation that maps an
observed set of items to a set of canonical labels. Ranking problems, critical to search
and recommender systems, require inference over the space of item orderings [Meilă
et al., 2007, Lebanon and Mao, 2008, Adams and Zemel, 2011]. Furthermore, many
probabilistic models, like preferential attachment network models [Bloem-Reddy and
Orbanz, 2016] and repulsive point process models [Rao et al., 2016], incorporate a
latent permutation into their generative processes; inference over model parameters
requires integrating over the set of permutations that could have given rise to the
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observed data. In neuroscience, experimentalists now measure whole-brain recordings
in C. Elegans [Kato et al., 2015, Nguyen et al., 2016b], a model organism with a known
synaptic network [White et al., 1986]; a current challenge is matching the observed
neurons to corresponding nodes in the reference network. In Section 4.5, we address
this problem from a Bayesian perspective in which permutation inference is a central
component of a larger inference problem involving unknown model parameters and
hierarchical structure.
The task of computing optimal point estimates of permutations under various loss
functions has been well studied in the combinatorial optimization literature [Kuhn,
1955b, Munkres, 1957b, Lawler, 1963]. However, many probabilistic tasks, like the
neural identity inference problem, require reasoning about the posterior distribution
over permutation matrices. A variety of Bayesian permutation inference algorithms
have been proposed, leveraging sampling methods [Diaconis, 1988, Miller et al., 2013,
Harrison and Miller, 2013], Fourier representations [Kondor et al., 2007, Huang et al.,
2009], as well as convex [Lim and Wright, 2014] and continuous [Plis et al., 2011]
relaxations for approximating the posterior distribution. We propose an alternative,
leveraging stochastic variational inference [Hoffman et al., 2013] and reparameterization
gradients [Rezende et al., 2014, Kingma and Welling, 2014] to derive a scalable and
efficient permutation inference algorithm.
Section 4.2 lays the necessary groundwork, introducing definitions, prior work on
permutation inference, variational inference, and continuous relaxations. Section 4.3
presents our primary contribution: a pair of transformations that enable variational
inference over doubly-stochastic matrices, and, in the zero-temperature limit, per-
mutations, via stochastic variational inference. In the process, we show how these
transformations connect to recent work on discrete variational inference [Maddison
et al., 2017, Jang et al., 2017]. Sections 4.4 and 4.5 present a variety of experiments
that illustrate the benefits of the proposed variational approach. Further details are
in the supplement.
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4.2 Background
4.2.1 Definitions and notation.
A permutation is a bijective mapping of a set onto itself. When this set is finite,
the mapping is conveniently represented as a binary matrix X ∈ {0, 1}N×N where
entry xm,n = 1 implies that element m is mapped to element n. Since permutations
are bijections, both the rows and columns of X must sum to one. From a geometric
perspective, the Birkhoff-von Neumann theorem states that the convex hull of the set
of permutation matrices is the set of doubly-stochastic matrices; i.e. non-negative
square matrices whose rows and columns sum to one. The set is called the Birkhoff
polytope. Let BN denote the Birkhoff polytope of N ×N doubly-stochastic matrices.
The row- and column-normalization constraints restrict BN to a (N − 1)2 dimensional
subset of RN×N . Despite these constraints, we have a number of efficient algorithms
for working with these objects. The Sinkhorn-Knopp algorithm [Sinkhorn and Knopp,
1967b] maps the positive orthant onto BN by iteratively normalizing the rows and
columns, and the Hungarian algorithm [Kuhn, 1955b, Munkres, 1957b] solves the
minimum cost bipartite matching problem, optimizing a linear objective over the set
of permutation matrices in cubic time.
4.2.2 Related Work
A number of previous works have considered approximate methods of posterior
inference over the space of permutations. When a point estimate will not suffice,
sampling methods like Markov chain Monte Carlo (MCMC) algorithms may yield
a reasonable approximate posterior for simple problems [Diaconis, 1988]. Harrison
and Miller [2013] developed an importance sampling algorithm that fills in count
matrices one row at a time, showing promising results for matrices with O(100) rows
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and columns. Li et al. [2013a] considered using the Hungarian algorithm within a
Perturb-and-MAP algorithm for approximate sampling. Another line of work considers
inference in the spectral domain, approximating distributions over permutations with
the low frequency Fourier components [Kondor et al., 2007, Huang et al., 2009]. Perhaps
most relevant to this work, Plis et al. [2011] propose a continuous relaxation from
permutation matrices to points on a hypersphere, and then use the von Mises-Fisher
(vMF) distribution to model distributions on the sphere’s surface. Finally, ranking
problems are a special case of a matching problems in which the labels are the ordered
set of integers {1, . . . , N}. The Placket-Luce model is one model for rankings that is
parameterized by a “score” for each item, and it admits efficient Bayesian inference
algorithms [Guiver and Snelson, 2009]. In general matching problems, however, the
output is not ordered, and we instead need scores for each item-label mapping. The
methods presented here address general matching problems.
4.2.3 Variational inference and the reparameterization trick
Given a model with data y, likelihood p(y |x), and prior p(x), variational Bayesian
inference algorithms aim to approximate the posterior distribution p(x | y) with a
more tractable distribution q(x; θ), where “tractable” means that we can sample q and
evaluate it pointwise (including its normalization constant) [Blei et al., 2017]. We find
this approximate distribution by searching for the parameters θ that minimize the
Kullback-Leibler (KL) divergence between q and the true posterior, or equivalently,
maximize the evidence lower bound (ELBO),
L (θ) , Eq [log p(x, y)− log q(x; θ)] .
Perhaps the simplest method of optimizing the ELBO is stochastic gradient ascent.
However, computing ∇θL (θ) requires some care since the ELBO contains an expecta-
tion with respect to a distribution that depends on these parameters.
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Figure 4.1: Reparameterizations of discrete polytopes. From left to right: (a) The Gumbel-
softmax, or “Concrete” transformation maps Gumbel r.v.’s ψ ∈ RN (blue dots) to points in
the simplex x ∈ ∆N by applying the softmax. Colored dots are random variates that aid in
visualizing the transformation. (b) Stick-breaking offers and alternative transformation for
categorical inference, here from points β ∈ [0, 1]N−1 to ∆N , but the ordering of the stick-
breaking induces an asymmetry in the transformation. (c) We extend this stick-breaking
transformation to reparameterize the Birkhoff polytope, i.e. the set of doubly-stochastic
matrices. We show how B3 is reparameterized in terms of matrices B ∈ [0, 1]2×2 These
points are mapped to doubly-stochastic matrices, which we have projected onto R2 below
(stencils show permutation matrices at the vertices). (d) Finally, we derive a “rounding”
transformation that moves points in RN×N nearer to the closest permutation matrix, which
is found with the Hungarian algorithm. This is more symmetric, but does not map strictly
onto BN .
When x is a continuous random variable, we can sometimes leverage the reparameteri-
zation trick [Salimans and Knowles, 2013, Kingma and Welling, 2014]. Specifically, in
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some cases we can simulate from q via the following equivalence,
x ∼ q(x; θ) ⇐⇒ z ∼ r(z), x = g(z; θ),
where r is a distribution on the “noise” z and where g(z; θ) is a deterministic and
differentiable function. The reparameterization trick effectively “factors out” the
randomness of q. With this transformation, we can bring the gradient inside the
expectation as follows,
∇θL (θ) = Er(z)
[
∇θ log p(g(z; θ) | y)−∇θ log q(g(z; θ); θ)
]
. (4.1)
This gradient can be estimated with Monte Carlo, and, in practice, this leads to lower
variance estimates of the gradient than, for example, the score function estimator
[Williams, 1992, Glynn, 1990].
Critically, the gradients in (4.1) can only be computed if x is continuous. Recently,
Maddison et al. [2017] and Jang et al. [2017] proposed the “Gumbel-softmax” method
for discrete variational inference. It is based on the following observation: discrete
probability mass functions q(x; θ) can be seen as densities with atoms on the vertices of
the simplex; i.e. on the set of one-hot vectors {en}Nn=1, where en = (0, 0, . . . , 1, . . . , 0)T
is a length-N binary vector with a single 1 in the n-th position. This motivates a
natural relaxation: let q(x; θ) be a density on the interior of the simplex instead, and
anneal this density such that it converges to an atomic density on the vertices. Fig. 4.1a
illustrates this idea. Gumbel random variates, are mapped through a temperature-
controlled softmax function, gτ (ψ) =
[
eψ1/τ/Z, . . . , eψN/τ/Z
]
, where Z = ∑Nn=1 eψn/τ ,
to obtain points in the simplex. As τ goes to zero, the density concentrates on one-hot
vectors.
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4.3 Variational permutation inference via reparam-
eterization
The Gumbel-softmax method scales linearly with the support of the discrete distribu-
tion, rendering it prohibitively expensive for direct use on the set of N ! permutations.
Instead, we develop two transformations to map O(N2)-dimensional random variates
to points in or near the Birkhoff polytope.1 Like the Gumbel-softmax method, these
transformations will be controlled by a temperature that concentrates the result-
ing density near permutation matrices. The first method is a novel “stick-breaking”
construction; the second rounds points toward permutations with the Hungarian
algorithm. We present these in turn and then discuss their relative merits. We provide
implementation details for both methods in the supplement.
4.3.1 Stick-breaking transformations to the Birkhoff poly-
tope
Stick-breaking is well-known as a construction for the Dirichlet process [Sethuraman,
1994]; here we show how the same intuition can be extended to more complex discrete
objects. Let B be a matrix in [0, 1](N−1)×(N−1); we will transform it into a doubly-
stochastic matrix X ∈ [0, 1]N×N by filling in entry by entry, starting in the top left
and raster scanning left to right then top to bottom. Denote the (m,n)-th entries
of B and X by βmn and xmn, respectively.
Each row and column has an associated unit-length “stick” that we allot to its entries.
The first entry in the matrix is given by x11 = β11. As we work left to right in the
1While Gumbel-softmax does not immediately extend to permutation inference, the methods
presented herein do apply to categorical inference. We explored this direction experimentally and
show results in the supplement.
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first row, the remaining stick length decreases as we add new entries. This reflects














This is illustrated in Fig. 4.1B, where points in the unit square map to points in the
simplex. Here, the blue dots are two-dimensional N (0, 4I) variates mapped through
a coordinate-wise logistic function.
Subsequent rows are more interesting, requiring a novel advance on the typical uses of
stick breaking. Here we need to conform to row and column sums (which introduce
upper bounds), and a lower bound induced by stick remainders that must allow
completion of subsequent sum constraints. Specifically, the remaining rows must now









Moreover, there is also a lower bound on xmn. This entry must claim enough of the
stick such that what remains fits within the confines imposed by subsequent column
sums. That is, each column sum places an upper bound on the amount that may be
attributed to any subsequent entry. If the remaining stick exceeds the sum of these















Rearranging terms, we have,
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Of course, this bound is only relevant if the right hand side is greater than zero. Taken
together, we have `mn ≤ xmn ≤ umn, where,
`mn , max





















Accordingly, we define xmn = `mn + βmn(umn − `mn). The inverse transformation
from X to B is analogous. We start by computing z11 and then progressively compute
upper and lower bounds and set βmn = (xmn − `mn)/(umn − `mn).
To complete the reparameterization, we define a parametric, temperature-controlled
density from a standard Gaussian matrix Z ∈ R(N−1)×(N−1) to the unit-hypercube B.
Let,
ψmn = µmn + νmnzmn,
βmn = σ (ψmn/τ) ,
where θ = {µmn, ν2mn}Nm,n=1 are the mean and variance parameters of the intermediate
Gaussian matrix Ψ, σ(u) = (1 + e−u)−1 is the logistic function, and τ is a temperature
parameter. As τ → 0, the values of βmn are pushed to either zero or one, depending
on whether the input to the logistic function is negative or positive, respectively.
As a result, the doubly-stochastic output matrix X is pushed toward the extreme
points of the Birkhoff polytope, the permutation matrices. This map is illustrated in
Fig. 4.1C for permutations of N = 3 elements. Here, the blue dots are samples of B
with µmn = 0, νmn = 2, and τ = 1.
We compute gradients of this transformation with automatic differentiation. Since this
transformation is “feed-forward,” its Jacobian is lower triangular. The determinant
of the Jacobian, necessary for evaluating the density qτ (X; θ), is a simple function
of the upper and lower bounds and is derived in Appendix B.2. While this map is
peculiar in its reliance on an ordering of the elements, as discussed in 4.3.3, it is a novel
transformation to the Birkhoff polytope that supports variational inference.
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4.3.2 Rounding toward permutation matrices
While relaxing permutations to the Birkhoff polytope is intuitively appealing, it is not
strictly required. For example, consider the following procedure for sampling a point
near the Birkhoff polytope:
(i) Input Z ∈ RN×N , M ∈ RN×N+ , and V ∈ RN×N+ ;
(ii) Map M → M˜ , a point in the Birkhoff polytope, using the Sinkhorn-Knopp
algorithm;
(iii) Set Ψ = M˜ + V  Z where  denotes elementwise multiplication;
(iv) Find round(Ψ), the nearest permutation matrix to Ψ, using the Hungarian
algorithm;
(v) Output X = τΨ + (1− τ)round(Ψ).
This procedure defines a mapping X = gτ (Z; θ) with θ = {M,V }. When the elements
of Z are independently sampled from a standard normal distribution, it implicitly
defines a distribution over matrices X parameterized by θ. Furthermore, as τ goes to
zero, the density concentrates on permutation matrices. A simple example is shown
in Fig. 4.1D, where M = 1
N
11T with 1 a vector of all ones, V = 0.4211T, and τ = 0.5.
We use this procedure to define a variational distribution with density qτ (X; θ).
To compute the ELBO and its gradient (4.1), we need to evaluate qτ (X; θ). By
construction, steps (i) and (ii) involve differentiable transformations of parameter M
to set the mean close to the Birkhoff polytope, but since these do not influence the
distribution of Z, the non-invertibility of the Sinkhorn-Knopp algorithm poses no
problems. Had we applied this algorithm directly to Z, this would not be true. The
challenge in computing the density stems from the rounding in steps (iv) and (v).
To compute qτ (X; θ), we need the inverse g−1τ (X; θ) and its Jacobian. The in-
verse is straightforward: when τ ∈ [0, 1), round(Ψ) outputs a point strictly closer
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to the nearest permutation, implying round(Ψ) ≡ round(X). Thus, the inverse








 V , where  denotes elementwise divi-
sion. A slight wrinkle arises from the fact that step (v) maps to a subset Xτ ⊂ RN×N
that excludes the center of the Birkhoff polytope (note the “hole” in Fig. 4.1D), but
this inverse is valid for all X in that subset.
The Jacobian is more challenging due to the non-differentiability of round. However,
since the nearest permutation output only changes at points that are equidistant
from two or more permutation matrices, round is a piecewise constant function with
discontinuities only at a set of points with zero measure. Thus, the change of variables
theorem still applies.
With the inverse and its Jacobian, we have







N (zmn; 0, 1)× I[X ∈Xτ ],
where zmn = [g−1τ (X; θ)]mn and νmn are the entries of V . In the zero-temperature
limit we recover a discrete distribution on permutation matrices; otherwise the density
concentrates near the vertices as τ → 0. This transformation leverages computationally
efficient algorithms like Sinkhorn-Knopp and the Hungarian algorithm to define a
temperature-controlled variational distribution near the Birkhoff polytope, and it
enjoys many theoretical and practical benefits.
4.3.3 Theoretical considerations
The stick-breaking and rounding transformations introduced above each have their
strengths and weaknesses. Here we list some of their conceptual differences. While these
considerations aid in understanding the differences between the two transformations,
the ultimate test is in their empirical performance, which we study in Section 4.4.
• Stick-breaking relaxes to the Birkhoff polytope whereas rounding relaxes to RN×N .
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Figure 4.2: Synthetic matching experiment results. The goal is to infer the lines that match
squares to circles. (a) Examples of center locations (circles) and noisy samples (squares), at
different noise variances. (b) For illustration, we show the true and inferred probability mass
functions for different method (rows) along with the Battacharya distance (BD) between
them for a selected case of each σ (columns). Permutations (indices) are sorted from the
highest to lowest actual posterior probability. Only the 10 most likely configurations are
shown, and the 11st bar represents the mass of all remaining configurations. (c) KDE
plots of Battacharya distances for each parameter configuration (based on 200 experiment
repetitions) for each method and parameter configuration. For comparison, stick-breaking,
rounding, and Mallows (θ = 1.0) have BD’s of .36, .35, and .66, respectively, in the σ = 0.5
row of (b).
The Birkhoff polytope is intuitively appealing, but as long as the likelihood, p(y |X),
accepts real-valued matrices, either may suffice.
• Rounding uses the O(N3) Hungarian algorithm in its sampling process, whereas
stick-breaking has O(N2) complexity. In practice, the stick-breaking computa-
tions are slightly more efficient.
• Rounding can easily incorporate constraints. If certain mappings are invalid,
i.e. xmn ≡ 0, they are given an infinite cost in the Hungarian algorithm. This is
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hard to do this with stick breaking as it would change the computation of the
upper and lower bounds.
• Stick-breaking introduces a dependence on ordering. While the mapping is
bijective, a desired distribution on the Birkhoff polytope may require a complex
distribution for B. Rounding, by contrast, is more “symmetric” in this regard.
In summary, stick-breaking offers an intuitive advantage—an exact relaxation to the
Birkhoff polytope—but it suffers from its sensitivity to ordering and its inability to
easily incorporate constraints. As we show next, these concerns ultimately lead us to
favor the rounding based methods in practice.
4.4 Synthetic Experiments
We are interested in two principal questions: (i) how well can the stick-breaking and
rounding re-parameterizations of the Birkhoff polytope approximate the true posterior
distribution over permutations in tractable, low-dimensional cases; and (ii) when do
our continuous relaxations offer advantages over alternative Bayesian permutation
inference algorithms?
To assess the quality of our approximations for distributions over permutations, we
considered a toy matching problem in which we are given the locations of N cluster
centers and a corresponding set of N observations, one for each cluster, corrupted by
Gaussian noise. Moreover, the observations are permuted so there is no correspondence
between the order of observations and the order of the cluster centers. The goal is to
recover the posterior distribution over permutations. For N = 6, we can explicitly
enumerate the N ! = 720 permutations and compute the posterior exactly.
As a baseline, we consider the Mallows distribution Mallows [1957] with density
over a permutations φ given by pθ,φ0(φ) ∝ exp(−θd(φ, φ0)), where φ0 is a central
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permutation, d(φ, φ0) =
∑N
i=1 |φ(i)− φ0(i)| is a distance between permutations, and θ
controls the spread around φ0. This is the most popular exponential family model
for permutations, but since it is necessarily unimodal, it can fail to capture complex
permutation distributions.
Table 4.1: Mean BDs in the synthetic matching experiment for various methods and
observation variances.
Variance σ2
Method .12 .252 .52 .752
Stick-breaking .09 .23 .41 .55
Rounding .06 .21 .32 .38
Mallows (θ = 0.1) .93 .92 .89 .85
Mallows (θ = 0.5) .51 .53 .61 .71
Mallows (θ = 2) .23 .33 .53 .69
Mallows (θ = 5) .08 .27 .54 .72
Mallows (θ = 10) .08 .27 .54 .72
We measured the discrepancy between true posterior and an empirical estimate of the
inferred posteriors using using the Battacharya distance (BD). We fit qτ (X; θ) with
a fixed τ (a hyperparameter) for both stick-breaking and rounding transformations,
sampled the variational posterior, and rounded the samples to the nearest permutation
matrix with the Hungarian algorithm. For the Mallows distribution, we set φ0 to
the MAP estimate (also found with the Hungarian algorithm) and sampled using
MCMC.
Both methods outperform the simple Mallows distribution and reasonably approximate
non-trivial distributions over permutations. Fig. 4.2 shows (a) sample experiment
configurations; (b) examples of inferred discrete posteriors for stick breaking, rounding,
and Mallows at increasing levels of noise; and (c) histogram of Battacharya distance.
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neural activity in C. elegans








































(b) Time series of 
extracted neural activity







































Figure 4.3: Inferring labels and weights in C. elegans. (a) Neural activity is optically
recorded in genetically modified C. elegans. (b) The output is a multivariate time series
of neural activity of N neurons for each worm. (c) The first challenge is to infer a latent
permutation that matches observed neuron indices to the known set of neuron names, or
labels. (d) The second challenge is to infer the weights with which each neuron influences
its synaptic neighbors. The connectome (i.e. adjacency matrix) is known, but the weights
are not.
The latter are summarized in Table 4.1.
4.5 Brain dynamics of C. elegans
Finally, we consider an application motivated by the study of the neural dynamics in C.
elegans. This worm presents many advantages for scientific study. Each hermaphrodite
worm has the same N = 302 neurons, and each neuron has a label, like AIBL, AVAL,
etc. Moreover, the worm’s connectome—the adjacency matrix that specifies how
neurons are connected—is well-characterized [White et al., 1986, Varshney et al.,
2011b]. Yet while the adjacency matrix is known, the weights associated with these
connections are not.
Modern recording technologies enable whole-brain recordings in C. elegans [Nguyen
et al., 2016b], presenting an opportunity to learn these weights. Fig. 4.3A and 4.3B
provide a cartoon illustration: worms are genetically altered so that their neurons
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Figure 4.4: Results on the C.elegans inference example. (a) An example of convergence
of the algorithm, and the baselines. (b) Accuracy of identity inference as a function of
mean number of candidates (correlated with ν), for M = 1 worm (square) and combining
information of M = 5 worms (circles). (c) Accuracy as a function of the proportion of
known networks beforehand, with ν = 0.1 (circles) and ν = 0.05 (squares). (d)Variance of
distribution over permutations (vectorized) as a function of the number of iterations. (e)
Two samples of permutation matrices round(Ψ) (right) and their noisy, non-rounded versions
Ψ (left) at the twentieth algorithm iteration. The average of many samples is also shown.
These averages take values in (0, 1), indicating uncertainty in the variational posterior.
fluoresce when active; in each frame of the movie neurons appear as dots in the
image, and over time the intensity of these dots provides an optical read-out of the
neural activity. However, labeling neurons—i.e. finding the latent permutation that
matches observed neurons to known labels, as in Fig. 4.3C—is still a manual task.
Experimenters consider the location of the neuron along with its pattern of activity to
perform this matching, but the process is laborious and the results are prone to error.
We prototype an alternative solution, leveraging the location of neurons and their
activity in a probabilistic model. We infer neural labels by combining information from
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the connectome, covariates like position, and neural dynamics. Moreover, we combine
information from many individual worms to aid in this labeling. The hierarchical
nature of this problem and the plethora of prior constraints and observations motivate
our Bayesian approach.
Probabilistic Model. Let J denote the number of worms and Y (j) ∈ RTj×N denote
a recording of worm j with Tj time steps and N neurons. We model the neural






t , where ε
(j)
t is
Gaussian. Here, X(j) is a latent permutation that must be inferred for each worm in
order to align the per-worm observations with the shared dynamics matrix W . The
hierarchical component of the model is that the unknown weight matrix W is shared
by all worms, and it encodes the influence of one neuron on another. The rows and
columns of W are ordered in the same way as the known connectome A ∈ {0, 1}N×N .
The connectome specifies which entries of W may be non-zero: without a connection
(Amn = 0) the corresponding weight must be zero; if a connection exists (Amn = 1),
we must infer its weight. A cartoon example is shown in Fig. 4.3D.
Our goal is to infer W and {X(j)} given {Y (j)} and A using variational permu-
tation inference. We place a standard Gaussian prior on W and a uniform prior
on X(j), and we use the rounding transformation to approximate the posterior,
p(W, {X(j)} | {Y (j)}, A) ∝ p(W |A)∏j p(Y (j) |W,X(j), A) p(X(j)).
Finally, we use neural position along the worm’s body [Lints et al., 2005] to constrain
the possible neural identities for a given neuron. Given the positions of the neurons, we
construct a binary constraint matrix C(j) so that C(j)mn = 1 if observed neuron m is close
to where label n is typically found. We enforce this constraint by zeroing corresponding
entries in the parameter matrixM described in Section 4.3.2. These constraints greatly
reduce the number parameters of the model and facilitate inference.
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Results. We compared against three methods: (i) naive variational inference, where
we do not enforce the constraint that X(j) be a permutation and instead treat each
row of X(j) as a Dirichlet distributed vector; (ii) MCMC, where we alternate between
sampling from the conditionals of W (Gaussian) and X(j), from which one can sample
by proposing local swaps, as described in Diaconis [2009], and (iii) maximum a
posteriori estimation (MAP). Our MAP algorithm alternates between the optimizing
estimate of W given {X(m), Y (m)} using linear regression and finding the optimal X(j).
The second step requires solving a quadratic assignment problem (QAP) in X(j); that
is, it can be expressed as Tr(AXBXT) for matrices A,B. We used the QAP solver
proposed by Vogelstein et al. [2015].
We find that our method outperforms each baseline. Fig. 4.4A illustrates convergence
to a better solution for a certain parameter configuration. Moreover, Fig. 4.4B and
Fig. 4.4C show that our method outperforms alternatives when there are many possible
candidates and when only a small proportion of neurons are known with certainty.
Fig. 4.4C also shows that these Bayesian methods benefit from combining information
across many worms.
Altogether, these results indicate our method enables a more efficient use of information
than its alternatives. This is consistent with other results showing faster convergence of
variational inference over MCMC [Blei et al., 2017], especially with simple Metropolis-
Hastings proposals. We conjecture that MCMC would eventually obtain similar
if not better results, but the local proposals—swapping pairs of labels—leads to
slow convergence. On the other hand, Fig. 4.4A shows that our method converges
much more quickly while still capturing a distribution over permutations, as shown
by the overall variance of the samples in Fig. 4.4D and the individual samples in
Fig. 4.4E.
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4.6 Conclusion
Our results provide evidence that variational permutation inference is a valuable tool,
especially in complex problems like neural identity inference where information must
be aggregated from disparate sources in a hierarchical model. As we apply this to
real neural recordings, we must consider more realistic, nonlinear models of neural
dynamics. Here, again, we expect variational methods to shine, leveraging automatic
gradients of the relaxed ELBO to efficiently explore the space of variational posterior
distributions.
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Chapter 5
Learning Latent Permutations with
Gumbel Sinkhorn Networks
5.1 Introduction
In principle, deep networks can learn arbitrarily sophisticated mappings from inputs
to outputs. However, in practice we must encode specific inductive biases in order
to learn accurate models from limit data. In a variety of recent research efforts,
practitioners have provided models with the ability to explicitly manipulate latent
combinatorial objects such as stacks [Dyer et al., 2015, Joulin and Mikolov, 2015],
memory slots [Graves et al., 2014, Sukhbaatar et al., 2015], mathematical expres-
sions [Neelakantan et al., 2015], program traces [Gaunt et al., 2016, Bošnjak et al.,
2017], and first order logic [Rocktäschel and Riedel, 2017]. Operations on these discrete
objects can be approximated using differentiable operations on continuous relaxations
of the objects. As such, these operations can be included as modules in neural network
models that can be trained end-to-end by gradient descent.
Matchings and permutations are a fundamental building block in a variety of appli-
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cations, as they can be used to align, canonicalize, and sort data. Prior work has
developed learning algorithms for supervised learning where the training data includes
annotated matchings [Caetano et al., 2009, Petterson et al., 2009, Tang et al., 2016].
However, we would like to learn models with latent matchings, where the matching
is not provided to us as supervision. This is a common and relevant setting. For
example, Linderman et al. [2018] showed a problem from neuroscience involving the
identification of neurons from the worm C. elegans can be cast as the inference of
latent permutation on a larger hierarchical structure.
Unfortunately, maximizing the marginal likelihood for problems with latent matchings
is very challenging. Unlike for problems with categorical latent variables, we cannot
obtain unbiased stochastic gradients of the marginal likelihood using the score function
estimator [Williams, 1992], as computing the probability of a given matching requires
computing an intractable partition function for a structured distribution. Instead, we
draw on recent work that obtains biased stochastic gradients by relaxing the discrete
latent variables into continuous random variables that support the reparametrization
trick [Jang et al., 2017, Maddison et al., 2017].
Our contributions are the following: first, in Section 5.2 we present a theoretical result
showing that the non-differentiable parameterization of a permutation can be approxi-
mated in terms of a differentiable relaxation, the so-called Sinkhorn operator. Based
on this result, in Section 5.3 we introduce Sinkhorn networks, which generalize the
work of method of Adams and Zemel [2011] for predicting rankings, and complements
the concurrent work by Cruz et al. [2017], by focusing on more fundamental aspects.
Further, in Section 5.4 we introduce the Gumbel-Sinkhorn, an analog of the Gumbel
Softmax distribution [Jang et al., 2017, Maddison et al., 2017] for permutations. This
enables optimization of the marginal likelihood by the reparametrization trick. Finally,
in Section 5.5 we demonstrate that our methods outperform strong neural network
baselines on the tasks of sorting numbers, solving jigsaw puzzles, and identifying
neural signals from C. elegans worms.
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5.2 The Sinkhorn operator: an analog of the soft-
max for permutations
One sensible way to approximate a discrete category by continuous values is by using a
temperature-dependent softmax function, component-wise defined as softmaxτ (x)i =
exp(xi/τ)/
∑
j=1 exp(xj/τ). For positive values of τ , softmaxτ (x)i is a point in the
probability simplex. Also, in the limit τ → 0, softmaxτ (x)i converges to a vertex of
the simplex, a one-hot vector corresponding to the largest xi 1. This approximation is
a key ingredient in the successful implementations by Jang et al. [2017], Maddison
et al. [2017], and here we extend it to permutations.
To do so, we first state an analog of the normalization implemented by the softmax.
This is achieved through the Sinkhorn operator (or Sinkhorn normalization, or Sinkhorn
balancing), which iteratively normalizes rows and columns of a matrix. Specifically,
following Adams and Zemel [2011], we define the Sinkhorn operator S(X) over an N
dimensional square matrix X as:









where Tr(X) = X  (X1N1>N), and Tc(X) = X  (1N1>NX) as the row and column-
wise normalization operators of a matrix, with  denoting the element-wise division
and 1N a column vector of ones. Sinkhorn [1964] proved that S(X) must belong to the
Birkhoff polytope, the set of doubly stochastic matrices, that we denote BN 2.
Building on our analogy with categories, notice that choosing a category can always
1With the exception of the degenerate case of ties.
2This theorem requires certain technical conditions which are trivially satisfied if X has positive
entries, motivating the use of the component-wise exponential exp(·) in the first line of equation (5.1).
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be cast as a maximization problem: the choice arg maxi xi is the one that maximizes
the function 〈x, v〉 (with v being a one-hot vector), i.e. the maximizing v∗ indexes the
largest xi. Similarly, one may parameterize the choice of a permutation P through
a square matrix X, as the solution to the linear assignment problem [Kuhn, 1955a],
with PN denoting the set of permutation matrices and 〈A,B〉F = trace(A>B) the
(Frobenius) inner product of matrices:
M(X) = arg max
P∈PN
〈P,X〉F . (5.2)
We call M(·) the matching operator, through which we parameterize the hard choice
of a permutation (see Fig C.1A in Appendix C.1.3 for an example). Our theoretical
contribution is to show that M(X) can be obtained as the limit of S(X/τ), meaning
that one can approximate M(X) ≈ S(X/τ) with a small τ . Theorem 1 summarizes
our finding. We provide a rigorous proof in Appendix C.1; briefly, it is based on
showing that S(X/τ) solves a certain entropy-regularized problem in Bn, which in
the limit converges to the matching problem in equation 5.2.
Theorem 1. For a doubly-stochastic matrix P , define its entropy as h(P ) =
−∑i,j Pi,j log (Pi,j). Then, one has,
S(X/τ) = arg max
P∈BN
〈P,X〉F + τh(P ). (5.3)
Now, assume also the entries of X are drawn independently from a distribution that is
absolutely continuous with respect to the Lebesgue measure in R. Then, almost surely,




Finally, we note that Theorem 1 cannot be realized in practice, as it involves a limit
on the Sinkhorn iterations l. Instead, we’ll always consider the incomplete version of
the Sinkhorn operator [Adams and Zemel, 2011], where we truncate l in (5.1) to L.
Fig C.1B in Appendix C.1.3 illustrates the dependence of the approximation in τ and
L.
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5.3 Sinkhorn Networks
Now we show how to apply the approximation in Theorem 1 in the context of
artificial neural networks. We construct a layer that encodes the representation of a
permutation, and show how to train networks containing such layers as intermediate
representations.
We define the components of this network through a minimal example: consider
the supervised task of learning a mapping from scrambled objects
∼
X to actual, non-




X i can be constructed by
randomly permuting pieces of Xi. We state this problem as a permutation-valued










matrix mapping Xi to
∼
X i, which depends on
∼
X i and parameters θ. We are concerned












One way to express a complex parameterization of this kind is through a neural
network: this network receives
∼
X i as input, which is then passed through some
intermediate, feed-forward computations of the type gh(Whxh + bh), where gh are
nonlinear activation functions, xh is the output of a previous layer, and θ = {(Wh, bh)}h
are the network parameters. To make the final network output be a permutation, we












X, θ)), where g(·, θ) represents the outcome of all operations involving
gh.
Unfortunately, the above construction involves a non-differentiable f (in θ). We use
3This error arises from gaussian εi. Other choices may be possible, but here we stick to the most
straightforward formulation
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Theorem 1 as a justification for replacingM(g(
∼
X, θ)) by the differentiable S(g(
∼
X, θ)/τ)
in the computational graph. The value of τ must be chosen with caution: if τ is
too small, gradients vanishes almost everywhere, as S(g(
∼
X, θ)/τ) approaches the
non-differentiable M(g(
∼
X, θ)). Conversely, if τ is too large, S(X/τ) may be far from





X may be nonsensical
(see Fig 5.2A). Importantly, we will always add noise to the output layer g(
∼
X, θ) as
a regularization device: by doing so we ensure uniqueness of M(g(
∼
X, θ)), which is
required for convergence in Theorem 1.
5.3.1 Permutation equivariance
Among all possible architectures that respect the aforementioned parameterization,
we will only consider networks that are permutation equivariant, the natural kind of



















where P ′ is an arbitrary permutation. The underlying intuition is simple: reconstruc-
tions of objects should not depend on how pieces were scrambled, but only on the
pieces themselves. We achieve permutation equivariance by using the same network to
process each piece of
∼
X, throwing an N dimensional output. Then, these N outputs
(each with N components) are used to create the rows of the matrix g(
∼
X, θ), to which
we finally apply the (differentiable) Sinkhorn operator (i.e. g stacks the composition
of the gh acting locally on each piece). One can interpret each row as representing a
vector of local likelihoods of assignment, but they might be inconsistent. The Sinkhorn
operator, then, mixes those separate representations, and ensures that consistent
(approximate) assignment are produced. With permutation equivariance, the only
consideration left to the practitioner is the choice of the particular architecture, which
will depend on the particular kind of data. In Section 5.5 we illustrate the uses of
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Sinkhorn networks with three examples, each of them using a different architecture.
Also, in Fig 5.1 we illustrate a network architecture used in one of our examples.
5.3.2 Summary
Sinkhorn network is a supervised method for learning to reconstruct a scrambled object
∼
X (input) given several training examples (Xi,
∼
Xi). By applying some non-linear
transformations, a Sinkhorn network richly parameterizes the mapping between
∼
X
and the permutation P that once applied to
∼
X, will allow to reconstruct the original
object as Xrec = P>
∼
X (the output). We note that Sinkhorn networks may be similarly
used not only to learn permutations, but also to learn matchings between objects of
two sets of the same size.
5.4 Probabilistic aspects: the Gumbel-Sinkhorn
and Gumbel-Matching distributions
Recently, in Jang et al. [2017] and Maddison et al. [2017], the Gumbel-Softmax or
Concrete distributions were defined for computational graphs with stochastic nodes;
i.e, latent probabilistic representations. Their choice is guided by the following i)
they seek re-parameterizable distributions to enable the re-parameterization trick
[Kingma and Welling, 2013], and note that via the Gumbel trick (see below) any
categorical distribution is re-parameterizable, ii) since the re-parameterization in i) is
not differentiable, they consider instead sampling under the softmax approximation.
This gives rise to the Gumbel-Softmax distribution.
Here we parallel these choices to enable learning of a probabilistic latent representation
of permutations. To this aim, we start by considering a generic distribution on the
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Figure 5.1: Schematic of Sinkhorn Network for Jigsaw puzzles. Each piece of the scrambled
digit
∼
X is processed with the same (convolutional) network g1 (arrows with solid circles). The
outputs lying on a latent space (rectangles surrounding
∼
X) are then connected through g2




X, θ)i = g1 ◦g2(
∼
Xi).
Rows may be interpreted as unnormalized assignment probabilities, indicating individual
unnormalized likelihoods of pieces of
∼
X to be at every position in the actual image. Applying















discrete set Y , with potential function X : Y → R:
p(y|X) ∝ exp (X(y))1y∈Y . (5.6)
Regarding i), the Gumbel trick arises in the context of Perturb and MAP methods
[Papandreou and Yuille, 2011] for sampling in discrete graphical models. This has
recently received renewed interest [Balog et al., 2017], as it recasts the a difficult
sampling problem as an easier optimization problem. In detail, sampling from (5.6),
can be achieved by the maximization of random perturbations of each potential X(y),
with Gumbel i.i.d. noise γ(y); i.e., arg maxy∈Y {X(y) + γ(y)} ∼ p(·|X). Therefore,
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one can re-parameterize any categorical distribution (corresponding to (5.6) with
X(y) = 〈X, y〉) by the choice of a category, after injecting noise.
However, the above scheme is unfeasible in our context, as |Y | = N !. Nonetheless, we
appeal to an interesting result: in cases where Y factorizes, Y = ∏Ni=1Yi 4, the use of
rank-one perturbations γ(y) = ∑Ni=1 γi(yi) is proposed as a more tractable alternative.
Although ultimately heuristic, they lead to bounds in the partition function [Hazan
and Jaakkola, 2012, Balog et al., 2017], and can also be understood as providing
approximate or unbiased samples from the true density [Hazan et al., 2013, Tomczak,
2016].
Guided by this, we say the random permutation P follows the Gumbel-Matching
distribution with parameter X, denoted P ∼ G .M .(X), if it has the distribution
arising by the rank-one perturbation of (5.6) on permutations, with the linear potential
X(P ) = 〈X,P 〉F (replacing y with P ). One can verify, in a similar line as in Li et al.
[2013b], that M(X + ε) ∼ G .M .(X), if ε is a matrix of standard i.i.d. Gumbel
noise.
Unfortunately, as ii) with the categorical case, Gumbel-Matching distribution samples
are not differentiable in X, but by appealing to Theorem 1, we define its relaxation
for doubly stochastic matrices as follows: we say P follows the Gumbel-Sinkhorn
distribution with parameter X and temperature τ , denoted P ∼ G .S .(X, τ), if it has
the distribution of S((X + ε)/τ). Samples of G .S .(X, τ) converge almost surely to
samples of the Gumbel-Matching distribution (see Fig C.1C in Appendix C.1.3).
Unlike for the categorical case, neither the Gumbel-Matching nor Gumbel-Sinkhorn
distributions have tractable densities. However, this does not preclude inference:
likelihood-free methods have recently been developed to enable learning in such
implicitly defined distributions [Ranganath et al., 2016, Tran et al., 2017]. These
methods avoid evaluating the likelihood based on the observation that in many cases
4It suffices that Y is a subset of the product space, which here is true as Y = Pn ⊆ {1, . . . , N}N .
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inference can be cast as the estimation of a likelihood ratio, which can be obtained
from samples [Huszár, 2017]. Regardless of these useful advances, in the following we
develop a solution based on using the likelihoods of random variables whose densities
are available.
5.4.1 Approximate Posterior Inference
Consider a latent variable model probabilistic model with observed data Y , and latent
Z = {P,W} where P is a permutation and W are other variables. Here we illustrate
how to approximate the posterior probability p({P,W}|Y ) using variational inference
Blei et al. [2017]. Specifically, we aim to maximize the ELBO, the r.h.s. of (4.1):
log p(y) ≥ Eq(Z|Y ) (log p(Y |Z))−KL(q(Z|Y ) ‖ p(Z)). (5.7)
We assume that both the prior and variational posteriors decompose as products
(mean-field). That is, q({P,W}|Y ) = q(P )q(W ), p(P,W ) = p(P )p(W ). With this
assumption, we may focus only on the discrete part of the problem, i.e. without loss
of generality we can assume Z = P .
We parameterize our variational prior and posteriors on P using the Gumbel-Matching
distributions with some parameterX; G .M .(X). To enable differentiability, we replace
them by G .S .(X, τ) distributions, leading to a surrogate ELBO that uses relaxed
(continuous) variables. In more detail, for our uniform prior over permutations we use
the isotropic G .S .(X = 0, τprior) distribution, while for the variational posterior we
consider the more generic G .S .(X, τ).
Unfortunately, the term KL(q(P |Y ) ‖ p(P )) = KL(G .S .(X, τ) ‖ G .S .(X =
0, τprior)) in equation (4.1) is intractable as there is not closed form expression
for the density of G .S . random variables. As a solution, we use that our prior and
posterior are re-parameterizable in terms of matrices ε of Gumbel i.i.d variables: we
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have S((X + ε)/τ) ∼ G .S .(X, τ) and S(ε/τprior) ∼ G .S .(X = 0, τprior), for the
posterior and prior, respectively. To obtain a tractable expression, we propose to
use as ‘code’ or stochastic node Z, the variable (X + ε)/τ instead. Then, the KL
term substantially simplifies to KL((X + ε)/τ ‖ ε/τprior). This term can be computed
explicitly, as shown in Appendix C.2.3.
This ‘trick’, however, comes at a cost: the divergence KL(Z1 ‖ Z2) would certainly
remain unchanged by applying the same invertible transformation g to both variables
Z1 and Z2, but in the general case, for non-invertible transformations, such as S(·),
one has KL(Z1 ‖ Z2) ≥ KL(g(Z1) ‖ g(Z2)). This implies that working in the ‘Gumbel
space’ might entail the optimization of a less tight lower bound. Nonetheless, through
categorical experiments on MNIST (see Appendix C.3.3) we observe this loss of
tightness is minimal, suggesting the suitability of our approach on permutations.
Finally, we note that key to to our treatment of the problem is the fact that both the
prior and posterior were the same function (S(·)) of a simpler distribution. This may
not be the case in more general models.
To conclude this section, we refer the reader to Table C.5 in Appendix C.4.2 for a
summary of all the constructions on permutations developed in this work.
5.5 Experiments
In this section we perform several experiments comparing to existing methods. In the
first three experiments we explore different Sinkhorn network architectures of increasing
complexity, and therefore, they mostly implements section 5.3. The fourth experiment
relates to the probabilistic constructions described in section 5.4, and addresses a
problem involving marginal inferences over a latent, unobserved permutation. All
experimental details not stated here are in Appendix C.2.
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Test distribution N = 5 N = 10 N = 15 N = 80 N = 100 N = 120
U(0, 1) .0 .0 .0 .0 .0 .01
U(0, 1) [Vinyals et al., 2015] .06 0.43 0.9 - - -
U(0, 10) .0 .0 .0 .0 .02 .03
U(0, 1000) .0 .0 .0 .01 .02 .04
U(1, 2) .0 .0 .0 .01 .04 .08
U(10, 11) .0 .0 .0 .08 .08 .6
U(100, 101) .0 .0 .01 .02 .99 1.
U(1000, 1001) .0 .0 .07 1. 1. 1.
Table 5.1: Results on the number sorting task measured using Prop. any wrong. In the
top two rows we compare to Vinyals et al. [2015], showing that our approach can sort far
more inputs at significantly higher accuracy. In the bottom rows we evaluate generalization
to different intervals on the real line.
5.5.1 Sorting numbers
To illustrate the capabilities of Sinkhorn Networks in a simple scenario, we consider
the task of sorting numbers using artificial neural networks as in Vinyals et al. [2015].
Specifically, we sample uniform random numbers
∼
X in the [0, 1] interval and we train
our network with pairs (
∼
X,X) where X are the same
∼
X but in sorted order. The
network has a first fully connected layer that links a number with an intermediate
representation (with 32 units), and a second (also fully connected) layer that turns
that representation into a row of the matrix g(
∼
X, θ).
Table 5.1 shows our network learns to sort up to N = 120 numbers. As an evaluation
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MNIST Celeba Imagenet
2x2 3x3 4x4 5x5 6x6 2x2 3x3 4x4 5x5 2x2 3x3
Kendall tau 1. .83 .43 .39 .27 1.0 .96 .88 .78 .85 .73
Kendall tau
[Cruz et al., 2017] - - - - - - - - - - .72
Prop. wrong .0 .09 .45 .45 .59 .0 .03 .1 .21 .12 .26
Prop. any wrong .0 .28 .97 1. 1. .0 .09 .36 .73 .19 .53
l1 .0 .0 .04 .02 .03 .0 .01 .04 .08 .05 .12
l2 .0 .0 .26 .18 .19 .0 .11 .18 .24 .22 .31
Table 5.2: Jigsaw puzzle results. We compare to the available result on the Kendall Tau
metric from Cruz et al. [2017] and provide additional results from our experiments. Randomly
guessed permutations of n items have an expected proportion of errors of (n− 1)/n. Note
that our model has at least 20x fewer parameters..
measure, we report the proportion of sequences where there was at least one error
(Prop. any wrong). Surprisingly, the network learns to sort numbers even when test
examples are not sampled from U(0, 1), but on a considerably different interval. This
indicates the network is not overfitting. These results can be compared with those
from Vinyals et al. [2015], where a much more complex (recurrent) network was used,
but performance guarantees were obtained only with at most N = 15 numbers. In
that case, the reported error rate is 0.9, whereas ours starts to degrade only after
N ≈ 100 for most test intervals.
5.5.2 Jigsaw Puzzles
A more complex scenario for learning permutations arises in the reconstruction of
an image X from a collection of scrambled “jigsaw” pieces
∼
X [Noroozi and Favaro,
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2016, Cruz et al., 2017]. In this example, our network differs from the one in 5.5.1 in
the first layer is a simple CNN (convolution + max pooling), which maps the puzzle
pieces to an intermediate representation (see Fig 5.1 for details).
For evaluation on test data, we report several measures: first, in addition to Prop.
any wrong we also consider Prop. wrong, the overall proportion of scrambled pieces
that were wrongly assigned to their actual position. Also, we use l1 and l2 (train)
losses and the Kendall tau, a “correlation coefficient” for ranked data. In Table 5.2,
we benchmark results for the MNIST, Celeba and Imagenet datasets, with puzzles
between 2x2 and 6x6 pieces. In MNIST we achieve very low l1 and l2 on up to
6x6 puzzles but a high proportion of errors. This is a consequence of our loss being
agnostic to particular permutations, but only caring about reconstruction errors: as
the number of black pieces increases with the number of puzzle pieces, many become
unidentifiable under this loss.
In Celeba, we are able to solve puzzles of up to 5x5 pieces with only 21% of pieces of
faces being incorrectly ordered (see Fig 5.2A for examples of reconstructions). For this
dataset, we provide additional baselines in Table C.1 of Appendix C.3.1: there, we
show that performance substantially decreases if the temperature is too small or large,
but only slightly decreases if only one Sinkhorn iterations is made. We observe that
temperature does play a relevant role, consistent with the findings of Maddison et al.
[2017], Jang et al. [2017]. This might not be obvious a-priori, as one could reason that
temperature over-parameterizes the network. However, results confirm this is not the
case. We hypothesize that different temperatures result in parameter convergence in
different phases or regions. Also, the minor difference for a single iteration suggest
that only a few might be necessary, implying potential savings in the memory needed
to unroll computations in the graph, during training.
Learning in the Imagenet dataset is much more challenging, as there isn’t a sequential
structure that generalizes among images, unlike Celeba and MNIST. In this dataset,
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Figure 5.2: (a) Sinkhorn networks can be trained to solve Jigsaw Puzzles. Given a trained
model, ‘soft’ reconstructions are shown at different τ using S(X/τ). We also show hard
reconstructions, made by computing M(X) with the Hungarian algorithm [Munkres, 1957a].
(b) Sinkhorn networks can also be used to learn to transform any MNIST digit into another.
We show hard and soft reconstructions, with τ = 1.
our network ties with the .72 Kendall tau score reported in [Cruz et al., 2017]. Their
network, named DeepPermNet, is based on the stacking of up to the sixth fully
connected layer fc6 of AlexNet [Krizhevsky et al., 2012], which finally (fully) connects
to a Sinkhorn layer through intermediate fc7 and fc8. We note, however, our network
is much simpler, with only two layers and far fewer parameters. Specifically, the
network that produced our best results had around 1,050,000 parameters (see Appendix
C.2 for a derivation), while in DeepPermNet, the layer connecting fc6 with fc7 has
512× 4096× 9 ≈ 19, 000, 000 parameters, let alone the AlexNet parameters (also to
be learned). Indeed, we believe there is no reason to consider a complex stacking
of convolutions: as the number of pieces increases, each piece is smaller and the
convolutional layer eventually becomes fully connected. In the following experiment
we explore this phenomenon in more detail.
5.5.3 Assembly of arbitrary MNIST digits from pieces
We also consider an original application, motivated by the observation that the Jigsaw
Puzzle task becomes ill-posed if a puzzle contains too many pieces. Indeed, consider
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the binarized MNIST dataset: there, reconstructions are not unique if pieces are
sufficiently atomic, and in the limit case of pieces of size 1x1 squared pixels, for a given
scrambled MNIST digit there are as many valid reconstructions as there are MNIST
digits with the same number of white pixels. In other words, reconstructions stop
being probabilistic and become a multimodal distribution over permutations.
We exploit this intuition to ask whether a neural network can be trained to achieve
arbitrary digit reconstructions, given their loose atomic pieces. To address this
question, we slightly changed the network in 5.5.2, this time stacking several second
layers linking an intermediate representation to the output. We trained the network
to reconstruct a particular digit with each layer, by using digit identity to indicate
which layer should activate with a particular training example.
Our results demonstrate a positive answer: Fig 5.2B shows reconstructions of arbitrary
digits given 10x10 scrambled pieces. In general, they can be unambiguously identified
by the naked eye. Moreover, this judgement is supported by the assessment of a
neural network. Specifically, we trained a two-layer CNN 5 on MNIST (achieving a
99.2% accuracy on test set) and evaluated its performance on the test set generated by
arbitrary transformations of each digit of the original test set into any other digit. We
found the CNN made an appropriate judgement in 85.1% of the time. More specific
results, regarding specific transformations are presented in Table C.2 of Appendix
C.3.2.
Finally, we note that meaningful assemblies are possible regardless of the original
digit: in Fig C.2 of Appendix C.3.2 we show arbitrary reconstructions, by this same
network, of “digits” from a ‘strongly mixed’ MNIST dataset. In detail, these “digits”
were crafted by sampling, without replacement, from a bag containing all the small
pieces from all original digits. These reconstructions suggest the possibility of an
alternative to generative modeling, based on the (random) assembly of small pieces
5Specifically, we used the one described in the Deep MNIST for experts tutorial.
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of noise, instead of the processing of noise through a neural network. However, this
would require training the network without supervision, which is beyond the scope of
this work.
5.5.4 Posterior inference over permutations with the Gumbel-
Sinkhorn estimator
We illustrate how the G .S . distribution can be used as a continuous relaxation for
stochastic nodes in a computational graph. To this end, we revisit the “C. elegans
neural identification problem”, originally introduced in Linderman et al. [2018]. We
refer the reader to Linderman et al. [2018] for an in-depth introduction, but briefly, C.
elegans is a nematode (worm) whose biological neural configuration – the connectome
– is stereotypical; i.e. specimens always posses the same number of somatic neurons
(282) [Varshney et al., 2011a], and the ways those neurons connect and interact changes
little from worm to worm. Therefore, its brain can be thought of as a canonical object,
and its neurons can unequivocally be identified with names.
The task, then, consists of matching traces from the observed neural dynamics Y to
identities (neuron names) in the canonical brain. This problem is stated in terms
of a Bayesian hierarchical model, in order to profit from prior information that
may constrain the possibilities. Specifically, one states a linear dynamical system
Yt = PWPTYt−1 + νt, where νt is a noise term and W and P are latent variables
with respective prior distributions. W encodes the dynamics, with a prior p(W ) to
represent the sparseness of the connectome, etc., and P is a permutation matrix
representing the matching between indexes of observed neurons and their canonical
counterparts, where we place a flat prior p(P ) over permutations. Notably, within the
framework it is possible to model the simultaneous problem with many worms sharing
the same dynamical system, but here we avoid explicit references to individuals for
notational ease.
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Prop. known neurons 40.% 30.% 20.% 10.%
Difficulty Easy Hard Easy Hard Easy Hard Easy Hard
MCMC .85 .82 .51 .44 .29 .27 .16 .12
[Linderman et al., 2018] .97 .95 .90 .85 .77 .59 .39 .21
Gumbel-Sinkhorn .97 .96 .92 .84 .76 .59 .44 .26
Gumbel-Sinkhorn, no regularization .96 .93 .89 .78 .71 .52 .4 .23
Table 5.3: Results for the C. elegans neural inference problem.
Given this model, we seek the posterior distribution p({P,W}|Y ), a problem that we
address with variational inference [Blei et al., 2017] using the constructions developed
in 5.4.1. In Table 5.3 (and also in Table C.4 of Appendix C.3.4) we show results
for this task, using accuracy in matching as the performance measure. These are
broken down by relevant experimental covariates [Linderman et al., 2018]: different
proportion of neurons known beforehand, and by task difficulty. As baselines, we
include i) a simple MCMC sampler that proposes local swipes on permutations ii)
the rounding method presented in Linderman et al. [2018], iii) our method, where we
also consider the absence of regularization. Results show our method outperforms
the alternatives in most cases. MCMC fails because mixing is poor, but differences
are much subtler with the other baselines. With them, we see that clear differences
with the no-regularization case confirm the stochastic nature of this problem, i.e., that
it is truly necessary to represent a latent probabilistic permutation. We believe our
method outperforms the one in Linderman et al. [2018] because theirs, although it
provides a explicit density, is a less tight relaxation, in the sense that points can be
anywhere in the space, and not only on the Birkhoff polytope. Therefore, their prior
also needs to be defined on the entire space and may not property act as an efficient
regularizer.
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5.6 Discussion
We have demonstrated Sinkhorn networks are able to learn to find the right permutation
in the most elementary cases; where all training samples obey the same sequential
structure; e.g., in sorted number and in pieces of faces, as we expect parts of faces
occupy similar positions from sample to sample. This is already non-trivial, as indicates
one can train a neural network to solve the linear assignment problem. However,
the fact that Imagenet represented a much more challenging scenario indicates there
are clear limits to our formulation. As the most obvious extension we propose
to introduce a sequential stage, in which current solutions are kept on a memory
buffer, and improved. One way to achieve this would be by exploring more complex
parameterizations for permutations; i.e. replacing M(X) by a quadratic operator that
may parameterize a notion of local distance between pieces. Alternatively, one may
resort to reinforcement learning techniques, as suggested in Bello et al. [2016]. Either
sequential improvement would help solve the “Order Matters” problem [Vinyals et al.,
2015], and we deem our elementary work as a significant step in that direction.
We have made available Tensorflow code for Gumbel-Sinkhorn networks featuring an
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All electrophysiology data were recorded from primate retinas isolated and mounted
on an array of extracellular electrodes as described in previously published literature
Jepson et al. [2013]. Eyes were obtained from terminally anesthetized macaque
monkeys (Macaca species, either sex) used for experiments in other labs, in accordance
with IACUC guidelines for the care and use of animals. After enucleation, the eyes
were hemisected and the vitreous humor was removed. The hemisected eye cups
containing the retinas were stored in oxygenated bicarbonate-buffered Ames solution
(Sigma) at room temperature during transport (up to 2 hours) back to the lab. Patches
of intact retina 3mm in diameter were isolated and placed retinal ganglion cell-side
down on a 512-electrode MEA. Throughout the experiments, retinas were superfused
with oxygenated bicarbonate-buffered Ames solution at 35◦C.
In all experiments the raw voltage signals from each electrode were amplified, filtered,
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and multiplexed with custom circuitry Hottowy et al. [2010, 2012]. Electrodes had
diameters of 10-15 µm and were separated by 60 µm. Data were acquired at 20 kHz
on all electrodes and bandpass filtered between 43 and 5000 Hz. Charge-balanced,
triphasic current pulses with relative amplitudes of 2:-3:1 and phase widths of 50 µs
were applied to each electrode, and reported current amplitudes correspond to the
charge of the second, cathodal, phase. A platinum ground wire circling the perfusion
chamber served as a distant ground in all one-electrode stimulation experiments. In
some experiments, a 1 mM tetrodotoxin (TTX) solution in Ames solution was perfused
into the retina to inhibit all action potentials in order to directly measure the stimulus
artifact in a retinal preparation.
Obtaining the EIs
Retinal ganglion cells (RGCs) were identified in the absence of electrical stimulation
using previously described spike sorting techniques Litke et al. [2004] and classified
into types based on how they respond to a visual white noise stimulus projected
onto the retina Chichilnisky [2001], Field et al. [2007]. For each RGC, thousands
of voltage waveforms were averaged on all electrodes, resulting in a spatiotemporal
voltage signature specific to that RGC. These signatures are used as templates in our
sorting algorithm.
Estimation of mean
Regarding the mean parameter of the artifact kernels, µ, we follow the standard in
the applied statistics community: µ is a centering parameter and all the non-random
aspects of data should be captured by it. In our case this component is given by what
we call the switching artifact, a waveform A0 = A0(e, t) that is present regardless
of the amplitude of stimulation. We estimate µˆ by taking the mean of recordings
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at the lowest amplitude of stimulation (see S1 Fig for details on the characteristics




Population statistics, data selection
In total, we analyzed 4,045 amplitude series coming from thirteen retinal preparations,
giving rise to 1,713,223 trials. These amplitude series are the ones for which reliable
human curated data was available. The human analysis of these datasets was required
by various previous research projects (see for example Jepson et al. [2014a], Grosberg
et al. [2015, 2017], where the human analysis procedure is explained). In Table A.1 we
specify details of the thirteen retinal preparations for which human annotation (HA)
was available. In some preparations (e.g. 2012-09-24) there is human annotated data
from multiple stimulation modalities.
For each preparation and stimulus modality, there were characteristic numbers of
stimulation patterns and neurons being analyzed. Usually, given a stimulating elec-
trode, human annotation was available for only one, or at most a few neurons (e.g.
two or three). However, we considered the totality of EIs of neurons that had strong
enough signals (overall EI peak strength greater than 30 µV and 8µV at at least
one stimulating electrode) but restricted performance computations to the subsets of
neurons for which human annotation was available.
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Bundle detection
Importantly, we restricted our analysis to the stimulation amplitudes that did not lead
to gross contamination of recordings due to the activation of entire axonal bundles
in the retina (for a recent account of this pervasive phenomenon see Grosberg et al.
[2017]), as this would lead to a situation that is not accounted for by our model. For
each amplitude series with available human annotation, we determined the maximum
amplitude of stimulation that did not lead to activation of a bundle by looking for
‘hot’ electrodes, distant from the stimulating one, exhibiting high temporal variance
in the artifact (here, for simplicity the artifact was estimated by the simple average
over traces). Then, we did not consider any amplitude of stimulation beyond the
onset of axonal bundle activation, the first amplitude where we identified such hot
electrodes. We found that a robust method for estimating this threshold (equivalently,
the presence of hot electrodes) was based on a Kolmogorov-Smirnov goodness-of-fit
test on the empirical distribution of the (log) temporal variances of the artifact on
distant electrodes, with the Gaussianity null hypothesis. The appearance of hot
electrodes created a new mode in the distribution, leading to a violation of the
normality assumption. We found that by setting the cut-off p-value for this test as
10−12 we achieved the best match with axonal bundle activation onsets estimated by
human experts.
Refractory period
We considered time windows of 2ms (T = 40, at a 20khz sampling rate), which is
smaller than the usual refractory periods of retinal ganglion cells Reich et al. [1998],
Berry and Meister [1998], and which in practice did not lead to multiple neural
events for the same neuron on the same trial. Also, spikes were sought in the interval
[0.35, 1.35] ms following the onset of the 150 µs triphasic stimulus. This interval
encompasses the range were most of the artifact variation occurs; that is, where non
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trivial artifact cancellation methods are required.
Parallel analysis
For the analysis in Fig 3.6I we reported times and their variability — the experiment
was repeated ten times — for the analysis of the eight single-electrode scans for which
for which some human-curated data was available (see Table A.1 for details on those
retinal preparations). These experiments were done on an Intel Xeon E5-2695V2
12C/24T 2.4Ghz 8.0GT/s 30mb CPU, with 20 threads running in parallel.
Simulated data
Simulated data was created by artificially adding neural activity to TTX recordings,
in an attempt to faithful mimic the phenomena observed in the real case Sekirnjak
et al. [2008], Jepson et al. [2013]. Specifically, we considered 83 neurons (the largest
subset of the ones targeted in the single-electrode real data analysis so that their EIs
did not heavily overlap) and recordings to 380 stimulating electrodes (one at a time)
in a TTX experiment with nj = 6 trials to J = 35 different stimuli between 0.1 and
3.5µA. Then, given a single stimulating electrode we sampled activation curves for
all the neurons whose EI at the stimulating electrode was strong enough, indicating
proximity. Activation curves were parametrized by their thresholds, chosen uniformly
in the stimulation range, and their steepness, also sampled uniformly. Spikes of those
neurons were then sampled from these activation curves with latencies chosen so they
would match the human spike sorting results (summarized in Fig A.4) in the following
two aspects: 1) they had same median latency as a function of the distance between
the neuron and stimulating electrodes (spiking of nearby neurons has shorter latency)
and 2) they had same variance in spike latency as a function of spike probability
(in the steady spiking regimes, where the probability of firing is high, latencies are
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much less variable). Also, to obtain better estimates of false positive rates, we fed
the algorithm with ‘dummy’ neurons (three per amplitude series, with EIs chosen at
random from the available set of remaining neurons) with no spiking at all.
All the reported results involving simulations are based on 5000 samples of amplitude
series following the above procedure.













2012-09-24-3 S.E. 559 36 400, 805 333 51
2014-09-10-0 S.E. 378 5 40, 802 33 48
2014-11-05-3 S.E. 322 19 37, 940 72 21
2014-11-05-8 S.E. 277 19 37, 644 71 21
2014-11-24-2 S.E. 439 11 36, 078 94 21
2015-04-09-2 S.E. 252 6 31, 775 49 25
2015-04-14-0 S.E. 623 20 86, 655 138 25
2015-05-27-0 S.E. 332 8 30, 368 38 25
Total S.E. 3,182 124 702, 067 828 n.a.
2012-09-24-3 B. 559 34 187, 612 248 30
2012-09-27-4 B. 482 17 170, 787 184 50
2014-11-24-2 B. 439 9 32, 395 70 30
2015-03-09-0 B. 409 6 67, 332 58 42
2015-04-09-2 B. 252 7 83, 143 79 42
2015-05-27-0 B. 332 8 65, 023 42 50
Total B. 2,473 81 606, 292 681 n.a.
2014-11-24-2 L.R. 439 14 43, 822 104 21
2015-04-09-2 L.R. 252 4 15, 624 27 25
2015-04-09-3 L.R. 569 2 9, 575 15 25
2015-04-14-0 L.R. 623 25 60, 597 98 25
2015-09-23-2 L.R. 686 28 28, 574 56 25
Total L.R. 2,569 73 158, 192 300 n.a.
2015-05-27-0 A. 332 4 246, 672 2, 236 10
Total A. 332 4 246, 672 2, 236 n.a.
Grand Total All 4443 282 1, 713, 223 4, 045 n.a.
Table A.1: Details of the retinal preparations analyzed for each type of stimulation: Single
Electrode (S.E.), Bipolar(B.), Local Return (L.R.) and Arbitrary (A).
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702,067 15,830 828 36
Bipolar 606,292 26,535 681 100
Local Re-
turn
158,192 3,564 300 11
Arbitrary 246,672 16,219 2,236 293
All 1,713,223 62,148 4,045 440
Table A.2: Population frequency of activation events, for the trial-by-trial and amplitude-
series based analysis.
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A.3 Kronecker product properties
Here we review the main algebraic properties, summarized in Saatçi [2012], that we
implement to achieve fast kernel computations. In all of the below, Kd, (d = 1, . . . , D)
are square invertible matrices with dimensions nd.
Property 0. Associativity. The Kronecker product is associative.
(K1 ⊗K2)⊗K3 = K1 ⊗ (K2 ⊗K3) .
Property 1. Inversion of the Kronecker product. The inverse of a Kronecker product
equals the product of their inverses:
(K1 ⊗K2)−1 = K−11 ⊗K−12 .
Property 2. Kronecker product eigen-decomposition. If
K1 = Q1Λ1Q>1 , K2 = Q2Λ2Q>2 ,
then
K1 ⊗K2 = QΛQ>
where
Q = Q1 ⊗Q2,Λ = Λ1 ⊗ Λ2.
In other words, the eigen-decomposition of a Kronecker product corresponds to the
product of their eigen-decompositions.
Property 3. Trace of a Kronecker product. The trace of a Kronecker product is the
product of the individual traces:
tr(K1 ⊗K2) = tr(K1)tr(K2).
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Property 4. Log determinant of the Kronecker product. The log determinant of
the Kronecker product is a weighted sum of the individual log determinants, and the
weights are the dimensions:
log |K1 ⊗K2| = n1 log |K1|+ n2 log |K2|.
Property 5. Matrix product between a Kronecker product and a vector. Let v be a




can be computed efficiently in O(DN (D+1)/D) space and time. For implementation
details see algorithm 2 in Gilboa et al. [2015], and our code.




Figure A.1: A Raw artifact traces at the smallest amplitude of stimulation (0.1 µA),
considered an estimate of µ, the switching artifact. B Raw artifact traces at 0.99 µA of
stimulus. C Difference. Notice that the main text refers to this already mean-subtracted
artifact. D) Left: Raw artifact at all different stimuli for a non-stimulating electrode (inset,
switching artifact). Right: Differences.
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All
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FPFN Error FPFN Error
Figure A.2: Population Results (log scale) including the mean-of-traces estimator
proposed in Hashimoto et al. [2002] and our simplified estimator. These results complement
figure 3.6A, by reporting differences by type of estimator, and also by reporting total errors.
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FP FN ErrorFP
Figure A.3: Comparison of simplified and kernel-based estimator in the analysis
of perturbations to real data. These results complement figure 3.6B, by reporting false
positive and negative rates at different conditions for trial subsampling (top), amplitude
subsampling (middle) and noise injection (bottom). Only for single electrode stimulation.
Notice that for trial sub-sampling and noise injection, results may vary from one experiment
to another.
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Spiking as a function of EI strength
Figure A.4: Distribution of EI strength on the stimulating electrode among spike events,
both for somatic and axonal (distant) stimulation. For somatic stimulation inset corresponds
to a zoom to smallest voltages. For EI peak strengths smaller than 10µV spike is not
observed (based on manual analysis).
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Population-based estimates of latency
Figure A.5: Population based estimates of the mean (top) and standard deviation (bottom)
of spike latency, as a function of probability of spiking (left) and stimulus amplitude (right).
This supports the observation that when activation is reached (high probability of spike)
variability of latencies reaches its minimum.



























































EI peak (log μV)
Figure A.6: The linear superposition of artifacts provides a reasonable phe-
nomenological model for two electrode stimulation. Observations are based on a
single retinal preparation (TTX). A) example of observed linearity: A1-A2 ) artifacts for
single electrode stimulation at two different stimulating electrodes with same strength (3.1
µ A) and opposite polarities. A3 ) corresponding two-electrode stimulation. A4 ) sum of A1 )
and A2 ). A5 ) difference between A3 ) and A4 ). A6 ) for reference, the EI of a typical neuron
in shown in the same scale. B) population-based generalization of the finding in A) from
thousands of stimulating electrode pairs, collapsing stimulating amplitudes and electrodes.
B1-B2 ) scatterplots of the maximum strength (over electrodes and time) of two-electrode
stimulation artifacts at different stimulus strengths (strength of the color) before and after
subtracting the sum of single electrode artifacts. Points in the gray-scale are the ones shown
in A). B3 histogram of log peak EI of neurons in the array. In the light of B3, B1,B2 show
in the vast majority of artifacts of magnitude comparable with than of EI ( 99% of points
above the diagonal and outside the log-strength 2.5 µV boxes in B1,B2 ) subtracting the
linear sum of individual artifacts is a sensible choice as it decreases its strength.




B.1 Alternative methods of discrete variational
inference
We can gain insight and intuition about the stick-breaking and rounding transfor-
mations by considering their counterparts for discrete, or categorical, variational
inference. Continuous relaxations are an appealing approach for this problem, af-
fording gradient-based inference with the reparameterization trick. First we review
the Gumbel-softmax method [Maddison et al., 2017, Jang et al., 2017, Kusner and
Hernández-Lobato, 2016]—a recently proposed method for discrete variational infer-
ence with the reparameterization trick—then we discuss analogs of our permutation and
rounding transformations for the categorical case. These can be considered alternatives
to the Gumbel-softmax method, which we compare empirically in B.1.5.
Recently there have been a number of proposals for extending the reparameterization
trick [Rezende et al., 2014, Kingma and Welling, 2014] to high dimensional discrete
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problems1 by relaxing them to analogous continuous problems [Maddison et al.,
2017, Jang et al., 2017, Kusner and Hernández-Lobato, 2016]. These approaches are
based on the following observation: if x ∈ {0, 1}N is a one-hot vector drawn from a
categorical distribution, then the support of p(x) is the set of vertices of the N − 1
dimensional simplex. We can represent the distribution of x as an atomic density on
the simplex.
B.1.1 The Gumbel-softmax method
Viewing x as a vertex of the simplex motivates a natural relaxation: rather than
restricting ourselves to atomic measures, consider continuous densities on the simplex.
To be concrete, suppose the density of x is defined by the transformation,
zn
iid∼ Gumbel(0, 1)













The output x is now a point on the simplex, and the parameter θ = (θ1, . . . , θN) ∈ RN+
can be optimized via stochastic gradient ascent with the reparameterization trick.
The Gumbel distribution leads to a nicely interpretable model: adding i.i.d. Gumbel
noise to log θ and taking the argmax yields an exact sample from the normalized
probability mass function θ¯, where θ¯n = θn/
∑N
m=1 θm [Gumbel, 1954]. The softmax is
a natural relaxation. As the temperature τ goes to zero, the softmax converges to
the argmax function. Ultimately, however, this is just a continuous relaxation of an
atomic density to a continuous density.
1Discrete inference is only problematic in the high dimensional case, since in low dimensional
problems we can enumerate the possible values of x and compute the normalizing constant p(y) =∑
x p(y, x).
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Stick-breaking and rounding offer two alternative ways of constructing a relaxed
version of a discrete random variable, and both are amenable to reparameterization.
However, unlike the Gumbel-Softmax, these relaxations enable extensions to more
complex combinatorial objects, notably, permutations.
B.1.2 Stick-breaking
The stick-breaking transformation to the Birkhoff polytope presented in the main
text contains a recipe for stick-breaking on the simplex. In particular, as we filled
in the first row of the doubly-stochastic matrix, we were transforming a real-valued
vector ψ ∈ RN−1 to a point in the simplex. We present this procedure for discrete
variational inference again here in simplified form. Start with a reparameterization of
a Gaussian vector,
zn
iid∼ N (0, 1),
ψn = µn + νnzn, 1 ≤ n ≤ N − 1,
parameterized by θ = (µn, νn)N−1n=1 . Then map this to the unit hypercube in a temperature-
controlled manner with the logistic function,
βn = σ(ψn/τ),
where σ(u) = (1 + e−u)−1 is the logistic function. Finally, transform the unit hypercube














Here, βn is the fraction of the remaining “stick” of probability mass assigned to xn.
This transformation is invertible, the Jacobian is lower-triangular, and the determinant
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of the Jacobian is easy to compute; Linderman et al. [2015] compute the density of x
implied by a Gaussian density on ψ.
The temperature τ controls how concentrated p(x) is at the vertices of the simplex,
and with appropriate choices of parameters, in the limit τ → 0 we can recover any
categorical distribution (we will discuss this in detail in Section B.1.4. In the other
limit, as τ → ∞, the density concentrates on a point in the interior of the simplex
determined by the parameters, and for intermediate values, the density is continuous
on the simplex.
Finally, note that the logistic-normal construction is only one possible choice. We could
instead let βn ∼ Beta(anτ , bnτ ). This would lead to a generalized Dirichlet distribution
on the simplex. The beta distribution is slightly harder to reparameterize since it is
typically simulated with a rejection sampling procedure, but Naesseth et al. [2017]
have shown how this can be handled with a mix of reparameterization and score-
function gradients. Alternatively, the beta distribution could be replaced with the
Kumaraswamy distribution [Kumaraswamy, 1980], which is quite similar to the beta
distribution but is easily reparameterizable.
B.1.3 Rounding
Rounding transformations also have a natural analog for discrete variational inference.
Let en denote a one-hot vector with n-th entry equal to one. Define the rounding
operator,
round(ψ) = en∗ ,
where
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In the case of a tie, let n∗ be the smallest index n such that ψn > ψm for all m < n.
Rounding effectively partitions the space into N disjoint “Voronoi” cells,
Vn =
{
ψ ∈ RN : ψn ≥ ψm ∀m ∧ ψn > ψm ∀m < n
}
.
By definition, round(ψ) = en∗ for all ψ ∈ Vn∗
We define a map that pulls points toward their rounded values,
x = τψ + (1− τ)round(ψ). (B.1)
Proposition 1. For τ ∈ [0, 1], the map defined by (B.1) moves points strictly closer
to their rounded values so that round(ψ) = round(x).
Proof. Note that the Voronoi cells are intersections of halfspaces and, as such, are
convex sets. Since x is a convex combination of ψ and en∗ , both of which belong to
the convex set Vn∗ , x must belong to Vn∗ as well.
Similarly, x will be a point on the simplex if an only if ψ is on the simplex as well.
By analogy to the rounding transformations for permutation inference, in categorical
inference we use a Gaussian distribution ψ ∼ N (proj(m), ν), where proj(m) is the
projection of m ∈ RN+ onto the simplex. Still, the simplex has zero measure under the
Gaussian distribution. It follows that the rounded points x will almost surely not be
on the simplex either. The supposition of this approach is that this is not a problem:
relaxing to the simplex is nice but not required.
In the zero-temperature limit we obtain a discrete distribution on the vertices of the
simplex. For τ ∈ (0, 1] we have a distribution on Xτ ⊆ RN , the subset of the reals to
which the rounding operation maps. (For 0 ≤ τ < 1 this is a strict subset of RN .) To
derive the density q(x), we need the inverse transformation and the determinant of
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As long as ψ is in the interior of its Voronoi cell, the round function is piecewise














× I[x ∈Xτ ].
Compare this to the density of the rounded random variables for permutation infer-
ence.
B.1.4 Limit analysis for stick-breaking
We show that stick-breaking for discrete variational inference can converge to any
categorical distribution in the zero-temperature limit.
Let β = σ(ψ/τ) with ψ ∼ N (µ, ν2). In the limit τ → 0 we have β ∼ Bern(Φ(−µ
ν
)),
where Φ(·) denotes the Gaussian cumulative distribution function (cdf). Moreover,
when βn ∼ Bern(ρn) with ρn ∈ [0, 1] for n = 1, . . . , N , the random variable x obtained
from applying the stick-breaking transformation to β will have an atomic distribution










These two facts, combined with the invertibility of the stick-breaking procedure, lead
to the following proposition
Proposition 2. In the zero-temperature limit, stick-breaking of logistic-normal random
variables can realize any categorical distribution on x.
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for n = 2, . . . , N − 1.
Since these are recursively defined, we can substitute the definition of ρm to obtain an
expression for ρn in terms of pi only. Thus, any desired categorical distribution pi implies
a set of Bernoulli parameters ρ. In the zero temperature limit, any desired ρn can be
obtained with appropriate choice of Gaussian mean µn and variance ν2n. Together these
imply that stick-breaking can realize any categorical distribution when τ → 0.
B.1.5 Variational Autoencoders (VAE) with categorical latent
variables
We considered the density estimation task on MNIST digits, as in Maddison et al.
[2017], Jang et al. [2017], where observed digits are reconstructed from a latent discrete
code. We used the continuous ELBO for training, and evaluated performance based
on the marginal likelihood, estimated with the variational objective of the discretized
model. We compared against the methods of Jang et al. [2017], Maddison et al. [2017]
and obtained the results in Table B.1. While stick-breaking and rounding fare slightly
worse than the Gumbel-softmax method, they are readily extensible to more complex
discrete objects, as shown in the main paper.
Fig B.1 shows MNIST reconstructions using Gumbel-Softmax, stick-breaking and
rounding reparameterizations. In all the three cases reconstructions are reasonably
accurate, and there is diversity in reconstructions.
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Table B.1: Summary of results in VAE





B.2 Variational permutation inference details
Here we discuss more of the subtleties of variational permutation inference and present
the mathematical derivations in more detail.
B.2.1 Continuous prior distributions.
Continuous relaxations require re-thinking the objective: the model log-probability is
defined with discrete latent variables, but our relaxed posterior is a continuous density.
As in Maddison et al. [2017], we instead maximize a relaxed ELBO. We assume the
functional form of the likelihood remains unchanged, and simply accepts continuous
values instead of discrete. However, we need to specify a new continuous prior p(X)
over the relaxed discrete latent variables, here, over relaxations of permutation matrices.
It is important that the prior be sensible: ideally, the prior should penalize values
of X that are far from permutation matrices.
For our categorical experiment on MNIST we use a mixture of Gaussians around each
vertex, p(x) = 1
N
∑N
n=1N (x | ek, η2). This can be extended to permutations, where









N (xmn | 0, η2) +N (xmn | 1, η2
)
. (B.2)
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Real Gumbel-Softmax Rounding Stick-breaking
Figure B.1: Examples of true and reconstructed digits from their corresponding discrete
latent variables. The real input image is shown on the left, and we show sets of four samples
from the posterior predictive distribution for each discrete variational method: Gumbel-
softmax, rounding, and stick-breaking. Above each sample we show the corresponding
sample of the discrete latent “code.” The random codes consist of of K = 20 categorical
variables with N = 10 possible values each. The codes are shown as 10× 20 binary matrices
above each image.
Although this prior puts significant mass around invalid points (e.g. (1, 1, . . . , 1)), it
penalizes X that are far from BN .
B.2.2 Computing the ELBO
Here we show how to evaluate the ELBO. Note that the stick-breaking and rounding
transformations are compositions of invertible functions, gτ = hτ ◦ f with Ψ = f(z; θ)
and X = hτ (Ψ). In both cases, f takes in a matrix of independent standard Gaus-
sians (z) and transforms it with the means and variances in θ to output a ma-
trix Ψ with entries ψmn ∼ N (µmn, ν2mn). Stick-breaking and rounding differ in the
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temperature-controlled transformations hτ (Ψ) they use to map Ψ toward the Birkhoff
polytope.
To evaluate the ELBO, we must compute the density of qτ (X; θ). Let Jhτ (u) = ∂hτ (U)∂U
∣∣∣
U=u
denote the Jacobian of a function hτ evaluated at value u. By the change of variables
theorem and properties of the determinant,












Now we appeal to the law of the unconscious statistician to compute the entropy
of qτ (X; θ),
Eqτ (X;θ)
[




− log p(Ψ; θ) + log |Jhτ (Ψ)|
]





Since Ψ consists of independent Gaussians with variances ν2mn, the entropy is sim-
ply,




We estimate the second term of equation (B.3) using Monte-Carlo samples. For both
transformations, the Jacobian has a simple form.
Jacobian of the stick-breaking transformation. Here hτ consists of two steps:
map Ψ ∈ RN−1×N−1 to B ∈ [0, 1]N−1×N−1 with a temperature-controlled, elementwise
logistic function, then map B to X in the Birkhoff polytope with the stick-breaking
transformation.
As with the standard stick-breaking transformation to the simplex, our transformation
to the Birkhoff polytope is feed-forward; i.e. to compute xmn we only need to know
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the values of β up to and including the (m,n)-th entry. Consequently, the Jacobian
of the transformation is triangular, and its determinant is simply the product of its
diagonal.
We derive an explicit form in two steps. With a slight abuse of notation, note that



























The second transformation, from Ψ to B, is an element-wise, temperature-controlled















σ (ψmn/τ)σ (−ψmn/τ) .
It is important to note that the transformation that maps B → X is only piecewise
continuous: the function is not differentiable at the points where the bounds change;
for example, when changing B causes the active upper bound to switch from the
row to the column constraint or vice versa. In practice, we find that our stochastic
optimization algorithms still perform reasonably in the face of this discontinuity.
Jacobian of the rounding transformation. The rounding transformation is given
in matrix form in the main text, and we restate it here in coordinate-wise form for
convenience,
xmn = [hτ (Ψ)]mn = τψmn + (1− τ)[round(Ψ)]mn.
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This transformation is piecewise linear with jumps at the boundaries of the “Voronoi
cells;” i.e., the points where round(X) changes. The set of discontinuities has Lebesgue
measure zero so the change of variables theorem still applies. Within each Voronoi
cell, the rounding operation is constant, and the Jacobian is,
log
∣∣∣Jhτ (Ψ)∣∣∣ = ∑
m,n
log τ = N2 log τ.
For the rounding transformation with given temperature, the Jacobian is constant.
B.3 Experiment details
We used Tensorflow [Abadi et al., 2016] for the VAE experiments, slightly changing the
code made available from Jang et al. [2017]. For experiments on synthetic matching
and the C. elegans example we used Autograd [Maclaurin et al., 2015], explicitly
avoiding propagating gradients through the non-differentiable round operation, which
requires solving a matching problem.
We used ADAM [Kingma and Ba, 2014] with learning rate 0.1 for optimization. For
rounding, the parameter vector V defined in 4.3 was constrained to lie in the interval
[0.1, 0.5]. Also, for rounding, we used ten iterations of the Sinkhorn-Knopp algorithm,
to obtain points in the Birkhoff polytope. For stick-breaking the variances ν defined
in 3.1 were constrained between 10−8 and 1. In either case, the temperature, along
with maximum values for the noise variances were calibrated using a grid search on
the interval [10−2, 1]. Improvements may be obtained with the use of an annealing
schedule, a direction we intend to explore in the future.
In the C. elegans example we considered the symmetrized version of the adjacency
matrix described in [Varshney et al., 2011b]; i.e. we used A′ = (A+ A>)/2, and the
matrix W was chosen antisymmetric, with entries sampled randomly with the sparsity
pattern dictated by A′. To avoid divergence, the matrix W was then re-scaled by 1.1
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times its spectral radius. This choice, although not essential, induced a reasonably
well-behaved linear dynamical system, rich in non-damped oscillations. We used
a time window of T = 1000 time samples, and added spherical standard noise at
each time. All results in Fig 4.3 are averages over five experiment simulations with
different sampled matrices W . For results in Fig 4.3B we considered either one or
four worms (squares and circles, respectively), and for the x-axis we used the values
ν ∈ {0.0075, 0.01, 0.02, 0.04, 0.05}. We fixed the number of known neuron identities to
25 (randomly chosen). For results in Fig 4.3C we used four worms and considered
two values for ν; 0.1 (squares) and 0.05 (circles). Different x-axis values correspond to
fixing 110, 83, 55 and 25 neuron identities.




C.1 Proof of Theorem 1
In this section we give a rigorous proof of Theorem 1. Also, in C.1.2 we briefly
comment on how Theorem 1 extend a perhaps more intuitive results, in the probability
simplex.
Before stating Theorem 1 we need some preliminary definitions. We start by recalling
a well-known result in matrix theory, the Sinkhorn theorem.
Theorem (Sinkhorn). Let A be an N dimensional square matrix with positive
entries. Then, there exists two diagonal matrices D1, D2, with positive diagonals, so
that P = D1AD2 is a doubly stochastic matrix. These D1, D2 are unique up to a
scalar factor. Also, P can be obtained through the iterative process of alternatively
normalizing the rows and columns of A.
Proof. See Sinkhorn [1964], Sinkhorn and Knopp [1967a], Knight [2008].
APPENDIX C. SUPPLEMENTAL INFORMATION FOR CHAPTER 5 158
For our purposes, it is useful to define the Sinkhorn operator S(·) as follows:
Definition 1. Let X be an arbitrary matrix with dimension N . Denote Tr(X) =
X (X1N1>N ), Tc(X) = X (1N1>NX) (with  representing the element-wise division
and 1n the n dimensional vector of ones) the row and column-wise normalization











Here, the exp(·) operator is interpreted as the component-wise exponential. By
Sinkhorn’s theorem, S(X) is a doubly stochastic matrix.
Finally, we review some key properties related to the space of doubly stochastic
matrices. First, we need to define a relevant geometric object.
Definition 2. We denote by BN the N-Birkhoff polytope, i.e., the set of doubly
stochastic matrices of dimension N . Likewise, we denote Pn be the set of permutation
matrices of size N . Alternatively,
BN = {P ∈ [0, 1] ∈ RN,N P1N = 1N , P>1N = 1N},
PN = {P ∈ {0, 1} ∈ RN,N P1N = 1N , P>1N = 1N}.
Theorem (Birkhoff). PN is the set of extremal points of BN . In other words, the
convex hull of BN equals PN .
Proof. See Birkhoff [1946].
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C.1.1 An approximation theorem for the matching prob-
lem
Let’s now focus on the standard combinatorial assignment (or matching) problem, for
an arbitrary N dimensional matrix X. We aim to maximize a linear functional (in the
sense of the Frobenius norm) in the space of permutation matrices. In this context,
let’s define the matching operator M(·) as the one that returns the solution of the
assignment problem:





M(·) as a related operator, but changing the feasible space by the
Birkhoff polytope:
∼
M(X) ≡ arg max
P∈BN
〈P,X〉F . (C.2)
Notice that in general
∼
M(X),M(X) might not be unique matrices, but a face of the
Birkhoff polytope, or a set of permutations, respectively (see Lemma 2 for details). In
any case, the relation M(X) ⊆ ∼M(X) holds by virtue of Birkhoff’s theorem, and the
fundamental theorem of linear programming.
Now we state the main theorem of this work:
Theorem 1. For a doubly stochastic matrix P define its entropy as h(P ) =
−∑i,j Pi,j log (Pi,j). Then, one has,
S(X/τ) = arg max
P∈BN
〈P,X〉F + τh(P ). (C.3)
Now, assume also the entries of X are drawn independently from a distribution that is
absolutely continuous with respect to the Lebesgue measure in R. Then, almost surely
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We divide the proof of Theorem 1 in three steps. First, in Lemma 1 we state a relation
between S(X/τ) and the entropy regularized problem in equation (C.3). Then, in
Lemma 2 we show that under our stochastic regime, uniqueness of solutions holds.
Finally, in Lemma 3 we show that in this well-behaved regime, convergence of solutions
holds.
C.1.1.1 Intermediate results for Theorem 1
Lemma 1.
S(X/τ) = arg max
P∈BN
〈P,X〉F + τh(P ).
Proof. We first notice that the solution Pτ of the above problem exists, and it is
unique. This is a simple consequence of the strict concavity of the objective (recall
the entropy is strictly concave Rao [1984]).
Now, let’s state the Lagrangian of this constrained problem
L (α, β, P ) = 〈P,X〉F + τh(P ) + α>(P1N − 1N) + β>(P>1N − 1N),
It is easy to see, by stating the equality ∂L /∂P = 0 that one must have for each i, j,
pi,jτ = exp(αi/τ − 1/2) exp(Xi,j/τ) exp(βj/τ − 1/2),
in other words, Pτ = D1 exp(Xi,j/τ)D2 for certain diagonal matrices D1, D2, with
positive diagonals. By Sinkhorn’s theorem, and our definition of the Sinkhorn operator,
we must have that S(X/τ) = Pτ .
Lemma 2. Suppose the entries of X are drawn independently from a distribution
that is absolutely continuous with respect to the Lebesgue measure in R. Then, almost
surely,
∼
M(X) = M(X) is a unique permutation matrix.
Proof. This is a known result from sensibility analysis on linear programming which
we prove for completeness. Notice first that the problem in (2) is a linear program
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on a polytope. As such, by the fundamental theorem of linear program, the optimal
solution set must correspond to a face of the polytope. Let F be a face of BN of
dimension ≥ 1, and take P1, P2 ∈ F , P1 6= P2. If F is an optimal face for a certain
XF , then XF ∈ {X : 〈P1, X〉F = 〈P2, X〉F}. Nonetheless, the latter set does not
have full dimension, and consequently has measure zero, given our distributional
assumption on X. Repeating the argument for every face of dimension ≥ 1 and taking
a union bound we conclude that, almost surely, the optimal solution lies on a face of
dimension 0, i.e, a vertex. From here uniqueness follows.
Lemma 3. Call Pτ the solution to the problem in equation C.3, i.e. Pτ = Pτ (X) =
S(X/τ). Under the assumptions of Lemma 2, Pτ → P0 when if τ → 0+.
Proof. Notice that by Lemmas 1 and 2, Pτ is well defined and unique for each τ ≥ 0.
Moreover, at τ = 0, P0 = M(X) is the unique solution of a linear program. Now, let’s
define fτ (·) = 〈·, X〉F + τh(·). We observe that f0(Pτ )→ f0(P0). Indeed, one has:
f0(P0)− f0(Pτ ) = 〈P0, X〉F − 〈Pτ , X〉F
= 〈P0, X〉F − fτ (Pτ ) + τh(Pτ )
< 〈P0, X〉F − fτ (P0) + τh(Pτ )




From which convergence follows trivially. Moreover, in this case convergence of the
values implies the converge of Pτ : suppose Pτ does not converge to P0. Then, there
would exist a certain δ and sequence τn → 0 such that ‖Pτn − P0‖ > δ. On the
other hand, since P0 is the unique maximizer of an LP, there exists ε > 0 such that
f0(P0)−f0(P ) > ε whenever ‖P−P0‖ > δ, P ∈ BN . This contradicts the convergence
of f0(Pτn).
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C.1.1.2 Proof of Theorem 1
The first statement is Lemma 1. Convergence (equation C.4) is a direct consequence
of Lemma 3, after noticing Pτ = S(X/τ) and P0 = M(X). We note that an alterna-
tive approach for the limiting argument is presented in Cominetti and San Martín
[1994].
C.1.2 Relation to softmax
Finally, we notice that all of the above results can be understood as a generalization
of the well-known approximation result arg maxi xi = limτ→0+ softmax(x/τ). To see
this, treat a category as a one-hot vector. Then, one has
arg max
i
xi = arg max
e∈SN
〈e, x〉, (C.5)
where Sn is the probability simplex, the convex hull of the one-hot vectors (denoted
Hn). Again, by the fundamental theorem of linear algebra, the following holds:
arg max
i
xi = arg max
e∈HN
〈e, x〉. (C.6)
On the other hand, by a similar (but simpler) argument than of the proof of theorem





〈e, x〉+ τh(e), (C.7)
where the entropy h(·) is not defined as h(e) = −∑ni=1 ei log(ei)
C.1.3 Illustrating theorem 1
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Sample 1 Sample 2 Sample 3 Sample 4 Sample 5
(a) (b) (c)
Figure C.1: Illustrating the Matching and Sinkhorn operators, and the Gumbel-Matching
and Gumbel-Sinkhorn distributions. Each 5x5 grid represents a matrix, with the shading
indicating cell values (a) Matching operator M(X) applied to a parameter matrix X. (b)
Sinkhorn Operator S(X/τ) approximating M(X) for different temperature τ and number of
Sinkhorn iterations, L. (c). First row: samples from the Matching Sinkhorn distribution.
Second and third rows: samples from the Gumbel-Sinkhorn distribution at two temperatures.
At low temperature, both distributions are indistinguishable.
C.2 Supplemental Methods
C.2.1 Experimental protocols
All experiments were run on a cluster using Tensorflow Abadi et al. [2016], using several
GPU (Tesla K20, K40, K80 and P100) in parallel to enable an efficient exploration of
the hyperparameter space: temperature, learning rate, and neural network parameters
(dimensions).
In all cases, we used L = 20 Sinkhorn Operator Iterations, and a 10x10 batch size:
for each sample in the batch we used Gumbel perturbations to generate 10 different
reconstructions.
For evaluation, we used the Hungarian Algorithm Munkres [1957a] to compute M(X)
required to infer the predicted matching.
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Finally, experiments of section 5.5.4 were done consistent with model specifications
stated in Linderman et al. [2018]
C.2.2 Number of parameters on Sinkhorn Networks
In the simplest network, the one that sorts number, the number of parameters is given
by nu + N × nu: Indeed, each number is connected with the hidden layer with nu




For images, the first layer is a convolution, composed by nf convolutional filters of
receptive field size Ks with nc channels (one or three) followed by a ReLU + max-
pooling (with stride s) operations. Then, the number of parameters in the first layer
is given by K2s ×nc×nf +nf . The second layers connects the output of a convolution,
i.e., the stacked convolved l× l images by each of the filters (after max-pooling) and p2
units, where p is the number of pieces each side was divided by. Therefore, the number
of parameters is given by l2/(p2s2)×nf ×p2 = l2/s2×nf , up to rounding and padding
subtleties. Then, the total number of parameters is l2/s2 × nf +K2s × nc × nf + nf .
For the 3x3 puzzle on Imagenet, l = 256, p = 3, nc = 3 and the optimal network was
such that nf = 64, s = 2, Ks = 5. Then, it had 1,053,440 parameters.
Finally, for arbitrary assembly experiments, as one includes additional fully connected
second layers, the total number of parameters is nl × l2/s2 × nf +K2s × nc × nf + nf ,
where nl is the number of labels (here, nl = 10).
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C.2.3 Inference with the implicit Gumbel-Sinkhorn distribu-
tion
Here we show how to compute KL((X + ε)/τ ‖ ε/τprior), as defined in 5.4.1. We
first notice that the density of the variable h = (a + g)/b, where g has a Gumbel
distribution and a, b are constants is given by:
log ph(z) = log b− (bz − a+ exp (a− bz)) . (C.8)
Therefore, the log density ratio LR(z) between each component of h1 = (xi,j + εi,j)/τ
and h2 = εi,j/τprior is (suppressing indexing for simplicity)
LR(z) = log ph1(z)/ log ph2(z)
= log τ − (τz − x+ exp (x− zτ))− log τprior + (τpriorz + exp (−zτprior)).
We need to take expectations with respect to the distribution of h1. To compute this
expectation, we first express the above ratio in terms of ε
LR(ε) = log(τ/τprior)− (ε+ exp (−ε)− (ε+ x)τprior/τ − exp (−(ε+ x)τprior/τ)))
Now we appeal to the law of the unconscious statistician, and take the expectation
with respect to ε. Using the identities
• E(ε) = γ ≈ 0.5772 (the Euler-Mascheroni constant)
• Moment generating function E(exp(tε)) = Γ(1− t); implying E(exp(−ε)) = 1
and E(exp (−τprior/τε)) = Γ(1 + τprior/τ))
we have:
Eh1 (LR(z)) =Eε (LR(ε))
= log(τ/τprior)− (γ(1− τprior/τ) + 1− xτprior/τ − exp (−xτprior/τ) Γ(1 + τprior/τ)).
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From this, it easily follows (adding all the N2 components) that




=N2 (log(τ/τprior)− 1 + γ(τprior/τ − 1)) + S1 + Γ(1 + τprior/τ)S2,
where S1 = τprior/τ
∑





In Table C.1 we provide further performance measures for the Jigsaw puzzle task on
Celeba, for extreme hyper-parameter values: small temperature, large temperature,
and a single Sinkhorn iteration These are worse than the ones in Table 5.2, although
surprisingly, one Sinkhorn iteration already provides reasonable performance, as long
temperature is chosen in an appropriate range.
Table C.1: Jigsaw puzzle results for different extreme hyper-parameter values
τ = 0.01 τ = 100 L = 1
2x2 3x3 4x4 5x5 2x2 3x3 4x4 5x5 .2x2 3x3 4x4 5x5
Prop. wrong .06 .08 .23 .36 .03 .1 .28 .5 .0 .03 .13 .28
Prop. any wrong .1 .22 .36 .9 .04 .23 .67 .97 .0 .08 .42 .82
Kendall tau .9 .89 .74 .62 .97 .88 .7 .47 1.0 .96 .86 .72
l1 .03 .04 .1 .14 .01 .04 .11 .19 .0 .01 .05 .11
l2 .16 .18 .28 .34 .11 .19 .3 .38 .0 .11 .21 .3
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C.3.2 Transformations into arbitrary digits
In Table C.2 we show performance of a 2-layer CNN in detecting transformed digits as
the ones they are intended to be. From this we see the most troublesome transformation
was to one, as this network most of the times categorized it as a different number.
Also, in Fig C.2 we show transformations, showing that to reconstruct to arbitrary
Becomes
0 1 2 3 4 5 6 7 8 9
0 1. .0 1. 1. 1. 1. 1. 1. 1. 1.
1 .91 1. .97 .99 .99 1. 1. .56 .75 .2
2 1. .0 1. 1. 1. 1. 1. .70 1. 1.
3 .04 .0 1. 1. 1. 1. .96 1. 1. .96
4 1. .46 1. 1. 1. 1. 1. 1. .68 .36







6 .3 .01 1. 1. 1. 1. .65 1. .65 1.
7 .0 .73 .27 .46 1. 1. 1. 1. 1. .72
8 1. .07 1. 1. 1. 1. 1. .07 1. 1.
9 1. .33 1. 1. 1. 1. 1. 1. 1. .66
Table C.2: Accuracies of two-layer convolutional neural network in identifying transformed
digits
digits it is not required that the original ones have an actual digit-like structure, but
they can be only pieces of ‘strokes’ or ‘dust’.
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Hard reconstructions Soft ReconstructionsMixed Scrambled
Figure C.2: First column: samples from dataset created by mixing all pieces of digits, and
then re-assembling them into ‘digits’. Second column: random permutations of first column.
Third column: hard reconstructions using M(X). Fourth column: soft reconstructions using
S(X/τ) and τ = 1. Metaphorically, one is able to reconstruct pieces out of ‘dust’.
C.3.3 Results on categorial VAE in MNIST
In general, for arbitrary random variables Z1, Z2 and a function g, one has
KL(Z1 ‖ Z2) ≥ KL(g(Z1) ‖ g(Z2)). (C.9)
We prove this in the discrete case, for simplicity: call q(z) and p(z) the densities of
Z1, Z2, and call y = g(z). This induces two joint distributions, p(z, y) and q(z, y).
Now, define
KL(q(z|y) ‖ p(z|y)) = ∑
y,z
(q(z, y) log q(z|y)− log p(z|y)).
Under this definition, one can verify that
KL(q(z, y) ‖ p(z, y)) =KL(q(z) ‖ p(z)) +KL(q(y|z) ‖ p(y|z))
=KL(q(y) ‖ p(y)) +KL(q(z|y) ‖ p(z|y)).
But KL((q(y|z) ‖ p(y|z)) = 0, as y is a deterministic function of z. Therefore,
KL((q(z) ‖ p(z)) = KL(q(y) ‖ p(y))+KL(q(z|y) ‖ p(z|y)), and since the second term
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is positive (a KL divergence) we conclude KL(q(z) ‖ p(z)) ≥ KL(q(y) ‖ p(y)).
This implies a lower (or less tight) ELBO if using Z1, Z2 instead of g(Z1), g(Z2).
However, we note that in the categorical case this has a minimal impact in performance.
Indeed, we replicated the density estimation on MNIST task described in Jang
et al. [2017], Maddison et al. [2017], and as alternative method we considered the
concrete distribution, but using as stochastic node (ε+ x)/τ (with prior ε/τprior
instead of two concrete distributions. In other words, for us g(x) = softmaxτ (x) and
Z1 = (ε+ x)/τ, Z2 = (ε)/τprior (in law). Results are shown in Table C.3. We first see
that Concrete distribution does worse than Gumbel-Softmax, which we attribute to a
sub-optimal parameter search. However, we see that working in the Gumbel space
has little impact on log p(x): the difference was smaller than .5 nats.
Method − log p(x)
Gumbel-Softmax 106.7
Concrete 111.5
Concrete (Gumbel space) 111.9
Table C.3: Summary of results in VAE
C.3.4 Supplementary results on C.elegans
Finally, in Table C.4 we show additional results for the C.elegans experiment. The
setting is the same as in Fig 4(a) in Linderman et al. [2018]. Likewise, Table 5.3
correspond to the setting of Fig 4(b) in Linderman et al. [2018].
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Mean number of candidates 10 30 45 60
Difficulty 1 worm 4 worms 1 Worm 4 worms 1 worm 4 worms 1 worms 4 worms
MCMC .34 .65 .18 .28 .14 .17 .13 .16
[Linderman et al., 2018] .77 .93 .33 .7 .18 .48 .17 .37
Gumbel-Sinkhorn .79 .94 .4 .69 .25 .51 .21 .44
Gumbel-Sinkhorn
(no regularization)
0.77 .92 .4 .64 .25 .44 .21 .39
Table C.4: Accuracy in the C.elegans neural identification problem, for varying mean
number of candidate neurons (10, 30, 45, 60) and number of worms (1 and 4).
C.4 Supplementary discussion
C.4.1 Sinkhorn operator for approximate marginal inference
A second connection between the distribution in (5.6) (and therefore, the Matching
Gumbel distribution) and the Sinkhorn operator arises as a consequence of Theorem
1. This relates to the estimation of the marginals Eθ(Pi,j), known to be a #P hard
problem. A well known result [Globerson and Jaakkola, 2007, Wainwright et al., 2008],
consequence of Fenchel (conjugate) duality [Rockafellar, 1970] applied to exponential
families, links this problem to optimization in the following way: lets denote by M
the marginal polytope, the convex hull of the set of realizable sufficient statistics, that
here coincides with Bn. Also, lets call H (µ) the entropy of (5.6) for the parameter
θ(µ) such that µ = Eθ(µ)(P ). Then,
Eθ(P ) = arg max
µ∈M
〈θ, µ〉F +H (µ). (C.10)
Notice the only difference between the optimization problems in (C.10) and (C.3) is
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the entropy term, after identifying X with θ. Therefore, one may understand the
Sinkhorn operator as providing approximations for the partition function and the
marginals, which will be accurate insofar as h(µ) is a good approximation for H (µ).
In this way, one can understand S(X) as an approximation for Eθ(P ), that may
complement more classical ones, as the Bethe and Kituchani’s approximations for
H (µ), and the corresponding approximate inference algorithms that they give rise to
[Yedidia et al., 2001, Vilnis et al., 2015].
C.4.2 Summary of extensions
Table C.5: Analogies between permutation and categories
Categories Permutations
Polytope Probability simplex S Birkhoff polytope BN
Linear program arg max xi = arg maxs∈S 〈x, s〉 M(X) = arg maxP∈B 〈P,X〉F
Approximation arg maxi xi = limτ→0+ softmax(x/τ) M(X) = limτ→0+ S(X/τ)
Entropy h(s) = ∑i−si log si h(P ) = ∑i,j −Pi,j log (Pi,j)
Entropy regularized
linear program
softmax(x/τ) = arg maxs∈S 〈x, s〉+ τh(s) S(X/τ) = arg maxP∈B 〈P,X〉F + τh(P )
Reparameterization
Gumbel-max trick
arg maxi(xi + i)
Gumbel-Matching GM(X)
M(X + )
Continuous
approximation
Concrete
softmax((x+ )/τ)
Gumbel-Sinkhorn GS(X, τ)
S((X + )/τ)
