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tions with two variables and constant coefﬁcients. Also, a formula expressing explicitly the Euler
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ability of the proposed method. The results show the efﬁciency and accuracy of the present work.
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The linear or nonlinear partial differential equations have a
wide range of applications in physics and engineering. Nonlinear
phenomena, that occurs in many areas of science such as solid
state physics, plasma physics, ﬂuid dynamics, mathematical biol-
ogy and chemical kinematics, can be modeled by partial differen-
tial equations. The hyperbolic partial differential equations model
the vibrations of structures (e.g. buildings, beams and machines)
and are the basis for fundamental equations of atomic physics
[11]. The solution of linear hyperbolic partial differential equations
clariﬁes the linear phenomena which occur in many systems like
as biology, engineering, aerospace, industry etc. In recent years,
noticeable progress has been made in the construction of the
numerical solutions for linear partial differential equations, which
has long been a major concern for both mathematicians and phys-
icists. We also note that, the differential equations are sometimes
linear in real world as is shown in papers [10,9]. So, searching
the numerical and exact solutions to these linear or nonlinear
models gains importance. For this reason, many methods were
developed for solving differential equations in the literature. In re-
cent years, the Bernstein, Lagurre, Taylor, Chebyshev, Legendre,
Bessel, Hermite and Bernoulli matrix methods have been used in
the works [17,14,7,6,15,3,27,31,26,25] to solve linear differential(including PDEs), Fredholm Volterra integro difference equations
and their systems.
Recently, Mirzaee et al. adapted the matrix method for the Euler
polynomials and they have been using the Euler matrix method to
ﬁnd approximate solutions of Volterra integral equations in the pa-
per [20]. Yet so far, to the best of our knowledge, a practical matrix
method based on Euler polynomials have had no results for
approximating the solution of second-order linear hyperbolic par-
tial differential equations. This partially motivated our interest in
such a method.
In this study, we present a new method called the Euler matrix
method based on Euler polynomials, for solving the second-order
linear hyperbolic partial differential equations, such that it can
be implemented efﬁciently and at the same time has a good con-
vergence property. The main goal of the presented technique was
deriving a good approximation to the solution of equation. The
proposed method has the best advantage when the known func-
tions in equation can be expanded to Euler series. To get the best
approximation, we must take more terms from the Euler expansion
of functions; that is, the truncation limit N must be chosen large
enough. Another considerable advantage of the method is that
the N-th order approximation gives the exact solution when the
solution is polynomial of degree equal to or less than N. If the solu-
tion is not polynomial, Euler series approximation converges to the
exact solution as N increases.
The paper is organized as follows: In Section 2 we describe the
basic formulation of the Euler polynomials required for our subse-
quent development. Section 3 is devoted to the problem statement.
Section 4 summarizes the application of this method to the
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demonstrate the accuracy of the proposed method.
2. Preliminaries
2.1. Euler polynomials
Euler polynomials and numbers (introduced by Euler in 1740)
also possess an extensive literature and several interesting applica-
tions in Number Theory [22,29]. In many respects, they are closely
related to the theory of Bernoulli polynomials [16,19]. The classical
Euler polynomials EnðxÞ is usually deﬁned by means of the expo-
nential generating functions (see, for details, [8]):
2ext
et þ 1 ¼
X1
n¼0
EnðxÞ t
n
n!
; ðjtj 6 pÞ: ð1Þ
The following familiar expansion [4]:Xn
k¼0
n
k
 
EkðxÞ þ EnðxÞ ¼ 2xn; ð2Þ
will be of importance later. The ﬁrst few Euler polynomials are:
E0ðxÞ ¼ 1; E1ðxÞ ¼ x 12 ; E2ðxÞ ¼ x
2  x;
E3ðxÞ ¼ x3  32 x
2 þ 1
4
; E4ðxÞ ¼ x4  2x3 þ x:
According to [23], the Euler polynomials can be expressed by the
Bernoulli polynomials as
EnðxÞ ¼
Xn
k¼0
2
kþ 1
n
k
 
Ekþ1ð0ÞBnkðxÞ; n ¼ 0;1; . . . ð3Þ
where BkðxÞ; k ¼ 0;1;   , are the Bernoulli polynomials of order k
which satisfy the well-known relations [18,21]
B0nðxÞ ¼ nBn1ðxÞ; n ¼ 1;2; . . . ;Z 1
0
BnðxÞdx ¼ 0; n ¼ 1;2; . . . :
For approximating an arbitrary unknown function, the advantages
of Euler polynomials EnðxÞ; n ¼ 0;1;2;   , over orthogonal polyno-
mials like as shifted Legendre polynomials and Bernoulli polynomi-
als are stated in [5,12,13].
2.2. Operational matrix of differentiation
Euler polynomials have an interesting property (a relation be-
tween Euler polynomials and their derivatives) which was used
in [20] for solving different types of problems. This relation is as
follows
E0nðxÞ ¼ nEn1ðxÞ; n ¼ 1;2; . . . : ð4Þ
If we introduce the Euler vector EðxÞ in the form
EðxÞ ¼ ½E0ðxÞ; E1ðxÞ;    ; ENðxÞ, then the derivative of the EðxÞ, with
the aid of (4), can be expressed in the matrix form by
E0ðxÞ ¼ ½E0ðxÞ; E1ðxÞ;    ; ENðxÞ0
¼ ½E0ðxÞ; E1ðxÞ;    ; ENðxÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
EðxÞ
0 1 0 . . . 0
0 0 2 . . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . N
0 0 0 . . . 0
266666666664
377777777775
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
M
; ð5Þwhere M is the ðN þ 1Þ  ðN þ 1Þ operational matrix of differenti-
ation. Accordingly, the n-th derivative of EðxÞ for all positive inte-
gers n can be given by
Eð1ÞðxÞ ¼ EðxÞM;
Eð2ÞðxÞ ¼ Eð1ÞðxÞM ¼ EðxÞM2;
Eð3ÞðxÞ ¼ Eð1ÞðxÞM2 ¼ EðxÞM3;
..
.
) EðnÞðxÞ ¼ Eð1ÞðxÞMðn1Þ ¼ EðxÞMn;
ð6Þ
where M is deﬁned in (5). Since in this paper we deal with two-
variable functions, the above-mentioned matrix must be
extended to a product of two matrices. Now, assume the following
hypotheses:
(H1) Er;sðx; tÞ ¼ ErðxÞEsðtÞ; r; s ¼ 0;1;2; . . . ;N.
(H2) ekðx; tÞ ¼ ½Ek;0ðx; tÞ; Ek;1ðx; tÞ; Ek;2ðx; tÞ; . . . ; Ek;Nðx; tÞ;
k ¼ 01;2; . . . ;N.
(H3) Eðx; tÞ ¼ ½e0ðx; tÞ; e1ðx; tÞ; e2ðx; tÞ; . . . ; eNðx; tÞ.Corollary 1. Under the tacit assumptions ðH1Þ  ðH3Þ above and by a
similar procedure that was used in [2] the relations between the
matrix Eðx; tÞ and its derivatives are
Eðr;sÞðx; tÞ ¼ Eðx; tÞðbEÞrðbbEÞs; r; s ¼ 0;1;2; . . . ;N; ð7Þ
where
bE ¼ M  I ¼ kronðM; IÞ ¼
0 I 0 . . . 0
0 0 2I . . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . NI
0 0 0 . . . 0
2666666666664
3777777777775
;
bbE ¼ I M ¼ kronðI;MÞ ¼
M 0 0 . . . 0
0 M 0 . . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . M
26666666664
37777777775
ðNþ1Þ2ðNþ1Þ2
;
 is the Kronecker product, I is the ðN þ 1Þ  ðN þ 1Þ identity matrix
and M is deﬁned in (5).2.3. Function approximation
Let R0 denotes the ﬁnite dimensional linear space on ½0;1 that is
spanned by Euler polynomials:
E0ðxÞ; E1ðxÞ;    ; ENðxÞ;
where EmðxÞ, is the Euler polynomial of order m for m ¼ 0;1; . . . ;N,
namely,
R0 ¼ spanfE0ðxÞ; E1ðxÞ;    ; ENðxÞ; x 2 ½0;1g:Corollary 2. If a function gðxÞ 2 L2½0;1 can be expanded as a ﬁnite
sum of Euler series, then the coefﬁcients gn for all n ¼ 0;1; . . .N can
be calculated as follows
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1
N!
R 1
0 g
ðNÞðxÞdx; n ¼ N
1
n!
R 1
0 g
ðnÞðxÞdxþ
XNn1
k¼0
2ðn!Þ
kþ2
kþ nþ 1
kþ 1
 
Ekþ2ð0Þgnþkþ1
 !
; n ¼ N  1;N  2; . . . ;0
8><>: :
ð8Þ
In the following, we extend the above theorem for approximating two
variable functions in terms of truncated Euler series.Corollary 3. A function Gðx; tÞ 2 L2½0;1  L2½0;1 can be expanded as
a ﬁnite sum of two variable truncated Euler seriesPN
r¼0
PN
s¼0gr;sErðxÞEsðtÞ and the coefﬁcients gr;s for all r; s ¼ 0;1; . . .N
can be calculated from the following backward linear relationZ 1
0
Z 1
0
@rþsGðx; tÞ
@xr@ts
dxdt ¼
XN
i¼r
XN
j¼s
4ðr!s!Þgi;j
ði r þ 1Þðj sþ 1Þ
i
i r
 
j
j s
 
Eirþ1ð0ÞEjsþ1ð0Þ:
ð9Þ3. Problem statement
Consider the following class of partial differential equations
l1
@2u
@x2
þ l2
@2u
@t2
þ l3
@2u
@x@t
þ l4
@u
@x
þ l5
@u
@t
þ l6u ¼ f ðx; tÞ;
l22  4l1l3 > 0; ð10Þ
with initial conditions given by
uðx;0Þ ¼ g1ðxÞ; a 6 x 6 b;
@u
@t
ðx;0Þ ¼ g2ðxÞ; a 6 x 6 b;
ð11Þ
and Dirichlet boundary conditions
uða; tÞ ¼ h1ðtÞ; 0 6 t 6 s;
uðb; tÞ ¼ h2ðtÞ; 0 6 t 6 s:
ð12Þ
Eq. (10) plays an important role in describing Wave and Telegraph
equations. Telegraph equations are commonly used in signal analy-
sis for transmission and propagation of electrical signals and also
has applications in other ﬁelds (see [11] and the references therein).
In Eq. (10), l1;l2;l3;l4;l5 and l6 are constants, f ; g1; g2;h1 and h2
are known functions and u is an unknown function.
4. The numerical method
In this section, we convert Eq. (10) under the given conditions,
to a linear system of matrix equations which can be easily solved.
To do this we use Euler polynomials and Euler operational matrix
of derivatives to derive an algorithm for solving the problem. Now,
we assume that the solution of the considered problem is approx-
imated as follows
uðx; tÞ ’
XN
r¼0
XN
s¼0
kr;sErðxÞEsðtÞ ¼ Eðx; tÞK; ð13Þ
where Eðx; tÞ is the 1 ðN þ 1Þ2 matrix introduced in (H3) and
K ¼ ½k0;0; k0;1; . . . ; k0;N ; k1;0; k1;1; . . . ; k1;N; . . . ; kN;0; kN;1; . . . ; kN;NT :
By using (7) we reduce the terms @
2u
@x2 ;
@2u
@t2
; @
2u
@x@t ;
@u
@x and
@u
@t of Eq. (10)
to matrix forms as follows
@2u
@x2
¼ uxxðx; tÞ ¼ Eð2;0Þðx; tÞK ¼ Eðx; tÞðbEÞ2K; ð14Þ
@2u
@t2
¼ uttðx; tÞ ¼ Eð0;2Þðx; tÞK ¼ Eðx; tÞðbbEÞ2K; ð15Þ
@2u
@x@t
¼ uxtðx; tÞ ¼ Eð1;1Þðx; tÞK ¼ Eðx; tÞbEbbEK; ð16Þ@u
@x
¼ uxðx; tÞ ¼ Eð1;0Þðx; tÞK ¼ Eðx; tÞbEK; ð17Þ
@u
@t
¼ utðx; tÞ ¼ Eð0;1Þðx; tÞK ¼ Eðx; tÞbbEK: ð18Þ
We can also expand the function f ðx; tÞ as a Euler series:
f ðx; tÞ ’
XN
r¼0
XN
s¼0
fr;sErðxÞEsðtÞ ¼ Eðx; tÞF; ð19Þ
where
F ¼ ½f0;0; f0;1; . . . ; f0;N; f1;0; f1;1; . . . ; f1;N ; . . . ; fN;0; fN;1; . . . ; fN;N T ;
and the coefﬁcients fr;s for all r; s ¼ 0;1; . . .N can be calculated from
relation (9). Substituting the expressions (13)–(19) into the basic
Eq. (10) and simplifying the result, we have the fundamental matrix
equation
ðl1ðbEÞ2 þ l2ðbbEÞ2 þ l3bEbbE þ l4bE þ l5bbE þ l6IÞK ¼ F: ð20Þ
When the matrices bE; bbE ; I;K and F in Eq. (20) are written in full, it
can be seen that their dimensions are respectively ðN þ 1Þ2
 ðN þ 1Þ2; ðN þ 1Þ2  ðN þ 1Þ2; ðN þ 1Þ2  ðN þ 1Þ2; ðN þ 1Þ2
1; ðN þ 1Þ2  1. Hence, the matrix Eq. (20) can be written as
WK ¼ F, or in the form of augmented matrix ½W;F, where
W ¼ ½wp;q;
wp;q ¼ ðl1ðbEÞ2 þ l2ðbbEÞ2 þ l3bEbbE þ l4bE þ l5bbE þ l6IÞp;q;
p; q ¼ 1;2;    ; ðN þ 1Þ2: ð21Þ
Therefore, the basic Eq. (10) is changed into a system of ðN þ 1Þ2 lin-
ear algebraic equations with unknown coefﬁcients k0;0; k0;1; . . . ;
k0;N; k1;0; k1;1; . . . ; k1;N; . . . ; kN;0; kN;1; . . . ; kN;N , which can be written in
the augmented matrix form
½W; F ¼
w0;0 w0;1 . . . w0;N2 ; f0;0
w1;0 w1;1 . . . w1;N2 ; f0;1
..
. ..
. ..
. ..
. ..
. ..
.
wN;0 wN;1 . . . wN;N2 ; f0;N
wNþ1;0 wNþ1;1 . . . wNþ1;N2 ; f1;0
wNþ2;0 wNþ2;1 . . . wNþ2;N2 ; f1;1
..
. ..
. ..
. ..
. ..
. ..
.
w2N;0 w2N;1 . . . w2N;N2 ; f1;N
..
. ..
. ..
. ..
. ..
. ..
.
wN2 ;0 wN2 ;1 . . . wN2 ;N2 ; fN;N
26666666666666666666666664
37777777777777777777777775
: ð22Þ
We now present the alternative forms for uðx; tÞ which are impor-
tant to simplify matrix forms of the conditions. The simpliﬁcation
in conditions is done only with respect to the variable x or t. There-
fore, we must use different forms for initial and boundary condi-
tions. For initial conditions, we write uðx; tÞ as
uðx; tÞ ¼ EðxÞSðtÞK;
where
SðtÞ ¼ I  EðtÞ ¼ kronðI; EðtÞÞ ¼
EðtÞ 0 . . . 0
0 EðtÞ . . . 0
..
. ..
. . .
. ..
.
0 0 . . . EðtÞ
266664
377775
ðNþ1ÞðNþ1Þ2
;
EðtÞ ¼ ½E0ðtÞ; E1ðtÞ;    ; ENðtÞ:
Hence, the function utðx; tÞ can be expressed as follows:
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Also, the matrix representations of non-homogeneous terms of Eq.
(11), can be written (by using Corollary 1 in the second section)
in the following matrix form
g1ðxÞ ¼ EðxÞG1; G1 ¼ ½g1;0; g1;1;    ; g1;NT ; ð24Þ
g2ðxÞ ¼ EðxÞG2; G2 ¼ ½g2;0; g2;1;    ; g2;N T ; ð25Þ
where gi;n for i ¼ 1;2 and n ¼ 0;1; . . . ;N can be obtained as follows:
gi;n ¼
1
N!
R 1
0 g
ðNÞ
i ðxÞdx; n ¼ N
1
n!
R 1
0 g
ðnÞ
i ðxÞdxþ
XNn1
k¼0
2ðn!Þ
kþ2
kþ nþ 1
kþ 1
 
Ekþ2ð0Þgnþkþ1
 !
; n ¼ N  1;N  2; . . . ;0
8><>: :
By substituting relations (24) and (25) into (11) and then simplify-
ing the result, we get the matrix forms of initial conditions as
Sð0ÞK ¼ G1 ) w1K ¼ G1; ð26Þ
Sð0ÞbbEK ¼ G2 ) w2K ¼ G2: ð27Þ
For boundary conditions, the corresponding form of the function
uðx; tÞ can be written as
uðx; tÞ ¼ EðtÞLðxÞK;
where
LðxÞ ¼ kronðEðxÞ; IÞ ¼ ½E0ðxÞI; E1ðxÞI;    ; ENðxÞIðNþ1ÞðNþ1Þ2 ;
EðxÞ ¼ ½E0ðxÞ; E1ðxÞ;    ; ENðxÞ:
The matrix representation of the nonhomogeneous terms of (12),
can be shown (by using Corollary 1 in the second section) in the
forms
h1ðtÞ ¼ EðtÞH1; H1 ¼ ½h1;0;h1;1;    ; h1;NT ; ð28Þ
h2ðtÞ ¼ EðtÞH2; H2 ¼ ½h2;0;h2;1;    ; h2;NT : ð29Þ
Note that, the elements of Hi for i ¼ 1;2, can be computed easily by
using the Corollary 1 in the second section as follows
hi;n ¼
1
N!
R 1
0 h
ðNÞ
i ðtÞdt; n ¼ N
1
n!
R 1
0 h
ðnÞ
i ðtÞdt þ
XNn1
k¼0
2ðn!Þ
kþ2
kþ nþ 1
kþ 1
 
Ekþ2ð0Þgnþkþ1
 !
; n ¼ N  1;N  2; . . . ;0
8><>:
Substituting the relations (28) and (29) into (12) yields
LðaÞK ¼ H1 ) /1K ¼ H1; ð30Þ
LðbÞK ¼ H2 ) /2K ¼ H2: ð31Þ
To obtain the solution of Eq. (10) under conditions (11) and (12), we
replace the row matrices (26), (27), (30) and (31) by the last rows of
the matrix (22) and obtain the new augmented matrix
½ccW ; bbF  ¼
cW ; bF
w1 ; G1
w2 ; G2
/1 ; H1
/2 ; H2
26666664
37777775: ð32Þ
Here cW and bF are obtained by throwing away the maximum num-
ber of row vectors from W and F, so the rank of the system deﬁned
in (32) cannot be smaller than ðN þ 1Þ2. This process provides high-
er accuracy because of the decreasing truncation error.
If rank
c
W ¼ rank ½cW ; bbF  ¼ ðN þ 1Þ2, then
K ¼ ðccW Þ1bbF ; ð33Þand then the unknown Euler coefﬁcients matrix Kð½k0;0; k0;1; . . . ; k0;N ;
k1;0; k1;1; . . . ; k1;N; . . . ; kN;0; kN;1; . . . ; kN;NTÞ is uniquely determined.
Thus, Eq. (10) under conditions (11) and (12) has a unique solution.
This solution is given by the truncated Euler series (13). However,
when jccW j ¼ 0, if rank ccW ¼ rank ½ccW ; bbF  < ðN þ 1Þ2, then we
may ﬁnd a particular solution. Otherwise if rank
c
W– rank
½cW ; bbF  < ðN þ 1Þ2, then it is not a solution.
4.1. Accuracy of the solution
In this section accuracy of the solution and error analysis are
brieﬂy discussed. We can easily check the accuracy of the method.
Since the truncated Euler series (13) is an approximate solution of
(10), when the function uðx; tÞ, and its derivatives, are substituted
in Eq. (13), the resulting equation must be satisﬁed approximately;
that is, for ðx ¼ xp; t ¼ tsÞ 2 ½a; b  ½0; s; p; s ¼ 0;1;2; . . .
Eðxp;tsÞ¼ l1
@2u
@x2
ðxp;tsÞþl2
@2u
@t2
ðxp;tsÞþl3
@2u
@x@t
ðxp;tsÞ

þl4
@u
@x
ðxp;tsÞþl5
@u
@t
ðxp;tsÞþl6uðxp;tsÞ f ðxp;tsÞ
ﬃ0;
and Eðxp; tsÞ 6 10kps (kps is a positive integer). If max 10kps ¼ 10k
(k is a positive integer) is prescribed, then the truncation limit N
is increased until the difference Eðxp; tsÞ at each of the points be-
comes smaller than the prescribed 10k.
The error can be estimated by the function
ENðx; tÞ ¼ l1
@2uN
@x2
ðx; tÞ þ l2
@2uN
@t2
ðx; tÞ þ l3
@2uN
@x@t
ðx; tÞ
þ l4
@uN
@x
ðx; tÞ þ l5
@uN
@t
ðx; tÞ þ l6uNðx; tÞ  f ðx; tÞ:
If ENðx; tÞ ! 0 when N is sufﬁciently large enough, then the error de-
creases. On the other hand, the error can be estimated by root-
mean-square error (RMS). We calculate RMS error by the following
formula [14]:
RMS error ¼
PN
n¼0ðuðxn;gÞ  uNðxn;gÞÞ
N þ 1
 !1=2
;
where u and uN are the exact and approximate solutions of the
problem, respectively and g is an arbitrary time t in ½0; s.
5. Numerical examples
In this section, several numerical examples are given to illus-
trate the accuracy and effectiveness of the method and all of them
were performed on the computer using a program written in
Matlab. The following problems have been tested.
Example 1. Consider ﬁrst the linear Cauchy problem, with the
following initial conditions
@2u
@x2
 @
2u
@t2
¼ 0; uðx;0Þ ¼ x; @u
@t
ðx;0Þ ¼ 2:
and the approximate solution uðx; tÞ by the truncated Euler series
uðx; tÞ ’
X1
r¼0
X1
s¼0
kr;sErðxÞEsðtÞ;
where N ¼ 1; l1 ¼ 1; l2 ¼ 1, l3 ¼ l4 ¼ l5 ¼ l6 ¼ 0;
f ðx; tÞ ¼ 0; g1ðxÞ ¼ x, and g2ðxÞ ¼ 2.
By applying the technique described in Section 4 and Eq. (20),
the fundamental matrix equation of the problem is
F. Mirzaee, S. Bimesl / Results in Physics 3 (2013) 241–247 245ððbEÞ2  ðbbEÞ2ÞK ¼ F;
where
bE ¼
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
26664
37775; bbE ¼
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
26664
37775; F ¼
0
0
0
0
26664
37775:
From (26) and (27) the matrix forms for initial conditions are
½w1;G1 ¼
1  12 0 0 ; 12
0 0 1  12 ; 1
" #
;
½w2;G2 ¼
0 1 0 0 ; 2
0 0 0 1 ; 0
 
:
From (32), the new augmented matrix based on initial conditions is
as follows:
½ccW ; bbF  ¼
1  12 0 0 ; 12
0 0 1  12 ; 1
0 1 0 0 ; 2
0 0 0 1 ; 0
2666664
3777775:
Solving the previous system, the unknown Euler coefﬁcients vector
is
K ¼ 32 2 1 0
 	T
:
Hence, the solutions of the problem for N ¼ 1 become
uðx; tÞ ¼ xþ 2t which is the exact solution.Example 2 [28]. We next consider the following linear hyperbolic
partial differential equation
@2u
@x2
 2 @
2u
@t2
þ @
2u
@x@t
¼ 1;
with the initial conditions
uðx;0Þ ¼ x; @u
@t
ðx;0Þ ¼ x;
which is the exact solution uðx; tÞ ¼ xþ xt þ t22 .
Now, let us ﬁnd the approximate solution given by the
truncated Euler series
uðx; tÞ ’
X3
r¼0
X3
s¼0
kr;sErðxÞEsðtÞ;
where N ¼ 3; l1 ¼ 1; l2 ¼ 2; l3 ¼ 1, l4 ¼ l5 ¼ l6 ¼ 0; f ðx; tÞ ¼
1; g1ðxÞ ¼ x, and g2ðxÞ ¼ x. From Eq. (21), the fundamental matrix
equation of the given problem is written as
ððbEÞ2  2ðbbEÞ2 þ bEbbEÞK ¼ F;
where
I ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
266664
377775;M ¼
0 1 0 0
0 0 2 0
0 0 0 3
0 0 0 0
266664
377775; bE ¼
0 I 0 0
0 0 2I 0
0 0 0 3I
0 0 0 0
266664
377775; bbE ¼
M 0 0 0
0 M 0 0
0 0 M 0
0 0 0 M
266664
377775;
and
F ¼ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0½ T :
The matrix forms for the initial conditions from Eqs. (26) and (27)
are½w1;G1 ¼
1  12 0 14 0 0 0 0 0 0 0 0 0 0 0 0 ; 12
0 0 0 0 1  12 0 14 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 0 0 0 1  12 0 14 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 0 1  12 0 14 ; 0
26664
37775;
and
½w2;G2 ¼
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 ; 12
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 ; 0
26664
37775:
From system (32), the new augmented matrix based on conditions
is computed as follows
½ccW ; bbF  ¼
0 0 4 0 0 1 0 0 2 0 0 0 0 0 0 0 ; 1
0 0 0 12 0 0 2 0 0 2 0 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 3 0 0 2 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 ; 0
0 0 0 0 0 0 4 0 0 2 0 0 6 0 0 0 ; 0
0 0 0 0 0 0 0 12 0 0 4 0 0 6 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 6 0 0 6 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 ; 0
1  12 0 14 0 0 0 0 0 0 0 0 0 0 0 0 ; 12
0 0 0 0 1  12 0 14 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 0 0 0 1  12 0 14 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 0 1  12 0 14 ; 0
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 ; 12
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 ; 0
266666666666666666666666666666666666666666664
377777777777777777777777777777777777777777775
:
By solving this system, the Euler coefﬁcient matrix is obtained as
K ¼ 1 1 12 0 32 1 0 0 2 0 0 0 0 0 0 0
 	T
:
Hence, the approximate solution of the problem for N ¼ 3 is found
as uðx; tÞ ¼ x þ xt þ t22 which is the exact solution. Moreover, if
higher values of N are chosen, we obtain the exact solution again.
From this matter, we concluded that if the problem has an analytic
solution which is a polynomial our proposed method obtains it with
sufﬁcient numbers of base functions.Example 3 [30]. As the ﬁnal example, consider the following lin-
ear hyperbolic partial differential equation
@2u
@x2
 @
2u
@t2
 4 @u
@t
 2u ¼ 0 ð34Þ
with the initial conditions
uðx;0Þ ¼ sinðxÞ; @u
@t
ðx;0Þ ¼  sinðxÞ;
whose exact solution is uðx; tÞ ¼ et sinðxÞ.
Again, by applying several values of N, we obtain the numerical
solution of this example by using the proposed method. Table 1,
shows the errors involved in our method by applying N ¼ 7 and
N ¼ 15, along with the exact solution obtained by the classical
method. Morever, the graph of absolute errors for t = 0.5 and 1.5
are given in Figs. 1 and 2 respectively. As can be seen from Table. 1,
Figs. 1 and 2 the results of the approximate solutions for N ¼ 15
are almost the same as the results of the exact solutions. We see
that the errors decrease rapidly as N increases. In Table 2, we
compare the approximate solutions obtained by the present
method at N ¼ 9, the Bernoulli matrix (BM) method [25] and
the Legendre approximation (LA) method [24]. Numerical results
of this problem show that the present method is more accurate
than the BM method. From this table one can see that the
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Fig. 1. Absolute value of the errors juð0:5; tÞ  uNð0:5; tÞj for N ¼ 7;15 of Example 3 when x ¼ 0:5.
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Fig. 2. Absolute value of the errors juð1:5; tÞ  uNð1:5; tÞj for N ¼ 7;15 of Example 3 when x ¼ 1:5.
Table 1
Comparison of numerical solutions u7ðx; tÞ and u15ðx; tÞ, with the exact solution uðx; tÞ of Example 3.
ðxi; tiÞ Exact solution Present method
uðxi; tiÞ ¼ eti sinðxiÞ N ¼ 7;u7ðxi; tiÞ N ¼ 7; e7ðxi; tiÞ N ¼ 15;u15ðxi; tiÞ N ¼ 15; e15ðxi; tiÞ
(0, 0) 0 0.00000038988 3.899e-07 0.00000000000016 1.5972e-13
(0.2, 0.2) 0.16265669081533 0.1626565792 1.116e07 0.16265669081513 2.072e13
(0.4, 0.4) 0.2610349211434 0.2610365632 1.642e-06 0.2610349211465 3.09 e12
(0.6, 0.6) 0.3098823596321 0.3098899580 7.5984e06 0.3098823596549 2.282 e11
(0.8, 0.8) 0.3223288692270 0.3223273806 1.4886e06 0.3223288692245 2.49 e12
(1, 1) 0.3095598756 0.3094687040 9.1172e05 0.3095598754 2.1243 e10
(1.2, 1.2) 0.2807247779 0.2797093859 1.0153e03 0.2807247776 3.4541e10
(1.4, 1.4) 0.2430089115 0.2343527022 8.6563e03 0.243008909 2.5555e09
(1.6, 1.6) 0.2018104299 0.1495572771 5.2253e02 0.2018103324 9.7504e08
(1.8, 1.8) 0.1609759306 0.0801456384 2.4112e01 0.1609741036 1.827e06
(2, 2) 0.1230600248 0.7895333952 9.1259e01 0.1230368392 2.3186e05
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Table 2
Comparison of the other absolute error and present method for Example 3.
ðxi; tiÞ BM [25] LA [24] Present method
ðN ¼ 9Þ ðN ¼ 9Þ ðN ¼ 9Þ
(0, 0) 9.84e09 1.21e09 2.5923e10
(0.2, 0.2) 1.41e08 1.31e09 1.8751e10
(0.4, 0.4) 7.21e08 2.48e08 2.4836e10
(0.6, 0.6) 3.46e07 9.62e08 1.5181e8
(0.8, 0.8) 2.10e08 3.79e08 1.1725e09
(1, 1) 9.69e07 4.74e07 5.3879e07
(1.2, 1.2) 2.36e05 2.37e07 1.3451e05
(1.4, 1.4) 3.79e04 1.77e05 1.5574e04
(1.6, 1.6) 3.43e03 3.31e04 4.5512e04
(1.8, 1.8) 2.26e02 3.21e03 1.4670e03
(2, 2) 1.18e01 3.21e03 8.6706e03
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interval ½0;1, are better than those obtained by the LA method.
However, outside the interval ½0;1 the absolute errors of the Euler
matrix method and LA method are similar to each other.6. Conclusion
In this work, a computational method based on the Euler poly-
nomials is presented for solving the second-order linear hyperbolic
partial differential equation by converting it and necessary supple-
mentary conditions to a system of linear algebraic equations. From
the given illustrative examples, it can be seen that the Euler matrix
method can obtain very accurate and satisfactory results. An inter-
esting feature of this method is that the analytical solutions are ob-
tained as demonstrated in Examples 1 and 2 when the exact
solution is a polynomial. This method can be improved with new
strategies to solve 2-D linear hyperbolic partial differential
equations.
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