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Introduction
Energy consumption of both residential and commercial buildings has steadily increased, reaching figures up to 40% in developed countries. Increasing demand for building services and high thermal comfort levels, together with the amount of time spent indoors, will increase the energy demand in future [1] . There is an increasing realization that many buildings do not perform as intended by their designers. Typical buildings consume 20% more energy than necessary due to faulty construction, malfunctioning equipment, incorrectly configured control systems and inappropriate operating procedures [2] and [3] . For energy optimization, the evaluation of real time building energy consumption data is a demandable and emerging area of building energy analysis. Despite tested for efficiency by use of different available forward models the building systems may fail to meet the performance expectations due to various faults. Poorly maintained, degraded, and improperly controlled equipment wastes an estimated 15% to 30% of energy used in commercial buildings [4] and [5] . Therefore, it is of great potential to develop automatic, quick-responding, accurate and reliable fault detection and diagnosis (FDD) schemes to ensure the optimal operations of systems in order to save energy. Energy management and control systems can collect and store massive quantities of energy consumption data. Therefore powerful and efficient tools are required to uncover valuable information from the tremendous amounts of available data and transform it into organized knowledge. Several studies have been published on methods for automatically detecting abnormal energy consumption data in buildings. J. Seem [6] presented a method for converting energy consumption data into information and accounted for weekly variation in energy consumption by grouping days of week with similar power consumption. The robust statistical method is used to determine if the energy consumption is significantly different than previous energy consumption. In order to find the patterns in data set, classification of data is important before detecting outliers in the building energy consumption. Clustering and classification are two common techniques used in data mining for finding hidden patterns in data sets. Several classification techniques to the problem of FDD in the data generated by VAV AHU model are discussed in [7] . Some research works [6] [8] and [9] provided classification methods, including the box plots approach and pattern recognition algorithm. Liu et al. [10] used a robust statistical algorithm to detect the abnormal electricity energy consumption in building and achieved good results. Outliers are cases that have data values that are very different from the data values for the majority of cases in the data set. Statistical-based, distance-based, deviation-based and density-based methods are discussed mainly in recent times. Many outlier procedures based on statistical theory, used extreme studentized deviate (ESD) algorithm to detect abnormal energy consumption achieving good results [6] and [10] . In this study, three different data mining techniques are used to analyze real time hourly recorded energy and power consumption data for lighting in the office building. A classification and clustering of hourly recorded data using CART, K-Means and DBSCAN algorithms respectively have been carried out. With CART and K-Means methods, the detection of evident outliers in each class and cluster has been performed using Generalized Extreme Studentized Deviate (GESD) algorithm and boxplot statistical method. In DBSCAN method the outliers are directly detected analyzing a particular cluster in which they are isolated. A comparison of aforesaid pattern recognition and clustering methods has been carried out highlighting the potentiality and the limits of the each approach for a fault detection analysis. Experimental results show the effectiveness of the proposed approaches in automatic detection of abnormal energy consumption which can improve building operators' performance by reducing time for detecting faults.
Building and Data Description
The case study selected for the fault detection analysis is an office building located in Rome, Italy. The building is composed of three floors and a basement connected through the larger side with a second building. The building is equipped with a monitoring system aimed at collecting energy consumption (electrical and thermal) and the environmental conditions. Moreover each room/office in the building has been equipped with a presence sensor. In the paper, experiments have been performed on a data set referred to energy consumption for artificial lighting only for the first floor. In this floor there are 13 offices of different size with a floor area ranging from 14 to 36 m 2 and two CED rooms each of about 20 m 2 . Different number of fluorescent lamps (each 55 W) ranging from 4 to 8 are installed in each office/ room. In the two CED rooms 12 lamps, each 55 W, are installed. In order to identify abnormal lighting energy consumption, the features considered as dependent variables for the models are the average hourly energy consumption and peak demand (maximum power). The office lighting energy and power consumption have been analyzed for the months of December and January. Furthermore, the independent variables that have been recorded with an hourly time step are: people presence, number of active rooms (a room is considered active if at least one person is present), global solar radiation, time, date and day of the week. In order to verify the reliability and the effectiveness of the proposed methods two artificial faults have been created on 24 th and 25 th of January. In these days at the end of the working time with fewer people presence between 17:30 and 18:00 all artificial lights of the offices on the first floor have been switched on creating a peak of energy demand. In the following first a brief theoretical description of the classification, clustering and outlier detection methods used in the work is presented. In the second part a fault detection analysis for the lighting energy consumption is performed using three different methods with the aim to compare the capability of the each method in detecting mainly the created artificial faults.
Classification and Regression Tree (CART)
The CART algorithm is based on Classification and Regression Trees. A CART is a binary decision tree that is constructed by splitting a parent node into two child nodes repeatedly, beginning with the root node that contains the whole learning sample. CART can easily handle both numerical and categorical variables and useful in robust detection of outliers. A decision tree is constructed from the recorded data which can easily be converted to classification rules. CART methodology generally consists of three parts [11] :
i. Construction of maximum tree: classification tree is built in accordance with splitting rule. Each time data have to be divided into two parts with maximum homogeneity. The Gini impurity measure at a node t is defined as:
where k is the index of the class and p (k|t) is the conditional probability of class k provided we are in node t.
ii.
Choice of the Right Size Tree: optimizing tree size is important because maximum trees may turn out to be of very high complexity and consist of hundreds of levels. Two pruning algorithms can be used in practice: optimization by number of points in each node and cross-validation. iii.
Classification of new data: by set of questions in the tree, each of the new observations will get to one of the terminal nodes of the tree. A new observation is assigned with the dominating class/response value of terminal node, where this observation belongs to.
Clustering
The selected algorithms can be classified into two categories: (i) Partitioning methods and (ii) densitybased methods. These methods require the definition of a metric to compute distances between objects in the dataset. In the case study analyzed, distances between objects are measured by means of the Euclidean distance computed on normalized data. Partitioning methods subdivide a dataset of n objects into k disjoint partitions, where k < n. The general criterion to perform partitioning assigns objects to the same cluster when they are close and to different clusters when they are far apart with respect to a particular metric. Partitioning methods are able to find only spherical-shaped clusters, unless the clusters are well separated, and are sensitive to the presence of outliers. K-Means [12] is a popular method which belongs to this category. Density-based methods are designed to deal with non-spherical shaped clusters and to be less sensitive to the presence of outliers. The objective of these methods is to identify portions of the data space characterized by a high density of objects. Density is defined as the numbers of objects which are in a particular area of the n dimensional space. The general strategy is to explore the data space by growing existing clusters as long as the number of objects in their neighborhood is above a given threshold. DBSCAN [13] is the density based method considered in our case study.
Partitioning Method ( K-Means)
K-Means [12] requires as input parameter k, the number of partitions in which the dataset should be divided. It represents each cluster with the mean value of the objects it aggregates, called centroid. The algorithm is based on an iterative procedure, preceded by a set-up phase, where k objects of the dataset are randomly chosen as the initial centroids. Each iteration performs two steps; in the first step, each object is assigned to the cluster whose centroid is the nearest to that object. In the second step centroids are relocated, by computing the mean of the objects within each cluster. Iterations continue until the k centroids do not change. K-means is effective for spherical-shaped clusters. Different cluster shapes are detected only if the clusters are well separated. Similar to other partitioning methods, k-means is sensitive to outliers and requires a prior knowledge of the number of clusters.
Density Based (DBSCAN)
DBSCAN [13] requires two input parameters, a real number r, and an integer number minPts, used to define a density threshold in the data space. A high density area in the data space is an n-dimensional sphere with radius r which contains at least minPts objects. DBSCAN is an iterative algorithm which iterates over the objects in the dataset, analyzing their neighborhood. If there are more than minPts objects whose distance from the considered object is less than r, then the object and its neighborhood originate a new cluster. DBSCAN is effective at finding clusters with arbitrary shape, and it is capable of identifying outliers as a low density area in the data space. The effectiveness of the algorithm is strongly affected by the setting of parameters r and minPts.
Outlier Detection Methods
An outlying observation, or outlier, is one that appears to deviate markedly from other members of the sample in which it occurs or outlier is an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data. Outliers arise because of human error, instrument error, changes in behavior of systems or faults in systems. In this study boxplot and generalized extreme studentized deviate (GESD) many-outlier algorithms have been used to detect abnormal energy consumption. Boxplot is a common statistical technique to identify the hidden patterns in a data set and can also be easily refined to identify outlier data values. The GESD many-outlier procedure is a modified version of the extreme studentized deviate (ESD) test that was proposed by [14] , which allow finding multiple outliers. In order to perform the method two parameters need to be set: the probability  of incorrectly declaring one or more false outliers, and an upper limit n u of the expected number of potential outliers. On the basis of Carey indications [15] the potential number of the potential outliers have been evaluated finding the largest integer that satisfies the following inequality n <0.5(n -1) , where n is the number of observations in the data set X :{x 1 , x 2 , x 3 , . . ., x n }. The method allows detecting the outlier values in a data set through the calculation and comparison of two following important parameter: i.
The ith extreme studentized deviate R i , determined from:
where , , is the extreme element in set X that is furthest from the average ̅ of elements in set X
ii. The ith critical value λ i determined from:
where t n-i-1,p is the student's t-distribution with (n-i-1) degrees of freedom, and the tail area probability p is determined from:
Z-scores and Modified z-scores
Standard scores were used to analyze the outliers and modified z-scores were used to quantify how far and which direction an outlier is from the mean value of typical observations. The modified z-scores are defined as:
where is the modified standard score, is a raw value of an outlier, ̅ is the mean value of non-outliers in the data set and is the standard deviation of non-outliers in the data set
Classification and Analysis
Classification and regression tree method has been used to analyze lighting energy and power consumption data in the office building. In the data the maximum number of people and active rooms are 21 and 14 respectively. The values of solar radiation vary from 0 to 476.45 W/m 2 . In average there are zero number of people and active rooms during weekends and after 21:00 weekdays. The number of people is higher during 09:00-16:00 i.e. 16 and more people. The sensitivity analysis of the data show that both energy and power have relation with other variables i.e. people, solar radiation, day and active rooms, so it can be deduced that the extreme values in both energy and power sequence graphs are not definite outliers because there are other variables too that can affect the consumption. Therefore it is important to classify the data set into similar conditions before detecting outliers. For both energy and power separate decision trees were developed considering the day, time, active number of rooms, number of people and solar radiation as independent variables. Classification and regression tree (CART) algorithm has been used for tree growing process with maximum tree depth of 5 by using both pruning methods described in section 3. The data was divided into 9 and 10 classes for energy and power respectively. The classes constructed for energy and power were analyzed separately and the summary of the key features is given in tables 1 and 2 respectively. In these tables the solar radiation values less than 150 W/m 2 are considered lower and greater than 150 W/m 2 are considered higher. The scatter plots for all energy classes indicate that classes 6, 9, 11, 13 and 15 are pure. Similarly for power classes 6, 7, 10, 11, 13, 14 and 18 are pure. Scatter plots for only class 3 (energy) and class 17 (power) have been presented in fig. 1 . From these plots it can be presumed that abnormal energy consumption should exist in both classes. 
Outliers detection
The two different outliers detection methods described in section 5 were applied to each class for both energy and power. The amount of variation from normal has been determined using robust estimates of the mean and standard deviation (modified z-scores) to show the results. The outliers detected for energy and power consumption confirms that construction of classes and outlier's detection algorithms were correct. For example in class 3 (energy) the consumption is higher for zero number of people and active rooms. Most abnormal consumptions detected are in the early morning i.e., 06:00-07:00 where the energy consumption is almost equal to that observed with 15 or more people during the working hours. Similarly in class 8 (energy) the most abnormal consumptions are at 08:00 when there are zero or few people in the building. When the average hourly energy consumption is analyzed both outliers' detection methods were not able to detect the artificial faults even though they were inserted through CART in the same class i.e. 16. The results obtained from power classes and outliers detection algorithm were quite good as they were able to detect the artificial faults present in class 17 (power). It can also be concluded that the artificial faults were associated to the abnormal maximum power consumption and not to the energy consumption. The fig. 2 shows the sequence graph of hourly recorded power consumption and modified z-score graph for class 17 (power) with two artificial outliers. It is clear from the figure that outlier detection is difficult by using sequence graph only. The outliers in individual class are mostly peak values and can be easily located, while in sequence data the same is not possible. 
Clustering and Analysis
Clustering algorithms can be exploited to discover interesting correlations among monitored measures (i.e., energy, people presence, active room and solar radiations) to automatically detect which records represent the abnormal energy consumption. Both the time and day cannot be used as independent variables in clustering techniques; hence the ability to detect the fault without time pattern information with K-Means and DBSCAN has been also investigated. Since we focus only on a subset of measures used to drive the classification method, the recorded real data for both energy and power consumption have been split into daytime, night time and weekends to drive the clustering algorithms. Among the available clustering approaches we focused on the K-Means algorithm and the DBSCAN approach. Before to perform the clustering analysis recorded real data have been normalized by means of standard score (z-score) method.
K-Means application
The k-means algorithm is a popular data clustering algorithm. However, one of its drawbacks is the requirement for the number of clusters, k, to be specified before the algorithm is applied. In this study hierarchical clustering has been performed to define the number of clusters by applying Ward's method on the principal components score. From the agglomeration schedule by identifying the step where the "distance coefficients" makes a bigger jump, the number of clusters, k, has been selected. For energy clusters formation normalized values of energy, people presence, active room and solar radiation have been used, and similar for power. To detect outliers in each cluster the two outliers' detection methods (GESD and boxplot) described earlier were applied to each cluster for both energy and power. Starting from the results obtained with the classification analysis, the brief summary of clusters for both energy and power for only day time data is given in table 3 and 4 respectively. The results show that most clusters were not pure and the abnormal values were disseminated. In energy clustering the artificial outliers are in the same cluster 2 while in power clustering, they are present in cluster 2 and 4. Cluster 4 is impure in both energy and power clustering. In energy cluster 4 most positive false are in the evening and few in early morning and opposite for power cluster 4. The reason to these positive false could be that some variables in the data set may have the same values as of real faults. Both outliers' detection methods were unable to detect the artificial faults present in energy cluster 2. In fig. 3 power sequence graphs for day time data and modified z-scores for cluster 4 (power) have been presented with outliers highlighted. The outliers' detection methods were able to detect the artificial fault in cluster 4 but were unable to detect in cluster 2. After thorough analysis of the results it is concluded that though the K-Means algorithm can be useful in detecting abnormal values but it is not suitable approach for robust outliers' detection. 
DBSCAN application
As presented in section 4, DBSCAN requires two input parameters, r and minPts, and the effectiveness of the algorithm is strongly affected by the setting of these parameters. As opposed to K-Means, this method is effective in segregating the outliers. In all discovered clusters, the cluster label zero contains all points identified as outliers or noise. To set the input parameters different tests were carried out for all data (energy and power) by using different values for these parameters. The results show that by keeping the value of one parameter constant and changing the value of other parameter the discovered clusters are different. For example if the value of minPts is kept constant and the value of radius 'r' decreases then the number of clusters and outliers increases. The results obtained from these tests were analysed and the similarities within the clusters were investigated in order to select the appropriate values of both input parameters.
The results show that DBSCAN is able to identify clusters with the same density and with very similar data. The most benefit of DBSCAN is its ability to group all outliers (including noise) in a single cluster labelled as cluster zero. In table 5 the actual values of measures i.e. energy etc, included in cluster zero for day time energy data are given. The input parameters values are 5 and 0.7 for minPts and radius respectively. These records could be considered as abnormal energy consumption. For example for fewer numbers of people presence and active rooms (cases 1, 5, 6, 10) the energy consumption is high and opposite for cases 2, 3, 4 and 9. The DBSCAN algorithm has been effective in detecting real outliers or noise but was unable to detect the two artificial faults. That could be because of the nature of artificial faults which are strongly related to the time variable. The outliers detected by all three techniques are analyzed and compared. In the table 6 some of the outliers with other measures (time, date, power, people presence, active room and solar radiation) are given. These outliers are common in at least two of the three proposed data mining techniques including the one artificial outlier (case 7). From the table it can be seen that the outliers detected are real faults i.e. the value of maximum power is high for less number of people and active room and opposite for higher number of people and active room. These results show that in general the proposed methods have been able to detect the real faults or noise. 
Conclusions
In this paper the hourly recorded data of building energy system by exploiting three different data mining techniques for detecting anomalous energy consumption has been analyzed. In classification and KMeans clustering two outliers' detection algorithms were applied to each class and cluster respectively for detecting abnormal consumption in the same data set. While in DBSCAN the cluster label zero contains all values identifies as outliers or noise. The results of the three approaches were analyzed and a comparison has been carried out in terms of their potentiality and the limits for a fault detection analysis. Findings from this study are:  Classification and regression tree with GESD outliers' detection algorithm is highly accurate and correct. The method is able to detect the two artificial faults and determines more correctly if the energy consumption is significantly different from previous consumption with the similar data.  The experimental results using K-Means approach show that though the method is able to detect some abnormal consumption including one artificial fault but is not the most suitable method for robust outliers' detection. In discovered clusters most are impure and the abnormal energy consumption values are disseminated.  With DBSCAN algorithm both artificial faults are not detected but the method is able to identify clusters with the same density and with very similar data. The most benefit of DBSCAN is its ability to group all outliers (including noise) in a single cluster labelled as cluster zero. In conclusion, the classification and regression tree approach with GESD outliers' method is more effective in automatically detecting the abnormal energy consumption. The clustering methods are not able to detect the faults strongly related to time variable. The study will help building energy management systems (BEMS) in preventive maintenance by tracking and detecting abnormal energy consumption in building overall energy system. Also, it will make building energy managers more productive by not having to manually detect faults or noise.
