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ABSTRACT
We propose a direct approach to obtain the boundary stabilization of the isotropic
linear elastodynamic system by a “natural” feedback; this method uses local co-
ordinates in the expression of boundary integrals as a main tool. It leads to an
explicit decay rate of the energy function and requires weak geometrical condi-
tions: for example, the spacial domain can be the diﬀerence of two star-shaped
sets.
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Introduction
In this paper, we present a detailed proof of a result which has been announced in [3].
This result concerns the boundary stabilization of a linear isotropic elastodynamic
system. Extensions concerning the non-linear case and the anisotropic case are still
in progress.
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Let Ω be a bounded connected open set of R3 such that its boundary Γ satisﬁes
Γ is of class C2 ,
Γ = Γ0 ∪ Γ1 , with
meas(Γ0) = 0 , meas(Γ1) = 0 , Γ0 ∩ Γ1 = ∅ .
(1)
Given x, a point of Γ, we denote by ν(x) the normal unit vector pointing outwards
of Ω.
For a regular vector ﬁeld v = (v1, v2, v3), we deﬁne
vı,j = ∂jvı , εıj(v) =
1
2
(vı,j + vj,ı) , σ(v) = 2με(v) + λ div(v)I3 ,
where λ and μ are the Lame´ coeﬃcients and I3 is the identity matrix of R3. Let A
and B be two positive constants. We consider the following problem which has been
introduced by Lagnese [10].⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u′′ − div(σ(u)) = 0 , in Ω× R+ ;
u = 0 , on Γ0 × R+ ;
σ(u)ν + Au+ Bu′ = 0 , on Γ1 × R+ ;
u(0) = u0 , in Ω ;
u′(0) = u1 , in Ω ;
(2)
where u′ = ∂u/∂t, u′′ = ∂2u/∂t2.
Let L2(Ω) (resp. H1(Ω)) be the space of vector ﬁelds v such that every component
of v belongs to L2(Ω) (resp. H1(Ω)).
We introduce the space H1Γ0(Ω) = {v ∈ H1(Ω) /v = 0 , on Γ0} and we assume
(u0,u1) ∈ H1Γ0(Ω)× L2(Ω) . (3)
Under this assumption, by using semi-group theory, one can show that problem (2)
is well-posed. The energy function associated to this problem is given by
E(u, t) =
1
2
∫
Ω
(|u′|2 + σ(u) :ε(u)) dx+ 1
2
∫
Γ1
A|u|2 dΓ ,
where σ(u) :ε(u) = tr(σ(u)ε(u)).
A boundary stabilization result for this system has been proved by Alabau and Ko-
mornik in [1] under restrictive conditions concerning the shape of Ω as well as some
data of the problem (in fact, Γ1 is close to a sphere). This result has been extended
ﬁrstly by Alabau and Komornik in [2] for the anisotropic case and secondly by Horn
in [7], for the isotropic case under weaker geometrical conditions: the author used
here micro-local analysis methods.
Recent works by Guesmia ([4], [5], [6]) extend results of [2] under similar restrictive
geometrical conditions.
Revista Matema´tica Complutense
2003, 16; Nu´m. 2, 417-441
418
Rabah Bey, Amar Heminna and Jean-Pierre Lohe´ac Boundary stabilization of the linear. . .
We propose here a direct approach by using local coordinates in the expression of
boundary integrals. Our conditions are only geometrical and less restrictive than in
works by Alabau and Komornik or by Guesmia. Our proof is constructive and explicit
decay rate estimates are obtained as done in these works. Furthermore, the reader
will observe that similar conditions have been introduced by Lagnese [9] for some
anisotropic linear elastodynamic systems and by Lasiecka and Triggiani [11] for the
wave equation.
We assume that there exists a vector ﬁeld h = (h1, h2, h3) such that
h ∈ (C1(Ω))3 , h.ν ≤ 0 , on Γ0 , h.ν > 0 , on Γ1 , (4)
and
∃α > 0 / ∀v ∈ (C1(Ω))3 , σıj(v) hk,j vı,k ≥ α σ(v) :ε(v) ,
max
Ω
(div(h))−min
Ω
(div(h)) < 2α . (5)
Under above assumptions, we obtain the following result.
Theorem 1. Assume (1). If there exists a vector ﬁeld h satisfying (4) and (5), then
there exists some constant ω > 0 such that for every initial data satisfying (3), the
solution u of (2) satisﬁes
∀t ≥ 0 , E(u, t) ≤ E(u, 0) exp(1− ωt) .
Remark 1. Choosing v = x in the ﬁrst line of assumption (5), we get div(h) ≥ 3α,
in Ω.
Remark 2. Since Ω is bounded and Γ satisﬁes (1), Γ1 is compact and using continuity
of h and ν given in (1) and (4), we have
∃k > 0 : h(x).ν(x) ≥ k , ∀x ∈ Γ1 .
Remark 3. Theorem 1 remains true when replacing assumption (5) by the following
weaker one.
∃α > 0 / ∀v ∈ (C1(Ω))3 , ∫
Ω
σıj(v)hk,jvı,k dx ≥ α
∫
Ω
σ(v) :ε(v) dx ,
max
Ω
(div(h))−min
Ω
(div(h)) < 2α , min
Ω
(div(h)) > 0.
(6)
Indeed the reader will note that assumption (5) is used at the beginning of proof of
Lemma 3, Subsection 3.1. Computation also holds under (6).
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Figure 1: An example of open set Ω (Remark 4).
Remark 4. This result can be applied when Ω and its boundary Γ satisfy (1) and
h(x) = x− x0 , (α = 1) ,
Γ0 = {x ∈ Γ /h(x).ν(x) ≤ 0 } ,
Γ1 = {x ∈ Γ /h(x).ν(x) > 0 } .
Especially, a possible case is: Ω = U1\U2 where U1 is a convex open set, U2 is a closed
set, star-shaped with respect to one of its points, x0, such that {x0} ⊂ U2 ⊂ U1 (see
ﬁgure 1).
This case has been studied in [1], [2] [4], and [5] and for a particular shape of Ω (Γ1 is
supposed to be close to a sphere) and in [7] by means of micro-local analysis methods.
Above Remark 4 can be extended in the following way.
Theorem 2. Assume (1) and suppose that, for some x0 ∈ R3,
(x− x0).ν(x) ≤ 0 , if x ∈ Γ0 ,
(x− x0).ν(x) ≥ 0 , if x ∈ Γ1 .
Then there exists some constant ω > 0 such that for every initial data satisfying (3),
the solution u of (2) satisﬁes
∀t ≥ 0 , E(u, t) ≤ E(u, 0) exp(1− ωt) .
This Theorem is proved at the end of this paper. Starting from vector ﬁeld x − x0,
we build some vector ﬁeld h such that Theorem 1 can be applied.
This result extends previous geometrical case as follows: Ω = U1 \U2 where U2 ⊂ U1
and U1, U2 are star-shaped with respect to x0 ∈ U2 (see ﬁgure 2).
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Figure 2: An example of open set Ω (Theorem 2).
Remark 5. Theorems 1 and 2 can be extended to the n-dimensional case. To this
end, we only have to rewrite boundary integrals conveniently.
They can also be extended to the case when A and B belong to C1(Γ1).
Furthermore, Theorems 1 and 2 remain true with the following weaker assumptions
concerning A and Γ0.(
A = 0 and meas(Γ0) > 0
)
or
(
A > 0 and meas(Γ0) = 0
)
.
This paper is mainly devoted to the proof of Theorem 1.
After introducing some notations and deﬁnitions in Section 1, we deal with the well-
posedness in Section 2 and we conclude with the stabilization in Section 3, where we
describe some preliminary results and give the proof of Theorem 1. Theorem 2 is
proved in Section 4.
1. Notations and deﬁnitions
In this paper, we use the convention of repeated indices. As usual, we write tr (τ) =
τ11 + τ22 + τ33 = τıı, v.w = vıwı, σ(v) :ε(v) = σıj(v)εıj(v).
1.1. Geometrical notations
We deﬁne Ω, Γ, ν as above. Since Γ is of class C2, for every point x of Γ, we can build
a local C2-diﬀeomorphism φ from an open connected subset Γˆ of R2 onto some open
neighborhood of x in Γ. Then vectors
aα(x) =
∂φ
∂ξα
(
φ−1(x)
)
, α ∈ {1, 2} ;
are independent and generate the tangent plane to Γ at x, Tx(Γ). Furthermore, we
denote by T (Γ) the tangent bundle (see [12] and [15]).
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Then we deﬁne:
• the metric tensor g related to φ, gαβ = aα.aβ , ∀(α, β) ∈ {1, 2}2;
• the inverse tensor of g, (gαβ)
1≤α,β≤2.
We denote by π(x) the orthogonal projection on Tx(Γ) and, for a given vector ﬁeld
v : Ω → R3, we will write
∀x ∈ Γ , v(x) = vT (x) + vν(x)ν(x) ,
with vT (x) = π(x)v(x) , vν(x) = v(x).ν(x) .
We denote by ∂T (resp. ∂ν) the tangential (resp. normal) derivative.
If v is some regular function, the transposed vector of ∂T v is the tangential gradient
of v and is denoted by ∇T v. We have
∇v = ∇T v + ∂νv ν , on Γ . (7)
1.2. Strain and stress
If the vector ﬁeld v is regular enough, as well as in [12] and [15], we can write
dv = π(∂TvT )π + vν(∂T ν) + (∂νvT )ν
+ν ((∂T vν)− vT (∂T ν) + (∂νvν)ν) , on Γ , (8)
where v (resp. τ) is the transposed vector (resp. matrix) of v (resp. τ).
Furthermore, we can deﬁne the strain tensor ε(v) and the stress tensor σ(v) (see
introduction). We have
ε(v) = εT (v) + νεS(v) + εS(v)ν + εν(v)νν , on Γ ,
σ(v) = σT (v) + νσS(v) + σS(v)ν + σν(v)νν , on Γ ,
with
2εT (v) = π(∂TvT )π + π∂TvTπ + 2vν∂T ν ,
2εS(v) = ∂νvT +∇T vν − (∂T ν)vT ,
εν(v) = ∂νvν ,
σT (v) = 2μεT (v) + λ
(
tr(εT (v)) + εν(v)
)
π ,
σS(v) = 2μεS(v) ,
σν(v) = 2μεν(v) + λ
(
tr(εT (v)) + εν(v)
)
.
It can be observed here that terms εT (v), σT (v) (resp. εS(v), σS(v)) correspond
to some symmetric 2 × 2-matrices ε˜S(v), σ˜T (v) (resp. some vectors ε˜S(v), σ˜S(v) of
dimension 2) such that in some orthogonal basis (τ1, τ2, ν) where τ1, τ2 belong to the
tangent space and ν is the unit normal vector, tensors ε(v) and σ(v) are represented
by matrices (
ε˜T (v) ε˜S(v)
ε˜S(v) εν(v)
)
and
(
σ˜T (v) σ˜S(v)
σ˜S(v) σν(v)
)
.
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Remark 6. Let v be in H1(Ω). From previous formulæ, we deduce
ε(v) :ε(v) = εT (v) :εT (v) + 2|εS(v)|2 + |εν(v)|2 ;
σ(v) :ε(v) = 2μ
(
εT (v) :εT (v) + |εν(v)|2
)
+ 4μ|εS(v)|2
+λ (tr (εT (v)) + εν(v))
2
.
We will have to consider the following vector spaces.
Ls(Tx(Γ)) is the space of linear symmetric operators of Tx(Γ),
Ls(T (Γ)) is the space of symmetric operators of T (Γ).
Remark 7. ∂T ν(x) belongs to Ls(Tx(Γ)); its eigenvalues are principal curvatures of
Γ at x.
1.3. Some functional spaces
Consider a tangent ﬁeld vT : Γ → T (Γ) with vT = v1a1 + v2a2.
We will say that vT belongs to L2(Γ, T (Γ)) if v1 and v2 belong to L2(Γ). In L2(Γ, T (Γ)),
we deﬁne the following norm
‖vT ‖L2(Γ,T (Γ)) =
(∫
Γ
|vT |2 dΓ
)1/2
; (9)
which is equivalent to the norm vT →
(
‖v1‖2L2(Γ) + ‖v2‖2L2(Γ)
)1/2
.
Similarly, vT belongs to H1(Γ, T (Γ)) if v1 and v2 belong to H1(Γ) and we deﬁne a
norm in H1(Γ, T (Γ)) by the following formula
‖vT ‖H1(Γ,T (Γ)) =
(
‖v1‖2H1(Γ) + ‖v2‖2H1(Γ)
)1/2
. (10)
A ﬁeld τT : Γ → Ls(T (Γ)) belongs to L2(Γ,Ls(T (Γ))) if (τT :τT )1/2 : Γ → R belongs
to L2(Γ) and we take
‖τT ‖L2(Γ,Ls(T (Γ))) = ‖(τT :τT )1/2‖L2(Γ) (11)
Remark 8. If vT ∈ H1(Γ, T (Γ)), then εT (vT ) ∈ L2(Γ,Ls(T (Γ))).
Another useful space will be V = {v ∈ H1(Ω) /vT ∈ H1(Γ, T (Γ))} with the following
norm
‖v‖V =
(
‖v‖2
H1(Ω) + ‖vT ‖2H1(Γ,T (Γ))
)1/2
. (12)
Proposition 1. By the following formula, we deﬁne in H1(Γ, T (Γ)) a norm which is
equivalent to the norm given in (10)
‖vT ‖21 =
∫
Γ
(|vT |2 + εT (vT ) :εT (vT )) dΓ .
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Proof. We only have to prove that there exists a constant C > 0 such that
‖vT ‖H1(Γ,T (Γ)) ≤ C‖vT ‖1 , ∀vT ∈ H1(Γ, T (Γ)) .
Assume that such a constant does not exist.
Then there exits a sequence
(
v(k)T
)
which satisﬁes
‖v(k)T ‖H1(Γ,T (Γ)) = 1 , ∀k ∈ N ,(
εT (v
(k)
T )
)
→ 0 , in L2(Γ,Ls(T (Γ))) ,(
v(k)T
)
→ 0 , in L2(Γ, T (Γ)) .
Setting v(k)T = v
k1a1 + vk2a2 and vkα,β =
∂vkα
∂ξβ
, we get
(
vkα,β + g
λαgβμv
kμ
,λ
)
→ 0 , in L2(Γ) .
With α = β, we easily get
(
vk1,1 + v
k2
,2
)→ 0 , in L2(Γ).
We have gαη
(
vkα,β + g
λαgβμv
kμ
,λ
)
= gαηvkα,β + gβμv
kμ
,η .
This expression vanishes in L2(Γ) as k → ∞. We write this for (β, η) = (1, 1),
(β, η) = (2, 2) and (β, η) = (1, 2) and we get(
g11v
k1
,1 + g21v
k2
,1
)→ 0 , in L2(Γ) ;(
g22v
k2
,2 + g21v
k1
,2
)→ 0 , in L2(Γ) ;(
g11v
k1
,2 + g22v
k2
,1
)→ 0 , in L2(Γ) ;(
vk1,1 + v
k2
,2
)→ 0 , in L2(Γ) .
Set w(k)T = gv
(k)
T = w
k1a1 + wk2a2. From
(
v(k)T
)
→ 0 , in L2(Γ, T (Γ)) and previ-
ous computations, one can easily deduce that sequences
(
wk1
)
,
(
wk1
)
,
(
wk1,1 + w
k2
,2
)
,(
wk2,1 + w
k1
,2
)
vanish in L2(Γ).
Thanks to Korn’s inequality in Γ, we get that sequences
(
wk1
)
,
(
wk2
)
vanish in
H1(Γ).
Hence,
(
vk1
)
,
(
vk2
)
vanish in H1(Γ) and this is impossible.
2. Well-posedness
By using semi-group theory, we can show that problem (2) is well-posed. This classical
proof which is left to the reader leads to the following result.
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Proposition 2. If (u0,u1) belongs to H1Γ0(Ω)×L2(Ω), then problem (2) has one and
only one (weak) solution u which satisﬁes
u ∈ C0([0,+∞),H1Γ0(Ω)) ∩ C1([0,+∞),L2(Ω)) ;
0 ≤ E(u, t) ≤ E(u, 0) , for almost every t ≥ 0 .
Furthermore, if (u0,u1) belongs to (H2(Ω) ∩H1Γ0(Ω))×H1Γ0(Ω) and if
σ(u0).ν + Au0 + Bu1 = 0 , on Γ1 ;
then the (strong) solution of (2) satisﬁes
(u,u′,u′′) ∈ C0([0,+∞), (H2(Ω) ∩H1Γ0(Ω))×H1Γ0(Ω)× L2(Ω)) ;∫
Ω
(σ(u′) :ε(u′) + |div(σ(u))|2) dx+
∫
Γ1
A|u′|2 dΓ
≤
∫
Ω
(σ(u1) :ε(u1) + |div(σ(u0))|2) dx+
∫
Γ1
A|u1|2 dΓ .
3. Stabilization
Following Komornik [8], we will prove here that the energy function is exponentially
decreasing with respect to time.
We recall the following fundamental result which is proved in [8].
Lemma 1. Let E : R+ → R+ be a non-increasing function and assume that there
exists T > 0 such that ∫ ∞
t
E(s) ds ≤ TE(t) , ∀t ≥ 0 .
Then we have
E(t) ≤ E(0) exp
(
1− t
T
)
, ∀ t ≥ T .
First, we can prove that the energy function is non-increasing.
Proposition 3. Under assumptions (1), (3), the weak solution u of (2) is such that
u′
√
B belongs to L2loc((0,+∞),L2(Γ1)), the energy function is non-increasing and
satisﬁes
E(u, T )−E(u, S) = −
∫ T
S
∫
Γ1
B|u′|2 dΓdt , 0 ≤ S < T < +∞ .
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Proof. Assume ﬁrst that u is a strong solution of (2) (with convenient initial data).
We can write
E′(u, t) =
∫
Ω
(u′.u′′ + σ(u) :ε(u′)) dx+
∫
Γ1
Au.u′ dΓ
=
∫
Ω
(u′.div(σ(u)) + σ(u) :ε(u′)) dx+
∫
Γ1
Au.u′ dΓ
=
∫
Γ1
(σ(u)ν) .u′ dΓ +
∫
Γ1
Au.u′ dΓ
= −
∫
Γ1
B|u′|2 dΓ .
We obtain the result by integrating between S and T . A density argument completes
the proof.
In order to apply Lemma 1, we have to prove some preliminary results.
3.1. Preliminary results
In this Subsection, we assume (1) and
(u0,u1) ∈ (H2(Ω) ∩H1Γ0(Ω))×H1Γ0(Ω) ;
σ(u0)ν + Au0 + Bu1 = 0 , on Γ1 ;
(13)
and we consider the (strong) solution of (2).
Let h be a vector ﬁeld satisfying (4) and (5). For some positive constant β, we deﬁne
Mu = 2(h.∇)u + βu .
The value of β will be chosen later on.
Lemma 2. The strong solution u of (2) satisﬁes
∫ T
S
∫
Ω
(div(h)− β) (|u′|2 − σ(u) :ε(u)) dxdt + 2∫ T
S
∫
Ω
σıj(u)hk,juı,k dxdt
= −
[∫
Ω
u′.Mu dx
]T
S
+
∫ T
S
∫
Γ
h.ν |u′|2 dΓdt
+
∫ T
S
∫
Γ
((σ(u)ν).Mu− h.ν σ(u) :ε(u)) dΓdt .
Proof. We use the multipliers method (see [8], [13]). Thanks to the ﬁrst equation in
(2), we may write
∫ T
S
∫
Ω
u′′.Mu dxdt =
∫ T
S
∫
Ω
div(σ(u)).Mu dxdt . (14)
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• Consider the left-hand side.
∫ T
S
∫
Ω
u′′.Mu dxdt =
[∫
Ω
u′.Mu dx
]T
S
−
∫ T
S
∫
Ω
u′.Mu′ dxdt
=
[∫
Ω
u′.Mu dx
]T
S
−2
∫ T
S
∫
Ω
u′ıhju
′
ı,j dxdt− β
∫ T
S
∫
Ω
|u′|2 dxdt .
We have
2
∫ T
S
∫
Ω
u′ıhju
′
ı,j dxdt =
∫ T
S
∫
Ω
hj∂j
(|u′|2) dxdt
=
∫ T
S
∫
Γ
h.ν |u′|2 dΓdt−
∫ T
S
∫
Ω
div(h)|u′|2 dxdt .
Hence
∫ T
S
∫
Ω
u′′.Mu dxdt =
[∫
Ω
u′.Mu dx
]T
S
−
∫ T
S
∫
Γ
h.ν |u′|2 dΓdt
+
∫ T
S
∫
Ω
(div(h)− β) |u′|2 dxdt .
(15)
• Now, we consider the right-hand side.
∫ T
S
∫
Ω
div(σ(u)).Mu dxdt = 2
∫ T
S
∫
Ω
σıj,j(u)hkuı,k dxdt
+β
∫ T
S
∫
Ω
u.div(σ(u)) dxdt .
We have
∫ T
S
∫
Ω
σıj,j(u)hkuı,k dxdt =
∫ T
S
∫
Γ
σıj(u)νjhkuı,k dΓdt
−
∫ T
S
∫
Ω
σıj(u)∂j(hkuı,k) dxdt
=
∫ T
S
∫
Γ
σ(u)ν.(h.∇)u dΓdt
−
∫ T
S
∫
Ω
σıj(u)hk,juı,k dxdt
−
∫ T
S
∫
Ω
σıj(u)hkuı,jk dxdt ;
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and ∫ T
S
∫
Ω
σıj(u)hkuı,jk dxdt =
1
2
∫ T
S
∫
Ω
hk∂k(σ(u) :ε(u)) dxdt
=
1
2
∫ T
S
∫
Ω
div(h)σ(u) :ε(u) dxdt
−1
2
∫ T
S
∫
Γ
h.ν σ(u) :ε(u) dΓdt .
Furthermore∫ T
S
∫
Ω
u.div(σ(u)) dxdt =
∫ T
S
∫
Γ
(σ(u)ν).u dΓdt−
∫ T
S
∫
Ω
σ(u) :ε(u) dxdt .
Hence∫ T
S
∫
Ω
div(σ(u)).Mu dxdt =
∫ T
S
∫
Ω
(div(h)− β)σ(u) :ε(u) dxdt
−2
∫ T
S
∫
Ω
σıj(u)hk,juı,k dxdt
+
∫ T
S
∫
Γ
((σ(u)ν).Mu− h.ν σ(u) :ε(u)) dΓdt .
(16)
We deduce the required result from (14), (15) and (16).
Lemma 3. There exist β > 0 and C1 > 0 such that
C1
∫ T
S
E dt ≤ −
[∫
Ω
u′.Mu dx
]T
S
+
∫ T
S
∫
Γ0
h.ν
(
μ|∂νuT |2 + (2μ + λ)|∂νuν |2
)
dΓdt
+
∫ T
S
∫
Γ1
((C1
2
− β
)
A|u|2 − βBu.u′ + h.ν |u′|2
)
dΓdt
−
∫ T
S
∫
Γ1
(2(Au+ Bu′).(h.∇)u + h.ν σ(u) :ε(u)) dΓdt .
Proof. Lemma 2, (4) and (5) give∫ T
S
∫
Ω
(
(div(h)− β) (|u′|2 − σ(u) :ε(u))+ 2ασ(u) :ε(u)) dxdt
≤ −
[∫
Ω
u′.Mu dx
]T
S
+
∫ T
S
∫
Γ1
h.ν |u′|2 dΓdt
+
∫ T
S
∫
Γ
((σ(u)ν).Mu− h.ν σ(u) :ε(u)) dΓdt .
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Since (5) holds, we can use Remark 1 and choose β > 0 such that
β < div(h) < 2α + β , in Ω¯ ; (17)
and C1 > 0 such that
C1
∫ T
S
E dt ≤ −
[∫
Ω
u′.Mudx
]T
S
+
∫ T
S
∫
Γ1
(C1
2
A|u|2 + h.ν |u′|2
)
dΓdt
+
∫ T
S
∫
Γ
((σ(u)ν).Mu− h.ν σ(u) :ε(u)) dΓdt .
(18)
Above inequalities hold if we use assumption (6) instead of (5).
We write u = uT + uνν, on Γ. Because of Dirichlet boundary condition on Γ0, we
have
Mu = 2(h.∇)u = 2h.ν ∂νu , on Γ0 ;
and, with our notations, using Remark 6, we get
σ(u)ν = σS(u) + σν(u)ν = μ∂νuT + (2μ + λ)(∂νuν)ν , on Γ0 ;
σ(u) :ε(u) = 4μ|εS(u)|2 + (2μ + λ)|εν(u)|2
= μ|∂νuT |2 + (2μ + λ)|∂νuν |2 , on Γ0 .
Hence ∫
Γ0
((σ(u)ν).Mu− h.ν σ(u) :ε(u)) dΓdt
=
∫
Γ0
h.ν
(
μ|∂νuT |2 + (2μ + λ)|∂νuν |2
)
dΓ .
(19)
Using the boundary condition on Γ1, we get∫
Γ1
(σ(u)ν).Mu dΓdt
= −
∫
Γ1
2(Au + Bu′).(h.∇)u dΓ− β
∫
Γ1
u.(Au+ Bu′) dΓ .
(20)
We deduce the result from (18), (19) and (20).
Lemma 4. There exists C2 > 0 such that∣∣∣∣
∫
Ω
u′(t).Mu(t) dx
∣∣∣∣ ≤ C2E(u, t) , ∀t ≥ 0 .
Proof. Given t ≥ 0, for every η > 0, we can write∣∣∣∣
∫
Ω
u′.Mu dx
∣∣∣∣ ≤ η2‖u′‖2L2(Ω) + 12η ‖Mu‖2L2(Ω) .
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We have
‖Mu‖2
L2(Ω) =
∫
Ω
(|2(h.∇)u|2 + β2|u|2 + 4βu.(h.∇)u) dx
=
∫
Ω
(|2(h.∇)u|2 + β2|u|2 + 2β∂T (|u|2)hT ) dx
=
∫
Ω
(|2(h.∇)u|2 + β(β − 2 div(h))|u|2) dx+ 2β
∫
Γ1
h.ν |u|2 dΓ .
Setting R = sup
Ω
|h|, we get thanks to (17)
‖Mu‖2
L2(Ω) ≤ 4R2
∫
Ω
|∇u|2 dx+ 2β
∫
Γ1
h.ν |u|2 dΓ .
With Korn’s inequality, we can ﬁnd the smallest positive real number R1 (depending
on h and β) such that
4R21
(∫
Ω
σ(v) :ε(v) dx +
∫
Γ1
A|v|2 dΓ
)
≥ 4R2
∫
Ω
|∇v|2 dx+ 2β
∫
Γ1
h.ν |v|2 dΓ , ∀v ∈ H1Γ0(Γ) .
Then we get∣∣∣∣
∫
Ω
u′.Mu dx
∣∣∣∣ ≤ η2‖u′‖2L2(Ω) + 2R
2
1
η
(∫
Ω
σ(u) :ε(u) dx +
∫
Γ1
A|u|2 dΓ
)
.
The choice η = 2R1 gives the result with C2 = 2R1.
Lemma 5. There exists C3 > 0 such that, for every η in (0, 1),
∫ T
S
∫
Γ1
|u|2 dΓdt ≤ C3
η
E(u, S) + η
∫ T
S
E(u, t) dt , 0 ≤ S < T < +∞ .
medskipProof. We proceed as in [8]. We deﬁne z, depending on t, as follows
{
div(σ(z)) = 0 , in Ω ;
z = u , on Γ .
We have ∫
Ω
z.div(σ(v)) dx =
∫
Γ1
u.(σ(v)ν) dΓ , ∀v ∈ H2(Ω) ∩H1Γ0(Ω) .
Revista Matema´tica Complutense
2003, 16; Nu´m. 2, 417-441
430
Rabah Bey, Amar Heminna and Jean-Pierre Lohe´ac Boundary stabilization of the linear. . .
Using the deﬁnition of the energy function and Proposition 3, we can ﬁnd some
positive constants c1, c2, c′1, c
′
2 such that∫
Ω
|z|2 dx ≤ c1
∫
Γ1
|u|2 dΓ ≤ c2E ;∫
Ω
|z′|2 dx ≤ c′1
∫
Γ1
|u′|2 dΓ ≤ c′2(−E′) .
Furthermore, we have∫
Ω
σ(z) :ε(u− z) dx = −
∫
Ω
(u− z).div(σ(z)) dx+
∫
Γ1
(u− z).(σ(z)ν) dΓ = 0 .
Then ∫
Ω
σ(z) :ε(u) dx =
∫
Ω
σ(z) :ε(z) dx ≥ 0 .
From (2), we deduce
0 =
∫
Ω
z.(u′′ − div(σ(u)) dxdt
=
∫
Ω
z.u′′ dx+
∫
Ω
σ(z) :ε(u) dx−
∫
Γ1
z.(σ(u)ν) dΓ
=
∫
Ω
z.u′′dx+
∫
Ω
σ(z) :ε(u) dx +
∫
Γ1
u.(Au + Bu′) dΓ .
Hence ∫
Γ1
A|u|2 dΓ ≤ −
∫
Ω
z.u′′ dx−
∫
Γ1
Bu.u′ dΓ .
For 0 < S < T < ∞, we get∫ T
S
∫
Γ1
A|u|2 dΓdt ≤ −
[∫
Ω
z.u′ dx
]T
S
+
∫ T
S
∫
Ω
z′.u′ dxdt−
∫ T
S
∫
Γ1
Bu.u′ dΓdt .
Let C be a positive constant, large enough. Using Cauchy-Schwarz inequality and
above estimates, we can write for every θ > 0,∫ T
S
∫
Γ1
A|u|2 dΓdt ≤ CE(u, S) + C
∫ T
S
(−E′(u, t))1/2(E(u, t))1/2 dt
+B
∫ T
S
∫
Γ1
|u| |u′| dΓdt
≤ CE(u, S) + Cθ
2
∫ T
S
E(u, t) dt +
C
2θ
E(u, S)
+
1
2
∫ T
S
∫
Γ1
A|u|2 dΓdt + B
2
2A
∫ T
S
∫
Γ1
|u′|2 dΓdt .
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With Proposition 3, we get
∫ T
S
∫
Γ1
|u|2 dΓdt ≤
(
2C
A
+
C
Aθ
+
B
A2
)
E(u, S)
+
Cθ
A
∫ T
S
E(u, t) dt .
We now choose θ =
Aη
C
and the required result follows.
3.2. Proof of Theorem 1
We assume (1) and h satisﬁes (4) and (5) (or (6)).
We ﬁrst suppose (13) and we consider the (strong) solution u of (2).
The energy function is non-increasing (Proposition 3). From Lemma 4, we deduce
−
[∫
Ω
u′.Mu dx
]T
S
≤ 2C2E(u, S) .
Since h.ν ≤ 0 on Γ0, Lemma 3 gives
C1
∫ T
S
E dt ≤ 2C2E(u, S)
+
∫ T
S
∫
Γ1
((C1
2
− β
)
A|u|2 − βBu.u′ + h.ν |u′|2
)
dΓdt
−
∫ T
S
∫
Γ1
(2(Au+ Bu′).(h.∇)u + h.ν σ(u) :ε(u)) dΓdt .
There exists c > 0 such that
∣∣∣∣∣
∫ T
S
∫
Γ1
βu.u′ dΓdt
∣∣∣∣∣ ≤
∫ T
S
∫
Γ1
|u|2 dΓdt + c
∫ T
S
∫
Γ1
|u′|2 dΓdt .
Hence, using Proposition 3, we can ﬁnd C4 > 0 and C5 > 0 such that
C1
∫ T
S
E dt ≤ C4E(u, S) + C5
∫ T
S
∫
Γ1
|u|2 dΓdt
−
∫ T
S
∫
Γ1
(2(Au+ Bu′).(h.∇)u + h.ν σ(u) :ε(u)) dΓdt .
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With Remarks 2 and 6, this can be written
C1
∫ T
S
E dt ≤ C4E(u, S) + C5
∫ T
S
∫
Γ1
|u|2 dΓdt
−
∫ T
S
∫
Γ1
2(Au+ Bu′).(h.∇)u dΓdt
−2kμ
∫ T
S
∫
Γ1
(
εT (u) :εT (u) + |εν(u)|2 + 2|εS(u)|2
)
dΓdt
−kλ
∫ T
S
∫
Γ1
(tr (εT (u)) + εν(u))
2
dΓdt .
(21)
Now, we estimate two integrals which appear in the right hand side at the second row
of the above formula
• Estimate of I1 =
∫ T
S
∫
Γ1
2Au.(h.∇)u dΓdt.
We denote by C some positive constant which is independent of u and large enough.
We have u.(h.∇)u = 1
2
h.∇(|u|2).
Setting u = uT + uνν and h = hT + hνν, on Γ1, we use (7) and we get:
u.(h.∇)u = 1
2
∇T (|u|2).hT + hνuT .(∂νuT ) + hνuν(∂νuν) , on Γ1 .
First, we have ∫
Γ1
A∇T (|u|2).hT dΓdt = −
∫
Γ1
A|u|2 div
T
(hT ) dΓdt .
Hence ∣∣∣∣
∫
Γ1
A∇T (|u|2).hT dΓ
∣∣∣∣ ≤ C
∫
Γ1
|u|2 dΓ . (22)
Using εS(u) (see Subsection 1.2), we can write
hν uT .∂νuT = hν uT .(2εS(u) + (∂T ν)uT −∇Tuν) , on Γ1 .
Let θ be some positive number. We can write∣∣∣∣
∫
Γ1
4Ahν uT .εS(u) dΓ
∣∣∣∣ ≤ θ
∫
Γ1
|εS(u)|2 dΓ + C
θ
∫
Γ1
|uT |2 dΓ . (23)
Since hν and ∂T ν are bounded, we get∣∣∣∣
∫
Γ1
2Ahν uT .(∂T ν)uT dΓ
∣∣∣∣ ≤ C
∫
Γ1
|uT |2 dΓ . (24)
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Now, we observe∫
Γ1
hν uT .∇Tuν dΓ = −
∫
Γ1
uν div
T
(hνuT ) dΓ
= −
∫
Γ1
hν uν div
T
(uT ) dΓ−
∫
Γ1
uν∇Thν .uT dΓ .
Proposition 1 implies∣∣∣∣
∫
Γ1
2Ahν uν div
T
(uT ) dΓ
∣∣∣∣ ≤ θ‖uT ‖21 + Cθ
∫
Γ1
|u|2 dΓ .
Hence ∣∣∣∣
∫
Γ1
2Ahν uT .∇Tuν dΓ
∣∣∣∣ ≤ θ
∫
Γ1
εT (uT ) :εT (uT ) dΓ +
C
θ
∫
Γ1
|u|2 dΓ . (25)
We also can write∣∣∣∣
∫
Γ1
2Ahν uν(∂νuν) dΓ
∣∣∣∣ ≤ θ
∫
Γ1
|∂νuν |2 dΓ + C
θ
∫
Γ1
|u|2 dΓ . (26)
Finally, (22)–(26) give
|I1| ≤ θ
∫ T
S
∫
Γ1
(|∂νuν |2 + εT (uT ) :εT (uT ) + |εS(u)|2) dΓdt
+
C
θ
∫ T
S
∫
Γ1
|u|2 dΓdt .
(27)
We emphasize that, in (27), θ is a positive number which will be chosen later on and
C is a positive constant which does not depend on u.
• Estimate of I2 =
∫ T
S
∫
Γ1
2Bu′.(h.∇)u dΓdt.
Here, we use (8) and we get
u′.(h.∇)u = u′T (∂TuT )hT + uνu′T (∂T ν)hT + hνu′T∂νuT
+u′ν(∂Tuν)hT − u′νuT (∂T ν)hT + u′ν(∂νuν)hν , on Γ1 .
This can be written as follows
u′.(h.∇)u = u′T .(∂TuT )hT + (uνu′T − u′νuT ).(∂T ν)hT
+u′ν∇Tuν .hT + hν(u′T .∂νuT + u′ν(∂νuν)) , on Γ1 .
As above, since h and ∂T ν are bounded, we get∣∣∣∣
∫
Γ1
2Bu′T .(∂TuT )hT dΓ
∣∣∣∣ ≤ θ‖uT ‖21 + Cθ
∫
Γ1
|u′T |2 dΓ ; (28)
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∣∣∣∣
∫
Γ1
2B(uνu′T − u′νuT ).(∂T ν)hT dΓ
∣∣∣∣ ≤ θ
∫
Γ1
|u|2 dΓ + C
θ
∫
Γ1
|u′|2 dΓ . (29)
Under assumptions about Ω, we can observe that Γ1 is a compact manifold of dimen-
sion 2. So, we can build a ﬁnite number of local maps and an associated partition of
unity (ϑ1, ϑ2, . . . , ϑk). Denoting by Uj the support of ϑj, we can write
∫
Γ1
2Bu′ν∇Tuν .hT dΓ =
∑
j=1
∫
Uj
2Bϑju′ν∇Tuν .hT dΓ .
We consider one of the  terms of the previous sum. Omitting the index j, we denote
it by
∫
U
2Bϑu′ν∇Tuν .hT dΓ .
Using notations introduced in Subsection 1.1, we write hT = h1a1 + h2a2. Setting
|g| = |det (g)|, W = φ−1(U), we get∫
U
2Bϑu′ν∇Tuν .hT dΓ
=
∫
W
2B(ϑ ◦ φ)(u′ν ◦ φ)
(
∂(uν ◦ φ)
∂ξ1
h1 +
∂(uν ◦ φ)
∂ξ2
h2
)
|g|1/2 dξ1 dξ2 .
We observe that ϑ ◦ φ is continuous and compactly supported, vν = uν ◦ φ belongs to
H1/2(W ), ‖vν‖H1/2(W ) ≤ C‖uν‖H1/2(U) and we deﬁne two subsets of W
W+ = {(ξ1, ξ2) / h1(ξ1, ξ2) > 0} , W− = {(ξ1, ξ2) / h1(ξ1, ξ2) < 0} .
We have ∫
W
2B(ϑ ◦ φ)v′ν
∂vν
∂ξ1
h1|g|1/2 dξ1 dξ2
=
∫
W+
2B(ϑ ◦ φ)v′ν
∂vν
∂ξ1
h1|g|1/2 dξ1 dξ2
+
∫
W−
2B(ϑ ◦ φ)v′ν
∂vν
∂ξ1
h1|g|1/2 dξ1 dξ2 .
Setting ψ =
(
(ϑ ◦ φ)h1|g|1/2
)1/2
, in W+, we can write
∫
W+
2B(ϑ ◦ φ)v′ν
∂vν
∂ξ1
h1|g|1/2 dξ1 dξ2 =
∫
W+
2Bψ2v′ν
∂vν
∂ξ1
dξ1 dξ2
=
∫
W+
2Bψv′ν
∂(ψvν)
∂ξ1
dξ1 dξ2 −
∫
W+
Bψ
(|vν |2)′ ∂ψ
∂ξ1
dξ1 dξ2 .
We have ∣∣∣∣∣
[∫
W+
Bψ|vν |2 ∂ψ
∂ξ1
dξ1 dξ2
]T
S
∣∣∣∣∣ ≤ CE(u, S) .
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We can observe that ψ is compactly supported in W , and ψ = 0, on ∂W+. We deﬁne
function G by
G = ψvν , in W+ × R+ , G = 0 , in (R2 \W+)× R+ .
We have ∫
W+
2Bψv′ν
∂(ψvν)
∂ξ1
dξ1 dξ2 =
∫
R2
2BG′
∂G
∂ξ1
dξ1 dξ2 .
Let Gˆ be the Fourier transform of G, with respect to ξ1. We can write∫
W+
2Bψv′ν
∂(ψvν)
∂ξ1
dξ1 dξ2 =
∫
R2
4Bıπη1Gˆ′Gˆ dη1 dξ2 .
This implies∫ T
S
∫
W+
2Bψv′ν
∂(ψvν)
∂ξ1
dξ1 dξ2 dt =
[∫
R2
2Bıπη1|Gˆ|2 dη1 dξ2
]T
S
.
But ∣∣∣∣
∫
R2
η1|Gˆ|2 dη1 dξ2
∣∣∣∣ ≤ C1‖G‖2H1/2(R2) ≤ C2‖uν‖2H1/2(Γ1) .
Hence, using the energy function and Proposition 3, we get∣∣∣∣∣
∫ T
S
∫
W+
2Bψv′ν
∂(ψvν)
∂ξ1
dξ1 dξ2 dt
∣∣∣∣∣ ≤ CE(u, S) .
For the integral in W−, we replace φ by φ˜ such that φ˜(ξ1, ξ2) = φ(−ξ1, ξ2), a1 by −a1,
h1 by −h1, respectively and we proceed as above. We can also get a similar result
concerning the integral terms containing h2.
Finally we obtain ∣∣∣∣∣
∫ T
S
∫
Γ1
2Bu′ν∇Tuν .hT dΓ dt
∣∣∣∣∣ ≤ CE(u, S) . (30)
Using εS(u), we get
hν u′T .∂νuT = hν u
′
T .(2εS(u)− (∇Tuν) + ∂T νuT ) , on Γ1 ;
and, as well as for (23) and (24),∣∣∣∣
∫
Γ1
2Bhν u′T .(∂T ν)uT dΓ
∣∣∣∣ ≤ C
∫
Γ1
(|u′T |2 + |uT |2) dΓ ; (31)
∣∣∣∣
∫
Γ1
4Bhν u′T .εS(u) dΓ
∣∣∣∣ ≤ θ
∫
Γ1
|εS(u)|2 dΓ + C
θ
∫
Γ1
|u′T |2 dΓ . (32)
Revista Matema´tica Complutense
2003, 16; Nu´m. 2, 417-441
436
Rabah Bey, Amar Heminna and Jean-Pierre Lohe´ac Boundary stabilization of the linear. . .
Now, we compute
∫ T
S
∫
Γ1
hν u′T .∇Tuν dΓdt
=
[∫
Γ1
hν uT .∇Tuν dΓ
]T
S
−
∫ T
S
∫
Γ1
hν uT .(∇Tu′ν) dΓdt
=
[∫
Γ1
hν uT .∇Tuν dΓ
]T
S
+
∫ T
S
∫
Γ1
u′ν div
T
(kuT ) dΓdt .
Since div
T
(hνuT ) = hν div
T
(uT ) +∇Thν .uT , Proposition 1 gives
∣∣∣∣
∫
Γ1
2Bu′ν div
T
(hνuT ) dΓ
∣∣∣∣ ≤ θ‖uT ‖21 + Cθ
∫
Γ1
|u′|2 dΓ . (33)
Now, we consider
∫
Γ1
hν uT .∇Tuν dΓ.
Given t > 0, let ζ be in H1(Γ1) (notice that H1(Γ1) = H10(Γ1)) such that
ζ −ΔT ζ = div
T
(uT )(t) .
Since div
T
(uT )(t) belongs to H−1/2(Γ1), ζ satisﬁes
{ ‖ζ‖H1(Γ1) ≤ C‖uT (t)‖L2(Γ1,T (Γ1)) ,
ζ ∈ H3/2(Γ1) and ‖ζ‖H3/2(Γ1) ≤ C‖uT (t)‖H1/2(Γ1,T (Γ1)) ,
(34)
Then we have∫
Γ1
hν uT .∇Tuν dΓ = −
∫
Γ1
uν div
T
(hνuT ) dΓ
= −
∫
Γ1
uν∇Thν .uT dΓ−
∫
Γ1
uνhνζ dΓ +
∫
Γ1
uνhνΔT ζ dΓ .
First, we can write thanks to (34)∣∣∣∣
∫
Γ1
uν∇Thν .uT dΓ
∣∣∣∣ ≤ C
∫
Γ1
|u|2 dΓ ,∣∣∣∣
∫
Γ1
uνhνζ dΓ
∣∣∣∣ ≤ C
∫
Γ1
(|uν |2 + |ζ|2) dΓ ≤ C
∫
Γ1
|u|2 dΓ .
Secondly, we have
−
∫
Γ1
uνhνΔT ζ dΓ =
∫
Γ1
(−ΔT )1/4(uνhν)(−ΔT )3/4ζ dΓ ;
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and, again with (33),∣∣∣∣
∫
Γ1
uνhνΔζ dΓ
∣∣∣∣ ≤ C‖uν‖H1/2(Γ1)‖ζ‖H3/2(Γ1) ≤ C‖u‖2H1(Ω) .
Hence ∣∣∣∣
∫
Γ1
hν uT .∇Tuν dΓ
∣∣∣∣ ≤ C
(∫
Γ1
|u|2 dΓ + ‖u‖2H1(Ω)
)
.
With Poincare´’s inequality and Korn’s inequality, we ﬁnally get∣∣∣∣
∫
Γ1
2Bhν uT .∇Tuν dΓ
∣∣∣∣ ≤ CE(u, t) . (35)
Observing that the energy function is non-increasing and using (33), (35), we obtain∣∣∣∣∣
∫ T
S
∫
Γ1
2Bhν u′T .∇Tuν dΓdt
∣∣∣∣∣ ≤ CE(u, S)
+θ
∫ T
S
‖uT ‖21 dt +
C
θ
∫ T
S
∫
Γ1
|u′|2 dΓdt .
(36)
Using boundedness of h, we get∣∣∣∣
∫
Γ1
2Bhν u′ν∂νuν dΓ
∣∣∣∣ ≤ θ
∫
Γ1
|∂νuν |2 dΓ + C
θ
∫
Γ1
|u′|2 dΓ . (37)
Finally, with (28)–(32), (36) and (37), we obtain
|I2| ≤ θ
∫ T
S
∫
Γ1
(|∂νuν |2 + εT (uT ) :εT (uT ) + |εS(u)|2) dΓdt
+
C
θ
∫ T
S
∫
Γ1
(|u|2 + |u′|2 dΓdt + CE(u, S) .
(38)
Again, we emphasize that, in (38), θ is a positive number which will be chosen later
on and C is a positive constant which does not depend on u.
• End of the proof.
With (21), (27), (38), we obtain that there exists two positive constants C6 and C7
such that
C1
∫ T
S
E dt ≤ C6E(u, S) + C7
θ
∫ T
S
∫
Γ1
(|u|2 + |u′|2) dΓdt
+2θ
∫ T
S
∫
Γ1
(
εT (u) :εT (u) + |εν(u)|2 + |εS(u)|2
)
dΓdt
−2kμ
∫ T
S
∫
Γ1
(
εT (u) :εT (u) + |εν(u)|2 + 2|εS(u)|2
)
dΓdt
−kλ
∫ T
S
∫
Γ1
(tr (εT (u)) + εν(u))
2
dΓdt .
(39)
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From the relations
εT (u) = εT (uT ) + uν∂T ν = εT (uT ) + εT (uνν) , on Γ ,
we have
εT (u) :εT (u) =
εT (uT ) :εT (uT ) + 2εT (uT ) :εT (uνν) + εT (uνν) :εT (uνν) , on Γ1 .
Using |εT (uT ) :εT (uνν)| ≤ θεT (uT ) :εT (uT ) + (4θ)−1εT (uνν) :εT (uνν), we get
εT (u) :εT (u) ≥ (1− 2θ)εT (uT ) :εT (uT ) +
(
1− 1
2θ
)
εT (uνν) :εT (uνν) , on Γ1 .
Since εT (uνν) :εT (uνν) ≤ C
∫
Γ1
|uν |2 dΓ, we deduce from (39) that there exists C8 > 0
such that
C1
∫ T
S
E dt ≤ C6E(u, S) + C8
θ
∫ T
S
∫
Γ1
(|u|2 + |u′|2) dΓdt
+2θ
∫ T
S
∫
Γ1
(
εT (u) :εT (u) + |εν(u)|2 + |εS(u)|2
)
dΓdt
−2kμ
∫ T
S
∫
Γ1
(
(1− 2θ)εT (u) :εT (u) + |εν(u)|2 + 2|εS(u)|2
)
dΓdt .
Then, for θ > 0 small enough, we can ﬁnd a positive constant C9 such that
C1
∫ T
S
E dt ≤ C6E(u, S) + C9
∫ T
S
∫
Γ1
(|u|2 + |u′|2) dΓdt .
Thanks to Proposition 3 and Lemma 5, there exists C10 > 0 such that, for every
η > 0,
C1
∫ T
S
E dt ≤ C10
η
E(u, S) + η
∫ T
S
E dt .
Hence, for η small enough, we conclude the proof of Theorem 1 by applying Lemma
1 and by setting ω =
(C1 − η)η
C10
.
Now, we can observe that above constants (especially C1, C10, η do not depend on the
strong solution u of (2). Hence, by a density argument, this result can be extended
to a weak solution of (2).
4. Application: proof of Theorem 2
We show that Theorem 1 can be applied with the following vector ﬁeld.
h(x) = (x− x0) + ρh˜(x) ,
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where ρ is some positive constant and h˜ ∈ (C1(Ω))3 is such that
h˜ = 0 , on Γ0 , h˜ = ν , on Γ1 .
• h satisﬁes (4). Indeed we have
h(x).ν(x) = (x− x0).ν(x) ≤ 0 , if x ∈ Γ0 ,
h(x).ν(x) = (x− x0).ν(x) + ρ > 0 , if x ∈ Γ1 .
• h satisﬁes (6). We have∫
Ω
σıj(v)hk,jvı,k dx =
∫
Ω
σıj(v)ξı,j dx+ ρ
∫
Ω
σıj(v)h˜k,jvı,k dx .
Using Korn’s inequality, we can build a constant C(h˜) > 0 such that∣∣∣∣
∫
Ω
σıj(v)h˜k,jvı,k dx
∣∣∣∣ ≤ C(h˜)
∫
Ω
σ(v) :ε(v) dx ,
and ∫
Ω
σıj(v)hk,jvı,k dx ≥
(
1− ρC(h˜)
)∫
Ω
σ(v) :ε(v) dx .
We choose α = 1− ρC(h˜) and get α > 0 for ρ small enough.
Now one can easily show that all conditions in (6) are satisﬁed if
ρ < min
( 1
C(h˜)
,
2
2C(h˜) + max
Ω
(div(h˜))−min
Ω
(div(h˜))
,
3
|min
Ω
(div(h˜))|
)
.
This completes the proof.
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