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Abstract. In a statistical analysis in Particle Physics, nuisance parameters can be introduced to take into
account various types of systematic uncertainties. The best estimate of such a parameter is often modeled
as a Gaussian distributed variable with a given standard deviation (the corresponding “systematic error”).
Although the assigned systematic errors are usually treated as constants, in general they are themselves
uncertain. A type of model is presented where the uncertainty in the assigned systematic errors is taken
into account. Estimates of the systematic variances are modeled as gamma distributed random variables.
The resulting confidence intervals show interesting and useful properties. For example, when averaging
measurements to estimate their mean, the size of the confidence interval increases for decreasing goodness-
of-fit, and averages have reduced sensitivity to outliers. The basic properties of the model are presented
and several examples relevant for Particle Physics are explored.
PACS. 02.50.Tt Inference methods – 02.70.Rr General statistical methods
1 Introduction
Data analysis in Particle Physics is based on observation
of a set of numbers that can be represented by a (vector)
random variable, here denoted as y. The probability of
y (or probability density for continuous variables) can in
general be written P (y|µ, θ), where µ represents param-
eters of interest and θ are nuisance parameters needed for
the correctness of the model but not of interest to the
analyst.
The goal of the analysis is to carry out inference re-
lated to the parameters of interest. A procedure for doing
this in the framework of frequentist statistics using the
profile likelihood function is described in Sec. 2. This in-
volves using control measurements with given standard
deviations to provide information on the nuisance param-
eters. Here we will take the term “systematic error” to
mean the standard deviation of a control measurement it-
self. The word “error” is used in the sense defined here
and not to mean, e.g., the unknown difference between an
inferred and true value. The systematic errors defined in
this way should also not be confused with corresponding
systematic uncertainty in the estimate of the parameter
of interest.
Often the values assigned to the systematic errors are
themselves uncertain. This can be incorporated into the
model by treating their values as adjustable parameters
and their estimates as random variables. A model is pro-
posed in which the estimates of systematic variances are
treated as following a gamma distribution, whose mean
and width are set by the analyst to reflect the desired
nominal value and its relative uncertainty.
The confidence intervals that result from this type of
model are found to have interesting and useful properties.
For example, when averaging measurements to estimate
their mean, the size of the confidence interval increases
with decreasing goodness-of-fit, and averages have reduced
sensitivity to outliers. The basic properties of the model
are presented and several types of examples relevant for
Particle Physics are explored.
The approach followed here is that of frequentist statis-
tics, as this is widely used in Particle Physics. Models
with elements similar to the one proposed have been dis-
cussed in the statistics literature, e.g., Refs. [1,2]. Analo-
gous Bayesian procedures have been been investigated in
Particle Physics [3,4,5] and found to produce results with
qualitatively similar properties.
After reviewing parameter inference using the profile
likelihood with known systematic errors in Sec. 2, the
model with adjustable error parameters is presented in
Sec. 3 and its use in determining confidence intervals is
discussed in Sec. 4. In this paper two areas where such a
model can be applied are explored: a single Gaussian dis-
tribution measurement in Sec. 5 and the method of least
squares in Sec. 6. The issue of correlated systematic un-
certainties is discussed in Sec. 7 and conclusions are given
in Sec. 8.
2 Parameter inference using the profile
likelihood and the case of known systematic
errors
Inference about a model’s parameters is based on the like-
lihood function L(µ, θ) = P (y|µ, θ). More specifically one
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can construct a frequentist test of values of the parame-
ters of interest µ by using the profile likelihood ratio (see,
e.g., Ref. [6]),
λ(µ) =
L(µ,
ˆˆ
θ)
L(µˆ, θˆ)
. (1)
Here in the denominator, µˆ and θˆ represent the maximum-
likelihood (ML) estimators of µ and θ, and
ˆˆ
θ are the pro-
filed values of θ, i.e., the values of θ that maximize the
likelihood for a given value of µ.
Often the nuisance parameters are introduced to ac-
count for a systematic uncertainty in the model. Their
presence parameterizes the systematic uncertainty such
that for some point in the enlarged parameter space the
model should be closer to the truth. Because of correla-
tions between the estimators of the parameters, however,
the nuisance parameters result in a decrease in sensitivity
to the parameters of interest. To counteract this unwanted
effect, one often includes into the set of observed quanti-
ties additional measurements that provide information on
the nuisance parameters.
A simple and often used form of such control mea-
surements involves treating the best available estimates
of the nuisance parameters θ = (θ1, . . . , θN ) as indepen-
dent Gaussian distributed values u = (u1, . . . , uN ) with
standard deviations σu = (σu1 , . . . , σuN ). In this way the
full likelihood becomes
L(µ, θ) = P (y,u|µ, θ) = P (y|µ, θ)P (u|θ)
= P (y|µ, θ)
N∏
i=1
1√
2piσui
e−(ui−θi)
2/2σ2ui , (2)
or equivalently the log-likelihood is
lnL(µ, θ) = lnP (y|µ, θ)− 1
2
N∑
i=1
(ui − θi)2
σ2ui
+ C , (3)
where C represents terms that do not depend on the ad-
justable parameters of the problem and therefore can be
dropped; in the following such constant terms will usually
not be written explicitly.
The log-likelihood in Eq. (3) represents one of the most
widely used methods for taking account of systematic un-
certainties in Particle Physics analyses. First nuisance pa-
rameters are introduced into the model to parameterize
the systematic uncertainty, and then these parameters are
constrained by means of control measurements. The quad-
ratic constraint terms in Eqs. (3) correspond to the case
where the estimate ui of the parameter θi is modeled as
a Gaussian distributed variable of known standard devia-
tion σui .
In some problems one may have parameters ηi that are
intrinsically positive with estimates ti modeled as follow-
ing a log-normal distribution. The Gaussian model covers
this case as well by defining θi = ln ηi and ui = ln ti, so
that ui is the corresponding Gaussian distributed estima-
tor for θi.
Often the estimates ui are the outcome of real con-
trol measurements, and so the standard deviations σui
are related to the corresponding sample size. The control
measurement itself could, however, involve a number of
uncertainties or arbitrary model choices, and as a result
the values of the σui may themselves be uncertain.
Gaussian modelling of the ui can be used even if the
measurement exists only in an idealized sense. For exam-
ple, the parameter θi could represent a not-yet computed
coefficient in a perturbation series, and ui is one’s best
guess of its value (e.g., zero). In this case one may try to
estimate an appropriate σui by means of some recipe, e.g.,
by varying some aspects of the approximation technique
used to arrive at ui. For example, in the case of prediction
based on perturbation theory one may try varying the
renormalization scale in some reasonable range. In such
a case the estimate of σui results from fairly arbitrary
choices, and values that may differ by 50% or even a fac-
tor of two might not be unreasonable.
3 Gamma model for estimated variances
One can extend the model expressed by Eq. (2) to account
for the uncertainty in the systematic errors by treating the
σui as adjustable parameters. The best estimates si for the
σui are regarded as measurements to be included in the
likelihood model. The width of the distribution of the si
is set by the analyst to reflect the appropriate uncertainty
in the σui .
The characterization of the “error on the error” is de-
scribed in Sec. 3.1. In Sec. 3.2 the full mathematical model
is defined and the corresponding likelihood profiled over
the σui is derived. This is shown in Sec. 3.3 to be equiva-
lent to a model in which the estimates ui follow a Student’s
t distribution.
3.1 The relative error on the error
In the model proposed here it is convenient to regard the
variances σ2
u
as the parameters, and to take values vi = s
2
i
as their estimates. There is a special case in which the es-
timated variances vi will follow a chi-squared distribution,
namely, when vi is the sample variance of n independent
observations of ui, i.e.,
vi =
1
n− 1
n∑
j=1
(ui,j − ui)2 , (4)
where ui,j is the jth observation of ui and ui =
1
n
∑n
j=1 ui,j .
If the ui,j are Gaussian distributed with standard devia-
tions σui , then one finds (see, e.g., Ref. [7]) that the statis-
tic (n−1)vi/σ2ui follows a chi-squared distribution for n−1
degrees of freedom. Furthermore, the chi-squared distribu-
tion for n degrees of freedom is a special case of the gamma
distribution,
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f(v;α, β) =
βα
Γ (α)
vα−1e−βv , v ≥ 0 , (5)
for parameter values α = n/2 and β = 1/2. The mean and
variance are related to the parameters α and β by E[v] =
α/β and V [v] = α/β2. Therefore if (n − 1)vi/σ2ui follows
a chi-square distribution with n − 1 degrees of freedom,
then vi follows a gamma distribution with
αi =
n− 1
2
, (6)
βi =
n− 1
2σ2ui
. (7)
In general the analyst will not base the estimate vi
on n observations of ui but rather on different types of
information, such as related control measurements or ap-
proximate theoretical predictions. The analyst must then
set the width of the distribution of vi to reflect the appro-
priate level of uncertainty in the estimate of σ2ui .
For vi = s
2
i , using error propagation gives to first order
σvi
E[vi]
≈ 2 σsi
E[si]
. (8)
To characterize the width of the gamma distribution we
define
ri ≡ 1
2
σvi
E[vi]
=
1
2
σvi
σ2ui
. (9)
From Eq. (8) one sees that to first approximation ri ≈
σsi/E[si] and thus we can think of these factors as rep-
resenting the relative uncertainty in the estimate of the
systematic error. The parameters ri will be referred to as
the “error on the error”. A more accurate relation between
ri as defined here and the quantity σsi/E[si] is given in
Appendix A.
Using the expectation value of the gamma distribution
E[vi] = αi/βi and its variance V [vi] = αi/β
2
i , we can
relate the values ri supplied by the analyst and the σui to
αi and βi by
αi =
1
4r2i
, (10)
βi =
1
4r2i σ
2
ui
. (11)
Figure 1(a) shows the gamma distribution for σu = 1
and several values of r and 1(b) shows the corresponding
distribution of s =
√
v. More details on the distribution
of s and its properties are given in App. A. The assump-
tion of a gamma distribution is not unique but represents
nevertheless a reasonable and flexible expression of un-
certainty in the σui . Moreover it will be shown that by
using the gamma distribution one finds a very simple pro-
cedure for incorporating uncertain systematic errors into
the model.
Using Eq. (6) to connect the relative uncertainty ri to
the effective number of measurements n gives n = 1 +
1/2r2i . A relevant special case is n = 2, sometimes called
the problem of “two-point systematics”, where one has
two estimates ui,1 and ui,2 of a parameter θi. This gives
θˆi = ui =
1
2
(ui,1 + ui,2) , (12)
si =
|ui,1 − ui,2|√
2
, (13)
ri = 1/
√
2 . (14)
It will be assumed in this paper that the analyst is
able to assign meaningful values for the error-on-the-error
parameters ri. The procedure for doing this will involve
elicitation of expert knowledge from those who assigned
the systematic errors and will in general vary depending
on the experiment. One may want to regard a subset of
the measurements as having a certain common r which
could be fitted from the data, but we do not investigate
this possibility further here.
The proposed model thus makes two important as-
sumptions. First, the control measurements are taken to
be independent and Gaussian distributed. As mentioned
in Sec. 2, the Gaussian ui can be extended to an alter-
native distribution if it can be related to a Gaussian by
a transformation. Second, the estimates of the variances
of the ui are gamma distributed. Both assumptions are
reasonable but neither is a perfect description in practice,
and thus the resulting inference could be subject to corre-
sponding systematic uncertainties. Nevertheless the pro-
posed model will in general be an improvement over the
widely used Gaussian assumption for ui with fixed vari-
ances. In addition, the choice of the gamma distribution
leads to important simplifications in mathematical expres-
sions needed for inference, as shown in Sec. 3.2 below.
3.2 Likelihood for the gamma model
By treating the estimated variances v = (v1, . . . , vN ) as
independent gamma distributed random variables, the full
likelihood function becomes
L(µ, θ,σ2
u
) = P (y|µ, θ)
×
N∏
i=1
1√
2piσui
e−(ui−θi)
2/2σ2ui
βαii
Γ (αi)
vαi−1i e
−βivi . (15)
By using Eqs. (10) and (11) to relate the parameters αi
and βi to σ
2
ui and ri one finds, up to additive terms that
are independent of the parameters, the log-likelihood
lnL(µ, θ,σ2
u
) = lnP (y|µ, θ)
−1
2
N∑
i=1
[
(ui − θi)2
σ2ui
+
(
1 +
1
2r2i
)
lnσ2ui +
vi
2r2i σ
2
ui
]
.(16)
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Fig. 1. Plots of (a) the gamma distribution of the estimated variance v and (b) the Nakagami distribution for the estimated
standard deviation s =
√
v for several values of the parameter r (see text).
By setting the derivatives of lnL with respect to the
σ2ui to zero for fixed θ and µ one finds the profiled values
σ̂2ui =
vi + 2r
2
i (ui − θi)2
1 + 2r2i
. (17)
Using these for the σ2ui gives the profile likelihood with re-
spect to the systematic variances, but which still depends
on θ as well as the parameters of interest µ. After some
manipulation it can be written up to constant terms as
lnL′(µ, θ) = lnL(µ, θ, σ̂2u)
= lnP (y|µ, θ)
− 1
2
N∑
i=1
(
1 +
1
2r2i
)
ln
[
1 + 2r2i
(ui − θi)2
vi
]
. (18)
Some intermediate steps in the derivation of Eq. (18) are
given in App. B. In the limit where all of the ri are small,
the estimates vi are very close to their expectation values
σ2ui . Making this replacement and expanding the logarith-
mic terms to first order one recovers the quadratic terms
as in Eq. (3).
3.3 Derivation of profile likelihood from Student’s t
distribution
An equivalent derivation of the profile likelihood (18) can
be obtained by first defining
zi ≡ ui − θi√
vi
. (19)
As ui follows a Gaussian with mean θi and standard devi-
ation σui , and vi follows a gamma distribution with mean
σ2ui and standard deviation σvi = 2r
2
i σ
2
ui , one can show
(see, e.g., Ref. [7]) that zi follows a Student’s t distribu-
tion,
f(zi|νi) =
Γ
(
νi+1
2
)
√
νipiΓ (νi/2)
(
1 +
z2i
νi
)− νi+1
2
, (20)
with a number of degrees of freedom
νi =
1
2r2i
. (21)
By constructing the likelihood L(µ, θ) as the product of
P (y|µ, θ) and Student’s t distributions,
L(µ, θ) = P (y|µ, θ)
N∏
i=1
Γ
(
νi+1
2
)
√
νipiΓ (νi/2)
(
1 +
z2i
νi
)− νi+1
2
,
(22)
one obtains the same log-likelihood as given by lnL′ from
Eq. (18). That is, the same model results if one replaces
the estimates vi by constants σ
2
ui , but still takes the zi
to follow a Student’s t distribution, with ui = θi + σuizi.
Thus in the following we can drop the prime in the pro-
file log-likelihood (18) and regard this equivalently as the
log-likelihood resulting from a model where the control
measurements are distributed according to a Student’s t.
In the limit where ri → 0 and thus the number of degrees
of freedom νi →∞, the Student’s t distribution becomes a
Gaussian (see, e.g., Ref. [7]), and the corresponding term
in the log-likelihood becomes quadratic in ui − θi, as in
Eq. (3).
4 Estimators and confidence regions from
profile likelihood
The ML estimators are found by maximizing the full
ln L(µ, θ,σ2
u
) with respect to all of the parameters, which
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is equivalent to maximizing the profile likelihood with re-
spect to µ and θ. In this way the statistical uncertainties
due to both the estimated biases ui as well as their esti-
mated variances vi are incorporated into the variances of
the estimators for the parameters of interest µˆ.
Consider for example the case of a single continuous
parameter of interest µ. Having found the estimator µˆ,
one could quantify its statistical precision by using the
standard deviation σµˆ. The covariance matrix for all of
the estimated parameters can to first approximation be
found from the inverse of the matrix of second derivatives
of lnL (see, e.g., Refs. [8,9]). From this we extract the
variance of the estimator of the parameter of interest µ,
i.e., V [µˆ] = σ2µˆ. The presence of the nuisance parameters
in the model will in general inflate σµˆ, which reflects the
corresponding systematic uncertainties.
But σµˆ is by construction a property of the model and
not of a particular data set. One may want, however, to
report a measure of uncertainty along with the estimate µˆ
that reflects the extent to which the data values are con-
sistent with the hypothesized model, and therefore σµˆ is
not suitable for this purpose. We will show below, how-
ever, that a confidence region can be constructed that has
this desired property.
In general to find a confidence region (or for a single
parameter a confidence interval) one tests all values of µ
with a test of size α for some fixed probability α. Those
values of µ that are not rejected by the test constitute a
confidence region with confidence level 1−α. To determine
the critical region of the test of a given µ one can use a
test statistic based on the profile likelihood ratio
tµ = −2 lnλ(µ) = −2 ln L(µ,
ˆˆ
θ)
L(µˆ, θˆ)
. (23)
The critical region of a test of µ corresponds to the region
of data space having probability content α with maximal
tµ. Equivalently, provided tµ can be treated as continuous,
the p-value of a hypothesized point in parameter space µ
is
pµ =
∫ ∞
tµ,obs
f(tµ|µ, θ,σ2u) dtµ = 1− F (tµ,obs) , (24)
where tµ,obs is the observed value of tµ and F is the cumu-
lative distribution of tµ. That is, we define the region of
data space even less compatible with the hypothesis than
what was observed to correspond to tµ > tµ,obs.
The boundary of the confidence region corresponds to
the values of µ where pµ = α. Solving Eq. (24) for the
test statistic gives
tµ = F
−1(1− pµ) , (25)
where here tµ refers to the value observed, and F
−1 is
the quantile of tµ. The statistic tµ is also defined in terms
of the likelihood through Eqs. (1) and (23), and by using
pµ = α one finds that the boundary of the confidence
region is given by
lnL(µ,
ˆˆ
θ) = lnL(µˆ, θˆ)− 1
2
F−1(1− α) . (26)
To find the p-values and thus determine the bound-
ary of the confidence region one needs the distribution
f(tµ|µ, θ,σ2u). According to Wilks’ theorem [10], for M
parameters of interest µ = (µ1, . . . , µM ) the statistic tµ
should follow a chi-squared distribution for M degrees of
freedom in the asymptotic limit, which here corresponds
to the case where the distributions of all ML estimators
are Gaussian. To the extent that this approximation holds
we may identify the quantile F−1 in Eq. (26) with F−1
χ2
M
,
the chi-squared quantile for M degrees of freedom.
If it is further assumed that the log-likelihood can be
well approximated by a quadratic function about its max-
imum, then one finds asymptotically (see, e.g., Ref. [11])
that
lnL(µ,
ˆˆ
θ) = lnL(µˆ, θˆ)− 1
2
(µ− µˆ)TV −1(µ− µˆ) , (27)
where Vij = cov[µˆi, µˆj ] is the covariance matrix for the
parameters of interest. This equation says that the confi-
dence region is a hyper-ellipsoid of fixed size centred about
µˆ. For example, for a single parameter µ one finds that
the endpoints
µ± = µˆ± σµˆ
[
F−1
χ2
1
(1− α)
]1/2
(28)
give the central confidence interval with confidence level
1 − α. For a probability content corresponding to plus
or minus one standard deviation about the centre of a
Gaussian, i.e., 1 − α = 68.3%, one has F−1
χ2
1
(1 − α) = 1,
which gives the well-known result that the interval of plus
or minus one standard deviation about the estimate is
asymptotically a 68.3% CL central confidence interval.
The relations (27) and (28) depend, however, on a
quadratic approximation of the log-likelihood. In the
model where the σu are treated as adjustable, the pro-
file log-likelihood is given by Eq. (18), which contains
terms that are logarithmic in (ui − θi)2, and not just the
quadratic terms that appear in Eq. (3). As a result the
relation (27) is only a good approximation in the limit of
small ri, which is not always valid in the present problem.
We can nevertheless use Eq. (26) assuming a chi-
squared distribution for tµ as a first approximation for
confidence regions. We will see in the examples below that
these have interesting properties that already capture the
most important features of the model. If higher accuracy is
required then Monte Carlo methods can be used to deter-
mine the distribution of tµ. Alternatively we can modify
the statistic so that its distribution is closer to the asymp-
totic form; this is explored further in Sec. 5.1.
5 Single-measurement model
To investigate the asymptotic properties of the profile
likelihood ratio it is useful to examine a simple model
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with a single measured value y following a Gaussian with
mean µ and standard deviation σ. The parameter of in-
terest is µ and we treat the variance σ2 as a nuisance pa-
rameter, which is constrained by an independent gamma-
distributed estimate v. Thus the likelihood is given by
L(µ, σ2) = f(y, v|µ, σ2)
=
1√
2piσ2
e−(y−µ)
2/2σ2 β
α
Γ (α)
vα−1e−βv . (29)
As before we set the parameters α and β of the gamma
distribution so that E[v] = σ2 and so that from Eq. (9) the
standard deviation of v is σv = 2rσ
2, where r characterizes
the relative error on the error. This gives
α =
1
4r2
, (30)
β =
1
4r2σ2
. (31)
The goal is to construct a confidence interval for µ by
using the profile likelihood ratio
λ(µ) =
L(µ, σ̂2(µ))
L(µˆ, σ̂2)
. (32)
The log-likelihood is
lnL(µ, σ2) = −1
2
(y − µ)2
σ2
−
(
1
2
+
1
4r2
)
lnσ2− v
4r2σ2
+C ,
(33)
where C represents constants that do not depend on µ or
σ2. From this we find the required estimators
µˆ = y , (34)
σ̂2 =
v
1 + 2r2
, (35)
σ̂2(µ) =
v + 2r2(y − µ)2
1 + 2r2
. (36)
With these ingredients we find the following simple ex-
pression for the statistic tµ = −2 lnλ(µ),
tµ =
(
1 +
1
2r2
)
ln
[
1 + 2r2
(y − µ)2
v
]
. (37)
According to Wilks’ theorem [10], the distribution
f(tµ|µ) should, in the large-sample limit, be chi-squared
for one degree of freedom. The large-sample limit corre-
sponds to the situation where estimators for the parame-
ters become Gaussian, which in this case means r ≪ 1.
The behaviour of the distribution of tµ for nonzero r
is illustrated in Fig. 2, which shows the distributions from
data generated according to a Gaussian of mean µ = 0,
standard deviation σ = 1 and values of r = 0.01, 0.2, 0.4
and 0.6. The case of r = 0.01 approximates the situation
where the relative uncertainty on σ is negligibly small.
One can see that greater values of r lead to an increasing
departure of the distribution from the asymptotic form.
Depending on the size of the test being carried out or
equivalently the confidence level of the interval, one may
find that the asymptotic approximation is inadequate. In
such a case one may wish to use the Monte Carlo simu-
lation to determine the distribution of the test statistic.
Alternatively one can modify the statistic so that its dis-
tribution is better approximated by the asymptotic form,
as described in the following section.
5.1 Bartlett correction for profile likelihood-ratio
statistic
The likelihood-ratio statistic can be modified so as to fol-
low more closely a chi-square distribution using a type
of correction due to Bartlett [12,13,14]. This method has
received some limited notice in Particle Physics [15] but
has not been widely used in that field. The basic idea is
to determine the mean value E[tµ] of the original statis-
tic. In the asymptotic limit, this should be equal to the
number of degrees of freedom nd of the chi-square distri-
bution, which in this example is nd = 1. One then defines
a modified statistic
t′µ =
nd
E[tµ]
tµ , (38)
so that by construction E[t′µ] = nd. It was shown by Law-
ley [16] that the modified statistic approaches the refer-
ence chi-squared distribution with a difference of order
n−3/2, where here the effective sample size n is related to
the parameter r by n = 1 + 1/2r2 (cf. Eqs. (6) and (10)).
One could in principle find the expectation value E[tµ]
by the Monte Carlo method. But for the method to be
convenient to use one would like to determine the Bartlett
correction without resorting to simulation. By expanding
the expectation value
E[tµ] =
∫ ∫
tµ(y, v) f(y, v|µ, σ2) dy dv (39)
as a Taylor series in r one finds
E[tµ] = 1 + 3r
2 + cr4 , (40)
where the coefficient of the r4 term is found numerically
to be c ≈ 2 with an accuracy of around 10%. Dividing
tµ/nd (here with nd = 1) from Eq. (23) by E[tµ] to obtain
the Bartlett-corrected statistic therefore gives
t′µ =
1 + 2r2
2r2(1 + 3r2 + 2r4)
ln
[
1 +
2r2
v
(y − µ)2
]
. (41)
In more complex problems one may not have a simple ex-
pression for the expectation value needed in the Bartlett
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Fig. 2. Distributions of the test variable tµ for a single Gaussian distributed measurement with relative error-on-error r.
correction and calculation by Monte Carlo may be neces-
sary.
Distributions of t′µ are shown in Fig. 3 along with
Monte Carlo distributions. As can be seen by compar-
ing the uncorrected distributions from Figs. 2 to those in
Fig. 3, the Bartlett correction is clearly very effective, as
is needed when the parameter r is large.
5.2 Confidence intervals for the single-measurement
model
In the simple model explored in this section one can use
the measured values of y and v to construct a confidence
interval for the parameter of interest µ. The probability
that the interval includes the true value of µ (the coverage
probability) can then be studied as a function of the rela-
tive error on the error r. What emerges is that the interval
based on the chi-squared distribution of tµ has a coverage
probability substantially less than the nominal confidence
level, but that this can be greatly improved by use of the
Bartlett-corrected interval.
To derive exact confidence intervals for µ we can use
the fact that
z =
y − µ√
v
(42)
follows a Student’s t distribution for ν = 1/2r2 degrees of
freedom (see, e.g., Ref. [7]). From the distribution of z one
can find the corresponding pdf of
tµ = (1 + ν) ln
[
1 +
z2
ν
]
, (43)
but in fact this is not directly needed. Rather we can use
the pdf of z to find confidence intervals for µ from the
fact that a critical region defined by tµ > tc is equivalent
to the corresponding region of z given by z < −zc and
z > zc where the boundaries of the critical regions in the
two variables are related by Eq. (43). Equivalently one
can say that the p-value of a hypothesized value of µ is
the probability, assuming µ, to find z further from zero
than what was observed, i.e.,
pµ = 1−
∫ zobs
−zobs
f(z) dz = 2
(
1− F
(
y − µ√
v
; ν
))
, (44)
where F (z; ν) is the cumulative Student’s t distribution
for ν = 1/2r2 degrees of freedom.
The boundaries of the confidence interval at confidence
level CL = 1−α (here α refers to the size of the statistical
test, not the parameter α in the gamma distribution) are
found by setting pµ = α and solving for µ, which gives the
upper and lower limits
µ± = y ±
√
vzα/2 . (45)
Here zα/2 is the α/2 upper quantile of the Student’s t
distribution, i.e., the value of zobs needed in Eq. (44) to
have pµ = α.
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Fig. 3. Distributions of the Bartlett-corrected test variable t′µ for a single Gaussian distributed measurement with relative
error-on-error r.
If one were to assume that the statistic tµ follows the
asymptotic chi-squared distribution, then zα/2 is replaced
by
za =
1√
2r
[
exp
(
2r2Qα
1 + 2r2
)
− 1
]1/2
. (46)
Here Qα = F
−1
χ2
1
(1−α) is obtained from the quantile of the
chi-squared distribution for one degree of freedom. And if
the Bartlett-corrected statistic t′µ is used to construct the
interval, then the Qα in Eq. (46) is replaced by QαE[tµ],
where E[tµ] = 1+ 3r
2 +2r4 is the expectation value of tµ
from Eq. (40). The half-width of the interval measured in
units of the estimated standard deviation
√
v, i.e., zα/2 or
za, are shown in Fig. 4(a) as a function of the r parameter.
The probability Pc for the confidence interval to cover
the true value of µ is by construction equal to 1 − α for
the exact confidence interval. For the interval based on
the asymptotic distribution of the test statistic this is
Pc =
∫ za
−za
fχ2
1
(z) dz = 2Fχ2
1
(za)− 1 , (47)
where Fχ2
1
is the cumulative chi-squared distribution for
one degree of freedom and za is given by Eq. (46), with
Qα replaced by QαE[tµ] for the Bartlett-corrected case.
The interval half-widths and coverage probabilities
based on tµ and t
′
µ are shown in Figs. 4. As can be seen,
the interval based on the Bartlett-corrected statistic is
very close to the exact one, and its coverage is close to
the nominal 1− α for relevant values of r.
As seen from the distributions in Figs. 2 and 3 for
the single-measurement model, the agreement with the
asymptotic form worsens for increasing values of the test
statistic. For Z =
√
tµ of 4 (a four standard-deviation sig-
nificance; see, e.g., Ref. [6]), the Bartlett-corrected statis-
tic is close to the asymptotic form for r = 0.2, with a small
but visible departure for r = 0.4. In contrast, for a 68.3%
confidence level (corresponding to
√
tµ = 1), one sees from
Fig. 4(a) that the Bartlett corrected interval is in satisfac-
tory agreement with the exact interval out to r ≈ 1. For
a more complicated analysis with multiple measurements
having different ri parameters one would need to check the
validity of asymptotic distributions with Monte Carlo.
6 Least-squares fitting and averaging
measurements
An important application of the model described in Sec. 3
is the least-squares fit of a curve, or as a special case of
this, the average of a set of measurements. Suppose the
data consist ofN independent Gaussian distributed values
yi, with mean and variance
E[yi] = ϕ(xi;µ) + θi , (48)
V [yi] = σ
2
yi . (49)
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Fig. 4. Plots of (a) the interval half-width in units of the estimated standard deviation
√
v and (b) coverage probability of the
68.3% CL confidence intervals for µ.
Here the nuisance parameters θi represent a potential bias
or offset. The function ϕ(xi;µ) plus the bias θi gives
the mean of yi as a function of a control variable x,
and it depends on a set of M parameters of interest
µ = (µ1, . . . , µM ). That is, the probability P (y|ϕ, θ) in
Eq. (2) becomes
P (y|µ, θ) =
N∏
i=1
1√
2piσyi
e−(yi−ϕ(xi;µ)−θi)
2/2σ2yi . (50)
As before suppose the nuisance parameters θi are con-
strained by N corresponding independent Gaussian mea-
surements ui, with mean and variance
E[ui] = θi , (51)
V [ui] = σ
2
ui . (52)
Often the best estimates of a potential bias θi will be
ui = 0 for the actual measurement, but formally the
ui are treated as random variables that would fluctuate
upon repetition of the experiment. Therefore the full log-
likelihood or equivalently−2 lnL(µ, θ) is up to an additive
constant given by
−2 lnL(µ, θ) =
N∑
i=1
[
(yi − ϕ(xi;µ)− θi)2
σ2yi
+
(ui − θi)2
σ2ui
]
.
(53)
That is, if we consider the σui as known, then maximum-
likelihood estimators are obtained by the minimum of the
sum of squares (53) which is the usual formulation of the
method of least squares.
The next step will be to treat the σui as adjustable
parameters but before doing this is it interesting to note
that by profiling over the nuisance parameters θi, one finds
the profile likelihood
−2 lnL′(µ) =
N∑
i=1
(yi − ϕ(xi;µ)− ui)2
σ2yi + σ
2
ui
≡ χ2(µ) . (54)
That is, the same result is obtained by using the usual
method of least squares with statistical and systematic un-
certainties added in quadrature. This procedure gives the
Best Linear Unbiased Estimator (BLUE), which is widely
used in Particle Physics, particularly for the problem of
averaging a set of measurements as described in Refs. [17,
18,19,20].
Returning to the full dependence on µ and θ and fol-
lowing the model of Sec. 3 we now regard the systematic
variances σ2ui as free parameters for which we have inde-
pendent gamma distributed estimates vi, with parameters
αi and βi set by σ
2
ui and ri according to Eqs. (10) and (11).
The log-likelihood profiled over the σ2ui is (cf. Eq. (18)),
−2 lnL′(µ, θ) =
N∑
i=1
[
(yi − ϕ(xi;µ)− θi)2
σ2yi
(55)
+
(
1 +
1
2r2i
)
ln
(
1 + 2r2i
(ui − θi)2
vi
)]
.
To find the required estimators we need to solve the sys-
tem of equations
∂ lnL′
∂µi
= 0 i = 1, . . . ,M , (56)
∂ lnL′
∂θi
= 0 , i = 1, . . . , N. (57)
Equation (57) results in
10 Glen Cowan: Statistical Models with Uncertain Error Parameters
θ3i + [−2ui − yi + ϕi] θ2i
+
[
vi + (1 + 2r
2
i )σ
2
yi
2r2i
+ 2ui(yi − ϕi) + u2i
]
θi
+
[
(ϕi − yi)
(
vi
2r2i
+ u2i
)
− (1 + 2r
2
i )σ
2
yiui
2r2i
]
= 0 ,
i = 1, . . . , N , (58)
where here ϕi = ϕ(xi;µ). Simultaneously solving all
M + N equations for µ and the θ gives their ML esti-
mators. Solving for the θi for fixed µ, i.e., fixed ϕi, gives
the profiled values
ˆˆ
θi. Equations (58) are cubic in θi and
so can be solved in closed form giving either one or three
real roots. In the case of three roots, the one is chosen
that maximizes lnL′.
Using the profile log-likelihood from Eq. (55) one can
use, for example, the test statistic tµ defined in Eq. (23)
to find confidence regions for µ following the general pro-
cedure outlined in Sec. 4. Examples of this will be shown
in Sec. 6.2.
6.1 Goodness of fit
In the usual method of least squares, the minimized sum
of squares χ2min = χ
2(µˆ) based on Eq. (54) is often used to
quantify the goodness-of-fit. Because it is constructed as a
sum of squares of Gaussian distributed quantities, one can
show (see, e.g., Ref. [11]) that its sampling distribution is
chi-squared for N−M degrees of freedom, and the p-value
of the hypothesis that the true model lies somewhere in
the parameter space of µ is thus
p =
∫ ∞
χ2
min
fχ2
N−M
(x) dx . (59)
When using the gamma error model presented above,
the quantity −2 lnL′(µ, θ) is no longer a simple sum of
squares. Nevertheless one can construct the statistic that
will play the same role as the minimized χ2(µ) by con-
sidering the model in which the means ϕ(xi,µ), which
depend on the M parameters of interest µ, are replaced
by a vector of N independent mean values, one for each of
the measurements: ϕ = (ϕ1, . . . , ϕN ). By requiring that
the ϕi are given by ϕ(xi,µ) one imposes N − M con-
straints and restricts the more general hypothesis to an
M -dimensional subspace. One can then construct the like-
lihood ratio statistic
q = −2 ln L
′(µˆ,
ˆˆ
θ)
L′(ϕˆ, θˆ)
, (60)
where the numerator contains the M fitted parameters of
interest µˆ, and in the denominator one fits all N of the
ϕi.
When fitting separate values of ϕi and θi for each mea-
surement (the “saturated model”), one can see from in-
spection that the maximized value of lnL′(ϕ, θ) is zero,
and therefore the statistic q becomes
q = min
µ,θ
N∑
i=1
[
(yi − ϕ(xi;µ)− θi)2
σ2yi
+
(
1 +
1
2r2i
)
ln
(
1 + 2r2i
(ui − θi)2
vi
)]
(61)
According to Wilks’ theorem [10], in the limit where the
estimators µˆ and θˆ are Gaussian distributed, q will fol-
low a chi-squared pdf for N −M degrees of freedom. The
statistic q thus plays the same role as the minimized sum
of squares χ2min in the usual method of least squares. In
the case of Eq. (61), however, the chi-squared approxi-
mation is not exact. One can see this from the fact that
the vi are gamma rather than Gaussian distributed; the
Gaussian approximation holds only in the limit where the
ri are sufficiently small.
If all ri → 0, i.e., there is no uncertainty in the re-
ported systematic errors, then the statistic q reduces to
the minimized sum of squares from the method of least
squares or BLUE, namely,
q =
N∑
i=1
(yi − µ(ϕˆ))2
σ2yi + σ
2
ui
. (62)
One can check in an example that the sampling distri-
bution of q follows a chi-squared distribution by generat-
ing measured values yi, ui, and si according to the model
described in Sec. 2 using the following parameter values:
ϕi = µ = 10, σyi = 1, σui = 1 for all i = 1, . . . , N . That
is, the measurements are assumed to have the same mean
µ and the goal is to fit this parameter. The resulting dis-
tributions of q are shown in Figs. 5(a) and (b) for N = 2
and N = 5 using ri = 0.2 for all measurements. Overlayed
on the histograms is the chi-squared pdf for N −1 degrees
of freedom. Although the agreement is reasonably good
there is still a noticeable departure from the asymptotic
distribution in the tails. The same set of curves is shown in
Figs. 5(c) and (d) for ri = 0.4, for which one sees an even
greater discrepancy between the true (i.e., simulated) and
asymptotic distributions.
One might need a p-value with an accuracy such that
assumption of the asymptotic distribution of q is not ad-
equate. In such a case one can use Monte Carlo to de-
termine the correct sampling distribution of q. Alterna-
tively, following the procedure of Sec. 5.1 one can define a
Bartlett-corrected statistic q′ as
q′ =
N −M
E[q]
q , (63)
so that by construction E[q′] = N −M (in the example
above for a single fitted parameter M = 1). Distributions
of q′ corresponding to Fig. 5 are shown in Fig. 6, where
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Fig. 5. Distributions of the test variable q for averages of N = 2 and 5 values using r = 0.2 and r = 0.4.
the mean value E[q] was itself found from Monte Carlo
simulation. While one sees that the distributions of q′ are
in better agreement with the Monte Carlo, visible discrep-
ancies remain. And since here simulation was required to
determine the Bartlett correction, one could use it as well
to find the p-value directly. The Bartlett correction is nev-
ertheless useful in such a situation because the number of
simulated values of q required to estimate accurately E[q]
may be much less than what one needs to find the upper
tail area for a very high observed value of the test statistic.
6.2 Averaging measurements
An important special case of a least-squares fit is the av-
erage of N independent measurements, y1, . . . , yN , of the
same quantity, i.e., the fit function ϕ(x;µ) = µ is in effect
a horizontal line and the control variable x does not enter.
The expectation values of the measurements are thus
E[yi] = µ+ θi , i = 1, . . . , N , (64)
where the parameter of interest µ represents the desired
mean value and as before θi are the bias parameters. As
there is one parameter of interest, the statistic q follows
asymptotically a chi-squared distribution for N degrees of
freedom, although as we have seen above this approxima-
tion breaks down as the ri increase.
As an example, consider the average of two indepen-
dent measurements, nominally reported as yi±σyi±si for
i = 1, 2, in which the σyi represent the statistical uncer-
tainties and si are the estimated systematic errors. Sup-
pose here these are σyi = 1 and si = 1 for both measure-
ments, and that the analyst reports values ri representing
the relative accuracy of the estimates of the systematic
errors, which in this example we will take to be equal to a
common value r. Furthermore suppose that the observed
values of y1 and y2 are 10+ δ and 10− δ, respectively, and
we will allow δ to vary. For the values of σyi and si chosen
in this example, the value of δ corresponds to the signif-
icance of the discrepancy between y1 and y2 in standard
deviations under assumption of r = 0.
Using the input values described above, the mean µ,
bias parameters θi, and systematic errors σui are adjusted
to maximize the log-likelihood from Eq. (16). Figures 7
show the half-width of the 68.3% confidence interval for
µ as a function of the parameter r for different levels of
δ. This interval corresponds to the standard deviation σµˆ
when the ri are all small, where the problem is the same
as in least squares or BLUE.
In Fig. 7(a), the interval is based on Eq. (26), i.e., it
is determined by the point where the profile log-likelihood
drops by a fixed amount from its maximum (in Parti-
cle Physics often referred to as the “MINOS” interval
[21]). In Fig. 7(b), the interval is found by solving for
the value of µ where its p-value is pµ = α, and here
α = 1 − 0.683 = 0.317. The p-value depends, however,
on the assumed values of the nuisance parameters. Here
we use the values of θi and σ
2
ui profiled at the value of
µ tested. This technique is often called “profile construc-
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Fig. 6. Distributions of the Bartlett-corrected test variable q′ for averages of N = 2 and 5 values using r = 0.2 and r = 0.4.
tion” in Particle Physics [22], where it is widely used, and
elsewhere called “hybrid resampling” [23,24]. The result-
ing confidence interval will have the correct coverage prob-
ability of 1 − α if the nuisance parameters are equal to
their profiled values; elsewhere the interval could under-
or over-cover. Although the intervals from profile construc-
tion differ somewhat from those found directly on the log-
likelihood, they have the same qualitative behaviour.
From Fig. 7 one can extract several interesting fea-
tures. First, if r is small, that is, the systematic errors
σui are very close to their estimated values si, then the
interval’s half-length is very close to the standard devia-
tion of the estimator, σµˆ = 1, regardless of the level of
discrepancy between the two measured values.
Further, the effect of larger values of r is seen to de-
pend very much on the level of discrepancy between the
measured values. If y1 or y2 are very close (e.g., δ = 0 or
1), then the length of the confidence interval can even be
reduced relative to the case of r = 0. If the measurements
are in agreement at a level that is better than expected,
given the reported statistical and systematic uncertainties,
then one finds that the likelihood is maximized for values
of the systematic errors σui that are smaller than the ini-
tially estimated si. And as a consequence, the confidence
interval for µ shrinks.
Finally, one can see that if the data are increasingly
inconsistent, e.g., in Fig. 7 for δ ≥ 4, then the effect of
allowing higher r is to increase the length of the inter-
val. This is also a natural consequence of the assumed
model, whereby an observed level of heterogeneity greater
than what was initially estimated results in maximizing
the likelihood for larger values of σui and consequently an
increased confidence interval size.
The coverage properties of the intervals for the average
of two measurements example are investigated by gener-
ating data values yi for i = 1, 2 according to a Gaussian
with a common mean µ (here 10) and the standard devia-
tions both σyi = 1, and the ui are generated according to
a Gaussian distributed with mean of θi = 0 and standard
deviation σui = 1. The values vi are gamma distributed
with parameters αi and βi given by Eqs. (10) and (11) so
as to correspond σui = 1 and for different values of the
parameters ri, taken here to be the same for both mea-
surements.
Figure 8 shows the coverage probability for the in-
terval with nominal confidence level 68.3% based on the
log-likelihood (the MINOS interval) and also using profile
construction (hybrid resampling), as a function of the r
parameter. As seen in the figure, the coverage probabil-
ity approximates the nominal value reasonably well out
to r = 0.5, where one finds Pcov = 0.631 and 0.667 for
MINOS and profile construction respectively; at r = 1,
the corresponding values are 0.564 and 0.617 (the Monte
Carlo statistical errors for all values is around 0.005). Thus
reasonable agreement is found with both methods but one
should be aware that the coverage probability may depart
from the nominal value for large values of r.
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(hybrid resampling) as a function of the parameter r (see text).
6.3 Sensitivity to outliers
One of the important properties of the error model used
in this paper is that curves fitted to data become less
sensitive to points that depart significantly from the fitted
curve (outliers) as the ri parameters of the measurements
are increased. This is a well-known feature of models based
on the Student’s t distribution (see, e.g., Ref. [2]).
The reduced sensitivity to outliers is illustrated in
Fig. 9 for the case of averaging five measurements of the
same quantity (i.e., the fit of a horizontal line). All mea-
sured values are assigned σyi and si equal to 1.0, and in
Figs. 9(a) and (c) they are all fairly close to the central
value of 10. In Figs. 9 (b) and (d) the middle point is at
20. In the top two plots, the ri parameters for all mea-
surements are taken to be ri = 0.01, which is very close
to what would be obtained with an ordinary least-squares
fit. In (a) the average is 10; in (b) the outlier causes the
fitted mean to move to 12.00. In both cases the half-width
of the confidence interval is 0.63.
In the lower two plots, (c) and (d), all of the points
are assigned ri = 0.2, i.e., a 20% relative uncertainty on
the systematic error. In the case with no outlier, (c), the
estimated mean stays at 10.00, and the half-width of the
confidence interval only increases a small amount to 0.65.
With the outlier in (d), the fitted mean is 10.75 with an
interval half-width of 0.78. That is, the amount by which
the outlier pulls the estimated mean away from the value
preferred by the other points (10.00) is substantially less
than with ri = 0.01, (fitted mean 12.00). Furthermore, the
lower compatibility between the measurements results in a
confidence interval that is larger than without the outlier
(half-width 0.78 rather than 0.65). When the ri are small,
however, the interval size is independent of the goodness
of fit. Both the increase in the size of the confidence inter-
val and the decrease in sensitivity to the outlier represent
important improvements in the inference. It is important
to note that the above-mentioned properties pertain to the
case where each measurement has its own bias parameter
θi with its own ri.
It might appear that one would obtain a result roughly
equivalent to that of the proposed model by using the
ordinary least-squares approach, i.e., the log-likelihood
of Eq. (53), and simply making the replacement σui →
σui(1+ ri). In the example shown above with all ri = 0.2,
however, the result is µˆ = 10.00± 0.70 without the outlier
(middle data point at 10) and µˆ = 12.00±0.70 if the mid-
dle point is moved to 20. So by inflating the systematic
errors but still using least squares, one increases the size
of the confidence interval by an amount that does not de-
pend on the goodness of fit and the sensitivity to outliers
is not improved.
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Fig. 9. Result of averaging 5 quantities: (a) no outlier, ri = 0.01; (b) with outlier, ri = 0.01; (c) no outlier, ri = 0.2; (d)
with outlier, ri = 0.2. Also indicated on the plots are the values of the Bartlett-corrected goodness-of-fit statistic q
′ and the
corresponding p-value.
7 Treatment of correlated uncertainties
The phrase “correlated systematic uncertainties” is often
taken to mean the situation where a nuisance parameter
affects multiple measurements in a coherent way. Suppose,
for example, that the expectation values E[yi] of measured
quantities yi with i = 1, . . . , L are functions ϕi(µ, θ) of
parameters of interest µ = (µ1, . . . , µM ) and nuisance pa-
rameters θ = (θ1, . . . , θN ). Suppose further that the nui-
sance parameters are defined such that for θ = 0 the yi
are unbiased measurements of the nominal model ϕi(µ).
Expanding ϕi to first order in θ therefore gives
E[yi] = ϕi(µ, θ) ≈ ϕi(µ) +
N∑
j=1
Rijθj , (65)
where the factors Rij = ∂ϕi/∂θj|θ=0 determine how much
θj biases the measurement yi.
Suppose that the Rij are known, either from symmetry
(e.g., a particular θj could be known to contribute equally
to all of the yi) or they are determined using a Monte Carlo
simulation. As before suppose one has a set of indepen-
dent Gaussian-distributed control measurements uj used
to constrain the nuisance parameters, with mean values
θj and standard deviations σuj . One can define the total
bias of measurement yi as
bi =
N∑
j=1
Rijθj . (66)
and an estimator for bi is
bˆi =
N∑
j=1
Rijuj . (67)
These estimators of the biases are correlated. As the con-
trol measurements are assumed independent, and there-
fore cov[uk, ul] = V [uk]δkl, the covariance of the bias esti-
mators is
Uij = cov[bˆi, bˆj] =
N∑
k=1
RikRjkV [uk] . (68)
It is in the sense described here that the proposed model
is capable of treating correlated systematic uncertainties.
That is, although the control measurements ui are inde-
pendent they result in a nondiagonal covariance for the
estimated biases of the measurements.
The matrix Uij is shown here only to illustrate how
correlated bias estimates can be related to independent
control measurements and it is not explicitly needed in
the type of the analysis described here. The full likelihood
can be constructed from the measurements yi together
with their expectation values given by Eq. (65), where the
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Rij are assumed known. That is, in the log-likelihood of
Eqs. (53) or (55) the terms yi −ϕ(xi;µ)− θi are replaced
by yi − ϕi(µ) −
∑N
j=1 Rijθj . If the variances σ
2
ui of the
control measurements ui are themselves uncertain then
they are treated as adjustable parameters with indepen-
dent gamma-distributed estimates.
8 Discussion and conclusions
The statistical model proposed here can be applied in a
wide variety of analyses where the standard deviations of
Gaussian measurements are deemed to have a given rela-
tive uncertainty, reflected by the parameters ri defined in
Eq. (9). The quadratic constraint terms connecting control
measurements to their corresponding nuisance parameters
that appear in the log-likelihood are replaced by logarith-
mic terms (cf. Eqs. (3) and (18)). The resulting model is
equivalent to taking a Student’s t distribution for the con-
trol measurements, with the number of degrees of freedom
given by ν = 1/2r2.
It is not uncommon for systematic errors, especially
those related to theoretical uncertainties, to be uncertain
themselves to several tens of percent. The model presented
here allows such uncertainties to be taken into account and
it has been shown that this has interesting and useful con-
sequences for the resulting inference. Confidence intervals
are found to increase in size if the goodness of fit is poor
and can decrease slightly if the data are more internally
consistent than expected, given the level of statistical fluc-
tuation assumed in the model. Averages and fitted curves
become less sensitive to outliers.
If the relative uncertainty on the systematic errors is
large enough (r greater than around 0.2 in the examples
studied), then the sampling distribution of likelihood-ratio
test statistics starts to depart from the asymptotic chi-
squared form. Thus one cannot in general apply asymp-
totic results for p-values and confidence intervals without
taking some care to ensure their validity. In some cases
Bartlett-corrected statistics can be used; alternatively one
may need to determine the relevant distributions by Monte
Carlo simulation.
In reporting results that use the procedure presented
here it is important to communicate all of the ri parame-
ters. To allow for combinations with other measurements
one should ideally report the full likelihood, including the
ri values, to permit a consistent treatment of uncertainties
common to several of the measurements.
The point of view taken here has been that the analyst
must determine reasonable values for the relative uncer-
tainties in the systematic errors. One should not, for exam-
ple, decide to use the proposed model only if the goodness
of fit is found to be poor. Rather, the ri parameters should
reflect the accuracy with which the systematic variances
have been estimated and the resulting inference about the
parameters of interest then incorporates this knowledge in
a manner that is valid for any data outcome.
An alternative mentioned here as a possibility would
be to fit a common relative uncertainty to all systematic
errors (a global r), e.g., when averaging a set of numbers
for which no r values have been reported. This is anal-
ogous to the scale-factor procedure used by the Particle
Data Group [9] or the method of DerSimonian and Laird
[27] widely used in meta-analysis. Note, however, that in
arriving at the log-likelihood (18), a number of terms de-
pendent on the ri were dropped, as they were considered
fixed constants. If the ri are adjustable parameters then
these terms, given in App. B, must be retained in the log-
likelihood.
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A Exact relation between the r parameter
and the relative error on the error
The parameter r was defined in Eq. (9) as
r =
1
2
σv
E[v]
, (69)
where we drop the subscript i as we are focusing on a single
measurement. Here v, the estimate of a variance σ2u, is
assumed to follow a gamma distribution with expectation
value E[v] = σ2u.
The physicist is more likely to work with the estimated
standard deviation rather than the variance, i.e., with s =√
v. From error propagation we have that the standard
deviation of s is
σs ≈
∣∣∣∣dsdv
∣∣∣∣
v=σ2u
σv =
1
2
σ2s
σu
(70)
If we approximate the E[s] ≈ (E[v])1/2 = σu, then the
relative uncertainty on the standard deviation is
σs
E[s]
≈ 1
2
σv
σ2u
=
1
2
σv
E[v]
. (71)
Equation (71), based on linear error propagation, holds to
the extent that the nonlinearity of v = s2 is not large over
the range v = E[v]± σv. For sufficiently large r, however,
this assumption will break down and one can no longer
interpret r as a relative error on the error.
Starting from a gamma distribution (5) with parame-
ters α and β for the distribution of v, the pdf of s =
√
v
is given by
g(s|α, β) =
∣∣∣∣dvds
∣∣∣∣ f(v(s)|α, β) = 2βαΓ (α)s2α−1e−βs2 , (72)
where α = 1/4r2 and β = α/σ2u. This is a special case of
the Nakagami distribution [25,26], which has mean and
variance
E[s] =
Γ (α+ 12 )
Γ (α)
√
β
, (73)
V [s] =
α
β
− 1
β
(
Γ (α+ 1
2
)
Γ (α)
)2
. (74)
The exact relative uncertainty in the standard deviation
is
rs ≡
√
V [s]
E[s]
=
√
α
(
Γ (α)
Γ (α+ 1
2
)
)2
− 1 , (75)
which is shown in Fig. 10. For example, r = 1 gives
rs = 1.09. Thus for relevant values of r one can safely
approximate rs ≈ r.
B Derivation of the profile log-likelihood
The full log-likelihood for the gamma error model from
Eq. (16), written here with the constant terms, is
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Fig. 10. The exact relative uncertainty rs as a function of the
parameter r (see text).
lnL(µ, θ,σ2
u
) = lnP (y|µ, θ)
− 1
2
N∑
i=1
[
(ui − θi)2
σ2ui
+ lnσ2ui + ln(2pi)
]
+
N∑
i=1
[αi lnβi − lnΓ (αi)
+ (αi − 1) ln vi − βivi] , (76)
where the parameters of the gamma distribution αi and βi
are related to ri and σ
2
ui by Eqs. (10) and (11). By using
the profiled values for σ̂2ui from Eq. (17) we obtain
lnL′(µ, θ) = lnL(µ, θ, σ̂2u(θ))
= lnP (y|µ, θ)− 1
2
N∑
i=1
[
(1 + 2r2i )(ui − θi)2
vi + 2r2i (ui − θi)2
+ ln
(
vi + 2r
2
i (ui − θi)2
1 + 2r2i
)
+ ln(2pi)
]
+
N∑
i=1
[
1
4r2i
ln
1 + 2r2i
4r2i [vi + 2r
2
i (ui − θi)2]
− lnΓ
(
1
4r2i
)
+
(
1
4r2i
− 1
)
ln vi − vi(1 + 2r
2
i )
4r2i [vi + 2r
2
i (ui − θi)2]
]
. (77)
By rearranging terms the profile likelihood can be written
(cf. Eq. (18))
lnL′(µ, θ) = lnP (y|µ, θ) (78)
− 1
2
N∑
i=1
(
1 +
1
2r2i
)
ln
[
1 + 2r2i
(ui − θi)2
vi
]
+ C ,
where
C = −1
2
N∑
i=1
[(
1 +
1
2r2i
)(
1 + ln
vi
1 + 2r2i
)
+
1
2r2i
ln(4r2i )
+ 2 lnΓ
(
1
4r2i
)
+
(
2− 1
2r2i
)
ln vi + ln(2pi)
]
(79)
does not depend on any of the adjustable parameters of
the problem and thus can be dropped. If, however, one
were to treat the ri as free parameters then C, or at least
those terms depending on the ri, must be retained.
