Abstract. In this paper we extend a result for representations of the Additive group Ga given in [3] to the Heisenberg group H 1 . Namely, if p is greater than 2d then all d-dimensional characteristic p representations for H 1 can be factored into commuting products of representations, with each factor arising from a representation of the Lie algebra of H 1 , one for each of the representation's Frobenius layers. In this sense, for a fixed dimension and large enough p, all representations for H 1 look generically like representations for direct powers of it over a field of characteristic zero.
Introduction
Denote by G a and H 1 the Additive and Heisenberg groups respectively over a fixed field k, i.e. the space of all unipotent upper triangular matrices of the form Throughout we prefer to think of these as affine group schemes (see [6] ), i.e. as representable functors on k-algebras represented by the Hopf algebras (see [2] ) ∆ : x → 1 ⊗ x + x ⊗ 1, y → 1 ⊗ y + y ⊗ 1, z → 1 ⊗ z + x ⊗ y + z ⊗ 1 ε : x, y, z → 0 respectively. The following is well known (see theorems 12.2.1 and 13.3.1 of [1] ). Theorem 1.1. Let k be a field of characteristic zero.
(1) Every representation of G a over k is of the form e xX where X is a nilpotent matrix over k, and any nilpotent matrix X gives a representation of G a according to this formula. As regards the positive characteristic theory of G a , the following is also known, due to A Suslin, E M Friedlander and C P Bendel, 1997. Further, any such collection of commuting, p-nilpotent matrices over k gives a representation of G a according to the above formula.
Using part 1. of theorem 1.1 and theorem 1.2, we make the simple observation that, if p ≥ dimension, then being nilpotent and p-nilpotent are identical concepts. We see then that, for p >> dimension, the characteristic p representation theory of G a and the characteristic zero theory of G ∞ a are in perfect analogy (see chapter 11 of [1] for an account of the representation theory of direct products). This has motivated the following, which is the main theorem of this paper. This result is perhaps more surprising than theorem 1.2 in that, unlike modules for G a , modules for H 1 in characteristic p << dim generally look hardly at all like representation for H ∞ 1 in characteristic zero; for instance, it is not generally the case that [X i , Y i ] = Z i for all i, nor is it the case that X i commutes with Y j for i = j (see section 4 for a counterexample). It is only when p becomes large enough with respect to dimension that these relations necessarily hold.
Our method of proof is quite elementary. We view a representation of an algebraic group over k on a vector space V as a comodule over its representing Hopf algebra (see section 3.2 of [6] or chapter 2 of [2] ), i.e. as a k-linear map ρ : V → V ⊗A satisfying the diagrams
If we fix a basis {e 1 , . . . , e n } for V , then we can write ρ : e j → i e i ⊗ a ij , where (a ij ) is the matrix formula for the representation in this basis. Then the diagrams above are, in equation form
These equations induce a combinatorial relation on certain matrices associated to a representation, which serve as necessary and sufficient conditions for them to define a representation. A systematic examination of this relation will yield the theorem.
The Additive Group
Here we record several results on the Additive group which will be necessary to prove our main result on the Heisenberg group. All of what is done here was originally published in the proof of proposition 1.2 of [3] , but our notation differs markedly, and so the reader may wish to consult chapter 12 of [1] instead.
Let k be any field, and let (a ij ) be a representation of G a over k, which we view as an invertible matrix with entries in k[x], e.g. r vanish for large enough r forces X to be nilpotent. Then the matrix formula for this representation is
In the positive characteristic case we cannot assume that 1 r! is defined for all r. We shall need the following. Corollary 2.4. Let p be a prime, n, r and s non-negative integers.
(1) n r is non-zero if and only if every p-digit of n is greater than or equal to the corresponding p-digit of r (2) r+s r is non-zero if and only if there is no carrying for the sum r + s.
See [4] for a proof of these facts.
Proposition 2.5. Let (a ij ) be a representation of G a over a field k of characteristic p > 0, given by the matricies (c ij ) r , and for each m set X m = (c ij )
(1) The X i commute, are nilpotent of order ≤ p, and are zero for all but finitely many i (2) For any r ∈ N, the matrix (c ij ) r is given by
where r = r 0 + r 1 p + . . . + r m p m is the p-ary expansion of r and Γ(r) def = r 0 ! . . . r m ! (3) (a ij ), the matrix formula for the representation, is given by 
The Heisenberg Group
For a representation of the Heisenberg group H 1 over a field k and 3-tuple (r, s, t) of non-negative integers, we again define the matrix (c ij ) (r,s,t) as the matrix of coefficients of the monomial x r y s z t . For example, for the representation
and so forth. In what follows we adopt the notation, for 3-tuples r and s, r + s
Our first step is to work out the 'fundamental relation' for H 1 .
Proposition 3.1. Let k be any field. A collection (c ij ) r of matrices over k defines a representation of H 1 if and only if they are zero for all but finitely many r, satisfy (c ij ) (0,0,0) = Id, and for all 3-tuples s and t (3.1)
Proof. The first statement is immediate since the representation is algebraic, and the second follows from equation 1.4, namely ε(a ij ) = δ ij . For the third we examine equation
We seek to write this expression as a sum over distinct monomial tensors, i.e. in the form
where the summation runs over all possible pairs of 3-tuples and χ ( r, s) is a scalar for each such pair. Thus, for fixed s and t we seek non-negative integer solutions to the system of equations
Once one chooses l 3 all other values are determined, so we parameterize by l 3 . For fixed l 3 = l, its contribution to the coefficient χ s, t is
(s1+t1−l,s2+t2−l,s3+t3+l) ij and in order for such an l to induce a solution, it is necessary and sufficient that it be no larger than either s 1 or t 2 , whence we can sum the above expression over all 0 ≤ l ≤ min(s 1 , t 2 ) to obtain
As for the right hand side of equation 
for every s, t, i and j, i.e.
(c ij )
for every s and t.
Let k have characteristic p > 0, and (a ij ) a representation of H 1 over k given by the matrices (c ij ) r , r ∈ N 3 . For a non-negative integer m, define
Define also
Note that H 1 contains three copies of the additive group, namely those matrices of the form 
Then by propositions 2.1 and 2.5, the following must hold for all r and s:
Identical statements hold if we replace X with Y or Z.
As mentioned in the introduction, there is no reason to suspect that modules for H 1 in characteristic p > 0 bear any resemblance to modules for H ∞ 1 in characteristic zero, unless p is large enough with respect to dimension. Lemma 3.2. Suppose that p is greater than or equal to twice the dimension of a representation, and that the sum r + s carries. Then at least one of P (r) or Q (s) must be zero, where P and Q can be any of X, Y or Z.
Proof. Since the X i , Y i , and Z i are all nilpotent, they are nilpotent of order less than or equal to the the dimension of the representation, which we assume is no greater than p/2. Since the sum r + s carries, we have r i + s i ≥ p for some i, whence, say, r i ≥ p/2. Then
is zero, since P ri i is. 
In case m < n, for every value of l in the above summation, the sum (p n − l) + l carries, forcing at least one of Z (l) or Y (p n −l) to be zero, forcing every term in the summation to be zero. A similar statement holds in case n < m. This proves X m Y n = Y n X m , as claimed.
(1) is in fact true without any hypothesis on the characteristic. To prove it, apply equation 3.1 to X n Z m and Z m X n , for which you get the same answer, and the same can be done to show [Y m , Z n ] = 0.
We have shown thus far that, if p ≥ 2d, every d-dimensional representation in characteristic p is given by a finite sequence
We now show sufficiency of these relations. 
Remark: This result is in fact true when char(k) = 0, which is the key fact which can be used to prove part (2) of theorem 1.1.
Proof.
We proceed by a double induction on n and m. If n or m is zero the result is trivial, and if n = m = 1 the equation is XY = Y X + Z, which is true by assumption. Consider then X n Y , and by induction suppose that X n−1 Y = Y X n−1 +(n−1)ZX n−2 . Then using the relation XY = Z +Y X and X commuting with Z we have
and so the equation is true when m = 1. Now suppose that m ≤ n, so that min(n, m) = m. Then
which by induction is equal to
where, in the last step, we have chopped off the first term of the first summation and shifted the index l of the second summation. If we chop off the last term of the second summation we obtain
and upon merging the summations, we have
This proves the case of m ≤ n, and the case of n ≤ m is hardly any different, and left to the reader. 
Let n = n m p m + n m−1 p m−1 + . . . + n 1 p + n 0 , and assign
and similarly for Y (n) and Z (n) . Set
Then these assignments define a valid d-dimensional representation of H 1 over k.
Proof. The first two conditions of proposition 3.1 are immediate. Then for arbitrary n, m, k, r, s, t ∈ N, the equation we must verify is
(n+r−l,m+s−l,k+t+l) which, with the given assignments and assumptions, can be written
.2 gives the identities
so we can rewrite our equation as
First suppose that the sum k + t carries. In this case the equation is true, since the left hand side binomial coefficient vanishes, and the right hand side multinomial coefficient vanishes for every l, causing both sides to be zero. We assume then that k + t does not carry, so we can divide both sides by k+t t to yield
Now apply k+t+l l
We have Z (k+t) in the front and X (r) in the rear of both sides, so it suffices to show
and since Y (m) commutes with Z (l) , we can move it to the front of the right hand side, and then take it off both sides, so it suffices to show
where we have replaced s with the more traditional m. Now we begin to replace the X ′ (i) s with their definitions in terms of the X ′ i s, similarly for Y and Z, so that the left hand side of equation 3.3 is
and since everything commutes except X i and Y j when i = j, we can write
Moving all coefficients to the right, we must show
We proceed by induction on k, the maximum number of p-digits of either m or n.
which is true by lemma 3.4 applied to X 0 , Y 0 and Z 0 . Now suppose the equation is true when n and m have no more than k − 1 digits. Let n = n k−1 p k−1 + . . . + n 0 and let n ′ = n k p k + n k−1 p k−1 + . . . + n 0 , and similarly for m. Then by induction we have
Note that these divisions are valid, since for every value of l ′ in the summation, l ′ ≤ m k , n k < p. Note also that, since l ≤ p k−1 and l ′ < p for all values of l, l 
and similarly
These substitutions transform the right hand side of our equation into
But, if we look at the summation limits of l = 0 . . . min(n, m) and l ′ = 0 . . . min(n k , m k ), we see that it is really a single summation running from 0 to min(n ′ , m ′ ), with l+l ′ p k as the summation variable. That is
which proves equation 3.4. This completes the proof.
The main theorem of this paper, theorem 1.3, is now proved, modulo the fact that, for char(k) ≥ 2d, such a collection The proof of this is but a slight generalization of what has already been done in characteristic zero. We simply take the standard Lie group proof of the BakerCampbell-Hausdorff formula for the Heisenberg group (see theorem 13.1 of [5] ), replace 'derivative' with 'formal derivative' of polynomials, and show that the necessary results hold in characteristic p when p is sufficiently large. We direct the interested reader to section 13.5 of [1] for the full proof.
Counterexamples and Sharpness
If char(k) = p is not large enough with respect to dimension, conditions (1) and (2) of theorem 1.3 do not necessarily hold. Here we give two such examples.
Let k be the finite field Z 2 , and let V be the 10-dimensional sub-coalgebra of the Hopf algebra A = k[x, y, z] given by V = span k (1, x, y, z, x 2 , xy, xz, y 2 , yz, z 2 )
i.e. the span of all monomials of degree no greater than 2, endowed with the structure of a right A-comodule ρ : V → V ⊗ A given by the restriction of ∆ to V . The corresponding representation, in this ordered basis, has matrix formula
Let X 0 denote the matrix of coefficients of the monomial x in M , i.e. the 10 × 10 matrix with 1 ′ s in its (1, 2), (3, 6) , and (4, 7) entries, and 0 ′ s elsewhere. Similarly define Y 1 as the matrix of coefficients of the monomial y 2 . Then one can check by hand that X 0 Y 1 − Y 1 X 0 = 0, which contradicts condition (2) of theorem 1.3.
For a counterexample to condition (1) of theorem 1.3, again let k = Z 2 , and consider the span of all monomials of degree no greater than 3
This is a 20-dimensional representation, who's matrix formula would not fit on this page, but the intrepid reader can verify by hand that [X 1 ,
One may ask: is the condition p ≤ 2dim sharp? That is, given any pair (p, d) with p < 2d, does there exists a d-dimensional representation of H 1 over a field of characteristic p such that at least one of conditions (1) and (2) of theorem 1.3 do not hold? The answer is no, at least for small dimensions. For example, we claim that any 2-dimensional representation over any positive characteristic field necessarily satisfies these conditions; in particular, even when char(k) = 2. As any representation of a unipotent algebraic group is upper-triangular, and since all of X i , Y i and Z i are nilpotent, we can take them all to be scalar multiples of 0 1 0 0 whence X i , Y j and Z k obviously all commute for all i, j and k. We claim further that Z m = 0 for all m. To see this, consider
which, in view of equation 3.2 can be written (1) and (2) of theorem 1.3, even when char(k) = 2 < 2 dimension = 4.
Further Directions
The last paragraph of the last section shows that the condition p ≥ 2d is not sharp. However, we suspect that this condition is assymptotically sharp, in one of the following senses.
Conjecture 5.1. There exists a prime q such that, for every prime p ≥ q, there exists a But more importantly, the author strongly suspects that results analogous to theorems 1.2 and 1.3 for the Additive and Heisenberg groups should apply to a much wider class of unipotent algebraic groups. The author has in fact proved this result for all of the so-called generalized Heisenberg groups (though this is not in print), and at the very least believes that a proof for all of the unipotent upper triangular groups, the most important class of unipotent groups, will soon appear in a sequel.
Perhaps a more interesting question, and one which has not been at all addressed in this paper, is not that this phenomenon might be true for unipotent groups in general, but rather why it might be true of unipotent groups. An algebraic group is unipotent if and only if, over a field of characteristic p > 0, it is of exponent a power of p. The author believes that it is exactly this property of unipotent groups which makes this theorem true, along with perhaps a clever appeal to the compactness theorem for first-order logic (but in what language?). The author again hopes that such insights will be forthcoming in a sequel.
