Interest-based Behavioral Targeted (IBT) advertising has risen in prominence as a method to increase the effectiveness of online advertising. IBT operates by associating tags or labels to users based on their online activity and then using these labels to target them. It's rise has been accompanied by privacy concerns from researchers, regulators and the press. In this paper, we present a novel methodology for measuring and understanding IBT in the online advertising market. We rely on training artificial online personas representing behavioral traits like football enthusiast, affluent, recent parents etc. and build a measurement system that is automated, scalable and supports testing of multiple configurations. We observe that IBT advertising is a frequent practice and notice that some personas like Recent Parent are clearly more targeted than others such as Football Enthusiast. Furthermore, we compare the volume of IBT advertising for our personas in two different geographical locations (US and Spain) without observing any significant geographical bias in the utilization of IBT. Finally, we check for targeting with do-not-track (DNT) enabled and discovered that DNT is not yet enforced in the web.
INTRODUCTION
Business models around personal information, that include monetizing personal information via Internet advertising and e-commerce [17] , are behind most free Web services. Information about consumers browsing for products and services is collected, e.g., using tracking cookies, for the purpose of developing tailored advertising and e-marketing offerings (coupons, promotions, recommendations, etc.). While this can be beneficial for driving web innovation, companies, and consumers alike, it also raises several concerns around its privacy implications. There is a fine line between what consumers value and would like to use, and what they consider 1 and is not expected to reach a conclusion any time soon. Still, certain tactics, have already gained a kind of taboo status from consumers and regulators, e.g., price discrimination in e-commerce [17, 18, 19] . Interest-based Behavioral Targeting (IBT, Sec. 2) is a second category of technologies and advertising practices that can be thought to be approaching the lines of end user privacy, specially when certain types of interests and characteristics of users are used like gender, health and race [20] etc. The objective of this work is to build a reliable methodology for detecting such Interest-based Behavioral Targeting in display advertising on the Web. Challenges in detecting Interest-based Behavioral Targeting: The technologies and the ecosystem for delivering targeted advertising is truly mind boggling, involving different types of entities, including Aggregators, Data Brokers, Exchange Ads, Ad Networks, etc., that might conduct a series of complex online auctions to select the advertisement that a user gets to see upon landing on a webpage (see [23] for a tutorial and survey of relevant technologies). Furthermore, targeting can be driven by other aspects e.g., location, gender, age group, that have nothing to do with specific behavioral treats that users deem as sensitive in terms of privacy, or it can be due to "re-targetting" [7, 11, 14] from previously visited sites. Distinguishing between the different types of advertising is a major challenge towards developing a robust detection technique for IBT. On yet a deeper level, behaviors, interests/types, and relevant metrics have no obvious or unique definition that can be used for practical detection. It is non-trivial to unearth the relative importance of different interests or characteristics that can be used for targeting purposes or even define them.
Last, even if definitional issues were resolved, how would one obtain the necessary datasets and automate the process of detecting IBT at scale? Our contribution: The main contribution of our work is the development of an extensive methodology for detecting IBT at scale. Our methodology addresses all above challenges by 1) employing various filters to distinguish interestbased targeting from other forms of advertising, 2) examining several alternative metrics to quantify the extent of IBT advertising, 3) relying on multiple independent sources to draw keywords and tags for the purpose of defining different interest types and searching for IBT around them. Our work combine all the above to present a much more complete methodology for IBT detection compared to very limited work existing in the area that has focused on particular special cases over the spectrum of alternatives that we consider (see Sec. 7 for related work).
A second contribution of our work is the implementation and experimental application of our above mentioned methodology. We have conducted extensive experiments around 5 interest-based personas (recent parent, affluent, football enthusiast, game lovers and foodies) involving 5 sources and 4 different filters. For each experiment we run 68 requests (in average) to 5 different context free "test" websites to gather more than 200K ads. Having conducted more than 160 experiments combining alternative definitions, metrics, filters, and sources of keywords to characterize web-sites, we observe the following: (1) We consistently see a high overlap between the keywords that characterize a certain browsing persona that we "train" by visiting web-sites pertinent to that persona, and the advertising landing pages presented to our persona upon visits to context free "test" sites, e.g., weather sites. We focus on personas for New Parent, Affluent, Football Enthusiast, Videogames Lover and Food enthusiasts and observe that New Parent and Affluent are consistently been targeted more intensely than other personas. Across all our experiments 100% (in median) of the keywords on training pages for New Parent are found among the keywords characterizing the landing pages selected for this persona by advertisers and, inversely, 58% of these pages contain at least one keyword used in the training of New Parents. (2) We repeat our experiments in both US and Spain and do not observe any significant geographical bias in the utilization of IBT. Indeed, the median difference in the fraction of observed IBT ads between US and Spain across all our experiments is smaller than 7 percentage points. (3) We repeat our experiments by having first set the DoNot-Track (DNT) flag on our browser and observe that the amount of interest-based targeting with DNT is effectively the same as without it, leading us to conclude that support for DNT has not yet been implemented by most ad networks and sites.
Our intention with this work is to pave the way for developing a robust and scalable methodology and supporting toolsets for detecting interest-based targeting. By doing so we hope to improve the transparency around this important issue and protect the advertising ecosystem from the aforementioned Tragedy of the Commons. Interest based Behavioural Targeting (IBT) is the practice in online advertising wherein information about the interests of web users as well as traits that can influence the interests like gender, age, race etc. are incorporated in tailoring ads. This information is usually collected by aggregators or ad-networks while users browse the web and is collected over time. This information can include the publishers/webpages a user browses as well as information on activity on each page (time spent, clicks, interactions, etc.). Based on the overall activity of the users, profiles can be built and these profiles can be used to increase the effectiveness of ads, leading to higher click-through rates and in turn, higher revenues for the publisher, the aggregator and eventually the advertiser by making a sale. We note that such targeting is referred to as network based targeting in the advertising literature.
INTEREST BASED BEHAVIOURAL TAR-GETING
In Fig. 1 , we provide a very high-level overview of how IBT can happen, and information gleaned by browsing can be used. Assume user Alice has no privacy protection mechanisms enabled in her browser. As she is visiting multiple publishers (e.g., websites), her activity is being tracked by multiple aggregators that are present on each publisher, using any of the available methods for tracking users [8, 13] . When Alice visits a publisher, aggregators (aggregator 2) present on that publisher could have already tracked her across the web and based on what information they have about her, they can target her accordingly. Another scenario can be when an aggregator (aggregator 1) that is present on the current publisher Alice is on was not present on previous publishers. In this case, the aggregator can either show a run-of-network ad (un-tailored) or obtain information about Alice from other aggregators and/or data sellers to show tailored ads. Indeed the full ecosystem consisting of aggregators, data sellers, ad-optimizers, ad-agencies etc. is notoriously complex 2 [23] , however for the purposes of this work, we represent all entities handling data other than the user and the publishers, either collecting or selling data, as aggregators.
METHODOLOGY
In this section we describe our methodology to unveil the presence (or absence) of IBT advertising as well as to estimate its representativeness. We first present the rationale and challenges of our methodology. Afterwards we provide details on its key aspects.
Rationale and Challenges
Our goal is to uncover causal links between users exhibiting a certain behavioral trait and been shown ads that confirm to the same behavioral trait. However, the complexity of online advertising makes this non-trivial, hence we resort to carefully designed active experiments to collect measurements.
In order to find a mapping between the behaviour of a person and her received ads, we define few personas that present a very narrow web browsing behaviour that corresponds to a very specific interest (or theme), e.g., 'football enthusiast'. We train each persona by visiting carefully selected websites that match its specific interest so it is likely that aggregators profile each persona according to our criteria. We refer to these websites as training webpages. For instance, the training set for the 'football enthusiast' persona would be formed by webpages whose main theme is football. Therefore, the two first challenges for our methodology are the selection of the personas' profiles and their associated training webpages.
Once the personas and the training webpages have been properly selected, we need to retrieve the ads that these personas would obtain when visiting other websites. We refer to these other websites as control webpages and they must be carefully selected based on the following criteria: (i) the control webpages must show several ads and (ii) the control webpages should have a very precise theme so that we can easily identify any ad related to that theme that has been shown to the persona and filter it out (these ads would be contextual; depend on the content of the control page, rather than the training webpages. For instance, weather websites having ads pertaining to weather). Therefore, the selection of an appropriate set of control pages represents the third challenge for our methodology.
The ads shown to a persona in the control pages lead to websites that we refer to as landing webpages. Therefore if the theme of the landing webpages for a persona has a large overlap with the theme of its training websites then we can conclude that this persona frequently receives IBT ads. If we observe similar ads over time, we gain confidence in behavioral based targeting. The theme of a specific webpage is defined by a set of keywords. There are few online tagging services (e.g., Google AdWords, Alexa, etc) that categorize webpages based on keywords. We use them to tag each training and landing webpage associated to a persona and compute the existing overlapping. Note that we decided to use several online tagging services or sources to remove the dependency on a single advertisement platform as occurred in previous works [5, 16] . The fourth challenge for our methodology consists in the definition of meaningful yet simple metrics to quantify the volume of IBT leveraging the overlapping between the keywords of training and landing pages for a persona.
Finally, as indicated in Sec. 1 several types of ad delivery mechanisms can be used: re-targeting, contextual ads, or geographic-based ads. As part of our study we want to analyze the presence of IBT advertising in absence of these type of ads. To this end, the last challenge that our methodology faces is to define filters to (at least partially) remove the landing pages associated to the previous types of ads from our dataset.
Details of the Methodology
-Selection of Personas: To conduct our study we train the following personas: (i) affluent: it represents a wealthy person interested in luxury products; (ii) new parent: it represents a person expecting (or that recently had) a baby and interested in babies related stuff; (iii) football enthusiast: it represents a passionate american football fan; (iv) game lovers: it represents a video game addict; (v) foodies: it represents a person with strong interest in cooking and food. We selected these personas as previous anecdotal evidence has suggested interest based targeting for these interest groups 3 . Other personas can easily be incorporated.
-Selection of Training Pages: For the selection of training pages we utilized a refined version of the technique presented by Barford et al. [5] and that was proposed earlier in [17] to minimize the personas' profile contamination during their training. Alexa assigns one (or more) keyword(s) extracted from a hierarchical structure of categories 4 to most popular websites. The personas above (with the exception of Affluent) correspond to a category of level 3 or 4 within the Alexa hierarchical structure. In parallel, Alexa provides the list of most popular websites associated to a given category from its hierarchical structure. Therefore, we leverage this list to create the training websites set for a persona p associated to a category c. The most straightforward process would be to select the top X websites from this list as proposed in [5] . However, as acknowledged by authors of [5] this leads to a contamination of the profile since some of these top X websites are tagged with multiple keywords, some of them unrelated with the persona's profile. Instead, to minimize a profile's contamination we browse the list of top websites in the Alexa's category associated to a given persona p (e.g., New Parent) and select the first 25 webpages that are exclusively tagged with the specific keyword of p's category (e.g., 'Babies' for New Parents). Finally, note that for the case of 'Affluent' the set of training web-sites are obtained from Quantcast instead of Alexa as Alexa does not provide webpages that belong to this category.
-Selection of Control Pages: As indicated in the methodology's rationale we need a set of pages that are popular, have ads shown on them and yet have low number of easily identifiable tags associated with them. We used five popular weather pages 5 as control pages since they fulfil all previous requirements.
-Visiting Training and Control Pages to obtain ads: Once we have selected the set of training and control pages for a persona, we visit them with the following strategy. We start with a fresh install (see Sec. 4), and select a page from the pool of training+control pages to visit with the interval between different page visits drawn from an exponential distribution with mean 3 mins. By doing so, on the one hand, we regularly visit the training pages so that we allow trackers and aggregators present in those pages to classify our persona with a very specific interest accordingly to our deliberately narrow browsing behaviour. On the other hand, the regular visits to control pages allow us to collect the ads shown to our persona to latter study whether they are driven by IBT.
-Tagging Training and Landing Pages: To compute the overlapping between the training and landing pages we need first to identify the keywords defining each webpage in our dataset. For this purpose, we use 5 different sources: Alexa, Cyren, Google Ad Words, McAfee and WebPulse. Each source has its own labeling system: Alexa and Google Ad Words label web-pages using a hierarchical category system with up to 10 levels and tag categories with 1 to 8 keywords. Instead, Cyren, McAfee and WebPulse provide a flat tagging system formed by 60-100 categories and label web-pages with at most 3 keywords. Note that as indicated above the utilization of multiple sources removes the dependency of our methodology in a specific advertisement platform (e.g., Google) and guarantees the generality to the obtained results.
-Training Set Keywords: To obtain accurate results it is essential that for each source we define an accurate set of keywords for the training pages. To do that, we filter the keywords assigned to a page by keeping only those that (some) other of our 5 sources also assign to the same page. The idea is to quantify IBT based on keywords that most of our sources agree upon for a specific page relevant to the trained persona. Assume we have a training webpage W tagged with the set of keywords K1 to K5 for each one of the 5 sources above. Our goal is selecting only a keyword k within Ki (i ∈ [1, 5] ) if it accurately defines W . To this end, we leverage the Leacock-Chodorow similarity [15] (S(k, l)) that permits to compute how similar two word senses (keywords) k ∈ Ki and l ∈ Kj (j ∈ [1, 5] & j = i) are. Note that two keywords are considered similar if their Leacock-Chodorow similarity is higher than a given configurable threshold, T , that ranges between 0 (any two keywords would be considered similar) and 3.62 (only two identical keywords -exact match-would be considered similar). We compute the similarity of k belonging to a given source with all the keywords belonging to other sources and consider k an accurate keyword only if it presents a S(k, l) > T with keywords of at least N other sources. Note that N is also a configurable parameter that allows us to define a more or less strict condition to consider a given keyword.
In addition, the coverage of our set of landing pages varies for the different tagging services 6 . Only Cyren and Google were able to tag all webpages whereas McAfee and WebPulse were able to categorize 86% and 97% of landing webpages, respectively. Finally, Alexa could categorize less than 50% of the web-pages in our dataset. This seems to be consequence of the specific focus of Alexa in Top Websites. The low coverage offered by Alexa may impact the obtained results and thus we will not consider this source in our analysis. 6 Note that all services were able to tag all our training webpages since they are popular web sites.
-Measuring the presence and representativeness of IBT Advertising: We measure the volume of IBT advertising for a given persona p by computing the overlapping between the keywords of the training and landing pages for p. Note that we consider that a training keyword and a landing keyword overlap if their Leacock-Chodorow similarity is higher than a configurable threshold T ′ . In particular, we use two different metrics to measure the overlapping between the keywords of training and landing pages. However, let us first introduce some definitions used in our metrics: (i) We define the set of unique keywords associated with the training pages for a persona p on source s as KT ps ; (ii) We define the set of unique keywords associated with the landing pages of ads shown to a persona p on source s on control pages as KL ps ; (iii) Finally we define the set of unique keywords associated to a single webpage W on source s as KW s . Note that the set of keywords associated to a web-page remains constant for a given source regardless the persona. Using these definitions we define our metrics as follows: Training Keywords Presence (TKP): This metric computes the fraction of keywords from the training pages that appear in the set of landing pages for a persona p and a source s. It is formally expressed as follows:
Note that the presence of a large fraction of keywords from the training pages among the landing pages leads to a large TKP value and suggests the existence of an important volume of IBT ads. Behavioural Advertisement in Landing Pages (BAiLP): This metric captures the fraction of landing pages that are tagged with at least one keyword from the set of training pages for a persona p and a source s. In other words, it represents the fraction of landing pages that are likely associated to IBT advertising. BAiLP is formally expressed as follows 7 :
-Filtering different type of ads: In this section we describe the filters used in order to (at least partially) remove the landing pages associated to different types of non-IBT ads: -Retargeting Ads (Fr): In our experiment a retargeting ad in a control page should point to either a training or a control page previously visited by the persona. Since, we keep record of the previous webpages visited by a persona, identifying and removing the retargeting ads from our landing set is trivial. In fact, we are able to remove any landing webpage associated to ads of this type.
-Static and Contextual Ads (F f &c ): We have created a profile that after visiting each webpage removes all cookies and potential tracking information such that each visit to a website emulates the visit of a user without a past browsing history. We refer to this persona as clean profile. By definition, when visiting a control webpage the clean profile cannot receive any type of targeted behavioural ad and thus all ads shown to this profile correspond to either static ads (ads pushed by an advertiser into the website) or contextual ads (ads related to the theme of the webpage). Hence, to eliminate a majority of the landing pages derived from static and contextual ads for a persona, we remove all the common landing pages between this persona and the clean profile.
-Geographical Targeted Ads (Fg): Advertising Campaign Planners (e.g., Google Ad Words) allow to define ad campaigns targeting users in a specifical geographical location (e.g., the opening of a new shop in a town is typically advertised to users located in that town or nearby locations). Since we launch the experiments for all our personas from the same IP address, if an ad is shown to our 5 personas, it is likely that it is a geographical targeted ad. Then when we apply this filter for a persona p we remove all the landing pages that p shares with all our other personas that we assume that (with high probability) are linked to geographical targeted ads.
-Demographic Targeted Ads (F d ): Some previous works [5] indicate that aggregators use the browsing history of a person to infer some demographic parameters such as the gender, the age and (probably) some others less obvious. Again, advertising campaign planners allow to define a target population for an ad campaign based on demographic parameters. Therefore, given that the interests of the defined personas are significantly different, it is very unlikely that an ad shown to two of our personas can be due to interest-based behavioural targeting. Instead, we conjecture that an ad that is shown to two of our personas must be linked to a common demographic (or other type of) feature inferred by aggregators for these two personas. Therefore, when we apply this filter for a persona p we remove the landing pages shared with at least another persona since they are unlikely to be associated to IBT ads.
SYSTEM IMPLEMENTATION AND SETUP
A primary objective for designing our measurement system was to make it automated. Towards this end, we used a lightweight, head less browserâȂŞ PhantomJS ver. 1.9 (http://phantomjs.org/) as our base as we can automate collection and handling of content as well as configure different user-agents. We wrote a wrapper around PhantomJS that we call PhantomCurl that handles the logic related to collection and pre-processing of data. Our control server was setup in Madrid, Spain. The experiments were run from Spain and United States. In the case of US we used a proxy with sufficient bandwidth capacity to forward all our requests. We used a user-agent corresponding to Chrome ver. 26, Windows 7. Our default setup has no privacy protections enabled for personas, but for the clean profile, we enable privacy protection and delete cookies after visiting each web-site. A second configuration set-up enables the Do Not Track for all our personas. For each persona and configuration (no-DNT and DNT) we run, in parallel, our system 6 times in slots of 8-hours in a window of 2 days so that all personas are exposed to the same status of the advertising market. These time slots generate 68 visits (in average) to the control pages that based on the the results in [5] suffices to obtain the majority of distinct ads received by a persona in the considered period of time.
To process the data associated to each persona, configuration and geographical location we use 5 sources to tag the traning and landing pages, 4 different combinations of filters (Fr,
and 2 metrics. Furthermore, we use different values of T and N (for the selection of training keywords) and T' (for measuring the overlapping of training and landing keywords). Overall our analysis covers more than a hundred points in the spectrum of definitions, metrics, sources, filters, etc.
We acknowledge that the performance of our system may be affected by the complexity of the online advertising ecosystem. Hence, in the next section we validate its performance. It is worth mentioning that to the best of our knowledge previous measurement works in the area of IBT [5, 16] do not validate their proposed methodology for the detection of IBT ads.
SYSTEM PERFORMANCE
The performance of any binary classification system can be defined in terms of rate of false negatives (R f n ), rate of false positives (R f p ) and Hit Rate (HR): -False negatives are defined, in our case, by those IBT ads that have been wrongly filtered by our methodology. These false negative events may happen in two different phases of our methodology. First, when we apply the different filters to remove other types of non-IBT ads we could wrongly eliminate IBT ads. Second, during the assessment of the overlapping between training and landing keywords, we can also wrongly consider IBT ads as non-IBT ads.
-False positives are defined by those non-IBT ads that our system wrongly classified as IBT. This would happen during the assessment of the overlapping between training and landing keywords. -The Hit Rate is defined as the percentage of all IBT ads present in our dataset that are correctly classified as IBT by our system.
The safest way to validate the performance of our system is through human inspection. To that end, two independent individuals have classified each one of the landing pages associated to the New Parent profile 8 as IBT or non-IBT. Note that the classification of these two personas was different in less than 3% of the cases, for these few cases a third person performed the subjective classification to break the tie. This human-based classification is used as ground truth to compute R f n , R f p and HR. Table 1 summarizes the R f n of our system associated to each one of the defined filters 9 for the 'New Parent' profile. Note that the results for F f &c is computed using the landing pages left after Fr has been applied, Fg results are computed considering the landing pages left after the application of Fr and F f &c and so on. We observe that Cyren and Webpulse presents a R f n < 5.2% in anycase. This value grows up to 17% and 24% for Mcafee and Google, respectively. Finally, in anycase less than 3.5% of the false negatives come from the application of filters. This indicates that the defined filters are quite efficient. Table 2 presents the results for R f p and HR for our methodology once all filters have been applied. We observe that the Table 3 : Sample of the training webpages for 'New Parent' persona R f p is lower than 20% for all sources. Furthermore, two of our sources (Cyren and Webpulse) show a HR over 88% whereas Mcafee and Google offer HR of 71% and 62%, respectively.
In summary, two of our sources (Cyren and Webpulse) present a surprisingly high efficiency in the identification of IBT ads given the complexity of the problem. Google is the least efficient source. The reason is the high granularity of the tagging system used by Google that makes more difficult to identify overlapping training and landing keywords. This high granularity is indeed the cause of the "keyword contamination" problem reported in [5] that is aligned with the low efficiency of Google as a source for the identification of IBT shown by our results. It is worth to mention that previous measurement works to identify IBT ads [5, 16] rely on Google advertising services as exclusive source to tag their training and/or landing webpages. This might have affected their results.
RESULTS
In this section we present the results obtained with our measurement system to answer the essential questions for IBT advertising posed in the Introduction: (i) How frequently is IBT used in online advertising?; (ii) Does IBT advertising target users differently based on their profiles?; (iii) Is IBT more used in certain geographic regions than others?; (iv) Does Do-Not-Track have any impact on IBT advertising?
To answer the previous questions in this section we present the results obtained applying our methodology to every combination of personas, sources and active filters 10 for N = 3 and T = T' = 2.9
11 . We will start presenting the results for a specific example so that we help the reader to better understand the different steps of our methodology. Afterwards we present more general results to answer the posed questions.
10 Note that we use 4 different combinations of active filters:
11 Note that we have repeated the presented experiments for N = 1,2 and 4 and for T = T' = max{T} (i.e., requiring exact matching between keywords). We obtain similar conclusions to those reported in the paper using these configurations, then due to space limitations we do not present them in the paper.
Specific case: New Parents & McAfee
Let us consider a persona, 'New Parents' and a source, 'McAfee', to present the results obtained in each step of our methodology for this specific case.
For the 'New Parent' persona the associated Alexa category is 'Babies'. Then, to train this persona we have selected the top 25 webpages reported by Alexa that are exclusively tagged with the category 'Babies'. Table 3 shows a sample of the 25 training webpages. One can observe by the name of the webpages their direct relation to the 'New Parent' persona.
To train this persona we visit these training websites and to gather the ads and landing pages for this persona we visit the control websites using the visiting pattern described in Section 3.2. Then, in the post-processing phase we tag the training and landing webpages using our 4 sources. To describe the process in this subsection we are going to refer to the results obtained for 'McAfee'. Table 4 shows the 12 keywords that McAfee assigns to the training websites in the first column. However, as expected this initial set of keywords presents some contamination including keywords that seem to be unrelated to the New Parent persona. Hence, we compute the semantic similarity between these keywords and the keywords assigned by other sources to the training webpages with N = 3 and T = 2,9. This technique eliminates 2 keywords and leaves a final set of 10 training keywords shown in the second column of Table 4 .
Let us now focus on the landing webpages. Our experiments provide a total of 373 unique landing webpages after filter Fr. Then, we pass each of these webpages for the following sequence of filters F f &c , Fg and F d . Each filter eliminates 185, 43 and 81 of the initial landing pages, respectively. This indicates that contextual ads (eliminated by F f &c ) are at least twice as frequent as other type of targeted ads. After applying each filter we compute the value of the two defined metrics (TKP and BAiLP) using the resultant set of landing pages and its associated keywords. In particular, to obtain these metrics we evaluate the semantic similarity between each pair of training and landing keywords using T' = 2.9. Table 5 shows the values of TKP and BAiLP after applying each filter for the analyzed example. The results suggest a high presence of IBT ads. Indeed, the obtained TKP values indicate that 80-100% of the training keywords appear among the landing keywords. Moreover, 52-76% of the landing pages associated to the received ads by our 'New Parent' persona have at least one keyword from the training set and thus are likely to be associated to IBT advertising.
Finally, Table 6 shows the Top 10 landing pages associated to a larger number of ads shown to the 'New Parent' persona during our experiment. We observe that the three most frequent landing pages, that accumulate around half of ads shown to our persona, are dedicated to sitters and selling dippers which seem to clearly be the result of IBT Table 6 : Top 10 list of landing webpages and the number of times their associated ads were shown to our 'New Parent' persona.
advertising. Furthermore, most of the other websites in the list are also associated to baby related stuff and thus are again the result of IBT advertising.
First look into all Personas and Sources
Let us now expand our focus to consider the different personas and sources used in our methodology. To this end we present results for the following configuration: Active Filters
First, Fig. 2(a) presents the values of TKP for all personas and sources using a radar chart. We observe that all personas present a TKP over 0.5 for any source indicating that at least half of the keywords defining the training pages of a persona appear as keywords of the landing pages as well. This suggests an important presence of IBT advertising. To assess this initial observation we compute the BAiLP values for all personas and sources and report them in Fig. 2(b) also in the form of a radar chart. For any combination of persona and source, the BAiLP varies between 20 and 87%, confirming the frequent utilization of IBT in display advertising. Moreover the results suggest differences across the different personas and sources. For instance, we observe that Google is clearly the source offering a lower BAiLP that responds to a lower efficiency of this source reported in Sec. 5. Furthermore, the results suggest that across the different sources and metrics 'Football Enthusiast' seems to be the persona that is least addressed by IBT advertising whereas based on BAiLP 'New Parent' and 'Affluent' are those receiving a higher fraction of IBT ads.
DNT is ineffective: Finally, Fig. 3 shows the values of BAiLP 12 for all personas and Webpulse source (using the same N, T and T' indicated above) for the following geographical and privacy configurations: US/DNT OFF, US/DNT ON and ES/DNT OFF. Note that by comparing US/DNT OFF vs US/DNT ON we can infer the impact that DNT has in IBT advertising whereas comparing US/DNT OFF vs ES/DNT OFF we can discuss whether there is any significant difference in the utilization of IBT advertising in different geographical regions. First, we observe the presence of a higher fraction of IBT ads for 3 personas (New Parent, Affluent and Game Lovers) in Spain and for the other two (Football Enthusiast and Foodies) in US. In addition, the differences are rather small (< 7 percentage points) for all personas excepting Football Enthusiast where the difference is higher than 10 percentage points. Hence, the results 12 The obtained conclusion for TKP values are similar. Then, we do not present results for TKP due to space limitations.
for this specific case are inconclusive regarding the presence (absence) of geographical bias in IBT advertising. Second, DNT does not seem to be respected. Indeed, for two of our personas (New Parents and Affluent) the fraction of IBT ads is higher for our experiments with the DNT enabled than for those with that option disabled. While this facet has to be investigated in greater detail, this points to the fact that self-regulation by the ad industry cannot be entirely trusted.
Unfortunately, the discussion presented so far, as reported by previous works [5, 16] , is based on rather specific scenarios. Then, it has served to better understanding how our methodology works and to get some initial intuition of the different aspects of IBT advertising that we aim to unveil in this study but it does not allow to derive general conclusions. To this end in the rest of the section we will present and discuss aggregate results for the entire spectrum of definitions, metrics, sources and filters to provide meaningful answers.
How frequent is IBT advertising?
We have computed the values of our two metrics, TKP and BAiLP, for every combination of persona, source, set of active filters and N setting T = T' = 2.9 in our dataset. This results in 64 different combinations for each persona. Fig. 4 shows the distribution of TKP and BAiLP across all the considered cases in our study for each persona in the form of boxplots. The obtained results provide strong evidences to answer the two first questions we aim to answer: (i) how frequently is IBT used in online advertising?; (ii) Does IBT advertising target users differently based on their profiles?. The answers along with the evidence are presented next:
(i) IBT is frequently used in online advertising. If we consider the median value of the distributions in Fig. 4 , we observe that more than 68% of the keywords from any persona training set are present in the set of keywords of the landing pages associated to the ads shown to that persona. Moreover, between 25 and 58% of the landing pages of ads shown to our personas are tagged with keywords from the persona training set. Since the overlap is consistently high, independently of source, filters used, etc., we conclude that these ads are likely the result of IBT.
(ii) There is significant variability in the IBT advertising received by different personas. For instance, 58% and 54% of the ads received by New Parent and Affluent (in median) are the result of IBT based on our BAiLP metric whereas this percentage shrinks to 25% and 33% for Football Enthusiast and Foodies (or Game Lovers), respectively. Hence, this confirms that IBT heavily depends on the specific in- terest trait of the user. We conjecture that this variability is directly related to the profitability that a certain interest has in the online advertising marketplace.
Analyzing the geographical bias of IBT
To answer our third question, "Is IBT more used in certain geographic regions than others? ", for each one of the 64 possible configurations described in the previous subsection we have computed the BAiLP values for experiments run from IPs in US and Spain. Afterwards, we have calculated the difference of the obtained BAiLP for US and Spain for each configuration and present the distribution of such difference in Figure 5 in the form of a boxplot. Note that a positive (negative) difference indicates a major presence of IBT ads in US (Spain). If we consider the median value, the maximum difference between the fraction of IBT in US and Spain is ≤ 7 percentage points. Hence the results provide strong evidences to claim that there is not a remarkable geographical bias in the utilization of IBT. Note that we have repeated the experiment with our other metric, TKP, obtaining similar conclusions.
Analyzing the impact of DNT in IBT advertising
To answer the last posed question, "Does Do-Not-Track have any impact on IBT advertising? ", we use the same approach as for the geographical bias analysis. We compute Fig. 6 . In this case, positive (negative) difference indicates a major presence of IBT ads with the DNT activated (deactivated). If we consider the median value, the BAiLP difference is ≤ than 4 percentage points for all our personas. Indeed, for two of our personas the BAiLP difference is slightly negative indicating that the experiments with DNT enabled attract more IBT ads that their equivalent with DNT disables. Hence, the results provide strong evidences that DNT is barely enforced in Internet and thus its impact in IBT advertising is negligible. Again, we have repeated this experiment with TKP obtaining similar conclusions.
RELATED WORK
Our work is related to recent literature in the areas of measurement driven studies on advertising and more specifically on targeting/personalization. An early work by Guha et al. [9] presents the challenges of measuring targeted advertising, including high levels of noise due to ad-churn, network effects like load-balancing, and timing effects. Our methodology considers these challenges. Another early work by Lorolova et al. [12] presents results using microtargeting to expose privacy leakage on Facebook. Other recent studies have focused on economics of display advertising [8] , characterizing mobile advertising [21] , designing large scale targeting platforms [6] or investigating the effectiveness of behavioral targeting [22] . Our work is different in focus to this previous literature since we are primarily concerned with IBT in display advertising, with the intention of understanding the collection and use of sensitive personal information at a large scale. To the best of the authors knowledge, only a couple of previous works analyze the presence of IBT advertising using a measurement driven methodology. Liu et al. [16] study behavioural advertisement using complex end-user profiles with hundreds of interests (instead of personas with specific interests) generated from an AOL dataset including users online search history. The extracted profiles from passive measurements are rather complex (capturing multiple interests and types), and are thus, rather inapropriate for establishing causality between specific end-user interests and the observed ads. Our approach is active rather than passive, and thus allows us to derive an exact profile of the interest that we want to capture. Furthermore, the authors collapse all types of targeted advertising (demographic, geographic and IBT), excepting re-targeting, whereas we focus on IBT due to its higher sensitivity from a privacy perspective. Barford et al. [5] present a large-scale characterisation study of the advertisement landscape. As part of this study the authors look at different aspects such as the new ads arrival rate, the popularity of advertisers, the importance of websites or the distribution of the number of ads and advertisers per website. The authors consider IBT very briefly. They trained personas but as they acknowledge their created profiles present a significant contamination including unrelated interests to the persona. Our methodology carefully addresses this issue. Moreover, these previous works check only a small point of the entire spectrum of definitions, metrics, sources, filters, etc. For instance, they rely on Google ads services to build their methodologies what reduces the generality of their results. Our work has taken a much broader look on IBT including both the methodology, the results, and the derived conclusions. Finally, to the best of the authors' knowledge, ours is the first work reporting results about the performance of the used methodology, the extent to which IBT is used in different geographical regions and the utilization of DNT across the web.
CONCLUSIONS
This paper presents a methodology to identify and quantify the presence of IBT in online advertising. We have implemented the methodology into a scalable system and run experiments covering a large part of the entire spectrum of definitions, metrics, sources, filters, etc that allows us to derive conclusions whose generality is guaranteed. In particular, our results reveal that IBT is a technique commonly used in online advertisement. Moreover, our analysis using few trained personas suggests that the volume of IBT ads received by a user varies depending on the behaviour/interests of the user. Finally, our analysis indicates that there is no significant geographical bias in the application of IBT advertising and that do not track seems to not be enforced by publishers and aggregators and thus it does not affect IBT advertising. These essential findings aim to pave a solid ground to continue the research in this area and improve our still vague knowledge on the functionality of the online advertising ecosystem.
