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Abstract
We propose a novel score-based approach to learning a directed acyclic graph
(DAG) from observational data. We adapt a recently proposed continuous con-
strained optimization formulation to allow for nonlinear relationships between
variables using neural networks. This extension allows to model complex interac-
tions while being more global in its search compared to other greedy approaches.
In addition to comparing our method to existing continuous optimization methods,
we provide missing empirical comparisons to nonlinear greedy search methods.
On both synthetic and real-world data sets, this new method outperforms current
continuous methods on most tasks while being competitive with existing greedy
search methods on important metrics for causal inference.
1 Introduction
Structure learning and causal inference have many important applications in different areas of science
such as genetics [18, 28], biology [30] and economics [21]. Bayesian networks (BN), which encode
conditional independencies using directed acyclic graphs (DAG), are powerful models which are
both interpretable and computationally tractable. Causal graphical models (CGM) [28] are BNs
which support interventional queries like: What will happen if someone external to the system
intervene on variable X? Recent work suggests that causality could partially solve challenges faced
by current machine learning systems such as robustness to out-of-distribution samples, adaptability
and explainability [22, 20]. However, structure and causal learning are daunting tasks due to both
the combinatorial nature of the space of structures and the question of structure identifiability (see
Section 2.2). Nevertheless, these graphical models known qualities and promises of improvement for
machine intelligence renders the quest for structure/causal learning appealing.
In this work, we propose a novel score-based method [18, 28] for structure learning named GraN-
DAG which makes use of a recent reformulation of the original combinatorial problem of finding
an optimal DAG into a continuous constrained optimization problem. In the original method named
NOTEARS [37], the directed graph is encoded as a weighted adjacency matrix W which represents
coefficients in a linear structural equation model (SEM) [21] (see Section 2.3). To enforce acyclicity,
the authors propose a constraint which is both efficiently computable and easily differentiable.
This makes the continuous constrained optimization problem approximately solvable by standard
numerical techniques.
Our first contribution is to extend the work of [37] to deal with nonlinear relationships between
variables using neural networks (NN) [13]. GraN-DAG is general enough to deal with a large variety
of parametric families of conditional probability distributions. To adapt the acyclicity constraint
to our nonlinear model, we use an argument similar to what is used in [37] and apply it first at the
level of neural network paths and then at the level of graph paths. Our adapted constraint allows us
to exploit the full flexibility of NNs. On both synthetic and real-world tasks, we show GraN-DAG
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outperforms other approaches which leverage the continuous paradigm, including DAG-GNN [35], a
recent nonlinear extension of [37] independently developed which uses an evidence lower bound as
score.
Our second contribution is to provide a missing empirical comparison to existing methods that support
nonlinear relationships but tackle the optimization problem in its discrete form using greedy search
procedures, namely RESIT [27] and CAM [5]. We show that GraN-DAG is competitive on the wide
range of tasks we considered.
2 Background and related work
Before presenting GraN-DAG, we review concepts relevant to structure and causal learning.
2.1 Causal graphical models
We suppose the natural phenomenon of interest can be described by a random vector X ∈ Rd entailed
by an underlying CGM (PX ,G) where PX is a probability distribution over X and G = (V,E) is a
DAG [28]. Each node i ∈ V corresponds to exactly one variable in the system. Let piGi denote the set
of parents of node i in G and letXpiGi denote the random vector containing the variables corresponding
to the parents of i in G. Throughout the paper, we assume there are no hidden variables. In a CGM,
the distribution PX is said to be Markov to G which means we can write the probability density
function (pdf) as p(x) =
∏d
i=1 pi(xi|xpiGi ) where pi(xi|xpiGi ) is the conditional pdf of variable Xi
conditioned on XpiGi . A CGM can be thought of as a BN in which directed edges are given a causal
meaning, allowing it to answer queries regarding interventional distributions [18].
2.2 Structure identifiability
In general, it is impossible to recover G given samples from PX . It is, however, customary to rely on
a set of assumptions to render the structure fully or partially identifiable.
Definition 1. Given a set of assumptions A on a CGMM = (PX ,G), its graph G is said to be
identifiable from PX if there exists no other CGM M˜ = (P˜X , G˜) satisfying all assumptions in A
such that G˜ 6= G and P˜X = PX .
There are many examples of graph identifiability results for continuous variables [27, 23, 31, 36]
as well as for discrete variables [26]. Those results are obtained by assuming that the conditional
pdf pi ∀i belongs to a specific parametric family P . For example, if one assumes that
Xi|XpiGi ∼ N (fi(XpiGi ), σ
2
i ) ∀i (1)
where fi is a nonlinear function satisfying some mild regularity conditions, then G is identifiable from
PX (see [27] for the complete theorem and its proof). We will make use of this results in Section 4.
One can consider weaker assumptions such as faithfulness. We say PX is faithful to G when we have
that whenever a conditional independence is present in PX , its corresponding d-separation is also
present in G [28]. This assumption allows one to identify, not G itself, but the Markov equivalence
class to which it belongs [32]. A Markov equivalence class is a set of DAGs which encodes exactly
the same set of conditional independence statements. Such a class can be characterized by a graphical
object named a completed partially directed acyclic graph (CPDAG) [18, 28]. Some algorithms we
use as baselines in Section 4 outputs only a CPDAG.
2.3 NOTEARS: Continuous optimization for structure learning
Structure learning is the problem of learning G using a data set of n samples {x(1), ..., x(n)} from PX .
In Section 5, we review popular score-based methods which embrace the combinatorial nature of
the problem via greedy search procedures. We now present the work of [37] which approaches the
problem from a continuous optimization perspective.
To cast the combinatorial optimization problem into a continuous constrained one, [37] proposes
to encode the graph G on d nodes as a weighted adjacency matrix V = [v1| . . . |vd] ∈ Rd×d which
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represents (possibly negative) coefficients in a linear structural equation model (SEM) [21] of the
form Xi := v>i X + Ni ∀i where Ni is a noise variable. Let GV be the directed graph associated
with the SEM and let AV be the (binary) adjacency matrix associated with GV . One can see that the
following equivalence holds:
(AV )ij = 0 ⇐⇒ Vij = 0 (2)
To make sure GV is acyclic, the authors propose the following constraint on V :
Tr eVV − d = 0 (3)
where eM ,
∑∞
k=0
Mk
k! is the matrix exponential and  is the Hadamard product.
To see why this constraint characterizes acyclicity, first note that (AV k)ii is the number of cycles of
length k passing through node i in graph GV . Clearly, for GV to be acyclic, we must have TrAV k = 0
for k = 1, 2, ...,∞. By equivalence (2), this is true when Tr(V  V )k = 0 for k = 1, 2, ...,∞ .2
From there, one can simply apply the definition of the matrix exponential to see why constraint 3
characterizes acyclicity (see [37] for the full development).
The authors propose to use a regularized negative least square score (maximum likelihood for a
Gaussian noise model). The resulting continuous constrained problem is
max
V
S(V,X) , − 1
2n
‖X−XV ‖2F − λ‖V ‖1 s.t. Tr eVV − d = 0 (4)
where X ∈ Rn×d is the design matrix containing all n samples. Even though the authors do
not discuss explicitly identifiability issues, they point out consistency results for their LS score in
[34, 1, 19]. The nature of the problem has been drastically changed: we went from a combinatorial to
a continuous problem. The difficulties of combinatorial optimization have been replaced by those of
non-convex optimization, since the feasible set is non-convex. Nevertheless, a standard numerical
solver for constrained optimization such has an augmented Lagrangian method (AL) [4] can be
applied to get an approximate solution. The algorithm stops when the constraint is sufficiently close
to zero and returns Vˆ . Finally, the values of Vˆ are thresholded to zero yielding Vˆthresh.
This method has the advantage of being more global than other approximate greedy methods in the
sense that the whole matrix W is updated at each iteration.3
3 GraN-DAG: Gradient-based neural DAG learning
We propose a new nonlinear extension to the framework presented in Section 2.3. For each
variable Xi, we learn a fully connected neural network with L hidden layers parametrized by
φ(i) , {W (1)(i) , . . . ,W (L+1)(i) } where W (`)(i) is the `th weight matrix of the ith NN.4 Each NN takes as
input X−i ∈ Rd, i.e. the vector X with the ith component masked to zero, and outputs θ(i) ∈ Rm,
the m-dimensional parameter vector of the desired distribution family for variable Xi.5 The fully
connected NNs have the following form
θ(i) ,W (L+1)(i) g(. . . g(W
(2)
(i) g(W
(1)
(i) X−i)) . . . ) ∀i (5)
where g is a nonlinearity applied element-wise. Note that the evaluation of all NNs can be parallelized
on GPU. Distribution families need not be the same for each variable. Let φ , {φ(1), . . . , φ(d)}
represents all parameters of all d NNs. Without any constraint on its parameter φ(i), neural network
i models the conditional pdf pi(xi|x−i; θ(i)). Note that the product
∏d
i=1 pi(xi|x−i; θ(i)) is not a
valid joint pdf since it does not decompose according to a DAG. We now show how one can constrain
φ to make sure the product of all conditionals outputted by the NNs is a valid joint pdf. The idea is to
define a new weighted adjacency matrix Aφ similar to the one encountered in Section 2.3, which can
be directly used inside the constraint of Equation 3 to enforce acyclicity.
2V  V is used instead of V since some entries might be negative which could yield Tr(V )k = 0 for
k = 1, 2, ...,∞ without having acyclicity.
3On the other hand, the update of V is based on the gradient information of the augmented Lagrangian,
which is local in another sense.
4We omit biases for clarity.
5Not all parameter vectors need to have the same dimensionality, but to simplify the notation, we suppose
mi = m ∀i
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3.1 Neural network connectivity
Before defining the weighted adjacency matrix Aφ, we need to focus on how one can make some NN
outputs unaffected by some inputs. Since we will discuss properties of a single NN, we drop the NN
subscript (i) to improve readability.
We will use the term neural network path to refer to a computation path in a NN. For example, in a
NN with two hidden layers, the sequence of weights (W (1)h1j ,W
(2)
h2h1
,W
(3)
kh2
) is a NN path from input
j to output k. We say that a NN path is inactive if at least one weight along the path is zero. We can
loosely interpret the path product |W (1)h1j ||W
(2)
h2h1
||W (3)kh2 | ≥ 0 as the strength of the NN path, where a
path product equal to zero if and only if the path is inactive. Note that if all NN paths from input j
to output k are inactive (i.e. the sum of their path products is zero), then output k does not depend
on input j anymore since the information in input j will never reach output k. The sum of all path
products from every input j to every output k can be easily computed by taking the product of all the
weight matrices in absolute value.
C , |W (L+1)| . . . |W (2)||W (1)| ∈ Rm×d≥0 (6)
where |W | is the element-wise absolute value of W . Let us name C the neural network connectivity
matrix. It can be verified that Ckj is the sum of all NN path products from input j to output k. This
means it is sufficient to have Ckj = 0 to render output k independent of input j.
Remember that each NN in our model outputs a parameter vector θ for a conditional distribution and
that we want the product of all conditionals to be a valid joint pdf, i.e. we want its corresponding
directed graph to be acyclic. With this in mind, we see that it could be useful to make a certain
parameter θ not dependent on certain inputs of the NN. To have θ independent of variable Xj , it is
sufficient to have
∑m
k=1 Ckj = 0.
3.2 A weighted adjacency matrix
We now define a weighted adjacency matrix Aφ that can be used in constraint of Equation 3.
(Aφ)ji ,
{ ∑m
k=1
(
C(i)
)
kj
, if i 6= j
0, otherwise
(7)
where C(i) denotes the connectivity matrix of the NN associated with variable Xi.
As the notation suggests, Aφ ∈ Rd×d≥0 depends on all weights of all NNs. Moreover, it can effectively
be interpreted as a weighted adjacency matrix similarly to what we presented in Section 2.3, since we
have that
(Aφ)ij = 0 =⇒ θ(j) does not depend on variable Xi (8)
We note Gφ to be the directed graph entailed by parameter φ. We can now write our adapted acyclicity
constraint:
h(φ) , Tr eAφ − d = 0 (9)
Note that we can compute the gradient of h(φ) w.r.t. φ (except on points of non-differentiability arising
from the absolute value function, similar to standard neural networks with ReLU activations [12]).
3.3 A differentiable score and its optimization
We propose solving the maximum likelihood optimization problem
max
φ
EX∼PX
d∑
i=1
log pi(Xi|Xpiφi ; θ(i)) s.t. Tr e
Aφ − d = 0 (10)
where piφi denotes the set of parents of variable i in graph Gφ. Note that
∑d
i=1 log pi(Xi|Xpiφi ; θ(i))
is a valid log-likelihood function when constraint (9) is satisfied.
As suggested in [37], we apply an augmented Lagrangian approach to get an approximate solution to
program (10). Augmented Lagrangian methods consist of optimizing a sequence of subproblems
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for which the exact solutions are known to converge to a stationary point of the constrained problem
under some regularity conditions [4]. In our case, each subproblem is
max
φ
L(φ, λt, µt) , EX∼PX
d∑
i=1
log pi(Xi|Xpiφi ; θ(i))− λth(φ)−
µt
2
h(φ)2 (11)
where λt and µt are the Lagrangian and penalty coefficients of the tth subproblem, respectively. These
coefficients are updated after each subproblem is solved. See Appendix A.2 for details regarding the
optimization procedure.
3.4 Neural networks input masking
Without any masking, the solution outputted by the augmented Lagrangian (AL) will satisfy the
constraint only up to numerical precision, i.e. some entries of Aφ will be very close to zero. Hence
some thresholding is needed. To do so, we mask the inputs of each NN i using a binary matrix
M(i) ∈ {0, 1}d×d initialized to have (M(i))jj = 1 ∀j 6= i and zeros everywhere else. Having
(M(i))jj = 0 means the input j of NN i has been thresholded. This mask is integrated in the product
of Equation 6 by doing C(i) , |W (L+1)(i) | . . . |W (1)(i) |M(i) without changing the interpretation of C(i).
During the AL procedure, when a certain entry (Aφ)ij is smaller than the threshold  = 10−4, the
corresponding mask entry is set to zero. The masks M(i) are never updated via gradient descent.
We provide more details on how we ensure the estimated graph Gφ is a DAG in Appendix A.3. The
resulting DAG often contains spurious edges, hence we apply a final pruning step identical to what is
done in CAM [5]. We provide more details on pruning in Appendix A.4
4 Experiments
In this section, we compare GraN-DAG to various baselines (both in the continuous and combinatorial
paradigm), namely DAG-GNN [35], NOTEARS [37], RESIT [27] and CAM [5]. Those methods
are discussed in Section 5. As a sanity check, we report the performance of random graphs sampled
using the Erdo˝s–Rényi (ER) scheme described in Appendix A.5 (denoted by RANDOM). For each
approach, we evaluate the estimated graph on two metrics: the structural hamming distance (SHD)
and the structural interventional distance (SID) [25]. The former simply counts the number of
missing, falsely detected or reversed edges. The latter is especially well suited for causal inference
since it counts the number of couples (i, j) such that the interventional distribution p(xi|do(Xj = x¯))
would be miscalculated if we were to use the estimated graph to form the parent adjustement set. See
Appendix A.7 for more details on SHD and SID. We consider both synthetic and real-world data sets.
Since the performance of GES [6] and PC [32] are almost never on par with the best methods
presented in this section, we present their evaluation in Appendix A.6.
The code for all experiments can be found at https://github.com/kurowasan/GraN-DAG
4.1 Synthetic data
We have generated different data set types which vary along three dimensions: number of nodes,
level of edge sparsity and graph type. For each data set type, we have sampled 10 data sets of size
n = 1000. We consider two different types of graphs, Erdo˝s–Rényi (ER) and scale-free (SF) graphs.
Both types differ in the way graphs are randomly generated (see Appendix A.5).
Given a data set type, a data set is sampled as follows: First, a ground truth DAG G is ran-
domly sampled following either the ER or the SF scheme. Then, the data is generated following
Xi|XpiGi ∼ N (fi(XpiGi ), σ
2
i ) ∀i with the functions fi independently sampled from a Gaussian pro-
cess with bandwidth one and σ2i sampled uniformly. This setup is especially interesting to consider
since, as mentioned in Section 2.2, we know the DAG G to be identifiable from the distribution [27].
This ensures that finding the correct DAG via maximum likelihood is not impossible.
In those experiments, each NN learned by GraN-DAG outputs a Gaussian mean µˆ(i), i.e.
θ(i) := µˆ(i) ∀i. The parameters σˆ2(i) are learned as well, but do not depend on the parent vari-
ables XpiGi . Note that the linear method NOTEARS and the nonlinear methods CAM and RESIT all
make the correct Gaussian model assumption.
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We considered graphs of 10, 20, 50 and 100 nodes. We only present results for 10 and 50 nodes in the
main paper since the conclusions do not change with graphs of 20 or 100 nodes (see Appendix A.6 for
the additional experiments). We consider graphs of d and 4d edges (respectively denoted by ER1 and
ER4 in the case of ER graphs). Note that RESIT was not applied on data sets of 50 or more variables
due to computational reasons (see [27]). For graphs of 50 nodes or more, GraN-DAG performs a
preliminary neighborhood selection (PNS) similar to what is proposed by CAM [5]. This optional
preprocessing step helps reducing overfitting for large graphs (details in Appendix A.1).
Table 1: Results for ER and SF graphs of 10 nodes
ER1 ER4
SHD SID SHD SID
GraN-DAG 1.7±2.5 1.7±3.1 8.3±2.8 21.8±8.9
DAG-GNN 11.4±3.1 37.6±14.4 35.1±1.5 81.9±4.7
NOTEARS 12.2±2.9 36.6±13.1 32.6±3.2 79.0±4.1
CAM 1.1±1.1 1.1±2.4 12.2±2.7 30.9±13.2
RESIT 21.1±4.4 19.4±16.4 17.3±3.1 45.2±8.6
RANDOM 26.3±9.8 25.8±10.4 31.8±5.0 76.6±7.0
SF1 SF4
SHD SID SHD SID
GraN-DAG 1.2±1.1 4.1±6.1 9.9±4.0 16.4±6.0
DAG-GNN 9.9±1.1 29.7±15.8 20.8±1.9 48.4±15.6
NOTEARS 10.7±2.2 32.0±15.3 20.8±2.7 49.8±15.6
CAM 1.4±1.6 5.4±6.1 9.8±4.3 19.3±7.5
RESIT 21.8±7.5 11.9±13.7 15.5±9.4 20.4±19.3
RANDOM 25.1±10.2 24.5±10.5 28.5±4.0 47.2±12.2
Table 2: Results for ER and SF graphs of 50 nodes
ER1 ER4
SHD SID SHD SID
GraN-DAG 5.1±2.8 22.4±17.8 102.6±21.2 1060.1±109.4
DAG-GNN 49.2±7.9 304.4±105.1 191.9±15.2 2146.2±64
NOTEARS 62.8±9.2 327.3±119.9 202.3±14.3 2149.1±76.3
CAM 4.3±1.9 22.0±17.9 98.8±20.7 1197.2±125.9
RANDOM 535.7±401.2 272.3±125.5 708.4±234.4 1921.3±203.5
SF1 SF4
SHD SID SHD SID
GraN-DAG 25.5±6.2 90.0±18.9 111.3±12.3 271.2±65.4
DAG-GNN 49.8±1.3 182.8±42.9 144.9±13.3 540.8±151.1
NOTEARS 57.7±3.5 195.7±54.9 153.7±11.8 558.4±153.5
CAM 24.1±6.2 85.7±31.9 111.2±13.3 320.7±152.6
RANDOM 514.0±360.0 381.3±190.3 660.6±194.9 1198.9±304.6
We now examine the different metrics reported in Tables 1 and 2 (the errors bars represent the
standard deviation across datasets per task). We can see that, across all settings, GraN-DAG and
CAM are the best performing methods, both in terms of SHD and SID. It is not surprising that a
linear method such as NOTEARS performs poorly on nonlinear data. What is maybe more surprising
is the poor performance of DAG-GNN in terms of SID. It performs similarly to RANDOM in almost
all cases except in scale-free networks of 50 nodes or more. In terms of SHD, it performs rarely
better than NOTEARS, both on ER and SF. We hypothesize that DAG-GNN performs poorly in our
setup because it does not do the correct modelling assumptions and because its architecture uses a
strong form of parameter sharing between the functions fi, which is not justified in a setup like ours.
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Among the continuous approaches considered, GraN-DAG is the best performing on all our synthetic
tasks.
Even though CAM (wrongly) assumes that the functions fi are additive, i.e.
fi(xpiGi
) =
∑
j∈piGi fij(xj) ∀i, it manages to outperform RESIT which does not make this
incorrect modelling assumption. This confirms the empirical findings of [5]. On all the synthetic
tasks, GraN-DAG is on par with CAM, indicating that pursuing the continuous paradigm for structure
learning is worthwhile.
4.2 Real data
We have tested all methods considered so far on a well known data set which measures the expression
level of different proteins and phospholipids in human cells [30]. This data set contains both
observational and interventional data [18, 28]. Since this paper focuses on learning structures from
purely observational data, we omit interventional data, which yields n = 853 samples. This dataset
and its ground truth graph proposed in [30] are often used in the probabilistic graphical model
literature [18]. The graph has d = 11 nodes and 17 edges.
Note that in this application, it is not clear whether the DAG G is identifiable from the distribution.
Nevertheless, we apply procedures to estimate it. This departure from identifiable setups is an occasion
to explore different modelling assumptions for GraN-DAG. In addition to the model presented in
Section 4.1, we consider an alternative, denoted GraN-DAG++, which allows the variance parameters
σˆ2(i) to depend on the parent variables XpiGi through the NN, i.e. θ(i) := (µˆ(i), log σˆ
2
(i)). This allows
the model to capture heteroscedastic noise.
In addition to metrics used in Section 4.1, we also report SHD-CPDAG. To compute the SHD-CPDAG
between two DAGs, we first map each of them to their corresponding CPDAG and measure the SHD
between the two. This metric is useful to compare algorithms which only outputs a CPDAG like
GES and PC to other methods which outputs a DAG. Note also that, for these methods, we report an
approximate lower bound and upper bound on the SID. This is necessary since the SID can only be
measured on DAGs (see A.7 for more details on all metrics). Results are reported in Table 3.
Table 3: Results on protein signaling data set
SHD SHD-CPDAG SID
GraN-DAG 13 11 47
GraN-DAG++ 13 10 48
DAG-GNN 16 21 44
NOTEARS 21 21 44
CAM 12 9 55
RESIT 27 22 57
GES 26 28 [34, 45]
PC 17 11 [47, 62]
RANDOM 21 20 60
A first observation is that, both in terms of SID and SHD, all methods perform worse than what was
reported for graphs of similar size in Section 4.1. This might be due to the lack of identifiability
guarantees we face in applications. Nevertheless, all methods except GES and NOTEARS score
better than RANDOM on all three metrics. Both GraN-DAG experiments outperform CAM in terms
of SID (which differs from the general trend of Section 4.1) and arrive almost on par in terms of SHD
and SHD-CPDAG. This time, DAG-GNN and NOTEARS outperform both CAM and GraN-DAG on
SID, but not on SHD and SHD-CPDAG. In terms of SHD-CPDAG, PC is among the best. The low
SHD-CPDAG for GraN-DAG and CAM indicates that such methods can be use to identify Markov
equivalence classes, although their main purpose is to estimate DAGs.
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5 Related Work
Most methods for structure learning from observational data make use of some identifiability results
similar to the ones raised in Section 2.2. Roughly speaking, there are two classes of methods:
independence-based and score-based methods. GraN-DAG falls into the second class.
Independence-based methods such as PC [32] assume PX is faithful to G and relies on statistical
conditional independence tests (e.g. based on HSIC [15]) to recover the underlying CPDAG. One can
also deal with hidden variables with FCI [32], a modified version of PC.
Score-based methods [18, 28] cast the problem of structure learning as an optimization problem over
the space of structures (it can either be the space of DAGs or CPDAGs). Many popular algorithms
tackle the combinatorial nature of the problem by performing a form of greedy search. GES [6] is
a popular example. It usually assumes a linear parametric model with Gaussian noise and greedily
search the space of CPDAGs in order to optimize the Bayesian information criterion. Other greedy
approaches rely on parametric assumptions which render G fully identifiable. For example, [23] relies
on a linear Gaussian model with equal variances to render the DAG identifiable. RESIT [27], assumes
nonlinear relationships with additive Gaussian noise and greedily maximizes an independence-based
score. CAM [5] decouples the search for the optimal node ordering from the parents selection for
each node. Moreover, CAM assumes an additive noise model (ANM) [28] in which the nonlinear
functions are additive, which provides a computational advantage when searching over the space of
DAGs. As mentioned in Section 2.3, NOTEARS, proposed in [37], tackles the problem of finding
an optimal DAG as a continuous constrained optimization program. This is a drastic departure
from previous combinatorial approaches which enables the application of well studied numerical
solvers for continuous optimizations. Recent independent work proposes DAG-GNN [35], a graph
neural network architecture which can be used to learn DAGs via the maximization of an evidence
lower bound (ELBO). To the best of our knowledge, DAG-GNN is the first approach extending
the work of [37] for structure learning supporting nonlinear relationships. Although [35] provides
empirical comparisons to linear approaches, namely NOTEARS and FGS (a faster extension of
GES) [29], comparisons to known greedy approaches supporting nonlinear relationships such as
RESIT and CAM are missing. There exists certain score-based approaches which uses integer linear
programming (ILP) [16, 8] which internally solve continuous linear relaxations. Connections between
such methods and the continuous constrained approaches are to be explored.
Methods for causal discovery using NNs have already been proposed. SAM [17] learns conditional
NN generators using adversarial losses but does not enforce acyclicity. CGNN [14], when used for
multivariate data, requires an initial skeleton to learn the different functional relationships.
GraN-DAG has strong connections with MADE [9], a method used to learn distributions using a
masked NN which enforce the so-called autoregressive property. The autoregressive property and
acyclicity are in fact equivalent. MADE does not learn the weight masking, it fixes it at the beginning
of the procedure. GraN-DAG could be used with a unique NN taking as input all variables and
outputting parameters for all conditional distributions. In this case, it would be similar to MADE,
except the variable ordering would be learned from data instead of fixed a priori.
6 Conclusion
The continuous constrained approach to structure learning has the advantage of being more global
than other approximate greedy methods and allows to replace task-specific greedy algorithms by
appropriate off-the-shelf numerical solvers. In this work, we have introduced GraN-DAG, a novel
score-based approach for structure learning supporting nonlinear relationships while leveraging
a continuous optimization paradigm. The method rests on an acyclicity constraint very similar
to the one proposed in [37] where the weighted adjacency matrix is adapted to deal with fully
connected NNs instead of linear functions. We showed GraN-DAG outperforms other gradient-based
approaches, namely NOTEARS and its recent nonlinear extension DAG-GNN, on the synthetic data
sets considered in Section 4.1 while being competitive on the protein expression levels data set of
Section 4.2. Compared to greedy approaches, GraN-DAG is competitive across all datasets considered.
To the best of our knowledge, GraN-DAG is the first approach leveraging the continuous paradigm
introduced in [37] which has been shown to be competitive with state of the art combinatorial
approaches supporting nonlinear relationships.
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A Appendix
A.1 Preliminary neighborhood selection
For graphs of 50 nodes or more, GraN-DAG performs a preliminary neighborhood selection (PNS)
similar to what has been proposed in [5]. This procedure applies a variable selection method to get a
set of possible parents for each node. This is done by fitting an extremely randomized trees [10] (using
ExtraTreesRegressor from scikit-learn) for each variable against all the other variables. For
each node a feature importance score based on the gain of purity is calculated. Only nodes that have a
feature importance score higher than 0.75 · mean are kept as potential parent, where mean is the mean
of the feature importance scores of all nodes. Although the use of PNS in CAM was motivated by
gains in computation time, GraN-DAG uses it to avoid overfitting, without reducing the computation
time.
A.2 Optimization
Let us recall the augmented Lagrangian:
max
φ
L(φ, λt, µt) , EX∼PX
d∑
i=1
log pi(Xi|Xpiφi ; θ(i))− λth(φ)−
µt
2
h(φ)2 (12)
where λt and µt are the Lagrangian and penalty coefficients of the tth subproblem, respectively. In
all our experiments, we initialize those coefficients using λ0 = 0 and µ0 = 10−3. We approximately
solve each non-convex subproblem using RMSprop [33], a stochastic gradient descent variant popular
for NNs. We use the following gradient estimate:
∇φL(φ, λt, µt) ≈ ∇φLˆB(φ, λt, µt)
with LˆB(φ, λt, µt) , 1|B|
∑
x∈B
d∑
i=1
log pi(xi|xpiφi ; θ(i))− λth(φ)−
µt
2
h(φ)2
(13)
where B is a minibatch sampled from the data set and |B| is the minibatch size. The gradient estimate
∇φLˆB(φ, λt, µt) can be computed using standard deep learning libraries. We consider a subproblem
has converged when LˆH(φ, λt, µt) evaluated on a held-out data set H stops increasing. Let φ∗t be the
approximate solution to subproblem t. Then, λt and µt are updated according to the following rule:
λt+1 ← λt + µth (φ∗t )
µt+1 ←
{
ηµt, if h (φ∗t ) > γh
(
φ∗t−1
)
µt, otherwise
(14)
with η = 10 and γ = 0.9. Each subproblem t is initialized using the previous subproblem solution
φ∗t−1. The augmented Lagrangian method stops when h(φ) ≤ 10−8.
A.3 Thresholding
The augmented Lagrangian outputs φ∗T where T is the number of subproblems solved before declaring
convergence. Note that the weighted adjacency matrix Aφ∗T will most likely not represent an acyclic
graph, even if we threshold as we learn, as explained in Section 3.4. We need to remove additional
edges to obtain a DAG (edges are removed using the mask presented in Section 3.4). One option
would be to remove edges one by one until a DAG is obtained, starting from the edge (i, j) with the
lowest (Aφ∗T )ij up to the edge with the highest (Aφ∗T )ij . This amounts to gradually increasing the
threshold  until Aφ∗T is acyclic. However, this approach has the following flaw: It is possible to have
(Aφ∗T )ij significantly higher than zero while having θ(j) almost completely independent of variable
Xi. This can happen for at least two reasons. First, the NN paths from input i to output k might end
up cancelling each others, rendering the input i inactive. Second, some neurons of the NNs might
always be saturated for the observed range of inputs, rendering some NN paths effectively inactive
without being inactive in the sense described in Section 3.1. Those two observations illustrate the fact
that having (Aφ∗T )ij = 0 is only a sufficient condition to have θ(j) independent of variable Xi and
not a necessary one.
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To avoid this issue, we consider the following alternative. Consider the function L : Rd 7→ Rd which
maps all d variables to their respective conditional likelihoods, i.e. Li(X) , pi(Xi | X
pi
φ∗
T
i
) ∀i. We
consider the following expected Jacobian matrix
J , EX∼PX
∣∣∣∣ ∂L∂X
∣∣∣∣> (15)
where
∣∣ ∂L
∂X
∣∣ is the Jacobian matrix of L evaluated at X , in absolute value (element-wise). Similarly to
(Aφ∗T )ij , the entry Jij can be loosely interpreted as the strength of edge (i, j). We propose removing
edges starting from the lowest Jij to the highest, stopping as soon as acyclicity is achieved. We
believe J is better than Aφ∗T at capturing which NN inputs are effectively inactive since it takes into
account NN paths cancelling each others and saturated neurons. Empirically, we found that using J
instead of Aφ∗T yields better results.
A.4 DAG Pruning
Once the thresholding is performed and a DAG is obtained, GraN-DAG performs a pruning step
identical to CAM [5] in order to remove spurious edges. We use the implementation of [5] based on
the R function gamboost from the mboost package. For each variable Xi, a generalized additive
model is fitted against the current parents ofXi and a significance test of covariance is applied. Parents
with a p-value higher than 0.001 are removed from the parent set. Similarly to what [5] observed, this
pruning phase generally has the effect of greatly reducing the SHD without considerably changing
the SID.
A.5 Graph types
Erdo˝s–Rényi (ER) graphs are generated by randomly sampling a topological order and by adding
directed edges were it is allowed independently with probability p = 2ed2−d were e is the expected
number of edges in the resulting DAG.
Scale-free (SF) graphs were generated using the Barabási–Albert model [3] which is based on
preferential attachment. Nodes are added one by one. Between the new node and the existing nodes,
m edges (where m is equal to d or 4d) will be added. An existing node i have the probability
p(ki) =
ki∑
j kj
to be chosen, where ki represents the degree of the node i. While ER graphs have a
degree distribution following a Poisson distribution, SF graphs have a degree distribution following a
power law: few nodes, often called hubs, have a high degree. Some authors [2] have stated that these
types of graphs have similar properties to real-world networks which can be found in many different
fields, although these claims remain controversial [7].
A.6 Supplementary experiments
The results for 20 and 100 nodes are presented in Table 4 and 5 using exactly the same setting as
in Section 4. The conclusions drawn remain the same as for 10 and 50 nodes. For GES and PC,
the SHD and SID are respectively presented in Table 6 and 7. Figure A.6 shows the entries of the
weighted adjacency matrix Aφ as training proceeds in a typical run for 10 nodes.
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Table 4: Results for ER and SF graphs of 20 nodes
ER1 ER4
SHD SID SHD SID
GraN-DAG 4.0 ±3.4 17.9±19.5 45.2±10.7 165.1±21.0
DAG-GNN 25.6±7.5 109.1±53.1 75.0±7.7 344.8±17.0
NOTEARS 30.3±7.8 107.3±47.6 79.0±8.0 346.6±13.2
CAM 2.7±1.8 10.6±8.6 41.0±11.9 157.9±41.2
RESIT 134.7±16.9 39.7±31.4 99.2±23.0 185.1±41.7
RANDOM 103.0±39.6 94.3±53.0 117.5±25.9 298.5±28.7
SF1 SF4
SHD SID SHD SID
GraN-DAG 7.6±2.5 28.8±10.4 36.8±5.1 62.5±18.8
DAG-GNN 19.5±1.8 60.1±12.8 49.5±5.4 115.2±33.3
NOTEARS 23.9±3.5 69.4±19.7 52.0±4.5 120.5±32.5
CAM 5.7±2.6 23.3±18.0 35.6±4.5 59.1±18.8
RESIT 137.4±22.0 71.8±38.3 119.4±7.5 98.6±33.0
RANDOM 105.2±48.8 81.1±54.4 121.5±28.5 204.8±38.5
Table 5: Results for ER and SF graphs of 100 nodes
ER1 ER4
SHD SID SHD SID
GraN-DAG 15.1±6.0 83.9±46.0 206.6±31.5 4207.3±419.7
DAG-GNN 110.2±10.5 883.0±320.9 379.5±24.7 8036.1±656.2
NOTEARS 125.6±12.1 913.1±343.8 387.8±25.3 8124.7±577.4
CAM 17.3±4.5 124.9±65.0 186.4±28.8 4601.9±482.7
RANDOM 1561.6±1133.4 1175.3±547.9 2380.9±1458.0 7729.7±1056.0
SF1 SF4
SHD SID SHD SID
GraN-DAG 59.2±7.7 265.4±64.2 262.7±19.6 872.0±130.4
DAG-GNN 97.6±1.5 438.6±112.7 316.0±14.3 1394.6±165.9
NOTEARS 111.7±5.4 484.3±138.4 327.2±15.8 1442.8±210.1
CAM 52.7±9.3 230.3±36.9 255.6±21.7 845.8±161.3
RANDOM 2222.2±1141.2 1164.2±593.3 2485.0±1403.9 4206.4±1642.1
Table 6: SHD for GES and PC
10 nodes 20 nodes 50 nodes 100 nodes
ER1 ER4 ER1 ER4 ER1 ER4 ER1 ER4
GES 13.8±4.8 32.3±4.3 43.3±12.4 94.6±9.8 106.6±24.7 254.4±39.3 292.9±33.6 542.6±51.2
PC 8.4±3 34±2.6 20.1±6.5 73.1±5.8 44.0±11.6 183.6±20 95.2±9.1 358.8±20.6
SF1 SF4 SF1 SF4 SF1 SF4 SF1 SF4
GES 8.1±2.4 17.4±4.5 26.2±7.5 50.7±6.2 73.9±7.4 178.8±16.5 190.3±22 408.7±24.9
PC 4.8±2.4 16.4±2.8 13.6±2.1 44.4±4.6 43.1±5.7 135.4±10.7 97.6±6.6 314.2±17.5
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Figure 1: Entries of the weighted adjacency matrix Aφ as training proceeds in GraN-DAG for a
synthetic data set ER4 with 10 nodes. Green curves represent edges which appear in the ground
truth graph while red ones represent edges which do not. The horizontal dashed line at 10−4 is the
threshold  introduced in Section 3.4. We can see that GraN-DAG successfully recovers most edges
correctly while keeping few spurious edges.
Table 7: Lower and upper bound on the SID for GES and PC. See Appendix A.7 for details on how
to compute SID for CPDAGs.
10 nodes 20 nodes 50 nodes 100 nodes
ER1 ER4 ER1 ER4 ER1 ER4 ER1 ER4
GES 24.1±17.327.2±17.5
68.5±10.5
75±7
62.1±44
65.7±44.5
301.9±19.4
319.3±13.3
150.9±72.7
155.1±74
1996.6±73.1
2032.9±88.7
582.5±391.1
598.9±408.6
8054±524.8
8124.2±470.2
PC 22.6±15.527.3±13.1
78.1±7.4
79.2±5.7
80.9±51.1
94.9±46.1
316.7±25.7
328.7±25.6
222.7±138
256.7±127.3
2167.9±88.4
2178.8±80.8
620.7±240.9
702.5±255.8
8236.9±478.5
8265.4±470.2
SF1 SF4 SF1 SF4 SF1 SF4 SF1 SF4
GES 11.6±9.216.4±11.7
39.3±11.2
43.9±14.9
54.9±23.1
57.9±24.6
89.5±38.4
105.1±44.3
171.6±70.1
182.7±77
496.3±154.1
529.7±184.5
511.5±257.6
524±252.2
1421.7±247.4
1485.4±233.6
PC 8.3±4.616.8±12.3
36.5±6.2
41.7±6.9
42.2±14
59.7±14.9
95.6±37
118.5±30
124.2±38.3
167.1±41.4
453.2±115.9
538±143.7
414.5±124.4
486.5±120.9
1369.2±259.9
1513.7±296.2
A.7 Metrics
SHD takes two partially directed acyclic graphs (PDAG) and counts the number of edge for which
the edge type differs in both PDAGs. There are four edge types: i← j, i→ j, i −− j and i j. Since
this distance is defined over the space of PDAGs, we can use it to compare DAGs with DAGs, DAGs
with CPDAGs and CPDAGs with CPDAGs. When comparing a DAG with a CPDAG, having i← j
instead of i −− j counts as a mistake.
SHD-CPDAG is very similar to SHD. The only difference is that both DAGs are first mapped to their
respective CPDAGs before measuring the SHD.
Introduced in [24], SID counts the number of interventional distribution of the form
p(xi| do(xj = xˆj)) that would be miscalculated using the parent adjustment formula [21] if we
were to use the predicted DAG instead of the ground truth DAG to form the parent adjustment set.
Some care needs to be taken to evaluate the SID for methods outputting a CPDAG such as GES and
PC. [24] proposes to report the SID of the DAGs which have approximately the minimal and the
maximal SID in the Markov equivalence class given by the CPDAG. See [24] for more details.
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A.8 Hyperparameters
All GraN-DAG runs were performed using the following set of hyperparameters. We used RMSprop as
optimizer with learning rate of 10−2 for the first subproblem and 10−4 for all subsequent suproblems.
Each NN has two hidden layers with 10 units (except for real-data experiments which uses only
1 hidden layer). Leaky-ReLU is used as activation functions. The NN are initialized using the
initialization scheme proposed in [11] also known as Xavier initialization. We used minibatches of
64 samples.
For RESIT, we used the default hyperparameters found in the code available on the authors webpages.
For NOTEARS and DAG-GNN, we also used the default hyperparameters found in the authors code.
For GES and PC, we used default hyperparameters of the pcalg R package. For CAM, we used the
the default hyperparameters found in the CAM R package, with default PNS and DAG pruning.
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