A new simple and effective method for solving ill-conditioned linear systems is presented in this paper. This method tried mainly not to decrease the error caused in direct solving, instead, it tries to transfer this error to a medium variable. At the same time, a parameter is introduced. In order to obtain the best parameter, PSO is used. An algorithm based on this method is presented, and examples show that this algorithm could solve extremely ill-conditioned linear systems correctly and stably.
Introduction
It is widely known that the solutions of linear systems of equations are sensitive to the round-off error. For some linear systems a small change in one of the values of the coefficient matrix or the right-hand side vector causes a large change in the solution vector. When the solution is highly sensitive to the values of the coefficient matrix A or the right-hand side constant vector b, the equations are said to be ill-conditioned. Therefore, we cannot easily rely on the solutions coming out of an ill-conditioned system.
Ill-conditioned systems pose particular problems when the coefficients are estimated form experimental results [1] . For a system with condition number   There is a theorem about this in reference [3] .
In other words, solving very ill-conditioned linear systems by classical methods is not usual. It is difficult to get accurate results by classical methods.
Error Transfer Method with Auto-Parameter

Algorithm Design.
In the process of solving linear equations, we found that even if the solution of (3), y can be obtained. And then we take y to the equation (1), the exact solution
Because of the coefficient matrix is ill-conditioned, it will lead to great error. But this error is directly reflected in y , the effect on x is very small. In reference [4] it is called error transfer method. The selection of matrix C will directly affect the validity of the algorithm. If CI  , nothing has changed; If
, it's equal to the column equilibrium of the coefficient matrix.
In this paper, let
,  is a parameter, it can be obtained by using modern intelligent optimization, such as particle swarm optimization algorithm, then the formula (3) is transformed into
Then, using Gaussian Elimination to solve . In order to obtain *  , PSO can be used.
Particle Swarm Optimization Algorithm.
Particle swarm optimization algorithm (PSO) is used to simulate the birds foraging process, and every bird, according to its current position, the optimal location where they went, and the optimal position of the birds, updates their speed and position, and finally search the global optimal solution, and the standard PSO is commonly used now [5] .
The particle swarm algorithm uses the following formula to update the location of the particle:
is the position of the NO. i particle,
is the speed of the NO. 
Algorithm Steps
The steps of using error transfer method with auto-parameter to solve Ax b  are as follows: Step3: then 
The right hand side vector of the equation above will be considered as Here, we take 3 methods to solve the test problem. Method 1: Gaussian Elimination; Method 2：
Error transfer method; Method 3: Error transfer method with auto-parameter。 Table 2 and table 3 respectively show the results of the test 1 and the precision of test 2. Table 1 simply shows that H is getting ill-conditioned by increasing the dimension of the matrix, and subsequently the system cannot be solved easily. Note that the condition numbers in Table 1 have been obtained using MATLAB. Table 2 shows the method 1 (Gaussian Elimination) is powerless for solving ill-conditioned linear system, but the method 3 (Error transfer method with auto-parameter) has strong ability to solve ill-conditioned problems. Results of method 3 are very close to the exact solution. The results were satisfactory. That is to say the method which is proposed in this paper is effective in solving ill-conditioned linear system.
From the table 3, we can see that the method 2 and method 3 have good calculation results whether in good-conditioned linear system or in ill-conditioned linear system. The accuracy of the calculation is the same when the coefficient matrix is good-conditioned. As the condition number of the coefficient matrix increase on, method 3 performs better than method2. That is to say method 3 performs better when the coefficient matrix is in extremely ill-conditioned, it has higher precision. But, obviously, the process of method 3 takes more time. 7~8  7  8~9  7~8  13~14  12~13  60  6~7  6  8~9  6~7  11~12  10~11  100  7~8  6  8~9  7  10~12  10   Method 3   20  7~8  7  8~9  7~8  13~14  12~13  60  7~8  6~7  8~9  7~8  11~12  10~11  100  7~8  6~7  8~9  8 10~12 10
Summary
In this article, we have developed a direct method-error transfer method. We introduce a parameter in order to make a better matrix of the intermediate process in solving ill-conditioned linear system. And give a method for obtaining optimal parameters by PSO. Numerical tests show the method is useful. The method can be spread to other areas such as engineering.
