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Abstract 
We introduce one of many classes of problems which can be defined in terms of 3-valued 
functions on the vertices of a graph G = (V, E) of the form f : V + { - 1, 0, l}. Such a fknction 
is said to be a minus dominating function if the sum of its function values over any closed 
neighborhood is at least one. That is, for every t’ E V, ,f(N[r~])> 1, where N[a] consists of 1: 
and every vertex adjacent to u. The weight of a minus dominating function is f(V) = c ,f(tl), 
over all vertices u E V. The minus domination number of a graph G, denoted v-(G), equals 
the minimum weight of a minus dominating function of G. For every graph G, y- (G) <y(G) 
where y(G) denotes the domination number of G. We show that if T is a tree of order n > 4, 
then y(T) - y-(T) <(n - 4)/S and this bound is sharp. We attempt to classify graphs according 
to their minus domination numbers. For each integer n we determine the smallest order of a 
connected graph with minus domination number equal to n. Properties of the minus domination 
number of a graph are presented and a number of open questions are raised. @ 1999 Elsevier 
Science B.V. All rights reserved 
Keywords: Minus dominating function; Trees 
1. Introduction 
For a graph G = (V, E) with vertex set V and edge set E, the open neighborhood 
of ~1 E V is N(v) = {u E V 1 uu E E} and the closed neighborhood of ~1 is N[u] = 
{v}UN(u). For a set 5’ of vertices, we define the open neighborhood N(S) = UltS N(u), 
and the closed neighborhood N[S] = N(S) IJ S. A dominating set S c I/ for a graph 
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G = (I’,.!?) is such that each v E Y is either in S or adjacent to a vertex of S. (That 
is, N[S] = V.) The domination number of G, y(G), equals the minimum cardinality 
of a dominating set. The upper domination number T(G) is the maximum cardinality 
of a minimal dominating set in G. 
The concept of domination in graphs, with its many variations, is now well studied in 
graph theory. The book by Chartrand and Lesniak [l] includes a chapter on domination. 
For a more thorough study of domination in graphs, see Haynes et al. [IO, 111. The 
current list of papers on domination in [lo] has over 1200 entries. In this paper we 
introduce a new variation on the domination theme which we call minus domination. 
In so doing we will attempt to describe a larger tapestry of domination results, both 
theoretical and algorithmic in nature, which increases our general understanding of 
domination problems. 
2. Definition of minus domination 
For a real-valued function f : V --) R the weight of f is w(f) = CrEV f(v), and 
for SC V we define f(S) = CctS f(v), so w(f) = f(V). For a vertex v in V, we 
denote f(N[u]) by f [v] for notational convenience. Let f : V ----f (0, l} be a function 
which assigns to each vertex of a graph an element of the set (0, l}. We say f is a 
dominating function if for every v E V, f [u] 3 1. We say f is a minimal dominating 
function if there does not exist a dominating function g : V + (0, l}, f # g, for which 
g(u) <,f(v) for every v E V. This is equivalent to saying that a dominating function 
f is minimal if for every vertex v such that f(v) > 0, there exists a vertex u E N[v] 
for which f [u] = 1. Then the domination number and upper domination number of a 
graph G can be defined as y(G) = min{w( f) 1 f is a dominating function on G} and 
r(G) = max-lw(f) If is a minimal dominating function on G}. 
Several authors have suggested changing the allowable weights. Well-known is frac- 
tional domination where the weights are allowed to be in the range [0, 11. For a graph 
G = (V,E), a function f : V + [0, l] is called a fractional dominating function of 
G if f [v] 2 1 for each v E V. The fractional domination number of G is given by 
YJ(G) = min{w(f )If is a fractional dominating function for G }. This fractional 
version of domination has been studied in [5,8,9] for example. 
In this paper, we put forward the idea of allowing negative weights. A minus domi- 
nating function is a function of the form f : V + {-l,O, 1) such that ,f[v] > 1 for all 
v E V. The minus domination number for a graph G is y-(G) = min{ w(f) 1 f is a 
minus dominating function on G }. Likewise, the upper minus domination number for 
a graph G is r-(G) = max{ w(f) 1 f is a minimal minus dominating function on G }. 
For example, the Hajos graph H shown in Fig. 1 has a minus dominating function f 
of weight 0 as illustrated, and so y-(H)<0 = w(f ). In fact, y-(H) = 0. 
Proposition 1. A minus dominating function f on a graph G is minimal if and only 
iffor every vertex v E V with f(v)aO, there exists a vertex u E N[v] with f [u] = 1. 
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Fig. 1. The Haj6s graph H 
Proof. Let f be a minimal minus dominating function and assume that there is a 
vertex t‘ with f(u) > 0 and f[u] > 1 for every u E N[u]. Define a new function 
g: V + {-l,O, l} by g(u) = f(v) - 1 and g(u) = ,f(u) for all u # U. Then for all 
u E N[o], g[u] = S[u] - 12 1. For w $Z N[P], g[w] = ,f[w] 3 1. Thus g is a minus 
dominating function. Since g < f, the minimality of f is contradicted. 
Conversely, let f be a minus dominating function such that for all v E V with 
.f(u)>O, there exists a u E N[c] with f [u] = 1. Assume f is not minimal, i.e., 
there is a minus dominating function g such that g < ,f. Then g(w) < f (w’) for all 
w E V, and there is at least one E E V with g(u) < ,f(r). Therefore, ,f(r) 30, and by 
assumption, these exists a vertex II E N[c] with ,f[~] = 1. But since g(w)<f(w) for 
all w E V and g(z)) < f(v), we know that g[u] < f [u] = 1. This contradicts the fact 
that g is a minus dominating function. Therefore j’ is a minimal minus dominating 
function. 0 
We introduce the following notation which we shall frequently use in the proofs that 
follow. For a given minus dominating function .f on a graph G, we will let P and 
A4 (standing for ‘plus’ and ‘minus’) be the sets of vertices in G that are assigned the 
values fl and - 1, respectively, under ,f. 
The motivation for studying this variation of the domination number is rich and 
varied from a modelling perspective. For example, by assigning the values - I,0 or 
+l to the vertices of a graph we can model networks of people or organizations in 
which global decisions must be made (e.g., positive, negative or neutral responses or 
preferences). We assume that each individual has one vote and that each individual 
has an initial opinion. We assign +1 to vertices (individuals) which have a positive 
opinion, 0 to vertices which have no opinion, and -1 to vertices which have a negative 
opinion. We also assume, however, that an individual’s vote is affected by the opinions 
of neighboring individuals. In particular, each individual gives equal weight to his/her 
own opinion and to the opinions of neighboring individuals (thus individuals of high 
degree have greater ‘influence’). A voter votes ‘aye’ if there are more vertices in its 
closed neighborhood with positive opinion than with negative opinion, otherwise the 
vote is ‘nay’. We seek an assignment of opinions that guarantee a unanimous decision: 
that is, for which every vertex votes aye. We call such an assignment of opinions a 
uniformly positive assignment. Among all uniformly positive assignments of opinions, 
we are interested primarily in the minimum number of vertices (individuals) who have 
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a positive opinion, The minus domination number is the minimum possible sum of all 
opinions, - 1 for a negative opinion, 0 for a neutral opinion, and +l for a positive 
opinion, in a uniformly positive assignment of opinions. The minus domination number 
represents, therefore, the minimum number of individuals which can have positive 
opinions and in doing so force every individual to vote aye. By contrast, the upper 
minus domination is the maximum possible sum of opinions in a uniformly positive 
voting pattern, in which any opinion which changes from +l to 0, or from +l to - 1, 
or from 0 to - 1, results in an assignment of opinions which is not uniformly positive. 
This represents a worst case, in which a given number of individuals with negative 
opinions requires a large number of positive opinions to offset their influence in every 
closed neighborhood. 
3. Relationships between domination and minus domination 
Consider the graphs in Fig. 2. One can see that the function f given in Fig. 2(a) 
is a minimal (0, I}-dominating function but is not a minimal { - l,O, 1}-dominating 
function (cf. Fig. 2(b)). Notice that the vertex u in Fig. 2(a) satisfies f(u)30 but for 
every u E N[v], f[u] > 1, and so the minimality condition of Proposition 1 is not 
satisfied. 
Every dominating function is a minus dominating function. Hence the domination 
and minus domination number of a graph are related as follows. 
Theorem 2. For every graph G, y-(G) <y(G). 
The Hajos graph in Fig. 1 is the smallest graph for which y-(G) = 0, while the 
graph in Fig. 2 has the smallest order of a graph with y-(G) < y(G). 
The domination and minus domination number of a tree are related as follows. 
Proposition 3. Zf T is a tree of order n 2 4, then y(T) - y-(T) <(n - 4)/5. 
Proof. We proceed by induction on the order n of a tree, where n 34. The base case 
when T is a tree of order 4 is trivial since in this case y(T)-y-(T) = 0 = (n-4)/5. So, 
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assume that for all trees T’ of order n’ < n, where n 3 5, that 7( T’)-;:-(‘T) <(n-4):5. 
Let T be a tree of order n. 
Among the minimum minus dominating functions on T, let ,f be one that assigns 
the value - 1 to as few vertices as possible. If no vertex of T is assigned the value ~ 1 
under ,f, then ;j( T) - ;* (T) = 0 <(n - 4)/5. So we may assume that at least one 
vertex of T is assigned the value - 1 under ,f. 
Let TI, T:, ., Tk be the components of T -M. Then each component T, (I <i < k) 
contains a vertex that is adjacent to some vertex of M. Thus each component T, 
contains at least two vertices of P and is therefore of order at least 2. Moreover, 
since T is a tree, each vertex of M is adjacent to at most one vertex in each of the 
components T,. We now construct a graph G with vertex set V(G) = X U M, where 
X = {ri.c?,....u/;} and M = { ~1, u?. . , UI,\~, }. Two vertices I;, and U, are adjacent in 
G if and only if U, is adjacent to some vertex in the component T,. Furthermorc, two 
vertices in M are adjacent in G if and only if they are adjacent in T. If G contains a 
cycle, then so too does T. Hence, G is acyclic. Furthermore, since T is connected, it 
follows from the way in which G is constructed that G is also connected. Thus, G is 
a tree. 
Since each vertex of M is adjacent to at least two vertices of P, each vertex of M 
has degree at least 2 in G. Thus, the end vertices of G all belong to X. We show 
next that each component T, of T - M associated with an end vertex L‘, of G has 
order at least 4. Let u, be the vertex of M adjacent in G with the end vertex 11,. Then 
U, is adjacent in T with exactly one vertex of T,. The edge joining U, to this vertex 
of T, is the only edge joining a vertex of T; to a vertex not in T,. Furthermore, we 
know that T, contains at least two vertices of P. If T, has order 2 or 3, then we could 
reassign to some vertex of Ti that has value 1 under ,f the value 0 and we could 
reassign to U, the value 0, to produce a new minimum minus dominating function on 
T that assigns the value -1 to fewer vertices than does ,f, contrary to assumption. 
Hence each component T, of T - M associated with an end vertex z’, of G has order 
at least 4. In particular, since G has at least two end vertices and since IMl> 1, WC 
note that T has order n 39. 
Let H be the tree obtained from G be removing all the end vertices of G. If H is 
a trivial tree Ki, then IM\ = 1. Thus, yP (T) = w(,f) = lPI - lM1 = lPl - 1. However, 
since P is a dominating set of T, y(T)<IPI. Hence, y(T)-y(T)<ld(n-4)/‘5 since 
n 3 9. So we may assume that H is a nontrivial tree, for otherwise there is nothing left 
to prove. 
Since no two vertices of X are adjacent, the end vertices of H all lie in M. We may 
assume that UI is an end vertex of H. Then uI is adjacent in G to one or more end 
vertices of X, say to VI,. . . , u/ (L 3 1 ), and to exactly one other vertex (which belongs 
to H). Let e be the edge of T that joins ~1 to a vertex of T that does not belong to 
any of the subtrees TI, . . . , T,. Let FI be the component of T - e that contains u I, so 
F1 consists of the subtrees T,, . , T, and an edge from each of these components to 
the vertex ~1. Let Fz denote the component of T - e different from F1 Further, for 
i = 1,2, let F, be a tree of order n,. 
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Fig. 3. The tree T2 
Since each of the components c (1 <i <e) has order at least 4, nl 25. We show 
next that n2 2 5. Let Fi be the tree obtained from G by removing u I and the L end- 
vertices 01,. . . , v/ adjacent with ~1. If Fi contains no vertex of M, then /MI = 1. But 
then H would be a trivial tree, contary to our assumption. Hence Fi contains at least 
one vertex ui of M. Since ui is adjacent in G with at least two vertices of X (which 
belong to FJ), the tree F2 consists of at least two components of T - A4 and at least 
one vertex of M. Since each component of T - M has order at least 2, the tree F2 
therefore has order at least 5, i.e., n2 25. We may now apply the inductive hypothesis 
to the tree F2. This yields: 
W2) 122 
- 4 
n-n, 
-4 n-9 
- y-V’z)d 5 = 5 < 5 . 
Now let fi (resp.fz) be the restriction off to FI (resp. F2). Then y-(T) = w(f) = 
w(fl) +u~(f~). Since f2 is a minus dominating function of F2, y-(F2)Gw(f2). Fur- 
thermore, the set PnV(FI) is a dominating set of F,, so y(FI) < IPnV(F,)I. Since ur is 
the only vertex of F1 that is assigned the value - 1 under fl , lP n V(F1 )I = w(fl ) + 1. 
Hence, y(F, ) <w(f,) + 1. Thus, 
~(0 - Y-(T) d IV’I > + G’2) - ++U-) 
d (w(fl)+l>+y(F2)-w(fl)-w(fz) 
= (HF2) - I) + 1 
d (y(F2) - y-(Fz)) + 1 
< (n - 9)/5 + 1 
= (n - 4)/5. 
This completes the proof of the theorem. 0 
That the bound in Proposition 3 is sharp, may be seen by considering the tree 
Tk (k 2 1) obtained from a path vi, ~2, . . ., ask+2 on 3k + 2 vertices by adding 2(k + 1) 
new vertices {q+t :Odi<k}U{ ~3,+2 : 0 <i <k}, and joining ui to vi with an edge for 
each i. (The tree T2 is shown in Fig. 3, together with a minimum minus dominating 
function for Tz.) Then y(Tk) = 2(k+ 1) and y-(Tk) = k+2, and so y(Tk) -ye(Tk) = 
k = (Iv(Tk)l - 4)/5. 
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4. Classifying families of graphs according to their minus domination numbers 
There exist graphs with minus domination numbers which are positive, negative or 
zero. Some families of graphs fall into one of these groups. This leads us to examine 
various classes of graphs in an attempt to classify them according to their minus 
domination numbers. First we consider the ‘negative graphs.’ In general, we have 
not characterized those graphs with negative minus domination numbers. But we can 
find various families of graphs with minus domination number less than any negative 
integer. 
Proposition 4. For uny positive inteycBr k there exists an outerplanar graph G with 
y--(G)< -k. 
Proof. Consider the class of outerplanar graphs Gk which can be constructed as in 
Fig. 4. Each such graph consists of k + 1 (disjoint) copies of the Hajos graph. For 
each copy of the Hajos graph, we add a new vertex and join it to a vertex of degree 4 
in that copy of the Hajos graph. We then add a new vertex and join it to the resulting 
k + 1 vertices of degree 5 and the k + 1 vertices of degree 1 to produce the outerplanar 
graphs Ga in Fig. 5. The graph GA has a minus dominating function J’ of weight -k 
as illustrated. L 
Proposition 5. For any positive integer k there exists N chordd grqd~ G #*ith 
jlp(G)d -k. 
Proof. Consider the class of chordal graphs constructed as follows: for each distinct 
pair of vertices r, and vi in the complete graph K,,, we add a new vertex M.‘,, and join 
it only to vertices r!, and vi. Now define the minus dominating function f on the graph 
so constructed as follows: ,f’(\~!, ) = - 1 for every vertex \~a,,, and .f( tli) = 1 for every 
vertex II, in K,,. Notice that for every \Vi,, f[w,,] = 1 and for each vertex P,, ,f’[r,] = 1. 
Notice also that w(,f) = n - (I). Clearly by varying the number of vertices it’,, and 
-1 -1 -1 
(k + 1 ropics) 
1 1 1 1 l\ 
-l A&, -1 -1 -1 -1 ; 1 1 1 -1 
-1 - -1 
\. 
1 
Fig. 4. An outerplanar graph CL with ;’ (GA ) < - X 
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Fig. 5. A bipartite graph G with y-(G) = - 1. 
the value of n we can produce a chordal graph G with any desired negative value of 
Y-(G). 0 
Proposition 6. For any positive integer k there exists a bipartite graph G with 
y-(G)< -k. 
Proof. Consider the class of bipartite graphs constructed as follows: take a complete 
bipartite graph K,,,n, with vertices labelled W = { 1,2,. . . , H} and W’ = {l’, 2’, . . . , n’}. 
To this graph K,,n we add (‘$ vertices labelled (i,j), one for each pair of distinct 
vertices from W. Each such vertex (i,j) is made adjacent only to vertices i and j in 
W. Similarly, we also add (y) ve ices, labelled (i’,j’), and join them to vertices i’ rt’ 
and i’ in W’. Let G denote the resulting bipartite graph. By assigning to every vertex 
in W and W’ the value 1 and to the remaining vertices the value - 1, we produce a 
minus dominating function of G of weight 2n -2(l) = 3n - n2. Clearly by varying the 
number of vertices i, j and (i’, j’) and the value of n we can produce a bipartite graph 
G with any desired negative value of y-(G). (A bipartite graph G with y-(G) = -1 
is shown in Fig. 5.) 0 
There are several graph properties which guarantee a nonnegative or positive minus 
domination number. 
Proposition 7. If G is a graph with maximum degree A d 5, then y-(G) > 0. 
Proof. Let f be any minus dominating function for which w(f) = y-(G). If M = 8, 
then the result follows. So assume M # 0. Let k be the number of edges in G with 
one vertex in P and the other vertex in M. For each v E M, we must have f [v] > 1, 
so there must be at least two edges from v to vertices in P. Thus k >2/MI. For 
each v E P, we must also have f[v] > 1. So if v is adjacent to any vertices in M, 
it must be adjacent to at least as many vertices in P. Since A 65, it follows that 
k<2/PI. Combining these, we know 21MI<2lPI. So IMI <[PI, and thus y-(G) = 
IPI - (Ml>O. 0 
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Next we consider the ‘positive graphs.’ Given smaller maximum degree, we can 
guarantee that the minus domination number is positive. 
Proposition 8. If G is a graph with maximum degree A d 3, then y-(G) 3 1. 
Proof. Let f be a minus dominating function of G for which w(f) = y(G). 
Let k be defined as in the proof of Proposition 7. If IMI = 0, the result is im- 
mediate, so assume IMI > 1. Then as before we know that k 3 21M(. Since A d 3, 
every element in P is adjacent to at most one element in M. So k < IPI. Thus 
21MI <lPl and 3lMI 5 IPI + IMI <n. Consequently, IMl <n/3 and y-(G) = 
lP( - IM(2IMI21. 0 
Proposition 9. For every tree T, y-(T) > 1 with equality if and only if’ T is a 
star KI .,,. 
Proof. Let ,f: I’ + {-l,O,l} b e a minus dominating function on a tree T = ( V, E) 
with w(f) = y-(T). If no vertex v satisfies f(v) = - 1, then f is clearly a dominating 
function on T and so y-(T) = y(T) > 1. Therefore, we may assume there exists a 
vertex v E V for which f(v) = - 1, else there is nothing left to prove. Let T be rooted 
at v. Since f [v] > 1, at least two children of v are assigned the value 1 under f, Now 
consider any other vertex w with f(w) = - 1. From the given rooting of T at vertex 
c’, it follows that every such vertex w must have at least one child w’ with f(~?‘) = 1. 
Hence, we can conclude that IPI a/Ml + 1. Thus y-(T) = IPI - ]MI > 1. 
It remains for us to show that y-(T) = 1 if and only if T is a star K,,,,. The 
sufficiency is clear. To prove the necessity, let f : V -+ { - 1, 0, l} be a minus domi- 
nating function on a tree T = (V,E) with w(f) = y-(T) = 1. If f(v)>0 for every 
vertex v E I’, then y-(T) = y(T) = 1 and T must be a star. Assume, therefore, 
that f(u) = - 1 for at least one vertex v E I’, for otherwise there is nothing left to 
prove. Let k be defined as in the proof of Proposition 7, and consider the subgraph 
T’ = (P U M) induced by P and M. Then (PI = IMI + 1 and k>2lMI. Furthermore, 
since f[v] 3 1 for each v E P, if v E P is adjacent to any vertices in M, it must be 
adjacent to at least as many vertices in P. It follows that among the 21Ml + 1 vertices 
of T’ there are at least 2lM] + 1 edges, contradicting the fact that the subgraph T’ is 
acyclic. We deduce, therefore, that no vertex in T has the value -1 under ,f, i.e., T 
is a star. 3 
Proposition 10. For any path P, on n vertices, y(P,) = Y-(P,~) = [n/31. 
Proof. By Theorem 2 we know that y - (P,, ) < y(P, ) and it is well known that 
y(P,,) = [n/31. Without loss of generality we can assume that n 2 5, since the paths 
P, (1 <i 64) clearly satisfy this equality. Let G : ui, ~2,. . , u, be a path on n vertices. 
Among all minimum minus dominating functions on G, let f: V + { - 1, 0, 1 } be one 
that assigns the value -1 to as few vertices as possible. We show that no vertex is 
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assigned the value -1 under f. If this is not the case, then let i be the largest integer 
such that f(v;) = - 1. Since f[u] > 1 for every vertex v, 3 < id n - 2 and f(vi) = 1 for 
j=i-2,i-l,i+l,i+2.Howeverthefunctionf’definedbyf’(v~)=f’(o~+~)=O 
and f’(v) = f(v) for all remaining vertices u is a new minimum minus dominating 
function on G that assigns the value -1 to fewer vertices than does f, contrary to 
assumption. Hence no vertex of G is assigned the value - 1 under f. Thus f is also 
a dominating function of G. Consequently, y’-(G) = w(f) = y(G). 0 
The proof of the following result is similar to that of Proposition 10 and is therefore 
omitted. 
Proposition 11. For any cycle C,, on n vertices, y(C,) = y-(C,) = [n/31. 
Proposition 12. For any complete multipartite graph G E K(ml,mz,. . . , m,), for 
~22, y-(G) = 1 ifmin{m,} = 1 and y-(G) = 2 otherwise. 
Proof. Let f: V + {-l,O,l} b e any minimum minus dominating function on G. As- 
sume first that min{mj} = 1. Then there is a vertex v which is adjacent to 
every other vertex, and so y-(G) = w(f) = f [v] > 1. However, by Theorem 2, 
y-(G) < y(G) = 1, so y-(G) = 1. Assume, therefore, that min{mj} 32. Then 
clearly any two adjacent vertices form a minimum dominating set in G, i.e., 
y-(G)<?(G) = 2. We show that y-(G)32. 
In what follows, let i, j E { 1,2,. . . , n}. Let Al ,A2,. . . , A,, denote the partite sets of 
G, where lAil = rni for all i. Then, for each j, the sum c f (Ai) over all i # j is 
at least zero. If any of these n inequalities equals zero, say EYE, f (A;) = 0, then, 
since f [u]> 1 for every vertex v, we must have f(v) = 1 for every u E Al, i.e., 
y-(G) = w(f) = f (Al ) = ml 22. Hence we may assume each of the n inequalities 
is strict, for otherwise y-(G)a2. We consider the sum N = C c f (Ai), where the 
outer sum is over all j and the inner sum is over all i # j. This sum counts the value 
f (Aj) exactly 12 - 1 times for each i, and so N = (n - l)w(f ). On the other hand, the 
inner sum is at least 1 for each j, and so N 2 n. Consequently, (n - 1 )w( f) 3 n, and 
so y-(G) = w(f)>n/(n - l), or y-(G)32. 0 
5. Extremal results 
For 12 an integer, let p(n,y-) be the smallest order of a connected graph with 
minus domination number equal to n. For each integer k 2 1, let Zk = {k(k + 1)/2, 
k(k + 1)/2 + 1, . . . . k(k + 1)/2 + k}. Then the smallest integer in Ik is one larger 
than the largest integer in Ik- i (if k > 1 ), while the largest integer in & is one 
smaller than the smallest integer in &+I. Hence, each positive integer is contained in 
a unique interval Ik for some k 2 1. We are now in a position to determine the value 
of p(-n, y- ) for all integers n > 1. 
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Proposition 13. Let k 2 1 be an integer, and let n E I,. Then p(-n. y-) = 
2(k + 3) + n. 
Proof. Let G be a connected graph with y-(G) = -n and let f be a minus dominating 
function on G satisfying w(f) = y-(G) = --n. Then IMI - lP] = n or lMI = lP] + n. 
We show that IPl >k + 3. If this is not the case, then 1PI <k + 2. Counting the number 
of edges in G with one vertex in P and the other vertex in M, this number must be at 
least 2lMl. Thus, by the pigeonhole principle, at least one vertex c of P is adjacent to 
at least 2lM(/(PI = 2((PI+n)/lPl = 2+(2n),‘(Pl vertices of IMI. Since n E 4, we have 
n>k(k+ 1)/2, and so 2+(2n)/lPIa2+k(k+ l)/(k+2) = k+2-k/(k+2) > k+ 1. 
Thus, at least one vertex v of P is adjacent to at least k + 2 vertices of lM1. But then 
f[v] < IPI - (k + 2)<0, which produces a contradiction. We deduce, therefore, that 
lP1 >,k + 3. Hence IV(G)/ >IP( + /MI = 2/PI + n>2(k + 3) + n. Thus, since G is an 
arbitrary connected graph with :J-(G) = -n, p(-n,y-) = 2(k + 3) + n. 
That the bound in Proposition 13 is best possible, may be seen by considering the 
graph G consisting of a complete graph Kk-.j on k + 3 vertices, with an additional 
k + n + 3 vertices of degree 2, each of which is adjacent to a distinct pair of vertices 
in the complete graph. Then it can be shown that G is a graph of order 2(k + 3 ) + n 
with y,-(G) = -n. a 
Proposition 14. For any integer n 22, p(n, )‘- ) = 2n. 
Proof. The corona of a path P,, on n vertices - obtained by attaching a path of 
length 1 to each vertex so that the resulting paths are vertex disjoint - is a con- 
nected graph of order 2n with minus domination equal to n, and so p(n,;‘-)<2n. 
To see that p(n. r-) >2n, let G be a connected graph of order less than 2n. Then 
y-(G)by(G)dlV(G)l/2 -c n. Hence p(n,‘;- ) > 2n. Consequently, p(n, ‘/- ) = 2n. 1 
From the computational point of view, the problem of finding y-(G) appears to 
be very difficult. Even if we restrict G to being bipartite, the corresponding decision 
problem is NP-complete [6]. It is therefore desirable to find good upper bounds on this 
parameter. In particular, what is a good lower bound on ;J-(G) for a bipartite graph 
G? The following result may prove to be useful. 
Proposition 15. Let f be a minimum minus dominating.function on a bipartite graph 
G. Then r-(G)>,lPl - lIPI”/4J. 
Proof. let X and Y be the partite sets of G. Further, let X’ and X- be the sets 
of vertices in X that are assigned the value 1 and - 1, respectively, under f. 
Let Yf and Y- be defined analogously. Then P = Xc U Y+. For convenience, let 
IX-1 = k and lY+] = e. If X- # 8, then each vertex in X- is adjacent to at 
least two vertices in Yf. Thus, by the pigeonhole principle, at least one vertex y 
of Yt- is adjacent to at least 2/X-//jY+I vertices of X-. It follows, therefore, that 
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1Gf[YlG1 + IF-+/ - (2I~-I/ly+I), and so IX- / <(k/)/2. Using a similar 
argument, we may show that IY-l6(ke)/2. Hence we have y-(G) = w(f)> IPI -k/a 
IPI - lIfw4J. 0 
We close this section with the following. 
Conjecture 1. If G is a bipartite graph of order n, then y-(G) >4(m - 1) - n. 
If the conjecture is true, then the bound is sharp. To see this let G be the bipartite 
graph constructed as follows. Let s 3 4 be an even integer, and let H be isomorphic to 
s/2 disjoint copies of Kzs. Let HI and HZ be two disjoint copies of H. Further, let Xi 
and Y; be the sets of vertices of Hi of degree 2 and s, respectively, for i = 1,2. Now 
let G be the graph obtained from HI UH2 by joining every vertex of Yl to every vertex 
of Y,. Then G is a bipartite graph of order n = s(s + 2) with partite sets Xi U Y2 and 
X2 U Yi Let f be the function on G defined as follows: let f(u) = - 1 if u E A’, UX2, 
and let f(v) = 1 if u E Yi U Y2. Then it is easy to verify that f is a minus dominating 
function on G with w(f) = 2s - s2 = 4(m - 1) - n. 
6. Open problems 
In the course of this investigation we encountered a number of problems which we 
have yet to settle. Two of these problems are listed below. 
(1) Expand the classification of positive and negative graphs, depending on whether 
their minus domination numbers must be positive or can be arbitrarily negative, e.g., 
try interval graphs, permutation graphs, circular arc graphs, complete rn x n grid graphs, 
to name a few. So far we know that bipartite graphs that contain cycles, chordal graphs 
and planar graphs are negative, while regular graphs [7], trees, cycles, and complete 
multipartite graphs are positive. 
(2) For every negative integer k and positive integer m, does there exist a graph G 
with girth m and yP (G) < k? Intuitively, it appears difficult for the minus domination 
number to be negative without the existence of many small cycles. 
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