Abstract: A method is proposed which simplifies estimation of all parameters in the functional measurement error model with no error in the equation under the assumption that the error covariance for the explanatory variables is known and the model variance is unknown. The proposed method is shown to produce the same estimates given for the structural model in Schneeweiss (1976) and Fuller(1987) .
Introduction
Measurement error models have been explored since the latter part of the 19th century when Adcock (1877, 1878) investigated estimation properties under somewhat restrictive but realistic assumptions in simple linear regression models. Since then much has been accomplished in the way of estimation and hypothesis testing in error in variables models, especially in the past 10 to 15 years. Fuller (1987) represents the most comprehensive single source of information on errors in variables models here to date. Fuller's book covers the topic of errors in variables in simple linear regression models to multivariate linear regression models to nonlinear regression models. The book's emphasis is placed on estimation techniques, which includes estimating true values for the fixed model and predicting true values for the random model.
Let the measurement error model be defined as follows:
(lola) (LIb) , ..
for i=l, 2,..., n, where {~} is a sequence of k-dimensional row vectors of true values and !i=(ei' Yj) is the vector of measurement errors. The above formulation is a measurement error model with no error in the equation, i. e., a perfect relationship between the true response and true explanatory variables is assumed.
The idea behind measurement error models is that instead of measuring the true value !j, which is unobservable, one observes the sum where Yi is a random variable. The observed variable~is sometimes called the manifest variable or the indicator variable. The unobserved variable J!j is sometimes called the latent variable. If the J!j are considered fixed, then the model is referred to as a functional model; if the J!j are considered stochastic, then the model is referred to as a structural model. In this paper we consider only the functional measurement error model with no error in the equation.
Estimation in the functional measurement error model requires that we estimate the fixed but unobservable true explanatory variables, most often treating them as nuisance parameters. Under maximum likelihood estimation, consistent estimators of all parameters in the model do not exist since the number of parameters increases with increasing sample size, n (see Fuller (1987) , p 104), which most often leads to an unbounded likelihood function.
Estimation for the functional measurement error model typically requires rather restrictive assumptions regarding the measurement error covariance matrix. Usually one assumes that the measurement error covariance matrix is either completely known or is known up to a scalar multiple.
However, in many practical situations these assumptions cannot be met. For instance, consider the case of determining appropriate transformations for a response variable in the presence of measurement error. In many biostatistical applications, knowledge of the measurement error covariance matrix for the explanatory variables can obtained (usually via independent replicated measurements). Schneeweiss (1976) and Fuller (1980) examined estimation of regression parameters for similar error-in-variables models when an estimate of the error covariance matrix is known which requires using a measurement error model with an error in the equation.
In this paper an alternative method is proposed which simplifies estimation of parameters in the functional measurement error model with no error in the equation by selectively using asymptotic substitutions where appropriate. The error covariance for the explanatory variables is assumed known and the model variance is assumed unknown, which are very practical assumptions for many biostatistical applications.
Proposed Method of Estimation

Overview
The proposed method of estimation generally goes like this: Assume the model given by (1.1) under normality assumptions for the measurement errors with the error covariance for the explanatory variables known and the model variance unknown. For given~derive the least-squares estimates of I! J f" t and the model variance, say 0'2, as functions of !. The least-squares estimates of f! and 0'2 are shown to converge in probability, under suitable regularity conditions, to f! and 0'2, respectively. It is proposed that one uses estimates of the probability limit of the least-squares estimates of I! and 0'2 as the final estimates of f! and 0'2.
After obtaining the least-squares estimates of f!. and 0'2, substitute them back into the likelihood function and then maximize the likelihood with respect to -!, using asymptotic expressions to simplify the derivation. The estimate of -! is shown to be unbiased by this method.
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n-oo where Plim represents the probability limit.
Let~i -N(D,~f£)' where~f£ = diag(0'2, f uu )' f uu is the known error covariance matrix for the explanatory variables; 0'2 is the unknown model variance. Since the -!j are fixed, the log-likelihood function can be given by
1=1
We first maximize (2.1) with respect to I! and (12 for a given !: 
Substituting (2.4) and (2.5) into (2.1), we have Now, we maximize (2.6) with respect to != {j/ _ n {j(j2
Setting equation (2.7) to zero and solving for~explicitly is rather prohibitive. Hence, we propose simplifying the process by generously substituting asymptotic expressions which make the solution much easier.
Since~=~-Y)., it is straight-forward to show that This substitution yields the following
Now, replacing (j2 with (j*2 in the above, setting the partial derivative equal to zero, and solving forỹ . . Now,~converges in probability (and hence in distribution) tõ
Observe that~is simply a linear combination of (Y i '
) ' "' " N(~i'~u), where~i = (~f!,~). Therefore, using well-known normal distribution theory results, it can be shown that where~= Using the result above, we can conclude that the estimator,~, converges in distribution to a random variable which is unbiased for~since where (~, ei' Yj) "" NID(g, (7'2!), {31 = {32 = 0.7, (7'2 = 1. In Fuller's method we let Q' = 4 since he states that the mean square error of~is smaller for Q' = 4 than for any smaller Q' through terms of order n-2 .
• 7 Tables 1-5 show the results of the simulation. Using the Euclidean norm as a measure of distance, II~-~II = [(.8 1 -/3 1 )2 + (.8 2 -/32)2] 1/2, Fuller's method generally performs better than our proposed method for observations of size 50. For observations of size 100 or more, the method proposed in this paper is seen to perform generally better than Fuller's method. Indeed, for observations of size 500 and 1000, there is a marked difference between the performance of Fuller's method and the our method. In the simulation, Fuller's method usually underestimated the true parameter value for observations of size 100 or more. However, the method proposed here did result in negative estimates of the variance in some samples for observations of size 50, suggesting that the asymptotic approximations may not perform very well for small samples. 
