Abstract. In this paper we investigate the complexity of two combinatorial problems related to genome alignment, a recent approach to genome comparison based on a duplication-loss model of evolution. The first combinatorial problem, Duplication-Loss Alignment, aims to align two genomes and to explain the unaligned part of the genomes as duplications and losses. The problem has been recently shown to be NP-hard, even when each gene has at most five occurrences in each genome. Here, we improve this result by showing that Duplication-Loss Alignment is APX-hard even if the number of occurrences of a gene inside a genome is bounded by 2. Then we consider a second combinatorial problem, Minimum Relabeling Alignment, and we show that it is equivalent to Minimum Feedback Vertex Set on Direct Graph, hence implying that the problem is APX-hard, is fixed-parameter tractable and approximable within factor O(log |X | log log |X |), where X is the aligned genome considered by Minimum Relabeling Alignment.
Introduction
The comparison of complete genomes usually considers two kinds of mutations: (1) macro-evolutionary events such as rearrangements (inversions, transpositions, translocations etc.) and (2) content modifying operations (duplications, losses, horizontal gene transfer etc.) that affect the overall organization of genes. Put differently, usually genomes are represented as strings of symbols over an alphabet Σ of gene families. In the past, genome comparison has been largely based on rearrangement events [3, 9, 12, 16, 4, 15, 17, 18, 7, 8, 11] ). Contrariwise, we introduced in [13] an evolutionary model restricted to content-modifying operations (duplications and losses). We showed that this model is effective in studying the evolution of certain gene families, such as Transfer RNAs (tRNAs). From a combinatorial point of view, when rearrangements are ignored gene organization is preserved, hence allowing to reformulate the comparison of two genomes as a Duplication-Loss Alignment problem: find an alignment minimizing the cost of duplications and losses. As in [13] , we consider here the cost of an alignment to be the number of underlying segmental duplications (duplication of a string of adjacent genes) and single losses (loss of a single gene).
In this paper, we investigate the complexity of two combinatorial problems related to this approach, Duplication-Loss Alignment and Minimum Relabeling Alignment. The second problem stems from a direct approach to Duplication-Loss Alignment which is in two steps: (1) Compute a best candidate labeled alignment between the two genomes that may be unfeasible for the Duplication-Loss model and (2) (Minimum Relabeling Alignment problem) Find an evolutionary scenario of minimum duplication-loss cost that is in agreement with the alignment. A similar approach has been proposed in [2] , where first it is computed an unlabeled alignment of two genomes, and then the alignment is explained with an evolutionary scenario of minimum duplication-loss.
We show in Section 3 that the Duplication-Loss Alignment is APX-hard, even if the number of occurrences of a gene inside a genome is bounded by 2. DuplicationLoss Alignment is known to be NP-hard in [5] when each gene has at most five occurrences in each genome. Notice that in practice genes have few occurrences inside a genome, so it is interesting to understand how the complexity of the problem is influenced by this parameter. We then show in Section 4 that Minimum Relabeling Alignment is equivalent to Minimum Feedback Vertex Set on Direct Graph, hence showing that the problem is APX-hard and that (1) it is fixedparameter tractable, when the parameter is the cost of the relabeling, (2) it is approximable within factor O(log |X | log log |X |), where X is the aligned genome considered by Minimum Relabeling Alignment.
Preliminaries
Strings: We consider single chromosomal (circular or linear) genomes, hence, given an alphabet Σ, each symbol representing a specific gene family, a genome or string is a sequence of symbols from Σ, where each symbol may have many occurrences. For example, X in Figure 1 is a genome on the alphabet Σ = {a, b, c, d, e, f }, with four gene copies from the gene family identified by b.
Given a string Z, we denote by |Z| its length, by Z[i], 1 ≤ i ≤ |Z|, the i-th symbol of Z, and by Z[i, j], 1 ≤ i ≤ j ≤ |Z|, the substring of Z that starts at position i and ends at position j. Finally, we say that two substrings
Graphs: In the rest of the paper we will consider both directed and undirected graphs. An undirected graph is cubic, when each of its vertex has degree 3. Consider now a directed graph G = (V, A). Given a vertex v ∈ V , we denote by
The Duplication-Loss Model of Evolution:
We assume that present-day genomes have evolved from an ancestral string through duplications and losses, where, given a genome X: (i) A Duplication of size z is an operation that copies a substring of size z of X somewhere else in the genome. Given two identical non overlapping substrings
Given an integer z ≥ 1, we denote by c(D(z)) the cost of a duplication of size z, and by c(L(z)) the cost of a loss of size z. The Duplication-Loss Alignment Problem: We introduced in [13] the concept of "Feasible" Labeled Alignment of two genomes X and Y . Definitions on alignments are given below, and illustrated in Figure 1 . (ii )   1  1  1  2  2  2  1 3  1 1  2 4 2   3  2  6  3  5  3   1  1  1  2  2  2  1  3  1 1  2  4 In the rest of the paper, we consider two genomes X and Y on an alphabet Σ. Denote with Σ − = Σ ∪ {−} be the alphabet Σ augmented with a symbol '-' (called a gap) not in Σ. 
) is a labeling of the two aligned genomes X and Y.
The cost of a labeling
is the cost of the underlying operations (losses and duplications). The cost of a labeled alignment
A correct interpretation of an alignment in term of duplication-loss history, must prevent from a "cyclic" interpretation of an alignment (see the labeled alignment (i) in Figure 1 ), where cycles are rigorously defined as follows. We are now ready to give the main optimization problem introduced in [13] .
Minimum Feasible Realbeling: A natural approach to DLA proceeds in two steps. First, based on a dynamic programming approach, compute a (possibly cyclic) labeled alignment A(L(X ), L(Y)) of minimum cost. Then, the alignment is relabeled in an optimal way, e.g. find feasible labeling L ′ (X ) and L ′ (Y) for X and Y respectively, by replacing some of the duplications with losses. Notice that once the genomes are aligned, each feasible relabeling can be computed independently. Given an aligned genome X and a labeling L(X ), a feasible relabeling
. Hence, the Minimum Feasible Relabeling problem can be defined as follows:
Complexity of Duplication-Loss Alignment
In this section we investigate the complexity of Duplication-Loss Alignment, and we show that the problem is APX-hard even when each gene appears at most twice in the genome (we denote this restriction as 2-DLA). We prove the APXhardness of 2-DLA by giving a reduction from Minimum Vertex Cover on Cubic Graphs (MVCC), which is known to be APX-hard [1] . Given an undirected cubic graph G = (V, E), MVCC asks for a subset V ′ ⊆ V of minimum cardinality, such that for each edge {u, v} ∈ E, at least one of u, v is in V ′ . Let G = (V, E) be a cubic graph, in the following we define an instance (X, Y ) of DLA. Given a vertex v i and its incident edges
First, set t = 9|V |. We define the alphabet Σ over which X and Y range:
Now, consider the edge {v i , v j } ∈ E and assume that {v i , v j } is the h-th edges incident in v i , 1 ≤ h ≤ 3, and the k-th edge incident in v j , 1 ≤ k ≤ 3. Define two substrings B X (e i,j ), B Y (e i,j ) of X, Y respectively, associated with {v i , v j }, as follows:
Now, we are able to define the two genomes X, Y : As a consequence of Prop. 1, we can assume that if two positions containing symbols Σ \ (Γ ∪ Λ) of X, Y are aligned, then either they both belong to substrings B X (v i ), B Y (v i ), with v i ∈ V , or they both belong to substrings B X (e i,j ), B Y (e i,j ), with {v i , v j } ∈ E. Now, we present a property of the alignment of the substrings 
Proposition 2 Consider the substrings
Proof. Let V ′ be a vertex cover of G, we compute a feasible labeled alignment
and define a loss for each position containing a symbol β i,j , 1 ≤ j ≤ 4. Hence the cost for aligning B X (v i ), B Y (v i ) in this case is 8.
By construction, it follows that 
, and labels as losses the substrings
is the target of a duplication from the substring α i,2h−1 α i,2h of B X (e i,j ) (of B Y (e i,j ) respectively), where {v i , v j } is the h-th edges of v i . Hence the set V ′ = {v i :
The APX-hardness of 2-DLA is a direct consequence of Lemmas 1, 2, and of the APX-hardness of MVCC [1] .
Complexity of Minimum Feasible Relabeling
In what follows we show that MFR is equivalent to the Minimum Directed Feedback Vertex Set (DFVS) problem. Given a directed graph G = (V, A), DFVS asks for a feedback vertex set V ′ ⊆ V of minimum cardinality. First, in Section 4.1 we give an L-reduction from DFVS to MFR. As a consequence, we prove that MFR is APX-hard. Then, in Section 4.2, we give a reduction from DFVS to MFR which implies that MFR is fixed-parameter tractable and is approximable within factor O(log |X | log log |X |).
Hardness of MFR
In this section we give an L-reduction from DFVS to MFR. Given a direct graph G = (V, A), with V = {v 1 , . . . , v n }, in what follows we define the corresponding genome X and labeling L(X ). Given a substring s of X , we denote with s a the fact that s is aligned in X (hence it does not need any labeling). In the definition of L(X ), first we define the aligned genome X , then we define the labeling of X .
Before giving the details of the construction we give an overview of the construction of X and L(X ). For each vertex v i ∈ V we define a substring F (v i ) obtained by concatenating four substrings s i,IN , s i,1 , s i,2 , s i,OUT (see Fig. 2 ). The reduction defines two kind of duplications: (1) 
Now, we define formally the instance of MFR. Define the alphabet
define the string e i,j as follows: e i,j = w i,j,1 w i,j,2 . . . w i,j,n+2 . Now, we define the strings s i,IN , s i,1 , s i,2 , s i,OUT (notice that we assume that IN (v i ) = {v h1 , , v hz }, and that h 1 < h 2 · · · < h z ): 
Now, we define the labeling L(X ) of X . L(X ) consists of two kinds of duplications: duplications between two substrings of the same F (v i ) and duplications between substrings of different sets F (v i ), F (v j ). We start by defining the labeling of the strings in F (v i ) (for the not aligned symbols), which is used to encode the vertex v i ∈ V : (1) a duplication from the substring e i,h1 e i,h2 . . . Now, we define the duplications between substrings of X that belong to different F (v i ). Those duplications are used to encode the arcs in A. Given an arc (v i , v j ) ∈ A, define a duplication from the substring e i,j of s i,OUT to the substring e i,j of s j,IN .
The duplication from the substring s i,1 to the substring s i,2 , with 1 ≤ i ≤ n, both belonging to F (v i ) (notice that the duplicated string is x i y i ), is called a candidate duplication, and it is denoted by D i (see Fig. 2 ). Each other duplication is called a non candidate duplication. Informally, the reduction is based on the following properties. Since each non candidate duplication has a cost of at least n + 1 (it includes the duplication of substring e i,j ), it follows that: (1) a feasible relabeling L ′ (X ) is computed by relabeling only candidate duplications (Lemma 3); (2) a vertex v i in a solution V ′ of DFVS corresponds to the removal of a candidate duplication D i . First, we show that we can consider only solutions of MFR that relabel only candidate duplications.
Now, we present the two main properties of the reduction.
Lemma 4. Let G = (V, E) be a directed graph, and let (X , L(X )) be the corresponding instance of MFR. Then, given a feedback vertex set
Proof. (Sketch.) Let V ′ be a feedback vertex set of G. Then, we define a solution a feasible relabeling L ′ (X ) of (X , L(X )) that relabels the following set of duplications {D i : v i ∈ V ′ } as losses. It is easy to see that L ′ (X ) is a feasible labeling of X , since V ′ is a feedback vertex set of G. ⊓ ⊔
Lemma 5. Let G = (V, E) be a graph, and let (X , L(X )) be the corresponding instance of MFR. Then, given a feasible relabeling
The APX-hardness of MFR is a direct consequence of Lemmas 4, 5 and of the APX-hardness of DFVS [14] .
Tractability of MFR
In this section we give give a reduction from MFR to DFVS. The reduction we present is both a parameterized and an approximation preserving reduction, hence it follows that: (1) MFR is fixed-parameter tractable, when parameterized by the cost of the solution; (2) MFR can be approximated within factor O(log |X | log log |X |). Now, let X be a labeled genome associated with a labeling L(X ). In what follows, we define the directed graph G = (V, A) (input of DFVS) associated with (X , L(X )). Consider the set D of duplications induced by L(X ). First, notice that we assume that each duplication D ∈ D has size at least 2, otherwise we can relabel such a duplication with cost 0. Now, we define G = (V, A) as follows. V = D∈D V (D), where V (D) is a set of vertices associated with duplication D ∈ D, defined as follows:
Now, we define the set of arcs A:
Informally, given two duplications D i , D j , such that the target of D i and the source of D j overlap, we have an arc from each vertex of V (D i ) to each vertex of V (D j ).
Next, we show how to relate a feedback vertex set V ′ of G and a solution of MFR having size |V ′ |. The idea is that a set V (D i ) of nodes in the feedback vertex set of G corresponds to a duplication D i relabeled as loss. Notice that a feedback vertex set V ′ of G is minimal if there exists no vertex v ∈ V ′ such that V ′ \ {v} is a feedback vertex set of G. Next, we prove some properties of a minimal FVS of G.
Now, we are ready to prove the main properties of the reduction. 
Lemma 7. Let (X , L(X )) be an instance of MFR and let G be the corresponding instance of DFVS. Then, given a feasible relabeling
Proof. (Sketch.) Assume that V ′ is a minimal feedback vertex set of G. Since by Lemma 6 
) by relabeling as losses the following set of duplications:
Theorem 3 is a consequence of Lemma 7, Lemma 8, and of the fact that DFVS admits a fixed-parameter algorithm of time complexity O(4 k k!poly − time(|X |)) [6] , and it is approximable within factor O(log |V | log log |V |) [19, 10] . 
Conclusion
In this paper, we investigated the complexity of two problems, MLA and MFR, related to the alignment of two genomes based on a duplication and loss model of evolution. Interesting future work include the investigation of the approximation and parameterized complexity of DLA.
Proofs of Section 3
We show that given a cubic graph G = (V, E), the corresponding pair of genomes (X, Y ) is an instance of 2-DLA. Proof. Notice that each non candidate duplication duplicates a substring of length at least n + 2, since by construction each non candidate duplication duplicates a string containing e i,j , and by construction |e i,j | = n + 2. Consider the feasible relabeling L ′ and assume that L ′ is obtained by removing a non candidate duplication of L (otherwise L ′′ is exactly L ′ ). Since by construction each non candidate duplication duplicates at least n + 2 positions (hence relabeling this duplication as a loss has a cost of least n + 1), we compute L ′′ starting from L ′ as follows: L ′′ relabels all the candidate duplications of L as losses, while all the non candidate duplications of L are not relabeled. Since there are n candidate duplications in X , and each candidate duplication duplicates a string of length 2 (hence relabeling this duplication as a loss has a cost of 1), it follows that the cost of L ′′ is not greater than the cost of L ′ . What is left to show is that L ′′ is a feasible relabeling (that is L ′′ induces no cycle). Assume by contradiction that there is a cycle C induced by the labeling L ′′ of X . By construction L induces no cycle in the labeling of the substrings of X in the set F (v i ), v i ∈ V , and the same property holds for L ′ . Hence the cycle C must include substrings from at least two different sets F (v i ) and F (v j ), for some (v i , v j ) ∈ E. It follows, by construction, that C must include a path from Proof. The result follows from Lemma 7 and Lemma 8 and from the following facts.
(1) Notice that the size of the graph G is polynomial in |X |, more precisely |V | ≤ |X | 2 . Indeed, there exist at most |X | duplications, as there exists at most |X | sets V (D) associated with a duplication D of L, and each set V (D) contains at most X vertices, since each duplication is obviously bounded by the size of X . Since DFVS admits a fixed-parameter algorithm of time complexity O(4 k k!poly − time(|V |)), where k is the size of the FVS, it follows that MFR admits a fixed-parameter algorithm of time complexity O(4 k k!poly − time(|X |)), where k is the number of duplications transformed into losses.
(2) Since DFVS admits an approximation algorithm of size O(log |V | log log |V |), and since by the previous argument, |V | ≤ |X | 2 , MFR admits an approximation algorithm of factor O(log |X | log log |X |).
⊓ ⊔
