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第 1章 
 
まえがき 
 
 
 今日のデジタルカメラの普及に伴い、周囲にはデジタル化された写真が大量に存在して
いる。従来研究されてきた特定の制約下で撮影された画像とは異なり、このような制約の
ない「一般的」な画像に対して、計算機が画像中に含まれる物体を一般的な名称、たとえ
ば「鞄」「くつ」「いす」などの名称で認識することを一般物体認識(generic object recognition)
と呼び、画像認識の研究においてもっとも困難な課題の一つとされる。 
 近年では、前述のように個人が所有するデジタル画像の量が急激に増加したが、計算機
が画像の意味を理解できないために、画像データの分類や検索には人手の介入が不可欠と
なっている。そのようなセマンティックギャップを解消するために一般物体認識の実現が
期待されている。 
 一般物体認識でしばしば用いられる手法としてはBag-of-Keypoints(Bag-of –Featuresと
も呼ばれる)があげられる。この手法では画像を局所特徴(keypoint)の集合だとみなして、
画像をヒストグラムとして表現する手法である。しかし、画像全体から得られるヒストグ
ラムには前景の特徴と背景の特徴が含まれており、前景と背景の共起関係を考慮すると背
景の特徴がノイズとなって、認識精度を低下させるカテゴリが存在する場合があると考え
られる。 
 一方で、画像の前景と背景を分離するための領域分割手法としては Graph Cutsなどがあ
げられる。この手法は、ユーザが与えた seedと呼ばれる正解ラベルを付加したピクセルを
指定し、それらの情報から前景と背景に分離する手法となっているが、自動で物体を抽出
することはできない。そこで、本研究では認識対象の前景物体は視覚的注意を惹きやすい
と考え、Saliency Mapと呼ばれる視覚注意を表すモデルを用いて自動物体抽出を実現した。 
 そこで、本研究では Saliency Mapと Graph Cutsの組み合わせによって画像を前景と背
景に分離し、それぞれの領域から得られる複数の画像特徴を重みづけ統合することで各カ
テゴリの前景と背景の共起関係を考慮した一般物体認識手法を提案する。 
 
 
各章の構成 
 本論文は 6つの章から構成される。2章は一般物体認識の歴史を述べ、3章は関連技術に
関して述べる。4章では、提案手法について、5章では実験について述べ、最後の 6章で本
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論文のまとめとする。 
 3
第 2章 一般物体認識の歴史 
 
 
 一般物体認識は、画像認識の研究が始まった 1960年代から研究が行われていたが、最初
に成功を見た研究は限定された世界のものであり、その代表例の線画解釈は多くの研究が
行われたが、線画そのものや容易に線画が得られる画像のみが研究対象となり、実世界の
画像からいかに正しく線画を抽出するかという問題が解決されることはなかった。 
 その後、あらかじめ用意しておいた物体の形状モデルを知識として与え、画像とモデル
の照合を行うことで認識を行うモデルベースト(model-based)物体認識などが提案されたが、
それらの方法は、どれも物体の形状を直接認識に利用していた。そのため、認識する対象
の形状が完全に既知でなければ正しい認識が不可能であった。また、固有の物体を識別す
る identification の物体認識には向いていたが、一般的な名前を識別する classification の
物体認識（一般物体認識）に適用することは困難であった。 
 一方、異なるアプローチも提案され、物体の機能を推測して機能から物体を認識する
function-based recognition、物体の候補を複数出して物体間の関係により最終的な結果を
出力する context-based recognitionなどが提案されたが、結局ルールベースの認識手法に
は変わりなく、一般化することは不可能であった。 
 その後、学習画像を用意して自動的に特徴量を抽出し認識を行う研究が多く行われるよ
うになった。物体の形状を用いない方法として、テクスチャや色を用いる方法が提案され
た。特徴量が色のみであるため、classification 的な物体認識には向かないが、大量のデー
タに対する identificationにはきわめて有効な手法である。これらの方法では、学習画像を
用意すれば認識が可能となるが、認識対象の切り出しによって認識対象のみが写っている
学習画像を用意する必要があり、種類を増やすことは容易ではなかった。さらにオクルー
ジョンに対応できないという問題もあった。 
 近年では、計算機の発展により大量のデータを高速に処理可能になったことにより、統
計や機械学習の分野の学習手法が適用できるようになり、人手によるルールやモデル構築
に基づく手法から統計的機械学習手法へと移行した。統計的学習手法を用いた研究につい
て代表的な方法を述べる。 
（１）領域に基づく手法 
 領域に基づく手法でもっとも有名な方法が word-image translation modelである。これ
はあらかじめ画像全体に対し数個のキーワードが付加されている Corel 画像データベース
を用いて、領域分割された画像の領域への自動アノテーションを行った。Blobworldもしく
は Normalized Cutsを用いて領域分割し、領域分割された各画像領域と単語の対応付けを
統計的に推定する手法である。 
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（２）局所パターンに基づく手法 
 領域分割による方法ではオクルージョンがある場合、形状が複雑で領域分割がうまくい
かない場合には対処することが困難であった。そこで C. Schmidらは画像の局所的な特徴
の組み合わせによって照合を行う方法を提案した。これはHarris interest point detector
によって、画像中から 100点程度の特徴点を選び出し、各点の特徴を特徴ベクトルとして、
それらの集合によって画像を特徴付ける。照合には未知画像に対し、同様に特徴ベクトル
を求め、学習画像の特徴ベクトルの中から、それぞれ近い特徴ベクトルを探して投票を行
い、最終的に最も多くの投票を得た学習画像にマッチしたとみなす。この研究が局所領域
の切り出しによる物体認識の最初の研究である。また D. Loweも同様の方法によってオク
ルージョンのあるシーンでの物体認識を実現している。しかし、これらの研究は同一対象
を探す identificationの物体認識であった。 
 また、M. C. Burl らは、局所領域の特徴とその位置関係を確率モデルで表現する
constellation model（星座モデル） を提案した。この研究では classificationの物体認識を
実現していたが、学習画像の局所領域はあらかじめ指定しておく必要があった。
constellation model では、局所領域の相対位置の情報も確率モデル化していたが、局所領
域の特徴量のみで認識を行う方法が提案されており、constellation modeに匹敵する認識結
果を出している。その手法が第 4章で詳細を述べる Bag-of-Keypoints[1]である。 
Bag-of-Keypoints では画像を局所特徴の集合とみなしてヒストグラム化する手法である
が、空間的な位置情報や前景と背景などを考慮していない問題があった。空間的な位置情
報を付加する手法としては、Lazebnikらは画像を空間的に分割したピラミッドを構築する
Spatial Pyramid Kernelという手法を提案した。また、背景はノイズとなるとしたアプロ
ーチとして、Marszałekらは背景の特徴の影響を抑制する Spatial Weightingという手法を提
案した。その他、前景を抽出する手法として、SVMや AdaBoostを用いてグランドツルース
画像と似た領域をテスト画像から探索する手法が提案された。しかし、これらの前景抽出
手法は抽出のための学習がさらに必要であり、カテゴリ数の増加に従って処理時間も増加
するという問題を抱えている。 
また画像特徴に対する研究も進んでいる。アピアランスを表現する SIFT特徴[2]、人物検
出などに用いられる HOG 特徴 [3]、形状の類似性に着目したシェイプを表現する
Self-Similarity[4]など、さまざまな画像特徴を表現する手法が提案されている。一方で、こ
れらの画像特徴をうまく利用することで精度を改善する研究も盛んである。最近では、こ
れら複数の画像特徴をMultiple Kernel Learningと呼ばれる手法で重みづけて統合するこ
とで特に高精度な認識が可能であると報告されている[5]。このMultiple Kernel Learning
は最適な重みの推定と学習を同時に行えることもあり、今日非常に多くの一般物体認識の
研究で用いられている。 
(なお、本節の執筆に当たり[6]を参考にした) 
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第 3章 関連技術 
 
 
3.1 Bag-of-Keypointsとその派生手法 
3.1.1 Bag-of-Keypoints 
 前述の通り、Bag-of-Keypoints[1]は局所領域の特徴量のみで認識を行う手法である。こ
の手法は、統計的言語処理における bag-of-words modelのアナロジーで、bag-of-wordsが
語順を無視して、文章を単語の集合とみなすのと同様に、画像を局所特徴の集合と捉える
考え方である。実際には図 3.1.1.1に示すように局所特徴の特徴ベクトルをベクトル量子化
することで、画像の特徴点を bag-of-wordsの wordsと同様に扱えるようにする。このベク
トル量子化された特徴は visual wordと呼ばれ、画像はこの visual wordの出現頻度ヒスト
グラムで表現される。L. Fei-Fei らは局所特徴を SIFT 特徴量で表し、全ての特徴量を
k-means クラスタリングして codebook（visual word の集合）を作成し、さらにこの
codebook を用いて学習画像、テスト画像両方の特徴量をベクトル量子化し、その結果から
確率的文書分類手法のLDA (Latent Dirichlet Allocation) を用いて13種類のシーンを64%
の精度で分類を行った[7]。しかし、現在では LDA の代わりに SVM (Support Vector 
Machine) に代表される判別モデル (discriminative model) が利用されるようになった。
SVMは高い汎化性能を持ったクラス分類手法であり、現在さまざまな画像認識問題に応用
されている。通常、Bag-of-Keypointsを用いた認識の流れは図 3.1.1.2のようになる。 
 
 
図 3.1.1.1 Bag-of-Keypointsの考え方[6] 
 
 6
 
図 3.1.1.2 Bag-of-Keypointsによる認識の流れ 
 
3.1.2 Spatial Pyramid Kernel 
 Spatial Pyramid Kernelは局所特徴の空間的位置情報を無視したBag-of-Keypointsに空
間的位置情報を付加した手法で、Lazebnikらによって提案された[8]。図 3.1.2に示すよう
に、画像全体でヒストグラムを作成するものが Level 0、1/4に分割してそれぞれの領域で
ヒストグラムを作成するものが Level 1、というようにピラミッドを Level 3まで作成し、
これらのカーネルを線形結合することで、空間的位置情報を考慮した認識が可能となって
いる。また、Lazebnikらは局所特徴量にエッジ上の勾配に関する特徴を 2スケール×8 方
向の 16 次元で表現した”Weak features”と 16×16 ピクセルのパッチで 8 ピクセルごとに
Grid Sampling した SIFT 特徴である”Strong features”を用いて、15 種類の風景画像を
81.4%の精度で分類した(前述の Fei-Feiらの手法は 15種類に対して 65.9%の精度で分類し
た)。また、Caltech-101を 64.6%の精度で分類した。 
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図 3.1.2 Spatial Pyramid Kernelの概要[8] 
 
3.1.3 Spatial Weighting 
 Spatial Weighting は背景の影響力を抑えるべく重みづけた Bag-of-Keypoints であり、
Marszałekらによって提案された[9]。この手法ではあらかじめ作成したグランドツルース(正
解画像)の前景とマスク画像の位置関係を学習しておき、入力画像の局所特徴に対して学習
済みのマスクの位置関係を適用していくことで、図 3.1.3の 2列目に示したような重みマッ
プを作成し、これをヒストグラム構築時の重みとして利用することで背景の特徴による影
響を抑制することが可能となっている。 
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図 3.1.3 Spatial Weightingの概要[9] 
 
 
3.2 画像特徴量 
 
 今日のコンピュータビジョンの世界では、画像の持っている特性を数字で表現し、それ
らの数字を用いることで、画像認識や画像復元などを行っている。この節では今日のコン
ピュータビジョンの世界で用いられているいくつかの画像特徴を紹介する。なお、SIFTと
HOGの執筆にあたって [10]を参考にした。 
 
3.2.1 SIFTとその派生手法 
 SIFT(Scale Invariant Feature Transform)[2]は D. G. Loweによって提案された局所特
徴量であり、今日のコンピュータビジョンの研究で最も用いられている画像特徴といえる。
この項では SIFTだけでなく、それらを応用した派生手法に関しても述べる。 
 
3.2.1.1 SIFT 
 SIFTとはスケール変化、回転、照明変化、JPEG圧縮に頑健な特徴の検出、特徴量記述
が可能なアルゴリズムであり、図 4.2に示すように画像中の勾配に関する特徴を表現するこ
とができる。 
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図 3.2.1.1 SIFT特徴 
 
 SIFT の処理は特徴点（キーポイント）の検出(detection)と特徴量の記述(description)の
2つのステージからなり、以下のような処理を行う。 
detection



ライズキーポイントのローカ
ト検出スケールとキーポイン　
.2
.1
 
description



　　特徴量の記述　　　　
算出オリエンテーションの
.4
.3
 
 1.スケールとキーポイント検出では、DoG(Difference of Gaussian)処理によりスケール
とキーポイントの候補点を検出し、2.キーポイントのローカライズでは 1.で検出された候補
点からキーポイントとして向かない点を削除し、サブピクセル推定を行う。3.オリエンテー
ションの算出では、回転に不変な特徴を得るためにキーポイントのオリエンテーションを
求める。4.特徴量の記述では、3.で求めたオリエンテーションに基づいてキーポイントの特
徴記述を行う。以下で詳細を述べる。 
 
3.2.1.1.1 スケールと候補点検出 
 候補点検出では、DoG 処理を用いてスケールスペースにおける極値探索を行うことで、
候補点の位置とスケールを決定する。 
 
3.2.1.1.1.1 LoGによるスケール探索 
 Koenderinkや Lindebergにより、特徴点のスケール探索にはガウス関数が有効であるこ
とが証明された。Lindeberg はガウシアンカーネルを用いたスケールスペースとして
Scale-normalized Laplacian-of-Gaussian(LoG)を提案している。LoGは、画像にスケール
σ を変化させながら次式で示される LoG オペレータ（図 3.2.1.1.1.1）を適用することで、
その極大位置を特徴点のスケールとする。 
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図 3.2.1.1.1.1 LoGオペレータ[10] 
 
ここで、σ はガウシアンフィルタのスケール、 xと yは注目画素からの距離である。しか
し、LoGは計算コストが高いため、効率的な極値検出法として LoweによってDifference-of- 
Gaussian(DoG)を用いる手法が提案されている。DoGと LoGの関係は次式から導かれる。 
G
G 2∇=
∂
∂
σ
σ
 (2) 
ここで Gはガウス関数、右辺はガウス関数の 2次微分(LoG)である。この式はさらに次式の
ように表すことができる。 
σσ
σσ
σ −
−
≈
∂
∂
k
yxGkyxGG ),,(),,(
 (3) 
これらの式から、次式がなりたつ。 
σσ
σσ
σ
σ
−
−
≈
∂
∂
=∇
k
yxGkyxGG
G
),,(),,(2  (4) 
この式を書き直すと、次式のようになる。 
),,(),,()1( 22 σσσ yxGkyxGGk −≈∇−  (5) 
ここで、左辺は LoGの(k-1)倍であり、DoGが LoGの近似であることがわかる。よって SIFT
では計算効率の良い DoGを適用する。 
 
3.2.1.1.1.2 DoG処理 
 キーポイント候補点は、入力画像 ),( vuI と各スケールのガウス関数 ),,( σyxG を畳み込
んだ平滑化画像 ),,( σvuL の差分(DoG画像)から求める。それぞれ以下の式により求める。 
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DoGの結果の画像 ),,( σyxD は次式で求めることができる。 
),,(),,(
),(*)),,(),,((),,(
σσ
σσσ
vuLkvuL
vuIyxGkyxGvuD
−=
−=
 (8) 
この処理を 0σ から k倍ずつ大きくした異なるスケール間で行うことで、図 3.2.1.1.1.2のよ
うな複数の DoG画像を生成する。 
 
 
 
図 3.2.1.1.1.2 DoG処理の流れ[10] 
 
σ が一定の割合で増加し続けるとガウシアンフィルタのウインドウサイズが大きくなる問
題が発生するが、SIFTでは画像をダウンサンプリングすることによってσ の変化の連続性
を保持した平滑化処理を実現している。 
 
 
3.2.1.1.1.3 σ の連続性を保持した平滑化処理 
 σ の連続性を保持した平滑化処理の流れを図 3.2.1.1.1.3に示す。 
 
 12
 
図 3.2.1.1.1.3 σ の連続性を保持した平滑化処理[10] 
 
はじめに、入力画像を初期値である 0σ で平滑化を行い、平滑化画像 )( 01 σL を得る。次にk
倍した 0σk で平滑化を行い、 )( 01 σkL を得る。この処理を繰り返すことにより、スケールの
異なる複数の平滑化画像を得る。この処理 1セットを 1オクターブと呼ぶ。 
次に、平滑化画像の中から 02σ で平滑化された画像 )2( 01 σL を半分のサイズにダウンサンプ
リングする。ダウンサンプリングされた画像 )( 02 σL と元画像には次式のような関係が成立
する。 
)()2( 0201 σσ LL ≈  (9) 
この関係を用いてσ の最大値を制限することで、ウインドウサイズによる計算量の増加を
防ぐことができる。 
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 σ の増加率 kは、1オクターブのスケールスペースの分割数により決定し、1オクターブ
でスケールスペースは 0σ から 02σ まで増加するため、分割数を s とすると増加率 k は
2/12=k となる。極値探索には DoG 画像を 3 枚 1 組で処理することから、s 枚の極値検出
対象画像を得るためには s+2枚の DoG画像、つまり s+3枚の平滑化画像が必要となり、Ⅰ
オクターブにおける平滑化は s+3回行う。 
 ダウンサンプリングを行うため、1枚の入力画像に対するオクターブ数は入力画像のサイ
ズに依存し、画像の一辺の大きさが閾値以下になったときに処理を終了する。 
 
3.2.1.1.1.4 DoG画像からの極値検出 
 DoG は異なるスケールの平滑化画像の差分であるため、DoG の値が大きくなるσ では、
スケールの変化領域にエッジなどの情報量を多く含んであると言える。よって DoG画像か
ら極値を検出することでキーポイントとスケールを決定する。極値の検出は前述のように
DoG画像を 3枚 1組で行う（図 3.2.1.1.1.4）。注目画素と周囲の 26近傍を比較し、極値で
あった場合にはその画素をキーポイント候補点として検出する。この処理をσ の小さい
DoG 画像から行う。極値が検出された画素は、それよりも大きいスケールで検出されても
キーポイントの候補点とはしない。この処理をスケールの異なる DoG画像の全ての画素に
対して行う。スケールスペースの極値の性質として、例えば画像サイズが 2 倍になると、
DoG の極値探索によりキーポイントのスケールも比例して 2 倍になる。このようにして特
徴をもっとも含むスケールσ を自動的に決定するため、空間的に同範囲の領域から特徴量
を記述することで、SIFTは拡大・縮小に不変な特徴量となっている。 
 
 
図 3.2.1.1.1.4 極値検出の流れ[10] 
 
 
3.2.1.1.2 キーポイントのローカライズ 
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 キーポイント候補点の中には、DoG 出力値が小さい（コントラストが低い）点やエッジ
上の点が含まれており、これらの点はノイズや開口問題に影響を受けやすく、キーポイン
トとしては不向きである。これらの点を主曲率とコントラストを用いて絞込み、さらにサ
ブピクセル推定により位置とスケールを算出する。 
 
3.2.1.1.2.1 主曲率によるキーポイントの絞り込み 
 エッジ上に存在するキーポイント候補点の削除には主曲率を用いる。候補点における 2
次元ヘッセ行列H を次式により計算し、主曲率を求める。 






=
yyxy
xyxx
DD
DD
H  (10) 
行列内の導関数は、候補点の位置での DoG出力値の 2次微分から得られる。ここで、ヘッ
セ行列から求められる第 1 固有値をα 、第 2 固有値を β とする。ただし、 βα > とする。
この時、対角成分の和 )(HTr と行列式 )(HDet は次式で求められる。 
βα +=+= yyxx DDHTr )(  (11) 
αβ=−= 2)()( xyyyxx DDDHDet  (12) 
さらに、γ を第 1固有値と第 2固有値の比率とし、 γβα = とすると次式が成り立つ。 
γ
γ
γβ
βγβ
αβ
βα 2
2
222 )1()()(
)(
)( +
=
+
=
+
=
HDet
HTr
 (13) 
このγ はα とβ の比率で値が決まることから、固有値を求めることなくエッジ上の点であ
るかを判別することが可能となる。このγ に対して次式の閾値処理を施すことによりキーポ
イント候補点を削除する。 
th
th
HDet
HTr
γ
γ 22 )1(
)(
)( +
<  (14) 
[2]では 10=thγ を採用しており、その場合の閾値は 12.1となる。 
 
3.2.1.1.2.2 キーポイントのサブピクセル位置推定 
 前述の通り、サブピクセル推定を用いて位置とスケールを算出する。具体的には 3 変数
),,( σyx の 2次関数をフィッティングすることで算出する。ある点 Tyx ),,( σ=x での DoG
関数 )(xD をテイラー展開すると次式のようになる。 
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x
x
xx
x
x
2
2
2
1
)(
∂
∂
+
∂
∂
+=
DD
DD T
T
 (15) 
この式についてxに関する偏導関数を求め、これを 0とすると次式が成り立つ。 
0ˆ
2
2
=
∂
∂
+
∂
∂
x
xx
DD
 (16) 
この時、xˆはキーポイント候補点のサブピクセル位置を表す。この式を変形すると次式のよ
うに表される。 


















∂
∂
∂
∂
∂
∂
−=




































∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
σ
σ
σσσ
σ
σ
D
y
D
x
D
y
x
D
y
D
x
D
y
D
y
D
xy
D
x
D
xy
D
x
D
2
222
2
2
22
22
2
2
 (17) 
キーポイント候補点のサブピクセル位置 xˆを得るために上式を変形すると字式のように表
せる。 


















∂
∂
∂
∂
∂
∂


















∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
−=


















−
σσσσ
σ
σ
σ
D
y
D
x
D
D
y
D
x
D
y
D
y
D
xy
D
x
D
xy
D
x
D
y
x
1
2
222
2
2
22
22
2
2
 (18) 
この式を解くことによって、キーポイント候補点のサブピクセル位置 ),,(ˆ σyx=x を得る。 
 
3.2.1.1.2.3 コントラストによるキーポイント絞り込み 
 ここではサブピクセル位置でのDoG出力を算出することでコントラストによるキーポイ
ントの絞り込みを行う。上式は次のように表せる。 
xx
x
∂
∂
∂
∂
−=
−
DD
2
12
ˆ  (19) 
上式を DoG関数のテイラー展開の式に代入すると、次式が得られる。 
x
x
x ˆ
2
1
)ˆ(
∂
∂
+=
T
D
DD  (20) 
Dは DoG関数であり、 xˆはサブピクセルを表しているため、上式はサブピクセル位置での
DoG出力値を表し、この値を用いてキーポイント削除の判別を行う。文献[2]では、閾値と
して 0.03 を用いている。出力値が閾値よりも小さい場合、つまりコントラストが低い場合
には、ノイズに影響されやすい点であるとしてこの候補点を削除する。 
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3.2.1.1.3 オリエンテーションの算出 
 検出したキーポイントに対し、特徴量の記述(description)を行う。まず検出されたキーポ
イントのオリエンテーションを算出する。オリエンテーションとはキーポイントにおける
方向を表し、特徴量記述の際にオリエンテーションにおける方向を表し、特徴量を記述す
る際に正規化を行うことで、回転に不変となる。キーポイントのオリエンテーションを求
めるには、まずキーポイントが検出された平滑化画像 ),( vuL の勾配強度 ),( vum と勾配方向
),( vuθ を以下の式により算出する。 
),(
),(
tan),(
),(),(),(
1
22
vuf
vuf
vu
vufvufvum
u
v
vu
−=
+=
θ
 (21) 



−−+=
−−+=
)1,()1,(),(
),1(),1(),(
vuLvuLvuf
vuLvuLvuf
v
u
 (22) 
これらを用いて、次式により重み付き方向ヒストグラムhを作成する。 
),(),,(),(
)],(,'[),('
yxmyxGyxw
yxyxwh
x y
⋅=
⋅=∑∑
σ
θθδθ
 (23) 
ここで θh は、方向を 36 方向に量子化したヒストグラムであり、 ),( yxw は画素 ),( yx での
重みであり、キーポイントが持つスケールサイズのガウス窓 ),,( σyxG と勾配強度 ),( yxm
から算出する。δ は Kroneckerのデルタ関数であり、勾配方向 ),( yxθ が量子化した方向 'θ
に含まれるときに 1 を返す。このとき、ガウス窓のスケールにはキーポイントのスケール
を適用する。ガウス窓による重み付けを行うことで、キーポイントに近い特徴量がより強
く反映される。このようにして算出されたヒストグラムの最大値の 80%以上であるピーク
をキーポイントのオリエンテーションとする。よって 1 つのキーポイントに対し複数のオ
リエンテーションが割り当てられる場合も存在する。 
 
3.2.1.1.4 特徴量の記述 
 検出したオリエンテーションを元に、SIFT記述子を用いて128次元の特徴量を記述する。
まず図 4.2.4.1に示すように、特徴記述を行う領域をキーポイントのオリエンテーション方
向に回転する。特徴量の記述にはキーポイント周辺領域の持つ勾配情報を用い、勾配情報
はキーポイント中心からそのキーポイントのスケールを半径とする円領域内から求める。
次に図 4.2.4.2 に示すように、周辺領域を一辺が 4 ブロックの計 16 ブロックに分割し、ブ
ロックごとに 8 方向の勾配方向ヒストグラムを作成する。このヒストグラムはキーポイン
トのオリエンテーションのヒストグラムと同様の作成方法で求める。各ブロックで 8 方向
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のヒストグラムを作成することから 4*4*8=128 次元の特徴ベクトルとしてキーポイントの
特徴を記述する。このようにキーポイントのオリエンテーション方向に座標軸を合わせた
領域で特徴記述を行うため、回転に不変な特徴量となる。また、128次元の各特徴ベクトル
の長さはベクトルの総和で正規化を行うことにより、照明変化に対して頑健な特徴量とな
る。 
 
 
図 3.2.1.1.4.1 特徴記述を行う領域[10] 
 
図 3.2.1.1.4.2 ブロックごとの特徴量記述[10] 
 
3.2.1.1.5 SIFTの利用例 
 Bag-of-Keypointsなどで用いられるほか、図 3.2.1.1.5に示すような異なる画像間での対
応点探索が可能である。これは一方の画像で抽出された各キーポイントの SIFT 特徴量と、
異なる画像中に含まれる全キーポイントの特徴量とのユークリッド距離d を算出し、d が
最小となる点同士を対応点とすることで検出する。 
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図 3.2.1.1.5 対応点探索例 
 
3.2.1.2 PCA-SIFT 
 PCA-SIFT[11]は SIFT の勾配情報に対し、主成分分析(PCA)を適用することで性能改善
を行った手法である。アルゴリズムとしては、特徴点検出とオリエンテーションの算出は
SIFTと同じで、最後の特徴記述のステップが異なる。 
 SIFTではキーポイントのスケールに対応した領域を 4*4のブロックに分割し、各ブロッ
ク内で 8 方向の方向ヒストグラムを作成することで、4*4*8=128 次元の特徴量を記述する
が、PCA-SIFT ではキーポイントのスケールに対応した領域を 41*41 のパッチにリサンプ
リングし、パッチ内の水平方向と垂直方向の 2 方向の勾配強度を算出することで、
39*39*2=3042次元の特徴量を得る。この 3042次元の特徴量に対して主成分分析を適用す
ることで次元圧縮を行う。 
 ノイズ・回転・スケール変化・アフィン変化・照明変化のある画像を用いた SIFTとの比
較実験の結果、全ての場合で PCA-SIFT の方が、性能が高いことが報告されており、また
特徴量が次元圧縮されているため、高速に処理を行うことができる。 
 
3.2.1.3 CSIFT 
 SIFT は色情報を含まないが、色はマッチングや物体認識に役立つ情報であり、CSIFT 
(Colored SIFT) [12]はグレー空間を用いる代わりに色不変空間での SIFT 記述を行う。
CSIFT で用いられる色不変モデルは Geusebroek らによって提案されたモデルであり、こ
のモデルでは色不変を実現するために反射スペクトルを次式でモデル化した
Kubelka-Munk理論を適用する。 
 19
)(),(),())(1)(,(),( 2 xxexRxxexE ff
rrrrrr ρλλρλλ +−= ∞  (24) 
ここで、λは波長、xrは画像の位置を表す 2次元ベクトル、 ),( xe rλ は輝度スペクトル、 )(xf rρ
はフレネル反射率、 ),( xR rλ∞ は物体反射率、Eは視点方向の反射スペクトルを表す。等しい
エネルギー輝度を想定することにより、スペクトルに関する構成要素は波長に不変であり、
位置を変化させることができ、実際のケースのほとんどに適用することができるため、Eを
λで微分した λE 、二階微分した λλE を用いて、視点やオリエンテーション、輝度方向など
に影響を受けない反射特性H を求めることができる。 
)),((
),(
/
),(
2
2
xRf
xRxR
E
E
H
r
rr
λ
λ
λ
λ
λ
λλ
∞
∞∞
=
∂
∂
∂
∂
== λ
 (25) 
 RGB 空間からこれらの不変量の計算を行うために、一般モデルとしてガウシアンカラー
モデルが用いられる。このモデルでは RGB 空間からの線形変換がスペクトルの微分商
)ˆ,ˆ,ˆ( λλλ EEE が用いられる。この時、空間の微分商 )ˆ,ˆ,ˆ( xxx EEE λλλ はガウシアン微分フィルタと畳
み込むことによって得られる。RGBから XYZ(CIE 1964 XYZ表色系)への線形変換と、XYZ
からガウシアンカラーモデルへの線形変換の結果を用いることで、RGB でのガウシアンカ
ラーモデルの結果が次式のように示される。 




















−
−=










B
G
R
E
E
E
17.6.34.
35.04.3.
27.63.06.
ˆ
ˆ
ˆ
λλ
λ  (26) 
 Abdel-Hakim らは様々な照明方向、照明強度、視点などの画像を含んでいるデータセッ
ト ALOI(Amsterdam Library of Object Images)に対して評価実験を行い、多くの場合で
CSIFTがすぐれていることを示している。 
 
3.2.1.4 BSIFT 
 SIFTはキーポイント周辺を含んだ領域の勾配情報の記述を行うため、対象物体以外の背
景領域を含んで記述することがある。Steinら[13]は物体と背景の境界情報を用いることで、
物体領域のみの情報による特徴点検出と記述する BSIFTを提案している。ただし、BSIFT
では境界情報が重要であり、境界情報が既知であるか、距離画像などから情報を得た画像
を対象としている。 
 BSIFTは DoGのための平滑化としてガウス関数ではなく、以下の式を用いる。 , 	 ← , 	 + ∇, 	 (27) 
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∇, 	 =  +  (28) 
は繰り返し回数であり、式(28)はラプラシアンフィルタ、式(27)は 2 次微分を用いた平滑
化である。式(27)を用いることで、物体の境界に注目した平滑化を行う。 
 SIFT はキーポイントを中心としたガウス分布を重みとして輝度勾配ヒストグラムを作
成するが、これでは背景領域も含んでしまうため、BSIFT ではガウス分布と距離情報を用
いて距離変換した値を掛け合わせて重み分布とする。これにより、背景領域の影響を抑え
た SIFT特徴量を得ることができる。 
 
3.2.1.5 SURF 
 Bayらが提案した SURF[14]は SIFTの高速化改良として知られており、若干精度が落ち
るものの、ARなど高速な処理が必要な技術に取り入れられている。SIFTでは複数の DoG
画像に対して処理を加えることでキーポイントを検出していたが、この処理は SIFTアルゴ
リズムの中でも計算コストが高いという問題を抱えていた。そこで SURF では
Hessian-Laplace 検出器を近似した Box Filter を使用し、この出力値の算出に Integral 
Image[15]を用いることで、高速な処理を可能にしている。 
 
3.2.2 HOGとその派生手法 
 HOG特徴量[3]は、SIFTと同様に局所領域の輝度勾配強度とその方向を用いてヒストグ
ラム化した特徴量である。SIFT は局所領域に対して特徴量を記述するが、HOG では一定
領域に対して特徴量の記述を行う。これにより、特徴に位置情報が付加され、大まかな物
体形状を表現することができるため、人検出や車検出などの物体認識に用いられている。 
 
3.2.2.1 HOG 
 前述のとおり HOG 特徴は画像の勾配強度と勾配方向のヒストグラムを計算することで
得られる。ここではHOG特徴の算出方法について述べる。 
 まず、はじめに各ピクセルの勾配強度と勾配方向を SIFTと同様に次式より算出する。 , 	 = , 	 + , 	 (29) 
, 	 = tan ,	 ,	 (30) 
!, 	 =  + 1, 	 −  − 1, 	, 	 = ,  + 1	 − ,  − 1	 (31) 
 次に、このように算出された勾配強度と勾配方向を用いて、5×5 ピクセルを 1セルとし
た領域の勾配ヒストグラムを作成する。この時、勾配方向は 0°～180°を 20°ずつ 9方向
に量子化する。 
 さらに各セルで作成した勾配ヒストグラムを 3×3セルを 1ブロックとして正規化を行う。
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このブロックの正規化は、k番目のブロックの特徴量(81次元)を$とすると、次式で表現で
きる。 
 = ‖&'‖( (32) 
この正規化は 1セルずつずらしながら行う。つまり、1セルが最大で 9回正規化される。 
 以上のようなアルゴリズムによってHOG特徴は一定領域の勾配情報を記述できる。また、
HOG 特徴量はセルサイズや画像サイズなどによって次元数が異なり、30×60 ピクセルの
画像に対し、HOG 特徴の記述を行った場合、横方向に 4 ブロック、縦方向に 10 ブロック
の合計 40 ブロックに対して正規化を行うこととなり、得られる特徴の次元は 40×81 次元
=3240次元となる。 
 
3.2.2.2 PHOG 
PHOG(Pyramid Histogram of Oriented Gradients)[16]はHOG特徴にSpatial Pyramid 
Kernel同様、空間的な位置情報を付加すべく、ピラミッド化した特徴量であり、A. Bosch
らによって提案された。図 3.2.2.2に示すように、Spatial Pyramid Kernel同様、画像を空
間的に分割し、それぞれの領域内でHOG特徴量のヒストグラムを作成することで位置情報
を付加した特徴量となっている。本来の手法は 180 度を 9 方向に分割しているが、この手
法を提案した論文では 10,20,30,40 で実験を行い、20 の時に最も画像認識のパフォーマン
スが高いとしている。また、従来のHOGではブロック単位の正規化を行いながら高次元の
特徴を記述するが、この手法では各セル内の勾配方向に一番近いビンに勾配方向を加算し
ていくことでヒストグラムを作成している。 
 
 
図 3.2.2.2 PHOGのヒストグラム作成方法[16] 
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3.2.3 Self-Similarity 
 Self-Similarity[4]は図 3.2.3.1 に示すような相似性に着目した局所特徴量であり、E. 
Schechtmanらによって提案された。 
Self-similarityは画像の一部(画像の 5%程度)の特徴を示す局所特徴量となっており、こ
の特徴は図 3.2.3.3、図 3.2.3.4に示すような画像認識(物体検索やスケッチ検索)、映像認識
(動き検出)などに応用できる。 
アルゴリズムとしては、各ピクセル qに対して、qを中心とする 5*5のパッチと、さらに
それを囲む領域(5%程度、80*80とか)内を CIE L*a*b*空間でテンプレートマッチングのよ
うに SSD (Sum of square difference)を用いて比較する。さらに SSDを次式で正規化する
ことで”correlation surface” Sqに変換する(図 3.2.3.2)。 






−=
))(var,max(var
),(
exp),(
q
yxSSD
yxS
autonoise
q
q  
ここで、varnoiseは色や輝度、ノイズ由来などの画素値の分散に相当する項であり、varauto
はパッチのコントラストやパターン構造を考慮する項である。varauto は、実装では q に隣
接するパッチのうち、最も画素値の差が大きいものの値としている。さらにこの Sqを対数
極座標変換し、20 方向、4 つの半径に分割する。各ビンには最大相関値を割り当てる。こ
のようにしてできた 80 次元の特徴を最後に[0,1]で正規化してできた特徴ベクトルが
Self-similarityである。 
一般物体認識に応用するにおいては、特徴をグリッドサンプリングしたあと、BoK 同様
ベクトル量子化をすることでヒストグラム化できると考えられ、実際に Vedaldiらも一般物
体認識においてこの特徴を使って(ほかには BoK (dence SIFT)と geometric blur features
を用いている)非常によいスコアを出している[17]。 
 
 
図 3.2.3.1 Self-Similarities[4] 
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図 3.2.3.2 Self-Similarity descriptors[4] 
 
 
図 3.2.3.3 物体検出[4] 
 
 
図 3.2.3.4 スケッチ画像検索[4] 
 
3.2.4 色特徴 
 色を表現する色空間は通常 3つ、および 4つの方向性を備える空間で表現され、RGBを
はじめ、HSVや YcbCrなど様々な色空間が存在する。この項では、主に用いられている色
空間をいくつか紹介する。 
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3.2.4.1 CIE RGB 
RGB は Red、Green、Blue の光の三原色からなる色空間である。光の三原色のため加法 
混色によって表される。黒の状態にそれぞれ赤緑青をどの程度加えたかによって表現され 
る。一般的なビットマップファイルでは 3 色に 8 ビットずつ割り当て 24 ビットとし、
全て 0 の状態を黒、数値が増えるごとに白くなりすべて 255 の状態を白として表す。24 
ビットの場合表すことのできる数は 1677 万 7216 色となる。図 3.2.4.1 に加法混色の図
を示す。 
 
 
図 3.2.4.1 加法混色 
 
3.2.4.2 CMY 
CMYは Cyan、Magenta、Yellowの色の三原色からなる色空間である。色の三原色のた
め減法混色によって表される。白の状態にそれぞれシアン、マゼンタ、イエローをどの程
度加えたかによって表現される。一般的にはプリンタの印刷などに利用される。なおプリ
ンタのインクではすべて混ぜても黒がきれいに表現されないため、別途黒インクを利用し
ている。図 3.2.4.2に減法混色の図を示す。 
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図 3.2.4.2 減法混色 
 
3.2.4.3 HSV 
 HSV は色相(Hue)、彩度(Saturation)、明度(Value)の 3 つの成分からなる色空間であり
1978年に Alvy Ray Smith により考案された RGB色空間の非線形変換である。色相は色
の種類を表し、彩度は色の鮮やかさ、また明度は色の明るさを示す。彩度が低下するとく
すんだ(灰色がかった)色へと変化する。RGB に比べ、画像の明暗に左右されにくいため照
明変化に強く、コンピュータビジョンでは肌色検出などに特に用いられる。図 3.2.4.3に環
状のHSV色空間の図を示す。 
 
 
図 3.2.4.3 環状のHSV色空間[18] 
 
3.2.4.4 L*a*b* 
 CIE L*a*b*は国際照明委員会(CIE)が策定した色空間であり、L*は色の明度で黒と白の
間、a*は緑と赤の間、b*は青と黄色の間に対応しており、3次元空間でないと正しく表現で
きない。図 3.2.4.4に L*a*b*色空間の図を示す。 
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図 3.2.4.4 L*a*b*色空間[19] 
 
3.3 顕著性マップ 
顕著性マップとは視覚的注意を表現するモデルであり、物体認識や物体追跡、物体検出
などに応用可能であるとされている。ここでは代表的なモデルである Itti らのモデルや物
体抽出に応用が可能である Liuらのモデルについて紹介する。 
 
3.3.1 L. Ittiらのモデル 
 Ittiらのモデル[20]は顕著性マップの先駆けのモデルとして広く知られており、受容野を
シミュレートしたコントラスト差などを用いることで画像中で視覚的注意を惹きやすい領
域を示す手法となっている。本節では Ittiらの Saliency Mapの生成方法とその出力結果に
ついて述べる。 
 
3.3.1.1 Ittiらの Salieny Mapの作成方法 
 まず入力画像から Gaussian Pyramid によりダウンサンプリングした 9枚のスケール画
像(スケール }8...0{∈c 、0 は元画像、8 は 1/256 に縮小)を作成する。次にそれぞれの画像
の各ピクセルに対して Center-Surround のスケール間差分を求め、特徴量マップの作成を
行う。ここで、求める特徴量は輝度成分 )(cI 、色成分(赤 )(cR 、緑 )(cG 、青 )(cB 、黄 )(cY )、
方向成分 ),( θcO であり、RGB(式中では rgbで表記する)を用いてそれぞれ以下に示すよう
に定義する。 
3/)( bgrI ++=  (33) 
2/)( bgrR +−=  (34) 
2/)( brgG +−=  (35) 
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2/)( grbB +−=  (36) 
bgrbrY −−−+= 2/||2/)(  (37) 
方向成分 ),( θcO はGabor Filterを用いて }135,90,45,0{ °°°°=θ の4方向の成分を抽出す
る。本研究では Gabor Filterの窓幅は 8*8を用いた。 
 また、Centerはスケール }4,3,2{∈c の画像における画素であり、Surroundとは }4,3{∈δ
とすると、スケール δ+= cs のスケール画像の画素である。以下の式によりスケール間差
分(⊖)で求める。 
)(|),( cIscI = ⊖ |)(sI  (38) 
))()((|),( cGcRscRG −= ⊖ |))()(( sRsG −  (39) 
))()((|),( cYcBscBY −= ⊖ |))()(( sBsY −  (40) 
),((|),,( θθ cOscO = ⊖ |)),( θsO  (41) 
 ),( scI 、 ),( scRG 、 ),( scBY は cの 3通りと sの 2通りで 6マップ、 ),,( θscO はさらに
θ の 4通りで 24マップ存在する。 
 さらにこれらの特徴量マップを以下の式で結合し、3chのマップを作成する。 
)),(( scINI sc ⊕⊕=  (42) 
))],(()),(([ scBYNscRGNC sc +⊕⊕=  (43) 
∑
°°°°∈
⊕⊕=
}135,90,45,0{
)),,((
θ
θscONO sc  (44) 
ここで、式中の )(•N は各マップの正規化処理を表す。本研究では各マップの画素値を 0か
ら 1 に正規化し、最大値M とそれ以外の領域での各画素の平均値m を計算し、全体に
2)( mM − をかけることによって正規化処理を行う。これによって全体的に値の高い(各画
素で差が小さい)マップは値が低くなり、局所的に値が高いマップはより値を高くすること
ができる。 
 最後に、これらのマップを次式のように線形和を求めることで顕著性(Saliency)を求める
ことができる。 
3
)()()( ONCNIN
Saliency
++
=  (45) 
 
3.3.1.2 Ittiらの Saliency Mapの出力例 
 図 3.3.1.2に実際の Saliency Mapの出力例を示す。注意を引きやすい領域が示されてい
るが、色への依存が非常に強く、物体抽出に用いるには困難であることがわかる。 
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図 3.3.1 Saliency Mapの出力例(左図が入力画像、右図が出力画像) 
 
3.3.2 F. Stentifordらのモデル 
 Itti らの Saliency Map は近傍と特徴が異なる領域を表現していたが、Stentiford らの
Saliency Map[21]は他の領域に存在しない特徴を持つ領域を表現する。Ittiらの定義では背
景が物体のテクスチャよりも複雑で、背景のコントラストが物体のコントラストより高い
場合に背景のほうが、顕著度が高くなる可能性があるためである。 
 Stentifordらの Saliency Mapの作成方法の流れを図 3.2.2.1に示す。 
 
 
図 3.3.2.1 フローチャート 
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まず処理対象のピクセル xを定義し、xから半径 rの近傍領域から n個ランダムにピクセ
ルを選ぶ。またその他の領域からランダムにピクセル yを選択し、xの場合と同様に n個の
ランダムなピクセルを選択する。加えてカウンタ Iをインクリメントする。Iが閾値 Lの値
を越えていなければ、xと yの近傍ピクセルでのマッチング処理が行われる。このマッチン
グ処理では xの n個全てのピクセルの色と y の n個全てのピクセルの色が一致していれば
近傍が一致したとみなし、一致していなければあらたに y を選びなおす。一致するたびに
平均特徴量 avgを yの特徴量で更新し、マッチカウントMをインクリメントする。さらに
新たに x の近傍から n 個のピクセルを選択する。この処理を繰り返し、y を L 回よりも多
く選択した時点、つまり Iが Lよりも大きくなった時点で、マッチカウントMが閾値m（通
常はm=L*0.1を用いる）を超えていれば avgを xの特徴量で置換し、新たに xを選択する。
（この置換は全ピクセルの処理が終了したときに行う。）超えていなければ xの特徴量を保
持して新たな xを選択する。これによって顕著な領域（M<mの場合）を保持しつつ、非顕
著な領域を平滑化する。全ピクセルの処理が終了すると、非顕著な領域を各時点の avg で
置き換えた平滑化画像と顕著性マップを出力する。図 3.3.2.2 のように顕著な領域は緑で、
非顕著な領域は赤で出力される。実験では以下のパラメータが用いられている。
L=10,m=1,d=50,r=1,n=3 
 
 
図 3.3.2.2 カラー画像の出力結果 
 
3.3.3 T. Liuらのモデル 
 多くの Saliency Mapでは視覚的注意を引きやすい”領域”を示すことを目的としているが、
T. Liuら[22]は視覚的注意を引きやすい”物体”を示すモデルを提案している。”物体”を示す
ために、Liuらは center-surroundをはじめとする局所的・領域的・大域的な 3つの特徴を
定義し、独自に作成したグランドツルースからそれらの特徴を線形結合するための最適な
重みを学習している。 
 
3.3.3.1 T. Liuらの Saliency Mapの作成方法 
 前述のとおり、Liuらは重みを学習し、3つの特徴をその重みを用いて線形結合する
ことで Saliency Mapを作成した。3.3.3.1.1で重みの学習方法を述べた後、3.3.3.1.2で
結合される 3つの特徴量について述べる。 
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3.3.3.1.1 CRFによるグランドツルースからの重み学習 
「何が画像中で顕著な物体であるのか」という問題を表現するために、複数のユーザ(論
文中では 3 人)によって長方形領域でラベリングされたグランドツルースを作成することで、
顕著確率マップG を作成する。 
]}1,0[|{ ∈= xx ggG  (46) 
∑
=
=
M
m
m
xx a
M
g
1
1
 (47) 
ここで ma はm 番目のユーザによるラベリング結果を意味する。 
CRF (Conditional Random Field) の枠組みで対象画像 Iから得られるラベル }{ xaA =
の確率を条件付分布 ))|(exp(1)|( IAE
Z
IAP −= でモデル化する。ここで Z は分配関数で
ある。またエネルギー )|( IAE を、K個(論文中では 3個)の顕著特徴量と隣接ピクセルとの
特徴量の線形結合によって次式のように定義する。 
∑∑ ∑
=
+=
x
K
k xx
xxxkk IaaSIaFIAE
1 ',
' ),,(),()|( λ  (48) 
ここで、 kλ は k番目の特徴量の重みであり ', xx は 2つの隣接ピクセルである。 
 kF はピクセル xが顕著な物体に属すかそうでないかを示し、全ピクセルに対して 0 から
1に正規化を行った各特徴マップ ),( Ixfk を用いて次式のように定義する。 



=−
=
=
1),(1
0),(
),(
kk
xk
xk
aIxf
aIxf
IaF  (49) 
 ),,( ' IaaS xx は 2つの隣接ピクセルの空間的関係をモデル化したものであり、次式のよう
に定義する。 
)exp(),,( ','' xxxxxx daaIaaS β−⋅−=  (50) 
 ここで、 '', xxxx IId −= は色差の L2 ノルムであり、 ( ) 12'2 −−= xx IIβ である。 ⋅ は
期待値をあらわす。ただし、この項は隣接ピクセルとのラベルが異なる場合にのみ加算さ
れるペナルティ項である。 
 CRF 学習の目的は特徴量の最適な線形結合を得るために重み付けベクトル { }K
kk 1== λλ を
最尤基準の下で推定することである。与えられた N 枚の学習画像 N
n
nn
AI 1},{ = に対して、最
適なパラメータは次式で示す対数尤度を最大化する。 
 32
∑=
n
nn IAP );|(logmaxarg* λλ
λ
 (51) 
この対数尤度の kλ に関する導関数は 2つの期待値の差に等しい。 
)|();|(
),(),(
);|(log
nnnn
GAP
nn
k
IAp
nn
k
k
nn
IAFIAF
d
IAPd
−
=
λ
λ
λ
 (52) 
勾配降下方向は、 
∑ ∑ 






−∝∆
n ax
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x
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x
nn
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nn
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,
))|(),();|(),(( λλ  (53) 
ここで、 );|();|(
\
λλ ∫= n
x
n aA
nn
x
nn
x IAPIap は周辺分布であり、 )|( nxnx gap はラベル付けされ
たグランドツルースから求める。 



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=
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01
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n
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x
n
x
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ag
gap  
周辺分布 );|( λnnx Iap の正確の計算は困難であるため、pseudo-marginalを用いて近似を行
う。 
 なお、著者らの学習結果では最もよい重みベクトルは、 }22.0,54.0,24.0{=λ
r
となってい
る。 
 
3.3.3.1.2 顕著な物体を定義するために用いる特徴量 
 顕著な物体を定義するために、局所的、領域的、大域的な特徴量を定義する。 
 
3.3.3.1.2.1 Multi-scale contrast 
 マルチスケールのコントラスト特徴 ),( Ixfc をガウシアンピラミッドのコントラストの
線形結合で定義する。 
∑ ∑
= ∈
−=
L
l xNx
ll
c xIxIIxf
1 )('
2
)'()(),(  (54) 
ここで、 lI は(6枚までの)ピラミッドの l番目までの画像を表し、 )(xN は 9×9の窓である。 
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図 3.3.3.1.2.1 Multi-scale Contrastの出力結果[22] 
 
3.3.3.1.2.2 Center-surround histogram 
 顕著な物体が長方形領域Rで囲まれていたとし、それを取り囲むように領域 sR を考える。
RGBヒストグラムの 2χ 距離を用いて背景と物体の差の明瞭さを測定する。 
∑ +
−
=
i
S
i
i
S
i
s
RR
RR
RR
2
2 )(
2
1
),(χ  (55) 
長方形領域のアスペクト比は }0.2,5.1,0.1,75.0,5.0{ とし、 )(xR のサイズは画像の幅と
高さのうち、短いほうの長さ×0.1～0.7で変化させる。このようにして )(xR の形と大きさ
を変化させ、各ピクセル xを中心とする長方形領域のうち、もっとも明瞭な領域 )(* xR を探
す。 
))(),((maxarg)( 2
)(
* xRxRxR s
xR
χ=  (56) 
これを用いて center-surround ヒストグラム特徴 ),( Ixfh は空間的距離を考慮した重み付
き合計によって定義される。 
∑
∈
∝
)}'(|'{
**2
'
*
))'(),'((),(
xRxx
Sxxh xRxRwIxf χ  (57) 
ここで、 )'(* xR はピクセル 'x を中心にしてピクセル xを含む長方形領域である。重み
)'5.0exp(
22
'' xxw xxx −−=
−σ は分散 2
'xσ に関する Gaussian falloff weightであり、 )'(* xR の
サイズの 1/3になるように設定する。最終的に特徴マップ ),( Ifh ⋅ も[0,1]に正規化を行う。 
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図 3.3.3.1.2.2(a) 異なるサイズの center-surround histogram 
図 3.3.3.1.2.2(b) center-surround histogram featureの出力結果 [22] 
 
3.3.3.1.2.3 Color spatial-distribution 
 画像のすべての色を GMM C
ccccw 1},,{ =Σµ でモデル化する。カッコ内は c番目の分布の重
み、平均、分散共分散行列を表す。各ピクセルは次の確率で色分布に割り当てられる。 
∑ Σ
Σ
=
c ccxc
ccxc
x
INw
INw
Icp
),|(
),|(
)|(
µ
µ
 (58) 
各色分布cに対する空間的位置の水平方向の分散 )(cVh は 
∑ −⋅=
x
hhx
c
h cMxIcp
X
cV
2
)()|(
1
)(  (59) 
∑ ⋅=
x
hx
c
h xIcp
X
cM )|(
1
)(  (60) 
ここで hx はピクセル xの x座標であり、 ∑= x xc IcpX )|( である。垂直方向の分散 )(cVv も
同様に定義する。分布 cの空間的分散は )()()( cVcVcV vh += であり、これも[0,1]で正規化
を行う。最終的な色空間分布特徴 ),( Ixf s は重み付き合計で定義される。 
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∑ −⋅∝
c
xs cVIcpIxf ))(1()|(),(  (61) 
),( If s ⋅ も同様に[0,1]で正規化を行う。ただし、画像はさまざまなシーンから切り取られて
いて、画像の角や境界線付近では色の分散が小さいことを考慮し、画像中心を重く重み付
けした場合の空間的分散特徴量は次式のように定義する。 
∑ −⋅−⋅∝
c
xs cDcVIcpIxf ))(1())(1()|(),(  (62) 
ただし、 ∑= x xx dIcpcD )|()( は画像の境界線付近の色はあまり重要でないようにする重
みであり、 )(cV 同様に正規化を行う。 xd は画像の中心から xまでの距離である。 
 
 
図 3.3.3.1.2.3(a) 入力画像,  
(b) color spatial variance feature maps., 
(c)center-weighted, color spatial variance feature maps((62)式)[22] 
 
3.3.3.2 T. Liuらの Saliency Mapの出力例 
 ここでは比較のため、Liuらの Saliency Mapの出力に加えて Ittiらの Saliency Mapも
記載しておく。Ittiらの手法に比べ、物体全体が顕著とされる傾向にある。1段目や 3段目
では、Ittiらの手法では物体の一部のみが顕著となってしまっているが、Liuらの出力結果
では改善されている。 
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図 3.3.3.2 Ittiらの Saliency Mapと Liuらの Saliency Mapの比較 
(左：入力画像、中：Ittiらの Saliency Map、右：Liuらの Saliency Map) 
 
3.4 領域分割手法 
 前景と背景を分割するための領域分割手法としては、従来”動的輪郭モデル”と呼ばれる
Snakes[23]や Level Set[24][25]などの手法が用いられてきた。これらの手法では、境界線
に対してのエネルギー関数を作成し、エネルギー関数が小さくなるように境界線を変化さ
せる手法であるため、局所解しか求めることができないという問題点を持っていた。一方
で、Graph Cuts[26]では各領域からエネルギー関数を定義しているため、大域解を求める
ことができる。なお、本節の執筆にあたって[27][28]を参考にした。 
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3.4.1 Snakes 
 Snakes[24]は Kassらによって提案された動的輪郭モデルの手法である。陽(explicit)な境
界のパラメータ表現であり、次式で与えられるエネルギー関数)*	を最小化するように閉
曲線 Cが決定される。 )*	 = +*	 + ,*	 (63) 
ただし、*-	 = ./-	, 0-	1は図 3.4.1.1 に示すような閉曲線 C のパラメータ表現であり、- ∈ .0,11は閉曲線 Cの弧長パラメータである。 
 
 
図 3.4.1.1 閉曲線 Cのパラメータ表現[27] 
 
 式(63)の+*	は閉曲線 Cの内部変形エネルギーであり、次式により定義される。 
+*	 = 4 5-	 6786 +5-	 6786 9-:  (64) 
ただし、5-	, 5-	はそれぞれ曲線の張力および剛性を決定する非負の関数である。例え
ば5-	を増やすと、無駄なループを減らし、弧長を短くする効果が生じる。一方、5-	を
増やすと、全体として曲率の小さい、つまり硬い曲線が生成される。 
 これに対し、,*	は外部ポテンシャルエネルギーであり、一般に以下のように定義され
る。 ,*	 = 4 ,.*-	19-:  (65) 
ここで,.*-	1は、曲線と画像との適合度を表すポテンシャル関数であり、例えば以下のよ
うに定義される。 ,/, 0	 = −;|∇.=>⨂/, 0	1| (66) 
ただし、cは定数、∇は gradient、=>⨂はガウシアンフィルタである。これにより、曲線は
画像中で濃度勾配の大きな領域で停留するように制御される。 
 Snakesの数値解法としては、Dynamic Programmingを用いたものや greedyアルゴリ
ズムを用いたものが有名であるが、ここでは 8bit グレースケール画像に対する最も基本的
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なアルゴリズムについて述べる。 
 エネルギー関数 Eを局所エネルギー)@の輪として) = ∑)@のように理参加する。具体的に
は図 3.4.1.2のように曲線C上に離散化した点の集合B = CD@E, F = G,… ,I, DF = /@ , 0@		を考
え、曲線 Cを点列Bを結ぶ多角形で近似する。また、点D@での局所エネルギー)@を以下のよ
うに定義する。 )@ = J)KLMN,@ + O)KP,@ + Q)@RSTU,@ (67) 
ここで、J, O, Qは適当な定数であり、 )KLMN,@ = |D@ − D@| = /@ − /@	 + 0@ − 0@	 (68) )KLMN,@ = V9̅ − |D@ − D@|X (69) )KP,@ = |D@ − 2D@ + D@| (70) 
)@RSTU,@ = − DZ[Z\]^_	[ab[Z\,c	 (71) 
とする。ただし、9̅は頂点間距離の平均値、DZは点D@での輝度値、RSd, R@Mは点D@の隣接 8
画素のうち最大値と最小値である。また、通常)KLMN,@ , )KP,@は、点D@の隣接 8画素における
それぞれの最大値で割ることによって正規化をおこなう。 
 以上より、具体的なアルゴリズムは次のようになる。 
1. (変数の準備) 頂点の座標を格納する変数D@ = /@ , 0@	, e = 1,… , f	と頂点の総移動量を表
す変数9NLNSg、平均頂点間距離を表す変数9̅、および繰り返し回数を表す変数hを準備する。 
2. (初期化) h = 0とし、対象を囲むように頂点を適当な間隔で配置する。またそのときの頂
点座標をD@に格納する。 
3. hに 1を加え、9NLNSg = 0とする。また平均頂点間距離9̅を計算する。 
4. ある頂点D@を選び、隣接 8画素の点iで、式(67)により局所エネルギー)@を計算する。 
5. もっとも局所エネルギーの小さな近傍点新たな頂点として、頂点D@を移動させる。また
そのときの頂点の移動量を9NLNSgに加える。 
6. 4から 5をすべての頂点に対して行う。 
7. 3から 6を頂点の総移動量9NLNSgが閾値以下になるか、hがあらかじめ決められた繰り返し
回数を超えるまで反復する。 
 
 
 39
 
図 3.4.1.2 Snakesの実装法[27] 
 
3.4.2 Level Set 
 Level Set Methodは Osher, Sethianら[24][25]によって提案された位相変化が可能な動
的輪郭モデルであり、Snakesと同じ Active Contour Modelであるが、領域の分離や結合
を自然な形で表現できる。Level Set では曲線の状態(収縮、膨張、曲率変化など)を偏微分
方程式によって表現し、強化の進行を偏微分方程式の解として陰(implicit)に表現するもの
である。 
 対象としている空間(画像では 2次元)に対して、一つ高い次元の仮想空間を設定し、境界
をその高次元空間で定義された関数の切断面としてとらえる。時刻jにおいて 2次元空間上
で、境界 Cで囲まれた領域Ωを考えると、Level Setでは高次元(3次元)空間で定義された補
助関数lのゼロ等高面(zero level set)l = 0と考える。次に時刻j + Δjにおいて、この補助関
数lを、l ← l + nのようにその形状を保ったままlの正方向へ移動させ、同様にゼロ等高面
を切り出す。この時、補助関数lが図 3.4.2 のように双峰的である場合にはゼロ等高面は 2
つの領域Ω, Ωとなり、境界も 2つとなる。そのように補助関数の形状を領域の特徴に応じ
て適切に設計し、制御することで、補助関数に対してなめらかな形状を保ちつつ、自然な
形で境界の分離、結合が表現できる。補助関数lの初期値には初期境界 Cからの符号付距離
が用いられる。 
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図 3.4.2 Level Set Methodの考え方[27] 
 
 次に実際の境界線の検出問題を考える。対象となる 2次元画像を/, 0	 ∈ oとし、時刻jで
の境界線をpq, j	とする。ただし、q = rd, rs	である。この境界に含まれる点qは、移動速
度tu	で境界線の法線方向Iに移動していると考える。ここで、uはその点での境界線の曲
率であり、tu	を成長速度という。これを式で表すと、 pN = tu	I (72) pq, 0	 = p:q	 (73) 
となる。ただし、pNは境界pの時間変化、p:q	は初期曲線である。前述の Snakesでは差分
方程式を利用したラグランジュ法で解くことができるが、トポロジーの変化には対応でき
ないという問題が残る。そこで図 3.4.2に示したように、補助関数l/, 0, j	を導入し、境界
線pq, j	はその関数の一部、すなわちl/, 0, j	 = 0を満たすlで表されると考える。ここで、
点qj	が境界線pq, j	上の点である場合、これが常にl/, 0, j	のゼロ等高面上である条件は、 l.qj	, j1 = 0 (74) 
で表される。これを偏微分すると、 lN + ∇l.vj	, j1qw = 0 (75) 
となる。また曲線状の単位法線ベクトルは 
I = ∇x|∇x| (76) 
で表され、さらに成長速度tu	は境界pq, j	の法線方向速度であるから、 qN ∙ I = tu	 (77) 
となる。これにより式(75)は次のように書くことができる。 lN = −tu	|∇l| (78) l.p:q	, 01 = 0 (79) 
このように境界pq, j	を直接的に移動する代わりに、補助関数l/, 0, j	を更新し、l/, 0, j	 = 0を満たす線を新たな境界線とすることで、トポロジーの変化に対応した領域追
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跡が可能となる。 
 
3.4.3 Graph Cuts 
近年、高精度な領域分割手法として注目されている手法に Graph Cuts がある。Graph 
Cuts は領域分割問題をエネルギー最小化の問題と捉えて解く手法であり、このような手法
としては Graph Cuts以外では前述の Snakeなどの動的輪郭モデル、Level Setsなどが挙
げられる。Snakeや Level Setsは境界線に対してのエネルギー関数を作成し、エネルギー
関数が小さくなるように境界線を変化させる手法であるため、局所解しか求めることがで
きない。Graph Cutsでは各領域からエネルギー関数を定義しているため、大域解を求める
ことができる。 
 Graph Cutsを用いた領域分割手法として、Boykovらによって Interactive Graph Cuts
が提案されている。Interactive Graph Cutsでは、ユーザが与えた seedと呼ばれる前景か
背景かを示すピクセルと入力画像からグラフを作成し、minimum cut/maximum flow 
algorithm を用いることでエネルギー関数の最小化を行う。またこの Interactive Graph 
Cuts を拡張した手法として、繰り返し処理により前景と背景の色分布をセグメンテーショ
ン結果から再学習し、繰り返しセグメンテーションを行うGrabCutなどが提案されている。 
 ここでは従来手法の Interactive Graph Cutsについて説明する。 
 画 像 P に 対 す る 各 ピ ク セ ル ( サ イ ト と 呼 ば れ る ) を Pp∈ 、 ラ ベ ル を
},...,,...,,{ ||21 Pp LLLLL = とし、各 pL には物体(obj)か背景(bkg)かのラベルが与えられる。また、
pの近傍ピクセルを Nq∈ とする。Graph Cutsではエネルギー関数を次式のように定義
する。 
)()()( LBLRLE +⋅= λ  (80) 
ここで、λは )(LR と )(LB の比率のパラメータである。 )(LR はデータ項と呼ばれる領域
に関するペナルティ関数、 )(LB は平滑化項と呼ばれる物体と背景の境界に対するペナルテ
ィ関数であり、それぞれ以下に示すように定義する。 
∑
∈
=
Pp
pp LRLR )()(  (81) 
∑
∈
⋅=
Nqp
qpqp LLBLB
},{
},{ ),()( δ  (82) 


 ≠
=
otherwise
LLif
LL
qp
qp
0
1
),(δ  (83) 
)( pp LR は、ピクセル pがラベル pL である確率が高ければ値が小さくなるような関数とし
て定義し、
},{ qpB は、pとqの輝度値が似ていれば大きな値を出力する関数として定義する。
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)(LR と )(LB により定義したエネルギー関数 )(LE を最小とするようなラベルLを Graph 
Cuts Algorithm を用いて計算することで領域分割を行う。(80)式のようなエネルギーはマ
ルコフ確率場(Markov Random Field: MRF)の最大事後確率(MAP)推定を行う際によく現
れる。 
 Graph Cuts Algorithm では、画像から図 3.4.3.1 のようなグラフを作成し、min-cut / 
max-flow algorithmを用いることで分割を行う。グラフG は、画像の各ピクセルに対応し
たノードと sourceと sinkと呼ばれるターミナルからなり、各ノード間を接続するエッジを
n-link、各ノードと source(S)と sink(T)のターミナルを接続するエッジを t-link と呼ぶ。
n-linkと t-linkのエッジコストは表 3.4.3.1のように設定する。 
 
 
図 3.4.3.1 グラフの作成 
 
表 3.4.3.1 各エッジの重み 
edge cost pixel 
n-link },{ qp  },{ qpB  Nqp ∈},{  
t-link 
},{ Sp  
)"("bkgRp⋅λ  
BOpPp ∪∉∈ ,  
K Op∈  
0 Bp∈  
},{ Tp  
)"("objRp⋅λ  
BOpPp ∪∉∈ ,  
0 Op∈  
K Bp∈  
 
 このとき、 
)|Pr(ln)"(" OIobjR pp −=  (84) 
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

 −
−∝
σ
 (86) 
∑
∈
∈
+=
Nqpq
qp
Pp
BK
},{:
},{max1  (87) 
となる。ここでOは物体、Bは背景を表し、
pI はピクセル pの輝度値を表す。 )|Pr( OI p 、
)|Pr( BI p は seed以外のピクセルの t-linkに設定する物体と背景の尤度を表し、 ),( qpdist
はピクセル p、q間のユークリッド距離を表す。また、ユーザは一部のピクセルに seedと
呼ばれる物体か背景かを表すO、Bを入力する。このようにして作成したグラフに対し、
min-cut / max-flow algorithm[29]を適用し、エッジのコストの総和が最小となるような切
断を見つけることで領域分割を行う。文献[26]ではヒストグラムを用いてグレースケールで
領域分割を行っていたが、これを改良した文献[30]ではカラー画像で行うために、色分布の
モデルとしてガウス混合モデル(Gaussian Mixture Model: GMM)を用いている。 
 
 
図 3.4.3.2値MRF最小化のグラフ[28] 
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3.5 クラスタリング手法 
 クラスタリングとは、データ解析手法の一種であり、教師信号なしに入力データの似た
もの同士をグループする手法である。教師なし学習ともよばれ、k-means法や主成分分析、
自己組織化マップなどが該当する。ここでは、一般物体認識に用いられる k-means 法とそ
の派生手法である x-means法について述べる。 
 
3.5.1 k-means 
k-means 法は非階層型クラスタリング手法の 1 つであり、単純なアルゴリズムで計算で
きることができ、広く用いられている。一般的なアルゴリズムは次の通りである。 
1. 各データ ),...,1( nixi = に対してランダムにクラスタを割り振る。 
2. 割り振ったデータから、各要素の平均を用いて各クラスタの中心(セントロイド) 
),...,1( KjV j = を計算する。 
3. 各 ix と各 jV との距離を求め、 ix をもっとも近い中心のクラスタに割り当てなおす。 
この 2 と 3 の処理を繰り返し行い、全ての ix のクラスタ割り当てが変化しなくなったとき
に終了する。k-means 法の欠点としては最初のランダムなクラスタ割り当てに依存するこ
とが挙げられ、これにより 1回で最良の結果が得られるとは限らない。 
本研究では SIFTの Visual Wordを作成する際、また Self-Similarityの Visual Wordを
作成する際のベクトル量子化に k-means法を使用する。 
 
3.5.2 x-means 
 x-means法は k-means法の逐次繰り返しと BIC(Bayesian Information Criterion：ベイ
ズ情報量基準)によってクラスタ数を自動的に決定するアルゴリズムである。一般的なアル
ゴリズムは次のとおりである。 
0. 解析すべきデータとしてn個の p次元データを用意する 
1. 十分に小さなクラスタ数の初期値 0k (特に指定しなければ 2)を定める 
2. 0kk = として k-meansを適用する。分割後のクラスタを 
0,,, 21 kCCC …  
とする 
3. 0,,2,1 ki …= とし、手順 4～9を繰り返す 
4. クラスタ iC に対して 2=k として k-meansを適用する。分割後のクラスタを 
21 , ii CC  
とする 
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5. iC に含まれるデータ ix に p変量正規分布 



 −−−= −
−
− )()(
2
1
exp)2();('
12/1
2/ iitiipi xVxVxf µµπθ を仮定し、そのときの BIC 
(Bayesian Information Criterion: ベイズ情報量基準) を以下により計算する。 
iiii nqCxLBIC log);ˆ(log2 +∈−= θ  
ここで、 
[ ]iii Vˆ,µˆθ = は p変量正規分布の最尤推定値とする。 iµ は p次の平均値ベクトル、 iV は
pp× の分散共分散行列である。 
qはパラメータ空間の次元数で、 iV の共分散を無視すれば pq 2= である。共分散を無
視しなければ 2/)3( += ppq である。 
ix はクラスタ iC に含まれる p次元データとし、 in は iC に含まれるデータ数とする。 
Lは尤度関数であり、 ∏ ⋅=⋅ )()( fL である。 
6. 21 , ii CC のそれぞれに対して、パラメータ 21 , ii θθ をもつ p変量正規分布を仮定し、2分割
モデルにおいてデータの従う確率密度を 
[ ] [ ] ii xfxfx iiii δδ θθα −121 );();(～  
とおく。ここで 



= に含まれるときが
に含まれるときが
2
1
,0
,1
ii
ii
i
Cx
Cx
δ  
とする。また iα は基準化定数であり、 
[ ] [ ]∫
−= dxxfxf ii iiiii
δδ θθα 121 );();(/1  
である( 12/1 ≤≤ iα )。しかし、厳密に iα を求めようとすると p次積分が必要となって
しまい、計算量が膨大となるため、 
)(/5.0 ii K βα =  
により、近似を行う。ここで、 )(⋅K は標準正規分布の下側確率とし、 iβ は );( 1 ii xf θ と
);( 2 ii xf θ の分離の程度を示す指標で、 
21
2
21
VV
i
−
−
=
µµ
β  
で示すものとする。 
この 2分割モデルにおける BICを以下により計算する 
iiii nqCxLBIC log');'ˆ(log2' +∈−= θ  
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ここで、 [ ]21 ˆ,ˆ'ˆ iii θθθ = は、2 つの p変量正規分布の最尤推定値である。共分散を無視す
れば、パラメータ空間の次元は ppq 422' =×= となる。共分散を無視しなければ
)3(2' +== ppqq である。 
7. BIC>BIC’ならば、2分割モデルをより好ましいと判断し、2分割を継続すべく、 
1
ii CC ←  
とする。 2iC については、 p次元データ、クラスタの重心、対数尤度と BIC を保持し、
これらをスタックに積み、手順 4へ 
8. BIC<BIC’ならば、2分割しないモデルをより好ましいと判断し、 1iC についての 2分割
を停止する。手順 7で作成されたスタックからデータを取り出し、 
2
ii CC ←  
とし、手順 4へ。スタックが空なら次の手順へ 
9. iC における 2 分割が全て終了。手順 4～8 で作成された 2 分割のクラスタが iC 内で一
意になるようにデータの属するクラスタ番号を振りなおす 
10. はじめに 0k 分割したクラスタ全てについて 2 分割が終了。全データに対してそれらの
属するクラスタ番号が一意になるように番号を振りなおす。 
11. 全データの属するクラスタ番号、および各クラスタの重心、各クラスタに含まれるデー
タ数を出力する 
 
 
3.6 識別器 
 識別とは教師あり学習と呼ばれる学習によって得た情報をもとに、未知の入力を分類す
ることを指しており、パターン認識やコンピュータビジョンの世界では非常に重要な今日
のパターン認識の世界では、Naïve Bayesや Linear Discriminant Analysis、AdaBoostや
Support Vector Machineなど、様々な識別器が用いられてきた。本節では、一般物体認識
でしばしば用いられる SVMに関して述べる。なお、本節の執筆にあたって[31]を参考にし
た。 
 
3.6.1 Support Vector Machine 
SVMは 2値分類問題を解くために考えられた、高次元特徴空間において線形空間を用い
る学習システムである。基本的には線形の識別器であるが、カーネル関数と最適化法との
組み合わせにより非線形の識別器に拡張されている。ニューラルネットワークに比べてパ
ターン認識結果が優れていることが報告されてから多くの研究が行われてきた。ニューラ
ルネットワークは学習アルゴリズムに渡すパラメータの初期値に最終的な解が依存してし
まう局所解の問題を抱えていたが、SVMは非線形に識別を扱えるが局所解の問題がないと
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いう利点がある。以下では線形 SVMとそれを応用した非線形 SVMの概要について述べる。 
 
3.6.1.1 線形ハードマージン SVM 
入力空間 nR∈χ およびデータ集合 rxx ,...,1 が与えられたとすると、線形 SVM の識別関数
は次式で表される。 
bxxf T += w)(  (88) 
ここで、wは自由度の係数であり線形識別器の重みベクトルと呼ばれる。bはバイアス項
と呼ばれる非負のパラメータである。 
0)( =xf を満たす任意の 1−d 次元の超平面識別関数は次のように表現される。 
}0)(:{ =+∈ bxx Twχ  (89) 
(89)式を図示すると図 3.6.1.1.1のようになり、これは 2次元の入力空間 χ にデータが観
測された様子を表している。ここで、異なるクラスの学習データが、 1−n 次元の超平面で
分離できるとする。しかし(89)式からでは 0でない定数cをwおよびbにかけたもの全てが
線形識別関数として導かれてしまい、学習データを完全に識別する超平面は無数に存在す
ることになってしまう。2値分類問題は、学習データを完全に識別することではなく、将来
のデータをできるだけ正しく識別できることである。SVMでは、学習データを完全に識別
できる超平面の中で最適超平面(図 3.6.1.1.2)は、2クラスの真ん中を通る超平面であるとす
る。このような超平面を見つけるために、識別超平面と学習データとの最短距離(マージン)
を評価関数とし、この関数を最大にするという手法を用いる。この評価関数を最大化する
ことによって 2クラスへの距離が自動的にバランスされ、2クラス間の真ん中を通る最適超
平面を見つけることができる。 
 
 
図 3.6.1.1.1 線形識別関数[31] 
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図 3.6.1.1.2 最適超平面の探索[31] 
 
評価関数を最大化し、見つけられた識別超平面に対して最短距離となる学習データは一
般的に一つではないが、最適超平面から最短距離にある学習データさえあれば、評価関数
を最大にすることによって同じ最適超平面を見つけることができる。 
SVMの学習を定式化し、最適超平面の探索が 2次計画問題に帰着することを示す。上の
式で 0 でない定数cをwおよびbにかけたものは表現する超平面が変化しないことから冗
長性を有していると言え、このような冗長性が有ると学習結果が定まらない。そこで次式
で示される制約を加えることによって、識別関数となる超平面を定数 c の掛からない
Rw ×∈χ),( b を有する関数になるようにする。 
1)(min
,...,1
=+
=
bxi
T
ri
w  (90) 
学習データと識別超平面のマージンは 
w
bxi
T
ri
+
=
)(
min
,...,1
w
 (91) 
と表され、制約条件よりwとbは距離 
w
1
 (92) 
を持つ識別超平面に最も接近する学習データ点を表現することになる。ここで学習データ
{ } liyxyxyx iill ,...,1,1,),,(),...,,( 11 =±∈∈ χ が与えられ、次式 
liyxf iib ,...,1,)(, ==w  (93) 
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を満たす識別関数 
))sgn((, bxf b +⋅= ww  (94) 
を推定する問題を考える。この関数が存在することにより、制約は次式のように表現でき
る。 
libxy i
T
i ,...,1,1))(( =≥+w  (95) 
超平面を決定するパラメータwとbは、学習データを完全に識別する超平面の中なら、評
価関数(マージン)を最大化するように決定するので、(95)式で表現される制約条件の下で、
次式を最小化することで推定できる。 
2
2
1
)( ww =τ  (96) 
この目的関数 )(wτ の最小化は(92)式の最大化を意味し、(95)式の制約条件は、最適化問題
の解として得られる超平面が学習データを完全に識別できることを示す。ここでこの凸最
適化問題を解くために(96)式のラグランジュ関数を計算する。(95)式は次式のように書き換
えられる。 
0))((1 ≤+− bxy i
T
i w  (97) 
この制約条件から、制約関数 lixgi ,...,1),( = を libxyxg iTii ,...,1),)((1)( =+⋅−= w とし、
この制約関数を次式で表されるラグランジュ関数 
∑∑
==
++=
l
j
ij
m
i
ii hgfL
11
)()()(),,( wwww βαβα  (98) 
に代入すると、次式のように表される。 
∑
=
−+−=
l
i
iTii bxybL
1
2
)1))(((
2
1
),,( www αα  (99) 
ここで 0≥iα はラグランジュ乗数である。このラグランジュ関数を iα について最大化し、
wとbについて最小化することで最適化問題を解くことができる。最適解においては、パ
ラメータwとbについてのLの導関数は、鞍点においてLの勾配が 0 となることから次式
が成立する。 
0),,( =
∂
∂
αbL
b
w  (100) 
0),,( =
∂
∂
αbL w
w
 (101) 
これより次式が成立する。 
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∑
=
=
l
i
ii y
1
0α  (102) 
∑
=
=
l
i
iii xy
1
αw  (103) 
ここで、クーン・タッカー(Kuhn－Tucker)条件より、鞍点においては以下の条件が満たさ
れる。 
[ ]





=≥
=≤+−
==+−⋅
li
libxy
libxy
i
i
T
i
i
T
ii
,...,1,0
,...,1,0))((1
,...,1,0))((1
α
α
w
w
 (104) 
この条件を満たし、 0≥iα を有する学習データ ix をサポートベクターという。これよりサ
ポートベクターは次式を満たす。 
1=+ bxTw  (105) 
つまり、サポートベクター以外の学習データは(103)式の展開項の部分には現れない。 
(99)式のラグランジュ関数に(102)(103)式の条件を代入すると凸最適化問題を得ることがで
きる。 
目的関数 ∑ ∑
= =
−
l
i
l
ji
j
T
ijijii xxyy
1 1,
)(
2
1
ααα →α について最小化 (106) 
制約条件 
∑
=
=
=≥
l
i
ii
i
y
li
1
0
,...,1,0
α
α
 (107) 
最適なα からwを得るには、(103)式の関係を用いる。bは 
)(
2
1
11 −+ +−= xxb
TT
ww  (108) 
で求められる。ここで 1+x , 1−x はそれぞれクラス 1,-1に属するサポートベクターである。 
 (103)の展開式を識別関数の(93)式に代入することにより、(93)式の識別関数を次式のよう
に書き換えることができる。 






+= ∑
=
l
i
i
T
ii bxxyxf
1
)(sgn)( α  (109) 
この式は分類されるパターンとサポートベクターとの内積で評価される。以上より、
(106)(107)式で表現される凸 2次計画問題を解くことで次式の識別関数 
))sgn(()(, bxxf
T
b += ww  (110) 
を得ることができる。これが基本となる線形ハードマージン SVMである。 
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3.6.1.2 線形ソフトマージン SVM 
 現実問題として、学習データを完全分離できる超平面は存在しないことがほとんどであ
る。そこで、次式で表現される緩和変数(スラック変数とも呼ぶ)を導入して、制約条件を満
たさない学習データが存在してもよいようにする。 z@ ≥ 0, e = 1,… , | (111) 
この緩和変数を使って制約条件を次式のように緩和する。 0@V}~@	 + X ≥ 1 − z@ ,			i = 1,… , l (112) 
これは図に示すように、z@の値によっては0@V}~@	 + Xの値が 0 に近くても制約条件を
満たす場合があることを示している。図中の正方形は学習データの中で誤分類されてもよ
いデータを意味し、@に値があるデータを表す。図中の記号の色、黒と白はラベルを表す。
このように、緩和変数を導入することで、制約条件を満たさない学習データが存在しても
よいようにする。 
 
 
図 3.6.1.2.1 ソフトマージンにおける制約付き線形識別関数[31] 
 
 この緩和変数の導入によって、凸最適化問題は次式のようになる。 
目的関数 }, z	 =  ‖}‖ + Q∑ @g@ → }, z について最小化 
制約条件 0@V}~@	 + X ≥ 1 − z@ ,			i = 1,… , l (113) ∑ z@g@ は学習データ中で誤分類されるパターンの上限値である。 
 ハードマージン SVMと同様に、この凸最適化問題を解くため、ラグランジュ関数を計算
する。制約条件は次式のように書き換えることができる。 1 − z@−0@V}~@	 + X ≤ 0 (114) 
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この制約条件から、制約関数@	, e = 1,… , |を@	 = 1 − @−0@V}~/@	 + X, e = 1,… , |とす
るとラグランジュ関数は L}, , z, 	 =  ‖}‖ + Q∑ @g@ − ∑ J@V0@V}~@	 + X − 1 + @Xg@  (115) 
となる。ここで、J@ ≥ 0はラグランジュ乗数である。最適化問題を解くには、このラグラン
ジュ関数をJ@について最大化し、}, , zについて最小化する。 
 最適解においてはパラメータ}, , zについての Lの導関数は鞍点において、Lの勾配が 0
となることから次式が成立する。 
 }, , z, 	 = 0 (116) 
}}, , z, 	 = 0 (117) 
z}, , z, 	 = 0 (118) 
これらの 3つの式からそれぞれ次式が成立する。 ∑ J@0@g@ = 0 (119)  = ∑ J@0@@g@  (120) J@ = Q (121) 
結局、は学習データの展開式となる。の解はただ一つに決まるが、ラグランジュ乗数J@は
その必要がない。 
 クーン・タッカー条件により、鞍点において、以下の条件が満たされる。 
J@ ∙ 1 − @ − 0@V}~F	 + X = 0,			e = 1,… , |1 − @ − 0@V}~F	 + X ≤ 0,			e = 1,… , |0 ≤ J@ ≤ Q,			e = 1,… , |  (122) 
上記の条件を満たし、J@ > 0かつ@ = 0を有する学習データFをサポートベクターと呼び、J@ = 0となる学習データは凸最適化問題の解法には関係のないものとなる。つまり、サポー
トベクター以外の学習データはで表される学習データの展開項には現れない。 
 式(99)のラグランジュ関数に式(119)~(120)の条件を代入すると、双対問題である以下の
凸最適化問題が得られる。 
目的関数∑ J@g@ − ∑ J@J0@0VF ∙ Xg@ → について最小化 
制約条件0 ≤ J@ ≤ Q,			i = 1,… , l∑ J@0@g@ = 0  (123) 
最適なからを得るには式(120)の関係を用いる。また、bはハードマージン SVM同様 b = −  }~G +}~G	 (124) 
で求められる。ここで、, は、それぞれクラス 1、-1 に属するサポートベクターであ
る。 
(120)の展開式を識別関数の式(93)に代入することによって、識別関数を分類されるパタ
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ーンとサポートベクターの内積で評価される次式に書き換えることができる。 /	 = sgnV∑ J@0@~F	 + g@ X (125) 
以上より、式(113)で表される凸 2次計画問題を解くことで識別関数 },	 = sgnV}~	 + X (126) 
を得ることができる。これがソフトマージン SVMである。 
 
3.6.1.3 非線形ハードマージン SVM 
 線形 SVMは線形分離可能な場合には高い汎化能力を達成できるが、実際の問題では線形
分離可能な場合は多くない。そこでより一般的な識別関数を推定するため、前処理として
ベクトル lxx ,...,1 を次式のように高次元特徴空間に写像し、その特徴空間で線形 SVMを行
う方法が考えられる。 
ii zx a:Φ  (127) 
ここで、 iz は観測された入力ベクトル ix を高次元特徴空間に写像したものである。 iz に
よる SVM を考えると制約条件を表す(95)式と、目的関数を表す(96)式で表現される特徴空
間上での最適化問題は iz を用いて次式のように表せる。 
目的関数 www →= 2
2
1
)(τ について最小化 
制約条件 libzy iTi ,...,1,1))(( =≥+w  (128) 
線形 SVM と同様に、この最適化問題を解くために(128)式のラグランジュ関数を計算す
る。(128)式は次式のように書き換えられる。 
0))((1 ≤+− bzy i
T
i w  (129) 
こ れ よ り 、 ラ グ ラ ン ジ ュ 関 数 に 制 約 条 件 lixgi ,...,1),( = を
libzyzg i
T
ii ,...,1),)((1)( =+−= w として代入するとラグランジュ関数は次式のようにな
る。 
∑
=
−+−=
l
i
i
T
ii bzybL
1
2
)1))(((
2
1
),,( www αα  (130) 
 最適解においては、パラメータwとbについてのLの導関数は鞍点においてLの勾配が
0になることから次式が成立する。 
 54
∑
=
=
l
i
ii y
1
0α  (131) 
∑
=
=
l
i
iii zy
1
αw  (132) 
クーン・タッカー条件から鞍点においては以下の条件が満たされる。 
[ ]





=≥
=≤+−
==+−⋅
li
libzy
libzy
i
i
T
i
i
T
ii
,...,1,0
,...,1,0))((1
,...,1,0))((1
α
α
w
w
 (133) 
上記の条件を満たし、J@ > 0を有する高次元特徴空間に写像された学習データをサポート
ベクターと呼ぶ。サポートベクターは以下の条件を満たす。 
1=+bzTw  (134) 
 線形 SVM同様、J@ = 0となるサポートベクター以外の学習データは最適化問題の解法に
は関係のないものとなる。つまり、サポートベクター以外の学習データは(128)式で表現さ
れる最適化問題の制約条件を自動的に見たし、学習データの展開項の部分には現れない。 
(130)式のラグランジュ関数に(131)、(132)式の条件を代入すると双対問題となる以下の
最適化問題を得ることができる。 
目的関数 ∑ ∑
= =
→−
l
i
l
i
j
T
ijijii zzyy
1 1
)(
2
1
αααα について最大化 
制約条件 
∑
=
=
=≥
l
i
ii
i
y
li
1
0
,...,1,0
α
α
 (135) 
最適なα からwを得るために(132)式の関係を用いる。 
(136)式で表される最適化問題を解くために、高次元特徴空間上で次式で表される内積を
計算する。 
))()(()( i
T
i
T
xxzz ΦΦ=   (136) 
これを解くためには膨大な計算が必要となるが、Mercerカーネルの条件を満たす、元の
観測空間で定義される次式を満たすカーネル関数を用いることで、高次元特徴空間上へ写
像するための膨大な計算を削減できる。 
),())()(( ii
T
xxkxx =ΦΦ  (137) 
このカーネル関数を用いることで高次元特徴空間での(109)式に相当する識別関数を導出
することができ、(109)式の xに )(xz Φ= を代入すると 
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





+⋅=






+ΦΦ⋅=






+⋅=
∑
∑
∑
=
=
=
l
i
iii
l
i
i
T
ii
l
i
i
T
ii
bxxky
bxxy
bzzyzf
1
1
1
),(sgn
)()(sgn
sgn)(
α
α
α
 (138) 
 観測空間であるユークリッド空間の内積に代わって、適切なカーネル関数を選択するこ
とで、非線形の場合でも線形 SVMの特性を全て適用することができる。 
 
 
図 3.6.1.3 非線形 SVMの原理[31] 
 
 図 3.6.1.3に非線形 SVMの原理を示す。観測空間(ここでは 2R )上のデータを、非線形写
像を用いてより高次元の特徴空間(ここでは 3R )にマッピングし、特徴空間上で分離可能な
超平面を作成することで、入力空間では非線形の識別関数になる。 
 また非線形 SVMでは様々なカーネル関数を利用して、多様な学習機械を構成できる。カ
ーネル関数としては 
d次元多項式カーネル d
ii xxxxk )(),( ⋅=  (139) 
Radial Basis Function カーネル 
c
c
xx
xxk
i
i
2)exp(
),(
−−
= はスケールパラメータ (140) 
シグモイドカーネル 
))(tanh(),( θκ +⋅⋅= ii xxxxk  θκ, は任意の実数 (141) 
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などがある。 
 カーネル関数は Mercer カーネルの定理を満たす、つまり高次元特徴空間での内積にカ
ーネル関数が一致する必要がある。このことから、@, = 0@0V@ , X@,は正値行列となる。 
 このことは、式(135)で表される最適化問題の目的関数が、凸関数になることを意味する。
つまり、非線形 SVMは以下の凸 2次計画問題 
目的関数 ∑ J@g@ − ∑ J@J0@0V@ , X → Jg@ について最大化 
制約条件 J@ ≥ 0, e = 1,… , |∑ J@0@ = 0g@  (142) 
を解き、式(138)で表される識別関数を生成する。式(138)、(142)には高次元特徴空間上で
の点は現れず、すべてカーネル関数を用いた表現になっていることから、カーネルトリッ
クが利用でき、計算量の大幅な削減が可能となる。 
 式(132)より、式(142)で表現される最適化問題の制約条件は次のように表現しなおせる。 ∑ 0@J@ ∙ ~@ + g@ = ∑ 0@J@ ∙ , @	 + g@ ≥ 1 (143) 
サポートベクターである学習データに対し、上式の統合が成立するので、 ∑ 0@J@ ∙ , @	 + g@ = 1 (144) 
以上より、変数bはJを有するサポートベクターに対する次式の平均によって得ることがで
きる。 1 − ∑ 0@J@ ∙ V , @Xg@  (145) 
 
3.6.1.4 非線形ソフトマージン SVM 
学習データに誤ったデータが含まれる場合、非線形 SVMにおいて適切なカーネル関数を使
用しても、学習データを完全に分離できる超平面が存在しない場合がある。そのような場
合、線形ソフトマージン SVM 同様に緩和変数を導入して、最適化問題である式(128)の制
約条件を満たさない学習データが存在してもよいようにする。この緩和変数を使って、最
適化問題である式(128)の制約条件を次式のように緩和できる。 0@V}~@	 + X ≥ 1 − @ ,			e = 1,… , | (146) 
これは、@の値によっては0@V}~@	 + Xの値が、0 に近くても制約条件を満たす場合があ
ることを示している。図 3.6.1.4.1 はこの状態を示したものである。図中の正方形は、学習
データの中で誤分類されてもよいデータを意味し、式(146)中の@に値があるデータを表す。
図中の円と正方形の色はクラスラベルを意味する。このように、緩和変数を導入すること
で、式(128)を満たさない学習データが存在してもよいようにするのである。 
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図 3.6.1.4.1 非線形ソフトマージン SVMにおける制約付き線形識別関数[31] 
 
 この緩和変数の導入によって、式(128)で表現される最適化問題は次式のように変形でき
る。 
目的関数 }, z	 =  ‖5‖ + Q∑ z@g@ → 5, について最小化 
制約条件 0@V}~@	 + X ≥ 1 − z@ ,			e = 1,… , | (147) ∑ z@g@ は学習データ中で誤分類されるパターンの上限値である。 
 非線形ハードマージン SVMと同様に、この最適化問題を解くために、ラグランジュ関数
を計算する。制約条件である式は、以下のように書き換えることができる。 1 − z@−0@V}~@	 + X ≤ 0 (148) 
この制約条件から、制約関数@	, e = 1,… , |を@	 = 1 − z@−0@V}~@	 + X, i = 1,… , lと
すると、ラグランジュ関数は L}, , z, 	 =  ‖}‖ + Q∑ z@g@ − ∑ J@V0@V}~@	 + X − 1 + @Xg@  (149) 
となる。ここで、J@ ≥ 0はラグランジュ乗数である。最適化問題を解くには、このラグラン
ジュ関数をJ@について最大化し、}, , zについて最小化する。 
 最適化においては、}, , zについての Lの導関数は鞍点において、Lの勾配が 0となるの
で、次式が成立する。 
 }, , z, 	 = 0 (150) 
}}, , z, 	 = 0 (151) 
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z}, , z, 	 = 0 (152) 
これらの 3つの式からそれぞれ次式が成立する。 ∑ J@0@g@ = 0 (153)  = ∑ J@0@@g@  (154) J@ = Q (155) 
結局、は学習データの展開式となる。の解はただ一つに決まるが、ラグランジュ乗数J@は
その必要がない。 
 クーン・タッカー条件により、鞍点において、以下の条件が満たされる。 
J@ ∙ 1 − z@ − 0@V}~@	 + X = 0,			e = 1,… , |1 − z@ − 0@V}~@	 + X ≤ 0,			e = 1,… , |0 ≤ J@ ≤ Q,			e = 1,… , |  (156) 
上記の条件を満たし、J@ > 0かつz@ = 0を有する学習データFをサポートベクターと呼び、J@ = 0となる学習データは凸最適化問題の解法には関係のないものとなる。つまり、サポー
トベクター以外の学習データはで表される学習データの展開項には現れない。 
 式(149)のラグランジュ関数に式(153)~(155)の条件を代入すると、双対問題となる以下の
最適化問題を得る。 
目的関数∑ J@g@ − ∑ J@J0@0V@ ∙ Xg@ → について最小化 
制約条件0 ≤ J@ ≤ Q,			i = 1,… , l∑ J@0@g@ = 0  (157) 
最適なからを得るには式(154)の関係を用いる。また、bは非線形ハードマージン SVM
同様、Jを有するサポートベクターに対する次式の平均によって得ることができる。 1 − ∑ 0@J@ ∙ V/ , /@Xg@  (158)  = −  5~ +5~	 (159) 
 カーネル関数を用いると、高次元特徴空間での式(125)に相当する識別関数を導出するこ
とができる。式(125)のに = Φ/	を代入して 
	 = sgn0@J@ ∙ ~@ + g@ 	
= sgn0@J@ ∙  	~Φ@	 + g@ 	= sgnV∑ 0@J@ ∙ , @	 + g@ X (160) 
 以上より、式(157)で表現される凸 2次計画問題を解くことで、式(160)の識別関数を得る
ことができる。これが非線形ソフトマージン SVMである。 
 
3.6.2 Sequential Minimal Optimization (SMO) 
 SVMの 2次計画問題を解くには変数をM個とすると、O¢£	の時間がかかる。そこで効
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率的に得アルゴリズムが必要となるが、SMO(逐次最小最適化アルゴリズム)[32]は 2つの変
数のみを動かす変数として、他の変数は固定した部分問題を繰り返し解いていき、全ての
変数が KKT条件を満たせば終了するという効率的なアルゴリズムを提案している。 
 
3.6.3 Multiple Kernel Learning 
 3.1 節で述べた Bag-of-Keypoints は一般物体認識で有効な特徴量であるが、カテゴリに
よっては色やシェイプなど、他の特徴が認識に有効である場合が存在する。例えば、「ライ
フル銃」や「チンパンジー」などは色の特徴が認識に有効であり、「CD」のように形状が
酷似しているカテゴリではシェイプの特徴が認識に有効である。このように、カテゴリに
よって有効な特徴は異なるため、これらを選択的に利用することで認識精度の改善が可能
であることが近年示されている。 
 そのための特徴統合の手法として、近年用いられているのがMultiple Kernel Learning 
(MKL) である。この手法では、複数の特徴量のカーネルを重みづけて線形結合することに
より統合カーネルを作成し、そのカーネルを SVMに適用することで特徴を選択的に利用す
ることが可能となっている。最適なカーネルの各サブカーネルに対する重みO@を学習する問
題はMKL問題と呼ばれ、統合カーネルは以下の式で表すことができる。 KLR@MU¤/, /¥	 = ∑ O/, /¥	¦5ejℎ	O ≥ 0, ∑ O = 1¦  (161) 
 このMKL問題は、全てのOの組み合わせを cross-validationによって解くことも可能で
あるが、カーネルの数(特徴数と同値)が大きくなるにつれ、	Oが取りうる組み合わせは増
大し、計算量を抑えるために刻み幅が荒くなることで最適な重みを算出できなくなること
が考えられる。そこで、MKL問題を SVMのフレームワークで解く方法が提案されている。
Sonnenburg ら[33]は単一カーネルの SVM 学習の反復により最適なカーネルの重みOを
SVMの学習パラメータと同時に求める方法を提案している。その手法を簡単に述べると次
のようになる。 
1. 最初にOを均一の重みとする。 
2. Oを固定し、統合カーネルを単一カーネルと見なし、通常の SVM 学習を行うことで、
サポートベクターの重みJ@e = 1,… ,f	とバイアス項を求める。 
3. 求めたサポートベクターの重みJ@を固定して、全学習データの識別境界面までの距離が
増加するようにOを変化させる。 
4. 終了条件に達するまで 2, 3の手順を繰り返す。 
このアルゴリズムは Sonnenburg ら自身によって、機械学習ライブラリである SHOGUN 
Toolbox[34]として公開されている。 
 Varmaらは、BoKに加えて、テクスチャや色、形状などの多様な画像特徴を画像から抽
出してMKLによって統合することで Caltech-101[35]を用いた分類実験での認識精度を、
渋滞の単一特徴に比べ 14%ほど向上させ、MKLが非常に有用性の高い手法であることを示
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した[5]。 
 MKL の実装としては前述の Sonnenburg らの SHOGUN Toolbox 以外にも、
SimpleMKL[36]や VGG MKL classifer[37]、SpicyMKL[38]などが知られている。 
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第 4章 提案手法 
 
 
4.1 概要 
 従来の一般物体認識の手法の多くは、画像全体から特徴を記述する手法、あるいは前景
領域のみを用いる手法であったが、5章で述べるが、背景の特徴がカテゴリによっては認識
に有効に働くということが確認できた。一方で、前景領域を抽出する物体抽出手法の多く
は、抽出のための学習がさらに必要であり、またその学習には正解画像が必要であったた
め、今後一般物体認識におけるカテゴリ数が増加した際に正解画像の準備が必要となって
しまうなどの問題点を抱えていた。 
 そこで、本研究では学習を伴わない自動物体抽出手法を用い、前景と背景の共起関係を
考慮した一般物体認識手法を提案する。図 4.1.1は提案手法の流れを、図 4.1.2は提案手法
の自動物体抽出の示したものである。具体的には、認識対象となる物体は画像中でも視覚
的注意を引きやすいと考えられるため、視覚的注意をモデル化した Saliency Mapと高精度
な領域分割手法である Graph Cutsを組み合わせ、自動で物体抽出を行う。得られた前景と
背景はカテゴリによっては共起関係が変化することが考えられる。そこで、Multiple Kernel 
Learningと呼ばれる手法を用いて、前景と背景から得られた特徴を重みづけ統合すること
で、共起関係を考慮した認識を行う。 
 
 
図 4.1.1 提案手法の流れ 
 
学習画像 テスト画像
Saliency MapとGraph Cuts
による物体抽出
前景と背景の
画像特徴抽出
学習データ テストデータ
MKL-SVMによる特徴統合、
学習と識別
Saliency Mapの作成
前景と背景の
画像特徴抽出
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図 4.1.2 自動物体抽出の流れ 
 
4.2 提案手法 
 前述のとおり、従来の自動物体抽出手法としては、AdaBoostや SVMなどの識別器によ
る手法がほとんどであったが、これらの手法は学習が必要であり、カテゴリが増加した場
合に処理時間が膨大になり、かつ学習に必要なグランドツルース(正解画像)も増加していく
という問題を抱えていた。そこで本研究では、認識対象の物体は視覚的注意を惹きやすい
と考え、学習が不要な自動物体抽出手法として Saliency Mapを一般物体認識に適用した手
法を提案する。本節ではその提案手法の詳細を述べる。 
 
4.2.1 Saliency Mapの作成 
 Saliency Mapはいくつものモデルが提案されており[20][21][22][39]、その多くは視覚的
注意を惹きやすい「領域」を示したものである。しかし、これらの「領域」を示すモデル
はあくまで「領域」を示すものであり、物体全体を抽出する自動物体抽出とは用途が異な
るため、これらのモデルによる自動物体抽出は困難であった[40]。そこで、本研究では物体
全体を顕著とすることを目的とした Saliency MapであるT. Liuらのモデル[22]を用いるこ
とで物体全体の抽出を試みる。 
 Liuらは、局所的特徴であるMultiscale Contrastと領域的特徴である Center-surround 
Histogram、大域的特徴である Color Spatial Distributionを CRFによって色々な画像が
入り混じった学習画像群から一度学習し、最適な重みを求めることで、他の画像において
も高精度で物体全体を顕著とできるモデルを提案した。その中でも Center-surround 
Histogram は特に計算量が多く、本研究では、このヒストグラムの距離計算を格子状に行
うことで高速化を図っている。 
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4.2.2 Saliency Mapと Graph Cutsによる物体抽出 
 Graph Cutsは高精度な領域分割手法として知られているが、従来の Graph Cutsはユー
ザが seed と呼ばれる正解ピクセルをいくつかのピクセルに与え、その seed から前景らし
さと背景らしさを無向グラフの t-link にコストとして設定する。しかし、自動物体抽出に
おいてはユーザが介入することはできない。そこで、表 4.2.2に示したようなコストで、4.2.1
項で求めた Saliency Mapの値を前景らしさ、背景らしさとして設定する。ここで、r	は
Saliency Mapの値を表し、rは対象ピクセル、¨はrの隣接ピクセル、+は無向グラフの Source、©は無向グラフの Sinkであり、Saliency Mapの値は[0,1]で正規化している。 
 
表 4.2.2 各エッジのコスト 
 
 
 このようにして得られた無向グラフに対して、Graph Cuts同様に最小切断アルゴリズム
によるエネルギー最小化を行うことで領域分割を行う。さらに、Saliency Mapが色などに
強く反応し局所的に出た場合には、飛び地や一部欠損した領域が得られることが考えられ
るため、得られた領域に対してバウンディングボックス(矩形領域)を計算し、その領域を前
景領域、それ以外の領域を背景領域として定義することで飛び地や一部欠損を抑制する。
この自動物体抽出手法により得られた例を図 4.2.2に示す。図中の赤い枠内が前景領域、そ
の外側が背景領域である。上段、中段の画像は前景を抽出できているが、下段では大きく
枠をとりすぎている、あるいは一部しか抽出できていない場合もいくつか確認できた。ま
た右端の画像はグローブのカテゴリであるが、それよりもボールが目立ってしまっている
ことにより、適切に抽出できなかったなどの例もあった。 
 
cost
n-link {p,q} exp(-βdp,q)
{p,S} f(p)
{p,T} 1-f(p)
edge
t-link
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図 4.2.2 自動物体抽出の結果 
 
4.2.3 前景と背景からの画像特徴抽出 
 得られた前景領域と背景領域のそれぞれから画像特徴を抽出する。この画像特徴として
は、今回は SIFT特徴と色特徴を抽出する。SIFTは 3.1.1項で述べた Bag-of-Keypoints表
現を用いることで前景と背景のヒストグラム化を行う。色特徴に関しては図 4.2.3に示すよ
うに、前景と背景をそれぞれ空間的に 4分割し、RGB[0,255]もそれぞれ 0～63,64～127,128
～191,192～255に分割することで、4×4×4×4=256次元の特徴として抽出する。 
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図 4.2.3 色特徴 
 
4.2.4 MKL-SVMによる特徴統合と学習・認識 
 本手法では 3.6.3 項で述べた Varma らの手法と同様に得られた前景と背景の特徴間の最
適な重みを MKL-SVM によって求めて統合し、認識を行う。図 4.2.4 はカテゴリ間で前景
と背景の重みが異なる様子を示したものである。左はバスケットゴールのカテゴリ、右は
バスタブのカテゴリである。バスケットゴールは屋外に設置されている場合や屋内に設置
されている場合、またボードが写っているか否か、などの差があり、背景の重みが小さく
なっている。一方、バスタブは設置場所の多くが浴室であり、背景のタイルなどから類似
した特徴が得られるため、背景の重みが大きくなっている。このようにカテゴリごとに各
特徴の最適な重みを求めることによって、前景と背景の共起関係を考慮した認識を行う。 
 
 
図 4.2.4 MKL-SVMによる各カテゴリの特徴間の重み例 
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第 5章 実験 
 
 
5.1 事前実験 
 提案手法の評価実験を行う前に、物体抽出が実際に一般物体認識に有効であることを確
認するための事前実験を行う。事前実験では、物体抽出を行わず、画像全体から特徴を抽
出、認識を行う手法(Conventional)と、事前に手作業でグランドツルース([41]からダウンロ
ードが可能)を用いて前景と背景の特徴を分離して抽出し、それらを統合して認識を行う手
法(Groundtruth)を比較することで、一般物体認識における物体抽出の有効性を検証する。 
 ここでは、次の 5つの項目について評価を行う。 
(1) Conventional1：SIFT(BoK)を SVMで認識 
(2) Conventional2：SIFT(BoK)+色特徴をMKL-SVMで統合して認識 
(3) Groundtruth0：Groundtruth画像の前景 SIFT(BoK)を SVMで認識 
(4) Groundtruth1：Groundtruth 画像の前景 SIFT(BoK)、背景 SIFT(BoK)を MKL-SVM
で統合して認識 
(5) Groundtruth2：Groundtruth画像の前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、
背景色特徴をMKL-SVMで統合して認識 
 事前実験の実験環境としては、Caltech-256[42]からランダムに選んだ表 5.1.1 に示した
10 カテゴリを使用する。認識に用いる画像特徴量としてはアピアランスを捉えるために
BoKで表現したSIFT特徴、色特徴の2つの特徴を用い、BoK表現で用いられるVisual Word
数については 100 から 1000 まで 100 刻みで計測し、もっとも精度の高いものをその特徴
の Visual Word数とする。また、各カテゴリの学習画像数は 50枚とし、学習画像とは別に
選出された 40枚をテスト画像とする。マルチクラス SVMの判定には 1-vs-restを用いる。
性能評価のための評価指標には次式に示す Accuracyを用いる。 
全画像数
正解画像数
=Accuracy  
 実験結果を表 5.1.2と図 5.1に示す。 
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表 5.1.1 実験で使用する 10カテゴリ 
 
 
表 5.1.2 手法ごとの認識率 
 
 
 
図 5.1 カテゴリごとの認識率 
 
 まず、表 5.1.2の Conventional1と Groundtruth0の比較により、画像全体の特徴を用い
るよりも前景のみを特徴を用いたほうが有効な傾向にあることがわかる。しかし、図 5.1の
カテゴリごとの認識率をみると、前景を抽出することによって 5 番のカテゴリのように認
ID Category Name
1 ak47
2 backpack
3 baseball-glove
4 basketball-hoop
5 bathtub
6 beer-mug
7 binoculars
8 cartman
9 cd
10 centipede
Method Conventional1 Conventional2 Groundtruth0Groundtruth1 Groundtruth2
Accuracy 0.6475 0.6875 0.705 0.7475 0.7975
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1 2 3 4 5 6 7 8 9 10
A
c
c
u
ra
c
y
category ID
Conventional1 Conventional2 Groundtruth0
Groundtruth1 Groundtruth2
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識率が低下しているカテゴリが存在する。5 番のカテゴリはバスタブのカテゴリであるが、
このカテゴリは4.2.4項で述べたとおりほとんどの背景が浴室のタイルなどであることから
特徴が類似しており、背景の情報が認識に有効であったと考えられる。 
 次に Conventional1と Groundtruth1を比較すると、認識率は 10%向上しており、カテ
ゴリごとの認識率を見ても、多くのカテゴリで改善されていることが確認できる。5番のカ
テゴリに関しては背景の特徴を統合することで 30%以上改善できていることがわかる。同
様に Conventional2と Groundtruth2 を比較しても認識率は 11%改善されており、多くの
カテゴリで認識率が改善できていることがわかる。 
 以上より、物体抽出を行い、前景と背景を統合することが一般物体認識の性能改善に有
効であることがわかる。 
 
5.2 評価実験 
 提案手法の有効性評価のための評価実験を行う。具体的には以下の 6手法の比較を行う。 
(1) Conventional1：SIFT(BoK)を SVMで認識 
(2) Conventional2：SIFT(BoK)+色特徴をMKL-SVMで統合して認識 
(3) Proposal1：自動物体抽出後、前景 SIFT(BoK)と背景 SIFT(BoK)を MKL-SVMで統合
して認識 
(4) Proposal2：自動物体抽出後、前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、背景色
特徴をMKL-SVMで統合して認識 
(5) Groundtruth1：Groundtruth 画像の前景 SIFT(BoK)、背景 SIFT(BoK)を MKL-SVM
で統合して認識 
(6) Groundtruth2：Groundtruth画像の前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、
背景色特徴をMKL-SVMで統合して認識 
実験に使用する評価用画像データセットには事前実験同様に、表 5.1.1 に示した
Caltech-256 からランダムに選んだ 10 カテゴリを用いる。また各カテゴリからランダムに
選んだ 50 枚を学習画像とし、その他の画像からランダムに選んだ 40 枚をテスト画像とし
て実験を行う。評価方法は、次式のようにクラスごとの識別率を平均した Accuracyを用い
る。 
全画像数
正解画像数
=Accuracy  
また、Visual Wordの数は 100から 1000までの間で 100刻みに変化させて、最も認識率の
高いものをその手法の Visual Word数とする。 
 実験結果を表 5.2.1と図 5.2.1に示す。 
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表 5.2.1 手法ごとの認識率 
 
 
 
図 5.2 カテゴリごとの認識率 
 
まず表 5.2を見ると、Conventional1と Proposal1を比較すると平均認識率が 8%向上し
ていることがわかる。図 5.2.1を見るといくつかのカテゴリで精度が落ちているものの、多
くのカテゴリで精度が向上している。精度が落ちている原因としては自動物体抽出がうま
く行えなかったことが考えられる。 
次に Conventional2 と Proposal2 を比較すると平均認識率は 7.25%向上しており、カテ
ゴリごとの認識率を見ても多くのカテゴリで精度が向上している。1～3 番のカテゴリなど
では Conventional1、Proposal1に比べて精度が向上していることから色特徴が有効に働い
ていると考えられる。 
一方、Proposal1、Proposal2とGroundtruth1、Groundtruth2を比較するとGroundtruth
を用いる手法が 2～4%程度精度が高いことから、自動物体抽出の精度を改善することで、
さらに数%の精度改善が見込めることがわかる。図 5.2.2は現状で抽出が失敗している画像
の例である。上段の画像は元画像の色の影響により一部のみが顕著となり、抽出に失敗し
ている。中段の画像は物体が大きく、Liuらの Saliency MapのCenter-surround Histogram
の特性上、全体を顕著とできなかったため失敗している。この上段と中段の例は、Saliency 
Map の特性を改善することで抽出精度向上が期待できる。しかし、下段はバスケットゴー
ルのカテゴリであるにも関わらず、バスケットボールの方が目立っていることから抽出に
Method Conventional1 Conventional2 Proposal1 Proposal2 Groundtruth1 Groundtruth2
Accuracy 0.6475 0.6875 0.7275 0.76 0.7475 0.7975
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1 2 3 4 5 6 7 8 9 10
A
c
c
u
ra
c
y
category ID
Conventional1 Conventional2 Proposal1
Proposal2 Groundtruth1 Groundtruth2
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失敗した。しかし、このような複数の物体、もしくは認識対象の物体以外が目立っている
場合には Saliency Mapを用いた抽出は困難であり、画像中に含まれる物体をあらかじめそ
れぞれ認識した上で分類する必要があると考えられる。 
また、6番や 9番のカテゴリなど、物体抽出の有無にかかわらず、精度が低いカテゴリが
確認できる。これらのカテゴリでは形状(シェイプ)が酷似しており、アピアランスを表現す
る SIFT や色特徴よりも、シェイプを表現する HOG や Self-Similarity などの画像特徴を
用いると精度が改善する可能性があると考えられる。図 5.2.3は 9番の CDのカテゴリの物
体抽出結果を示したものであり、表 5.2.2は提案手法の各カテゴリでの各特徴の重みを示し
たものである。CDのカテゴリでは物体(CD)が画像に大きく写っており、Saliency Mapの
特性上、全体をうまく抽出できない画像が多く、CDの縁の部分の大部分は背景領域に出て
しまっている。表 5.2.2の CDのカテゴリにおける各特徴の重みを見ると、背景領域の SIFT
特徴が大きな比重を占めていることがわかるが、これは CDの縁の部分を記述した SIFT特
徴によるものと考えられる。このことからも CD のように形状が重要な情報であるカテゴ
リでは、シェイプを表現する特徴を認識に用いることが重要と考えられる。 
 
 
図 5.2.2 自動物体抽出に失敗している画像とその理由 
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図 5.2.3 CDのカテゴリの画像に対する提案手法による抽出結果 
 
表 5.2.2 CDのカテゴリにおける提案手法の各サブカーネルの重み 
 
 
category ID SIFT(fore) SIFT(BoK) Color(fore) Color(back)
1 0.68598 0.16935 0.11932 0.02535
2 0.42505 0.31259 0.23 0.03236
3 0.45809 0.36213 0.1785 0.00129
4 0.62289 0.09036 0.17694 0.10981
5 0.55037 0.19253 0.18442 0.07269
6 0.44524 0.32832 0.15382 0.07262
7 0.45926 0.31586 0.22469 0.00019
8 0.50786 0.07246 0.40685 0.01282
9 0.21444 0.69336 0.08463 0.00757
10 0.69433 0.21281 0.09264 0.00023
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第 6章 むすび 
 
 
6.1 まとめ 
 本論文では、Saliency Mapと Graph Cutsを用いた自動物体抽出によって抽出した前景
と背景の特徴をカテゴリごとに重みづけて統合・認識を行うことで、画像全体の特徴を用
いる場合や前景の特徴のみを用いる場合よりも、高い精度で一般物体認識を行うことが可
能であることを示した。また、自動物体抽出が理想的に行えた場合にはさらに 2%程度の精
度改善が行えることがわかった。 
 
6.2 今後の課題 
 今後の課題としては、物体抽出の精度を改善するために Saliency Mapの特性改善が必要
だと考えられる。また、アピアランスを捉える SIFT 特徴だけでなく、シェイプを捉える
Self-Similarity や HOG などの特徴を組み合わせることでさらに認識率を向上させられる
か検討を行う必要がある。 
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