Abstract. Let M ⊂ C N be a minimal real-analytic CR-submanifold and
Introduction and results
An important step in understanding the existence of analytic objects with certain properties consists of understanding the same problem at the level of formal power series. The latter problem can be reduced to a sequence of algebraic equations for the coefficients of the unknown power series and is often simpler than the original problem, where the power series are required to be convergent. It is therefore of interest to know whether such power series are automatically convergent or can possibly be replaced by other convergent power series satisfying the same properties. A celebrated result of this kind is Artin's Approximation Theorem [A68] which states that a formal solution of a system of analytic equations can be replaced by a convergent solution of the same system that approximates the original solution at any prescribed order.
In this paper we study convergence and approximation properties (in the spirit of [A68] ) of formal (holomorphic) mappings sending real-analytic submanifolds M ⊂ C N and M ′ ⊂ C N ′ into each other, N, N ′ ≥ 2. In this situation the above theorem of Artin cannot be applied directly. Moreover, without additional assumptions on the submanifolds, the analogous approximation statement is not even true. Indeed, in view of an example of Moser-Webster [MW83] , there exist real-algebraic surfaces M, M ′ ⊂ C 2 that are formally but not biholomorphically equivalent. However, our first main result shows that this phenomenon cannot happen if M is a minimal CR-submanifold (not necessarily algebraic) in C N (see §2.1 for the notation and definitions):
Theorem 1.1. Let M ⊂ C N be a real-analytic minimal CR-submanifold and M ′ ⊂ C N ′ a real-algebraic subset with p ∈ M and p ′ ∈ M ′ . Then for any formal (holomorphic) mapping f : (C N , p) → (C N ′ , p ′ ) sending M into M ′ and any positive integer k, there exists a germ of a holomorphic map f k : (C N , p) → (C N ′ , p ′ ) sending M into M ′ , whose Taylor series at p agrees with f up to order k.
Approximation results in the spirit of Theorem 1.1 have been recently obtained in [BRZ01, BMR02] in the important case when N = N ′ and f is invertible. Note that under the assumptions of Theorem 1.1, there may exist nonconvergent maps f sending M into M ′ . For instance, it is easy to construct such maps in case M is not generic in C N . Also, if M ′ contains an irreducible complex-analytic subvariety E ′ of positive dimension through p ′ , such maps f with f (M) ⊂ E ′ (in the formal sense) always exist. Our next result shows that these are essentially the only exceptions. Denote by E ′ the set of all points of M ′ through which there exist irreducible complexanalytic subvarieties of M ′ of positive dimension. This set is always closed ([Le86, D91]) but not real-analytic in general (see [MMZ02b] for an example). In the following, we say that a formal (holomorphic) map f : (C N , p) → (C N ′ , p ′ ) sends M into E ′ if ϕ(f (x(t))) ≡ 0 holds for all germs of real-analytic maps x : (R dim M t , 0) → (M, p) and ϕ : (M ′ , p ′ ) → (R, 0) such that ϕ vanishes on E ′ . We prove:
Theorem 1.2. Let M ⊂ C N be a minimal real-analytic generic submanifold and M ′ ⊂ C N ′ a realalgebraic subset with p ∈ M and p ′ ∈ M ′ . Then any formal (holomorphic) mapping f : (C N , p) → (C N ′ , p ′ ) sending M into M ′ is either convergent or sends M into E ′ .
As an immediate consequence we obtain the following characterization: In contrast to most previously known related results, Theorems 1.1-1.2 and Corollary 1.3 do not contain any assumption on the map f . Indeed, Theorems 1.1-1.2 seem to be the first results of this kind and an analog of Corollary 1.3 appears only in the work of Baouendi-EbenfeltRothschild [BER00a] for the case M, M ′ ⊂ C N are real-analytic hypersurfaces containing no nontrivial complex subvarieties (see also Huang [H96] for regularity results under the same assumptions). In fact they prove a more general result for M and M ′ of higher codimension assuming the map f to be finite and show (see the proof of [BER00a, Proposition 7 .1]) that the finiteness of f automatically holds (unless f is constant) in the mentioned case of hypersurfaces. However, in the setting of Corollary 1.3, the finiteness of a (nonconstant) map f may fail to hold even when M, M ′ ⊂ C N are hypersurfaces, e.g. for M := S 3 × C, M ′ := S 5 ⊂ C 3 , where S 2n−1 ⊂ C n is the unit sphere. Thus, even in this case, Theorems 1.1-1.2 and Corollary 1.3 are new and do not follow from the same approach. It is worth mentioning that Corollary 1.3 is also new in the case of unit spheres M = S 2N −1 and M ′ = S 2N ′ −1 with N ′ > N. In conjunction with a rationality result due to Forstnerič [F89] , we obtain the following. Corollary 1.4. Any formal map sending the unit sphere S 2N −1 ⊂ C N into another unit sphere S 2N ′ −1 ⊂ C N ′ is a convergent rational map.
Previous work in the direction of Theorem 1.2 is due to Chern-Moser [CM74] for real-analytic Levi-nondegenerate hypersurfaces. More recently, this result was extended in [BER97, BER99b, BER00a, M00, BRZ01, La01, BMR02, M02] under weaker conditions on the submanifolds and mappings (see also [BER00b, H01] for related references).
One of the main novelties of this paper compared to previous related work lies in the study of convergence properties of ratios of formal power series rather than of the series themselves. It is natural to call such a ratio convergent if it is equivalent to a ratio of convergent power series. However, for our purposes, we need a refined version of convergence along a given submanifold that we define in §3.1 (see Definition 3.4). With this refined notion, we are able to conclude the convergence of a given ratio along a submanifold provided its convergence is known to hold along a smaller submanifold and under suitable conditions on the ratio (see Lemmata 3.7-3.8).
Another novelty of our techniques consists of applying the mentioned convergence results of §3.1 and their consequences given in §3.2 to ratios defined on iterated complexifications of real-analytic submanifolds (in the sense of [Z97, Z99] ) rather than on single Segre sets (in the sense of [BER96] ) associated to given fixed points. The choice of iterated complexifications is needed to guarantee the nonvanishing of the relevant ratios that may not hold when restricted to the Segre sets. These tools are then used to obtain the convergence of a certain type of ratios of formal power series that appear naturally in the proofs of Theorems 1.1-1.2. This is done in Theorem 4.1 that is, in turn, derived from Theorem 3.13 which is established in the more general context of a pair of submersions of a complex manifold.
After the necessary preparations in § §5-6, we state and prove Theorem 7.1 which is the main technical result of the paper and which implies, in particular, that the (formal) graph of f is contained in a real-analytic subset Z f ⊂ M × M ′ satisfying a straightening property. If f is not convergent, the straightening property implies the existence of nontrivial complex-analytic subvarieties in M ′ and hence proves Theorem 1.2. To obtain Theorem 1.1, we use the additional property of the set Z f (also given by Theorem 7.1), stating that Z f also contains graphs of holomorphic maps approximating f up to any order (at 0). The fact that Z f ⊂ M × M ′ then yields Theorem 1.1.
Notation and definitions

Formal mappings and CR-manifolds.
and M ′ ⊂ C N ′ be real-analytic submanifolds with p ∈ M and p ′ ∈ M ′ , and ρ(Z, Z), ρ ′ (Z ′ , Z ′ ) be real-analytic vector-valued defining functions for M near p and M ′ near p ′ respectively. Recall that a formal mapping f as above sends M into M ′ if there exists a matrix a(Z, Z), with entries in
holds. Observe that (2.1) is independent of the choice of local real-analytic defining functions for M and M ′ . For M ′ merely a real-analytic subset in C N ′ , we also say that f sends M into M ′ , and write f (M) ⊂ M ′ , if (2.1) holds for any real-analytic function ρ ′ (with some a depending on ρ ′ ), 
Recall also that M is called minimal (in the sense of Tumanov [T88] ) at a point p ∈ M if there is no real submanifold S ⊂ M through p with dim S < dim M and T c q M ⊂ T q S for all q ∈ S. It is well-known that, if M is real-analytic, the minimality of M at p is equivalent to the finite type condition of Kohn [K72] and Bloom-Graham [BG77].
2.2. Rings of formal power series. For a positive integer n, we write C [[t] ] for the ring of formal power series (with complex coefficients) in the indeterminates t = (t 1 , . . . , t n ) and C{t} for the ring of convergent ones.
and C{t − t 0 } will denote the corresponding rings of series centered at t 0 . For any formal power series F (t), we denote by F (t) the formal power series obtained from F (t) by taking complex conjugates of its coefficients.
An
] is called a manifold ideal if it has a set of generators with linearly independent differentials (at 0).
] is a manifold ideal, then any set of generators with linearly independent differentials has the same number of elements that we call the codimension of I. In general, we say that a manifold ideal I defines a formal submanifold S ⊂ C l and write I = I(S). Note that if I ⊂ C{t}, then I defines a (germ of a) complex submanifold S ⊂ C n through the origin in the usual sense. Given a formal submanifold S ⊂ C n of codimension d, a (local) parametrization of S is a formal map j :
′ ⊂ C n are two formal submanifolds, we write S ⊂ S ′ to mean that I(S ′ ) ⊂ I(S). For a formal map h : (C n t , 0) → (C r T , 0), we define its graph Γ h ⊂ C n × C r as the formal submanifold given by I(Γ h ), where
is the ideal generated by T 1 − h 1 (t), . . . , T r − h r (t).
For a formal power series F (t) ∈ C[[t]] and a formal submanifold S ⊂ C l , we write F | S ≡ 0 (or sometimes also F (t) ≡ 0 for t ∈ S) to mean that F (t) ∈ I(S). If k is a nonnegative integer, we also write F (t) = O(k) for t ∈ S to mean that for one (and hence for any) parametrization j = j(t) of S, (F • j)(t) vanishes up to order k at the origin. We also say that another power series G(t) agrees with F (t) up to order k (at the origin) if
A convenient criterion for the convergence of a formal power series is given by the following well-known result (see e.g. [BER00a, M00] for a proof).
Proposition 2.1. Any formal power series which satisfies a nontrivial polynomial identity with convergent coefficients is convergent.
It will be also convenient to consider formal power series defined on an abstract complex manifold (of finite dimension) X centered at a point x 0 ∈ X without referring to specific coordinates. In each coordinate chart such a power series is given by a usual formal power series that transforms in the obvious way under biholomorphic coordinate changes. Given such a series H, we write H(x 0 ) for the value at x 0 that is always defined. It is easy to see that the set of all formal power series on a complex manifold centered at x 0 forms a (local) commutative ring that is an integral domain.
The notion of convergent power series extends to power series on abstract complex manifolds in the obvious way.
In a similar way, one may consider formal holomorphic vector fields on abstract complex manifolds and apply them to formal power series. If F and G are such formal power series on X centered at x 0 , we write L(F/G) ≡ 0 if and only if F LG − GLF ≡ 0 (as formal power series on X ).
Completely analogously one may define formal power series mappings between complex manifolds and their compositions.
Meromorphic extension of ratios of formal power series
The ultimate goal of this section is to establish a meromorphic extension property for ratios of formal power series (see Theorem 3.13).
3.1. Convergence of ratios of formal power series. Throughout §3, for any formal power series
. . , t n ) and any nonnegative integer k, we denote by j k F or by j k t F the formal power series mapping corresponding to the collection of all partial derivatives of F up to order k. We shall use the first notation when there is no risk of confusion and the second one when other indeterminates appear. For
, we write (F : G) for a pair of two formal power series thinking of it as a ratio, where we allow both series to be zero.
Definition 3.1. Let (F 1 : G 1 ), (F 2 : G 2 ) be ratios of formal power series in t = (t 1 , . . . , t n ), and S ⊂ C n be a (germ of a) complex submanifold through 0 ∈ C n . We say that the ratios (F 1 :
The defined relation of similarity for formal power series is obviously symmetric but not transitive, e.g. any ratio is k-similar to (0 : 0) along any complex submanifold S and for any nonnegative integer k. However, we have the following weaker property:
Lemma 3.2. Let (F 1 : G 1 ), (F 2 : G 2 ) and (F 3 : G 3 ) be ratios of formal power series in t = (t 1 , . . . , t n ), S ⊂ C n a complex submanifold through the origin and k a nonnegative integer. Suppose that both ratios (F 1 : G 1 ) and (F 3 :
Proof. Without loss of generality, we may assume that (j l F 2 )| S ≡ 0. By the assumptions, we have
Multiplying the first identity by F 3 , the second by F 1 and subtracting from each other, we obtain (j
We shall actually use the following refined version of Lemma 3.2 whose proof is completely analogous. In what follows, for some splitting of indeterminates t = (t 1 , t 2 , t 3 ) ∈ C n 1 × C n 2 × C n 3 and for any formal power series
, we write j k t i F for the collection of all partial derivatives up to order k of F with respect to t i , i = 1, 2, 3.
Clearly, given a complex submanifold S ⊂ C n through the origin, any fixed ratios (F 1 : G 1 ) and (F 2 : G 2 ) are k-similar along S for any k if and only if F 1 G 2 − F 2 G 1 ≡ 0, i.e. if they are equivalent as ratios. We now define a notion of convergence along S for any ratio of formal power series.
Definition 3.4. Let S ⊂ C n be a complex submanifold through the origin and F (t), G(t) ∈ C[[t]], t = (t 1 , . . . , t n ). The ratio (F : G) is said to be convergent along S if there exist a nonnegative integer l and, for any nonnegative integer k, convergent power series
The uniformity of the choice of the integer l is a crucial requirement in Definition 3.4 (see e.g. the proof of Lemma 3.8 below). This notion of convergence for ratios of formal power series has the following elementary properties.
n , then it is equivalent to a nontrivial ratio of convergent power series.
Proof. Properties (i), (ii) and (iv) are easy to derive from Definition 3.4. Part (iii) is a consequence of Lemma 3.2.
An elementary useful property of ratios of formal power series is given by the following lemma.
Lemma 3.6. Let (F : G) be a ratio of formal power series in t = (t
Proof. From the assumption it is easy to obtain, by differentiation, the identity
From this, it follows that the ratios (F : G) and ( F : G) are equivalent, which completes the proof of the lemma since by construction G ≡ 0.
The following lemma will be used in §3.2 to pass from smaller sets of convergence to larger ones.
By the assumptions and Definition 3.4, there exists a nonnegative integer l and, for any nonnegative integer k, convergent power series
and it is also easy to see from (3.2) that (F :
This finishes the proof of Lemma 3.7.
The next less obvious lemma will be also used for the same purpose.
Lemma 3.8. Consider formal power series
of the form
where
r for some integer r ≥ 1 and ϕ and ψ are convergent power series in
. Then the conclusion of Lemma 3.7 also holds.
Proof. The statement obviously holds if F and G are both zero, hence we may assume that
is assumed to be convergent along S, there exist a nonnegative integer l and ratios (F s : G s ), s = 0, 1, . . ., of convergent power series such that (F : G) is s-similar to (F s : G s ) and
for all s. Then, for any k ≥ l and s ≥ k + l, we have
In view of (3.3) we may rewrite (3.5) in the form
where R s,k is a convergent power series in the corresponding variables. We view (3.6) as a system of analytic equations R s,k (y, t 1 ) = 0 for k ≥ l fixed and s ≥ k+l arbitrary and y(t 1 ) := (j k t 3 Y )(t 1 , 0) as a formal solution of the system. By applying Artin's approximation theorem [A68] , for any positive integer κ, there exists a convergent solution y κ (t 1 ) agreeing up to order κ (at 0 ∈ C n 1 ) with y(t 1 ) (and depending also on k) and satisfying R s,k (y κ (t 1 ), t 1 ) ≡ 0 for all s as above. It is easy to see that there exists a convergent power series
2 ) are convergent and agree with F (t) and G(t) respectively up to order κ. Therefore by choosing κ sufficiently large (depending on k), we may assume that (
In what follows, we fix such a choice of κ. By our construction, (3.6) is satisfied with Y replaced by Y κ and thus (3.5) is satisfied with (F, G) replaced by (
In view of Lemma 3.3, (3.5), (3.7) and (3.4) imply
Since s can be taken arbitrarily large, (3.8) implies that (F : G) and (
, the ratio (F : G) is convergent along S (in the sense of Definition 3.4) and the proof is complete.
For the proof of Theorem 3.13, we shall also need the following lemma.
Lemma 3.9. Let η be a holomorphic map from a neighborhood of 0 in C r into a neighborhood of 0 in C n , with η(0) = 0, and
Suppose that there exists a (germ of a) complex submanifold S ⊂ C r through 0 such that η| S : S → C n has maximal rank n at points of the intersection S ∩ η −1 ({0}) that are arbitrarily close to 0 ∈ C r . Suppose also that the ratio (α • η : β • η) is convergent along S (in the sense of Definition 3.4). Then (α : β) is equivalent to a nontrivial ratio of convergent power series.
Proof. Without loss of generality, S is connected. By Definition 3.4, there exist a nonnegative integer l and, for any positive integer k, convergent power series
By assumption on η| S , we may choose a point s 0 ∈ S ∩ ∆ l arbitrarily close to 0 with s 0 ∈ ∆ l , such that η| S has rank n at s 0 and η(s 0 ) = 0. By the rank theorem, we may choose a right inverse of η, θ : Ω → S, holomorphic in some neighborhood Ω of 0 ∈ C n with θ(0) = s 0 . Since (η • θ)(t) ≡ t, we obtain from (3.11) that ((∂
To complete the proof of the lemma, it remains to observe that, in view of (3.10), θ can be chosen so that (((∂
3.2. Applications to pullbacks of ratios of formal power series. The notion of convergence of a ratio of formal power series along a submanifold introduced in Definition 3.4 extends in an obvious way to formal power series defined on a complex manifold X . We also say that two ratios (F 1 : G 1 ), (F 2 : G 2 ) of formal power series on X are equivalent if F 1 G 2 − F 2 G 1 vanishes identically as a formal power series on X .
Let Y be another complex manifold and v : Y → X a holomorphic map defined in a neighborhood of a reference point y 0 ∈ Y with x 0 := v(y 0 ). Consider the pullback under v of a ratio (F : G) of formal power series on X (centered at x 0 ) and assume that it is convergent along a submanifold S ⊂ Y through y 0 . Under certain assumptions on the map v and on the formal power series we show in this section that Y can be embedded into a larger manifold Y and v holomorphically extended to v : Y → X such that the pullback of (F : G) under v is convergent along a larger submanifold S ⊂ Y. The precise statement is the following.
Proposition 3.10. Let X and Y be complex manifolds and v : Y → X a holomorphic submersion with y 0 ∈ Y. Let S ⊂ Y be a complex submanifold through y 0 and (F : G) a ratio of formal power series on X , centered at x 0 := v(y 0 ), whose pullback under v is convergent along S. Let η : X → C be a holomorphic submersion onto a complex manifold C. Define
Assume that one of the following conditions hold:
, where α and β are formal power series on C centered at η(x 0 ); (ii) the ratio (F : G) is equivalent to a nontrivial ratio of the form
where Y is a C r -valued formal power series on C centered at η(x 0 ) and Φ, Ψ are convergent power series centered at (Y (x 0 ), x 0 ) ∈ C r × X .
Then the pullback of (F : G) under v is convergent along S.
Remark 3.11. The conclusion of Proposition 3.10 obviously holds in the case dim X = dim C (without assuming neither (i) nor (ii)), and therefore, we may assume, in what follows, that
In order to reduce Proposition 3.10 to an application of Lemmata 3.7 and 3.8, we need the following.
Lemma 3.12. In the setting of Proposition 3.10, define
Then the pullback of (F : G) under v is convergent along the complex submanifold S.
The idea of the proof lies in the fact that the derivatives of the pullbacks under v can be expressed through derivatives of the pullbacks under v of the same power series. For this property to hold, it is essential to assume that v is submersive. In what follows, as is customary, we identify S and z(S). Since (F : G) is convergent along S, for any nonnegative integer k, there exist convergent power series
is a right convergent inverse for v, it follows from the above construction that w) . Therefore, by the chain rule, the power series mapping j k (z,w) R k is a linear combination (with holomorphic coefficients in (z, w)) of the components of (j
. By restricting to z ∈ S and w = 0, we obtain, in view of (3.12) and the fact that v
We therefore conclude that (
is convergent along S and hence completes the proof of the lemma.
Proof of Proposition 3.10. The statement obviously holds when F and G are both zero, so we may assume that the ratio (F : G) is nontrivial. Choose local holomorphic coordinates Z = Z(y) ∈ C dim Y for Y , vanishing at y 0 , such that S is given in these coordinates by
, where Z is as above, n 3 = dim Y − dim Y and such that ϑ(Y) is given by {Z 3 = 0}. Note that the submanifolds S and S are given in the Z-coordinates by {Z 2 = Z 3 = 0} and {Z 2 = 0} respectively and η • v is independent of Z 3 (again by the construction of Y).
To prove the conclusion assuming (i), we first note that since v is a submersion and ϑ(Y) ⊂ Y, it follows that v is a submersion too. Therefore, the nontrivial ratio (
, and this latter is convergent along S by Lemma 3.5 (iii) and Lemma 3.12. To complete the proof of (i), it is enough to prove that (α • η • v : β • η • v) is convergent along S (again by Lemma 3.5 (iii)). By using the Z-coordinates for Y defined above, we see that the conclusion follows from a direct application of Lemma 3.7.
The proof of the conclusion assuming (ii) follows the same lines as above by making use of Lemma 3.8 (instead of Lemma 3.7). This completes the proof of Proposition 3.10.
3.3. Pairs of submersions of finite type and meromorphic extension. We shall formulate our main result of this section in terms of pairs of submersions defined on a given complex manifold. The main example of this setting is given by the complexification M ⊂ C N × C N of a real-analytic generic submanifold M ⊂ C N , where a pair of submersions on M is given by the projections on the first and the last component C N respectively. In general, let X , Z and W be complex manifolds and λ : X → Z, µ : X → W be holomorphic submersions. Set X (0) := X and for any integer l ≥ 1, define the (odd) fiber product (3.14)
Analogously fiber products with even number of factors can be defined but will not be used in this paper. It is easy to see that
. . , z 2l+1 ) := z j ∈ X be the restriction to X (l) of the natural projection to the j-th component, 1 ≤ j ≤ 2l + 1, and denote by λ : X (l) → Z and µ : X (l) → W the maps defined by
2l+1 . Then, for every x ∈ X we set x (l) := (x, . . . , x) ∈ X (l) and
are complex submanifolds of X (l) . In the above mentioned case, i.e. when X is the complexification of a real-analytic generic submanifold M ⊂ C N , the construction of X (l) yields the iterated complexification M 2l as defined in [Z97] . In this case the images µ(D l (x)) are the Segre sets in the sense of Baouendi-EbenfeltRothschild [BER96] and their finite type criterion says that M is of finite type in the sense of Kohn [K72] and Bloom-Graham [BG77] if and only if the Segre sets of sufficiently high order have nonempty interior. The last condition can also be expressed in terms of ranks (see [BER99a] ). Motivated by this case, we say in the above general setting that the pair (λ, µ) of submersions is of finite type at a point x 0 ∈ X if there exists l 0 ≥ 1 such that the map µ l 0 | D l 0 (x 0 ) has rank equal to dim W at some points of the intersection
The main result of §3 is the following meromorphic extension property of ratios of formal power series that was inspired by an analogous result from [MMZ02a] in a different context. Its proof is however completely different and will consist of repeatedly applying Proposition 3.10.
Theorem 3.13. Let X , Z, W be complex manifolds and λ : X → Z, µ : X → W be a pair of holomorphic submersions of finite type at a point x 0 ∈ X . Consider formal power series F (x), G(x) on X centered at x 0 of the form F (x) = Φ Y (λ(x) ), x , G(x) = Ψ Y (λ(x)), x , where Y is a C rvalued formal power series on W centered at λ(x 0 ) and Φ, Ψ are convergent power series on C r ×X centered at (Y (λ(x 0 )), x 0 ). Suppose that G ≡ 0 and that L(F/G) ≡ 0 holds for any holomorphic vector field L on X annihilating µ. Then (F : G) is equivalent to a nontrivial ratio of convergent power series on X (centered at x 0 ).
Remark 3.14. From the proof of Theorem 3.13, it will follow that the ratio (F : G) is even equivalent to a ratio of the form ( α • µ : β • µ), where α, β are convergent power series on W centered at µ(x 0 ) with β ≡ 0.
We start by giving several lemmata that will be used in the proof of Theorem 3.13.
Lemma 3.15. Let µ : X → W be a holomorphic submersion between complex manifolds and F (x), G(x) be formal power series on X centered at a point x 0 ∈ X . Suppose that G ≡ 0 and that L(F/G) ≡ 0 for any holomorphic vector field L on X that annihilates µ. Then there exist formal power series α, β on W centered at µ(x 0 ), with β ≡ 0, such that the ratio (F : G) is equivalent to the ratio (α • µ : β • µ).
The proof of Lemma 3.15 follows from Lemma 3.6 after appropriate choices of local coordinates in X and W. In the next lemma, we apply the iteration process provided by Proposition 3.10 in the context of Theorem 3.13.
Lemma 3.16. In the setting of Theorem 3.13, the following holds. If, for some nonnegative integer l, the ratio (F • π
2j+1 is the projection given by (3.15) and D j (x 0 ) is the submanifold given by (3.17), j = l, l + 1.
Proof. In order to apply Proposition 3.10, we first set η := µ, X := X , C := W, Y := X (l) , y 0 := x 2l+1 are given by (3.14) and (3.15) respectively. Note that v is a holomorphic submersion and that, by assumption, the pullback under v of the ratio (F : G) is convergent along S. In view of Lemma 3.15, Proposition 3.10 (i) implies that, by setting
the pullback of (F : G) under v 1 is convergent along S 1 . We now want to apply a second time Proposition 3.10. For this, we reset η := λ, X := X , C := Z, Y := Y 1 , y 0 := (x 0 , . . . , x 0 ) ∈ Y 1 , v := v 1 and S := S 1 , where Y 1 , S 1 and v 1 are as above. By applying Proposition 3.10 (ii) in that context, we obtain easily that the pullback of (F :
2l+3 is convergent along D l+1 (x 0 ), the required conclusion.
Proof of Theorem 3.13. We first claim that the pullback of (F : G) under π (0) 1 is convergent along D 0 (x 0 ). Indeed, note that this is equivalent to saying that (F : G) is convergent along {x ∈ X : λ(x) = λ(x 0 )}. By applying Proposition 3.10 (ii) with η := λ, X := X , C := Z, Y := X , y 0 := x 0 , v := Id X and S := {x 0 }, and using Lemma 3.5 (i), we get the desired claim. By applying Lemma 3.16 and using the finite type assumption on the pair (λ, µ), it follows that the ratio (F • π
, where l 0 is chosen so that µ| D l 0 (x 0 ) has rank equal to dim W at some points of the intersection D l 0 (x 0 )∩E l 0 (x 0 ) that are arbitrarily close to x (l 0 ) 0 . Let α and β be power series on W given by Lemma 3.15. In view of Lemma 3.5 (iii), the nontrivial ratio (α • µ : β • µ) is thus convergent along D l 0 (x 0 ), where β • µ ≡ 0. Since E l 0 = µ −1 ({0}), one sees that Lemma 3.9 implies that the ratio (α : β) is equivalent to a nontrivial ratio ( α : β) of convergent power series on W (centered at µ(x 0 )). Therefore, it follows from Lemma 3.15 and the fact that µ is a submersion that (F : G) is equivalent to the nontrivial ratio ( α • µ : β • µ). The proof of Theorem 3.13 is complete.
Applications of Theorem 3.13 to ratios on generic submanifolds
The goal of this section is to apply the meromorphic extension property of ratios of formal power series given by Theorem 3.13 to the context of real-analytic generic submanifolds in C N , and to deduce some other properties (see Proposition 4.3 below) which will be useful for the proof of the theorems mentioned in the introduction.
Let M ⊂ C N be a real-analytic generic submanifold of codimension d through 0, and ρ(Z, Z) := (ρ 1 (Z, Z), . . . , ρ d (Z, Z)) be a real-analytic vector-valued defining function for M defined in a connected neighborhood U of 0 in C N , satisfying ∂ρ 1 ∧ . . . ∂ρ d = 0 on U. Define the complexification M of M as follows
where for any subset V ⊂ C k , we have denoted
We say that a vector field X defined in a neighborhood of 0 ∈ C N × C N is a (0, 1) vector field if it annihilates the natural projection
We also say that X is tangent to M if X(q) ∈ T q M for any q ∈ M near the origin. We have the following consequence of Theorem 3.13. For the proof of the theorem, we set X := M, Z = W := C N and define the holomorphic submersions
Lemma 4.2. In the above setting, the pair (λ, µ) is of finite type at 0 ∈ M (as defined in §3.3) if and only if M is minimal at the origin.
Proof. For any nonnegative integer l, the fiber product M (l) is here given by
and the maps λ l :
respectively. We then have
, with a suitable Segre mapping v 2l+1 at 0 as defined in [BER99b, BER99a] . Therefore, in view of the minimality criterion of [BER99a] (see also [BER96] ), the pair (λ, µ) is of finite type at 0 ∈ M if and only if M is minimal at 0. The proof of the lemma is complete.
Proof of Theorem 4.1. Since (0, 1) holomorphic vector fields tangent to M coincide with holomorphic vector fields on M annihilating the submersion µ, in view of Lemma 4.2, we may apply Theorem 3.13 to conclude that the ratio (F : G) is equivalent to a ratio ( F (Z) : G(Z)) of convergent power series on M with G(Z) ≡ 0. (The fact that F , G may be chosen independent of ζ follows from Remark 3.14.) The proof is complete.
In what follows, for any ring A, we denote, as usual, by A[T ], T = (T 1 , . . . , T r ), the ring of polynomials over A in r indeterminates. An application of Theorem 4.1 is given by the following result, which will be essential for the proof of the main results of this paper. F 1 (Z) , . . . , F r (Z)) be a formal power series mapping satisfying one of the following conditions:
such that P(Z, ζ; T , T ) ≡ 0 for (Z, ζ) ∈ M and such that P(Z, ζ; F (ζ),
Proof. Let R be as in (i) such that
We write R as a linear combination
where each δ j (Z, ζ, G(ζ)) ≡ 0 for (Z, ζ) ∈ M, δ j (Z, ζ, X) ∈ C{Z, ζ}[X], and r j is a monomial in T . We prove the desired conclusion by induction on the number l of monomials in (4.3). For l = 1, (4.2), (4.3) and the fact that δ 1 (Z, ζ, G(ζ)) ≡ 0 on M imply that r 1 (F (Z)) ≡ 0. Since r 1 is a monomial, it follows that F j (Z) = 0 for some j which yields the required nontrivial polynomial identity. Suppose now that the desired conclusion holds for any polynomial R whose number of monomials is strictly less than l and for any formal power series mapping G(ζ). In view of (4.2) and (4.3), we have the following identity (understood in the field of fractions of formal power series)
Let L be any (0,1) holomorphic vector field tangent to M. Applying L to (4.4) and using the fact that L(F j (Z)) ≡ 0 for any j, we obtain
We set Q j (Z, ζ) := δ j (Z, ζ, G(Z, ζ))/δ l (Z, ζ, G(Z, ζ)). It is easy to see that each ratio LQ j can be written as a ratio of the following form
e s with G(0) = 0 and some δ j (Z, ζ, X), δ l (Z, ζ, X) ∈ C{Z, ζ, X}, X ∈ C e s , with δ l (Z, ζ, G(Z, ζ)) ≡ 0 for (Z, ζ) ∈ M. From (4.5), we are led to distinguish two cases. If for some j ∈ {1, . . . , l − 1}, LQ j does not vanish identically on M, then the required conclusion follows from (4.5), (4.6) and the induction hypothesis.
It remains to consider the case when LQ j ≡ 0 on M for all j and for all (0, 1) holomorphic vector fields L tangent to M. Then each ratio Q j satisfies the assumptions of Theorem 4.1, and therefore, there exists Φ
. . , l − 1. As a consequence, (4.4) can be rewritten as
This proves the desired final conclusion and completes the proof of the conclusion assuming (i).
For the statement under the assumption (ii), consider a nontrivial polynomial P(Z, ζ; T , T ) (on M) such that P(Z, ζ; F (ζ), F (Z)) ≡ 0 for (Z, ζ) ∈ M. We write (4.8) P(Z, ζ; T , T ) = ν∈N r ,|ν|≤l
where each P ν (Z, ζ; T ) ∈ C{Z, ζ}[ T ] and at least one of the P ν 's is nontrivial. If there exists ν 0 ∈ N r such that P ν 0 (Z, ζ; F (ζ)) ≡ 0 for (Z, ζ) ∈ M, then it follows that the polynomial P(Z, ζ; F (ζ), T ) is nontrivial (on M) and satisfies P(Z, ζ; F (ζ), F (Z)) ≡ 0 for (Z, ζ) ∈ M. Then condition (i) is fulfilled and the required conclusion is proved above.
It remains to consider the case when P ν (Z, ζ; F (ζ)) ≡ 0 on M and for any ν ∈ N r . Fix any ν such that
polynomial (on M) and satisfies P ν (Z, ζ; F (Z)) ≡ 0 for (Z, ζ) ∈ M. Here again, condition (i) is fulfilled and the desired conclusion follows. The proof is complete.
We conclude by mentioning the following result proved in [M02, Theorem 5.1] and which is an immediate consequence of Proposition 4.3 (i) and Proposition 2.1. 5.2. Link with transcendence degree. In this section, we briefly discuss a link between the dimension of the Zariski closure µ(f ) defined above and the transcendence degree of a certain field extension. The reader is referred to [ZS58] for basic notions from field theory used here. In what follows, if K ⊂ L is a field extension and (x 1 , . . . , x l ) ∈ (L) l , we write K(x 1 , . . . , x l ) for the subfield of L generated by K and (x 1 , . . . , x l ).
We denote by M N the quotient field of the ring C{Z} and consider the field extension M N ⊂ M N (f 1 (Z) , . . . , f N ′ (Z)) where we write f (Z) = (f 1 (Z), . . . , f N ′ (Z)). We then define the transcendence degree of the formal map f , denoted in what follows by m(f ), to be the transcendence degree of the above finitely generated field extension. (We should point out that this notion of transcendence degree of a formal map is in general different from the one discussed in [M00, M02] .) We have the following standard relation between m(f ) and µ(f ):
The following well-known proposition shows the relevance of µ(f ) for the study of the convergence of the map f .
be a formal map and µ(f ) as above. Then the following are equivalent:
Proposition 5.2 is a straightforward consequence of Proposition 2.1.
Local geometry of the Zariski closure
In this section, we keep the notation of §5. Our goal is to study the Zariski closure defined in §5.1 near some points of smoothness.
6.1. Preliminaries. Throughout §6, we assume that the dimension of the Zariski closure Z f satisfies
In what follows, for an open subset Ω ⊂ C k , we denote by O(Ω) the ring of holomorphic functions in Ω. Recall also that we use the notation Ω * for the subset {q : q ∈ Ω}. In §5, we saw that µ(f ) ≥ N and m := m(f ) = µ(f ) − N coincides with the transcendence degree of the field extension
Since the components of the formal map h : (C
As a consequence, there exist non-trivial polynomials
For every j = 1, . . . , m ′ , we can write
where each q jν ∈ C{Z}[g], q jk j ≡ 0 and k j ≥ 1. Since each q jν is in C{Z}[g], we can also write (6.6)
where 
It follows from (6.4) -(6.6) that one has (6.9)
is a unique factorization domain (see e.g. [ZS58] ), we may assume that the polynomials given by (6.8) are irreducible.
Consider the complex-analytic variety
By (6.9), V f contains the graph Γ f and hence the Zariski closure Z f . In fact, since by Lemma 5.1,
Note that V f is not irreducible in general and, moreover, may have a dimension larger than µ(f ).
be the discriminant of the polynomial P j (Z, z ′ ; T ) (with respect to T ). Consider the complex-analytic set (6.12)
By the irreducibility of each polynomial
′ . Therefore from the algebraic independence of the components of the formal map g over M N , it follows that the graph of g is not (formally) contained in D, i.e. that (6.13)
We also set (6.14)
It is well-known that E ⊂ D, and hence the graph of g is not contained in E too.
6.2. Description near smooth points. By the implicit function theorem, for any point
Note that for any point (Z 0 , Z ′ 0 ) as above, by making the holomorphic change of coordinates
where we write
. We summarize the above in the following proposition. 
is given by (6.15). The following lemma will be important for the proof of Theorem 7.1 below.
Lemma 6.2. With the above notation, for any polynomial r(
Moreover, R 0 can be chosen with the following property: for any real-analytic generic submanifold M ⊂ C N through the origin,
where M is the complexification of M as defined by (4.1).
where E is given by (6.14), and for j = 1, . . . , m ′ , we denote by σ
(obtained from (6.8)). (Note for any j = 1, . . . , m ′ and for any 1 ≤ ν ≤ k j one has σ
ν (ζ, χ ′ ), which justifies the slight abuse of notation made here.) Fix r(
and set for (Z, z ′ ) and (ζ, χ ′ ) as above
. . .
It follows from Newton's theorem that (6.21) may be rewritten as
for some positive integer δ, and where A ν is of the form
with B ν being polynomials in their arguments (depending only on the coefficients of r(Z ′ , ζ ′ )). In view of (6.22) and (6.23), it is clear that there exists C(Z, ζ, z
(C is obtained by clearing denominators in (6.23) for all ν < δ, and hence is a product of two nonzero terms, one in the ring
is a root of the polynomial P j (Z, z ′ ; T ) by (6.16) and (6.11), it follows that R 0 satisfies (6.20). Finally, the last desired property of R 0 is easily seen from the explicit construction of the polynomial, i.e. from the fact that C(Z, ζ, z ′ , χ ′ ) cannot vanish identically when restricted
The proof of Lemma 6.2 is complete.
6.3. Approximation by convergent maps. Since the graph of the formal map f is contained in Z f , by applying Artin's approximation theorem [A68] , for any nonnegative integer κ, there exists a convergent map f κ : (C N , 0) → (C N ′ , 0) agreeing with f at 0 up to order κ such that the graph of f κ is contained in Z f . We may assume that the maps f κ are convergent in a polydisc neighborhood
Following the splitting (6.2), we write f κ = (g κ , h κ ) and set (6.25)
Observe that since Γ g is not contained in D (see §6.1), it follows that for κ large enough, say κ ≥ κ, the graph of g κ is not contained in D too, and therefore ∆
We may therefore, in what follows, assume that κ = 0. Note also that since the graph of f κ is contained in Z f , in view of (6.16), one has for any
Main technical result
With all the tools defined in § §5-6 at our disposal, we are now ready to prove the following statement from which all theorems mentioned in the introduction will follow. In what follows, we keep the notation introduced in §5- §6. 
where Γ f κ is given by (6.25); (iii) Z f satisfies the following straightening property: for any κ ≥ κ 0 , there exists a neighborhood
For the proof of the above result, we shall need the following key proposition. We also write (7.9) R 00 (Z, ζ, z ′ , χ ′ ; T ) = R 00 (Z, ζ, z ′ , χ ′ ; 0) + T · P 00 (Z, ζ, z ′ , χ ′ ; T ), with P 00 (Z, ζ, z
. In view of (7.6), (7.5) and (7.7), we obtain (7.10) R 00 Z, ζ, z
* . Setting z ′ = g s k (Z) and χ ′ = g s k (ζ) in (7.10), we obtain, in view of (6.26) (7.11) R 00 Z, ζ, g
for (Z, ζ) in some neighborhood of (Z k , Z k ) in M and hence, by unique continuation, for all (Z, ζ) ∈ M ∩ (∆
. In view of (7.9), (7.11) leads to (7.12) R 00 (Z, ζ, g s k (Z), g s k (ζ); 0) = −ρ
for (Z, ζ) as above. Since f (M) ⊂ M ′ , we have the formal identity ρ
(f (Z)), f(ζ)) = 0 for (Z, ζ) ∈ M. Therefore, since f s k (Z) approximates f (Z) up to order s k ≥ k at 0, it follows that (7.13) ρ
In view of (7.12), (7.13) implies that (7.14) R 00 (Z, ζ, g s k (Z), g s k (ζ); 0) = O(k)
for (Z, ζ) ∈ M. Since for any k, g s k (Z) approximates g(Z) up to order s k ≥ k at 0, the only possibility for (7.14) to hold is that (7.15) R 00 (Z, ζ, g(Z), g(ζ); 0) ≡ 0, (Z, ζ) ∈ M.
In view of (7.8) and (7. Proof of Theorem 7.1. In view of Proposition 7.2 (i), we just need to prove parts (ii) and (iii) of the theorem. We choose the integer κ 0 given by Proposition 7.2 (ii) and define Z f to be the union of all local real-analytic irreducible components of Z f ∩ (M × C Proof of Theorem 1.2. Without loss of generality, we may assume that p and p ′ are the origin in C N and C N ′ respectively. Suppose that f is not convergent. Let µ(f ) and (f κ ) κ≥0 be given by Theorem 7.1. By Proposition 5.2, we have m = µ(f ) − N > 0. Therefore Theorem 7.1 (iii) implies that for κ large enough, f κ maps a dense subset of a neighborhood of 0 (which may depend on κ) into the subset E ′ . Since E ′ is closed in M ′ (see e.g. [D91] ), f κ maps actually a whole neighborhood of 0 in M to E ′ . Since for any κ, f κ agrees with f up to order κ at 0, it follows that f sends M into E ′ as defined in §1. This completes the proof.
