The emulation of mechanical systems is a popular application of artificial neural networks in engineering. This paper examines general principles of modelling mechanical systems by feedforward artificial neural networks (FFANNs). The slow convergence issue associated with the highly parallel and redundant structure of FFANN systems is addressed by formulating criteria for constraining network parameters so that FFANNs may be reliably applied to mechanics problems. The existence of the FFANN mechanical model and its stability during construction, with respect to the error in the data, are analyzed. Also a class of differential equations is analyzed for use with Tikhonov regularization. It is shown that the use of Tikhonov regularization can aid in FFANN data-driven construction with a priori mathematical models of varying degrees of physical fidelity. Criteria to ensure successful FFANN application from an engineering perspective are established.
Introduction
The multi-layer perceptron, also known as the feed-forward neural network (FFANN), has drawn significant interest in engineering. It is well known that neural networks can approximate functions and mathematical operators arbitrarily well as the number of neurons in networks tends to infinity [1] [2] [3] [4] [5] [6] . In this regard, FFANNs can be considered as "universal approximators" capable of approximating the input-output relationships of mechanical systems.
For practicing engineers the universal approximation capability of FFANNs would be especially useful in the emulation of complex mechanical systems or systems in which experimental data is relatively expensive to obtain. To the authors' knowledge four options exist for the user who wishes to use FFANNs for emulating complex or expensive mechanical systems; 1) train with any available data from the mechanical system while also adding small random noise to the data, 2) pre-train with data from a similar, though less complex or less expensive, mechanical system, 3) pre-train with data from a numerical simulation, or 4) incorporate a mathematical model of the mechanical system into the ANN architecture and refine the simulation through training with the experimental data. 
The function
is a paradigmatic example of such sigmoidal functions. A radial basis network is another common network architecture; its response can be expressed by the equation [7] ,
f a x β , ( )
where represents the Euclidean norm in the space and , , and are network parameters. Clearly, a radial basis network can be realized as a two-hidden-layer FFANN with the transfer functions and .
The training of a FFANN system can be formulated as the procedure of selecting the parameter matrix so that the response of the neural network is "close" to the available data.
This can be formalized by introducing a quantitative error criterion with respect to a normed space
Clearly, training of FFANNs have close connections with the general theory of approximation.
Note that the network response depends linearly on only a few parameters which are shown in Eq.s (1) and (4) as the coefficients and , respectively. All remaining parameters affect the network response in a non-linear manner. Correspondingly, the training of neural networks is based on non-linear optimization procedures. The backpropagation algorithm [8] is known to resemble the steepest descent method for minimization of a multi-variate function.
Other training algorithms can be associated with the conjugate gradient method, LevenbergMarguardt method, and a variety of other non-linear optimization procedures. The application of the previously mentioned numerical algorithms, as network training procedures, were studied by Saarinen et al [9] . In this regard, it was found that even the most advanced optimization algorithms can show poor convergence in training.
The work of Saarinen et al. [9] demonstrated that the possibility of failure in training is an inherent feature of networks and is related to the internal architecture of the multi-layered FFANN, which yields ill-conditioned Jacobian and Hessian matrices. As a result of the highly parallel and redundant structure, a set of trained neural networks with differing parameter values are able to produce very similar outputs. This effect is more prominent for neural networks with several hidden layers, since for certain combinations of the network parameters, sigmoidal°R
functions of the second hidden layer have limited discrimination capacity with respect to the response of the first hidden layer. The selection of optimal parameters through training is clearly an ill-posed problem.
As mentioned previously, we will investigate what criteria must be established to ensure the successful FFANN emulation of mechanical systems from data or mathematical models. We will address the slow convergence issue associated with the highly parallel and redundant structure of FFANN systems and will formulate criteria for selecting appropriate constraints on the network parameters. In this regard, the FFANN training procedure is discussed as an ill-posed problem in Section 2. Regularization by the imposition of parameter constraints is discussed in Section 3. In Section 4 the Tikhonov regularization method is viewed as a procedure for selecting appropriate constraints for FFANN parameters by using additional qualitative information. Several regularization functionals that can be used in mechanical applications are considered in this regard. Section 5 examines the trade-offs between the treatment of FFANN systems as a linear and non-linear approximation tool. The similarity between the approximation obtained from FFANN systems and the approximation by adaptive algorithms from computational mechanics is also shown. Finally, Section 6 summarizes the findings of this paper. To avoid additional mathematical burden in our discussion, some of the mathematical notions and proofs of formulated properties and propositions are referred to the appendices.
FFANN Training as an Ill-Posed Problem and Regularization
The discrepancy between the FFANN model and the actual mechanical system naturally leads to the issue of what makes a well-posed problem. The theoretical concept of the well-posed problem was formulated by Hadamard [10] . Let the solution be derived from the data using the following equation ,
where R denotes the transformation which is performed on the data to obtain the solution . • This solution is unique.
• The solution is stable on the pair of spaces . That is, for any there exists such that the inequality implies , so that a small error in the data yields a small discrepancy in the solution.
If the problem does not satisfy all of the above conditions it is called an ill-posed problem. As a result, Eq. (6) will not give a meaningful description of the physical phenomenon.
As with virtually all identification problems, the FFANN training is an ill-posed problem. 
FFANN Training as Quasi-Solution

Existence of the Best FFANN Approximation
Limited attention has been devoted in the literature to establishing criteria that are sufficient for the sigmoidal and radial basis networks to provide the best approximation in the sense of Eq.
(5). To our knowledge the only previous work related to this issue are the papers of Girosi and
Poggio [2] and Williamson and Helmke [12] .
Girosi and Poggio [2] showed that in general FFANN networks, both sigmoidal and radial
basis types, may not obtain the minimum of Eq. (5). They essentially exploited the fact that single hidden layer sigmoidal networks, with a finite number of transfer functions given by Eq. (3), could not exactly reconstruct the function .
Nevertheless, the sigmoidal network with two hidden neurons (8) could approximate the function of Eq. (7) arbitrarily well as . Williamson and Helmke [12] used the above argument as a motivation for extending the class of neural networks so that it would have sufficient elements to represent the function of Eq. (7) 
The proof of this property uses standard arguments from the theory of ill-posed problems. One need only consider a bounded set of parameters for the FFANN modelling of mechanical systems.
This principle is quite natural since in reality parameter values are always limited by the accuracy of analog or digital hardware. Note that Property 1 insures that the class of networks defined by Eq. (8) contains the best approximation of Eq. (7) since the value must be bounded and cannot grow arbitrarily large. However, Property 1 implies that one must not only establish sensible bounds on the parameters but that these bounds must also assure that neural networks are still "good" approximators of mechanical systems. In addition, it is quite natural to consider only continuous transfer functions for neurons in Eq. (1). If the previously mentioned conditions are satisfied, Property 1 assures the existence of the best network model.
Uniqueness and Stability
FFANN modelling can be now reformulated as follows.
Approximation problem: find an element and a corresponding neural network response such that the following error criterion is minimized ,
where are compact sets.
The regularization described by Eq. (9), also termed the quasi-solution, is based on the close relationship between uniqueness of the solution of Eq. (9) and its stability to small perturbation of data. The following discussion rectifies the standard arguments of the theory of ill-posed problems applied to modelling of mechanical systems by neural networks.
First, it can be shown that if the set of network responses provides a unique solution to Eq.
(9) then this solution is stable with respect to the error in measuring . single-input single-output neural networks by using the isomorphism between these networks and rational functions and by utilizing corresponding theorems for the approximation of continuous functions by rational functions [13] . In conjunction with the network modelling of mechanical systems, the following proposition undertakes another approach to the uniqueness problem and shows that it is sufficient to ensure that the set is convex.
Property 3.
If is a convex set and the normed space is strictly convex, then the minimization problem of Eq. (9) is unique.
Finally, the following property shows under what conditions the parameters of the neural network models can be found in a numerically stable manner.
Property 4.
Let and be compact sets and the mapping be continuous and one-to one. Then, the inverse mapping is also continuous.
In particular, this property demonstrates that instability and overtraining can be eliminated by introducing a set of constraints on the network parameters which assure that the mapping is one-to-one.
The modelling principles specified by Properties 1, 2, 3, and 4 are quite strict and are not satisfied by a number of FFANN systems. For example, the general set of network responses, which is defined by Eq. (1), is clearly not a convex set. This may explain some of the difficulties associated with standard network training algorithms resulting from the non-unique mapping that leads to ill-conditioned Jacobian and Hessian matrices. Also, the measurement errors inherent to data acquisition may significantly affect the training convergence of a network model.
The following section considers how some of the required constraints on the network parameters can be specified by using additional qualitative information through Tikhonov regularization of the training procedure.
Tikhonov Regularization of FFANN Systems
The Regularization Functional
The quasi-solution of a FFANN mechanical system model requires some a priori information of a quantitative nature so that FFANN parameters can be constrained in a manner suitable for numerical computations. Simultaneously, these constraints must not be too restrictive that they prevent the FFANN system from yielding a close (i.e. comparable with the error in data measurement) approximation of the mechanical systems' input-output relations. Note that FFANN models are artificial systems that match the observed input-output data by using mathematical principles of non-linear approximation and are not developed from physical conservation laws. This artificial background of FFANN models does not yield intrinsic, or even intuitive, constraints on the FFANN parameters. Nevertheless, the quality of performance can be used for selection among network models with comparable ability in mapping experimental data.
To this end the regularization functional , which provides for an additional description of neural network performance [11] , is introduced. In addition, , can be selected to satisfy the compactness condition. Specifically, For any real number and a function the set of elements such that is a compact set of the space .
The existence of a solution of the FFANN training (modelling) task, through the minimization of the error criterion of Eq. (5), can be guaranteed if the class of neural networks considered is constrained so that The parameter of Eq. (10) represents the confidence assigned to the additional information,
. Larger values of impose fewer constraints on the class of neural network models.
If Eq. (10) is written as an equality, the method of Lagrange multipliers allows FFANN training (modelling) to be formulated as the following approximation problem.
Approximation problem: find an element and a corresponding neural network response such that the following error criterion is minimized .
The parameter of Eq. (11) is determined by utilizing either (12) or .
Equation (12) shows that can be selected by using the assumed level of data error so that the trained network performs at least as well as available data. Similarly, Eq. (13) represents the level of mismatch, with respect to the regularizing functional, that is tolerated in the trained network.
Regularization Functionals for Data-Driven Training
The Tikhonov regularization method was originally adopted for FFANN systems by Poggio and Girosi [14, 15] and extensively used in network applications [16] [17] [18] [19] . To select the network
performance criterion, Poggio and Girosi [15] used the arguments of reference [20] suggesting that, "If nothing else is known about a high dimensional function to be approximated, the only option may be to assume a high degree of smoothness". This yields the following class of regularizing functionals commonly associated with multi-dimensional splines ,
where . These functionals can be further generalized by the follow equation .
Note that the regularizing functionals of Eq.s (14) and (15) 
where the hat denotes the Fourier transform of the corresponding quantities. The term is a positive function such that as . In this case, the function can be interpreted as a high pass filter. The functionals of Eq.s (14) and (15) Equations (14)- (16) are often used as regularizing functionals in conjunction with linear illposed problems [22] [23] [24] . However, since neural network models use non-linear approximation 
Mathematical Models as Regularization Functionals
For our applications the arguments on smoothness, with respect to the FFANN response, are not critical since mathematical models of various orders of fidelity can be utilized for regularization. Note that FFANNs have been successful in approximating differential equations [26, 27] .
To determine an acceptable form of the regularization functional, consider that a large class of
a 0 0 ≠ mechanics problems can be described by the following equations ,
, ,
where is a linear self-adjoined differential operator, represent the force applied to the mechanical system and is the boundary operator. The solution of Eq.s (18) and (19) 
where is the energy form associated with the differential operator . For a significant class of mechanics applications, the energy form is continuous and strongly elliptic. That is, ,
, (22) where is the parameter related to the operator L of Eq. (18) 
The proof of this proposition is quite similar to the proof of Proposition 1.
Linear Versus Non-Linear Training
Linear Approximation
Unfortunately the Tikhonov regularization discussed in the previous section does not solve all of the issues related to the FFANN modelling of mechanical systems. It merely provides some requisite constraints so that the best approximation model exists for the considered class of neural networks. Essential questions related to the highly parallel structure of FFANN systems remain open. A straightforward remedy for network training that doesn't interfere with regularization can be sought through linear approximation; all non-linear parameters are selected uniformly, or by using a random sampling procedure [28] , and the linear parameters (i.e. the weights of the output layer) are found to minimize the error criterion. The response of this type of neural network can be seen as a linear combination of basis functions assembled from the hidden-layer neurons.
This approach has a number of theoretical advantages:
• The "optimal" solution of Eq. (23) can be readily determined by solving a linear system of algebraic equations. Complicated non-linear optimization procedures associated with network modelling by backpropagation are eliminated.
• The set of regularization functionals is significantly larger and some of the limiting constraints associated with Proposition 1 can be relaxed. The theory of regularization of linear ill-posed problems can be exploited for neural network applications.
• The solution of the corresponding least-squares minimization problem associated with evaluation of the linear parameters of Eq. (23) is unique and stable with respect to the error of measurements.
• The cross-validation principles [22, 24] can be used to predict missing data and eliminate uncorrelated random noise of measurement as the number of observations grows sufficiently large.
Poggio and Girosi [14, 15] proposed an efficient procedure for the linear network training through the introduction of regularization networks (RN). These networks have the general form of Eq. (23) where the shape of the basis functions is controlled by the regularizing functional and the location of the basis functions is determined by the data points. However, in this case the number of basis functions for RNs is equal to the number of data points. Unfortunately, this is the main drawback of RNs; the determination of a large number of network parameters may result in a ill-conditioned system of linear equations. Also, external limitations on the size of the developed networks may prevent the use of a large quantity of basis functions.
The generalized regularization networks (GRN) [15, 21] relaxes the requirement of having the number of basis functions equal to the number of data points. In this case, minimizing the associated error criterion yields the optimal distribution of the basis functions. In this regard, Chen et al. [29, 30] proposed a computationally efficient training algorithm based on the reduction of a large RN through the removal of the least important neurons. The resulting network can be further improved by using the standard back-propagation algorithm. Lehtokangas et al.
[31] extended this algorithm for training sigmoidal networks.
Training and Adaptive Methods
There exist a similarity between the training method of Chen et al. [29, 30] and adaptive methods of computational mechanics [32] [33] [34] which have the goal of evaluating the optimal grid for the spline approximation. In the latter, one must solve a non-linear approximation problem similar to those encountered in neural network applications.
We would like to draw attention to the two features in adaptive methods of computational mechanics which, on our opinion, may be useful for neural network modelling of mechanical systems. First, at every stage these adaptive methods essentially address a linear minimization problem. Optimization with respect to non-linear parameters, which are associated with the approximation grid, is performed separately. This significantly reduces the requisite computational cost in the determination of the optimal approximation. Second, the minimization of a global optimization criterion, with respect to the non-linear grid parameters, can yield cumbersome and often computationally intractable problems [32, 33] . As a result, such non-linear optimization often fails to yield an "optimal", or even reliable, solution of the mechanics problem.
Instead, local minimization criteria addressing the distribution of the approximation error across the entire domain are utilized. The solution can then be improved by either introducing additional basis functions in regions of large local error, or by moving the grid nodes so that the regions of large local error have a denser grid distribution. That is, the optimal distribution of the basis functions is selected by controlling the homogeneity of the error over the entire domain, rather than evaluating the gradients of the global error with respect to the non-linear parameters.
It is the authors' belief that if advances are to be made in general network theory, and modelling of mechanical systems in particular, we will have to adopt theoretical results and algorithms developed in the computational mechanics community.
Summary
The emulation of mechanical systems is perhaps the most popular application of FFANNs in engineering. In this paper, we have presented principles of modelling of mechanical systems by neural networks and have established criteria to ensure successful FFANN application from an engineering perspective.
The construction of a FFANN through data or data and mathematical models has been rigorously formulated as an ill-posed problem of selecting the optimal set of parameters. As a result, the theory of ill-posed problems has been applied to our analysis. We made use of the regularization principles for the selection of appropriate network constraints. In particular, we addressed the problem of existence of the best network models by constraining the set of network parameters to a compact set; this assures the existence of the optimal network. Criteria that are sufficient for the uniqueness of the best approximation model and its stability with respect to errors in data measurement have been formulated.
For data-driven network modelling of mechanical systems, the Tikhonov regularization approach was investigated, and further developed, as a method to incorporate sensible constraints on the network parameters by using additional qualitative information to improve the performance of the network. A number of functionals that could be used for regularization were investigated. It has been shown that functionals described by Eq. (16) satisfy the compactness property (i.e., provides for a solution during network training) if: 1) the domain of the approximation is bounded, 2) the functional is of "smoothing" type, and 3) the kernel of Eq. (16) is bounded (i.e., regularization addresses both the absolute value of the network response and its smoothness).
In perhaps the most significant contribution of this paper, it has been shown that mathematical models of mechanical systems can be used for regularization of FFANNs. This approach should be especially attractive to engineering users since it provides for the complete application of all available information in the form of both experimental data and mathematical models of appropriate physical fidelity. It has also been shown that the use of mathematical models relax the restrictions on functional smoothness and that this class of functionals also possesses the compactness property. 
Appendix A.
The properties of neural networks presented in Section 3 are proven in this appendix. Basic notions of compact set, convex set, compact operator, and normed spaces of such functions as and are assumed to be familiar to the reader and can be found in any standard functional analysis textbook [36] . Every set is assumed to belong to a linear normed space.
First, we need the following two features of compact sets.
Theorem A.1 . Let be a continuous mapping of the compact set onto the set , then the set is also compact. That is, a continuous image of a compact set is a compact set. Note that this definition does not require the existence or uniqueness of the element and, therefore, the projection of into is not a mapping or an operator. In this context, the solution of the FFANN training defined by Eq. (9) can be viewed as a projection of the data into the set of all neural network responses . If the projection is not unique we can arbitrarily select one element from the possible solutions. Then, the projection is an operator and its continuity assures the stability of the network training with respect to the error in measuring .
Property 2 establishes a criterion of the continuity of the projection operator .
Proof of Property 2. Note that since is compact, the projection is well defined for all .
Assume that is not continuous in . That is, there exist and that for all there exist ,
. Since is arbitrary, take a sequence and find corresponding . Since is a compact set, there is a convergent subsequence of elements That is, the space is strictly convex if any unit sphere does not contain a line segment on its surface. Note that any Hilbert space is strictly convex as well as the spaces of functions for are convex [37] . Next, we will prove Property 3; a similar derivation can be found in reference [2] .
Proof of Property 3. Assume that there are two elements which are closest to an element
x F y F x y + 2 ------------
. Then element is also closest to since
The proposition is trivial for . Otherwise note that .
(A.8)
Since the normed space is strictly convex, . That is, .
The proof of Property 4 establishing the continuity of the inverse mapping of two compact sets is one of the main arguments which motivated the introduction of the quasi-solution for addressing ill-posed problems.
Proof of Property 4.
Assume that is not continuous at . That is, there is that for all one can find an element such that and simultaneously .
Take a sequence and find a corresponding sequence of elements . Clearly, .
Since and is compact, there is a subsequence of elements convergent toward an element : . Note that the subsequence of elements .
Since is continuous, . Then, is not one-to-one as also .
Appendix B.
This appendix summarizes some of the facts from the theory of Sobolev spaces [38] . The Schwartz space is the space of all infinitely differentiable functions on which, together with all their derivatives, approach zero at infinity faster than any power of x.
Note that the Fourier transformation defined by equation 
