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Abstract
Our brain continuously self-organizes to construct and maintain an internal representation of
the world based on the information arriving through sensory stimuli. Remarkably, cortical
areas related to different sensory modalities appear to share the same functional unit, the
neuron, and develop through the same learning mechanism, synaptic plasticity. It motivates
the conjecture of a unifying theory to explain cortical representational learning across sensory
modalities. In this thesis we present theories and computational models of learning and
optimization in neural networks, postulating functional properties of synaptic plasticity that
support the apparent universal learning capacity of cortical networks.
In the past decades, a variety of theories and models have been proposed to describe receptive
ﬁeld formation in sensory areas. They include normative models such as sparse coding, and
bottom-up models such as spike-timing dependent plasticity. We bring together candidate ex-
planations by demonstrating that in fact a single principle is sufﬁcient to explain receptive ﬁeld
development. First, we show that many representative models of sensory development are in
fact implementing variations of a common principle: nonlinear Hebbian learning. Second,
we reveal that nonlinear Hebbian learning is sufﬁcient for receptive ﬁeld formation through
sensory inputs. A surprising result is that our ﬁndings are independent of speciﬁc details, and
allow for robust predictions of the learned receptive ﬁelds. Thus nonlinear Hebbian learning
and natural statistics can account for many aspects of receptive ﬁeld formation across models
and sensory modalities.
The Hebbian learning theory substantiates that synaptic plasticity can be interpreted as an
optimization procedure, implementing stochastic gradient descent. In stochastic gradient
descent inputs arrive sequentially, as in sensory streams. However, individual data samples
have very little information about the correct learning signal, and it becomes a fundamental
problem to know how many samples are required for reliable synaptic changes. Through
estimation theory, we develop a novel adaptive learning rate model, that adapts the magnitude
of synaptic changes based on the statistics of the learning signal, enabling an optimal use of
data samples. Our model has a simple implementation and demonstrates improved learning
speed, making this a promising candidate for large artiﬁcial neural network applications. The
model also makes predictions on how cortical plasticity may modulate synaptic plasticity for
optimal learning.
The optimal sampling size for reliable learning allows us to estimate optimal learning times for
a given model. We apply this theory to derive analytical bounds on times for the optimization
of synaptic connections. First, we show this optimization problem to have exponentially
iii
many saddle-nodes, which lead to small gradients and slow learning. Second, we show that
the number of input synapses to a neuron modulates the magnitude of the initial gradient,
determining the duration of learning. Our ﬁnal result reveals that the learning duration
increases supra-linearly with the number of synapses, suggesting an effective limit on synaptic
connections and receptive ﬁeld sizes in developing neural networks.
Keywords: representation learning, neural networks, receptive ﬁeld development, synaptic
plasticity, nonlinear Hebbian learning, probabilistic models, sparse coding, independent com-
ponent analysis, spiking neurons, stochastic optimization, adaptive learning rates, learning
dynamics.
iv
Résumé
Notre cerveau s’auto-organise constamment pour construire et entretenir une représentation
interne du monde en se basant sur l’information arrivant des stimuli sensoriels. De manière
remarquable, des régions corticales liées à différentes modalités sensorielles semblent parta-
ger la même unité fonctionnelle de base, le neurone, et se développer via le même mécanisme
d’apprentissage, la plasticité synaptique. Ceci motive la conjecture d’une théorie unique pour
expliquer l’apprentissage des représentations corticales de toutes les modalités sensorielles.
Nous présentons dans cette thèse plusieurs théories et modèles computationnels d’apprentis-
sage et d’optimisation dans les réseaux neuronaux, qui postulent certaines propriétés de la
plasticité synaptique, et soutiennent l’existence d’une capacité universelle d’apprentissage
dans les réseaux corticaux.
Dans les dernières décennies, une grande variété de théories et de modèles ont été proposés
pour décrire la formation des champs récepteurs dans les zones sensorielles. Cela inclue à la
fois des modèles normatifs (Sparse Coding) et inductifs, où, par exemple, la plasticité dépend
des instants d’occurrence des potentiels d’action. Dans cette thèse, différentes tentatives
d’explications sont réconciliées en démontrant qu’un seul et unique principe est sufﬁsant
pour expliquer le développement des champs récepteurs. D’abord, nous démontrons que
beaucoup de modèles du développement sensoriel ne font qu’implémenter des variations du
même principe de base : la règle de Hebb non-linéaire. Ensuite, nous prouvons que la théorie
de Hebb non-linéaire est sufﬁsante pour expliquer la formation des champs récepteurs à
partir des données sensorielles. Un aspect surprenant de nos résultats est leur robustesse
vis-à-vis des spéciﬁcités individuelles des modèles, ce qui permet de prédire de manière ﬁable
les champs récepteurs acquis. Ainsi, la théorie de Hebb non-linéaire, combinée aux propriétés
statistiques des stimuli naturels, peut expliquer de nombreux aspects de la formation des
champs récepteurs, et ce, pour de multiples modèles et modalités sensorielles.
La théorie de Hebb tend à prouver que la plasticité synaptique peut être interprétée comme
une procédure d’optimisation, implémentant une descente de gradient stochastique. En effet,
lors d’une descente de gradient stochastique, de nouvelles données arrivent successivement,
comme des ﬂux sensoriels. Cependant, les échantillons de données ne contiennent indivi-
duellement que très peu d’information permettant de déterminer le bon signal d’apprentis-
sage, et estimer la quantité d’échantillons nécessaire à l’obtention d’ajustements synaptiques
ﬁables est un problème fondamental. Grâce à la théorie de l’estimation, nous développons un
nouveau modèle à taux d’apprentissage adaptatif, qui ajuste l’amplitude des changements
synaptiques en se basant sur les statistiques du signal d’apprentissage, permettant une uti-
v
lisation optimale des données. Notre modèle est simple à implémenter et présentent des
temps d’apprentissages plus courts que les modèles classiques, ce qui en fait un candidat
prometteur pour des applications à de larges réseaux de neurones artiﬁciels. De plus, des
prédictions concernant la modulation de la plasticité synaptique par la plasticité corticale
pour un apprentissage optimal peuvent en être dérivées.
L’estimation de la durée minimale de l’échantillonnage permettant un apprentissage ﬁable
nous donne la possibilité d’estimer les temps d’apprentissage optimaux pour un modèle
donné. Nous appliquons ici cette théorie pour dériver analytiquement des majorants du
temps d’optimisation des connexions synaptiques. Pour commencer, nous montrons que ce
problème d’optimisation présente un nombre de points-cols qui croît exponentiellement avec
le nombre de neurones, menant à des gradients faibles et à un apprentissage lent. Dans un
deuxième temps, nous montrons que le nombre de synapses d’entrée d’un neurone module la
magnitude du gradient initial, ﬁxant la durée de l’apprentissage. Enﬁn, le résultat ﬁnal de cette
thèse révèle que la durée de l’apprentissage augmente supra-linéairement avec le nombre de
synapses, suggérant des limites effectives au nombre de connexions synaptiques et à la taille
des champs récepteurs dans des réseaux neuronaux en phase de développement.
Mots clefs : apprentissage de représentations, réseaux neuronaux, développement de champs
récepteurs, plasticité synaptique, théorie de Hebb non-linéaire, modèles probabilistes, codage
creux, analyse en composantes indépendantes, réseaux de neurones à impulsions, optimisa-
tion stochastique, taux d’apprentissage adaptatif, dynamique de l’apprentissage.
vi
Contents
Acknowledgements i
Abstract iii
List of ﬁgures xi
List of tables xiii
1 Introduction 1
1.1 Sensory representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Functional specialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Single neuron receptive ﬁelds . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 A modern neuron doctrine . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Sensory development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Receptive ﬁelds and natural input statistics . . . . . . . . . . . . . . . . . 5
1.2.2 Sparse coding and probabilistic models . . . . . . . . . . . . . . . . . . . . 5
1.2.3 Hebbian plasticity and optimization . . . . . . . . . . . . . . . . . . . . . . 6
1.2.4 Spiking models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.5 Unifying normative and biological models . . . . . . . . . . . . . . . . . . 9
2 Nonlinear Hebbian Learning as a Unifying Principle in Receptive Field Formation 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 The effective Hebbian nonlinearity . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Sparse coding as nonlinear Hebbian learning . . . . . . . . . . . . . . . . 14
2.2.3 Simple cell development for a large class of nonlinearities . . . . . . . . . 15
2.2.4 Receptive ﬁeld diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.5 Beyond V1 simple cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Relation to previous studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Robustness to normative assumptions . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Interaction of selectivity with preprocessing and homeostasis . . . . . . 26
2.3.4 Universality supports biological instantiation . . . . . . . . . . . . . . . . 27
2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
vii
Contents
3 Cortical synaptic plasticity as second-order invariant feature learning 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Second-order invariant learning rules . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Stable second-order invariance . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Receptive ﬁeld development with non-whitened inputs . . . . . . . . . . 36
3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Relation to previous studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 Robustness to network heterogeneities . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Functional interpretation of cortical plasticity . . . . . . . . . . . . . . . . 38
3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.1 Linear invariance of normalized projection pursuit . . . . . . . . . . . . . 39
3.4.2 Derivation of second-order invariant learning rule . . . . . . . . . . . . . 40
3.4.3 Alternative homeostatic factors maintain second-order invariance . . . 40
4 Estimation theory for stochastic optimization and adaptive learning rates 43
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.1 Sampling size for a reliable gradient estimation . . . . . . . . . . . . . . . 44
4.2.2 Drift-diffusion model for stochastic gradient descent . . . . . . . . . . . . 46
4.2.3 Sampa: Sampling-based adaptive learning rate . . . . . . . . . . . . . . . 47
4.2.4 Comparison between Sampa and simpler adaptive models . . . . . . . . 50
4.2.5 Estimation theory for momentum and mini-batches . . . . . . . . . . . . 52
4.2.6 Convergence time of stochastic optimization . . . . . . . . . . . . . . . . 53
4.2.7 Convergence properties of Sampa . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Unifying theory for adaptive learning rates . . . . . . . . . . . . . . . . . . 54
4.3.2 Analysis of previous adaptive models . . . . . . . . . . . . . . . . . . . . . 56
4.3.3 Relation to previous plasticity models based on sampling . . . . . . . . . 57
4.3.4 Relation to geometry-based gradient descent studies . . . . . . . . . . . . 58
4.3.5 Relation between gradient surface and estimation theory . . . . . . . . . 58
4.3.6 Non-convex high-dimensional optimization . . . . . . . . . . . . . . . . . 59
4.3.7 Implications for cortical plasticity . . . . . . . . . . . . . . . . . . . . . . . 59
5 Limits of unsupervised feature learning in high dimensions 61
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.1 Unsupervised projection pursuit learning in neural networks . . . . . . . 62
5.2.2 The geometry of the optimization surface in neural networks . . . . . . . 63
5.2.3 Quasi-orthogonal random directions in high-dimensional spaces . . . . 64
5.2.4 Statistical properties of high-dimensional inputs . . . . . . . . . . . . . . 66
5.2.5 Learning time is constrained by the initial overlap . . . . . . . . . . . . . 67
5.2.6 Learning time dependency on number of synapses . . . . . . . . . . . . . 69
viii
Contents
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.1 Generalization of results to other neural network models . . . . . . . . . 70
5.3.2 Theory for convolutional neural networks . . . . . . . . . . . . . . . . . . 70
5.3.3 Implications for neural network learning dynamics . . . . . . . . . . . . . 71
5.3.4 Theory for localized receptive ﬁelds and number of synapses in the cortex 72
5.3.5 Implications in the duration of sensory development . . . . . . . . . . . . 72
5.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.1 Number of maxima and saddle points . . . . . . . . . . . . . . . . . . . . . 72
5.4.2 Data generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.3 Expected overlap between random vectors in high dimensional spaces . 73
5.4.4 Gradient scaling law for small overlaps . . . . . . . . . . . . . . . . . . . . 74
6 Conclusion 75
A Adaptive model Adadelta is an approximation of Rmsprop 77
A.1 Analytical derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Bibliography 89
Curriculum Vitae 91
ix

List of Figures
2.1 The effective Hebbian nonlinearity of plastic cortical networks. . . . . . . . . . . 14
2.2 Simple cell development from natural images regardless of speciﬁc effective
Hebbian nonlinearity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Selectivity index for different effective nonlinearities. . . . . . . . . . . . . . . . . 18
2.4 Optimal receptive ﬁeld shapes in model networks induce diversity. . . . . . . . 20
2.5 Receptive ﬁelds for non-whitened natural images. . . . . . . . . . . . . . . . . . 21
2.6 Diversity of receptive ﬁeld size, position and orientation. . . . . . . . . . . . . . 22
2.7 Nonlinear Hebbian learning across sensory modalities. . . . . . . . . . . . . . . 23
3.1 Second-order invariant learning in a two-dimensional toy model. . . . . . . . . 36
3.2 Receptive ﬁeld formation from non-whitened inputs. . . . . . . . . . . . . . . . 37
4.1 Reliable gradient estimation with adaptive SGD. . . . . . . . . . . . . . . . . . . . 48
4.2 Implementation of the adaptive method Sampa in a convex 2D problem. . . . . 49
4.3 Comparison of the variability of Sampa, SGD and Rmsprop near convergence. 51
4.4 Comparison of convergence speed between Sampa, SGD and Rmsprop. . . . . 52
4.5 Learning time for SGD in non-convex setting. . . . . . . . . . . . . . . . . . . . . 54
4.6 Learning dynamics and convergence properties for optimal SGD. . . . . . . . . 55
5.1 Geometry of the optimization surface for synaptic weights. . . . . . . . . . . . . 64
5.2 Initial parameters have small overlap with hidden feaures in high dimensions. . 66
5.3 Stereotypical learning dynamics in high-dimensional optimization. . . . . . . . 68
5.4 Gradient dependency on the overlap. . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5 Learning time dependence on number of synapses. . . . . . . . . . . . . . . . . . 70
A.1 Adadelta as an approximation of Rmsprop. . . . . . . . . . . . . . . . . . . . . . . 80
xi

List of Tables
4.1 Summary of various adaptive learning rate models. . . . . . . . . . . . . . . . . . 57
xiii

1 Introduction
Our knowledge about the external world is delivered by sensory organs, however our subjective
perception does not reside in the eyes or ears, but is a construction made possible by a
representation of the data in the cortex (James, 1890; Merleau-Ponty, 1945). By inspecting
how different brain areas respond to external stimuli, we may correlate them with speciﬁc
cognitive abilities, such as object recognition (Grill-Spector et al., 1998; Quiroga et al., 2005;
Desimone, 1991), color perception (Conway and Tsao, 2006; Komatsu et al., 1992), language
understanding (Mazoyer et al., 1993; Price, 2010) or spatial awareness (Andersen et al., 1985;
Duhamel et al., 1997).
This diversity of cognitive functions is in striking contrast to the apparent homogeneity in
the neural substrate across cortical areas (Mountcastle, 1978). All regions display neurons as
functional units, arranged in stereotypical layers, and the essential difference between them is
to which properties of the external world they respond to. This difference in receptive ﬁeld
properties can be explained by differentiated connections. And, in turn, the receptive ﬁeld of
a neuron further along the processing stream will be shaped by the receptive ﬁeld properties
of the neurons that project to it.
Sensory cortices require sensory input in early life to develop (Wiesel and Hubel, 1963b;
Crair et al., 1998), suggesting that our representation of the external world is not genetically
predetermined but is learned through experience (Viskontas et al., 2009). And yet, plasticity
rules that govern the self-organization of synaptic connections are also remarkably consistent
across sensory areas (Caporale and Dan, 2008). These ﬁndings suggest the existence of
learning principles common across the cortex, ﬂexible enough to adapt synaptic connections
to represent very different input modalities.
Most proposals of universal learning algorithms come from the ﬁeld of artiﬁcial neural net-
works. In the early days of artiﬁcial intelligence, the perceptron model showed that a plasticity
rule could make a network of simpliﬁed neurons learn to discriminate between input cate-
gories (Rosenblatt, 1958). Multi-layer versions of these networks were proven to have universal
representation capabilities and later an algorithm was developed that could train these for
1
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a variety of categorization tasks (Rumelhart et al., 1988; LeCun and Bengio, 1995). In recent
decades probabilistic models were also developed, in which stochastic neural networks learn
to represent the statistical distribution of the input, generalizing their properties to generate
new data samples that haven’t been seen before (Hinton et al., 2006). These networks also
have universal properties, being able to represent any probability distribution, given enough
neurons (Le Roux and Bengio, 2008).
However impressive, these models are only loosely inspired by biological networks, and many
of their properties are not compatible with facts known about cortical neurons, synaptic
plasticity and network dynamics. Thus, in parallel to these functional networks, biological
models of plasticity were developed taking into account the evidence and constraints coming
from experimental neuroscience.
The ideas of psychologist Donald Hebb were a precursor for biological modeling of learning
(Hebb, 1952). He proposed that associative memories, in which co-occurring concepts be-
come linked, could be implemented by reinforcing the connections between neurons that
represented each concept. This became known as the principle of Hebbian plasticity: neurons
that ﬁre together, wire together. Plasticity models based on the Hebbian principle thrived,
with increasing support from both theory and experiments (Oja, 1989; Markram et al., 1997;
Pﬁster and Gerstner, 2006; Cooper and Bear, 2012).
This thesis builds on these previous efforts, presenting new theoretical results on synaptic
plasticity rules. By considering simpliﬁed models, we give support to cortical plasticity as a
universal learning mechanism, designed for the search of statistical structure.
1.1 Sensory representation
1.1.1 Functional specialization
Distinct brain regions are involved in speciﬁc cognitive processes. The study of cortical
functional specialization has its origins in the infamous theory of phrenology by Franz Gall, in
which personality traits were related to bumps in speciﬁc regions of the skull (Kandel et al.,
2000). Apart from these early pseudo-scientiﬁc attempts, solid discoveries were possible by
observing correlations between cognitive impairment and brain lesions.
Paul Broca discovered that patients with lesions in a region of the frontal lobe (now Broca’s
area) present deﬁcit in language production, while Carl Wernicke found that another brain area
(now Wernicke’s area) was necessary for language comprehension. Lesion studies continue to
this day to expose the modularity of cortical functioning. As beautifully portrayed by Oliver
Sacks (1998), patients can display curiously speciﬁc cognitive impairments, such as face
blindness, or ability to write but not to read.
The study of functional specialization was revolutionized in the 1990’s by the development
2
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of functional magnetic resonance imaging (fMRI). With fMRI, brain activity is measured
indirectly from local changes in blood oxygenation levels. By measuring these changes during
particular tasks, one can ﬁnd the neural correlates for any cognitive function imaginable
(Friston et al., 1998; Huettel et al., 2004).
A common criticism of such neural correlates is that they only map function to brain area, as a
novel form of phrenology, but do not give insights on how the underlying neural circuits can
produce such functions (Friston, 2002).
1.1.2 Single neuron receptive ﬁelds
The study of single neuron activations complement these ﬁndings by characterizing the stimuli
that trigger a neuronal response. In these experiments, electric wires are introduced in the
cortical area of interest to measure the electric activity of nearby neurons during sensory
stimuli. The sensory stimuli that triggers the neuron deﬁne its receptive ﬁeld. Hubel and
Wiesel (1959) provided the ﬁrst of such characterizations for cortical neurons, showing that
neurons in the primary visual cortex (V1) in the cat were selectively activated by oriented
bars at speciﬁc locations and angles of the visual ﬁeld, named simple cells. It was a revealing
discovery, showing that neurons represented highly speciﬁc patterns of the external world
and that, at least in these cases, the patterns were intelligible. More discoveries followed, and
neurons with more complex and abstract receptive ﬁelds were found, including neurons in
the monkey’s temporal cortex selective to images of faces (Rolls et al., 1992) and hands (Gross,
2008), or cells in the rats’ hyppocampus responsive to speciﬁc spatial coordinates (O’Keefe,
1979). And these receptive ﬁelds were not static, being continuously shaped by experience
(Wiesel and Hubel, 1963a; Foster and Wilson, 2006), with particularly plastic periods occurring
in early life in the so called critical period of a sensory area (Hensch, 2005).
As an invasive technique, single neuron characterization is restricted to animal studies. Nev-
ertheless, in rare occasions, patients that will undergo brain surgery volunteer for short
experiments, allowing for receptive ﬁeld characterizations in the human brain. In one of these
experiments, patients were shown a collections of images, including landmarks, animals and
television celebrities, while neurons from the medial temporal lobe were recorded (Quiroga
et al., 2005). Strikingly, those neurons revealed receptive ﬁelds with an unprecedented degree
of abstraction. One neuron was selective to images of the actress Jennifer Aniston, but not
to any of the other actresses. On the other hand, it was responsive to all of her pictures, in
different poses and clothing, and also to her spoken or written name. Other neurons were
found selective to Sadam Hussein, the Sidney Opera house and Pythagora’s theorem. These
experiments also showed that neural representations are highly plastic, ﬁnding neurons with
selective response to the experimenter known to the patient only for a few days (Viskontas
et al., 2009).
The examples we have listed are a biased selection of neurons with receptive ﬁelds that are
easy to interpret. Primary sensory neurons may be summarized as linear ﬁlter of sensory
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inputs, while high level neurons may be described by abstract concepts. However these
are only ﬁrst approximations, and receptive ﬁeld descriptions have many caveats. First, the
modularity implied by the functional specialization of brain areas is rather nebulous, and
is not as simple as presented this far. For instance, visual processing can be modulated by
auditory stimuli (Frassinetti et al., 2002). Second, under closer inspection even V1 receptive
ﬁelds have complex properties (Olshausen and Field, 2005). Third, abstract concepts also have
non-trivial selectivity properties, for instance the Jennifer Aniston neuron did not respond
to images in which Brad Pitt was also present (Quiroga et al., 2005). Forth, the majority of
neurons are in intermediate levels of abstraction, and have receptive ﬁelds that may be hard
to characterize even at an approximate level (Nandy et al., 2013). These objections suggest
caution in the description of receptive ﬁelds, but are consistent with the notion that neurons
respond to complex patterns and that investigating individual receptive ﬁelds can give insight
about representational properties of sensory networks.
1.1.3 A modern neuron doctrine
Horace Barlow took receptive ﬁeld ﬁndings as basis for the formulation of a neuron doctrine,
on how to understand sensory representations based on single neurons (Barlow, 1972). His
proposal shows incredible foresight, and we transcribe it here:
1. To understand nervous function one needs to look at interactions at a cellular level,
rather than either a more macroscopic or microscopic level, because behaviour depends
upon the organized pattern of these intercellular interactions.
2. The sensory system is organized to achieve as complete a representation of the sensory
stimulus as possible with the minimum number of active neurons.
3. Trigger features of sensory neurons are matched to redundant patterns of stimulation
by experience as well as by developmental processes.
4. Perception corresponds to the activity of a small selection from the very numerous
high-level neurons, each of which corresponds to a pattern of external events of the
order of complexity of the events symbolized by a word.
5. High impulse frequency in such neurons corresponds to high certainty that the trigger
feature is present.
Although single neurons are certainly not the only level of abstraction relevant for understand-
ing sensory systems, his doctrine is remarkably consistent with the assumptions made by mod-
els studied in this thesis. Consistent with his ﬁrst statement, we consider phenomenological
models of neurons and synapses, with an agnostic position as to how these are implemented at
a molecular level (Gerstner et al., 2014). His second statement underlies sparse coding models
(Olshausen and Field, 1996), lateral inhibition (Vogels et al., 2011) and neural adaptation
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(Pozzorini et al., 2013), with sensory networks representing its input with maximum efﬁciency.
His third statement is the central assumption of the Hebbian models we investigate, in which
neurons learn to represent patterns that occur often in the input during sensory development
(Oja, 1989; Cooper and Bear, 2012). His forth hypothesis clearly predicts the Jennifer Aniston
neurons and the like (Quiroga et al., 2005), and also the highly abstract neurons seen in ar-
tiﬁcial neural networks (Le, 2013). Finally, his last statement is consistent with how neural
activity is interpreted in some probabilistic models of neural activity, such as sparse coding
models (Olshausen and Field, 1996) and Boltzmann machines (Hinton, 2002; Buesing et al.,
2011).
1.2 Sensory development
1.2.1 Receptive ﬁelds and natural input statistics
As sensory experience shaped sensory representations, novel results on sensory experience
drove the investigation of what properties of the sensory data were relevant in receptive ﬁeld
development. A breakthrough came from the studies of Field (1994), which revealed that
receptive ﬁelds of simple cells could be related to the statistics of natural images. Considering
a set of image patches {xi }, and synaptic projections w, the input to the projected neuron for
each image patch is given by I =wT xi . He analyzed the statistical distribution of I for different
choices of patterns w, and showed that kurtosis (the forth moment of the distribution,
〈
I 4
〉
),
was higher for oriented edges. Since simple cells were selective to oriented edges, it suggested
that neurons may be driven to adapt their synapses to projections that maximize higher-order
statistics. It was evidence for a statistical formalism that could replace the heuristic argument
that sensory neurons learned to represent patterns that occurred often.
1.2.2 Sparse coding and probabilistic models
This statistical insight gave rise to a normative theory, known as sparse coding (Olshausen and
Field, 1996). The objective of sensory neurons would be that of encoding a large statistical
ensemble of inputs with minimal information loss, while using minimal neural activity. Since
projections of the input distribution with higher kurtosis have sparser activity, it was expected
that simple cells could develop from a model that enforced these assumptions. The sparse
coding model is formalized with latent neurons y, which represent the input x, constructed as
a linear sum, xi =wiy. Learning is then deﬁned as an optimization problem, the search for
synaptic weights w that minimize the reconstruction error of the input on average over many
inputs, while penalizing for neural activity,
E = 1
2
||x−Wy||2+λ∑S(yk ) (1.1)
where S(.) is the sparsity penalty function. Although not biologically plausible (e.g. the learning
rule violates locality), the model is neural-like, composed of two layers, an input layer x and a
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processing layer y, connected through a matrix of synaptic connections W (see Chapter 2).
The same formulation can be interpreted as a generative probabilistic model, a directed
graphical model in which the input x is generated from latent variables y, with a generative
distribution given by
P (x|y,W)= 1
Zx
e−
||x−WT y||2
2σ2 (1.2)
and latent variables have a prior distribution given by
P (y)= 1
Zy
∏
j
e−αS(y j ) (1.3)
where α and σ are constants, and Zx and Zy are normalization factors, known as partition
functions.
In this interpretation (Olshausen and Field, 1997), the learning process performs maximum
likelihood estimation, maximizing the probability that the input dataset has been generated
by the model,
w∗ = argmaxw, |w |2=1 = logP (x,y|W)∝−
1
2
||x−WT y||2−2ασ2∑
j
S(y j )+c. (1.4)
When the sparse coding model was optimized for natural image patches as input, oriented
edges developed as receptive ﬁelds w (Olshausen and Field, 1996). It was an exciting result,
ﬁnding simultaneous connections between receptive ﬁelds and natural statistics, between
neural activity and probabilistic representations, and between learning and statistical opti-
mization.
Since then further experimental evidence have supported the sparse coding principle. Neural
activity in the cortex has been observed to be very sparse (Barth and Poulet, 2012), and sensory
development appears to make spontaneous neural activity more similar to activity driven by
natural inputs (Berkes et al., 2011), proposing sparse coding as a general principle in sensory
development (Olshausen and Field, 2004).
1.2.3 Hebbian plasticity and optimization
Normative approaches such as sparse coding derive their model neurons and learning rules
from objective functions, and in most cases the resulting model does not ﬁt with known
experimental ﬁndings. For instance, the sparse coding model has learning mechanisms that
are non-local, in the sense that synapses from one neuron must have information about
synapses from other neurons to estimate its update (see Chapter 2).
We may instead follow a bottom up approach and study simple, yet biologically plausible, local
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plasticity rules. From Hebb’s principle of learning by association, we may deﬁne a plasticity
rule in which synapses wji are potentiated when the pre- and post-synaptic neurons are
co-active, Δwji ∝ xi y j . However, this learning rule has an obvious handicap. If neural
activations are non-negative, then weights only potentiate, and will diverge to inﬁnity. One
way to mitigate this problem is to include a depressive term, which can counter-balance
potentiation and lead to a stable equilibrium.
In Oja’s learning rule (Oja, 1989), the depression term depends quadratically on the activity of
the post-synaptic neuron
Δwji ∝ xi y −xi y2 (1.5)
and the post-synaptic neuron is modeled with a linear model, y = wT x. As such, if the
synaptic weights start to increase, the post-synaptic activity increases, which in turn leads to
synaptic depression. Interestingly, Oja showed that this learning rule was an implementation
of principal component analysis, proving that synapses converge to the input projection with
highest variance,
w∗ = argmaxw, |w|2=1
〈
(wT x)2
〉
(1.6)
This illustrates how a very simple Hebbian learning rule can implement well deﬁned statistical
optimization algorithms.
A second prominent model is the BCM model. This is a nonlinear Hebbian model, also
designed to be stable (Bienenstock et al., 1982b):
Δwji ∝ xi y2j −θ xi y j (1.7)
where θ is a dynamic variable, θ = 〈 y2i 〉, which guarantees that synaptic weights do not diverge.
This model is also implementing an optimization function (Intrator and Cooper, 1992), but in
this case it depends on higher order statistics,
w∗ = argmaxw
〈
y3
〉−c 〈 y2 〉2 (1.8)
relating it to objective functions based on kurtosis. Like the sparse coding model, it develops
simple-cell like receptive ﬁelds for natural image inputs (Law and Cooper, 1994) . The BCM
model has gathered increasing support as experiments have observed its quadratic depen-
dency on the post-synaptic activity (Cooper and Bear, 2012; Pﬁster and Gerstner, 2006). Thus
the BCM model exhibits simultaneously higher-order statistical properties, stable behavior
and adequacy to plasticity experiments.
Oja’s and BCM models are instances of a broad class of Hebbian models that implement
a statistical optimization procedure known as projection pursuit (Friedman, 1987; Intrator
and Cooper, 1992; Fyfe and Baddeley, 1995). In projection pursuit, one searches for synaptic
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weights that maximize a given objective function F (.),
w∗ = argmaxw
〈
F (wT x)
〉
(1.9)
We consider then gradient ascent as the optimization procedure, in which parameters (synap-
tic weights in this case) are updated in small steps in the direction that increases the objective
function (the gradient),
Δw∝ ∂
〈
F (wT x)
〉
∂w
∝ 〈x f (wT x)〉 (1.10)
where F =∫ f . Since the expectation over the whole input dataset is not available, an online
optimization procedure is considered instead. In stochastic gradient ascent, parameters are
updated based on gradients obtained from single input samples,
Δw∝ x f (wT x) (1.11)
which for small enough updates will on average approximate its ofﬂine gradient ascent equiva-
lent. This general formulation of learning rules deﬁnes the class of nonlinear Hebbian learning
rules that implement projection pursuit (Fyfe and Baddeley, 1995; Hyvarinen and Oja, 1998).
1.2.4 Spiking models
The models presented so far ignore a central aspect of neural activity: time. They formalize
neural activity in discrete time steps, and neuron output activity as analog values. Instead,
cortical neurons are better described as continuous-time dynamical systems, which inte-
grate time-varying currents and have all-or-none output signals, known as spikes or action
potentials.
We consider the leaky integrate-and-ﬁre as our standard dynamical systems model for spiking
neurons. The integration equation is given by
τm
∂u
∂t
=−u(t )+RI (t ) (1.12)
where I (t) is the time-varying input current and u(t) is time-varying membrane potential.
The resistance R and the membrane time-scale τm are properties of the neuron. The neuron
ﬁres, or spikes, at time t f if the membrane potential crosses a threshold θ, v(t f ) = θ, and
immediately thereafter the membrane potential is reset to a value uR . There are many possible
variations of spiking models, including for instance adaptation currents or stochastic ﬁring
(Gerstner et al., 2014).
Although spiking neuron models can implement complex dynamics (Naud et al., 2008), we
may instead simplify the description of the neural activity by its average statistics. By deﬁning
the ﬁring rate yt as the number of spikes between time t and t +Δt , and the input current
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as the average current in the same time interval, we can approximate the spiking model by
a rate model. This simpliﬁcation is possible for any spiking model variation. Whenever the
average statistics are the important variables, it allows us to generalize results obtained from
rate neurons to spiking models.
A ﬁnal, but highly important aspect of biological synaptic plasticity, is that cortical plasticity
is dependent on the timing of spikes. In spike-timing dependent plasticity model (STDP),
synaptic potentiation occurs when pre-synaptic spikes precede post-synaptic spikes, while
depression occurs when post-synaptic spikes come ﬁrst (Gerstner et al., 1996; Markram et al.,
1997). For our purposes however, we may again perform a reduction to a rate model, by
assuming that spikes are generated by a Poisson process, so that on average only the rate
of the two neurons, measured over a given time scale, will inﬂuence learning (Pﬁster and
Gerstner, 2006). In the case of the standard STDP model, dependent only on pairs of pre-
and post-synaptic spikes, this reduces the most simple spike-timing sensitive rules to a linear
Hebbian model, Δwji ∝ xi y j .
Plasticity experiments also inspected more complex combinations of pre- and post-synaptic
spikes (Froemke and Dan, 2002). These revealed the presence of nonlinear effects, in which
plasticity may depend on higher-order combinations of spikes, such as triplets of spikes.
Phenomenological modeling of such data revealed that minimal models of STDP depend on
one pre-synaptic spike, but are modulated by the timing of two post-synpatic spikes (Pﬁster
and Gerstner, 2006). Remarkably, this implies that, under the Poisson assumption, this model
is equivalent to the BCM rate model, without the dynamic threshold (Pﬁster and Gerstner,
2006). This opens the way to assign to spiking plasticity models all the functional properties
studied in their rate equivalents, including receptive ﬁeld development (Clopath et al., 2010).
1.2.5 Unifying normative and biological models
While top-down normative approaches, such as sparse coding, have a strong appeal by pro-
viding a conceptual framework to understanding representation and learning, they do not
possess the biological plausibility of bottom-up biological models, such as spiking networks
and STDP. Nevertheless, there are commonalities between both types of models that invite an
attempt at uniﬁcation. These models are neural-like, with Hebbian-like learning rules, and
are able to learn similar receptive ﬁelds from natural inputs. We start this thesis by demon-
strating that these impressions can be formalized, revealing nonlinear Hebbian learning as
the common principle behind these different approaches.
9

2 Nonlinear Hebbian Learning as a
Unifying Principle in Receptive Field
Formation
The development of sensory receptive ﬁelds has been modeled in the past by a variety of mod-
els including normative models such as sparse coding or independent component analysis
and bottom-up models such as spike-timing dependent plasticity or the Bienenstock-Cooper-
Munro model of synaptic plasticity. Here we show that the above variety of approaches can
all be uniﬁed into a single common principle, namely nonlinear Hebbian learning. When
nonlinear Hebbian learning is applied to natural images, receptive ﬁeld shapes were strongly
constrained by the input statistics and preprocessing, but exhibited only modest variation
across different choices of nonlinearities in neuron models or synaptic plasticity rules. Neither
overcompleteness nor sparse network activity are necessary for the development of localized
receptive ﬁelds. The analysis of alternative sensory modalities such as auditory models or V2
development lead to the same conclusions. In all examples, receptive ﬁelds can be predicted a
priori by reformulating an abstract model as nonlinear Hebbian learning. Thus nonlinear Heb-
bian learning and natural statistics can account for many aspects of receptive ﬁeld formation
across models and sensory modalities.
2.1 Introduction
Neurons in sensory areas of the cortex are optimally driven by stimuli with characteristic
features that deﬁne the ’receptive ﬁeld’ of the cell. While receptive ﬁelds of simple cells in
primary visual cortex (V1) are localized in visual space and sensitive to the orientation of
light contrast (Hubel and Wiesel, 1959), those of auditory neurons are sensitive to speciﬁc
time-frequency patterns in sounds (Miller et al., 2002). The concept of a receptive ﬁeld is also
useful when studying higher-order sensory areas, for instance when analyzing the degree of
selectivity and invariance of neurons to stimulus properties (DiCarlo et al., 2012; Freeman and
Simoncelli, 2011).
The characteristic receptive ﬁelds of simple cells in V1 have been related to statistical prop-
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erties of natural images (Field, 1994). These ﬁndings inspired various models, based on
principles as diverse as sparse sensory representations (Olshausen and Field, 1996), optimal
information transmission (Bell and Sejnowski, 1997), or synaptic plasticity (Law and Cooper,
1994). Several studies highlighted possible connections between biological and normative
justiﬁcations of sensory receptive ﬁelds (Rehn and Sommer, 2007; Clopath et al., 2010; Savin
et al., 2010; Zylberberg et al., 2011), not only in V1, but also in other sensory areas (Olshausen
and Field, 2004), such as auditory (Smith and Lewicki, 2006; Saxe et al., 2011) and secondary
visual cortex (V2) (Lee et al., 2007).
Since disparate models appear to achieve similar results, the question arises whether there
exists a general underlying concept in unsupervised learning models (Saxe et al., 2011; Yamins
et al., 2014). Here we show that the principle of nonlinear Hebbian learning is sufﬁcient for
receptive ﬁeld development under rather general conditions. The nonlinearity is deﬁned by
the neuron’s f-I curve combined with the nonlinearity of the plasticity function. The outcome
of such nonlinear learning is equivalent to projection pursuit (Friedman, 1987; Oja et al., 1991;
Fyfe and Baddeley, 1995), which focuses on features with non-trivial statistical structure, and
therefore links receptive ﬁeld development to optimality principles.
Here we unify and broaden the above concepts and show that plastic neural networks, sparse
coding models and independent component analysis can all be reformulated as nonlinear
Hebbian learning. For natural images as sensory input, we ﬁnd that a broad class of nonlinear
Hebbian rules lead to orientation selective receptive ﬁelds, and explain how seemingly dis-
parate approaches may lead to similar receptive ﬁelds. The theory predicts the diversity of
receptive ﬁeld shapes obtained in simulations for several different families of nonlinearities.
The robustness to model assumptions also applies to alternative sensory modalities, implying
that the statistical properties of the input strongly constrain the type of receptive ﬁelds that
can be learned. Since the conclusions are robust to speciﬁc properties of neurons and plas-
ticity mechanisms, our results support the idea that synaptic plasticity can be interpreted as
nonlinear Hebbian learning, implementing a statistical optimization of the neuron’s receptive
ﬁeld properties.
2.2 Results
2.2.1 The effective Hebbian nonlinearity
In classic rate models of sensory development (Miller et al., 1989; Law and Cooper, 1994;
Olshausen and Field, 1996), a ﬁrst layer of neurons, representing the sensory input x, is
connected to a downstream neuron with activity y , through synaptic connections with weights
w (Fig. 2.1a). The response to a speciﬁc input is y = g (wT x), where g is the frequency-current
(f-I) curve. In most models of Hebbian plasticity (Bienenstock et al., 1982a; Gerstner et al.,
2014), synaptic changes Δw of the connection weights depend on pre- and post-synaptic
activity, with a linear dependence on the pre-synaptic and a nonlinear dependence on the
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post-synaptic activity, Δw∝ x h(y), in accordance with models of pairing experiments (Pﬁster
and Gerstner, 2006; Clopath et al., 2010). The learning dynamics arise from a combination of
the neuronal f-I curve y = g (wTx) and the Hebbian plasticity function Δw∝ x h(y):
Δw∝ x h(g (wTx))= x f (wTx) (2.1)
where we deﬁne the effective Hebbian nonlinearity f := h ◦ g as the composition of the non-
linearity in the plasticity rule and the neuron’s f-I curve. In an experimental setting, the
pre-synaptic activity x is determined by the set of sensory stimuli (inﬂuenced by, e.g., the
rearing conditions during sensory development (Wiesel and Hubel, 1963a)). Therefore, the
evolution of synaptic strength, Eq. 2.1, is determined by the effective nonlinearity f and the
statistics of the input x.
Many existing models can be formulated in the framework of Eq. 2.1. For instance, in a classic
study of simple-cell formation (Law and Cooper, 1994), the Bienenstock-Cooper-Munro (BCM)
model (Bienenstock et al., 1982a) has a quadratic plasticity nonlinearity, h(y)= y(y −θ), with
a variable plasticity threshold θ, and a sigmoidal f-I curve, σ(wT x), which combine into
nonlinear Hebbian learning dynamics, Δw∝ x h(σ(wT x)).
More realistic cortical networks have dynamical properties which are not accounted for by
rate models. By analyzing state-of-the-art models of cortical neurons and synaptic plasticity,
we inspected whether plastic spiking networks can be reduced to nonlinear Hebbian learning.
We considered a generalized leaky integrate-and-ﬁre model (GIF), which includes adaptation,
stochastic ﬁring and predicts experimental spikes with high accuracy (Pozzorini et al., 2013),
and we approximate its f-I curve by a linear rectiﬁer, g (u) = a(u − θ)+, with slope a and
threshold θ (Fig. 2.1b).
As a phenomenological model of synaptic plasticity grounded on experimental data (Sjostrom
et al., 2001), we implemented triplet spike-timing dependent plasticity (STDP) (Pﬁster and
Gerstner, 2006). In this STDP model, the dependence of long-term potentiation (LTP) upon
two post-synaptic spikes induces in the corresponding rate model a quadratic dependence on
the post-synaptic rate, while long-term depression (LTD) is linear. The resulting rate plasticity
(Pﬁster and Gerstner, 2006) is h(y) = y2 −by , with an LTD factor b (post-synaptic activity
threshold separating LTD from LTP, Fig. 2.1c), similar to the classic BCM model (Bienenstock
et al., 1982a; Law and Cooper, 1994).
Composing the f-I curve of the GIF with the h(y) for the triplet plasticity model, we have an
approximation of the effective learning nonlinearity f = h ◦ g in cortical spiking neurons (Fig
2.1d), that can be described as a quadratic rectiﬁer, with LTD threshold given by θ1 = θ and LTP
threshold given by θ2 = θ+b/a. Interestingly, the f-I slope a and LTD factor b are redundant
parameters of the learning dynamics: only their ratio counts in nonlinear Hebbian plasticity.
Metaplasticity can control the LTD factor (Pﬁster and Gerstner, 2006; Turrigiano, 2011), thus
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regulating the LTP threshold.
If one considers a linear STDP model (Song et al., 2000; Gerstner et al., 1996) instead of the
triplet STDP (Pﬁster and Gerstner, 2006), the plasticity curve is linear (Gerstner et al., 2014), as
in standard Hebbian learning, and the effective nonlinearity is shaped by the properties of the
f-I curve (Fig. 2.2a).
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Figure 2.1 – The effective Hebbian nonlinearity of plastic cortical networks. (a) Receptive
ﬁeld development between an input layer of neurons with activities xi , connected by synaptic
projections wi to a neuron with ﬁring rate y , given by an f-I curve y = g (wT x)). Synaptic
connections change according to a Hebbian rule Δwi ∝ xi h(y). (b) f-I curve (blue) of a
GIF model (Pozzorini et al., 2013) of a pyramidal neurons in response to step currents of
500 ms duration (dashed line: piece-wise linear ﬁt, with slope a = 143 Hz/nA and threshold
θ = 0.08 nA). (c) Plasticity function of the triplet STDP model (Pﬁster and Gerstner, 2006)
(blue), ﬁtted to visual cortex plasticity data (Sjostrom et al., 2001; Pﬁster and Gerstner, 2006),
showing the weight change Δwi as a function of the post-synaptic rate y , under a constant
pre-synaptic stimulation xi (dashed line: ﬁt by quadratic function, with LTD factor b = 22.1
Hz). (d) The combination of the f-I curve and plasticity function generates the effective
Hebbian nonlinearity (dashed line: quadratic nonlinearity with LTD threshold θ1 = 0.08 nA,
LTP threshold θ2 = 0.23 nA).
2.2.2 Sparse coding as nonlinear Hebbian learning
Beyond phenomenological modeling, normative principles that explain receptive ﬁelds de-
velopment have been one of the goals of theoretical neuroscience (Dayan and Abbott, 2001).
Sparse coding (Olshausen and Field, 1996) starts from the assumptions that V1 aims at maxi-
mizing the sparseness of the activity in the sensory representation, and became a well-known
normative model to develop orientation selective receptive ﬁelds (Rehn and Sommer, 2007;
Zylberberg et al., 2011; Olshausen and Field, 2004). We demonstrate that the algorithm im-
plemented in the sparse coding model is in fact a particular example of nonlinear Hebbian
learning.
The sparse coding model aims at minimizing an input reconstruction error E = 12 ||x−Wy||2+
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λS(y), under a sparsity constraint S with relative importance λ> 0. For K hidden neurons y j ,
such a model implicitly assumes that the vector wj of feed-forward weights onto neuron j are
mirrored by hypothetical "reconstruction weights", W= [w1 . . .wK ]. The resulting encoding
algorithm can be recast as a neural model (Rozell et al., 2008), if neurons are embedded in a
feedforward model with lateral inhibition, y= g (wT x−vT y), where v are inhibitory recurrent
synaptic connections (see Methods). In the case of a single output neuron, its ﬁring rate is
simply y = g (wT x). The nonlinearity g of the f-I curve is threshold-like, and determined by the
choice of the sparsity constraint (Rozell et al., 2008), such as the Cauchy, L0 , or L1 constraints
(Fig 2.2a, see Methods).
If weights are updated through gradient descent so as to minimize E , the resulting plasticity
rule is Oja’s learning rule (Oja, 1982), Δw∝ x y −w y2. The second term −w y2 has a multi-
plicative effect on the strength of synapses projecting onto the same neuron (weight rescaling),
but does not affect the receptive ﬁeld shape, whereas the ﬁrst term x y drives feature selectivity
and receptive ﬁeld formation. Together, these derivations imply that the one-unit sparse
coding algorithm can be implemented by an effective nonlinear Hebbian rule combined with
weight normalization. Although the plasticity mechanism is linear, Δw∝ x y , a nonlinearity
arises from the f-I curve, y = g (wT x), so that the effective plasticity is
Δw∝ x g (wT x) (2.2)
This analysis reveals an equivalence between sparse coding models and neural networks with
linear plasticity mechanisms, where the sparsity constraint is determined by the f-I curve g .
Similarly, algorithms performing independent component analysis (ICA), a model class closely
related to sparse coding, also perform effective nonlinear Hebbian learning, albeit inversely,
with linear neurons and a nonlinear plasticity rule (Hyvarinen and Oja, 2000). For variants of
ICA based on information maximization (Bell and Sejnowski, 1997) or kurtosis (Hyvarinen
and Oja, 2000) different nonlinearities arise (Fig. 2.2a), but Eq. 2.2 applies equally well. Hence,
various instantiations of sparse coding and ICA models not only relate to each other in their
normative assumptions (Olshausen and Field, 1997), but when implemented as iterative
gradient update rules, they all employ nonlinear Hebbian learning.
2.2.3 Simple cell development for a large class of nonlinearities
Since the models described above can be implemented by similar plasticity rules, we hypoth-
esized nonlinear Hebbian learning to be a general principle that explains the development
of receptive ﬁeld selectivity. Nonlinear Hebbian learning with an effective nonlinearity f is
linked to an optimization principle with a function F (z)=∫z0 f (x)dx (Oja et al., 1991; Fyfe and
Baddeley, 1995). For an input ensemble x, optimality is achieved by weights w˜ that maximize
〈F (w˜T x)〉, where angular brackets denote the average over the input statistics. Nonlinear
Hebbian learning is a stochastic gradient ascent implementation of this optimization process,
15
Chapter 2. Nonlinear Hebbian Learning
called projection pursuit (Friedman, 1987; Oja et al., 1991; Fyfe and Baddeley, 1995):
w˜=maxw〈F (wT x)〉 =⇒ Δw∝ x f (wT x) (2.3)
Motivated by results from ICA theory (Hyvarinen and Oja, 1998) and statistical properties of
whitened natural images (Field, 1994), we selected diverse Hebbian nonlinearities f (Fig. 2.2a)
and calculated the corresponding optimization value 〈F (wT x)〉 for different features of interest
that we consider as candidate RF shapes, with a whitened ensemble of patches extracted
from natural images as input (see Methods). These include a random connectivity pattern, a
non-local oriented edge (as in principal components of natural images) and localized oriented
edges (as in cat and monkey simple cells in the visual cortex), shown in Fig. 2.2b. The relative
value of 〈F (wT x)〉 between one feature and another was remarkably consistent across various
choices of the nonlinearity f , with localized orientation-selective receptive ﬁelds as maxima
(Fig. 2.2b). Furthermore, we also searched for the maxima through gradient ascent, so as to
conﬁrm that the maxima are orientation selective (Fig. 2.2c, left). Our results indicate that
receptive ﬁeld development of simple cells is mainly governed by the statistical properties of
natural images, while robust to speciﬁc model assumptions.
The relevant property of natural image statistics is that the distribution of a feature derived
from typical localized oriented patterns has high kurtosis (Field, 1994; Olshausen and Field,
1996; Ruderman and Bialek, 1994). Thus to establish a quantitative measure whether a nonlin-
earity is suitable for feature learning, we deﬁne a selectivity index (SI), which measures the
relative value of 〈F (.)〉 between a variable l with a Laplacian distribution and a variable g with
Gaussian distribution (Hyvarinen and Oja, 1998): SI = (〈F (l )〉−〈F (g )〉)/σF (see Methods). The
Laplacian variable has higher kurtosis than the Gaussian variable, serving as a prototype of a
kurtotic distribution. Since values obtained by ﬁltering natural images with localized oriented
patterns have a distribution with longer tails than other patterns (Field, 1994), as does the
Laplacian variable compared to the Gaussian, positive values SI > 0 indicate good candidate
functions for learning simple cell-like receptive ﬁelds from natural images. We ﬁnd that each
model has an appropriate parameter range where SI > 0 (Fig. 2.3). For example the quadratic
rectiﬁer nonlinearity needs an LTP threshold θ2 below some critical level, so as to be useful for
feature learning (Fig. 2.3a).
A sigmoidal function with threshold at zero has negative SI, but a negative sigmoid, as used
in ICA studies (Bell and Sejnowski, 1997), has SI > 0. More generally, whenever an effective
nonlinearity f is not suited for feature learning, its opposite − f should be, since its SI will
have the opposite sign (Fig. 2.2c). This implies that, in general, half of the function space could
be suitable for feature learning (Hyvarinen and Oja, 1998), i.e. it ﬁnds weights w such that
the distribution of the feature wT x has a long tail, indicating high kurtosis ("kurtotic feature").
The other half of the function space learns the least kurtotic features (e.g. random connectivity
patterns for natural images, Fig. 2.2b,c).
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Figure 2.2 – Simple cell development from natural images regardless of speciﬁc effective
Hebbian nonlinearity. (a) Effective nonlinearity of ﬁve common models (arbitrary units):
quadratic rectiﬁer (green, as in cortical and BCM models, θ1 = 1., θ2 = 2.), linear rectiﬁer
(dark blue, as in L1 sparse coding or networks with linear STDP, θ = 3.), Cauchy sparse coding
nonlinearity (light blue, λ= 3.), L0 sparse coding nonlinearity (orange, λ= 3.), and negative
sigmoid (purple, as in ICA models). (b) Relative optimization value 〈F (wT x)〉 for each of the
ﬁve models in a, for different preselected features w, averaged over natural image patches
x. Candidate features are represented as two-dimensional receptive ﬁelds. For all models,
the optimum is achieved at the localized oriented receptive ﬁeld. Inset: Example of natural
image and image patch (red square) used as sensory input. (c) Receptive ﬁelds learned in four
trials for ten effective Hebbian functions f (from top: the ﬁve functions considered above,
u3, −sin(u), u, (|u|−2)+, −cos(u)) (left column), and their opposites− f (right column). The
ﬁrst seven functions (above the dashed line) lead to localized oriented ﬁlters, while a sign-ﬂip
leads to random patterns. Linear or symmetric functions are exceptions and do not develop
oriented ﬁlters (bottom rows).
This universality strongly constrains the possible shape of receptive ﬁelds that may arise during
development for a given input dataset. For whitened natural images, a learnable receptive
ﬁeld is in general either a localized edge detector or a non-localized random connectivity
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pattern.
An important special case is an effective linear curve, f (u)=u, which arises when both f-I and
plasticity curves are linear (Miller et al., 1989). Because the linear model maximizes variance
〈(wT x)2〉, it can perform principal component analysis (Oja, 1982), but does not have any
feature selectivity on whitened input datasets, where variance is constant (Fig. 2.2c).
Symmetric effective nonlinearities, f (u)= f (−u), are also exceptions, since their correspond-
ing optimization functions are asymmetric, F (u)=−F (−u), so that for datasetswith symmetric
statistical distributions, P (x)= P (−x), the optimization value will be zero, 〈Fasym.(wT xsym.)〉 =
0. As natural images are not completely symmetric, localized receptive ﬁelds do develop,
though without orientation selectivity, as illustrated by a cosine function and a symmetric
piece-wise linear function as effective nonlinearities (Fig. 2.2c, bottom rows).
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Figure 2.3 – Selectivity index for different effective nonlinearities. (a) Quadratic rectiﬁer
(small graphic, three examples with different LTP thresholds) with LTD threshold at θ1 = 1:
LTP threshold must be below 3.5 to secure positive selectivity index (green region, main Fig)
and learn localized oriented receptive ﬁelds (inset). A negative selectivity index (red region)
leads to a random connectivity pattern (inset) (b) Linear rectiﬁer: activation threshold must
be above zero. (c) Sigmoid: center must be below a = −1.2 or, for a stronger effect, above
a =+1.2. The opposite conditions apply to the negative sigmoid. (d) Cauchy sparse coding
nonlinearity: positive but weak feature selectivity for any sparseness penalty λ > 0. Insets
show the nonlinearities for different choices of parameters.
2.2.4 Receptive ﬁeld diversity
Sensory neurons display a variety of receptive ﬁeld shapes (Ringach, 2002), and recent model-
ing efforts (Rehn and Sommer, 2007; Zylberberg et al., 2011) have attempted to understand
18
2.2. Results
the properties that give rise to the speciﬁc receptive ﬁelds seen in experiments. We show here
that the shape diversity of a model can be predicted by our projection pursuit analysis, and is
primarily determined by the statistics of input representation, while relatively robust to the
speciﬁc effective nonlinearity.
We studied a model with multiple neurons in the second layer, which compete with each other
for the representation of speciﬁc features of the input. Each neuron had a piece-wise linear
f-I curve and a quadratic rectiﬁer plasticity function (see Methods) and projected inhibitory
connections v onto all others. These inhibitory connections are learned by anti-Hebbian
plasticity and enforce decorrelation of neurons, so that receptive ﬁelds represent different
positions, orientations and shapes (Foldiak, 1990; Vogels et al., 2011; King et al., 2013). For
50 neurons, the resulting receptive ﬁelds became diversiﬁed (Fig. 2.4a-c, colored dots). In an
overcomplete network of 1000 neurons, the diversity further increased (Fig. 2.4d-f, colored
dots).
For the analysis of the simulation results, we reﬁned our inspection of optimal oriented re-
ceptive ﬁelds for natural images by numerical evaluation of the optimality criterion 〈F (wT x)〉
for receptive ﬁelds w=wGabor , described as Gabor functions of variable length, width and
spatial frequency. For all tested nonlinearities, the optimization function for single-neuron
receptive ﬁelds varies smoothly with these parameters (Fig 2.4, grey-shaded background). The
single-neuron optimality landscape was then used to analyze the multi-neuron simulation
results. We found that receptive ﬁelds are located in the area where the single-neuron optimal-
ity criterion is near its maximum, but spread out so as to represent different features of the
input (Fig. 2.4). Thus the map of optimization values, calculated from the theory of effective
nonlinearity, enables us to qualitatively predict the shape diversity of receptive ﬁelds.
Although qualitatively similar, there are differences in the receptive ﬁelds developed for each
model, such as smaller lengths for the L0 sparse coding model (Fig. 2.4c). While potentially
signiﬁcant, these differences across models may be overwhelmed by differences due to other
model properties, including different network sizes or input representations. This is illustrated
by observing that receptive ﬁeld diversity for a given model differ substantially across network
sizes (Fig. 2.4), and the difference is even greater from simulations with an input that is not
completely white (Fig. 2.5c). Thus our results suggests that efforts to model receptive ﬁeld
shapes observed experimentally (Ringach, 2002; Rehn and Sommer, 2007; Zylberberg et al.,
2011) should focus on network size and input representation, which potentially have a stronger
effect than the nonlinear properties of the speciﬁc model under consideration.
We also studied the variation of receptive ﬁeld position and orientation. For all ﬁve nonlineari-
ties considered, the optimization value is equal for different positions of the receptive ﬁeld
centers, conﬁrming the translation invariance in the image statistics, as long as the receptive
ﬁeld is not too close to the border of the anatomically allowed fan-in of synaptic connections
(Fig. 2.6b). Also, all nonlinearities reveal the same bias towards the horizontal and vertical
orientations (Fig. 2.6c). These optimality predictions are conﬁrmed in single neuron simu-
19
Chapter 2. Nonlinear Hebbian Learning
ca
d
Le
ng
th
Width
Le
ng
th
Width
b
e f
50 neurons 50 neurons 50 neurons
1000 neurons
Le
ng
th
Le
ng
th
Le
ng
th
Le
ng
th
Width Width
Width Width
1000 neurons 1000 neurons
Le
ng
th
Width
Figure 2.4 – Optimal receptive ﬁeld shapes in model networks induce diversity. (a-f) Gray
level indicates the optimization value for different lengths and widths (see inset in a) of
oriented receptive ﬁelds for natural images, for the quadratic rectiﬁer (left, see Fig. 2.2a),
linear rectiﬁer (middle) and L0 sparse coding (right). Optima marked with a black cross. (a-c)
Colored circles indicate the receptive ﬁelds of different shapes developed in a network of 50
neurons with lateral inhibitory connections. Insets on the right show example receptive ﬁelds
developed during simulation. (d-f) Same for a network of 1000 neurons.
lations, which lead mostly to either horizontal or vertical orientations, at random positions
(Fig. 2.6d). When the network is expanded to 50 neurons, recurrent inhibition forces receptive
ﬁelds to cover different positions, though excluding border positions, and some neurons have
non-cardinal orientations (Fig. 2.6e). With 1000 neurons, receptive ﬁelds diversify to many
possible combinations of position, orientation and length (Fig. 2.6f).
2.2.5 Beyond V1 simple cells
Nonlinear Hebbian learning is not limited to explaining simple cells in V1. We investigated if
the same learning principles apply to receptive ﬁeld development in other visual or auditory
areas or under different rearing conditions.
For auditory neurons (Smith and Lewicki, 2006), we used segments of speech as input (Fig.
2.7a) and observed the development of spectrotemporal receptive ﬁelds localized in both
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Figure 2.5 – Receptive ﬁelds for non-whitened natural images.Images were preprocessed as
in the original sparse coding study (Olshausen and Field, 1997). We simulated linear rectiﬁer
neurons (θ = 0.5) with a quadratic plasticity nonlinearity (b = 0.5). (a) Multiple-neuron
simulations, with 4 neurons. The principal components dominate the optimization and
receptive ﬁelds are not local, since they extend over most of the image patch. With 50 (b) and
1000 (c) neurons, lateral inhibition promotes diversity, and more localized receptive ﬁeld are
formed. (insets) Sample receptive ﬁelds developed for each simulation.
frequency and time (Miller et al., 2002) (Fig. 2.7d). The statistical distribution of input patterns
alignedwith the learned receptive ﬁelds had longer tails than for randomor non-local receptive
ﬁelds, indicating temporal sparsity of responses (Fig. 2.7d). Similar to our simple cell results,
the learned receptive ﬁelds show higher optimization value for all ﬁve effective nonlinearities
(Fig 2.7g).
For a study of receptive ﬁeld development in the secondary visual cortex (V2) (Lee et al., 2007),
we used natural images and the standard energy model (Hyvarinen et al., 2009) of V1 complex
cells to generate input to V2 (Fig. 2.7b). The learned receptive ﬁeld was selective to a single
orientation over neighboring positions, indicating a higher level of translation invariance.
When inputs were processed with this receptive ﬁeld, we found longer tails in the feature
distribution than with random features or receptive ﬁelds without orientation coherence
(Fig 2.7e), and the learned receptive ﬁeld had a higher optimization value for all choices of
nonlinearity (Fig 2.7h).
Another important constraint for developmental models are characteristic deviations, such as
strabismus, caused by abnormal sensory rearing. Under normal binocular rearing conditions,
the fan-in of synaptic input from the left and right eyes overlap in visual space (Fig 2.7c).
In this case, binocular receptive ﬁelds with similar features for left and right eyes develop.
In the strabismic condition, the left and right eyes are not aligned, modeled as binocular
rearing with non-overlapping input from each eye (Fig. 2.7c). In this scenario, a monocular
simple cell-like receptive ﬁeld developed (Fig. 2.7f), as observed in experiments and earlier
models (Cooper et al., 2004). The statistical distributions conﬁrm that for disparate inputs the
monocular receptive ﬁeld is more kurtotic than a binocular one, explaining its formation in
diverse models (Hunt et al., 2013) (Fig 2.7f,i).
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Figure 2.6 – Diversity of receptive ﬁeld size, position and orientation. (a) The optimization
value of localized oriented receptive ﬁelds, within a 16x16 pixel patch of sensors, as a function
of size (see Methods), for ﬁve nonlinearities (colors as in Fig. 2.2a). Optimal size is a receptive
ﬁeld of width around 3 to 4 pixels (ﬁlled triangles). (b) The optimization value as a function of
position of the receptive ﬁeld center, for a receptive ﬁeld width of 4 pixels, indicates invariance
to position within the 16x16 patch, except near the borders. (c) The optimization value as
a function of orientation shows preference toward horizontal and vertical directions, for all
ﬁve nonlinearities. (d) Receptive ﬁeld position, orientation and length (colored bars) learned
for 50 single-neuron trials. The color code indicates different orientations. (e) Receptive
ﬁeld positions and orientations learned in a 50 neuron network reveal diversiﬁcation of
positions, except at the borders. (f) With 1000 neurons, positions and orientations cover the
full range of combinations (top). Selecting 50 randomly chosen receptive ﬁelds highlights
the diversiﬁcation of position, orientation and size (bottom). Receptive ﬁelds were learned
through the quadratic rectiﬁer nonlinearity (θ1 = 1., θ2 = 2.).
Our results demonstrate the generality of the theory across multiple cortical areas. Selecting a
relevant feature space for an extensive analysis, as we have done with simple cells and natural
images, may not be possible in general. Nonetheless, nonlinear Hebbian learning helps to
explain why some features (and not others) are learnable in network models (Saxe et al., 2011).
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Figure 2.7 – Nonlinear Hebbian learning across sensory modalities. (a) The auditory input
is modeled as segments over time and frequency (red) of the spectrotemporal representation
of speech signals. (b) The V2 input is assembled from the output of modeled V1 complex
cells at different positions and orientations. Receptive ﬁelds are represented by bars with size
proportional to the connection strength to the complex cell with the respective position and
orientation. (c) Strabismic rearing is modeled as binocular stimuli with non-overlapping left
and right eye input patches (red). (d-f) Statistical distribution (log scale) of the input projected
onto three different features for speech (d), V2 (e) and strabismus (f). In all three cases, the
learned receptive ﬁeld (blue, inset) is characterized by a longer tailed distribution (arrows)
than the random (red) and comparative (green) features. (g-i) Relative optimization value for
ﬁve nonlinearities (same as in Fig. 2.2), for the three selected patterns (insets). The receptive
ﬁelds learned with the quadratic rectiﬁer nonlinearity (θ1 = 1., θ2 = 2.) are the maxima among
the three patterns, for all ﬁve nonlinearities, for all three datasets.
2.3 Discussion
Historically, a variety of models have been proposed to explain the development and distribu-
tion of receptive ﬁelds. We have shown that nonlinear Hebbian learning is a parsimonious
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principle which is implicitly or explicitly present in many developmental models (Olshausen
and Field, 1996; Bell and Sejnowski, 1997; Law and Cooper, 1994; Rehn and Sommer, 2007;
Clopath et al., 2010; Savin et al., 2010; Zylberberg et al., 2011; Pﬁster and Gerstner, 2006; Hyvari-
nen and Oja, 1998; Foldiak, 1990; Hunt et al., 2013). The fact that receptive ﬁeld development
is robust to the speciﬁc nonlinearity highlights a functional relation between different models.
It also uniﬁes feature learning across sensory modalities: receptive ﬁelds form around features
with a long-tailed distribution.
2.3.1 Relation to previous studies
Earlier studies have already placed developmental models side by side, comparing their
normative assumptions, algorithmic implementation or receptive ﬁelds developed. Though
consistent with their ﬁndings, our results lead to revised interpretations and predictions.
The similarities between sparse coding and ICA are clear from their normative correspondence
(Olshausen and Field, 1997). Nevertheless, the additional constraint in ICA, of having at most
as many features as inputs, makes it an easier problem to solve, allowing for a range of suitable
algorithms (Hyvarinen and Oja, 2000). These differ from algorithms derived for sparse coding,
in which the inference step is difﬁcult due to overcompleteness. We have shown that regardless
of the speciﬁc normative assumptions, it is the common implementation of nonlinear Hebbian
learning that explains similarities in their learning properties.
In contrast to the idea that in sparse coding algorithms overcompleteness is required for
development of localized oriented edges (Olshausen and Field, 1997), we have demonstrated
that a sparse coding model with a single neuron is mathematically equivalent to nonlinear
Hebbian learning and learns localized ﬁlters in a setting that is clearly "undercomplete". Thus
differences observed in receptive ﬁeld shapes between sparse coding and ICA models (Ringach,
2002) are likely due to differences in network size and input preprocessing. For instance, the
original sparse coding model (Olshausen and Field, 1997) applied a preprocessing ﬁlter that
did not completely whiten the input, leading to larger receptive ﬁelds (Fig. 2.5).
Studies that derive spiking models from normative theories often interpret the development
of oriented receptive ﬁelds as a consequence of its normative assumptions (Savin et al., 2010;
Zylberberg et al., 2011). In a recent example, a spiking network has been related to the sparse
coding model (Zylberberg et al., 2011), using neural properties deﬁned ad hoc. Our results
suggest that many other choices of neural activations would have given qualitatively similar
receptive ﬁelds, independent of the sparse coding assumption. While in sparse coding the
effective nonlinearity derives from a linear plasticity rule combined with a nonlinear f-I curve,
our results indicate that a nonlinear plasticity rule combined with a linear neuron model
would give the same outcome.
In order to distinguish between different normative assumptions, or particular neural imple-
mentations, the observation of "oriented ﬁlters" is not sufﬁcient and additional constraints
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are needed. Similarly receptive shape diversity, another important experimental constraint,
should also be considered with care, since it cannot easily distinguish between models either.
Studies that confront the receptive ﬁeld diversity of a model to experimental data (Rehn and
Sommer, 2007; Zylberberg et al., 2011; Ringach, 2002) should also take into account input
preprocessing choices and how the shape changes with an increasing network size, since we
have observed that these aspects may have a larger effect on receptive ﬁeld shape than the
particulars of the learning model.
Empirical studies of alternative datasets, including abnormal visual rearing (Hunt et al., 2013),
tactile and auditory stimuli (Saxe et al., 2011), have also observed that different unsupervised
learning algorithms lead to comparable receptive ﬁelds shapes. Our results offer a plausible
theoretical explanation for these ﬁndings.
Past investigations on nonlinear Hebbian learning (Fyfe and Baddeley, 1995; Hyvarinen and
Oja, 1998) demonstrated that many nonlinearities were capable of solving the cocktail party
problem. Since it is a speciﬁc toy model, that asks for the unmixing of linearly mixed inde-
pendent features, it is not clear a priori whether the same conclusions would hold in other
settings. We have shown that the results of Fyfe and Baddeley (1995) and Hyvarinen and Oja
(1998) generalize in two directions. First, the effective nonlinear Hebbian learning mechanism
is also behind other models beyond ICA, such as sparse coding models and plastic spiking
networks. Second, the robustness to the choice of nonlinearity is not limited to a toy example,
but also holds in multiple real world data. Together, these insights explain and predict the
outcome of many developmental models, in diverse applications.
2.3.2 Robustness to normative assumptions
Many theoretical studies start from normative assumptions (Bell and Sejnowski, 1997; Rehn
and Sommer, 2007; Savin et al., 2010; Olshausen and Field, 1997), such as a statistical model
of the sensory input or a functional objective, and derive neural and synaptic dynamics
from them. Our claim of universality of feature learning indicates that details of normative
assumptions may be of lower importance.
For instance, in sparse coding one assumes features with a speciﬁc statistical prior (Rehn and
Sommer, 2007; Olshausen and Field, 1997). After learning, this prior is expected to match the
posterior distribution of the neuron’s ﬁring activity (Rehn and Sommer, 2007; Olshausen and
Field, 1997). Nevertheless, we have shown that receptive ﬁeld learning is largely unaffected by
the choice of prior. Thus, one cannot claim that the features were learned because they match
the assumed prior distribution, and indeed in general they do not. For a coherent statistical
interpretation, one could search for a prior that would match the feature statistics. However,
since the outcome of learning is largely unaffected by the choice of prior, such a statistical
approach would have limited predictive power. Generally, kurtotic prior assumptions enable
feature learning, but the speciﬁc priors are not as decisive as one might expect. Because
normative approaches have assumptions, such as independence of hidden features, that are
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not generally satisﬁed by the data they are applied to, the actual algorithm that is used for
optimization becomes more critical than the formal statistical model.
The concept of sparseness of neural activity is used with two distinct meanings. The ﬁrst
one is a single-neuron concept and speciﬁcally refers to the long-tailed distribution statistics
of neural activity, indicating a "kurtotic" distribution. The second notion of sparseness is
an ensemble concept and refers to the very low ﬁring rate of neurons, observed in cortical
activity (Barth and Poulet, 2012), which may arise from lateral competition in overcomplete
representations. Overcompleteness of ensembles makes sparse coding different from ICA
(Olshausen and Field, 1997). We have shown here that competition between multiple neurons
is fundamental for receptive ﬁeld diversity, whereas it is not required for simple cell formation
per se. Kurtotic features can be learned even by a single neuron with nonlinear Hebbian
learning, and with no restrictions on the sparseness of its ﬁring activity.
2.3.3 Interaction of selectivity with preprocessing and homeostasis
The concept of nonlinear Hebbian learning also clariﬁes the interaction of feature selectivity
with preprocessing mechanisms. We have assumed whitened data throughout the study,
except Fig. 2.5. Since after whitening second-order correlations are uninformative, neurons
can develop sensitivity to higher order features. While whitened data is formally not required
for our analysis, second-order correlations may dominate the optimization for non-white
input, so that principal components will be learned (Fig. 2.5a). Only when multiple neurons
are added and receptive ﬁelds diversify, are localized simple cells formed with an input that is
not completely white (Olshausen and Field, 1997) (Fig. 2.5c).
In studies of spiking networks, the input is restricted to positive rates, possibly through an
on/off representation, as observed in the LGN (Miller, 1994). While the center-surround
properties of LGN contributes to a partial decorrelation of neuronal activity (Dan et al., 1996),
in such alternative representations, trivial receptive ﬁelds may develop, such as a single non-
zero synapse, and additional mechanisms, such as hard bounds on each synaptic strength,
a ≤wj ≤ b, may be necessary to restrict the optimization space to desirable features (Clopath
et al., 2010).
Instead of constraining the synaptic weights, one may implement a synaptic decay as in
Oja’s plasticity rule (Oja, 1982), Δw ∝ x · y −w · y2 (see also (Chen et al., 2013)). Because of
its multiplicative effect, the decay term does not alter the receptive ﬁeld, but only scales its
strength. Thus, it is equivalent to rescaling the input in the f-I curve, so as to shift it to the
appropriate range (Fig. 2.3). Similar scaling effects arise from f-I changes due to intrinsic
plasticity (Savin et al., 2010; Turrigiano, 2011; Elliott, 2014). The precise relation between
nonlinear Hebbian learning, spiking representations and homeostasis in the cortex is an
important topic for further studies.
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2.3.4 Universality supports biological instantiation
The principle of nonlinear Hebbian learning has a direct correspondence to biological neurons
and is compatible with a large variety of plasticity mechanisms. It is not uncommon for
biological systems to have diverse implementations with comparable functional properties
(Prinz et al., 2004). Different species, or brain areas, could have different neural and plasticity
characteristics, and still have similar feature learning properties (Sharma et al., 2000; Kaschube
et al., 2010). The generality of the results discussed in this paper reveals learning simple cell-
like receptive ﬁelds from natural images to be much easier than previously thought. It implies
that a biological interpretation of models is possible even if some aspects of a model appear
simpliﬁed or even wrong in some biological aspects. Universality also implies that the study
of receptive ﬁeld development is not sufﬁcient to distinguish between different models.
The relation of nonlinear Hebbian learning to projection pursuit endorses the interpretation of
cortical plasticity as an optimization process. Under the rate coding assumptions considered
here, the crucial property is an effective synaptic change linear in the pre-synaptic rate, and
nonlinear in the post-synaptic input. Pairing experiments with random ﬁring and indepen-
dently varying pre- and post-synaptic rates would be valuable to investigate these properties
(Sjostrom et al., 2001, 2008; Graupner and Brunel, 2012). Altogether, the robustness to details
in both input modality and neural implementation suggests nonlinear Hebbian learning as a
fundamental principle underlying the development of sensory representations.
2.4 Methods
Spiking model. A generalized leaky integrate-and-ﬁre neuron (Pozzorini et al., 2013) was
used as spiking model, which includes power-law spike-triggered adaptation and stochastic
ﬁring, with parameters (Pozzorini et al., 2013) ﬁtted to pyramidal neurons. The f-I curve
g (I ) was estimated by injecting step currents and calculating the trial average of the spike
count over the ﬁrst 500 ms. The minimal triplet-STDP model(Pﬁster and Gerstner, 2006) was
implemented, in which synaptic changes follow
d
dt
w(t )= A+y(t )y¯+(t )x¯+(t )− A−x(t )y¯−(t ) (2.4)
where y(t) and x(t ) are the post- and pre-synaptic spike trains, respectively: y(t )=∑ f δ(t −
t f ), where t f are the ﬁring times and δ denotes the Dirac δ-function; x(t) is a vector with
components xi (t )=∑ f δ(t − t fi ), where t fi are the ﬁring times of pre-synaptic neuron i ; w is
a vector comprising the synaptic weights wi connecting a pre-synaptic neuron i to a post-
synaptic cell. A+ = 6.5 ·10−3 and A− = 5.3 ·10−3 are constants, and y¯+, x¯+ and y¯− are moving
averages, implemented by integration (e.g. τ∂y¯∂t =−y¯ + y), with time scales 114.0 ms, 16.8 ms
and 33.7 ms, respectively (Pﬁster and Gerstner, 2006). For estimating the nonlinearity h(y) of
the plasticity, pre- and post-synaptic spike trains were generated as Poisson processes, with
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the pre-synaptic rate set to 20 Hz.
A linear rectiﬁer g (x)= a(x−b)+ was ﬁtted to the f-I curve of the spiking neuron model by
squared error optimization. Similarly, a quadratic function h(x)= a(x2−bx) was ﬁtted to the
nonlinearity of the triplet STDP model. The combination of these two ﬁtted functions was
plotted as ﬁt for the effective nonlinearity f (x)= h(g (x)).
Sparse coding analysis. A sparse coding model, with K neurons y1, . . . , yK , has a nonlin-
ear Hebbian learning formulation. The sparse coding model minimizes a least square re-
construction error between the vector of inputs x and the reconstruction vector Wy, where
W= [w1 . . .wK ], and y= (y1, . . . , yK ) is the vector of neuronal activities, with y j ≥ 0 for 1≤ j ≤K .
The total error E combines a sparsity constraint S with weight λ and the reconstruction error,
E = 12 ||x−Wy||2+λ
∑
S(yk ). E has to be minimal, averaged across all input samples, under the
constraint y j ≥ 0 for all j .
The minimization problem is solved by a two-step procedure. In the ﬁrst step, for each input
sample, one minimizes E with respect to all hidden units y j
d
d y j
E = 0 ⇐⇒ wTj (x−Wy)−λS′(y j )= 0
⇐⇒ wTj x−
∑
k = j
(wTj wk )yk −|w j |2y j −λS′(y j )= 0
⇐⇒ y j +λS′(y j )=wTj x−
∑
k = j
(wTj wk )yk
⇐⇒ y j = g (wTj x−
∑
k = j
v jk yk )
(2.5)
where we constrained the vector w j of synapses projecting onto unit y j by |w j |2 = 1, deﬁned
the activation function g (.)= T−1(.), the inverse of T (y)= (y +λS′(y)), and deﬁned recurrent
synaptic weights v jk =wTj wk . For each input sample x, this equation shall be iterated until
convergence. The equation can be interpreted as a recurrent neural network, where each
neuron has an activation function g , and the input is given by the sum of the feedforward
drive wTj x and a recurrent inhibition term −
∑
k = j v jk yk . To avoid instability, we implement a
smooth membrane potential uj , which has the same convergence point (Rozell et al., 2008)
τu
d
dt
u j (t )=−uj (t )+ (wTj x−
∑
k = j
v jk yk (t ))
y j (t )= g (uj (t ))
(2.6)
initialized with uj (t )= 0.
The second step is a standard gradient descent implementation of the least square regression
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optimization, leading to a learning rule
Δw j ∝ d
dwj
E = (x−WT y) y j = x y j −w j y2j −
∑
k = j
wk yk y j
The decay term w j y2j has no effect, since the norm is constrained to |w j | = 1 at each step.
For a single unit y, the model simpliﬁes to a nonlinear Hebbian formulation, Δw∝ x g (wTj x).
For multiple units, it can be interpreted as projection pursuit on an effective input, not yet
represented by other neurons, x˜ j = x−∑k = j wk yk , which simpliﬁes to Δw j ∝ x˜ j · g (wTj x˜ j ) .
There are two non-local terms that need to be implemented by local mechanisms so as
to be biologically plausible. First, the recurrent weights depend on the overlap between
receptive ﬁelds, wTj wk , which is non-local. The sparse coding model assumes independent
hidden neurons, which implies that after learning neurons should be pair-wise uncorrelated,
cov(y j , yk) = 0. As an aside we note that the choice v jk = wTj wk does not automatically
guarantee decorrelation. Decorrelation may be enforced through plastic lateral connections,
following an anti-Hebbian rule (Foldiak, 1990; Zylberberg et al., 2011), Δv jk ∝ (y j −〈y j 〉) · yk ,
where 〈y j 〉 is a moving average (we use τ= 1000 input samples). Thus by substituting ﬁxed
recurrent connections by anti-Hebbian plasticity, convergence Δv jk = 0 implies cov(y j , yk )=
0. While this implementation does not guarantee v jk =wTj wk after convergence, neither does
v jk = wTj wk guarantee decorrelation cov(y j , yk) = 0, it does lead to optimal decorrelation,
which is the basis of the normative assumption. Additionally we constrain v jk ≥ 0 to satisfy
Dale’s law. Although some weights would converge to negative values otherwise, most neuron
pairs have correlated receptive ﬁelds, and thus positive recurrent weights.
Second, we ignore the non-local term
∑
k = j wk yk y j in the update rule. Although this approxi-
mation is not theoretically justiﬁed, we observed in simulations that receptive ﬁelds do not
qualitatively differ when this term is removed.
The resulting Hebbian formulation can be summarized as
y j = g (wTj x−
∑
k = j
v jk yk )
Δw j ∝ x y j
Δv jk ∝ (y j −〈y j 〉) · yk
(2.7)
This derivation uniﬁes previous results on the biological implementation of sparse coding:
the relation of the sparseness constraint to a speciﬁc activation function (Rozell et al., 2008),
the derivation of a Hebbian learning rule from quadratic error minimization (Oja, 1982), and
the possibility of approximating lateral interaction terms by learned lateral inhibition (Foldiak,
1990; Zylberberg et al., 2011).
Nonlinearities and optimization value. The optimization value for a given effective nonlin-
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earity f , synaptic weights w , and input samples x, is given by R = 〈F (wT x)〉, where F (z) =∫z
0 f (x)dx and angular brackets indicate the ensemble average over x. Relative optimization
values in Figs. 2.2b and 2.6 were normalized to [0,1], relative to the minimum and maximum
values among the considered choice of features w , R∗ = (R −Rmin)/(Rmax −Rmin). The se-
lectivity index of a nonlinearity f is deﬁned as SI = (〈F (l )〉− 〈F (g )〉)/σF , where l and g are
Laplacian and Gaussian variables respectively, normalized to unit variance. σF =σF (l )σF (g )
is a normalization factor, with σF (.) =
√
〈F (.)2〉. The selectivity of an effective nonlinear-
ity f is not altered by multiplicative scaling, f˜ (u) = α f (u), neither by additive constants
when the input distribution is symmetric, f˜ (u)=α f (u)+β. The effective nonlinearities in
Fig. 2.2 included the linear rectiﬁer f (u)=
⎧⎨
⎩0, i f u < θu−θ, i f u ≥ θ , the quadratic rectiﬁer f (u)=⎧⎨
⎩0, i f u < θ(u−θ)(u−θ−b), i f u ≥ θ , the L0 sparse coding nonlinearity f (u) =
⎧⎨
⎩0, i f u <λu, i f u ≥λ , the
Cauchy sparse coding nonlinearity f = T−1, where T (y)=
⎧⎨
⎩0, i f y < 0y +2λy/(1+ y2), i f y ≥ 0 , the
negative sigmoid f (u)= 1−2/(1+e−2u), a polynomial function f (u)= u3, trigonometric func-
tions sin(u) and cos(u), a symmetric piece-wise linear function f (u)=
⎧⎨
⎩0, i f |u| < θ|u|−θ, i f |u| ≥ θ ,
as well as, for comparison, a linear function f (u)= u.
Receptive ﬁeld learning. Natural image patches (16 by 16 pixel windows) were sampled from
a standard dataset (Olshausen and Field, 1996) (106 patches). Patches were randomly rotated
by ±90◦ degrees to avoid biases in orientation. The dataset was whitened by mean subtraction
and a standard linear transformation x∗ =Mx, where
M=RD−1/2RT (2.8)
and 〈xxT 〉 =RDRT is the eigenvalue decomposition of the input correlation matrix. In Fig. 2.5,
we used images preprocessed as in Olshausen and Field (1996), ﬁltered in the spatial frequency
domain by M( f )= f e−( f / f0)4 . The exponential factor is a low-pass ﬁlter that attenuates high-
frequency spatial noise, with f0 = 200 cycles per image. The linear factor f was designed to
whiten the images by canceling the approximately 1/ f power law spatial correlation observed
in natural images (Ruderman and Bialek, 1994). But since the exponent of the power law for
this particular dataset has an exponent closer to 1.2, the preprocessed images exhibit higher
variance at lower spatial frequencies.
Synaptic weights were initialized randomly (normal distribution with zero mean) and, for
an effective nonlinearity f , evolved through wk+1 =wk +η x f (wTk xk ), for each input sample
xk , with a small learning rate η. We enforced normalized weights at each time step, |w|2 = 1,
through multiplicative normalization, implicitly assuming rapid homeostatic mechanisms
(Turrigiano, 2011; Zenke et al., 2013). For multiple neurons, the neural version of the sparse
coding model described in Eq 2.7 was implemented. In Fig 2.4 and 2.5, the learned receptive
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ﬁelds were ﬁtted to Gabor ﬁlters by least square optimization. Receptive ﬁelds with less than
0.6 variance explained were rejected (less than 5% of all receptive ﬁelds).
Receptive ﬁeld selection. In Fig. 2.2b, the ﬁve selected candidate patterns are: random
connectivity ﬁlter (weights sampled independently from the normal distribution with zero
mean), high-frequency Fourier ﬁlter (with equal horizontal and vertical spatial periods, Tx =
Ty = 8 pixels), difference of Gaussians ﬁlter (σ1 = 3., σ2 = 4.), low-frequency Fourier ﬁlter
(Tx = 16, Ty = 32), and centered localized Gabor ﬁlter (σx = 1.5, σy = 2.0, f = 0.2, θ = π/3,
φ = π/2). Fourier ﬁlters were modeled as wab = sin(2πa/Tx)∗ cos(2πb/Ty ); difference of
Gaussians ﬁlters as the difference between two centered 2D Gaussians with same amplitude
and standard deviations σ1 and σ2; and we considered standard Gabor ﬁlters, with center
(xc , yc ), spatial frequency f , width σx , length σy , phase φ and angle θ. In Fig 2.4 and 2.5
we deﬁne the Gabor width and length in pixels as 2.5 times the standard deviation of the
respective Gaussian envelopes, σx and σy . In Fig. 2.6a, a Gabor ﬁlter of size s had parameters
σx = 0.3 · s, σy = 0.6 · s, f = 1/s and θ = π/3. In Fig. 2.6b-c, the Gabor ﬁlter parameters were
σx = 1.2, σy = 2.4, f = 0.25. All receptive ﬁelds were normalized to |w|2 = 1. In Fig. 2.4 and 2.5,
the background optimization value was calculated for Gabor ﬁlters of different widths, lengths,
frequencies, phases φ= 0 and φ=π/2. For each width and length, the maximum value among
frequencies and phases was plotted.
Additional datasets. For the strabismus model, two independent natural image patches were
concatenated, representing non-overlapping left and right eye inputs, forming a dataset with
16 by 32 patches (Cooper et al., 2004). For the binocular receptive ﬁeld in the strabismus
statistical analysis (Fig. 2.7a), a receptive ﬁeld was learned with a binocular input with same
input from left and right eyes. As V2 input, V1 complex cell responses were obtained from
natural images as in standard energy models (Hyvarinen et al., 2009), modeled as the sum of
the squared responses of simple cells with alternated phases. These simple cells were modeled
as linear neurons with Gabor receptive ﬁelds (σx = 1.2, σy = 2.4, f = 0.3), with centers placed
on a 8 by 8 grid (3.1 pixels spacing), with 8 different orientations at each position (total of
512 input dimensions). For the non-orientation selective receptive ﬁeld in the V2 statistical
analysis (Fig. 2.7d), the orientations of the input complex cells for the learned receptive
ﬁeld were randomized. As auditory input, spectrotemporal segments were sampled from
utterances spoken by a US English male speaker (CMU US BDL ARCTIC database, Kominek
and Black (2004)). For the frequency decomposition (Smith and Lewicki, 2006), each audio
segment was ﬁltered by gammatone kernels, absolute and log value taken and downsampled
to 50 Hz. Each sample was 20 time points long (400 ms segment) and 20 frequency points wide
(equally spaced between 0.2 kHz and 4.0 kHz). For the non-local receptive ﬁeld in the auditory
statistical analysis (Fig. 2.7g), a Fourier ﬁlter was used (Tt = Tf = 10). For all datasets, the
input ensemble was whitened after the preprocessing steps, by the same linear transformation
described above for natural images, and all receptive ﬁelds were normalized to |w|2 = 1.
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3 Cortical synaptic plasticity as second-
order invariant feature learning
Synaptic plasticity is believed to underlie cortical receptive ﬁeld formation from natural input
statistics. While nonlinear Hebbian potentiation can explain this development, it assumes
artiﬁcially decorrelated inputs and stability constraints, typically attributed to depression
and homeostatic mechanisms. Here we demonstrate how synaptic depression resolves both
the limitation of decorrelation and stability. The linear anti-Hebbian character of synaptic
depression is shown to make cortical plasticity invariant to second-order input statistics and
explains receptive ﬁeld development without the requirement of whitened inputs. It also
provides robustness to heterogeneities in pre-synaptic ﬁring rates and dendritic attenuation.
These ﬁndings give a precise functional interpretation for synaptic potentiation, depression
and homeostasis in cortical plasticity, which appears optimally designed for robust feature
learning.
3.1 Introduction
Synaptic plasticity is believed to underlie cortical receptive ﬁeld formation from natural input
statistics. While we have shown in the previous chapter that nonlinear Hebbian potentiation
(LTP) is sufﬁcient to explain this development, we assumed artiﬁcially whitened inputs and
artiﬁcial stability constraints on the norm of the synaptic weights.
The need to stabilize the weight dynamics in Hebbian models lead to the development of
classic Hebbian models with an additional term for synaptic depression (LTD) or a homeostatic
mechanism. In Oja’s rule, synaptic depression has a supra-linear dependency on the neuron
activity, avoiding run-away ﬁring rates (Oja, 1989). BCM models include a supra-linear meta-
plasticity factor that modulates synaptic depression, also avoiding ﬁring rates to diverge
(Bienenstock et al., 1982b). Any of these approaches has the desired stability effects, and it has
not been clear how to differentiate between them functionally (Cooper et al., 2004).
Here, we demonstrate that the requirement to learn patterns from non-whitened inputs
suggests a unifying theory for understanding synaptic depression and homeostasis in terms
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of feature learning. We show that the linear anti-Hebbian character of synaptic depression,
observed in cortical plasticity experiments and BCM-like models, makes synaptic plasticity
invariant to second-order input statistics. This invariance enables receptive ﬁeld development
without the requirement of whitened inputs. We also show that this invariance provides
robustness to any network heterogeneities that correspond to linear transformations, such as
diversity in pre-synaptic ﬁring rates and dendritic attenuation of EPSP’s.
Our ﬁndings give a precise functional interpretation for three central components of synaptic
plasticity. Synaptic potentiation implements nonlinear Hebbian learning, while synaptic de-
pression enables second-order invariance, and meta-plasticity maintains the precise balance
between LTP and LTD required for second-order invariant learning. This provides support for
the interpretation that cortical plasticity implements robust higher-order feature learning.
3.2 Results
3.2.1 Second-order invariant learning rules
As in the previous chapter, we deﬁne feature learning in terms of projection pursuit. For
simplicity, we consider linear rectiﬁer neurons, y = (wT x)+, and the third order objective
function, as it gives rises to the quadratic Hebbian nonlinearities observed in experiments
(Pﬁster and Gerstner, 2006). The simplest case is the objective function
w∗ = argmaxw,|w|=1 〈y3〉 (3.1)
As discussed in the previous chapter, if the input is not white, second-order statistics may
dominate higher-order moments, and the neuron will develop receptive ﬁelds in the direction
of highest variance, effectively implementing principal component analysis, and will not be
sensitive to higher-order structure in the input.
We thus consider instead the normalized third-order moment as an objective function,
w∗ = argmaxw
〈(
y
σy
)3〉
(3.2)
where σy =
√〈
y2
〉
. The normalization factor makes the objective function scale invariant,
and weights will not be driven to diverging norms as in the unnormalized case, allowing the
weight norm |w| to be unconstrained. However, if unconstrained, the norm may slowly diffuse
out of bounds, a problem we will address later on.
Such an objective function has the property of being invariant to linear transformations on
the input, x˜=M x (see Methods). This linear invariance means that any linear transformation
will be compensated by the optimal synaptic weights. As whitening is a linear transformation,
the optimization problem for non-whitened inputs x will therefore give the same outcome as
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for its whitened version, and the results from the previous chapter will still hold.
By deriving the correspondent stochastic gradient ascent learning rule (see Methods), we
arrive at
Δw∝ x y2−h∗(y) x y (3.3)
where h∗(y)= 〈y3〉〈y2〉 is referred to as the balancing homeostatic factor.
This learning rule is similar to the BCM model, though with a different homeostatic factor.
Since this learning rule is scale invariant, the norm of the weights is unconstrained, so that
given optimal weights w∗, rescaled versions will also be optima, w˜∗ = c w∗, for any positive
constant c.
We conﬁrm the expected properties of this learning rule in a two-dimensional toy model,
in which the input, x = M s, is a linear combination of a Laplacian and a normal variable,
s = [l1,n1]T , where the Laplacian variable is a proxy for a higher-order hidden feature. In
Figure 3.1a, we show that the weights converge to the hidden feature, even though its variance
is smaller than the variance in the other direction where the distribution is Gaussian. However,
there is no constraint on the norm of w, and all vectors in the direction of the hidden feature
are optima.
We may verify that there is indeed no selectivity for the norm of the weights by calculating
the temporal derivative of the norm
〈
∂
∂t |w|2
〉
= 〈wT ΔwΔt 〉, which is therefore equivalent to
projecting the gradient in the direction of w,
〈wTΔw〉∝ 〈wT xy2− 〈y
3〉
〈y2〉w
T xy〉 = 〈y3〉− 〈y
3〉
〈y2〉 〈y
2〉 = 0. (3.4)
Thus, with stochastic gradient rule (Eq. 3.3), the norm stays on average stable. At most it may
show a slow diffuse (drift-free) trajectory.
3.2.2 Stable second-order invariance
Instead of implementing the balancing homeostatic factor, h∗(y), we are in fact free to choose
any other homeostatic factor h(y) in Eq. 3.3, as long as it stabilizes the norm of the weights.
This perhaps anti-intuitive property follows from the fact that after convergence we have
ΔwT e= 0 for any direction e. Therefore, the potentiation and depression (c.f. Eq. 3.3) must
cancel each other in the direction of weight vector, which implies that after convergence
h(y) = 〈y3〉〈y2〉 = h∗(y) (see Methods). In general, any supra-linear homeostatic factor will be
stable. An example is the homeostatic factor in the BCM model, h(y)= 〈y2〉. Thus, whatever
the stable homeostatic function h(y), once the norm of the weights stabilizes, the learning
process will be the same as for the model with h∗(y).
In Figure 3.1b, we show that the stable model with the BCM homeostatic factor has the same
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a b
Figure 3.1 – Second-order invariant learning in a two-dimensional toy model. (a) For the
original second-order invariant learning rule, the initial weights converge (colored paths) to
the direction of the hidden feature (direction s), even though it has much smaller variance
than other directions. Since there is no constraint on the norm of the weights, all vectors
in the direction of the hidden feature are optima. Direction g is the direction of the normal
variable. Grey dots on the background represent data points xi . (b) For the stable second-order
invariant learning rule (BCM model), the weights converge to the direction of the hidden
feature, with the norm stabilized by the homeostatic factor. The red dashed line represents
the theoretically predicted value for the stable norm at each direction.
second-order invariant selectivity properties of the balanced version, but its norm is restricted
to the values in which h(y)= 〈y3〉〈y2〉 , which can be calculated analytically (see Methods).
3.2.3 Receptive ﬁeld development with non-whitened inputs
Since non-whitened inputs can be whitened through a linear transformation (see Eq. 2.8),
second-order invariant learning rules will not be sensitive to second-order correlations in the
data. As we have seen in the previous chapter, nonlinear Hebbian learning rules can learn
receptive ﬁelds from whitened inputs, under constraints on norm of the weights. As whitening
and norm constraints are implicitly handled by second-order invariant learning rules, they
should learn receptive ﬁelds directly from non-whitened data.
In Figure 3.2a, we show that second-order plasticity learns localized receptive ﬁelds from
non-whitened natural images. In comparison, a learning rule with multiplicative synaptic
depression
Δw∝ x y2−w y2 (3.5)
does not enable second-order invariance, leading receptive ﬁelds determined by the principal
components of the data (Figure 3.2b).
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a b
Figure 3.2 – Receptive ﬁeld formation from non-whitened inputs. (a) Nine independent
trials of second-order invariant learning (h(y)= y2) for non-whitened natural images lead to
localized oriented receptive ﬁelds. (b) Nine independent trials for nonlinear Hebbian learning
with multiplicative LTD (Eq. 3.5) lead to principal components.
3.3 Discussion
3.3.1 Relation to previous studies
Hebbian models such as BCM and Oja’s rules are decades old, and a huge number of studies
have investigated their functional properties, in terms of stability, feature selectivity and
receptive ﬁeld development (Cooper et al., 2004). These studies can now be uniﬁed in a single
theoretical framework. For instance, the BCM model has been observed to learn receptive
ﬁelds even in the absence of input pre-processing (Law and Cooper, 1994). This empirical
ﬁnding is now explained by the presented theory of second-order invariance.
The BCM model has already been previously linked to projection pursuit and higher-order
statistical learning (Intrator and Cooper, 1992). However, these analyses have missed that the
objective function of BCM is second order invariant, being equivalent to stable normalized
projection pursuit. These theoretical ambiguities are clear in BCM studies that have empiri-
cally compared receptive ﬁelds developed by BCM and normalized projection pursuit (Blais
et al., 1998). With our theory in hand, their empirical results can be predicted a priori.
The functional difference between Oja’s rule heterosynaptic depression and BCM’s meta-
plasticity has also been unclear (Cooper et al., 2004). Our analysis shows that meta-plasticity
is a requirement for second-order invariance, while Oja’s heterosynaptic depression has only
multiplicative scaling effects, providing stability, but no additional selectivity properties.
We believe that our ﬁndings provide a systematic method for the analysis and development of
Hebbian plasticity models.
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3.3.2 Robustness to network heterogeneities
An interesting corollary of our analysis is that independent linear scaling of pre-synaptic
inputs can be compensated by synaptic plasticity. For instance, pre-synaptic neurons may
have diverse average ﬁring rates. Since average ﬁring rates are linear properties, synaptic
weights will compensate for these differences, e.g. by down-regulating synapses that receive
inputs from highly active neurons.
Another source of heterogeneity across synaptic inputs is due to dendritic attenuation of EPSPs.
EPSPs originating from synapses at distal dendrites have lower impact at the somatic mem-
brane potential. However, it has been observed that distal synapses are relatively up-regulated,
and have in general somatic effects at the same order of magnitude than proximal connections
(Magee and Cook, 2000). Second-order invariant plasticity gives a simple explanation for these
ﬁndings.
3.3.3 Functional interpretation of cortical plasticity
Our analytical derivations provide a novel perspective for the functional interpretation of
synaptic potentiation, depression and homeostasis. We have shown in the previous chapter
that a nonlinear Hebbian term is capable of universal feature learning, which is implemented
by nonlinear LTP. While the speciﬁc form the nonlinear function was left open, we speculate
that cortical plasticity may implement the simplest function that would satisfy the functional
requirements. Since the third moment is the smallest higher-order moment, its implementa-
tion could be motivated by this simplicity argument.
We have shown here that LTD also has a clear functional interpretation, providing invariance
to second-order statistical properties of the input. We may suggest an intuition for how this
property comes about. LTD is modeled as a linear anti-Hebbian factor. While linear Hebbian
learning implements variance maximization (Oja, 1989), linear anti-Hebbian learning will
minimize variance. Thus the LTD term cancels the tendency of the LTP factor to follow
directions of higher variance, making it only selective to higher order statistics.
The homeostatic factor has also a precise functional interpretation. It must balance LTP
and LTD, so that LTD cancels the correct amount of variance dependency present in the LTP
term. This implies that if more mechanisms are added to the plasticity rule, for instance
heterosynaptic plasticity, as in Oja’s learning rule, −w y2, there will be an imbalance between
the LTP and LTD factors, and second-order invariance will be lost. It shows that meta-plasticity,
as in BCM models, has functional properties absent in alternative homeostatic mechanisms,
such as multiplicative scaling (Oja, 1989; Turrigiano, 2011).
Our results also apply to phenomenological models of spike-timing dependent plasticity. For
instance, under the Poisson ﬁring assumption, the triplet STDP model reduces to a quadratic
LTP factor, and a linear LTD factor (Pﬁster and Gerstner, 2006), consistent with the models
we have analyzed. Our theory constrains synaptic depression to be linear on the pre- and
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post-synaptic activities, suggesting that pairing experiments under Poisson ﬁring times of pre-
and post-synaptic neurons would be valuable to investigate to what extent these properties
hold in biology (Froemke and Dan, 2002).
3.4 Methods
3.4.1 Linear invariance of normalized projection pursuit
Consider any optimization objective of the form
w∗ = argmaxw
〈
F
(
wT x
σ
)〉
(3.6)
with σ=
√〈
(wT x)2
〉
. Let M be a whitening matrix for x, so that x˜=Mx =⇒ 〈 x˜x˜T 〉= I (c.f. Eq.
2.8). Using that x=M−1x˜ and deﬁning w˜=M−T w, we have
〈
F
(
wT x
σ
)〉
=
〈
F
⎛
⎜⎝ wT M−1x˜√〈
(wT M−1x˜)2
〉
⎞
⎟⎠
〉
(3.7)
=
〈
F
⎛
⎜⎝ w˜T x˜√〈
(w˜T x˜)2
〉
⎞
⎟⎠
〉
(3.8)
=
〈
F
(
w˜T x˜
|w˜|
)〉
(3.9)
=
〈
F
(
w˜T
|w˜| x˜
)〉
(3.10)
where we used that
〈
(w˜T x˜)2
〉= 〈w˜T x˜x˜T w˜〉= w˜T 〈 x˜x˜T 〉w˜= w˜T w˜= |w˜|2. Thus the normalized
projection pursuit can be mapped to a standard projection pursuit, with normalized weights,
over the whitened inputs x˜,
w˜∗ = argmaxw˜,|w˜|=1
〈
F
(
w˜T x˜
)〉
(3.11)
with an optimum in the original input space given by w∗ =MT w˜∗.
Analogously, given any linear transformation of the input, x′ =Rx, for an invertible matrix R,
we may map the normalized projection pursuit to the whitened projection pursuit of Eq. 3.11,
with the optima given by w′∗ =R−T MT w˜∗.
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3.4.2 Derivation of second-order invariant learning rule
We consider the normalized projection pursuit objective,
w∗ = argmaxw
〈(
y
σy
)3〉
(3.12)
Proceeding with gradient ascent on w, and using that
∂σy
∂w =
∂

〈y2〉
∂w = 〈yx+〉/σy ,
∂〈F 〉
∂w
= 〈
∂
(
y
σy
)3
∂w
〉 (3.13)
= 3〈
(
y
σy
)2 (
σ−1y
∂y
∂w
+ y
∂σ−1y
∂w
)
〉 (3.14)
= 3
σ2y
〈y2
(
x+
σy
− y
σ2y
∂σy
∂w
)
〉 (3.15)
= 3
σ2y
〈
(
x+y2
σy
− y
3
σ3y
〈x+y〉
)
〉 (3.16)
= 3
σ3y
〈
(
x+y2− y
3
〈y2〉 〈x+y〉
)
〉 (3.17)
= 3
σ3y
(
〈x+y2〉− 〈y
3〉
〈y2〉 〈x+y〉
)
(3.18)
where we deﬁned x+ as the input for samples in which y > 0. But since for samples in which
y ≤ 0 the update is zero, we may replace x+ by x.
We may consider a separation of time scales, and assume that the estimation of σy and
〈y3〉
〈y2〉 is
performed at a faster time scale than the other terms, which allows us to consider them as
constants. We may now transform this ofﬂine learning rule into a stochastic gradient ascent
version, by removing the estimation over the whole dataset,
Δw∝ x y2−h∗(y) x y (3.19)
where h∗(y)= 〈y3〉〈y2〉 is referred to as the balancing homeostatic factor.
3.4.3 Alternative homeostatic factors maintain second-order invariance
We calculate the homeostatic factor after the norm has converged to a stable value. Under this
assumption the gradient in the direction of the weights w is zero:
〈wTΔw〉∝ 〈y3〉−h(y)〈y2〉 = 0 =⇒ h(y)= 〈y3〉/〈y2〉 = h∗(y) (3.20)
We can also calculate analytically the value of h(y) at the points where the norm is stable. For
40
3.4. Methods
the example of h(y)= 〈y2〉, we have
h(y)= 〈y3〉/〈y2〉 ⇐⇒ 〈y2〉 = 〈y3〉/〈y2〉 (3.21)
⇐⇒ |w|2〈x2w 〉 = |w|〈x3w 〉/〈x2w 〉 (3.22)
⇐⇒ |w| = 〈x3w 〉/〈x2w 〉2 (3.23)
where xw = (wT x)+/|w| is the rectiﬁed projection of the input x on the normalized direction
w/|w|.
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4 Estimation theory for stochastic opti-
mization and adaptive learning rates
In stochastic gradient descent (SGD), samples of the gradient of a loss function are obtained
one data sample at a time, and modulated by a learning rate factor. Gradient samples are
variable and it is unclear how this variability may inﬂuence parameter learning dynamics.
We show that the signal-to-noise ratio of gradient samples determines an optimal batch
size for which the gradient is reliably estimated. We show that this optimal batch size can
be implemented implicitly in SGD through a novel adaptive learning rate algorithm, which
maintains the magnitude of parameter change stable across parameters and across time,
independent of the gradient statistics. It also provides a bound on learning time for SGD,
revealing a bottleneck in learning dynamics complementary to constraints on the optimization
surface. These results provide a unifying framework for understanding adaptive learning rate
models and the learning dynamics in stochastic gradient descent.
4.1 Introduction
Learning in complex systems such as neural networks involves the optimization of a large
number of parameters. Since analytical solutions are not possible, gradient descent is the
most common optimization method. In ofﬂine gradient descent the full dataset is used to
estimate the gradient at each iteration of the algorithm, but in modern applications of machine
learning the datasets required for learning can be immense. In such situations, one typically
implements stochastic gradient descent, in which each parameter update uses only one, or
a small number, of data samples (Bottou, 2010; Bengio et al., 2013; Mnih et al., 2013). In the
previous chapters, we’ve shown that cortical synaptic plasticity can also be interpreted as
performing stochastic gradient descent (SGD), by updating synaptic weights continually based
on the noisy neural activity, and only on average does it optimize a particular goal (Frémaux
et al., 2010; Pﬁster et al., 2006; Seung, 2003).
A fundamental concern in SGD is the appropriate size of the learning rate factor which
modulates the update step for each gradient sample. Since each gradient sample is highly
variable, big update step sizes lead to random excursions in the parameter space that will not
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follow the true gradient direction. On the other hand, small step sizes slow down learning.
Further complications arise because the gradient sample statistics are not uniform in a model,
but may change in time or across parameters. Such statistical heterogeneities imply that a
ﬁxed learning rate for all parameters, at all times, will not be optimal.
This problem has led to the formulation of adaptive learning rates, that modulate the update
step size depending on the statistics of the gradient samples (Duchi et al., 2011; Schaul et al.,
2012; Kingma and Ba, 2014; Dauphin et al., 2015; Duchi et al., 2011). Here we present a theory
that explains the learning properties of SGD algorithms by interpreting stochastic optimization
as efﬁcient estimation of the gradient from a limited number of samples.
Based on this estimation theory, we develop a novel adaptive learning rate that implicitly
implements the optimal batch size for robust gradient estimation. It makes the effective
parameter change independent of the heterogeneities in the gradient sample statistics, across
parameters and across time. We show that our model outperforms previous adaptive algo-
rithms in a convex optimization problem, and that our theory provides a unifying framework
for understanding adaptive learning rates in stochastic optimization. In particular, it suggests
how synaptic plasticity may implement adaptive learning.
Estimation theory also reveals an appropriate way of analyzing how parameters evolve in SGD.
We show that learning time is modulated by the surface of the gradient sampling statistics,
in contrast with the true gradient surface, commonly studied in optimization theory (Hiriart-
Urruty and Lemarechal, 2013; Dauphin et al., 2014). Our results allow us to predict the
learning dynamics and the convergence times of SGD, providing a general theory for stochastic
optimization.
4.2 Results
4.2.1 Sampling size for a reliable gradient estimation
We consider the goal of ﬁnding parameters Θ that minimize function FΘ(x) over a dataset
X = (x1, . . . ,xN ),
min
Θ
〈FΘ(x)〉x =min
Θ
1
N
∑
x∈X
FΘ(x) . (4.1)
In gradient descent we update each parameter θ ∈ Θ iteratively, θk+1 = θk − η gk , where
gk =
〈
∂Fθk (x)
∂θ
〉
x
and k denotes the time step. The learning rate ηmodulates the step size of
the parameter updates. Choosing the same learning rate η for all parameter updates is often
suboptimal, which motivates the search for methods that determine the optimal individual
learning rates1.
1If each parameter update has its own learning rate, one speaks also of hill descent or gradient descent under a
non-Euclidian metric.
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A large portion of previous theoretical efforts aim to adapt the learning rate to an optimal step
size based on the geometry of the optimization surface, such as curvature (Hiriart-Urruty and
Lemarechal, 2013; Dauphin et al., 2014; Bottou, 2010). Here we would like to separate this
problem from another fundamental obstacle in online optimization, which is how to estimate
the gradient gk from noisy samples.
In stochastic gradient descent (SGD), instead of calculating the gradient using the whole
dataset, one performs updates sequentially for each data sample xt , using the gradient sample
gt = ∂FΘ(xt )∂θ . Since gt can be highly variable, many samples may be needed for a reliable
estimate of the true gradient. Thus we ask the following question: how many data samples are
sufﬁcient for a reliable estimation of the true gradient gk?
For the moment, we disregard the question of step size. Instead we only want to know if a
speciﬁc parameter θ should be increased or decreased to minimize 〈F 〉, which depends on
the sign of the gradient, gk = 〈∂Fθk∂θ 〉. Once the gradient direction is known, we may adjust the
step size to a desired update magnitude. Here we consider ﬁxed update magnitudes η0 and
assume that each parameter update leads only to small relative change in the true gradient:
∣∣∣∣
〈
∂Fθ
∂θ
〉
x
−
〈
∂Fθ±η0
∂θ
〉
x
∣∣∣∣ 
∣∣∣∣
〈
∂Fθ
∂θ
〉
x
∣∣∣∣ (4.2)
Before we turn to classical online stochastic gradient descent, let us study the case of updates
after having collected batches of B data samples with a ﬁxed parameter settingΘ. A gradient
sample at time t is an unbiased estimate of the gradient, μ= 〈gt 〉. We assume that gradient
samples gt have high variability, σμ, where σ is the standard deviation of the distribution
of gradient samples. In this case, a large batch of data is needed for a reliable estimation of the
gradient. For a batch size B , the gradient estimator μ˜ is
μ˜= 1
B
B∑
t=1
gt (4.3)
where B is the number of samples we take for ﬁxed parametersΘ.
For independent samples and a large batch size B , the central limit theorem suggests that the
estimate is approximately normally distributed
μ˜∼N (μ,σ/

B) (4.4)
Intuitively, we expect μ˜ to be a reliable estimate of μ when the mean of the distribution
becomes larger than the variability, μ≥σ/B , implying a constraint on the batch size
B ≥ σ
2
μ2
=B∗ (4.5)
where we have deﬁned the critical batch size B∗ = σ2
μ2
. In other words, if we take B∗ data
45
Chapter 4. Estimation theory for stochastic optimization and adaptive learning rates
samples the estimate of the gradient is μ˜∼ |μ| ·N (±1,1).
We may formalize this result as a decision problem. If we impose a probability α of estimating
the correct gradient sign at each batch iteration, then we need a batch size
B = cα σ
2
μ2
(4.6)
where cα = z
2
α/2
4 is a constant dependent on the conﬁdence level α, with zα/2 the 100∗ (1−α/2)
percentile of the normal distribution. For instance, for twice the critical batch size, cα = 2, the
conﬁdence level is α= 0.97.
We can also relate this result to the information content in the gradient sample. If we consider
a normal prior for the gradient, μ∗ ∼ N (0, |μ|), the mutual information between B gradient
samples and the gradient sign is
I (g1..B ;μ
∗)∝B μ
2
σ2
(4.7)
leading again to the relation B = cα σ2μ2 , with the constant cα dependent on level of information
desired.
We conclude that the number of samples required for a reliable estimate of the gradient’s sign
is inversely proportional to the signal-to-noise ratio (SNR) of the gradient samples. For batch
sizes smaller than the critical value, B  B∗, the sign estimation is highly variable, while a
larger batch size, B B∗, will have diminishing returns on the estimates reliability.
4.2.2 Drift-diffusion model for stochastic gradient descent
In the previous section, we assumed that we take several data samples, before we update
the parameters. We now would like to extend our estimation analysis to online learning,
implemented through stochastic gradient descent (SGD). In SGD the gradient samples are
processed continuously, with updates performed at each sample xt ,
θt+1 = θt +ηt gt (4.8)
This process can be interpreted as a drift-diffusion process. Maintaining the assumption of
high noise and small updates, we approximate the model as a Gaussian process, with update
steps given by ηt gt ∼ ηt N (μt , σt ).
In the previous section, we assumed that parameters remained ﬁxed while we draw B gradient
samples. Note that B can be signiﬁcantly smaller than the total number of data available, and
we have still a reliable gradient estimate.
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Our objective is to retain the property of a reliable estimate of the gradient as deﬁned in the
previous section. To do so, we use a separation of time scales. Because of our assumption
(4.2), we can ﬁnd a time frame T over which parameters do not change signiﬁcantly, so that
we can assume stationary statistics for gt over T . We calculate the distribution of the update
after T =B samples, where update steps are of size η∗ < η0,
ΔBθ =
B∑
t=1
η gt ∼N (η B μ, η

B σ) . (4.9)
By searching for values of η∗ and B∗, so that the magnitude is η∗ B∗ |μ| = η0, and the variability
η∗

B∗ σ= η0 is of the same order, we arrive at
η∗ = η0 |μ|
σ2
. (4.10)
After B∗ = σ2|μ|2 update steps the total change is
ΔB
∗
θ =
B∗∑
t=1
η∗ gt ∼ η0 N (±1,1) . (4.11)
Thus this online rule behaves like the batch update. We refer to SGD with 4.10 as Sampa.
In Fig. 4.1, we illustrate the effect of the learning rate η0 on the gradient estimation and
effective step size for a one dimensional SGD example. Sampa ensures after B∗ gradient
samples, the parameter will have changed on the scale of η0 (Fig. 4.1b). Larger learning rates
than indicated by Sampa imply unreliable changes of direction on the order of magnitude
η0 (Fig. 4.1a). Smaller learning rates will imply smaller changes after B∗ samples, and will
demand more samples to reach the η0 scale (Fig. 4.1c).
4.2.3 Sampa: Sampling-based adaptive learning rate
The beneﬁts of the proposed adaptive learning rate come at the cost of requiring robust
estimates of the ﬁrst- and second-order statistics of the gradient samples, |μ|∗ and σ2∗ , at each
time step. We can implement both estimates as moving averages
μ∗t+1 = (1−1/τμ) μ∗t + gt/τμ (4.12)
σ2
∗
t+1 = (1−1/τσ) σ2
∗
t + g 2t /τσ (4.13)
Again we assumed σμ, in which case the variance of gt is well approximated by its second-
order moment, i.e. we do not subtract the mean.
Our previous estimation analysis tells us that the time scale for the robust estimation of |μ|
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Figure 4.1 – Reliable gradient estimation with adaptive SGD. Gradient samples were gener-
ated with μ= 0.5 and σ= 5.0, for which the critical estimation batch size is B∗ = 100 samples.
We assume a desired effective step size η0 = 0.1, for which we have a Sampa learning rate of
η∗ = 0.002. (a) For learning rate larger than Sampa, η= 10 η∗, the update is highly unreliable in
the scale of η0. (b) For the Sampa learning rate, η= η∗, after the critical sample size B∗ = 100,
the parameter will have moved on the order of η0, and with high probability in the correct
direction. (c) For smaller learning rates, η= 0.1 η∗, after B∗ samples the correct direction has
already been estimated, but the parameter has been updated by only 0.1η0, and will require
ten times more samples to update on the order of η0.
should be B∗, so we set
τμ =B∗ =σ2/μ2 (4.14)
Because of Eqs. 4.2 and 4.9, the magnitude of μ does not signiﬁcantly change during B∗
samples (that is, on the order of η0 change in the parameter). The estimation ofσ2 is in general
not as sensitive, since σμ, and we choose a timescale of τσ = 1000 samples.
For a sensible initialization, we propose to use for both estimates a batch of T0 gradient
samples with the initial parameters θ0
μ∗0 =
1
T0
T0∑
t=1
∂Fθ0
∂θ
(xt ) (4.15)
σ2
∗
0 =
1
T0
T0∑
t=1
(
∂Fθ0
∂θ
(xt )
)2
(4.16)
where we have used T0 = 10000 in this study. The implementation of Sampa is described in
Algorithm 1.
The effective step size η0 in Sampa has a conveniently explicit meaning: it deﬁnes the precision
of the parameter search. It implies (i) that the algorithm assumes that the optimization surface
does not change widely on the scale of η0, and (ii) after convergence the parameters will
ﬂuctuate around the optimum with a variability on the order of η0. In many cases, parameters
are constrained within a certain range, e.g. 0≤ |θ| ≤ θmax , from which one may establish a
desired precision, e.g., η0 = 0.001 θmax .
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We choose a linear regression problem to analyze the behavior of Sampa in a convex setting.
We generate data samples (xt , yt ) from yt = wˆ1xt1+ wˆ2xt2+ , with x1 ∼ N (0,1), x2 ∼ N (0,2)
and ∼ N (0,3). The objective is to ﬁnd the optimal parameters (wˆ1, wˆ2) that minimize the
squared error, 〈F (w1,w2)〉 = 〈(y −w1x1+w2x2)2〉. We will use this example throughout our
study, with true values wˆ1 = 1, wˆ2 =−1 and initial parameters w01 =−3, w02 =−4.
In Fig. 4.2 we compare the robustness of its implementation to its oracle version, which uses
the true values of |μ| and σ2 at each time step, instead of the estimates |μ|∗ and σ2∗ .
Both versions follow similar learning dynamics (Fig. 4.2a), with a delay for Sampa compared
to its oracle version (Fig. 4.2b). This delay is explained by the low-pass ﬁlter in the estimates
μ∗ and σ2
∗
in Eqs. 4.15 and 4.16 (Fig. 4.2c-d).
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Figure 4.2 – Implementation of the adaptive method Sampa in a convex 2D problem. (a)
Background contours indicate parameter values with constant optimization error. Sampa
(dark blue) and its oracle version (light blue) have similar parameter trajectories, converging
to the optimum (η0 = 0.03). (b) Euclidean distance to the optimum in time, |wt −wopt|2, for
Sampa and its oracle version. Sampa has similar learning dynamics to its oracle, albeit with
a delay. (c-d) The Sampa estimates of μ∗t (c) and σ
2∗
t (d) for both parameters follow the true
estimates μt with a delay, explaining the delay in the learning dynamics.
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Algorithm 1 Sampling-based adaptive learning rate: Sampa
1: procedure MINIMIZE 〈F (x)〉x
2: Initialize θ
3: Choose η0, τσ, T0, .
4: μ← 1T0
∑T0
t=1∂Fθ(xt )
5: σ2 ← 1T0
∑T0
t=1∂Fθ(xt )
2
6: for each data sample xt , do
7: for each parameter θ, do
8: g ← ∂Fθ(xt )
9: τμ←σ2/μ2
10: η← η0 |μ|/σ2
11: μ← (1−1/τμ) μ+ g/τμ
12: σ2 ← (1−1/τσ) σ2+ g 2/τσ
13: θ← θ−η g
4.2.4 Comparison between Sampa and simpler adaptive models
We compare Sampa (ηSampa = η0 |μ|/σ2 with two simpler models, standard SGD, with ﬁxed
learning rate (ηSGD = η0), and Rmsprop (ηRms = η/σ). Rmsprop is a commonly used adaptive
model which implements variance normalization (Tieleman and Hinton, 2012), dividing the
learning rate by the standard deviation of the update steps.
In Fig. 4.3a we see that Sampa scales down the step size as the parameters approach the
optimum. This behavior follows from the fact that near the optimum the gradient μ is small,
while the gradient variability stays at the same order of magnitude as before. In this case a
smaller step size is needed for an effective estimation of the gradient μ. Since the Sampa
update step is proportional to |μ|/σ2 it does the desired rescaling automatically. Smaller η0
leads to slower convergence, but higher precision of the ﬁnal parameter values (Fig. 4.3b).
As predicted by our theory, the variability after convergence is on the scale of η0, since it
determines the effective resolution of the parameter search.
Standard SGD exhibits, for similar initial step sizes, much more variability after convergence
(Fig. 4.3c,d). This follows from the lack of adaptation to the signal-to-noise ratio of the gradient,
so that near the optimum the learning rate is not decreased.
Rmsprop is invariant to the variance of the gradient, but not to the signal-to-noise ratio. Thus,
it does not scale the step size near the optimum, showing high variability at convergence,
similar to standard SGD.
The observed jitter in the parameter trajectory can be estimated by our theory for each adaptive
model η. For B∗ samples, the effective parameter change Δθ∗ is given by
Δθ∗ =± η
t
|μt |/σt 2 (4.17)
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It explains why standard SGD and Rmsprop have high variability near convergence, where the
gradient is small, since their parameter change is modulated by 1/|μt |.
a c eSampa SGD Rmsprop
b d f
Figure 4.3 – Comparison of the variability of Sampa, SGD and Rmsprop near convergence.
(a,c,e) For similar initial step sizes, Sampa shows less variability after convergence than SGD
and Rmsprop. It follows from Sampa’s adaptation to the small gradients near the optima.
(b,d,f) Smaller initial step sizes leads to proportionally less variability at the optima for all
models, with Sampa showing less variability than SGD and Rmsprop.
The trade off between convergence speed and precision is not particular to SGD, but also
affects ofﬂine gradient descent. What is special about Sampa is that it can maintain a constant
parameter change Δθ∗ throughout the simulation, as it is possible in ofﬂine gradient descent.
The same is not achieved by standard SGD or Rmsprop, where the effective parameter change
Δθ∗ is sensitive to the signal-to-noise ratio of the gradient, varying across time.
For a comparison of convergence between the three models, we measure the distance to the
optimum for each model after a T samples. We deﬁne the distance dT as the value for which,
at time T , the parameters are within that distance in at least 95% of the trials. To allow a fair
comparison, we use for each T the best meta-parameter η0 for a given model. Fig. 4.4 shows
that Sampa has a better performance than both SGD and Rmsprop over the range of learning
durations inspected.
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Figure 4.4 – Comparison of convergence speed between Sampa, SGD and Rmsprop. Sampa
shows faster convergence than SGD and Rmsprop.
4.2.5 Estimation theory for momentum and mini-batches
Estimation theory provides an interesting interpretation of two prevalent techniques in gradi-
ent optimization: momentum and mini-batches. With momentum, the gradient samples are
low-pass ﬁltered
g¯ t+1 = (1−1/τmom) g¯ t + gt/τmom (4.18)
Δθt+1 = η g¯ t+1 (4.19)
The implementation of momentum has been associated with the avoidance of local minima
or parameter oscillations, as may occur near narrow valleys in the optimization surface (Hertz
et al., 1991). These are valid arguments in favor of using momentum in the batch mode.
However, we argue that, in SGD, momentum is well justiﬁed as smoothing of the rather noisy
sampling of the gradient. Our theory gives a foundation for the time scale τmom , which
normally is chosen heuristically. As B∗ samples are needed to estimate the gradient, the
variability in the parameter trajectory within this time frame may be viewed as sampling noise.
Thus by setting the adaptive momentum time scale to
τmom =B∗ =σ2/μ2 (4.20)
one will estimate the gradient with a smooth and well calibrated moving average. It may be
implemented by replacing line 13 in Algorithm 1 by
θ← θ−η μ . (4.21)
Since the stochastic ﬂuctuations in Sampa are at scales smaller than η0, it may be that they
do not interfere, and it remains an empirical question if the adaptive momentum adds to the
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stability of Sampa in real-world applications.
Mini-batches is another common form of gradient averaging used in SGD, in which updates
use b gradient samples, at each iteration k,
g¯k =
1
b
tk+b∑
t=tk
gt (4.22)
Δθk = η g¯k (4.23)
Not only it attenuates gradient sampling noise, but it is a crucial property for large-scale
applications, since the simultaneous processing of many data points allows for vectorial and
parallel operations in the simulation.
4.2.6 Convergence time of stochastic optimization
Our gradient estimation theory also has important implications for the understanding of the
learning dynamics of SGD. It provides a tool for estimating the path that parameters will follow
during optimization. For each parameter θ, the velocity vθ = θt+1−θt is
vθ = ηSampa μθ = η0 sign(μθ)
μ2
θ
σ2
θ
(4.24)
The speed is therefore constrained by the sample size required for an effective update step.
In Fig. 4.6a, we plot the velocity ﬁeld arising from Eq. 4.24 for our 2D example, and illustrate
how a trial implementing Sampa follows roughly the predicted path. Thus for SGD it is not
the true gradient surface that guides the parameter search, but the geometry of the gradient’s
signal-to-noise ratio surface.
Importantly, from the velocity we can estimate the learning time. Since B∗ samples are
required at each step size η0, the learning time T to go from an initial parameter position θ0 to
another, θ∗, will given by
T = 1
η0
∫θ∗
θ0
σ2
θ
μ2
θ
dθ (4.25)
It measures the path length weighted by the local critical sample sizes, scaled by the effective
step size η0. Figure 4.5 illustrates a non-convex setting, where the parameter is in a region of
low gradient, leading to high learning times.
4.2.7 Convergence properties of Sampa
For typical convex problems, the objective function is quadratic around the optimum, so that
the gradient increases linearly with the distance  to the optimum, |μ| ∝ . In general, the
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Figure 4.5 – Learning time for SGD in non-convex setting. (a) Non-convex loss function,
cos(θ), with noise (σ= 1.) added to the gradient. (b) Learning time dependence on parameter
evolution, for SGD simulation with Sampa, η0 = 0.01 and θ0 = 0.08 (blue). Estimation theory
prediction of learning time, c.f. Eq. 4.25 (red).
noise σ has no asymptotic scaling. Integration of Equation 4.25 gives a convergence scaling of
T ∝ 1
η0
−1 (4.26)
as long as > η0. Fig. 4.6b shows the convergence properties for three different values of η0
(same convergence deﬁnition as in Fig. 4.4). Larger effective step sizes imply faster learning,
but ﬁnal convergence is scales with η0. Fig. 4.6c illustrates the −1 scaling. However, for a
given error  target, estimation theory tells us we should set η0 ≈ . Substituting this in Eq.
4.26, if we may choose the learning rate for a given target , we have a convergence time of
T ∝ −2.
4.3 Discussion
Our estimation theory for stochastic gradient descent is expected to have impact in both
theory and practice of large-scale stochastic optimization. The analysis of gradient sampling
statistics leads to a improved theoretical understanding of learning dynamics and convergence
in SGD. In its practice, the theory and model of optimal adaptive learning rates should guide
model choices in real-world applications.
4.3.1 Unifying theory for adaptive learning rates
Our results reveal a clear interpretation for each component commonly present in adaptive
learning rates. Our theory emphasizes the importance of B∗ as the minimum number of
samples needed to estimate the gradient. In the following we compare the total parameter
change Δθ∗ over B∗ samples for different adaptive models. Note that Δθ∗ sets the scale of the
standard deviation (jitter) of the trajectory of parameters (Fig. 4.3).
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Figure 4.6 – Learning dynamics and convergence properties for optimal SGD. (a) The trajec-
tory of the parameters for Sampa (blue) follow the velocity ﬁeld given by the signal-to-noise
ratio of the gradient (η0 = 0.01). (b) Learning dynamics for Sampa for three different effective
learning rates (η0 = 0.4 , 0.12 and 0.04; dark, medium and light blue respectively). Smaller ef-
fective step size implies slower learning but convergence to smaller distances. (c) Convergence
of optimal SGD in quadratic optimization follows a T−1 scaling (blue, η0 = 0.01). Dashed line
is c T−1 ﬁt.
There are three main possibilities for adapting the learning rate to the statistics of the gradient
samples.
• No adaptation.
Standard SGD does not adapt to the statistics of the gradient samples. It implies that
the the parameter change after B∗ samples depends on the mean and variance of the
gradient at each moment, Δθ∗ ∝ σ2
t
|μ|t (cf. Eq. 4.9).
• Variance normalization: η∝ 1σ∗
A simple form of sampling adaptation (e.g. Rmsprop) is to add a factor that normalizes
the gradient’s variability. While the magnitude of the parameter change taken after
B∗ samples becomes independent of the gradient’s scale, we have shown that it is still
modulated by the gradient’s signal-to-noise ratio, Δθ∗ ∝ σt|μ|t (cf. Eq. 4.9). The method
requires the online estimation of σ∗.
• Sampling normalization: η∝ |μ|∗
σ2
∗
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This factor cancels both the dependency upon the gradient’s scale and signal-to-noise
ratio, enabling optimal gradient estimation and a constant effective step size Δθ∗ = c
(cf. Eq. 4.11). This method (Sampa) requires the online estimation of σ2
∗
, |μ|∗, and an
adapting time scale, τμ = σ2μ2 .
In large-scale applications such as neural networks, which contain a large number of parame-
ters and require long learning times, gradients may have diverse sampling statistics, across
time and across parameters. Without adaptation to these statistics, parameter change may
become too large or too small compared to the optimal step size. Variance normalization, as
in Rmsprop, partially mitigates this problem by making the effective step size independent of
the gradient scale, and since the online estimation of σ∗ is relatively straight-forward, it is a
robust method.
Our proposed method Sampa further increases independence from gradient statistics, which
may lead to signiﬁcant performance gains when the signal-to-noise ratio varies substantially
across parameters or across time.
4.3.2 Analysis of previous adaptive models
Estimation theory enables a novel interpretation of the properties of previous adaptive models.
Rmsprop is a widely used and simple adaptive model that implements variance normalization,
η= η0 gσ∗ (Tieleman and Hinton, 2012). Closely related to Rmsprop is AdaDelta (Zeiler, 2012)
(see Appendix).
Another model similar to Rmsprop is Adam, which implements η= η0 g¯σ∗ , thus maintaining
a ﬁxed effective step size (Kingma and Ba, 2014). But this model only implements variance
normalization, being equivalent to Rmsprop with momentum, and it does not have the
properties of Sampa. Adam has also been proposed to be more robust for sparse gradients
than Rmsprop. However, this may be due to the choice of a smaller value than usual for τσ.
Adagrad is an adaptive method that incorporates a normalization factor with the norm of
all previous gradients, ηt = η0/
√∑t g 2t (Duchi et al., 2011). Under the assumption that the
variance σ2 does not change signiﬁcantly in time, it can be rewritten as ηt = η0
T
1
σ , thus
approximating variance normalization with annealing (α= 0.5).
Schaul et al. (2012) have analyzed the optimal update step size when parameters are close
to a minimum. The adaptive model derived, Δθ = μ2
∗
σ2
∗
gt
h , where h is an estimation of the
Hessian, can be reinterpreted by estimation theory. Near an optimum, the surface is quadratic,
and Newton’s methods tell us that μ/h is the optimal step size. Since the gradient is sampled
through SGD, this step size must be rescaled by the critical sampling size, 1/B∗, leading to the
adaptive learning rate η= 1h
μ2
∗
σ2
∗ . Thus their model implements signal-to-noise normalization
with second-order optimization. Since it is optimal for convex optimization near the optima
it may have good convergence properties in well-behaved convex problems, but a robust
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Statistics adaptation Geometry adaptation Rate decay Averaging
Rmsprop Variance - - -
Adadelta Variance - - -
Adam Variance - - Momentum
Adagrad Variance - Annealing -
Schaul SNR Hessian - -
Sampa SNR - - Sampa (Eq. 4.21)
Table 4.1 – Summary of various adaptive learning rate models in their standard implemen-
tations. Properties such as momentum and annealing are in fact optional additions to all
models.
estimate of the Hessian may not be possible in general and Newton’s step may not be suitable
for highly non-convex problems.
We conclude that estimation theory gives a clear framework for analyzing variations of adaptive
learning rates in existing theories. In Table 4.1, we summarize the properties of each adaptive
method in terms of four categories: adaptation to sampling statistics, adaptation to geometry,
averaging, and rate decay.
Importantly, our analysis allows a practitioner to choose each property independently, setting
up an adaptive learning rate tailored to the application at hand, not restricted to one of the
previously proposed models.
4.3.3 Relation to previous plasticity models based on sampling
Recent studies have investigated how synapses could optimally adapt according to an objective
function and the statistics of the neural activity (Aitchison and Latham, 2014; Kappel et al.,
2015). In these studies the stochasticity in the synaptic strength is linked to the uncertainty
about the optimal synaptic values. The more data is collected, more certain the synapse is of
its optimal value, and the variability would decrease accordingly.
These models have intentions similar to the estimation theory in that they aim at optimizing
the information extracted from stochastic gradients, as well as explaining how synapses
may modulate their speed of change. However their assumption that variability is useful
in representing uncertainty is opposite to our suggestion that variability is a property of
stochastic optimization, to be overcome by adapting the effective sample size. Also these
studies assume speciﬁc neural models and objective functions, so the resulting adaptive
mechanisms and dynamics are particular to the network model under consideration.
Estimation theory and adaptive learning rate make no assumptions about the network model
or objective function being optimized, and so it is applicable to any stochastic optimization
problem. As such, our ﬁndings may appear as a component of solutions derived from more
particular assumptions, as it is the case in Schaul et al. (2012). As the algorithms proposed in
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Aitchison and Latham (2014) and Kappel et al. (2015) do not conform to the typical formula-
tions of models analyzed here, it is not clear if they possess the adaptive properties we have
analyzed.
4.3.4 Relation to geometry-based gradient descent studies
Studies of learning dynamics and convergence have been largely based on asymptotic conver-
gence properties, for both ofﬂine and online algorithms (Bottou, 2010). For example, variants
of Newton’s method take into account the curvature of the optimization surface to estimate
an appropriate update step size, and can be shown to have faster convergence properties near
the optimum than standard gradient descent (Schaul et al., 2012). Another common approach
relies on the implementation of annealing, in which the learning rate decreases with time,
which also gives asymptotic guarantees on how close to the optimum the parameters will be
in due time.
These approaches have important limitations. Newton’s method depends on the estimation of
the Hessian, which is computationally expensive and often erratic, although recent research
has aimed at developing second-order models appropriate for non-convex settings (Dauphin
et al., 2014; Gulcehre and Bengio, 2014).
Annealing theorems also have limited applicability since results are valid only asymptotically.
These results only guarantee certain convergence rates, but make no statement on the large
constants in the transient learning time that may come from the implementation of annealing.
We claim that in many applications it is the transient that is relevant: the period between the
start and the moment when an approximate solution has been found with some acceptable
precision. When facing large-scale complex optimization problems, asymptotic convergence
may be the least of one’s concerns.
4.3.5 Relation between gradient surface and estimation theory
We have shown that in SGD the learning dynamics are constrained by the gradient’s signal-to-
noise ratio surface. It is a novel perspective on the analysis of optimization problems, which
so far have been focused on the geometry of the true gradient surface.
There are two facets to the relation between the gradient and the gradient’s SNR. If the sampling
noise σ does not change considerably, the SNR surface will have similar geometry to the true
gradient surface (though determined by the square of the gradient). However, the crucial
difference is that the gradient surface may be transformed for optimization purposes, for
example by reparametrization, natural gradients or Newton’s method. On the other hand,
the SNR surface is a hard constraint for estimating the gradient, which cannot be trivially
circumvented by such methods.
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4.3.6 Non-convex high-dimensional optimization
Contemporary applications of machine learning, such as large neural networks, are non-
convex problems. The presence of local minima and saddle-nodes in the gradient surface
have been pointed as one of the main obstacles for the scaling up of these models (Saxe et al.,
2013; Dauphin et al., 2014). When analyzing their learning dynamics, parameters seem to get
stuck at some values for large periods of time, indicating very small gradients, and only with
large amounts of data and time the parameters escape to further minimize the optimization
function.
More than exceptions, these events are common, and it has been shown that there are expo-
nentially many saddle-nodes in typical network models (Dauphin et al., 2014), raising interest
in techniques that can escape them efﬁciently (Dauphin et al., 2014, 2015). Methods that have
been proposed are based on the gradient geometry, as in Newton’s method, using for example
the absolute value of the curvature to determine efﬁcient step sizes.
We suggest that possibly the slow learning dynamics due to small gradients may not be trivially
circumvented by second-order methods. Near saddle-nodes the gradient is small, while the
sampling noise is generally not signiﬁcantly altered, implying low SNR. Thus many samples
are needed to estimate the gradient and determine which direction to follow, allowing for a
theoretical explanation for long learning times in large neural networks.
In the next chapter we show important implications of estimation theory using the SNR
surface. By analyzing the gradient statistics and learning dynamics of a typical non-convex
problem, we establish theoretical bounds on learning time and on the dimensionality of a
network.
4.3.7 Implications for cortical plasticity
By interpreting cortical plasticity as a stochastic gradient descent process, the conclusions
presented here give interesting predictions and suggestions about how synapses may regulate
their weight change.
Since synaptic plasticity depends on the activity of the post- and pre-synaptic neurons, the
gradient statistics will depend on the recent ﬁring activity, which is known to vary across
neurons. Artiﬁcial neural networks also have such properties, and have shown that optimizing
the update step size can lead to signiﬁcant performance gains in learning times.
As the brain has large incentives to optimize its learning efﬁciency, we believe that adaptive
learning rates is an important mechanism to be investigated experimentally and that the
adaptive models studied here are simple enough to be plausibly implemented in a synapse.
And since no assumptions are made on the nature of the gradient signal or its correspon-
dent objective function, our predictions are equally applicable to any plasticity mechanism,
including variations of Hebbian learning, such as reward modulated plasticity.
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Our theory is also insightful for models of discrete synaptic strengths and structural plasticity.
In ongoing work, we are investigating an alternative version of Sampa with discrete updates,
each update using adaptive batch sizes based on the critical sample size. This model allows
for learning with continuous stochastic gradients, but sparse discrete changes, and may be
simpler to implement by biological systems.
Finally, the application of estimation theory suggests surprising theoretical bounds on the
duration of perceptual development and on the number of synapses that contact each neuron,
as we demonstrate in the next chapter.
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5 Limits of unsupervised feature learn-
ing in high dimensions
Unsupervised learning of a representation from complex high-dimensional inputs typically
involves tuning a large number of parameters and requires vast amounts of data. A repre-
sentation by multiple neurons with localized receptive ﬁelds has empirically been found
useful in convolutional neural networks and computer vision, but a formal explanation for the
advantages of local receptive ﬁelds is still lacking. Based on the geometry of high-dimensional
spaces, we study how the input dimensionality of each neuron impacts the duration of feature
learning. Our analysis exploits the fact that random directions are almost orthogonal to each
other in high-dimensional spaces. This fact implies that random initial parameters have small
overlap with hidden features, leading to small gradients and consequently to large learning
times. Simulations conﬁrm the theoretical predictions of a learning time with supralinear
dependency on the input dimensionality. Our results explain why bounding the receptive ﬁeld
size is useful in practical applications. Our approach outlines a new framework for analyzing
learning dynamics and model complexity in neural networks.
5.1 Introduction
Neural networks demand large amounts of data and learning time to develop representations
(Krizhevsky et al., 2012). Recent breakthroughs in machine learning owe much of their success
to the increasing availability of computing power and large-scale datasets (LeCun et al., 2015).
Even with current resources, learning time remains one of the main obstacles in scaling up
the complexity of neural networks and their applications (Le, 2013).
Both the number of neurons and the number of inputs per neuron (fan-in) inﬂuence learning
time. Cortical networks, with their billions of neurons and thousands of synapses contacting
each of them (Kandel et al., 2000), are likely to be limited by similar architectural constraints.
The estimation theory developed in the previous chapter provides us with a powerful tool
to analyze the learning dynamics in neural networks and get insights into how network
complexity affects the time to convergence.
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We consider the projection pursuit problem of ﬁnding hidden features in an input arriving
through N synapses onto a neuron, where N determines the dimensionality of the optimiza-
tion problem. We show that the optimization function of the projection pursuit problem has a
number of saddle points and maxima that increases exponentially with the dimensionality.
For a large number N of synapses, it becomes highly probable that random initial synaptic
weights will be almost orthogonal to the hidden features. In other words, we claim that random
initial conditions lead to an initialization close to saddle points, therefore falling in parameter
regions of small gradients, which lead to large learning times.
Based on the geometry and statistical properties of high-dimensional spaces, we show that
the learning dynamics are well described by a simple dynamical system, in which the only
relevant variable is the initial distance to the closest hidden features which in turn increases
with the number of synapses.
Our results lead to a striking analytical prediction: the optimal learning time has a supra-
linear dependency on the number of synapses onto a single neuron. Implicitly, this strong
dependency induces an effective bound on synaptic connectivity, above which learning
becomes unreasonably slow. We therefore speculate that the number of synapses per neuron
in cortical networks is limited by learning constraints. Our results also provide a candidate
explanation for the large performance gains observed in artiﬁcial neural networks such as
convolutional networks that implement localized receptive ﬁelds and therefore a limit number
of synaptic connections onto each neuron.
5.2 Results
5.2.1 Unsupervised projection pursuit learning in neural networks
We consider a network of M independent neurons, where each neuron receives N synapses.
We assume that synaptic plasticity implements the minimization of an objective function. For
each neuron in the network, synapses change according to the gradient of this function. To be
speciﬁc, we consider the projection pursuit problem of ﬁnding hidden features in the neuron’s
input.
In projection pursuit, we search for hidden patterns by optimizing synaptic weights w accord-
ing to some optimization function,
minw
〈−F (wT x)〉 (5.1)
where we deﬁne it as a minimization problem for consistency with the previous chapter.
We model the N-dimensional input x to the neuron as K independent hidden features xi ∼
Laplace(0,1/

2), complemented by N −K Gaussian inputs, deﬁning the input probability
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distribution
P (x)∝
K∏
i=1
e−

2 |xi |
N∏
i=K+1
e−
1
2 x
2
i (5.2)
We constrain the norm of the weights to |w|2 = 1, thus optimizing only the direction of w. We
also note that the optimization function has no dependency upon second-order statistics,
since the input deﬁned in Eq. 5.2 is white, 〈xxT 〉 = I . The aim of projection pursuit is to
align the direction of the weight vector w with one of the N hidden features. As discussed
in Chapter 2, many possible optimization functions have optima at the Laplacian hidden
patterns (Hyvarinen and Oja, 1998). Implementing projection pursuit by stochastic gradient
descent leads to the learning rule, gt =−xt f (wT xt ), where F (z)=
∫z
0 f (x)dx. Throughout our
analysis we use a linear rectiﬁer with slope 1 and threshold 3 as nonlinearity, f (u)= (u−3.)+.
5.2.2 The geometry of the optimization surface in neural networks
To understand the learning behavior of our model, we start by developing an analytical
description of the properties of our optimization surface. We determine the position and
quantity of minima, maxima, and saddle points, which are the critical points of gradient
descent methods because the gradient is zero. Saddle-points have zero derivative, but present
positive curvature in some parameter directions, while negative in others. Figure 5.1a-c
illustrates the the typical geometry of these special points on an optimization surface in two
dimensions.
Given the input distribution deﬁned in Eq. 5.2with K =N , the optimization function has amin-
imum w∗ at each of the N hidden features, which are the cardinal directions in our example,
w∗ = (0, . . . ,0,±1,0, . . . ,0), yielding a total of 2N minima. At the same time, there are exponen-
tially many maxima, at each of the 2N symmetric directions, wmax = (±1,±1, . . . ,±1,±1)/N .
In addition, even more saddle points than maxima exist. Although hard to visualize, any direc-
tion with k symmetric components (1< k <N ), |wi1 | = ...= |wik | = 0, while other components
are zero, is a saddle point. It is a maximum in respect to the k non-zero components, and
a minimum in respect to the other N −k null components. We show in the Methods that it
implies a total number on the order of 3N saddle points.
Figure 5.1d illustrates these properties for the three-dimensional case. The 6 cardinal direc-
tions represent the minima, where the hidden features lie. Each one of these is surrounded by
a basin of attraction. The 8 symmetric directions are maxima, while the 12 partially symmetric
points are the saddle points.
The parameter regions that connect maxima and saddle points have small gradients through-
out and are far from the minima. Starting at these regions leads to large learning times. Note
that the maxima and saddles exist due to the symmetries in the problem. Saddle points due
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to symmetries have previously been observed in other network models (Saxe et al., 2013;
Choromanska et al., 2014; Dauphin et al., 2014). The numerical predominance of saddle
points is also in alignment with these other studies (Saxe et al., 2013; Choromanska et al., 2014;
Dauphin et al., 2014). In contrast to these earlier results, our approach uses mainly geometric
arguments in the framework of projection pursuit deﬁned in Eqs. 5.1 and 5.2.
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Figure 5.1 – Geometry of the optimization surface for synaptic weights. (a) Prototypical
minimum in a convex surface with a basin of attraction. (left) Gray scale indicates optimization
function value, with minimum in white. (right) Color heat map indicate the magnitude of the
gradient, with zero gradient in dark blue. (b) Prototypical maximum in a concave surface, with
an unstable equilibrium point. (c) Saddle points are concave in some parameter directions,
while convex in others. (d) Surface for the gradient magnitude for three synapses. Each
dimension represents the value of a synaptic weight. As we enforce |w|2 = 1, the parameter
space is constrained to the unit sphere. The cardinal directions are the minima, the directions
of the hidden patterns. The symmetric directions, where all weights have the same magnitude,
are maxima. Partially symmetric directions, where two weights have the same magnitude, and
the third is zero, are saddle points. Areas in blue indicate low gradient magnitude, and thus
slow learning dynamics.
5.2.3 Quasi-orthogonal random directions in high-dimensional spaces
The three dimensional example illustrated above gives a good intuition for some general
properties of the optimization surface of feature learning by projection pursuit. However,
high-dimensional spaces have anti-intuitive geometrical properties that are not evident in low
dimensional cases. The essential property that we will exploit for our analysis is the angular
distance between random vectors.
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We note that the initial values of the synaptic weights are, in most practical applications,
randomly distributed. Before we turn to random vectors, let us consider a "worst case"
scenario.
In the three dimensional case, any vector will be at most at 55◦ angular distance to one of the
cardinal directions, with the maximal distance at the maxima (worst case). However, in higher
dimensions this distance increases asymptotically to 90◦, with the overlap between minima
and maxima in N dimensions being dmax =wTmaxw∗ = 1/

N (see Methods).
Importantly for our purposes, random directions wR follow a similar decay in their average
distance d to the closest minimum, d ≈

2 log(N )
N
(see Methods). This result implies that
initial parameters will have only a small overlap with the hidden features, starting from almost
orthogonal angles.
Although we have so far assumed the same number of hidden features K and input dimensions,
K = N , our results can also be adapted to K < N and K > N (see Methods), leading to an
overlap given by
dK ≈
√
2 log(K )
N
(5.3)
Thus, for large N , the expected overlap will still be small even if when the number of hidden
features is large in relation to the number of dimensions (K > N ). It is a by-product of the
rather exceptional fact that in high dimensions one may select exponentially many random
vectors, and all of them will be almost orthogonal (namely quasi-orthogonal) to each other
with high probability (Cai et al., 2013).
In Figure 5.2 we illustrate these dependencies in a simulation with randomly generated
directions. Figure 5.2b shows how, given an input dimensionality N , the initial overlap dK
increases only logarithmically with the number of hidden features.
We can relate these ﬁndings to the intuition gained in the three dimensional case. When the
number of dimensions increases, the area of the blue region ﬁlled with saddles and maxima
(see Figure 5.1d) becomes exponentially larger than the area composed by the basins of
attraction around the minima. Formally, with higher dimensions the area of the polar cap
around a given direction decreases exponentially in comparison to the total area of the sphere
(Li, 2011).
These results imply that when there are many input synapses, the initial random weights will
be quasi-orthogonal to hidden features, and lie in the parameter region of small gradients that
is ﬁlled with saddle points and maxima.
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Figure 5.2 – Initial parameters have small overlap with hidden feaures in high dimensions.
(a) The expected overlap of initial parameters with a hidden feature decays with the square
root of the number of dimensions N (ﬁxed K = 10). Dashed line is power-law with exponent
α=−0.5. (b) Increasing the number of hidden features has only a logarithmic effect on the
expected initial overlap (ﬁxed N = 1000).
5.2.4 Statistical properties of high-dimensional inputs
Once we have established the general properties of the gradient values in terms of critical
points, we can now analyze how the gradient changes in between the critical points. Following
the results of the previous section, we assume a large dimensionality N and that the initial
parameters have small overlap with the hidden features, with K =N .
Returning to our projection pursuit problem, the total input to the neuron is a mixture of the
N hidden patterns, weighted by the synaptic strengths, u =wT x=w1x1+·· ·+wN xN . Since for
large N the initial individual weights w0i are small, we may invoke the central limit theorem,
and conclude that, as N increases, the total input u(x) converges to a normal distribution.
We make the assumption that during learning the weights will converge to the closest hidden
pattern w∗ = e j = (0, . . . ,0,1,0, . . . ,0), following the shortest path from the initial weights w0 =
(w01, . . . ,w
0
j−1,w
0
j = d0,w0j+1, . . . ,w0N ), where j is the feature with maximal overlap and d0 is the
initial overlap.
In the following we do not consider the setting of stochastic online updates, but look at
the full statistical distribution over inﬁnitely many patterns. We rewrite the input as u =
wj x j +∑ j =k wk xk , and invoke again the central limit theorem, arriving at the approximation
u =wj x j +∑ j =k wk g =wj l +√1−w2j g , where l is a Laplacian variable and g is a normally
distributed variable, and we used the fact that the weights are normalized,
∑
w2j = 1.
Thus along the path from w0 to w∗ we can approximate the change on the statistical dis-
tribution of u as a linear transition between the initial (normal) distribution and the ﬁnal
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(Laplacian) distribution,
ut = dt l +
√
1−dt 2 g (5.4)
where we parametrize the parameter evolution by the overlap d .
The formulation in Eq. 5.4 is revealing, since it shows that the distribution of inputs ut only
depends on the overlap dt . It implies that the gradient of 〈F (u)〉 depends only on dt , allowing
us to study the learning dynamics through a simple one dimensional system, Fˆ (dt )= 〈F (ut )〉,
where ut is given by Eq. 5.4. Gradient descent on this one-dimensional function gives (see
Methods)
Δdt ∝−∂Fˆ (dt )
∂d
(5.5)
In order to check whether the full N-dimensional stochastic projection pursuit can be rep-
resented by the effective one-dimensional dynamics (Eq. 5.5), we investigate the learning
dynamics by simulating our projection pursuit problem through stochastic gradient descent
for a variety of dimensions, implementing gradient descent, Δwt = η gt , and starting from
random weights w0. Figure 5.3a shows the time evolution of the largest overlap dt between wt
and a hidden feature. It shows that initial overlaps depend on the dimensionality, with higher
dimensions tipically implying lower initial overlap, and thus larger learning time.
It also indicates that all runs have similar trajectory proﬁles, which is expected from our
reduction of the learning dynamics to a single one dimensional system, that only depends
on N through the initial overlap d0. In Figure 5.3b we highlight the stereotypical learning
dynamics by showing the trajectories with a shifted time reference, to the point when the
overlap crossed dt = 0.75.
5.2.5 Learning time is constrained by the initial overlap
By analyzing the gradient properties, we may obtain analytical expressions for the learning
dynamics that we have observed. As we have shown in the previous chapter, the optimal
learning dynamics is dictated by the signal-to-noise ratio of the gradient. In Figure 5.4 we show
the gradient statistics dependent on the overlap d , by simulating our reduced unidimensional
model of Equation 5.5. We see that the gradient SNR goes quickly to zero for smaller overlaps
(Figure 5.4c). Also, the SNR proﬁle follows the proﬁle of the gradient magnitude (Figure 5.4a),
since the gradient variability does not signiﬁcantly change for small overlaps (Figure 5.4b).
In the previous chapter we showed how to estimate the total learning time based on the
gradient statistics, from a starting point d0 to a target d∗,
T (d0)= 1
η0
∫d∗
d0
σ2
d˜
μ2
d˜
∂d˜ (5.6)
67
Chapter 5. Limits of unsupervised feature learning in high dimensions
Time (1k samples)
O
ve
rla
p
a b
Time from reference (1k samples)
O
ve
rla
p
Figure 5.3 – Stereotypical learning dynamics in high-dimensional optimization. (a) Evolu-
tion of the overlap of the weights with a hidden feature for different number of synapses. The
color heat indicate N , varying from N = 10 (purple) to N = 160 (red). One run for each N , with
random initial weights. (b) Same trajectories shifted to a referent time where an overlap of
d = 0.75 was reached, highlighting the similarity in the learning dynamics.
where we assume a constant effective step size η0, σ2d˜ and μ
2
d˜
evaluated using Eq. 5.4. This
expression allows us to predict the learning dynamics seen in the parameter trajectories in
Figure 5.3b.
For simplicity, we consider a constant gradient variability σ= c, leaving us to ﬁnd out how
the gradient magnitude |μ| depends on the overlap d . In Methods, we derive an analytical
expression for how the gradient magnitude |μ| depends on the overlap d asymptotically, by
analyzing the statistical properties of the gradient for small overlaps. Intuitively, the derivation
follows from an analysis of statistical moments. The ﬁrst three moments of F are constant,
since the odd moments are zero for symmetric distributions and the second order is the
variance, which is constant for white input. Thus the fourth-moment is smallest one to
depend on d , which leads to a forth order dependency for F , and consequently a third order
dependency for the gradient,
Fˆ (d)∝ a+d4 =⇒ μ(d)∝ d3 (5.7)
In Figure 5.4d, we conﬁrm this scaling law by calculating the gradient for small overlaps.
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Figure 5.4 – Gradient dependency on the overlap d . (a) The gradient magnitude vanishes
when the overlap goes to zero. (b) The gradient variability does not signiﬁcantly change
for small overlaps. (c) The gradient signal-to-noise ratio follows the proﬁle of the gradient
magnitude. (d) Near zero, the gradient has a power-law dependency on the overlap (dashed
line is power-law with exponent α= 3.).
5.2.6 Learning time dependency on number of synapses
We have succeeded to derive a chain of dependencies, in Eqs. 5.3, 5.6 and 5.7, that together
reveal that the learning time has a supra-linear dependency on the input dimensionality,
d0 ∝N−0.5
μ∝ d3
T ∝
∫d∗
d0
μ−2
d˜
∂d˜
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
=⇒ T ∝N2.5 (5.8)
In Figure 5.5, we show that our gradient descent simulations conﬁrm a learning time that
scales with the number of synapses with a 2.5 exponent, and a proportionality factor around 5:
T ≈ 5 N2.5.
These results offer for the ﬁrst time an analytical description of how the number of input
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synapses affects learning. It suggest a fundamental bound on the number of synapses during
development. For instance, if we consider a budget T = 109 data samples, in our model the
number of synapses must be lower than 2000.
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Figure 5.5 – Learning time dependence on number of synapses. Learning time depends on
input dimensions N through a power-law with exponent 2.5 (dashed line is power-law with
α= 2.5). Learning time was deﬁned as the average time to reach an overlap of d = 0.75. The
asymptotic theory is valid for N > 200.
5.3 Discussion
5.3.1 Generalization of results to other neural network models
We have studied a particular model of unsupervised learning. However, the assumptions re-
quired for our results may be more general, and possibly transfered to other learning scenarios.
For any network model in which the total input to the neuron is a linear projection, u =wT x,
the gradient for the synaptic strengths can be formalized as g = ∂w
〈
F (wT x)
〉
x , as in our study.
Reinforcement learning or supervised learning networks are important examples.
The crucial assumption made for our unsupervised learning scenario is that the optimization
function only depends on higher-order statistics of the input. Future investigations shall
determine if we can extend the approach to alternative learning paradigms, where target
values or rewards also play a role.
5.3.2 Theory for convolutional neural networks
Large hierarchical neural network models have recently obtained impressive results in a
variety of artiﬁcial inteligence tasks (LeCun et al., 2015; Bengio et al., 2013). A large part of
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these applications rely on the implementation of convolutional neural networks, in which
each neuron has a limited receptive ﬁeld size (Krizhevsky et al., 2012; Mnih et al., 2013). This
architectural constraint is essential when the input has high dimensionality, as in the case of
images.
Despite its popularity and proven efﬁciency, a deﬁnite theoretical explanation for the func-
tional gains of limited input dimensions have been elusive. Current explanations rely on the
heuristic arguments of information content, stating that less model parameters require less
data. These arguments may be rebutted by the fact that larger data dimensionality also mean
higher information content available. In any case, these arguments do not lead to an analytical
understanding of how connectivity affects learning time.
Our results suggest a potential explanation for the performance gains due to localized receptive
ﬁelds and connectivity constraints, showing analytically that larger receptive ﬁeld sizes can
make learning impractical. In ongoing work, we are investigating if the proposed scaling laws
apply to large-scale convolutional networks.
5.3.3 Implications for neural network learning dynamics
The unsupervised learning paradigm we have used has proven to be a useful prototype in
understanding how learning unfolds in neural networks. It allows us to calculate precisely
the number of extreme points, such as saddle points, how they are distributed and how they
determine the learning dynamics.
Our curvature analysis is aligned with previous studies that have collected evidence that saddle
points are abundant and may be an important obstacle for neural network learning (Saxe et al.,
2013; Dauphin et al., 2014; Choromanska et al., 2014). In Dauphin et al. (2014), the authors use
numerical simulations to probe the existence of saddle points in large networks. Our results
may help providing an analytical explanations for their ﬁndings.
In Saxe et al. (2013), the authors study a multi-layer linear network model, where they use
the optimization gradient to qualitatively characterize the learning dynamics. However, the
choice of a linear model led to different conclusions, and their results depend on properties of
multi-layer architectures, but not on the learning properties of each neuron or the number
of synapses. In their model, a single layer network does not have saddle points, and the
symmetries in the optimization were due to the multiple layers, providing a complementary
source of symmetries in large neural networks. Our analysis allows the study of nonlinearmulti-
layer networks, and in ongoing work we investigate how our results generalize to multiple
layers.
The slow learning dynamics due to the presence of saddle-nodes in the gradient curvature
have aroused interest in trying to overcome these obstacles through second order methods
(Dauphin et al., 2014, 2015). However our estimation theory presented in Chapter 4 shows
that it is the gradient signal-to-noise ratio that constrains learning. These limitations cannot
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be trivially overcome by curvature approaches.
5.3.4 Theory for localized receptive ﬁelds and number of synapses in the cortex
Cortical neurons have in the order of 1000 to 10000 input synapses and as space is a strong
constraint in the brain, it is believed connectivity properties may be determined by the trade-
off between representational power and volume (Rivera-Alba et al., 2011).
Our results provide an unexpected alternative explanation for synaptic densities. Learning is
effectively bounded by the number of input synapses per neuron, and even if space was not a
constraint, there would still be a limit on the order of a few thousand of synapses imposed by
synaptic development. Note that different synapse types can have different roles and a subset
of synapses might be non-plastic during development.
Although it is difﬁcult to propose a direct test for this hypothesis, indirect evidence may
support it. High-performance artiﬁcial neural networks constrain their connectivity by limiting
receptive ﬁeld sizes, without which their impressive performances are not possible (Le, 2013;
Lee et al., 2009). It is a clear example where connectivity bounds are a functional requirement
for developmental learning.
5.3.5 Implications in the duration of sensory development
Our theory also makes predictions about the time scales and learning dynamics in sensory
development. As we have seen in Chapter 2, the development of receptive ﬁelds can be
modeled as an optimization of synaptic connections. In this case, given the statistics of
the neural activities, and models of synaptic plasticity, we may use our theory to estimate
how much sensory data is needed for learning. It would provide a theoretically grounded
explanation for the time scales of critical periods in sensory development (Berardi et al., 2000).
5.4 Methods
5.4.1 Number of maxima and saddle points
We provide here a short explanation for how to count the maxima and minima in the synaptic
optimization surface. Maxima lie at the edges of a hypercube, where all weights have the same
magnitude, wi = ±1/

N . For each weight there are two possibilities, negative or positive,
amounting to 2N combinations.
Saddles have some zero weights, while the others have the same magnitude, |wi1 | = · · · =
|wik | = 0. Thus each weight has three possibilities, positive, negative or zero, amounting to 3N
combinations. The exceptions are the points that are minima, maxima, and the zero vector
w= 0, totaling 3N −2N −2N −1 saddle points.
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5.4.2 Data generation
In general, the N-dimentional input x to our unsupervised learning problem is generated by a
whitened linear mixture of K Laplacian variables, x˜=∑Ki=1 wi li , where li ∼ Laplace(0,1/2)
and the mixing vectors wi are N-dimensional.
For K =N , we used orthogonal mixing vectors, wi = (0, . . . ,0,wi = 1,0, . . . ,0), which generates
white inputs and deﬁnes the probability distribution
P (x)∝
N∏
i=1
e−

2 |xi | (5.9)
For K < N , we add Gaussian variables to complete N dimensions, generating the input
by x =∑Ki=1 wi li +∑Ni=K+1 wi gi , where gi ∼ Normal(0,1), and same mixing vectors as in the
previous case. It deﬁnes the probability distribution
P (x)∝
K∏
i=1
e−

2 |xi |
N∏
i=K+1
e−
1
2 x
2
i (5.10)
For K > N , we generate the input by x˜=∑Ki=1 wi li , for random vectors wi with |wi | = 1 (see
below). The resulting data is then whitened, x=M x˜ (see 2.8).
5.4.3 Expected overlap between random vectors in high dimensional spaces
The average overlap between two random directions can be derived from how random di-
rections wR are generated in an N-dimensional sphere: each component is drawn from a
normally distributed variable, and the resulting vector is normalized to unit norm,
w˜= (w˜1, . . . , w˜N ), wi ∼N (0,1) (5.11)
wR = w˜|w˜| (5.12)
Since for large N the norm |w˜| is well approximated byN , we conclude that each component
of the random vector follows wRi ∼N (0, 1N ). If we consider without loss of generality that the
reference direction is w∗ = (1,0, . . . ,0), the overlap will follow a distribution d ∼N (0, 1
N
).
Considering K random directions wk instead, the expected largest overlap dK to a reference
direction, w∗ = (1,0, . . . ,0), is given by the maximal value amongst the K ﬁrst components,
dK =maxk wk1 ≈

2log(K )
N
, where we used the expected extreme value amongst K normally
distributed variables for large K , maxk gk ≈
√
2logK (David and Nagaraja, 1970).
It follows that if there are K random hidden features in an N-dimensional space, the initial
random parameters will have an expected largest overlap of approximately

2log(K )
N
to one of
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the hidden features.
5.4.4 Gradient scaling law for small overlaps
We wish to analyze the gradient magnitude at small overlaps, d → 0. We start by analyzing the
statistical properties of the projected input u, through its cumulants, where u = d l+

1−d2 g .
The odd cumulants κu2m+1 are zero since u has a symmetric distribution. The second cumulant
is constant, κu2 = 1, since the variance is constant. Higher cumulants depend only on l ,
κu2m = κl2md2m , for m > 1, since the normal variable g has null higher order cumulants,
κ
g
2m = 0,m > 1.
We calculate the Taylor expansion of the optimization function at u = 0,
〈F (u)〉 = 〈F (0)+uF (1)(0)+u2F (2)(0)/2+u3F (3)(0)/3!+u4F (4)(0)/4!+ ...〉 (5.13)
= a+ F
(4)(0)
4!
〈u4〉+ ...= a+ F
(4)(0)
4!
κl4 d
4+O(d6) (5.14)
≈ a+b d4 (5.15)
= Fˆ (d) (5.16)
for some constants a and b, showing that the optimization function has a forth order depen-
dency on d .
Importantly, Eq. 5.15 enables us to formally reduce the gradient ascent to one dimension. Let
w j = e j be the closest hidden feature to the initial weights, such that the overlap is given by
the j -th component of the weights, d = |wj |, and we assume wj > 0 without loss of generality.
We have that
Δwj ∝
∂
〈
F (wT x)
〉
∂wj
=⇒ Δd ∝ ∂Fˆ (d)
∂d
(5.17)
so that the gradient for the overlap has a third order dependency at small overlaps,
Fˆ (d)∝ a+d4 =⇒ Δd ∝ d3 (5.18)
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6 Conclusion
We have presented novel theoretical and modeling results, which aim at an improved un-
derstanding of how neural circuits self-organize in order to represent sensory information.
We have assumed throughout that neural networks are designed for learning the statistical
regularities in its input, and each chapter has addressed an obstacle faced by such processes.
The common methodology across studies was to search for the fundamental principle behind
each problem, and thus present hopefully general and simple solutions. Many previous
models have investigated issues presented here, such as the functions of Hebbian plasticity
models (Intrator and Cooper, 1992; Hyvarinen and Oja, 1998; Pﬁster et al., 2006; Zylberberg
et al., 2011) or adaptive learning rates for stochastic optimization (Duchi et al., 2011; Schaul
et al., 2012; Kingma and Ba, 2014), and our results have proposed an uniﬁcation of these
studies under a single perspective, by reinterpreting them as examples of a general class of
models.
The ﬁnal results can be summarized concisely through their most important and conclusions
and formulas:
1. A large class of plasticity models, namely nonlinear Hebbian learning models, are able
to learning receptive ﬁelds from natural inputs:
Δw∝ x f (wT x)
2. Synaptic depression with meta-plasticity enables learning to be invariant to second-
order statistics:
Δw∝ x y2−h x y
3. Learning dynamics in stochastic gradient descent is constrained by the signal-to-noise
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ratio of the gradient samples:
B∗ = σ
2
μ2
4. Learning time effectively bounds the number of synapses per neuron:
T ∝N2.5
The simplicity of these results allows them to be easily interpretable and applicable to different
models. Importantly, simplicity increases the possibility of their implementation by biological
systems.
The studies presented here can be regarded as neurocentric, investigating the functional role
of learning in individual neurons. Further work shall aim at reconciling these results with how
populations of neurons represent information. Particularly, the role of recurrent connections,
top-down modulation or lateral inhibition should be important in advancing the functional
understanding of synaptic development and sensory representations.
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A Adaptive model Adadelta is an approx-
imation of Rmsprop
Adadelta is an adaptive learning rate model for stochastic gradient descent designed to im-
plicitly approximate the Hessian of the gradient, thus performing second-order optimization
(Zeiler, 2012). Here we demonstrate that the proposed model does not have second-order
optimization properties, and is instead approximating Rmsprop (Tieleman and Hinton, 2012),
implementing variance normalization.
The Adadelta learning rule is implemented as
Δxt =
√
Δx2t−1+√
g 2t +
gt (A.1)
where gt is the gradient at time t , xt is the paramter update,  1 is a small constant, Δx2 and
g 2 are moving averages of the second-order moment of the update and gradient respectively,
with a time scale 1/ρ,
g 2t = (1−ρ) g 2t−1+ρ g 2t (A.2)
Δx2t = (1−ρ) Δx2t−1+ρ Δx2t (A.3)
A.1 Analytical derivation
As in Chapter 4, we assume small updates and high gradient variability, allowing the central
limit theorem approximation for the gradient, gt ∼N (μ,σ).
We deﬁne the normalized gradient, ξt = gt√
g 2 t+
, and derive how the update variability depends
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on it,
Δx2t = (1−ρ) Δx2t−1+ρ Δx2t
= (1−ρ) Δx2t−1+ρ (Δx2t−1+) ξ2t
= (1−ρ+ρ ξ2t ) Δx2t−1+ρ  ξ2t
=⇒
〈
Δx2t
〉
= ρ 
〈
ξ2t
〉
ρ−ρ 〈ξ2t 〉 =

1
〈ξ2t 〉 −1
(A.4)
We proceed to approximate the distribution of
〈
ξ2t
〉
,
〈
ξ2
〉= g 2t
g 2t +
= g
2
t
(1−ρ)g 2t−1+ρg 2t +
≈ σ
2χ
(1−ρ)σ2+ρσ2χ+ (A.5)
where we approximate g 2t =σ2 as a constant and g 2t =χσ2 as a scaled chi-squared variable,
where χ is a chi-square(1) variable. Assuming ρ 1, we may rewrite,
〈
ξ2
〉= 1
ρ+ ((1−ρ)+/σ2)χ
≈ 1
ρ+ (1+/σ2)χ
= 1
ρ
1
1+ (1+/σ2)/ρχ
(A.6)
The Taylor expansion of f (c) = 〈 11+1/cχ 〉 gives an approximation f (c) ≈ c − 2c2 for small c,
leading to
〈
ξ2
〉≈ 1
ρ
(
1
1+/σ2ρ−2
1
(1+/σ2)2ρ
2)
= 1
1+/σ2 −2
1
(1+/σ2)2 ρ
= 1
(1+/σ2)2 (1−2ρ+/σ
2) (A.7)
78
A.1. Analytical derivation
We consider two cases,
/σ2  1 =⇒ 〈ξ2 〉≈ 1−2ρ (A.8)
/σ2  1 =⇒ 〈ξ2 〉≈ 1
1+/σ2 ≈σ
2/ (A.9)
which allows for the approximation:
〈
ξ2
〉≈ 11
σ2/ + 11−2ρ
(A.10)
We may now substitute the approximation of
〈
ξ2
〉
in Eq. A.4,
Δx2 ≈ 1
σ2/ + 11−2ρ −1
≈ 1
σ2/ +2ρ
= 11
σ2
+ 1/2ρ
(A.11)
Finally, substituting these values in the adaptive learning rate of Adadelta, we arrive at the
approximation
ηAdadelta ≈
√
Δx2+
σ2+ ≈
√
Δx2
σ2
=
√√√√ 11
σ2
+ 1
/2ρ
σ2
= 1√
1+ 1
/2ρ/σ2
=
√
/2ρ√
σ2+/2ρ
(A.12)
Comparing with the Rmsprop model, ηRmsprop = η∗/

σ2+∗, we can see that Adadelta is an
approximation with a scaling meta-parameter η∗ =√/2ρ and robustness meta-parameter
∗ = /2ρ.
We may also consider two cases, σ2  /2ρ and σ2  /2ρ, which leads to an easily inter-
pretable approximation. Adadelta performs variance normalization, with scaling η∗ =√/2ρ,
and maximal learning rate 1:
ηAdadelta ≈min
(
1,
√
/2ρ
σ
)
(A.13)
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A.2 Numerical simulations
To test our analysis we simulate Adadelta for artiﬁcial data and compare it to our analytical
results. We consider a stationary gradient with normal distribution, gt ∼N (0,σ2), and we scan
through a variety of values for the model parameters and gradient statistics,  ∈ [10−8,10−2],
ρ ∈ [10−3,10−1] and σ ∈ [10−3,10−1]. For each set of parameters, we estimate the average value
of Adadelta, and plot it against the scaling factor

/2ρ
σ obtained in our approximation in Eq.
A.12 (Fig. A.1). We can see that Adadelta has is well approximated as a function of the scaling
factor, and that it is well ﬁtted by the Rmsprop approximation.
Scaling factor 
A
da
de
lta
Figure A.1 – Adadelta as an approximation of Rmsprop. Average Adadelta values (blue marks)
for different choices of meta-parameters and gradient statistics, plotted against the scaling
factor obtained analytically,

/2ρ
σ . The Adadelta values are well described as a function of
the scaling factor, and is well approximated by the Rmsprop model (red dashed line), and the
approximation in Eq. A.12 (black dashed line).
We conclude that Adadelta is an approximation of Rmsprop, implementing variance normal-
ization, but not second-order optimization, as it was originally proposed. This analysis is also
an illustrative application of the estimation theory we have developed, showing how adaptive
models may be compared through their dependencies on gradient statistics.
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