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valores propios de dirichlet asociados a la
ecuacio´n de hill con potencial
de ruido blanco
Henry P. Mckean1 – Santiago Cambronero2
Resumen
Mostramos que la ecuacio´n de Hill con potencial de “ruido blanco” tiene una
sucesio´n λn de valores propios de Dirichlet que se comporta casi como en el caso
cla´sico, en el sentido que λn − n2pi2 posee un crecimiento logar´ıtmico, proveniente de
de una sucesio´n de variables gaussianas.
Abstract
We show that Hill’s equation with white noise potential has a sequence of Dirichlet
eigenvalues λn that behaves almost like in the classical case, in the sense that λn−n2pi2
has a logarithmic growth coming from a sequence of Gaussian random variables.
Introduccio´n
La ecuacio´n de Hill con potencial Q, y para´metro λ, esta´ dada por
−y′′ +Qy = λy. (1)
Los valores propios de Dirichlet son aquellos valores de λ para los cuales existe una
solucio´n no trivial de (1) satisfaciendo
y(0) = y(1) = 0. (2)
En el caso cla´sico Q es una funcio´n suave, y es sabido que (1) posee una sucesio´n de
valores propios de Dirichlet λo < λ1 < . . ., tal que λn = n2pi2+
∫ 1
o Q+O(
1
n2
), para n grande.
De hecho, la cantidad de te´rminos en esta expansio´n puede incrementarse indefinidamente,
dependiendo del nu´mero de derivadas que Q posea. Por ejemplo, si Q es C2, entonces
λn = n2pi2 +
∫ 1
o
Q+
c
n2
+O(
1
n3
).
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Para revisar las demostraciones de dichos resultados, as´ı como obtener ma´s informacio´n
al respecto, el lector puede consultar [2], [3], [7], y [8].
En el presente trabajo consideramos la ecuacio´n (1), donde el potencial Q es ruido
blanco, esto es, la derivada formal de un movimiento Browniano, en algu´n espacio de
probabilidad (Ω,B, P ). Una solucio´n de esta ecuacio´n es una funcio´n y de clase C1 que
satisface la versio´n integral
−y′(x) + y′(0) +
∫ x
0
y(t)db(t) = λ
∫ x
0
y(t)dt,
donde b es el correspondiente movimiento Browniano en (Ω,B, P ), y la integral de la
izquierda se define como
y(x)b(x)−
∫ x
0
b(t)y′(t)dt.
La solucio´n y con y(0) = 0, y′(0) = 1 debe satisfacer entonces
y(x) =
sen
√
λx√
λ
+
∫ x
o
sen
√
λ(x− t)√
λ
y(t)db,
o equivalentemente
y(x) =
sen
√
λx√
λ
−
∫ x
o
b(t)[
sen
√
λ(x− t)√
λ
y′(t)− cos
√
λ(x− t)y(t)]dt.
Si iteramos esta ecuacio´n obtenemos
y = yo + y1 + ...+ yn +Rn(x),
donde yo = sen
√
λx√
λ
, yn+1 =
∫ x
o
sen
√
λ(x−t)√
λ
yn(t)db(t).
Esto sugiere que definamos y =
∑∞
n=0 yn(x), para lo cual trataremos de estimar |yn| y
mostrar convergencia. |y| denotara´ la norma sup de y en [0, 1]. Los siguientes resultados
sera´n de gran utilidad.
Lema 1. Si Go ≡ a ≥ 0, y para todo n = 0, 1, . . .
Gn+1(x) = 2c
∫ x
0
Gn(t)dt+
c
µ
Gn(x),
donde c, µ > 0, entonces Gn esta´ dado por
Gn(x) = a(2c)n
n∑
k=0
a(n, k)xkµ−(n−k),
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donde a(n, 0) = 2−n, y a(n, k) = n(n−1)···(n−k+1)
(k!)22n−k , para k = 1, . . . , n.
Prueba
Basta observar que a(n+ 1, k) = 1ka(n, k − 1) + 12a(n, k), y usar induccio´n en n. 
Lema 2. Supongamos que (fn) y (gn) satisfacen
0 ≤ fn+1(x) ≤ c
∫ x
0
(fn + gn),
0 ≤ gn+1(x) ≤ c
∫ x
0
(fn + gn) +
c
µ
fn(x),
para n = 0, 1, . . ., x ∈ [0, 1], y definamos hn = max(fn, gn). Entonces, para x ∈ [0, 1], y
µ > 2c tenemos
∞∑
n=0
hn(x) ≤ 2e4c|ho|.
Prueba
No´tese que hn+1(x) ≤ 2c
∫ x
o hn +
c
µhn(x). Tomando a = |ho|, el lema anterior permite
concluir que
∞∑
n=0
hn(x) ≤
∞∑
n=0
Gn(x)
≤
∞∑
n=0
a(2c)n
n∑
k=0
n(n− 1) · · · (n− k + 1)
(k!)22n−kµn−k
= a
∞∑
k=0
(2c)k
(k!)2
∞∑
n=k
n(n− 1) · · · (n− k + 1)( c
µ
)n−k
= a
∞∑
k=0
(2c)k
k!
(1− c
µ
)−(k+1)
≤ 2a
∞∑
k=0
(4c)k
k!
= 2ae4c. 
Es fa´cil mostrar que fn = |yno+n|, y gn = 1µ |y′no+n| satisfacen las hipo´tesis del lema 2,
con µ =
√
λ, y c = |b|. Como consecuencia obtenemos que
∞∑
n=no
|yn| ≤ 2ae4|b|,
∞∑
n=no
|y′n| ≤ 2aµe4|b|,
para µ > 2|b|, donde a = ma´x{|yno |, 1µ |y′no|}. De la definicio´n de yn se sigue inmediatamente
el siguiente teorema.
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Teorema 1 Para λ > 4|b|2, la solucio´n de (1), con condiciones y(0) = 0, y′(0) = 1,
esta´ dada por y =
∑
yn, donde la convergencia es uniforme en [0, 1]. Tambie´n tenemos
que y′ =
∑
y′n, uniformemente en [0, 1].
Observacio´n. El lema 2 muestra tambie´n que el orden de |Rn| esta´ dominado por el
orden de ma´x{|yn|, 1µ |y′n|}. O sea que si mostramos que ma´x{|yn|, 1µ |y′n|} = O(µα), entonces
|Rn| = O(µα). En lo que sigue vamos a usar este hecho para estimar los valores propios
λn.
Observe que |yo| ≤ µ−1, y |y′o| ≤ 1. Por otro lado, de la definicio´n tenemos y1 =∫ x
o b(t)
senµ(2t−x)
µ dt =
1
µIm(e
−iµxI1(x)), donde
I1 =
∫ x
0
b(t)e2iµtdt = −
∫ x+ pi
2µ
pi
2µ
b(t− pi
2µ
)e2iµtdt.
Si sumamos estas dos integrales, vemos que 2I1 es igual a∫ x+ pi
2µ
x
b(t− pi
2µ
)e2iµt −
∫ pi
2µ
0
b(t)e2iµt +
∫ x
pi
2µ
[b(t− pi
2µ
)− b(t)]e2iµt.
Usando esta expresio´n, y el mo´dulo de continuidad de b(t), obtenemos
|I1| ≤ pi|b|2µ + 12max{|b(t− pi2µ )− b(t)| : pi2µ ≤ t ≤ x}
≤ pi|b|2 µ−1 + µ−1/2(log µ)1/2 ≤ 2µ−1/2(log µ)1/2,
para µ ≥ µo(w), y casi todo w.
Esto implica que |y1| ≤ 2µ−3/2(lnµ)1/2, para casi todo w, donde µ ≥ µo(w). Similar-
mente tenemos que 1µ |y′1| ≤ 3µ−3/2(lnµ)1/2, para µ ≥ µo.
De la observacio´n hecha arriba se sigue que, para λ grande,
y(x, λ) =
sen
√
λx√
λ
+O(λ−3/4+),
y entonces y(1, λ) = 0 implica
√
λ = npi + εn, donde εn = O(n−1/2+). Rec´ıprocamente,
para n grande, existe εn tal que y(1, (npi + εn)2) = 0, y εn = O(n−1/2+).
Los siguientes resultados nos permitira´n obtener una expresio´n ma´s exacta para εn.
Lema 3. Sea Xn(t) =
∫ t
o cos (2npiu)db(u). Cuando n → ∞ tenemos |Xn| = O(n0+), con
probabilidad 1.
Prueba:
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Cada Xn(t) es una martingala, con EX
2p
n (1) ≤ Cp, para p ≥ 1, y entonces
P (ma´x0≤t≤1 |Xn(t)| ≥ nα) ≤ Cpn2pα (ver [5], pa´ginas 13 y 163).
Dado α > 0, podemos escoger p ≥ 1 tal que 2pα > 1, y entonces, por Borel–Cantelli,
P (ma´x |Xn(t)| ≤ nα, cuando n ↑ ∞) = 1,
para todo α > 0. Como podemos restringirnos a valores racionales de α, concluimos que
P (ma´x |Xn(t)| = O(nα), n ↑ ∞,∀α > 0) = 1. 
Corolario 1. ma´x0≤t≤1 |
∫ t
o b(u) sen (2npiu)du| = O(n−1+), cuando n→∞, con probabil-
dad 1.
Prueba:∫ t
o b(u) sen (2npiu)du =
1
2npi
∫ t
o cos (2npiu)db− b(t) cos (2npit)2npi . 
El mismo argumento muestra el siguiente lema.
Lema 4. Sea Zn(t) =
∫ t
o ub(u) cos (2npiu)du. Cuando n → ∞ tenemos que |Zn| =
O(n−1+), con probabilidad 1.
Observacio´n. Resultados similares son va´lidos si intercambiamos los roles de seno y
coseno, con obvias modificaciones.
Lema 5. Sea Xn(t) =
∫ t
o b(u) cos (2npiu)c(u)du, donde c(·) esta´ dado por
c(t) =
∫ t
o b(u) sen (2npiu)du. Cuando n → ∞ tenemos que Xn(t) = − 14npi
∫ t
o b
2(u)du +
O(n−2+). Ma´s precisamente
ma´x
0≤t≤1
|Xn(t) + 14npi
∫ t
o
b2(u)du| = O(n−2+),
con probabilidad 1.
Prueba:
Observemos primero que c(t) = 12npi [e(t)− b(t) cos 2npit], con e(t) =
∫ t
o cos (2npiu)db, y
entonces
E[c2p(t)] ≤ 2
2p
(2npi)2p
[Ee2p(t) +Eb2p(t)] ≤ Cp
n2p
,
donde Cp es una constante que depende so´lo de p. Por otro lado, como |c| = O(n−1+),
tenemos que
Xn(t) =
∫ t
o
(cos (4npiu)− 1)
4npi
b2(u)du − 1
2npi
Yn(t) +O(n−2+),
donde Yn(t) =
∫ t
o c(u) sen (2npiu)db satisface EY
2p
n (t) ≤ Cˆpn2p , y por lo tanto
P [ma´x0≤t≤1 |Yn(t)| > nα] ≤ 1n2pαEY 2pn (1) ≤
Cp
n2pα+2p .
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Por Borel–Cantelli se sigue que |Yn| = O(n−1+).
Similarmente tenemos que
∫ t
o cos(4npiu)b
2(u)du = O(n−1+). 
Volvamos ahora al problema de aproximar λn. Como observamos anteriormente,
√
λn =
npi + εn, donde εn = O(n−1/2+), y entonces (−1)n
√
λny1(1, λn) se puede expresar como
sen εn
∫ 1
0
b(t) cos(2
√
λnt)dt+ cos εn
∫ 1
0
b(t) sen(2
√
λnt)dt.
Por el corolario 1 es fa´cil concluir que
√
λny1(1, λn) = O(n−1+), y lo mismo es va´lido
para y′1(1, λn). Como consecuencia εn = O(n−1+).
Para obtener un mejor estimado de εn necesitamos acotar y2(1, λn). Usando el hecho
que
y2 = −
∫ x
o b(t)[
sen
√
λ(x−t)√
λ
y′1(t)− cos
√
λ(x− t)y1(t)]dt,
se obtiene que y2 = A+B + C +D, con
A = sen
√
λx
2
√
λ
[(
∫ x
o b(t) cos 2
√
λtdt)2 + (
∫ x
o b(t) sen 2
√
λt)2],
B = − cos
√
λx√
λ
(
∫ x
o b(t) cos 2
√
λt)(
∫ x
o b(t) sen 2
√
λt),
C = 2 cos
√
λx√
λ
[
∫ x
o b(t) cos 2
√
λtdt
∫ t
o b(u) sen 2
√
λudu],
D = cos
√
λx
2λ
∫ x
o b
2(t)dt− 12λ
∫ x
o b
2(t) cos
√
λ(x− 2t)dt.
De lo anterior, y los lemas 3, 4 y 5, concluimos que y2(1, λn) = O(n−3+), y entonces
0 = (−1)n
√
λny(1, λn) = εn +
∫ 1
o
b(t) sen (2npit)dt+O(n−2+),
esto es
εn = −
∫ 1
o
b(t) sen (2npit)dt+O(n−2+) =
1
2npi
(b(1)−Xn) +O(n−2+),
donde
Xn =
∫ 1
o
cos (2npit)db(t).
Hemos mostrado el siguiente teorema.
Teorema 2 Los valores propios de Dirichlet asociados al operador − d2
dx2
+Q, donde Q es
ruido blanco, esta´n dados por
λn = n2pi2 + b(1) −
∫ 1
o
cos (2npit)db(t) +O(n−1+),
para valores grandes de n, donde b es el movimiento Browniano correspondiente.
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No´tese la diferencia con respecto al caso cla´sico (cuando Q es una funcio´n suave).
Aqu´ı obtenemos la sucesio´n de variables gausianas Xn, que satisface Xn = O(n0+). De
hecho, no es dif´ıcil mostrar que ma´x{|Xk| : k = 0, . . . , n} esta´ dominado por
√
3 log n, para
valores grandes de n. Para esto basta observar que EXn = 0, EX2n =
1
2 , y EXnXm = 0,
para n 6= m, y por lo tanto las variables Gausianas Xn son independientes e ide´nticamente
distribuidas. Esto implica que
P [ ma´x
k=1,...,n
|Xk| ≤
√
α lnn] = {P [|X1| ≤
√
α lnn]}n
= {1− e
−α lnn
√
piα lnn
(1 + o(1))}n
= exp [−n1−α(piα lnn)−1/2(1 + o(1))],
y por lo tanto
P [ ma´x
k=1,...,n
|Xk| >
√
α lnn] = 1− exp [−n1−α(piα lnn)−1/2(1 + o(1))]
=
1
nα−1
√
piα lnn
(1 + o(1))
≤ 2
nα−1
,
para n grande. Por Borel Cantelli se sigue que
P [ ma´x
k=1,...,n
|Xk| ≤
√
α lnn, n ↑ ∞] = 1,
para todo α > 2.
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