This paper introduces the projection methods for describing and testing the differences between pairs of continuous distributions. These methods include the projection plot, the projection spline, and the iter-1 test. The projection plot displays the difference between corresponding quantiles against the average of the corresponding quantiles. It is analogous to an empirical quantile-quantile plot that has been rotated 45 degrees. The projection spline is a knotted linear spline iteratively fit to the projection plot so that all knots are associated with significant changes in slope. It summarizes nonrandom deviations from linearity on the projection plot, allowing classification of the highest level of difference between two distributions as a difference in shape, in spread, or in location. The iter-1 test compares the first iteration of the projection spline with the line y = 0, providing a global test of difference between two distributions that is more powerful in simulations than either the chi-square test of independence or the Kolmogorov-Smirnov test. These methods will enhance epidemiologic practice by making the comparison of full distributions an accessible tool for routine data analysis. Am J Epidemiol 1997;146:1056-66. computer simulation; epidemiologic methods; models, statistical
The data that epidemiologists observe and analyze are usually sampled from some underlying, unknown distribution. If that distribution is continuous, it can be characterized by 1) its location, which is the typical value, such as the mean, median, or mode; 2) its spread, which is the dispersion around that typical value, such as the standard deviation or interquartile range; and 3) its shape, which describes other aspects of how the data are grouped, including asymmetry, peakedness, and the number of data clusters. Common approaches to the comparison of samples from continuous distributions, including Student's t test and linear regression methods, represent a comparison of locations only. The wealth of information available in a comparison of spreads and shapes most often goes untapped.
The empirical quantile-quantile plot, introduced by Wilk and Gnanadesikan (1) and popularized by Tukey (2) and Chambers et al. (3) , provides a succinct graphical comparison of location, spread, and shape for two samples from continuous distributions. The quantilequantile plot has the advantages that no assumptions are made about the shape of either of the underlying distributions, that all of the data are used in generating the plot, and that there is no arbitrary grouping or smoothing of the data. However, interpretation of the quantile-quantile plot is based solely on practiced visual assessment. There is no associated statistical test to aid in interpreting apparent differences.
This paper introduces the projection methods (4), a set of new methods for describing and testing the differences between pairs of continuous distributions. These methods include 1) the projection plot, a graphical display of the difference between distributions that retains the advantages of the empirical quantilequantile plot from which it is derived; 2) the iter-1 test, a global test of difference based on the projection plot; and 3) the projection spline, a summary model fit to the projection plot that enables a difference between distributions to be classified as a difference in shape, in spread, or in location. The projection methods improve on the quantile-quantile plot by including a statistical test of whether distributions differ and improve on all currently available methods by providing a statistical summary of how distributions differ. They will enhance epidemiologic practice by making the comparison of full distributions an accessible tool for routine data analysis.
BACKGROUND
The empirical quantile-quantile plot is constructed by plotting the sample quantiles (order statistics) of one batch of data against the corresponding sample quantiles of a second batch. If the two batches contain the same number of data points, then the smallest observation from batch X is plotted against the smallest observation from batch Y, the second smallest from X against the second smallest from Y, and so forth until the largest observation from X is plotted against the largest observation from Y. If the two batches differ in size, the convention is to plot all of the ordered data from the smaller batch against interpolated values from the larger batch that estimate the corresponding quantiles (3) .
As seen in figure 1 , if two distributions are identical, corresponding quantiles from the distributions will fall roughly along the line v = x. If two distributions differ in location only, corresponding quantiles will fall roughly along a line parallel to the line y = x but be displaced from it by the magnitude of the location difference. If two distributions differ in spread but not in shape, corresponding quantiles will fall roughly along a straight line the slope of which differs from 1. Shape difference FIGURE 1. Interpretation of empirical quantile-quantile plots, constructed using simulated data sets for which there was no difference (top left), a location difference only (top right), a spread difference only (bottom left), and a difference in skewness only (bottom right) between the parent distributions.
If two distributions differ in shape, corresponding quantiles will deviate from a straight line pattern.
Therefore, one approach to test whether two distributions differ would be to fit a line to the empirical quantile-quantile plot and then test the fitted line for difference from the line y = x. Although the correlation and unequal variances of sample quantiles violate the assumptions of ordinary least squares regression, this violation does not present a major stumbling block to model-fitting, since the asymptotic covariance of sample quantiles has been described (5) . The asymptotic covariance between the ith and jth sample quantiles (order statistics), for i :£ j, is
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where p,; is i/{n + 1), the percentile associated with the ith order statistic; n is the total sample size; and densj is the probability density of the underlying distribution at the ith order statistic. This covariance can be taken into account with ordinary least squares regression by doing postregression adjustment of the standard errors (6) .
It is the lack of symmetry of least squares regression methods that is problematic when fitting models to the empirical quantile-quantile plot. The choice of which set of quantiles to plot on the x-axis and which set to plot on the y-axis of the quantile-quantile plot is completely arbitrary. In fact, reciprocal plots are mirror images of one another. Yet with least squares regression methods, the two sets of quantiles are not treated symmetrically. The slopes from reciprocal models are not exact reciprocals, since least squares methods minimize the vertical distance between the data and the fitted line. The standard errors from reciprocal models are likewise not equivalent, since only the covariance of the quantiles plotted on the y-axis is taken into account whereas the quantiles plotted on the x-axis are treated as fixed. Occasionally, reciprocal models fit to the quantile-quantile plot can lead to conflicting inferences about whether two distributions differ.
PROJECTION PLOT
The problems of asymmetry between "dependent" and "independent" quantiles are resolved when the data on the empirical quantile-quantile plot are viewed from the perspective of the line y = x. This symmetry can be seen in the top left panel of figure 2 . With respect to the line y = x, it does not matter whether group A quantiles are plotted on the x-axis and group B quantiles on the y-axis, or vice versa. The points (A,B) and (B,A) are equidistant from the line y = x, and they project on the line at the same point. The bottom right panel of figure 2 suggests rotating the quantile-quantile plot 45 degrees so that the line y = x is the new x-axis. The new coordinates of the point that is (A,B) on the quantile-quantile plot become ((A+B)/2, (B-A)/sqrt(2)) on the rotated plot.
The proposed projection plot (figure 3) is the rotated empirical quantile-quantile plot, after the y-coordinate has been multiplied by the constant sqrt(2) for ease of interpretation. It is called the "projection plot" because the data on the quantile-quantile plot are viewed from the vantage point of the line y = x, as if perpendicularly projected onto that line. On the projection plot, the difference between corresponding quantiles, B-A, is plotted against the average of the corresponding quantiles, (A+B)/2. In figure 4 , the relation between the quantile-quantile plot and the projection plot is shown. Note that the line y = x on the quantilequantile plot becomes the line difference = 0 on the projection plot.
Inferences about relative locations, spreads, and shapes that could be made from the empirical quantilequantile plot can likewise be made from the related projection plot. If two distributions do not differ, the data on the projection plot will fall along the line difference = 0. If two distributions differ in location only, the data on the projection plot will fall along a line with slope zero and intercept that corresponds to the difference in location. If two distributions differ in spread but not shape, the data on the projection plot will fall along a line with a nonzero slope. If two distributions differ in shape, the data will deviate from a straight line pattern.
The projection plot therefore retains all of the advantages of the empirical quantile-quantile plot from which it is derived. Differences in location, spread, knotted linear spline with two knots (three segments) can be modeled as
where xplus(k) is evaluated as 0 for x £ k, and as (x -k)forx > k (7). As is illustrated in figure 5 , the coefficient associated with each knot describes the change in slope at that knot. The steps in the iterative fit of a projection spline are detailed in figure 6 and illustrated in figure 7 . Initially, knots are evenly spaced throughout the range of the data. The model is fit, and the significance of each knot coefficient is evaluated. If any knot is associated with a nonsignificant change in slope, the knot with the least significant change in slope is removed from the model. The reduced model is fit, and the significance of each remaining knot coefficient is reevaluated. The iterative removal of knots, one at a time, is continued until all remaining knots are associated with significant changes in slope at the specified a level.
The initial iteration of the projection spline, called the iter-1 spline, provides the basis for a global test of difference between the two distributions. The multivariate Wald test is used to compare the parameter estimates from the iter-1 spline with a vector of zeroes. The author refers to this application of the multivariate Wald test as the iter-1 test.
The final iteration of the projection spline is used to classify the highest level of difference between the distributions, with the hierarchy of difference being shape > spread > location > none. The classification and shape are readily appreciated from the plot, no assumptions are made about the shape of either underlying distribution, all of the data are used in generating the plot, and there is no arbitrary grouping or smoothing of the data.
Moreover, the projection plot improves on the empirical quantile-quantile plot through its symmetric treatment on both the x-and the y-axis of the two distributions being compared. This feature allows model-fitting to the data using ordinary least squares methods.
PROJECTION SPLINE AND ITER-1 TEST
The projection spline is a knotted linear spline iteratively fit to the projection plot to provide a flexible, potentially nonlinear summary of the relation between two distributions. A knotted linear spline is a piecewise polynomial of power 1, that is, a function consisting of line segments connected end to end (7, 8) . A y = bO + b1 x + b2xplus(knot1) + b3 xplus (knot2) FIGURE 5. Example of a knotted linear spline with two knots (three segments), which can be modeled as ft + P\ x + f}}Xplus(knot 2 ).
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The four initial steps in the fit of a projection spline are:
(1) Decide on alpha, the two-sided type 1 error rate used to evaluate coefficients at each iteration. This will be guided by the purpose of the analysis and the sample sizes available.
(21 Choose the initial spacing of the candidate knots. This determines where and how often the fitted spline is allowed to change slopes.
Choose the minimum sample size allowed in an interval. This reflects the amount of data considered necessary for estimation of the changes in slope. If an interval contains fewer data than this minimum, it is merged with the interval to the right by removing the intervening knot from the model. If the rightmost interval contains too few data, it is merged with the interval to the left.
Estimate the covariance matrix of the quantile differences. Because the two sets of quantiles being compared come from independent samples, the covariance of the quantile differences is the sum of the quantile covariances. The same covariance matrix is used at each iteration to adjust the standard errors of the parameter estimates.
The four iterative steps in the fit of a projection spline are: where y is the difference between corresponding quantiles, and the xplus variables are functions of the average of the corresponding quantiles. Note that when all x are nonnegative, the variable x can be expressed as the xplus function of a knot at 0.
Adjust the standard errors of the parameter estimates for the covariance of the quantile differences. Adjusted standard errors are obtained by pre-and post-multiplying the covariance matrix estimated in step (4) above by the (X'X)' 1 matrix from the regression in step (5).
Calculate the Wald statistic and the associated p value for each slope parameter. The Wald statistic is the ratio of the parameter estimate to its standard error. Under the null hypothesis that the parameter is zero, this statistic has a t distribution with degrees of freedom equal to the sample size minus the number of parameters in the model.
Eliminate the least significant knot. If all knot coefficients have/7 values less than alpha, do nothing more. The final model has been identified. If any knot coefficient has p value greater than or equal to alpha, identify the knot whose coefficient has the largest p value and eliminate it from the model. Return to step (5) above to start another iteration. is based on three characteristics of the projection spline: the number of spline segments, the slope if only one segment, and the intercept if only one segment with zero slope. The algorithm is summarized in figure 8 and described below: 
PERFORMANCE OF THE PROPOSED METHODS
One thousand samples, each consisting of 200 observations, are randomly generated from each of 10 known parent distributions as described in FIGURE 7. Iterative fit of the projection spline, which in this case is iteratively fit with a = 0.05 to the projection plot comparing two systolic blood pressure distributions. The candidate knots are spaced every 10 mmHg at multiples of 10. The minimum sample size in an interval is set at 20, so some knots are removed before the first iteration to coalesce adjacent spline segments. The carat (A) marks the knot that is associated with the least significant change in slope for a given iteration, which is dropped from the model before the next iteration. example, the "reference" distribution is Gaussian, with a mean of 120 and a standard deviation of 15. The relations of each of the other nine distributions to the reference distribution are displayed in figure 9 . Note that five of these distributions are non-Gaussian distributions that are generated as mixtures of Gaussian distributions. Pairwise comparisons between the 1,000 samples from the reference distribution and the 1,000 samples from each of the other nine distributions are done to assess 1) the performance of the iter-1 test as a global test of difference, and 2) the performance of the projection spline as a basis for classifying the highest level of difference.
Performance of the iter-1 test
For each simulated comparison with the reference distribution, the iter-1 test (with candidate knots at multiples of 10 and minimum sample size of 20 observations in an interval), the chi-square test of inde- Type 1 error rates. Estimates of the actual type 1 error rates of the three tests are based on the 1,000 comparisons between the reference and "no difference" distributions. The type 1 error rate of each test is the proportion of simulations with p < 0.05, in which the null hypothesis of no difference is erroneously rejected. The top line of table 2 shows that this occurs 52/1,000 times with the iter-1 test, 51/1,000 times with the chi-square test, and 43/1,000 times with the Kolmogorov-Smirnov test. All three tests have observed type 1 error rates near the nominal a level of 0.05.
Power against specific alternatives. Comparisons of each of the other distributions described in table 1 with the reference distribution provide estimates of the power of the iter-1, the chi-square, and the Kolmogorov-Smirnov tests to detect various types and combinations of location, spread, and shape differences.
The power of each test is the proportion of simulations with p < 0.05, in which the null hypothesis of no difference is correctly rejected. For example, the second line of table 2 shows that the iter-1 test has an estimated 71 percent power to detect a 5-unit shift in location relative to the reference distribution. This compares with the chi-square test with 68 percent power and the Kolmogorov-Smirnov test with 81 percent power to detect the same difference.
The iter-1 test performs better than the chi-square and the Kolmogorov-Smirnov tests in most types of comparison. This superior performance is especially pronounced when there are shape differences between the two distributions being compared. The KolmogorovSmirnov test is the most powerful of the three tests in detecting a location shift, but otherwise it performs poorly. None of the three tests is very powerful in detecting an isolated difference in modality.
Performance of the projection spline
The simulated comparisons described above are summarized by projection splines fit with candidate knots at multiples of 10, minimum sample size of 20 observations in an interval, and two-sided a = 0.05. Each projection spline is classified into one of four categories according to the number of spline segments (1 vs. >1), the slope (0 vs. #0) if there is a single segment, and the intercept (0 vs. =£0) if there is a single segment with slope 0. The highest level of difference between the two distributions is theorized to relate to this classification as summarized in figure 8 . The distribution of the four classes of spline in these simulations is presented in table 3. Each row summarizes 1,000 comparisons of samples from the named distribution with samples from the reference distribution. For example, when samples from the no difference distribution are compared with samples from the reference distribution, 93/1,000 splines consist of more than one segment, 23/1,000 splines consist of one segment with nonzero slope, 43/1,000 splines consist of one segment with zero slope and nonzero intercept, and 841/1,000 splines consist of one segment with zero slope and zero intercept.
Sensitivity. The data in table 3 can be used to calculate the sensitivity of the various classes of projection spline. In each row of the table, the bold value is the number of splines falling into the proper category based on the proposed classification of projection splines. For example, comparison of samples from the no difference and the reference distributions results in 841/1,000 splines correctly allocated to the "none" category. In other words, the sensitivity of the one Each row represents the results of 1,000 simulations comparing the named distribution with the reference distribution. Bold values are the number of splines falling into the proper category based on the proposed classification of projection splines. segment, zero slope, zero intercept projection spline to detect a true lack of difference between underlying distributions is 84 percent. In these simulations, the sensitivity of the projection spline ranges from 51 percent in detecting an isolated difference in modality to 98 percent in detecting an isolated difference in skewness.
Strength of evidence. Likelihood ratio tests can be done using the data in table 3 to assess the strength of evidence that a given class of spline represents in support of one hypothesis over a specified alternative hypothesis. As an example, let us estimate the strength of a spline with one segment, zero slope, and nonzero intercept as evidence in favor of a location difference over no difference. The likelihood of observing such a spline is 809/ 1,000 in the "location differs"-reference comparison, and 43/1,000 in the no difference-reference comparison. This yields a likelihood ratio (LR) of 0.809/0.043, or 18.8. The specified spline therefore represents very strong evidence in favor of the hypothesis of a location difference over the hypothesis of no difference.
The results of analogous calculations for each of the four classes of spline are presented in table 4 and summarized below:
• One segment, zero slope, zero intercept: Very strong evidence of no difference in underlying distributions against all of the simulated alternatives except an isolated difference in modality (LR 1.7).
• One segment, zero slope, nonzero intercept: Very strong evidence of a location difference against all of the simulated alternatives.
• One segment, nonzero slope: Very strong evidence of a spread difference against all of the simulated alternatives except combined differences in location, spread, and shape (LRs 3.2 and 1.4).. • More than one segment: Strong evidence of a shape difference against all of the simulated alternatives except an isolated spread difference (LR 1.7) and a combined difference in location and spread (LR 1.9).
The LRs reported in table 4 can be applied to the analysis of an actual data set when the alternative hypotheses being considered are analogous in both type and magnitude of difference to the simulated comparisons on which the LRs are based.
DISCUSSION
This paper introduces the projection methods for the pairwise comparison of continuous distributions. The projection plot, derived from the empirical quantilequantile plot, displays the difference between corresponding quantiles against the average of the corresponding quantiles. It provides a simultaneous graphical comparison of location, spread, and shape between two distributions. The related projection spline, an iteratively fitted knotted linear spline, allows identification of the highest level of difference between the two distributions being compared. The iter-1 test, based on the first iteration of the projection spline, provides a global test of difference between the two distributions.
The projection plot is simple to construct, makes no assumptions about the shape of either underlying distribution, and uses all of the available data without arbitrary grouping or smoothing. Because of the vertical symmetry of the projection plot, ordinary least squares regression methods can be used to fit consistent statistical models to the data. This improvement over the quantile-quantile plot enables the development of a statistical test for evaluating the significance of apparent differences.
The iter-1 test provides a global test of difference between two distributions that is more powerful in simulations for most types of comparison than either the chi-square test of independence or the KolmogorovSmirnov test. The difference in performance is especially pronounced when there are shape differences between the two distributions being compared. A line fit to the projection plot could also serve as the basis for a global test of difference. However, it would be less powerful than a knotted linear spline for nonlinear alternative hypotheses, that is, when a shape difference between distributions is suspected.
The projection spline provides the basis for a detailed description of the nonrandom differences between two distributions. The algorithm for classifying the highest level of difference based on the projection spline is easy to apply, and the performance is generally quite good. However, a multisegment projection spline provides only weakly positive evidence for a shape difference over a spread difference in the simulations performed. Similarly, a single-segment projection spline with nonzero slope provides only weakly positive evidence for a spread difference over a mixed shape/spread/location difference.
It is noteworthy that although the projection plot is nonparametric, the projection spline is not. The final model depends on the number, spacing, and location of candidate knots, the minimum sample size allowed in an interval, and the a level used for knot retention. The effects of variations in each of these parameters and in total sample size on the performance of the projection spline merit further study. Development of a lexicon for interpreting the nature of shape differences and refinement of a method for quantifying the degree of shape differences represent other promising extensions of this work.
Why study distributions?
Information is lost when a full set of data is reduced to a smaller set of summary statistics, such as a proportion or a mean. Yet before the advent of modern computing, the best way to understand a large batch of numbers was to reduce it to a few summary statistics. Now, powerful computers facilitate the graphical presentation and statistical manipulation of large amounts of data, making the study of full distributions quite feasible.
The simultaneous comparison of location, spread, and shape is a powerful approach for detecting group differences. If two distributions have the same location but differ in shape or in spread, they will not be distinguished by Student's t test or by linear regression methods. Yet differences in shape or in spread can be of biological significance. The shape of a distribution contains information about the process that generated the distribution. A bimodal distribution might suggest two etiologies, for example, and a truncated distribution might suggest some biological threshold. Similarly, the spread of a distribution contains information about tolerable limits of variability and may reflect the degree of homeostatic control of a biological process. Indeed, increases in spread with increasing age have been noted for a number of variables, including systolic blood pressure (9, 10).
The study of full distributions is also compelling because distributions characterize populations. Just as individuals within a population can differ from one another, whole populations can also differ from each other (11). The ability to describe differences on a population level facilitates discourse about populationlevel risk factors and population-level interventions.
Potential applications
It is anticipated that the proposed methods will enjoy wide application in many areas of epidemiologic inquiry, since they can be used whenever two samples from continuous distributions are to be compared. These methods will enable epidemiologists to compare 1) continuous outcomes between exposed and unexposed groups in prospective studies, 2) continuous risk factors between cases and controls in retrospective studies, 3) continuous baseline characteristics or continuous outcomes between treatment groups in clinical trials, and 4) continuous measures between populations of interest in cross-sectional studies. For example, these methods can be used to examine differences in infant lung function by intrauterine cigarette smoke exposure, differences in measures of physical functioning by extremes of socioeconomic status, or differences in systolic blood pressure by "race."
By understanding how distributions differ, we may be led to new hypotheses about why they differ and may spawn innovative approaches to improve the public's health.
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