Abstract-We present a modified recursive Newton-Euler method for computing some dynamic expressions that arise in two problems of fault detection and control of serial robot manipulators, and which cannot be evaluated numerically using the standard method. The two motivating problems are: i) the computation of the residual vector that allows accurate detection of actuator faults or unexpected collisions using only robot proprioceptive measurements, and ii) the evaluation of a passivity-based trajectory tracking control law. The modified Newton-Euler algorithm generates factorization matrices of the Coriolis and centrifugal terms that satisfy the skew-symmetric property. The computational advantages with respect to numerical evaluation of symbolically obtained dynamic expressions is illustrated on a 7R DLR lightweight manipulator.
I. INTRODUCTION
Computational issues are a major aspect in the implementation of model-based robot control laws. In order to meet real-time constraints, two standard options are usually considered for serial manipulators: customized Lagrangian methods [1] , [2] and recursive Newton-Euler methods [3] .
The first approach requires the derivation of the robot dynamics in closed symbolic form based on kinetic and potential energy computation, followed by a conversion into a real-time code so as to optimize the number of elementary operations to be evaluated numerically [4] , [5] . The conversion can be performed with automatic tools and/or involves customization to the specific robot manipulator under consideration [6] . The second approach is more systematic and uses the general (forward) recursive expressions of the robot differential kinematics and those of the (backward) force/torque balance equations for each link. While these two approaches have been refined over the years, with a variety of algorithmic implementations that share a linear complexity O(N ) in terms of the number N of joints (differing by the leading coefficient) [3] , [7] , [8] , Newton-Euler methods are generally recognized to be superior when N becomes large.
In this paper, we consider a modified Newton-Euler method that solves two motivating problems in robot control and fault detection, which escape the use of the standard method for computing the dynamic terms involved.
The first problem arises in the implementation of an efficient approach to the sensorless detection of generic faults acting on the robot, e.g., actuator faults [9] , unexpected collisions [10] , [11] , or unmodeled friction [12] . In these works, a so-called residual vector signal is computed based on the variation of the generalized momentum, and then used to detect on line the occurring fault. In order to avoid numerical differentiation of the inertia matrix M (q) [10] or partial derivatives of its elements [13] , the expression of the residual requires the evaluation of a quadratic velocity term of the form C T (q,q)q (note the transpose), where C is a matrix factorizing the Coriolis and centrifugal terms and satisfying the skew-symmetric property forṀ − 2C. This special velocity term cannot be evaluated numerically through the standard Newton-Euler method.
The second problem arises in passivity-based control design, both in nominal conditions [14] and in the adaptive case [15] . In particular, a dynamic term C(q,q)q r appears in these control laws, withq r being a modified reference velocity. Again, this term cannot be computed numerically through the standard Newton-Euler method.
We present here a modification of the recursive NewtonEuler algorithm for robot inverse dynamics that takes as input four vector quantities, typically a position q, two possibly different velocitiesq andq a (this is the novelty), and an accelerationq, apart from a standard scalar parameter α which specifies the presence or not of gravity. Using this modified algorithm, we are able to solve numerically the above mentioned passivity-based control problem in one algorithmic sweep, with complexity O(N ), and the sensorless detection problem in N of such elementary sweeps.
It is worth to point out that some of the presented developments may be used also for computing the inverse dynamics of robots with elastic joints, where higher order derivatives of the link variables appear [16] .
The paper is organized as follows. In Sect. II, we introduce and formalize the two motivating problems. In Sect. III, we recall the standard Newton-Euler method and its use, and set up the recursive notation. The new method is presented in Sect. IV and its properties are analyzed. A comparative numerical test on a 7R lightweight robot by DLR [17] is reported in Sect. V, where the numerical method is evaluated against a Lagrangian approach in terms of computational times. On-going work on open issues and possible extensions are discussed in the concluding section. 
where M (q) is the symmetric, positive definite robot inertia matrix, c(q,q) is the Coriolis and centrifugal vector (with quadratic dependence onq), g(q) is the gravity vector, and u is the vector of external generalized forces performing work on q. For simplicity, in the following we will neglect friction and other dissipative terms. The Coriolis and centrifugal term in (1) can be factorized as
where C(q,q) is any N × N matrix such that the following skew-symmetric property holds:
Property (3) is equivalent to the existence of the following expression for the time derivative of the inertia matrix:
Typically, the factorization matrix C is built from Christoffel symbols of the second kind [18] . Note however that the factorization matrix in (2) obeying to (3) is not uniquely defined.
A. Sensorless fault detection
In [10] , [12] , [19] . the presence of a fault acting on the robot dynamics has been modeled by expressing the vector of external generalized forces u in (1) as
where u c is the commanded (control) torques and u f represents unexpected and/or unmodeled (and unmeasurable) fault actions on the robot that may be occasional or persistent. Examples in this class include actuator faults, collisions with the environment at any robot location along the structure, or friction at the joints/transmissions. In order to detect the occurrence of one of such potential faults using only proprioceptive robot measurements (i.e., q andq) and the available commands u c , the following Ndimensional residual vector can be computed
where K I > 0 is a diagonal matrix and
is the robot generalized momentum. Assuming the robot at rest at time t = 0, we set r(0) = 0. Using eqs. (1), (4) (5) , and (7), it has been shown that the time evolution of the residual vector r is given bẏ
Therefore, r is 'observing' (a filtered and component-wise decoupled version of) the generalized force u f resulting from the fault. When this residual grows over a threshold, detection is triggered. Vector r can be further used, respectively, to identify the type of actuator fault [20] , to let the robot react safely to an unexpected collision [10] , or to compensate unmodeled friction in the motion control law [12] .
B. Passivity-based control
Beside the most effective feedback linearization method for the accurate tracking of a desired differentiable trajectory q d (t) ∈ C 2 , a very popular nonlinear control approach is based on the passivity characteristics of the robot dynamics [15] , [21] , related to the skew-symmetric property (4). The main advantages of passivity-based control are: i) a better use of the available actuator torques since complete cancellation of the dynamic terms is avoided; ii) a more robust behavior in the presence of uncertainties; and, iii) the possibility of designing adaptive versions to cope with unknown dynamic parameters. The classical expression of a passivity-based trajectory tracking control law for (1) is
where e = q d − q is the trajectory error, K P and K D are positive definite (diagonal) gain matrices,q r is the modified reference velocityq Remark. Apart from other model terms that appear also in standard computations of robot inverse dynamics, the critical aspect of eq. (6) and eq. (8) stands in the need, respectively, of C T (q,q)q, with the transpose of the factorization matrix C, and of C(q,q)q r , with different inner and outer velocities. Indeed, a symbolic computation based on the Lagrange equations and Christoffel symbols allows to evaluate the above terms as well. On the other hand, it is apparent that these two terms cannot be numerically computed by the standard (recursive) Newton-Euler method, as highlighted in the next section. This motivated our further developments for an efficient real-time computation of eq. (6) or eq. (8), especially for large N .
III. STANDARD NEWTON-EULER METHOD
We briefly recall here the standard recursive Newton-Euler (N-E) method of [3] , also in order to set up the notation for the modified one. For compactness, in this and the following section we will consider only the case of open kinematic chains with rotational joints. Moreover, no special attention is paid at this stage to the most efficient implementation of the N-E algorithm.
The N-E algorithm can be described succinctly as a vector function NE α of three ordered vector inputs a i ∈ R N , i = 1, 2, 3, parametrized by a scalar α ∈ {g 0 , 0} accounting for NE α (a 1 , a 2 , a 3 ).
For instance, the inverse dynamics computation associated to a desired differentiable motion q d (t) in the gravity field is expressed as
providing as output the desired joint torque u d (t) at time t.
With reference to the generic link i, i = 1, . . . , N , shown in Fig. 1 , let z i−1 be the unitary vector along the axis of joint i (as in the standard Denavit-Hartenberg convention [18] ),
, where O i and B i are respectively the origin of the i-th reference frame and the center of mass of link i. Furthermore, let f i and τ i be the forces and torques transmitted from link i − 1 to link i. Finally, let m i and I i be the mass and baricentral inertia tensor of link i, and g i the gravity vector acting on its center of mass. Note that all quantities are expressed in the reference frame attached to the current link (moving frames), so that, e.g., I i will be a constant.
The forward recursion on the angular velocity and acceleration, and on the linear acceleration of the frame origin and center of mass of each link is given by:
for i = 1, . . . , N , with the initialization ω 0 =ω 0 = 0 and O 0 = −αg 0 / g 0 (fixed base, including gravity acceleration when present). The backward recursion on dynamic forces and torques is given by:
for i = N, . . . , 1, with the initialization f N +1 = τ N +1 = 0 (no contact with the environment at the end-effector level). The overall computational scheme is summarized in Fig. 2 
, where the "AR" blocks include eqs. (AVR), (AAR), (LAR'), and (LAR).

A. Use of the NE algorithm
One sweep of the standard N-E algorithm can be also used to compute separately the various dynamic terms in (1). For instance, the gravity vector is obtained as
while the i-th column of the inertia matrix
vector of the canonical base of R N . Moreover, the generalized momentum in eq. (7) is given by
while the well-known feedback linearization control law is obtained from
where a =q d + K P e + K Dė . However, from c(q,q) = NE 0 (q,q, 0)
one can neither extract the matrix C(q,q) to be transposed in eq. (6) -and also not its single elements or columnsnor compute the mixed velocity term C(q,q)q r needed in eq. (8).
IV. MODIFIED NEWTON-EULER METHOD
The modified N-E algorithm can be described succinctly as a vector function NE * α of four vector inputs a i ∈ R N , i = 1, 2, 3, 4, still parametrized by the same scalar α ∈ {g 0 , 0}: a 2 , a 3 , a 4 ) .
The basic idea is to allow more freedom by splitting the quadratic appearance of the velocity vector a 2 =q within (9) in two distinct inputs, a 2 =q and an auxiliary a 3 =q a . with the additional trivial condition that, forq a =q, it is NE * α (q,q,q,q) = NE α (q,q,q).
Moreover, for a correct computation of eqs. (6) and (8), we need to enforce the skew-symmetric property (3). In particular, the algorithm NE * , when invoked withq a =v i and α = 0, should generate
namely the i-th column of a matrix
that has to satisfẏ
With this in mind, we introduce an auxiliary angular velocity ω ai of link i, which is dependent onq a1 , . . . ,q ai through the recursive relation
Moreover, the following terms in the standard N-E recursions with quadratic dependence on velocity will be modified: 1) the third term on the right-hand side of (AAR)
2) the third term on the right-hand side of (LAR')
3) the third term on the right-hand side of (LAR)
4) the fifth term on the right-hand side of (TR)
In the first one we haveq i multiplying ω i−1 , which is function ofq j (j = 1, ..., i − 1), whereas in the remaining ones we have vector products. In these vector products, one factor will be made dependent onq while the other oṅ q a . Note that in all the above four cases, the result will change depending on the order of substitutions. In fact, in the modified eq. (AAR)
while in the modified eqs. (LAR'), (LAR) and (TR) we will have a sign inversion due to anti-symmetric property of the vector product (v × w = −(w × v)).
As for the angular acceleration recursion, we may substitute eq. (AAR) with one of the two following options, indexed by 0 and 1:
(AAR * 1 ) Similarly, one can define the following three couples of new recursions:
(TR * 1 ) Accordingly, an indexed family of recursive algorithms NE * α,i1...i4 can be formulated through the following sequences of steps
with i j ∈ 0, 1 for j = 1, . . . , 4. Each computational scheme will be similar to the one in Fig. 2 , with the same O(N ) complexity. As a consequence, 2 4 = 16 different versions of the algorithm are possible and it needs to be checked whether none, one, many, or all of them will lead to a factorization matrix C * (q,q), as defined by eqs. (18) (19) , that obeys to the skew-simmetric property (20) . For this, one can proceed element-wise, verifying in symbolic form if
where
and
Symbolic computations have been performed in the MATLAB R environment, using the Symbolic Math Toolbox. The whole family of recursive algorithms has been checked on the fully general dynamic model of open chain manipulators with up to N = 7 rotational joints. It has been found that only two cases satisfy in general the required conditions (22) , namely NE * α,0001 and its dual NE * α,1110 . Any of these two can be used as the final modified N-E algorithm NE * α . We finally note that there where specific instances of manipulators in which the factorization matrix C * computed with the new algorithm but in symbolic form was found to be equal to the matrix C computed through the Christoffel symbols. For other manipulators, this was not the case (despite the satisfaction of the skew-symmetric property). It can be concluded that the designed NE * α algorithm does not cover all admissible factorizations of the Coriolis and centrifugal terms.
A. Use of the NE * algorithm
The modified N-E algorithm can be immediately used for solving the two original problems that motivated this work. In particular, the passivity-based control law in eq. (8) is obtained by the single sweep
thus with O(N ) computational complexity, similar to the result obtained in [22] . On the other hand, the residual in eq. (6) needs N + 2 sweeps of the algorithm, namely two for computing the generalized momentum
and the gravity vector
and N sweepṡ
. . , N, (28) for computing component-wise the vector C * T (q,q)q. Its overall complexity is thus O(N 2 ).
V. NUMERICAL TEST
As a selected test for comparing the efficiency of the modified N-E algorithm with respect to the evaluation of symbolically obtained dynamic terms, we have considered one of the series of 7R lightweight robots (LWR) developed at DLR [17] . For this robot, we have computed the matrix C * (q,q) with the NE * algorithm for a given argument q,q, as well as evaluated the symbolic matrix C(q,q) obtained using Christoffel symbols. Indeed, since both C and C * satisfy the skew-symmetric property, this comparison is consistent. The full dynamic model in closed form was previously obtained using a Lagrangian approach, with the kinematic and dynamic parameters taken from [23] . The conventional Denavit-Hartenberg kinematic parameters for this arm are reported in Table I . Uniform mass distribution has been assumed for each link, with diagonal and constant link inertia matrices (when expressed in the barycentric frame associated to each link). Motor inertias, as reflected through the square of the gear ratios, have been added on the diagonal of matrix M (q). In particular, two MATLAB m-functions were programmed, one containing the closed form expression of C(q,q), called matrice s LWR, and another, called mats NE, that computes C * (q,q) column-wise with the NE * algorithm being invoked N = 7 times, as explained in Sect. IV-A. The programs were run on an Intel R Core Duo 1.83 GHz machine with 1 GB of RAM, under MAC OS X R . For comparing the execution times, the MATLAB profiler utility was used, which is based on CPU time measurements.
The obtained results for this test are shown in Fig. 3 , where NE 0001 LWR is the core NE * algorithm function and vprod is an internal function that computes vector products in R 3 . The "total time" is the effective time needed for (all) the calls of the profiled function, while the "selftime" is the time necessary to execute the profiled function itself, excluding the time needed by other functions possibly called therein. The achieved improvement by the proposed numerical method is about 20 times.
VI. CONCLUSIONS
Motivated by two computational problems that arise in a recent approach to fault detection and in the classical passivity-based tracking control law for robot manipulators, we introduced a novel version of the recursive Newton-Euler numerical algorithm. The modified algorithm allows to compute some dynamic terms in which there is a need of splitting the quadratic dependence on the generalized velocity in two different quantities, the robot velocityq and an auxiliary velocity vectorq a . Moreover, the algorithm provides the numerical version of a factorization matrix for the Coriolis and centrifugal terms which automatically satisfies the skewsymmetric property. The improved efficiency of the proposed numerical method has been tested on a robot with 7 rotational dofs, and is expected to be even superior when N increases.
On-going work is devoted to addressing the relationships between the factorization matrices provided by the algorithm, the one generated by Christoffel symbols, and the complete set of all such matrices satisfying the skew-symmetric property. Also, a more complete numerical comparison with customized symbolic computations is under way. On the other hand, the inclusion of prismatic joints in the novel algorithm is rather straightforward.
As a possible extension of this approach, we foresee its application to the inverse dynamics problem for robots with elastic joints [16] , [24] . In that case, the evaluation of higher-order derivatives of dynamic model terms expressed in symbolic form could be replaced by a suitable variation of the proposed numerical recursive method.
