























	 En	 este	 proyecto,	 se	 estudia	 cómo	 dotar	 de	 inteligencia	 a	 objetos	 que	 componen	 un	
entorno	 virtual	 en	 Unity	 u1lizando	 técnicas	 de	 Machine	 Learning,	 en	 concreto,	 mediante	
técnicas	 de	 aprendizaje	 por	 refuerzo	 profundo.	 Para	 ello,	 se	 u1lizan	 herramientas	 como	
Tensorﬂow,	el	propio	Unity	y	una	librería	especial	creada	para	tal	propósito	llamada	ml-agents.		




• El	 primero	 de	 ellos,	 sirve	 como	 aprendizaje	 por	 su	 simpleza.	 El	 obje1vo	 del	mismo	 es	








































































en	 el	 país	 por	 delante	 del	 cine	 y	 la	música	 entre	 otros	 [1].	 El	 crecimiento	 de	 las	 ganancias	
generadas	 a	 nivel	 mundial	 en	 un	 solo	 año	 ha	 subido	 el	 8,5%,	 recaudando	 en	 2015	 91.800	
millones	de	dólares	y	en	2016	99.600	millones	de	dólares	[2].	La	AEVI	(Asociación	Española	de	
Videojuegos)	 destaca	 que	 “por	 cada	 euro	 inver1do	 en	 la	 industria	 de	 los	 videojuegos	 en	




las	 fuentes	más	signiﬁca1vas,	no	hacen	más	que	demostrar	que	el	 sector	de	 los	videojuegos	
está	 en	 auge	 desde	 hace	 unos	 años.	 La	 aparición	 de	 nuevas	 tecnologías,	 así	 como	 la	




año	 2020	 la	 inversión	 en	 este	 1po	 de	 tecnología	 por	 parte	 de	 las	 empresas	 aumente	 a	 los	
44.000	millones	de	euros,	un	dato	bastante	signiﬁca1vo	y	más	si	se	1ene	en	cuenta	que	en	el	








	 Inves1gando	 sobre	 los	 posibles	 usos,	 a	 raíz	 de	 un	 blog	 de	 internet	 [7]	 surgió	 la	 idea	 de	
implementar	 un	 coche	 que	 aprenda	 a	 dar	 una	 vuelta	 en	 un	 circuito	 de	 forma	 autodidacta	
mediante	 este	 1po	 de	 técnicas.	 Después	 de	 evaluar	 diferentes	 opciones,	 se	 decidió	 u1lizar	
Unity	 como	 motor	 de	 desarrollo	 y	 su	 recién	 lanzada	 librería	 llamada	ml-agents	 (Machine	
Learning	-	agents)	como	elemento	para	su		aprendizaje.	
	 Ml-agents	 es	 la	 librería	 para	 dotar	 de	 inteligencia	 a	 los	 objetos	 en	 un	 videojuego.	 U1liza	
algoritmos	proporcionados	por	Tensorﬂow	para	este	propósito.	La	técnica	que	se	estudia	en	el	
proyecto	 es	 el	 aprendizaje	 por	 refuerzo,	 técnica	 que	 se	 implementa	mediante	 el	 uso	 de	 los	
algoritmos	de	Tensorﬂow.  
	 Unity	es	un	motor	de	desarrollo	de	videojuegos	que	permite	a	 los	desarrolladores	a	crear	




	 En	 este	 proyecto	 se	 explican	 los	 pasos	 llevados	 a	 cabo	 para	 el	 uso	 de	 esta	 librería	 y	 se	
estudia	el	funcionamiento	de	la	misma,	explicando	las	técnicas	que	se	u1lizan	y	la	manera	de	
aplicarlas	en	los	experimentos	para	lograr	los	obje1vos	que	se	mencionan	a	con1nuación.  
1.1. Objetivos del proyecto 
	 En	esta	sección	se	 introducen	los	obje1vos	de	los	experimentos	que	se	 llevan	a	cabo	para	
lograr	el	obje1vo	ﬁnal,	conseguir	que	un	coche	de	una	vuelta	completa	a	un	circuito	mediante	
técnicas	de	aprendizaje	por	refuerzo.	
	 Para	 conseguirlo,	 se	 ponen	 en	 prác1ca	 técnicas	 de	 Machine	 Learning.	 El	 capítulo	 3	
(Conceptos	 básicos)	 está	 dedicado	 a	 entender	 mejor	 qué	 son	 estas	 técnicas,	 qué	 se	 puede	
conseguir	 con	 ellas	 y	 cómo	 se	 pueden	 implementar.	 Se	 explican	 los	 diferentes	 1pos	 de	
aprendizaje	 de	Machine	 Learning,	 aprendizaje	 supervisado	 y	 aprendizaje	 no	 supervisado,	 así	
como	 la	 que	más	 inﬂuencia	 1ene	 en	 este	 proyecto,	 el	 aprendizaje	 por	 refuerzo.	 También	 se	
profundiza	en	los	conceptos	del	deep	learning	y	Redes	Neuronales.	
	 A	con1nuación	(capítulo	4,	Unity),	se	estudia	el	 funcionamiento	del	entorno	de	desarrollo	
sobre	 el	 que	 se	 desarrolla	 el	 proyecto,	 Unity.	 Se	 explican	 las	 funciones	más	 importantes,	 la	












por	 refuerzo,	 consigue	 llegar	 a	 meta	 en	 los	 diferentes	 circuitos	 creados	 sin	 chocar	 con	 las	
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Introducción
paredes.	 Primero	 se	 entrenará	 en	 circuitos	 más	 sencillos	 y	 al	 ﬁnal,	 será	 capaz	 de	 terminar	
circuitos	de	mayor	complejidad.	
• Simple - Checkpoints 
 
	 La	 versión	 más	 sencilla	 del	 aprendizaje	 del	 coche	 se	 basa	 en	 seguir	 una	 serie	 de	





• Más complicado - Sensores 









2. Documento de objetivos del proyecto 
2.1. Descripción 
	 A	 lo	 largo	 de	 este	 proyecto	 se	 estudia	 la	 librería	 proporcionada	 por	 Unity	 para	 dotar	 de	
inteligencia	 a	 los	 agentes	 que	 componen	un	 entorno	 virtual.	 Con	 el	 ﬁn	de	 lograr	 el	 obje1vo	
ﬁnal	 del	 proyecto,	 conseguir	 que	 un	 coche	 simulado	 en	 Unity	 aprenda	 a	 dar	 una	 vuelta	 al	
circuito	de	 forma	autodidacta	mediante	un	entrenamiento	basado	en	una	de	 las	 técnicas	de	
Machine	Learning,	el	aprendizaje	por	refuerzo.  
	 Para	ello,	se	estudia	la	base	teórica	en	la	que	se	sustenta	tal	librería	para	entender	qué	es	lo	
que	 se	 trata	 de	 conseguir	 con	 ella.	 Machine	 Learning	 (redes	 neuronales	 y	 sobre	 todo,	 el	
aprendizaje	por	refuerzo)	son	las	técnicas	que	se	estudian	durante	el	proyecto.	






que	 se	 va	 a	 u1lizar.	 A	 con1nuación,	 realizar	 uno	 de	 los	 tutoriales	 para	 ir	 comprendiendo	 el	
funcionamiento	 de	 la	 librería	 y	 aprender	 a	manejarse	 con	 los	 controles	 de	Unity.	 El	 tutorial	




la	 carrera	 y	 los	 aumenta	 estudiando	 nuevas	 técnicas	 de	 Machine	 Learning	 como	 es	 el	
aprendizaje	 por	 refuerzo.	 También	 aprende	 a	 u1lizar	 uno	 de	 los	 motores	 de	 desarrollo	 de	
videojuegos	más	potentes,	Unity.	 Por	otro	 lado,	 al	 ser	ml-agents	una	nueva	herramienta,	 en	
una	 etapa	 de	 desarrollo	 inicial,	 se	 aprenden	 los	 conceptos	 necesarios	 para	 llevar	 a	 cabo	 los	
experimentos.	 Con	 todo	 esto	 encontrará	 otras	 aplicaciones	 prác1cas	 que	 podría	 tener	 esta	
técnica.	





- Informarse	 sobre	 posibles	 aplicaciones	 de	 Machine	 Learning	 en	 Unity.	 A	 modo	
informa1vo,	 buscar	 formas	 de	 implementar	 técnicas	 de	 Machine	 Learning	 en	 Unity	
para	conocer	el	potencial	de	la	técnica. 




limitaciones.	 En	 esta	 tarea	 también	 se	 añade	 el	 1empo	 que	 se	 dedica	 a	 mirar	 la	
documentación	 de	 la	 librería,	 así	 como	 los	 ejemplos	 que	 ésta	 dispone	 para	 el	
aprendizaje.  
• Segunda	fase:	
- Seguir	el	 tutorial	para	aﬁanzar	 ideas	y	ver	en	 funcionamiento	una	aplicación.	Unity	





- Diseñar	 el	 experimento.	 En	 esta	 tarea	 lo	 importante	 es	 estudiar	 diferentes	 ideas	 y	
formas	dis1ntas	de	afrontar	el	proyecto	y	plantear	la	mejor	forma	posible	de	llevarla	a	
cabo,	 pensando	 sobre	 todo	 en	 las	 funciones	 de	 recompensa,	 las	 observaciones	 del	





hora	 del	 entrenamiento.	 Se	 programarán	 los	 scripts	 necesarios	 para	 que	 el	 agente	
pueda	entrenarse	correctamente.  
- Probar	 el	 agente	 manualmente.	 Comprobar	 que	 el	 agente	 funciona	 correctamente	
manejándolo	manualmente.	Planear	un	entrenamiento	breve	para	ver	que	aunque	no	
aprenda	del	todo,	evoluciona	favorablemente.  











2.3.1. Planificación temporal inicial 
	 Se	 ilustra	 la	 planiﬁcación	mediante	 un	 diagrama	 de	Ganp	 (Tabla	 1).	 En	 este	 diagrama	 se	
pueden	encontrar	 las	 tareas	explicadas	en	el	punto	anterior.	Hay	que	resaltar	que	son	plazos	















debido	 a	 que	 puede	 haber	 problemas	 de	 compa1bilidad	 con	 el	 equipo	 por	 la	 versión	 de	 la	
librería	que	se	va	a	implementar.	Además,	al	tratarse	de	un	proyecto	donde	se	requerirá	u1lizar	
funciones	 propias	 de	 la	 librería,	 se	 es1ma	 que	 se	 dedicarán	 muchas	 horas	 a	 consultar	 la	
documentación.	 Respecto	 a	 los	 experimentos,	 el	 primero	 de	 ellos,	 se	 realizará	 siguiendo	 un	
tutorial	 por	 lo	 que	 no	 se	 espera	 mucha	 dedicación.	 Para	 los	 experimentos	 dos	 y	 tres,	 sin	






























inver1das	 en	 los	 experimentos	 2	 y	 3.	 Esto	 se	 debe	 en	 parte	 al	 desconocimiento	 previo	 a	 la	
implementación	de	los	experimentos.	 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Tabla de horas reales



























	 De	 forma	 contraria,	 se	 esperaba	 inver1r	 más	 1empo	 en	 la	 preparación	 del	 entorno	 de	



















	 En	 comparación	 con	 la	 planiﬁcación	 inicial	 no	 hay	 demasiados	 cambios.	 Tanto	 para	 el	
experimento	2	y	3,	 se	alargó	una	 semana	el	1empo	es1mado	por	 los	problemas	que	 se	han	
comentado	 anteriormente.	 Algunas	 de	 las	 tareas	 de	 los	 experimentos	 se	 solaparon	 por	 los	
problemas	que	se	han	comentado,	teniendo	que	reestructurar	los	experimentos	desde	la	parte	
del	diseño	de	los	mismos.	
2.4.  Análisis de riesgos 
	 Para	 garan1zar	 que	 el	 proyecto	 se	 pueda	 implementar	 correctamente,	 es	 interesante	
analizar	 cuáles	 son	 los	 posibles	 problemas	 a	 los	 que	 se	 puede	 enfrentar	 el	 proyecto.	 Se	
realizará	 un	 plan	 de	 con1ngencia	 para	 solucionar	 o	 minimizar	 los	 posibles	 problemas	 que	
puedan	surgir.	Son	los	siguientes.  
- Problemas	 técnicos.	 Al	 tratarse	 de	 un	 proyecto	 que	 se	 va	 a	 desarrollar	 con	 un	
ordenador,	 no	 se	 pueden	 obviar	 los	 posibles	 problemas	 que	 puedan	 surgir	 con	 el	
hardware	o	el	sooware	instalado.	Para	evitar	que	estos	problemas	puedan	retrasar	el	
desarrollo,	se	realizarán	copias	de	seguridad	en	la	nube	tanto	de	los	proyectos,	como	




problemas	 a	 los	 que	 haya	 que	 hacer	 frente	 no	 tenga	 una	 solución	 directa.	 Por	 eso,	
aunque	no	exista	una	solución	a	este	problema,	se	hará	uso	de	los	foros	de	Unity	para	
preguntar	dudas	e	intentar	que	no	se	retrase	el	desarrollo	del	proyecto. 
- Sobreexceso	 de	 trabajo.	 Durante	 el	 desarrollo	 del	 proyecto	 puede	 ocurrir	 que	 otras	
tareas	 laborales,	 académicas	 o	 personales,	 diﬁculten	 la	 realización	 del	 mismo.	 Para	
este	1po	de	 situaciones,	 se	 valorarán	 las	diferentes	 tareas	 a	 realizar	 y	 se	 realizará	 la	
más	 prioritaria	 dejando	 las	 demás	 para	 más	 adelante.	 Teniendo	 en	 cuenta	 que	 el	
obje1vo	 principal	 es	 aprobar	 las	 asignaturas	 restantes,	 el	 desarrollo	 del	 proyecto	
quedará	en	un	segundo	plano	hasta	que	no	se	terminen	las	asignaturas. 
- Enfermedad	o	problemas	de	salud.	Ya	sean	propias	del	alumno	o	de	los	directores	del	









	 Se	 puede	 apreciar	 que	 el	mayor	 problema	que	puede	 surgir	 es	 hacer	 frente	 a	 la	 falta	 de	
documentación	 accesible	 en	 la	 red.	 El	 plan	de	 con1ngencia	 diseñado	para	 el	 primero	de	 los	
problemas,	 disminuye	 las	 probabilidades	 de	 que	 ocurran.	 En	 caso	 de	 que	 hubiera	 algún	
problema	técnico,	el	impacto	que	sufriría	el	proyecto	sería	alto. 
	 No	 se	 prevé	 que	 los	 úl1mos	 dos	 riesgos	 vayan	 a	 tener	 demasiado	 impacto	 durante	 el	





Probabilidad de ocurrir Nivel de impacto
Problemas técnicos Media Alto
Falta de documentación Alta Alto
Sobreexceso de trabajo Media Medio
Problemas de salud Baja Bajo
Tabla	5.	Valoración	de	riesgos.
Conceptos básicos
3. Conceptos básicos  
	 En	 este	 capítulo,	 se	 explican	 las	 bases	 teóricas	 que	 se	 u1lizan	 para	 poner	 en	 prác1ca	 las	
técnicas	de	aprendizaje.	 Se	hace	especial	hincapié	en	 la	 técnica	de	aprendizaje	por	 refuerzo,	
técnica	u1lizada	en	este	proyecto	para	la	dotación	de	inteligencia	a	los	agentes. 
 
3.1.  Machine Learning 
	 Machine	Learning	(Aprendizaje	automá1co)	es	una	rama	de	la	inteligencia	ar1ﬁcial	que	da	a	
un	 sistema	 la	 capacidad	 de	 aprender	 de	 forma	 autónoma,	 tomar	 decisiones	 o	 hacer	
predicciones.	 Estas	 decisiones	 o	 predicciones	 se	 toman	 en	 base	 a	 datos.	 Un	 algoritmo	 de	
Machine	 Learning	 se	 compone	 por	 una	 base	 de	 datos,	 una	 función	 de	 coste/pérdida,	 una	
función	de	op1mización	y	un	modelo	[8].	
	 	
	 En	 los	úl1mos	años,	son	muchos	 los	sectores	en	los	que	se	ha	decidido	empezar	a	u1lizar	
este	 1po	 de	 técnicas	 para	 resolución	 de	 todo	 1po	 de	 problemas.	 Se	 debe	 sobre	 todo,	 a	 la	
mejora	de	 los	diferentes	algoritmos	y	su	probada	eﬁcacia.	Hoy	en	día,	estamos	rodeados	por	
tecnologías	que	aplican	este	1po	de	técnicas,	como	por	ejemplo,	el	motor	de	búsqueda	de	un	













3.2.  Aprendizaje supervisado 




se	 desconoce	 la	 clase.	 De	 esta	 forma,	 no	 se	 intenta	 simplemente	 agrupar	 los	 datos,	 si	 no	
encontrar	una	manera	de	clasiﬁcación	en	base	a	las	caracterís1cas	[9].	
	 Esta	 técnica	 de	 aprendizaje	 se	 suele	 u1lizar	 en	 temas	 de	 medicina	 para	 detectar	
enfermedades	 en	 base	 a	 datos	 de	 otros	 pacientes,	 detección	 de	 spam,	 reconocimiento	 de	
patrones,	reconocimiento	de	objetos	en	visión	por	computador	y	otros.	
3.3.  Aprendizaje no supervisado 
	 Esta	 técnica,	 también	 llamada	clustering,	no	conoce	 la	clase	de	 los	datos.	A	diferencia	del	
aprendizaje	 supervisado,	 no	 u1liza	 un	 conjunto	 de	 entrenamiento	 para	 predecir	 la	 clase	 del	
dato.	 Los	 datos	 consisten	 en	 un	 vector	 de	 caracterís1cas.	 El	 obje1vo	 de	 las	 técnicas	 no	
supervisadas	consiste	en	agrupar	 los	datos	de	manera	que	se	puedan	catalogar	en	base	a	 las	
descripciones	de	los	datos.	





	 Esta	 técnica	se	suele	u1lizar	para	agrupación	de	páginas	web	en	base	a	e1quetas,	para	 la	
compresión	de	datos,	monitorización	de	contenido	en	internet	y	otros.	




el	 psicólogo	 estadounidense	 J.	 B.	 Watson	 (1878-1958),	 “el	 conduc1smo	 es	 el	 estudio	
experimental	obje1vo	y	natural	de	la	conducta	que	puede	ser	observada” .	Basaba	su	estudio	1
en	que	para	que	una	conducta	pueda	ser	modiﬁcada,	se	necesita	un	estmulo	y	una	respuesta.	
Un	estmulo	puede	 llegar	 en	 forma	de	 recompensa	o	premio	 cuando	algo	 se	hace	de	 forma	
correcta	y	un	cas1go	cuando	algo	se	hace	de	forma	errónea.		




	 De	 forma	 semejante	ocurre	 en	 el	 aprendizaje	 por	 refuerzo	que	 compone	uno	de	 los	 tres	
paradigmas	de	Machine	Learning.	Con1nuando	con	el	paralelismo,	un	agente	(perro),	aprende	

























	 Este	cambio	de	estado	genera	un	cambio	en	 lo	que	se	 llama	políAca.	 La	polí1ca,	 también	
llamada	π,	 es	 una	 función	 que	 devuelve	 la	 acción	 a	 realizar	 dado	 un	 estado.	 El	 obje1vo	 del	
aprendizaje	 por	 refuerzo	 será	 encontrar	 la	 función	 llamada	 políAca	 ópAma,	 π*,	 es	 decir,	







pasos	 varía	 en	 cada	 episodio	 dependiendo	 de	 lo	 que	 se	 intenta	 conseguir.	 Estas	 iteraciones	
forman	un	ciclo.		




	 	 	 	   	
	 Donde	Rt	hace	referencia	a	 la	 recompensa	total	adquirida	y	T	al	estado	ﬁnal.	Esto	sucede	
cuando	el	agente	alcanza	uno	de	los	 llamados	estados	terminales,	que	indican	que	el	agente	
ha	 llegado	 a	 un	 estado	 donde	 se	 da	 por	 terminado	 el	 episodio.	 Después	 de	 asignarle	 su	
correspondiente	recompensa	se	reinicia,	de	modo	que	empieza	un	nuevo	episodio	en	busca	de	
op1mizar	más	la	polí1ca.	A	este	1po	de	tareas	se	les	llama	tareas	episódicas.		
	 Además	de	 las	 tareas	 episódicas,	 existen	 las	 tareas	 conAnuas.	 Son	aquellas	 en	 las	que	el	
aprendizaje	 se	 realiza	 de	 manera	 con1nuada	 sin	 reiniciar	 el	 entrenamiento	 a	 un	 estado	 de	
inicio	o	de	salida.	Para	este	1po	de	tareas	se	introduce	un	nuevo	concepto	llamado	factor	de	
descuento,	γ.	Teniendo	en	cuenta	que	una	tarea	con1nuada	no	es	ﬁnita,	llegaría	un	punto	en	el	
que	 la	 suma	 de	 las	 recompensas	 tendería	 al	 inﬁnito.	 Para	 ello,	 se	 introduce	 el	 factor	 de	
descuento	que	 reducirá	 en	 cada	 instante	 t	 un	 valor	 comprendido	entre	0	 y	 1,	 de	 forma	que	
cuanto	mayor	sea	el	valor,	mayor	inﬂuencia	tendrá	en	la	recompensa	adquirida	por	la	polí1ca.		
	 	 	   	
	 La	 ﬁlosoxa	 del	 aprendizaje	 por	 refuerzo	 no	 consiste	 en	 que	 el	 agente	 sea	 capaz	 de	
memorizar	los	pasos	que	1ene	que	dar	hasta	conseguir	lo	esperado.	Se	espera	que	sea	capaz	
de	decidir	cuál	es	 la	acción	más	adecuada	en	cada	estado.	Por	eso	 lo	 ideal	es	que	un	estado	
resuma	la	información	de	los	estados	anteriores	y	se	tomen	decisiones	en	base	al	estado	actual	





Rt = rt+1 + rt+2 + . . . + rT















- Programación	 dinámica.	 Una	 técnica	 en	 desuso.	 Consiste	 en	 calcular	 las	 polí1cas	
óp1mas	suponiendo	que	el	entorno	del	que	se	extraen	las	observaciones	es	perfecto,	
es	 decir,	 para	 cualquier	 estado,	 el	 entorno	 es	 siempre	 el	mismo.	 Como	 no	 se	 suele	
cumplir,	no	se	suele	u1lizar.  
- Métodos	 de	 Monte	 Carlo.	 Ú1les	 solo	 en	 casos	 pequeños	 y	 ﬁnitos	 que	 u1lizan	 el	
modelo	MDP	y	en	problemas	episódicos.	Tratan	de	encontrar	una	polí1ca	óp1ma	en	
base	a	la	recompensa	media	que	se	puede	calcular	de	cada	estado	aplicando	todas	las	





















3.5.  Deep learning	  
	 El	deep	 learning	 forma	parte	de	 los	métodos	que	 componen	Machine	 Learning.	Métodos	
basados	 en	 el	 aprendizaje	 en	 base	 a	 caracterís1cas	 de	 datos.	 Es	 uno	 de	 los	 métodos	 más	
potentes	 por	 su	 u1lidad	 en	 diferentes	 aplicaciones	 debido	 a	 que	 se	 han	 obtenido	 elevadas	
tasas	 de	 éxito	 con	 su	 uso	 a	 la	 hora	 de	 la	 predicción	 o	 clasiﬁcación	 de	 clases.	 Usan	 una	 red	
neuronal	dividida	en	varias	capas	para	tal	tarea.	
	 Una	 red	 neuronal	 es	 una	 estructura	 dividida	 en	 un	 conjunto	 de	 elementos	 llamados	
“neuronas”	interconectadas	entre	sí	que	modela	un	sistema	nervioso	ar1ﬁcial.	Esta	estructura	
se	inspira	en	las	redes	neuronales	biológicas	que	componen	un	cerebro	humano.	Son	unas	de	
las	 herramientas	 computacionales	 más	 potentes	 u1lizadas	 a	 día	 de	 hoy	 para	 resolver	
problemas	complejos.		
	 En	1943,	Warren	McCulloch	y	Walter	Pips	[12],	diseñaron	un	modelo	informá1co	basándose	
en	 los	 algoritmos	 llamados	 lógica	 de	 umbral.	 Este	modelo	 derivó	 en	 la	 inves1gación	 de	 los	





de	 la	 inteligencia	 ar1ﬁcial.	 Rosenblap	 diseñó	 los	 llamados	 “perceptrones”,	 unos	 elementos	

















inver1r	 tanto	 1empo	 en	 esta	 técnica	 debido	 a	 que	 no	 era	 capaz	 de	 resolver	 problemas	
linealmente	separables,	como	la	operación	de	exclusividad	XOR,	entre	otros.	 
	 Con	 el	 paso	 del	 1empo,	 se	 logró	 combinar	 varios	 perceptrones	 simples	 y	 se	 consiguió	
romper	 la	barrera	de	no	poder	 resolver	 ciertos	problemas	no	 lineales.	 Pero	no	 se	 conseguía	
automa1zar	el	proceso	de	adaptar	 los	pesos	de	 las	capas	 intermedias.	En	1986,	Rumelhart	y	












- Capas	 ocultas:	 transforman	 las	 entradas	 a	 salidas	 a	 través	 de	 una	 función	 de	
ac1vación.	  
- Capa	de	 salida:	 donde	una	 vez	 generada	una	 salida,	 se	 veriﬁca	 y	 se	procesan	 los	
pesos	de	las	conexiones	mediante	el	algoritmo	backpropagaAon.  
	 Una	 vez	 asentada	 esta	 estructura,	 empieza	 a	 u1lizarse	 para	 resolver	 gran	 can1dad	 de	
problemas	 como	 pueden	 ser	 el	 reconocimiento	 de	 voz,	 reconocimiento	 de	 imágenes	 y	
traducción	de	lenguajes	de	programación.  
 
	 Durante	 los	 años	 90	 hasta	 principios	 de	 los	 2000	 con1núa	 la	 inves1gación	 de	 las	 redes	
neuronales,	aunque	será	en	el	año	2012	cuando	se	alcanza	el	máximo	auge	de	 la	tecnología.	
Esto	 es	 debido	 a	 un	 concurso	 de	 reconocimiento	 de	 imágenes ,	 donde	 una	 red	 neuronal	2




	 Estos	 algoritmos	 intentan	 modelar	 abstracciones	 de	 alto	 nivel	 para	 resolver	 problemas	
complejos.	 U1lizan	 funciones	 como	 el	 descenso	 de	 gradiente	 con	 mini-batch,	 función	 que	
reduce	 la	 varianza	 de	 actualización	 de	 los	 parámetros	 de	 la	 red	 neuronal,	 lo	 que	 conlleva	
encontrar	una	 función	de	error	más	estable	durante	el	entrenamiento.	También	u1lizan	otro	













	 Un	motor	 donde	 se	 pueden	 desarrollar	 los	 experimentos	mencionados	 anteriormente	 es	
Unity.	Es	un	motor	de	creación	y	desarrollo	de	videojuegos	mul1plataforma	desarrollado	por	la	









	 Unity,	 desarrollado	 en	 C++,	 permite	 el	 uso	 de	 los	 lenguajes	 C#,	 Javascript	 y	 Boo	 para	 el	
desarrollo	de	videojuegos,	aunque	los	dos	úl1mos,	desde	julio	del	año	2017,	están	obsoletos.		
	 Una	de	las	grandes	ventajas	para	su	u1lización,	es	el	fácil	y	sencillo	uso	de	su	interfaz	gráﬁca	
(Imagen	 4.1),	 con	mul1tud	 de	 aplicaciones	 “arrastrar	 y	 soltar”,	 una	 pantalla	 que	 enseña	 en	
todo	momento	 lo	 que	el	 jugador	puede	 ver	 en	 el	 juego,	 una	 sección	 con	 los	 parámetros	 de	





su	 implementación.	 Resalta	 la	 facilidad	 de	 ges1ón	 de	 las	 cámaras,	 pudiendo	 crear	 en	 una	
escena	varias	de	ellas	y	poder	ir	cambiando	entre	ellas	de	forma	sencilla.	También	dispone	de	
diferentes	 elementos	 lumínicos,	 para	 proporcionar	 a	 la	 escena	 la	 luz	 necesaria	 en	 cada	
momento,	 pudiendo	 crear	 luces	 direccionales,	 focales,	 de	 área,	 etc.	 y	 con	 la	 posibilidad	 de	
ajustar	el	color,	el	brillo	y	el	ángulo	de	cada	una	de	ellas.		
	 La	escena	es	el	entorno	donde	se	genera	el	mundo	virtual	para	el	videojuego.	Ésta,	estará	










4.1.  Tensorflow 
	 	
	 Se	u1liza	Tensorﬂow	como	herramienta	para	dotar	de	 inteligencia	a	 los	agentes	de	Unity.	
Los	 algoritmos	 que	 se	 u1lizan	 con	 Tensorﬂow	 u1lizan	 el	 deep	 learning	 como	 técnica	 de	
aprendizaje.	
	  
	 Tensorﬂow,	 desarrollado	por	Google	 y	 lanzado	 en	Noviembre	de	 2015,	 es	 una	 librería	 de	













	 Una	 de	 las	 tareas	 para	 entrenar	 modelos	 es	 especiﬁcar	 los	 diferentes	 parámetros	 que	
requiere	 el	 algoritmo	 que	 se	 u1lice.	 Estos	 parámetros,	 llamados	 hiperparámetros,	 son	 de	
mucha	importancia	para	conseguir	un	entrenamiento	adecuado	y	para	ello	se	requiere	de	una	
serie	 de	 iteraciones	 hasta	 dar	 con	 los	 correctos.	 Por	 ello,	 Tensorﬂow	 cuenta	 con	 una	
herramienta	 para	 visualizar	 el	 proceso	 de	 aprendizaje	 para	 intentar	 ver	 dónde	 se	 puede	
mejorar.	Esta	herramienta	se	llama	Tensorboard.	Para	este	proyecto	en	cues1ón,	muestra	unas	
gráﬁcas	 sobre	 los	 rewards	 o	 recompensas	 que	 alcanza	 el	 agente	durante	 las	 iteraciones	 que	
servirán	para	determinar	si	el	entrenamiento	está	sirviendo	para	que	el	agente	aprenda.	
4.2.  Aplicación de Machine Learning en Unity 
	 Una	 vez	 explicado	 cada	 apartado	 por	 separado,	 es	 momento	 de	 juntar	 todas	 las	 piezas	
funcionando	 a	 la	 vez.	 Para	 ello,	 Unity	 cuenta	 con	 una	 librería	 propia	 especiﬁca	 para	 el	
entrenamiento	de	agentes	mediante	Machine	Learning	llamada	ml-agents.		




	 La	 librería,	para	poder	u1lizarse,	ha	de	 importarse	como	un	asset	de	Unity.	 Los	asset	 son	
diferentes	1pos	de	archivos	importados	que	sirven	para	incorporarse	a	los	objetos	propios	de	











modiﬁcar	 algunos	 parámetros	 del	 comportamiento	 del	 cerebro	 (objeto	 que	 proporciona	 la	
inteligencia	 al	 agente)	 a	 la	 hora	 de	 aprender.	 Examples	 con1ene	 una	 serie	 de	 ejemplos	 de	
aplicaciones	prác1cas	para	comprender	su	uso	y	u1lizar	parte	del	código	si	hiciese	falta.		




aunque	 no	 se	 recomienda	 hacerlo	 para	 no	 alterar	 el	 funcionamiento.	 Cada	 script	
representa	 una	 clase,	 con	 sus	 respec1vas	 funciones	 y	 métodos	 que	 se	 pueden	
implementar	para	su	uso.	Para	poder	u1lizar	la	librería,	hay	tres	clases	primordiales.	
- Agent:	 Para	 poder	 implementar	 las	 funciones	 propias	 de	 la	 clase,	 se	 ex1ende	 la	
clase	a	un	script	generado	para	un	objeto	que	se	quiere	conver1r	en	agente. 
 















B. AgentAc<on(ﬂoat[]	 vectorAc<on):	 Encargada	 de	 deﬁnir	 las	 funciones	 de	




C. CollectObserva<ons():	 Se	 recogen	 los	 datos	 del	 entorno	 de	 modo	 que	 el	
cerebro	tenga	un	contexto	para	poder	realizar	 los	cálculos	y	decidir	 la	acción	
que	 ha	 de	 tomar.	 Dentro	 de	 la	 función,	 se	 añaden	 los	 datos	 del	 entorno	






D. AgentReset():	 Con	 esta	 función	 se	 reinician	 los	 valores	 que	 se	 han	 ido	
modiﬁcando	 durante	 la	 iteración	 una	 vez	 terminado	 el	 entrenamiento,	 para	
poder,	 nuevamente,	 llevar	 a	 cabo	otra	 iteración	del	 entrenamiento	desde	 el	
inicio.  










A	 con1nuación,	 la	 API	 devuelve	 la	 acción	 que	 ha	 de	 realizar	 el	 agente.	 Este	
proceso	se	repite	hasta	que	termine	el	entrenamiento. 
B. Internal:	 Con	 este	 1po	 de	 cerebro,	 las	 decisiones	 se	 toman	 desde	 la	polí<ca	




funciones	 deﬁnidas	 funcionan	 correctamente.	 Para	 ello,	 el	 desarrollador	






- Academy:	 El	 script	 Academy	 sirve	 para	 que	 Unity	 reconozca	 el	 uso	 de	 agentes.	
Cualquier	escena	que	contenga	un	agente	ha	de	tener	un	Academy.	Para	el	uso	de	la	








B. AcademyStep():	 Ocurre	 justo	 antes	 de	 la	 función	 AgentStep(),	 si	 se	 quisiese	
modiﬁcar	 el	 entorno	 durante	 el	 transcurso	 del	 entrenamiento,	 se	 debería	
hacer	en	este	apartado.	















	 PPO	 ha	 sido	 desarrollado	 por	 OpenAI	 en	 Julio	 de	 2017.	 OpenAI	 es	 una	 compañía	 de	
inves1gación	sin	ánimo	de	lucro	cuyo	lema	es	“descubriendo	y	promulgando	el	camino	a	una	
inteligencia	ar1ﬁcial	segura” .  7





	 El	 algoritmo	 PPO,	 sus1tuye	 al	 algoritmo	Q-Learning	 de	 la	 versión	 0.2	 de	 la	 librería	 ml-
agents.	U1liza	las	técnicas	del	deep	learning	para	tratar	de	generar	la	polí1ca	óp1ma.	Uno	de	
los	 obje1vos	 que	 busca	 el	 algoritmo	 es	 crear	 una	 región	 de	 conﬁanza	 compa1ble	 con	 el	
descenso	 de	 gradiente,	 de	 modo	 que	 se	 simpliﬁque	 el	 algoritmo	 y	 se	 garan1cen	
actualizaciones	 adaptadas.	 En	diferentes	pruebas	 compara1vas	de	 algoritmos	de	 aprendizaje	
por	 refuerzo	 profundo,	 se	 ha	 podido	 observar	 una	 mayor	 eﬁcacia	 del	 algoritmo	 PPO	 con	
respecto	a	otros		al	tratar	problemas	que	tratan	tareas	con1nuas	[19].	
	 Muchas	veces	no	es	suﬁciente	con	entrenar	al	agente	para	lograr	los	mejores	resultados.	El	
algoritmo	 cuenta	 con	 una	 serie	 de	 parámetros,	 llamados	 hiperparámetros,	 para	 tratar	 de	
mejorar	los	entrenamientos	[20].	
	 Algunos	de	los	hiperparámetros	más	importantes	son	los	siguientes:	
- Gamma:	Corresponde	al	grado	de	 importancia	que	debe	darle	el	agente	al	 futuro	en	
base	a	posibles	recompensas.	Es	decir,	este	valor	será	mayor	en	caso	de	que	el	agente	
tenga	más	 en	 cuenta	 los	 valores	 que	 ha	 obtenido	 en	 el	 presente	 en	 vez	 de	 los	 que	
pueda	tener	en	el	futuro.  



















- Entropy:	 Relacionado	 con	 el	 punto	 comentado	 en	 el	 apartado	 anterior,	 muestra	 la	
aleatoriedad	 en	 base	 a	 las	 decisiones	 que	 está	 tomando	 el	 agente.	 Para	 un	 uso	
correcto,	 debería	 tomar	 decisiones	 aleatorias	 al	 principio	 y	 posteriormente,	 debe	












































que	 se	 han	 ido	 mencionado	 en	 la	 memoria.	 Cada	 experimento	 está	 dividido	 en	 cuatro	
apartados.	  
 
5.1. Experimento 1 - Pelota en equilibrio 
	 El	obje1vo	de	este	primer	experimento	es	el	de	conocer	y	aprender	 las	posibilidades	que	
permite	 el	 sooware.	 Por	 eso,	 tal	 y	 como	 recomienda	Unity,	 se	 ha	 decidido	 implementar	 un	
pequeño	tutorial	básico	basado	en	una	pelota	que	man1ene	el	equilibrio	sobre	una	tabla.		
	 La	pelota	cae	 sobre	 la	plataforma	desde	cierta	altura	y	es	 la	plataforma,	que	mediante	 la	
rotación	sobre	el	eje	X	y	el	eje	Z,	ha	de	conseguir	que	se	mantenga	sobre	la	misma	sin	caerse.	
Para	 este	 propósito	 se	 u1lizan	 las	 técnicas	 de	 Aprendizaje	 por	 Refuerzo	 comentadas	
anteriormente.		
5.1.1. Preparación del entorno 
	 	
	 Para	la	preparación	del	entorno,	la	escena	está	deﬁnida	en	3	dimensiones.	Está	compuesta	









5.1.2. Función de recompensa 
	 Como	se	ha	explicado	anteriormente,	las	técnicas	de	Aprendizaje	por	refuerzo	se	basan	en	
tomar	decisiones	en	base	a	las	observaciones	que	se	toman	del	entorno.	Por	esto,	el	diseño	de	
la	 función	de	 recompensa	es	 la	parte	más	compleja	a	 la	hora	de	desarrollar	un	experimento	
que	se	basa	en	este	1po	de	técnicas.	Esta	función	es	la	que	u1liza	el	algoritmo	para	saber	qué	
acción	ha	de	realizar.		
	 El	 algoritmo	 PPO,	 encargado	 del	 entrenamiento,	 recibe	 como	 parámetros	 de	 entrada	 las	
observaciones	que	se	1enen	del	entorno	de	modo	que	se	u1licen	como	 inputs	para	una	red	
neuronal.	




en	 todo	 momento.	 La	 rotación	 sobre	 el	 eje	 Y	 no	 se	 1ene	 en	 cuenta	 para	 la	
realización	del	experimento,	ya	que	las	acciones	que	tomará	el	agente,	sólo	se	harán	
sobre	los	ejes	X	y	Z.  






















otorgado	 al	 agente,	 intentando	 que	 a	 lo	 largo	 de	 las	 iteraciones	 que	 componen	 el	
entrenamiento,	el	1empo	que	la	pelota	aguante	sobre	la	plataforma	sea	mayor.	
5.1.3. Entrenamiento 











signiﬁca1vos	 y	 al	 ﬁnal	 de	 las	 500.000	 iteraciones	 se	 ve	 como	 los	 valores	 se	 estabilizan	
alcanzando	el	máximo	posible.	  
 
	 En	 este	 caso,	 el	máximo	posible	 es	 100	 debido	 a	 que	 se	 trata	 de	 una	 tarea	 con1nua,	 no	
1ene	por	qué	terminar	 la	ejecución	del	entrenamiento	si	 la	pelota	se	man1ene	en	equilibrio.	
Por	 ello,	 se	 establece	 el	 número	 de	 pasos	máximos 	 de	 cada	 iteración	 del	 entrenamiento	 a	8
5.000.	 En	 caso	 de	 llegar	 a	 estos	 5.000	 pasos,	 comenzará	 la	 siguiente	 iteración	 del	
entrenamiento.		





que	 al	 principio,	 el	 valor	 es	 alto	 y	 a	 par1r	 de	 las	 40.000	 iteraciones,	 empieza	 a	 decrecer	
paula1namente.	
	 La	 gráﬁca	 de	 aprendizaje	 (learning_rate),	 man1ene	 un	 descenso	 lógico,	 ya	 que	 es	 al	
principio	del	entrenamiento	donde	se	aprende	más.	De	esta	forma,	a	medida	que	con1núa	el	
entrenamiento,	 la	 línea	 desciende	 hasta	 un	 valor	 muy	 pequeño	 demostrando	 que	 se	 ha	
generado	la	polí1ca	óp1ma	para	la	resolución	del	problema.		
 





5.1.4. Conclusiones del experimento 1 
	 En	 este	 úl1mo	 apartado	 del	 experimento,	 se	 comprueba	 si	 la	 polí1ca	 de	 aprendizaje	












5.2. Experimento 2 - Recorrer el circuito sin recibir 
información del entorno.  






































- Rotar	 el	 vehículo	 sobre	 su	 eje	 Y.	 De	 esta	 forma,	 el	 coche	 girará	 hacia	 la	 derecha	 e	
izquierda	dependiendo	del	valor	que	reciba.	Teniendo	en	cuenta	que	el	algoritmo	PPO	








- Al	 chocar	 contra	 la	 pared,	 recibirá	 la	 recompensa	 nega1va	 más	 severa,	 -1.	 De	 esta	
forma,	el	agente	debe	aprender	a	evitar	las	paredes.  
- Al	 llegar	a	meta,	sin	embargo,	recibirá	 la	mayor	recompensa,	1.	Una	vez	se	alcanza	la	
meta,	 se	 da	 por	 sa1sfactoria	 la	 iteración	 del	 entrenamiento	 y	 el	 agente	 vuelve	 a	
empezar	de	nuevo	desde	la	salida.  
- Cuando	pase	por	alguno	de	los	checkpoints,	recibirá	una	recompensa	posi1va	de	0.2.	




	 Mediante	el	entrenamiento	se	puede	comprobar	 si	 la	 forma	en	 la	que	se	ha	afrontado	el	







	 Después	 de	 1.000.000	 de	 iteraciones	 entrenando,	 se	 observa	 que	 no	 se	 consiguen	 los	
resultados	 esperados.	 La	 máxima	 recompensa	 alcanzada	 corresponde	 a	 llegar	 a	 la	 segunda	
curva,	 a	par1r	de	ahí	 no	evoluciona	posi1vamente,	 es	decir,	 no	avanza	hacia	 la	meta.	Como	
muestra	 la	gráﬁca	de	 la	entropía,	 los	valores	que	se	 toman	son	en	su	mayoría	aleatorios	y	a	
medida	que	avanza	el	entrenamiento	cada	vez	lo	son	más,	comprobando	así	que	el	agente	no	
aprende	adecuadamente	(Imagen	5.5).	
	 Aún	así,	 se	observa	que	el	 agente	mejora	mediante	este	 sistema	de	 recompensas,	 por	 lo	
que	 se	 con1núa	 con	 el	 experimento	 para	 comprobar	 si	 es	 posible	 que	 el	 agente	 aprenda	
basándose	casi	exclusivamente	en	las	recompensas	al	pasar	por	 los	puntos	de	referencia.	Por	
ello,	se	decide	modiﬁcar	la	parte	del	entorno	donde	más	fallaba	el	coche,	la	segunda	curva,	y	
añadir	más	checkpoints	para	 tener	más	puntos	de	 referencia	en	el	aprendizaje	 (Imagen	5.4).	
Los	resultados	del	entrenamiento	se	muestran	en	la	gráﬁca	de	la	imagen	5.6.  
	 Después	de	más	de	6.000.000	de	iteraciones,	los	úl1mos	resultados	que	se	observan	en	la	
gráﬁca	de	 la	recompensa	acumulada,	se	estabilizan	e	 indican	que	se	ha	alcanzado	 la	máxima	
recompensa	posible	en	el	circuito.	La	gráﬁca	de	la	entropía	a	par1r	de	5.000.000	de	iteraciones	
empieza	a	tomar	valores	descendentes.		La	 gráﬁca	 del	 aprendizaje	 muestra	 que	 si	 se	 sigue	





5.2.4. Conclusiones del experimento 2 
	 Una	vez	implementada	la	polí1ca	de	aprendizaje	generada	por	el	algoritmo	en	el	agente,	se	
consiguió	que	este	alcanzara	 la	meta	del	 circuito,	aunque	después	de	muchas	 iteraciones	de	
entrenamiento	y	varios	intentos	fallidos.	Como	se	hizo	en	el	experimento	anterior,	se	ha	creado	
un	 vídeo	 para	 ver	 los	 diferentes	 estados	 de	 aprendizaje	 del	 agente	 accesible	 desde	 la	
bibliograxa	[23].	
	 Se	demuestra	así	que	 cuantas	menos	entradas	obtenga	el	 agente	observando	el	 entorno,	
más	1empo	necesita	para	recorrer	el	circuito	y	menos	conocimiento	adquiere.		
	 A	 pesar	 de	 haber	 conseguido	 el	 obje1vo,	 este	 experimento	 no	 se	 considera	 como	





5.3. Experimento 3 - Recorrer el circuito en base a 
las distancias con las paredes 
	 Una	vez	comprobado	que	el	experimento	anterior	no	cumplía	con	las	expecta1vas	para	las	




momento	 si	 el	 agente	 está	 colisionando	 con	 alguna	 de	 las	 paredes	 del	 circuito.	 Además,	 se	
quiere	comparar	este	aprendizaje	con	el	del	experimento	2	y	comprobar	que	de	esta	forma	el	
agente	aprende	más	rápido		
5.3.1. Preparación del entorno 
	 Para	garan1zar	el	 aprendizaje	progresivo	del	agente,	 se	han	diseñado	varios	 circuitos	que	
irán	 incrementando	 en	 diﬁcultad.	 La	 polí1ca	 generada	 en	 un	 circuito	 y	 que	 ha	 resultado	
sa1sfactoria,	 se	u1liza	en	el	 siguiente	circuito	 (más	dixcil)	para	op1mizar	el	aprendizaje	y	no	
par1r	 de	 cero.	 Así,	 se	 necesita	 un	 menor	 número	 de	 iteraciones	 en	 el	 entrenamiento	 y	 se	
aumenta	la	eﬁciencia	de	aprendizaje.	De	esta	manera	se	va	añadiendo	la	experiencia	adquirida	
en	los	entrenamientos	previos.  











	 Una	 vez	 comprobado	 que	 el	 agente	 ha	 aprendido	 a	 recorrer	 el	 circuito	 del	 segundo	










5.3.2. Función de recompensa 
	 A	 diferencia	 del	 experimento	 anterior,	 el	 agente	 percibe	 y	 recoge	más	 observaciones	 del	
entorno.	Para	ello	se	u1lizan	unos	sensores	que	dicen	en	todo	momento	si	está	colisionando	
con	 las	 paredes	 o	 no.	 A	 estos	 sensores	 se	 les	 llama	 ray	 casts.	 Los	 sensores,	 representados	
mediante	 líneas	 negras	 rectas	 (imagen	 5.11),	 parten	 del	 centro	 del	 agente	 y	 su	 posición	 es	
rela1va	al	objeto	que	los	u1liza,	es	decir,	al	rotar	el	coche,	los	sensores	rotan	a	la	vez	la	misma	
can1dad	de	grados.	La	longitud	de	los	sensores	no	es	excesivamente	larga	para	poder	observar	







es	 mayor	 que	 los	 otros	 sensores,	 sirve	 para	 detectar	 paredes	 frontales.	 La	 idea	 de	
u1lizar	 un	 sensor	 más	 largo	 que	 los	 demás	 es	 dotar	 al	 agente	 de	 la	 capacidad	 de	
an1ciparse	y	poder	tomar	la	curva	de	la	forma	más	adecuada.  






































	 Como	 se	ha	 comentado	 anteriormente,	 se	 ha	pretendido	 implementar	 un	 entrenamiento	
progresivo,	 con	 el	 ﬁn	 de	 ir	 mejorando	 de	 lo	 que	 el	 agente	 ha	 aprendido	 en	 los	 entornos	
anteriores.	Además,	para	agilizar	el	proceso,	 se	ha	 realizado	un	entrenamiento	con	múl1ples	
agentes	asociados	a	un	único	cerebro	(imagen	5.12).  
	 El	 primer	 entrenamiento	 se	 realizó	 sobre	 el	 entorno	 mostrado	 en	 la	 imagen	 5.7,	 con	 el	
obje1vo	 de	 que	 el	 agente	 adoptase	 los	 conocimientos	 suﬁcientes	 para	 tomar	 curvas	 a	 la	
derecha.	Los	resultados	son	los	que	se	pueden	observar	en	la	imagen	5.13.  
 
	 La	 gráﬁca	 de	 la	 cumula<ve	 reward	 muestra	 como	 a	 par1r	 de	 las	 40.000	 iteraciones	 del	
entrenamiento	 se	 van	 alcanzando	 los	 valores	 máximos.	 Aún	 así,	 según	 muestra	 la	 gráﬁca	
learning	rate,	el	aprendizaje	no	se	estabiliza	hasta	pasadas	las	60.000	iteraciones,	ahí	es	donde	
la	 gráﬁca	 empieza	 a	 descender	 indicando	 que	 se	 ha	 generado	 la	 polí1ca	 óp1ma.	 Este	 dato	













posible	 de	 recompensa	 (cumula<ve	 reward),	 solo	 50.000.	 Hay	 que	 tener	 en	 cuenta	 que	 la	












el	 momento,	 a	 pesar	 de	 progresar	 bastante	 en	 el	 circuito	 más	 complejo	 (imagen	 5.10),	 no	
conseguía	 llegar	 a	 meta,	 por	 lo	 tanto	 se	 decidió	 entrenar	 al	 agente	 en	 el	 entorno	 de	 este	
circuito.	El	entrenamiento	generó	los	datos	observables	en	la	imagen	5.15.  
 
	 Después	 de	 500.000	 iteraciones	 se	 empiezan	 a	 alcanzar	 los	 máximos	 valores	 de	








5.3.4. Conclusiones del experimento 3 
	
	 Se	considera	que	se	ha	conseguido	el	obje1vo,	el	agente	ha	aprendido	a	recorrer	el	circuito	









	 Aun	 así,	 hay	 diferentes	 aspectos	 en	 este	 úl1mo	 experimento	 mejorables.	 Antes	 se	 ha	
mencionado	que	se	recompensa	al	agente	por	con1nuar	en	el	circuito.	Lo	ideal	sería	introducir	
otro	1po	de	recompensa	que	apremie	al	agente	a	terminar	cuanto	antes	el	circuito.	Para	ello,	












paredes	 y	 así	 tenga	 más	 1empo	 para	 reaccionar.	 Por	 otro	 lado	 se	 ha	 observado	 que	 la	
información	 obtenida	 por	 los	 sensores	 laterales	 no	 1enen	 tanta	 trascendencia	 a	 la	 hora	 del	





6. Conclusiones y líneas futuras 
	 Una	 vez	 terminados	 los	 experimentos	 se	 considera	 que	 el	 obje1vo	 propuesto	 se	 ha	
cumplido.	Si	bien	es	cierto	que	se	podrían	haber	implementado	algunas	mejoras,	como	se	ha	
comentado	en	los	análisis	de	cada	experimento	realizado.		
	 Durante	 la	 realización	de	este	proyecto,	por	una	parte,	se	han	estudiado	e	 implementado	
algunas	de	 las	 técnicas	actuales	más	potentes,	 como	son	 las	 técnicas	de	Machine	Learning	y	





se	 comentó	 en	 la	 introducción,	 está	 en	 auge.	 A	 pesar	 de	 que	 aun	 no	 se	 han	 u1lizado	
demasiado	estas	 técnicas	en	 los	videojuegos,	poco	a	poco	se	empiezan	a	 implementar.	Sin	 ir	
más	 lejos,	 en	 el	 año	 2012	 desarrollaron	 un	 juego	 en	 el	 que	 las	 estadís1cas	 de	 las	 unidades	
enemigas	se	balanceaban	en	base	a	las	acciones	que	tomaba	el	jugador	[27].	Los	llamados	NPC	
(personaje	no	jugador)	podrán	desarrollar	una	inteligencia	ar1ﬁcial	mucho	más	profunda	que	
las	 actuales	 de	manera	 que	 podrán	 dotar	 a	 los	 videojuegos	 de	 una	 experiencia	mucho	más	
parecida	a	enfrentarse	a	otras	personas	que	a	un	entorno	simulado.	
	 De	 hecho,	 en	 la	 versión	 u1lizada	 para	 el	 proyecto	 (versión	 0.3	 aún	 en	 fase	 beta),	 se	
añadieron	 dos	 formas	 de	 aprendizaje	 dis1ntas	 más,	 aprendizaje	 por	 imitación	 [28]	 y	
aprendizaje	 por	 curriculum	 [29].	 Para	 la	 siguiente	 versión	 se	 ha	 anunciado	 que	 habrá	
diferentes	métodos	de	aprendizaje,	como	por	ejemplo,	el	uso	de	memoria	en	los	agentes		[30].	
	 La	verdadera	fuerza	de	este	1po	de	algoritmos	reside	en	la	amplia	aplicabilidad	que	1ene	en	
todos	 los	 sectores	 de	 hoy	 en	 día.	 Precisamente	 por	 eso,	 una	 de	 las	 razones	 por	 las	 que	 se	






variable	 extra	 a	 las	 posibles	 acciones	 que	 ha	 de	 tomar	 el	 agente	 y	 se	 podría	 observar	 de	
manera	más	 visual	 la	mejora	del	 aprendizaje.	Otro	de	 los	 posibles	 trabajos	 futuros,	 es	 el	 de	






u1lizar	 para	 dotar	 a	 un	 robot	 de	 inteligencia	 para	 que	 pudiese	 ir	 de	 un	 si1o	 a	 otro	 en	 un	
entorno	 semiestructurado.	 Algo	 parecido	 a	 lo	 que	 empiezan	 a	 implementar	 algunas	 de	 las	
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8. Anexo 1: Instalación del software 











	 Es	 un	 lenguaje	 de	 programación	 mul1paradigma,	 es	 decir,	 soporta	 la	 programación	
orientada	a	objetos,	la	programación	impera1va,	así	como	la	programación	funcional.	Con	una	







un	 sistema	de	 ges1ón	 de	 paquetes	 y	 distribuciones	 de	 sooware	 escrito	 en	 Python	 u1lizado,	






	 Para	 generar	 los	 archivos	 de	 datos	 interpretables	 por	 el	 cerebro	 del	 agente	 se	 necesita	




8.2.  Ml-agents 





9. Anexo 2: Código fuente utilizado en el 
proyecto 

















































	 	 //Si	la	pelota	está	por	debajo	de	la	plataforma,	se	dará	por		 	
	 	 concluido	la	iteración	del	entrenamiento.	
								if	((pelota.transform.position.y	-	gameObject.transform.position.y)	<	-2f		
	 	 ||	Mathf.Abs(pelota.transform.position.x	-			 	 	 	
	 	 			gameObject.transform.position.x)	>	3f		













































































9.3.  Experimento 3
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using	System.Collections.Generic;	
using	UnityEngine;	
public	class	CocheDAgent	:	Agent	
{	
				public	Vector3	carDStartPosition;	
				private	int	Dcolision	=	0;	//1	ha	chocado	con	una	pared.	2	ha	llegado	a	meta.	
				RayPerception	rayPer;	
				public	GameObject	Meta;	
				public	override	void	InitializeAgent()	
				{	
								rayPer	=	GetComponent<RayPerception>();	
				}	
				private	void	Start()	
				{	
								carDStartPosition	=	gameObject.transform.position;	
				}	
				public	override	void	AgentReset()	
				{	
								gameObject.transform.rotation	=	new	Quaternion(0f,	0f,	0f,	0f);	
								gameObject.transform.position	=	carDStartPosition;	
								Dcolision	=	0;	
								//Debug.Log(GetCumulativeReward());	
				}	
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				public	override	void	CollectObservations()	
				{	
								//0f	=	(1,0)	en	circle	unit	
								//90f	=	izquierda	
								//270f	=	derecha	
								string	[]	detectableObjects	=	new	string[]	{	"Paredes",	"Meta"	};	
								float[]	rayosLaterales	=	{	90f,	270f	};	
								float	rayDistanceLaterales	=	0.7f;	
								AddVectorObs(rayPer.Perceive(rayDistanceLaterales,	rayosLaterales,		 	
	 detectableObjects,	0f,	0f));	
								float[]	rayoFrontal	=	{	0f	};	
								float	distanciaFrontal	=	2f;	
								AddVectorObs(rayPer.Perceive(distanciaFrontal,	rayoFrontal,		 	 	
	 detectableObjects,	0f,	0f));	
								float[]	rayosDiagonales	=	{	45f,	315f	};	
								float	distanciaDiagonal	=	1.2f;	
								AddVectorObs(rayPer.Perceive(distanciaDiagonal,	rayosDiagonales,		 	
	 detectableObjects,	0f,	0f));	
								//La	rotación	del	coche,	en	este	caso,	el	eje	'y'	será	sobre	el	que	rotará		
	 el	coche	al	girar	en	las	curvas.	
								AddVectorObs(this.transform.localRotation.y);	
				}	
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				public	override	void	AgentAction(float[]	vectorAction,	string	textAction)	
				{	
								gameObject.transform.Translate(2f	*	Time.deltaTime,	0f,	0f);	
								//Al	llegar	un	float	en	el	vector	de	acción,	de	esta	forma,	lo	redondeamos		
	 a	-1,	0	o	1.	
								int	ejeY	=	Mathf.RoundToInt(Mathf.Clamp(vectorAction[0],	-1,	1));	
								gameObject.transform.Rotate(new	Vector3(0,	ejeY,	0),	1);	
								switch	(Dcolision)	
								{	
												case	1:	//Ha	chocado	con	una	pared	
																AddReward(-1f);	
																Done();	
																break;	
												case	2:	//Ha	llegado	a	meta	
																AddReward(1f);	
																Done();	
																break;	
								}	
								//Le	recompensamos	que	aguante	en	el	circuito	sin	chocar.	
								AddReward(0.0005f);	
								Dcolision	=	0;	
				}	
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				private	void	OnCollisionEnter(Collision	collision)	
				{	
								//Debug.Log(collision.gameObject.name);	
								if	(collision.gameObject.name	==	"Paredes")	
								{	
												//Debug.Log("Ha	chocado	contra	una	pared.");	
												Dcolision	=	1;	
								}	
								else	if	(collision.gameObject.name	==	"Meta")	
								{	
												//Debug.Log("Ha	llegado	a	meta.");	
											Dcolision	=	2;	
								}	
				}	
}	
