T he contribution of the paper is a complete analysis of the sensitivity of elastic demand traffic (Wardrop) equilibria. The existence of a directional derivative of the equilibrium solution (link flow, least travel cost, demand) in any direction is given a characterization, and the same is done for its gradient. The gradient, if it exists, is further interpreted as a limiting case of the gradient of the logit-based SUE solution, as the dispersion parameter tends to infinity. In the absence of the gradient, we show how to compute a subgradient. All these computations (directional derivative, (sub)gradient) are performed by solving similar traffic equilibrium problems with affine link cost and demand functions, and they can be performed by the same tool as (or one similar to) the one used for the original traffic equilibrium model; this fact is of clear advantage when applying sensitivity analysis within a bilevel (or mathematical program with equilibrium constraints, MPEC) application, such as for congestion pricing, OD estimation, or network design. A small example illustrates the possible nonexistence of a gradient and the computation of a subgradient.
Introduction
Performing a sensitivity analysis of traffic equilibria means evaluating the directions of change that occur in the flows and travel costs as parameters in the cost and demand functions change. A sensitivity analysis is particularly useful in control and pricing applications because if we can anticipate the effects of a change in, say, the traffic infrastructure, on the behaviour of the travellers, then we can utilize this knowledge to optimize these changes according to some goal fulfillment, like a reduction in flows, a higher revenue from congestion tolls, etc. The subject for now is not the applications of sensitivity analyses per se, but instead the foundations of them. In particular, we provide for the first time a characterization of when such an analysis can be performed, including when the gradient of the equilibrium link flows, least travel costs, and demands with respect to a vector of parameters does exist. From this analysis, we can then develop new computational algorithms that take into consideration that the gradient does not always exist, and it can also lead to more efficient implementations of already existing algorithms. To this end, the chapter provides computational formulas for the directional derivative, the gradient, and a subgradient in the latter's absence.
All previous analyses have drawbacks or limitations that this paper tries to mitigate. Some analyses are based on the notion that the gradient does exist, and heuristically based formulas are provided for calculating it; the effect is that sometimes the formula provides a value that cannot be interpreted as a gradient, either because it does not exist or because the formula gives the wrong value, or the formula can break down and therefore does not provide a value, even in the case that it does exist (see the discussion in Bell and Iida 1997, §5.4) . This type of analysis, represented by Tobin and Friesz (1988) and Cho et al. (2000) , further has the limitation-in our opinion-that the computational formulas are based on complicated matrix calculations that are far removed from the original problem's form. We show that directional derivatives and (sub)gradients are naturally associated with the solution of traffic equilibrium problems that are similar to the original one, and the sensitivity information sought can therefore be efficiently computed by using the same, or only slightly modified, traffic equilibrium software.
The other analyses are similar to ours in the choice of underlying theory but are still limited for other reasons. The papers by Qiu and Magnanti (1989) , Yen (1995) , Outrata (1997) , and Patriksson and Rockafellar (2003) , which together with the above two references comprise the whole body of literature on the subject of the theoretical development of sensitivity analysis of traffic equilibria, provide sufficient conditions for the existence of directional derivatives. In all cases, the conditions given are stronger than necessary. Some of these papers deal only with the link-route representation of traffic flows, thus failing to show that also link-node based models can provide sensitivity information, of importance when the number of routes is very large. Further, and most importantly, the analysis of this paper not only presents a characterization of the existence of the directional derivative and formulas for calculating it, but also a characterization of the existence of the gradient, as well as a formula for the calculation of a subgradient in the absence of the gradient, under weak conditions that are almost always satisfied when the directional derivative exists.
We also indicate how the analysis changes if the model is appended with additional constraints. The fact that the sensitivity analysis is performed by solving a network flow problem, in contrast to doing a matrix analysis, is of great importance in this context: The network flow problem is simply appended with additional constraints to accommodate the new information, and it seems much more troublesome to extend a matrix formula to accomplish the same task.
The paper illustrates, by means of an example, that the equilibrium solution is not differentiable everywhere, and provides the directional derivative in one direction as well as one subgradient, in terms of both the link flows and the origin-destination (OD) travel costs.
The analysis is made both for the link-route and link-node flow representation, although the former occupies the most space; the two analyses are so similar that only one needs to be performed; the (minor) differences between the analyses for the two representations are reported.
The models are studied in the form of variational inequalities and nonlinear (mixed) complementarity problems, and the analysis tool which is utilized throughout the paper is that of variational analysis, that is, the extension of differential analysis and convex analysis to situations where neither differentiability nor convexity might be present, which is indeed the one we face.
The rest of the paper is organized as follows. In the next section, we present the parameterized problem in the framework of Wardrop equilibrium models and provide formulations for the link-route and link-node representations of traffic flows. Parameters may be present both in the travel cost and demand function, although analyses of special cases will be considered. Section 2 gives an overview of the subject of sensitivity analysis, in particular that of previous work done for traffic equilibrium models. Section 3 provides a characterization of the existence of directional derivatives of the equilibrium link flow, demand, and OD travel costs. Some special cases-such as the cases of fixed, unperturbed, or invertible demand functionswill be studied especially. The characterization of differentiability of the equilibrium solution is taken up in §4. In this section, we also show that the gradient, whenever it exists, can be obtained numerically, at least in principle, by performing the sensitivity analysis of the logit-based stochastic user equilibrium (SUE) model as the value of the dispersion parameter tends to infinity. Section 5 provides an illustration of a case where the equilibrium link flow is not differentiable, although the most popular gradient calculus formula does produce a "gradient" vector. We then show in §6 that in the absence of a gradient and under an additional regularity assumption, a computation similar to that of the directional derivative of the equilibrium solution in each coordinate direction supplies a subgradient. We also provide one subgradient for the numerical example. Finally, §7 illustrates how the analysis can be extended to the case of additional, side, constraints on traffic flows and discusses prospects for future research in the area.
The Wardrop Conditions
Let = be a transportation network, where and are the sets of nodes and directed links, respectively. For certain ordered pairs of nodes, p q ∈ , where node p is an origin, node q is a destination, and is a subset of × , there is a transport demand, which may be given by a function of the travel cost. We assume that the network is strongly connected, that is, at least one route joins each OD pair.
Wardrop's user equilibrium principle states that for every OD pair p q ∈ , the travel costs of the routes utilized are equal and minimal for each individual user. We denote by pq the set of simple (loop-free) routes for OD pair p q , by h r the flow on route r ∈ pq , and by c r the travel cost on the route as experienced by an individual user.
We introduce the parameter to be present in the sensitivity analysis: It is denoted and is assumed to be of dimension d. This parameter could be present in one or both of the travel cost and demand functions. We assume that the travel cost function has the form c · + → given a value of , where denotes the total number of routes in the network. Further, the demand function is given by g · → + . (We introduce the notation + = x ∈ x ≥ 0 and ++ = x ∈ x > 0 .) In an application to OD estimation, d is in the order of , while d ≈ holds in equilibrium network design, pricing, and control models.
We also introduce the matrix ∈ × , which is the route-OD pair incidence matrix (i.e., the element rk is 1 if route r joins OD pair k = p q ∈ , and 0 otherwise). Then, demand-feasibility is described by the conditions that h ∈ + and
holds, while the Wardrop equilibrium conditions for the route flows are that
holds, where the value of pq = pq h is the minimal (i.e., equilibrium) route cost in OD pair p q . By the nonnegativity of the route flows, the system (1)-(2) can more compactly be written as the mixed complementarity problem (MCP)
where a ⊥ b, for two arbitrary vectors a b ∈ n means that a T b = 0. (By nonnegativity, this implies that
Because we shall be interested in the sensitivity of link flows, we will assume that the route cost is additive. For each link l ∈ , the travel cost has the form t l v , where v ∈ is the vector of link flows. The route and link travel costs and flows are related through a route-link incidence matrix, ∈ 0 1 × , whose element lr equals one if route r ∈ utilizes link l ∈ , and zero otherwise. Route r has an additive route cost c r h if it is the sum of the costs of using all the links defining it. In other words, c r h = l∈ lr t l v . In short, then, c h = T t v . Also, implicit in this relationship is the assumption that the pair h v is consistent, in the sense that v equals the sum of the route flows: v = h. We shall use the representation in terms of v, because it is an entity for which we can introduce conditions ensuring that uniqueness holds at equilibrium.
A more familiar representation of the parameterized Wardrop conditions (3) is that of a variational inequality problem (VIP),
where x ∈ n , C ⊆ n is a closed and convex set, f · C → n is smooth, and where
denotes the normal cone to C at x. Letting
we obtain an equivalent VIP formulation from (3), where f is parameterized by . The equivalence between a nonlinear complementarity problem (NCP) (that is, (3a)) and a VIP over the nonnegative orthant (that is, − c h − ∈ N + h ) was established by Karamardian (1969 Karamardian ( , 1972 . That (3b) is equivalent to the statement that − T h − g ∈ N follows trivially, because N is identically zero. Similarly, the equation v = h comes out as the last row of (5):
Solutions exist to the problem (4), (5) whenever g · is upper bounded by some nonnegative vector.
We note that the familiar form of VIP,
is equivalent to (4) that we, however, prefer because it is more compact and also lends itself better to the immediate application of the variational analysis theory that we will employ in this paper. We may also formulate the Wardrop conditions in terms of link flows only. We introduce the link-node incidence matrix, E ∈ −1 0 1 × , whose element e il equals −1 if node i is the origin node of link l, 1 if node i is the destination node of link l, and zero otherwise. The link-node version of Wardrop's equilibrium conditions states that at an equilibrium link flow v, being the aggregate of commodity (OD pair) volumes w k ∈ , k = p q ∈ , there exist vectors k ∈ of node prices such that
The set of feasible volumes is the set of vectors w k ≥ 0 for which Ew k = i k g k holds. 1 We write this formulation in terms of the VIP (4) by letting
This problem has solution whenever, in addition to what has already been stated, the link cost t · is cycle-wise nonnegative. 1 The vector i k ∈ −1 0 1 is an indicator vector that is zero in all positions but two, where by the sign convention introduced earlier, the element with value 1 (−1) corresponds to the sink (source) node. The vector i k also relates the OD node price vectors k ∈ and the OD least cost value k ∈ through the relation k = i
Although the formulations introduced here are somewhat abstract, we will later show how more familiar formulations, such as the optimization models of Beckmann et al. (1956) for traffic assignment come out as special cases. The sensitivity analysis concentrates on the two general models (5) and (6), however, because the sensitivity analysis framework that we will use depends on the VIP having this form, where the feasible set C is a nonempty polyhedron and where the parameter is present only in the smooth mapping f .
An Overview of Sensitivity Analysis for Traffic Equilibria
Recall that our model is of the form
where ∈ d is the parameter, x ∈ n is the solution, f d × n → n is a smooth function, and C ⊆ n is a nonempty polyhedral set. Our attention is focused on the generalized differentiation of the solution mapping
at a pair * x * with x * ∈ S * , that is, the set of solutions to the variational inequality (7) at = * . The study of the continuity and differentiability of the mapping S, with respect to variations in that one encounters in the literature on traffic equilibria, have roughly been of three different kinds. We shall first briefly review them before we turn to our analysis of the model.
Braess's Paradox-Type Analyses
One type of analysis of traffic equilibria sensitivity is qualitative; often, such analyses have been performed in conjunction with studies of traffic flow paradoxes. It all started with Braess's (1968) famous illustrative example of a network in which the travellers realize a higher cost when a link is improved, and the practical case reported by Knödel (1969) . Following these examples, Fisk (1979) showed that, analogously, an increase in one OD pair's demand may result in a decrease in another OD pair's travel costs on some routes. The continuity and local Lipschitz continuity of the travel costs, with respect to changes in the demands, were studied by Hall (1978) and Dafermos and Nagurney (1984b, c) , respectively. (Incidentally, similar but stronger results, in fact characterizations, will be brought out automatically from the analysis to follow, under weaker assumptions than in these references.) In line with Braess's paradox, work was done studying the direction of change in the travel costs to changes in the data-showing, in particular, that when one OD pair's demand increases, the equilibrium travel cost increases in that OD pair (Hall 1978; Fang 1980; Dafermos and Nagurney 1984b, c) , as well as results on average changes (Dafermos and Nagurney 1984b, c) .
Related to these sensitivity results are the studies on the prevalence of Braess's paradox for networks with special topologies. Steinberg and Zangwill (1983) studied the effect of the addition of a route, and in Dafermos and Nagurney (1984a) the effect of changes in the demand on the travel costs; the prevalence of Braess's paradox was ultimately found to depend on the ratio of the determinants of two very large matrices. See also Hagstrom and Abrams (2001) for more recent developments on the subject.
The Heuristic Calculation of a "Gradient"
The mapping S defined in (8) is differentiable only for some parameter values * , and especially so when the set C is defined in part by inequality constraints. Further, the calculation of the gradient, when it exists, is nontrivial. Here, we provide a discussion of the heuristics utilized to date in the calculation of an approximation to the gradient.
A vector taking the role of the gradient, whether it exists or not, is necessary to obtain when applying gradient-based algorithms for bilevel programs, or mathematical programs with equilibrium constraints (MPEC), cf. Luo et al. (1996) and Outrata et al. (1998) . These are models in which the vector x is optimized with respect to an (upper-level) objective of the parameter :
is a smooth function and P ⊆ d is a nonempty and closed, typically also convex, set.
Heuristic constructions of "gradients" are grouped in two categories. In the first we place linear equations-based methods; the second refers to methods based on direct approximations of the mapping S.
The first category is primarily represented by the work of Tobin and Friesz (1988) and its extension in Cho et al. (2000) . Its basis is the classic implicit function theorem (e.g., Clarke 1983, §7.1; Bertsekas 1995, Proposition A.25 However a closer look at this matrix reveals that the existence of its inverse relies on the invertibility of the (smaller) matrix h c * h * ; this matrix will not, however, be invertible in general, especially not for deterministic models where the travel cost is additive, because the link-route incidence matrix will not have full row rank when the number of routes is larger than the number of links. (See also the discussion made in Bell and Iida 1997, §5.4 .) (A case where this technique is ensured to work, however, is the (nonadditive) logit-based stochastic user equilibrium model of Fisk 1980 . Further, as we shall show, the gradient of the logit solution provides useful results for the (limiting) deterministic model precisely when the latter's solution is differentiable.)
To summarize, this gradient formula may provide a result when the implicit function theorem is not applicable and may not provide a result even when the equilibrium link-flow solution is differentiable. However, the technique has been applied in a wide spectrum of areas in transportation research, such as in network design (Kim and Suh 1990) , transit network optimization (Miyagi and Suzuki 1995) , traffic control (Yang and Yagar 1995 , Chiou 1999 , Wong et al. 2001 , OD estimation (Denault 1994 , Yang 1995 , car ownership studies (Tam and Lam 2000) , bicriterion traffic equilibrium (Leurent 1998) , and congestion pricing (Yang and Lam 1996) . Some of the experiments conducted seem to have been successful, which implies that (a) the cases where the equilibrium link flow is not differentiable is small (it is indeed a set with Lebesgue measure zero, although optimal solutions to MPEC problem tend to be nondifferentiable), or, in the experiments conducted to date, the algorithms implemented have not been able to encounter (near-)optimal solutions; (b) the problems solved so far have been very small and the number of routes sufficiently small, such that the result's applicability has not yet been challenged by the topological dependency described earlier. The only numerical comparison reported between the matrixbased heuristic of Tobin and Friesz (1988) and a variational analysis based approach (in this case the report by Drissi-Kaïtouni and Lundgren 1992; see below) has been performed in Denault (1994) for OD estimation models, with the conclusion that the latter was more easy to use and provided more reliable results.
In the solution of OD estimation/adjustment problems, approximations of the mapping S defined in (8) have also been used. From the relation h = v we have that
where pq is the OD demand parameter [g ≡ ], and r = h r / pq is interpreted as the route flow probability. (Unless H * * -the set of equilibrium route flows-is a singleton, this value is not uniquely defined, and it is further clearly dependent on the value of .) Spiess (1990) makes the approximation that r does not vary locally around the current value of . In that case, the "partial derivative" of the equilibrium value of v l with respect to the value of pq is r∈ pq lr r . Based on this approximate value of v (which may or may not exist), an approximate "gradient" of the upper-level function in the MPEC problem can be obtained. Drissi-Kaïtouni and Lundgren (1992) replace Spiess' linear approximation by a quadratic one. The "Jacobian" of the link cost vector with respect to the demand vector is calculated as follows. For each OD pair p q ∈ , the directional derivative of v at v * in the unit direction of e pq is approximately obtained by solving the problem to
The traffic equilibrium problem is solved with the DSD algorithm of Larsson and Patriksson (1992) , which provides the equilibrium link flow v * and a consistent route flow, the data for which are a subset of that is explicitly stored and utilized also in the solution of (9). As we shall show, this problem provides an approximation of the correct value of the directional derivative which is correct (for the route subset generated) when the equilibrium link flow is differentiable (cf. §4).
The OD estimation algorithm of Codina and Barceló (2000) is different in that it is based on the generation of approximate subgradients of v, and the use of a subgradient-based descent algorithm. Because it does not fit into the sensitivity analysis framework of this paper, we shall not mention its workings in more detail here, but remark that the idea of generating approximate subgradients is an interesting line of research also for more general bilevel optimization problems in transport. Shapiro (1990a) . (It is also equivalent to the semi-derivative of Rockafellar and Wets 1998 and Dontchev and Rockafellar 2002 (cf. Rockafellar and Wets 1998 , which was utilized in the sensitivity analysis of elastic demand traffic equilibria by Patriksson and Rockafellar 2003 , even in the absence of Lipschitz continuity.) We note also that the differentiability of at * entails precisely that D * is linear. Further properties of the B-derivative are given in Pang (1990a, b) and Rockafellar and Wets (1998) . We need later to introduce, in particular, regularity conditions on the traffic equilibrium problem so that the solution mapping S defined in (8) is single-valued and locally Lipschitz continuous.
We return now to problem (7). The B-derivative of x at * in the direction of will be shown to be the solution to a kind of linearization of (7). To this end, we define first the critical cone (Robinson 1985 )
The set K defines the set of variations around x * that retain first-order feasibility and optimality. The set T C x * is the tangent cone to C at x * . When C is described by linear constraints, we have
where A consists of the rows A i of A corresponding to the binding inequality constraints at x * , that is, the indices i with A i x * = b i . Further, for any vector z ∈ n , z ⊥ = y ∈ n z T y = 0 is the orthogonal subspace associated with the vector z.
Sensitivity analysis centers around the solution to the following problem, which is a variational inequality defined by a first-order approximation of the original cost function over the set K.
From now on, we will assume that the function f is differentiable in a neighbourhood of * x * with x * ∈ S * , so that (11) is defined. The central question is under which conditions DS * x * exists and equals the B-derivative of the solution. We begin by introducing the strong regularity condition (SRC) of Robinson (1980) . Robinson 1980 Robinson , 1985 . The problem (7) is strongly regular at * if the solution mapping S defined in (8) is single-valued and locally Lipschitz continuous in a neighbourhood of * . In the present setting where C is polyhedral, this is equivalent to the following: The affine variational inequality
has a unique solution y = y z for every z ∈ n . The following result provides a characterization of the existence of the B-derivative of S, in terms of the B-derivative itself. (For more general feasible sets, an excellent account of characterizations of strong regularity is found in Dontchev and Rockafellar 1998.) Theorem 3 (Characterization of B-Differentiability, Dontchev and Rockafellar 2002 We remark that the first result is valid without the convex-valuedness because it is a straightforward application of the definition of strong regularity (note that the matrix f * x * has full rank). See also Dontchev and Rockafellar (1998, Corollary 2.3) . The full rank condition can always be fulfilled by adding dummy parameters to if necessary.
We also remark already at this stage that we will utilize Theorem 3 in such a way that we select the entities among the elements of x for which the conditions in (a) and (b) hold simultaneously; that is, that for those entities, both the equilibrium solution and the perturbation is unique. This means that the vector x for which we will apply the theorem will never contain the commodity variables h or w k .
Kyparisis (1990b, Lemma 2.1) established that if strong regularity holds at * , then the function y → x f * x * y is nonsingular on the subspace
if the set K defined in (10) is a subspace, that is, if K = K ∩ −K holds, then the converse is true also. He also showed (in Kyparisis 1988, Lemma 2.1) that the condition that
implies SRC at * . (The set K − K is the subspace consisting of all vectors of the form − with ∈ K.) The condition (12) has been used by several researchers in reaching sensitivity analysis results; see, e.g., Qiu and Magnanti (1989) , Pang (1990b) , Patriksson and Rockafellar (2003) .
Differentiability, a stronger property than directional differentiability, can be established to hold under an additional condition on the properties of the mapping DS at * :
Theorem 4 (Characterization of Differentiability, Kyparisis 1990b 
the gradient can be represented as
for any n × matrix Z such that Z T Z is nonsingular and z ∈ K ∩ −K if and only if z = Zy for some y ∈ , where is the dimension of K ∩ −K .
Independently, Pang (1990b) established this equivalence result with SRC replaced by the stronger condition (12). Note that DS * x * ∈ K always holds when the former exists. This result is an extension of the differentiability result provided by the implicit function theorem, as it relies on neither strict complementarity nor linear independence of the binding constraints. The latter part of the result shows that under particular circumstances, it is itself a kind of implicit function theorem; note also that (14) is similar to the formula stated in Tobin and Friesz (1988) .
Because the analysis of the generalized Jacobian of S, that is, the calculation of subgradients, is more complex, we wait until §6 to explain it.
An Outline of Previous Sensitivity Analyses
of Traffic Equilibria Sensitivity results of the form given here have been applied to traffic equilibrium problems only to a limited extent, and then to establish the existence of directional derivatives only.
(Surprisingly, what appears to be the most interesting result for computational purposes, namely the result of Theorem 4, has not seen the light of day in traffic applications until now.) The results, which are given in Qiu and Magnanti (1989) , Yen (1995) , Outrata (1997) , and Patriksson and Rockafellar (2003) , have also been published mostly in journals outside of the transportation science domain. A short summary of them is given below. More details and a comparison with our results will be given later. Qiu and Magnanti (1989, Theorem 4 Although they stated the solution mapping S in the link-flow space, they concluded that because the equilibrium route flows are not unique, Robinson's theory of strong regularity could not be applied directly, and they selected a (uniquely determined) representative equilibrium route flow solution by means of solving a strictly convex quadratic projection problem; a process similar to that made in Tobin and Friesz (1988) and which is also used in Yen (1995) . Tobin and Friesz (1988) noted that the choice of any particular route flow (or, indeed, any commodity link flow), was immaterial to the result of the sensitivity analysis in the link-flow space. Patriksson and Rockafellar (2003) established the fundamental property that lies behind this fact: The tangent cone in the space of v is the sum of the tangent cones in the commodity link-flow spaces, whence the choices made in the latter has no effect on the appearance of the former, aggregated set. We will use this fact also in this paper. Our approach is simpler than all of the above in that we simply choose the solution vector x in S such that x satisfies the conditions of Theorem 3; this is also a type of projection. Patriksson and Rockafellar also established the existence of directional derivatives of the demand and link-flow vectors under conditions similar to those in Qiu and Magnanti (1989) , but for both the link-route and link-node representations.
Outrata (1997, Proposition 1.2) established strong regularity for a general class of variational problems, under conditions which here would translate to strong monotonicity of the mapping v d
d on the feasible set, and a matrix condition like the one in Qiu and Magnanti (1989) but for a larger subspace. He also has a special application to the cost-perturbed fixed demand traffic equilibrium model, for which he devises a subgradient formula. A similar strong regularity result is also reached independently by Yen (1995, Theorem 4.1) , where, however, the inelastic demand is also parameterized.
As remarked in Patriksson and Rockafellar (2003) , the B-differentiability of S implies the semismoothness of S, which will enable the use of bundle-type descent approaches in applications to bilevel optimization. (See Patriksson and Rockafellar 2002 for   detailed discussions on this topic and Mifflin 1977 for a definition of semismoothness and the conclusion section.)
We are now ready to establish the existence of, and formulas for calculating, the directional derivative and gradient of the equilibrium link-flow solution and the corresponding equilibrium route costs.
Directional Differentiability of
Traffic Equilibria
The Sensitivity Problem
The sensitivity problem is first developed for the linkroute representation. Let * be given, and let S * be given by the set
which solves (7), (5) For an arbitrary choice of , we develop DS * v * , as follows. Let h * be an arbitrary equilibrium route flow, consistent with v * , and let * be the vector of least route costs given * v * . The cone K defined in (10) is the following. First,
Hence, the set of directions that retain feasibility and optimality at h * is 
reaching the sensitivity problem
where K is given by (15).
Comparing the above with the original model (5), we see that the sensitivity problem has affine link travel costs, v → t
, and that the nonnegativity restrictions on the route flows are here replaced by the sign restrictions in (15); the problem is a special affine traffic equilibrium problem.
We develop a few special cases before turning to the node-link representation.
First, we take a look at the fixed demand case. The equilibrium model then is equivalent to
where
and
Noting that the set K is independent of the appearance of the demand function, let
By the cone decomposition results in Patriksson and Rockafellar (2003) , the set F is independent of the choice of h * in the set H * * of equilibrium route flows. The statement that −r x ∈ N K x holds is therefore equivalent to the VIP of finding v ∈ , such that
This problem then is DS * v * . The cost changes are precisely the Lagrange multipliers for the demand constraints T h = g * . To illustrate the connection to the original fixed demand traffic equilibrium model, we assume for now that g =ḡ + , whereḡ ∈ ++ , in which case g * = holds, and further that the link travel cost function t * · is separable. Then, the above variational inequality is the first-order optimality conditions for the problem to
where l is element l of the vector t * v * . Compared with the original fixed demand model, we notice that it is similar; some of the routes in (20) are restricted to be zero, while others are not sign restricted. Further, the original cost is replaced by an affine one, so that the objective function in (20) is quadratic.
In the case that the demand further is unperturbed (g ≡ḡ ∈ ++ ), g * = 0 holds, so the righthand side of (20b) is zero, whence this particular sensitivity problem is defined over a flow circulation subspace. Also, it follows that the set F in (18c) then is independent of , and is given by
so the sensitivity problem is
Next, we address the special case of the model (5) wherein the demand function → g has an inverse, d → d , on . Then, we can write the disaggregated model equivalently as
where H d is given by
We provide the sensitivity problem for this model as well. Looked upon in the aggregated space of link flows and demands, the sensitivity problem is to find
The sensitivity problem (22) is equivalent to the aggregated form (16) of the sensitivity problem for the general elastic demand model. From Theorem 3 it follows that the sensitivity problem (16) defines the B-derivative-therefore also the directional derivative-of the link-flow solution, in the direction defined by any vector if and only if the solution v is unique. Then also the shortest route cost changes, , will be unique and therefore have the interpretation as the B-derivative of in the direction of .
The sensitivity problem for the link-node formulation is developed similarly and is, for an arbitrary choice of commodity link flows w * k , k ∈ and matching OD travel costs and node prices * k * k , k ∈ , the following:
where K w is given by
This sensitivity problem has the same link costs and demand function as the one for the link-route representation, and the flow conservation constraints are almost identical to the original model's, except for the sign restrictions on the commodity link flow variables: The flow change allowed for a given link i j in an OD pair k depends on whether it lies on a shortest route for the OD pair or not, and whether there is already a commodity flow on it. The sensitivity problems (16) and (23) are equivalent, inasmuch as the two equilibrium models (4), (5) and (4), (6) (ii) The linear traffic equilibrium problem Proof. The result in (a) is precisely strong regularity, as defined in Definition 2. As applied to the model (5), strong regularity is equivalent to the statement (b)(ii). The equivalence between (a) and (b)(i) follows from Theorem 3, and the same result establishes the implication (c). 
Then, the conclusions of Theorem 5 are valid for the fixed demand model (17).
Proof. The result follows by tracing the proof of Theorem 5.
We next provide sufficient conditions in terms of the original data for directional differentiability to follow. We will utilize the fact that the property (12) implies strong regularity, translating it to the problem at hand and its special cases. The first result concerns the general model (5) and the directional differentiability of the equilibrium link flow, travel cost, and demand.
Let
which is the set K − K , and
Corollary 7 (Sufficient Conditions for Directional Differentiability, Elastic Demand Case). The following property implies the statement (b)(i), and therefore also the statement (c), in Theorem 5, guaranteeing the directional differentiability of the equilibrium link flow, OD travel cost, and equilibrium demand: The matrix
is positive definite on the subspace
Proof. First, we study the matrix x f * x * appearing in (12). In the model (5) We next supply the corresponding results for the fixed demand case for both perturbed and unperturbed demands. In the unperturbed case, the sensitivity problem is an affine variational inequality over the set of feasible circulations of flows where some route flows are restricted in sign. The positive definiteness condition can in this case be reduced somewhat because the demand change is zero. 
Proof. In the absence of the elastic demand term in the cost, the variable disappears, and the matrix of interest clearly is v t * v * . (a) In the case of perturbed demands, the set over which we solve the sensitivity problem is F . As varies in d , h cannot a priori be restricted to a subspace smaller than . The smallest subspace that contains the range of F as varies in d therefore is the set F 0 .
(b) In the case of unperturbed demands, the sensitivity problem reduces to (21). The range of link flow perturbations is therefore contained in the subspace defined by F 00 .
In the case of fixed and unperturbed demands, the condition (b)(ii) in the above theorem is a statement about the uniqueness of the solutions to the affine VIP
which is independent of and is more simple to verify.
Remark 9 (Is the Case of Standard TAP One Where Directional Differentiability Is Guaranteed to Hold?). The answer turns out not to be so simple. Consider the separable cost model. Normally, when modelling the traffic network, dummy links with zero costs are needed to model certain parts of the network, like the presence of centroid nodes for the OD pairs and certain turning movements, so not all links will in fact have strictly increasing costs; some of the dummy links may therefore not have unique equilibrium values. Nevertheless, consider a case where the real network links have BPR cost functions, where some of those are parameterized:
Here, the value of 1 ∈ could play the role of a link toll, while 2 > 0 is a network design parameter. These links will have a unique flow. Consider now the perturbed problem, which in our setting is (21). This problem is further one where the cost function is the gradient of a convex function. The characterization of directional differentiability is that the solution to the perturbed problem is unique. We will utilize the possibility to choose what "solution" means. Let S denote the mapping which assigns the optimal value of the link flows for which the travel costs are strictly increasing. Given the optimal solution v * l , the perturbed link cost is the sum of a constant and the term 0 6 c
Clearly, this affine cost function is strictly increasing whenever v * l > 0, whence we will have a unique value of v l provided that link a has a positive flow.
A link that has a strictly increasing travel cost without parameters will give rise to a strictly increasing (respectively, increasing) perturbed link cost if its flow is positive (respectively, zero), and dummy links will have links with zero cost also in the perturbed problem. All these links will therefore have convex or strictly convex terms in the objective of the perturbed problem.
In general, then, if we project our problem for the given values of the parameters, such that S lies in the space of congested links for which the flow is positive, directional differentiability follows for those links. This is a positive result, because presumably they are the links for which we are indeed interested in the effects of perturbations in the data.
To summarize the above development, under conditions that imply the uniqueness of the equilibrium link flows and demands, the sensitivity problem provides unique link flow and travel cost perturbations that have interpretations as directional derivatives.
Differentiability of Traffic Equilibria

Main Results
As stated in Theorem 4, once we have established directional differentiability, differentiability is equivalent to the condition (13), which we therefore need to analyze in detail. Complementarity has a crucial role here; we will show that the classic strict complementarity condition-that all the shortest routes are actually used-is a sufficient but unnecessarily strong condition to obtain differentiability. Consider the set K defined in (15). Keeping in mind that this set depends on the choice of h * ∈ H * * , we have that
As we consider the aggregated version in the space of v , we note as earlier that the set is independent of the choice of equilibrium route flow. The aggregated set in the space of v in fact is the set of vectors v ∈ for which there exists an h ∈ with v = h , and
Hence, each route r belongs to precisely one of these two sets; a methodology for determining this partition of is given in §4.2. The difference between this set and the set K is that in the set K, a variable h r which is associated with a shortest route that is forced to be zero on H * * because the consistency with v * requires it, is allowed to become positive, whereas in the set K ∩ −K , it is forced to be zero. Because this condition must hold for every choice of perturbation , according to Theorem 4, we can state the condition corresponding to (13) as follows. Proof. Follows by appealing to Theorem 4, and the above remarks.
The presence of differentiability hinges on whether changes in the value of the parameter vector changes the set of equilibrium routes. As "h ≥ 0 " are the only inequality constraints present in any of the models discussed in this paper so far, it is not surprising that the conditions for differentiability are equivalent among them. In extensions to traffic equilibrium models where inequality side constraints on the flows are present, the situation will, of course, change.
An interesting application of the differentiability result presented above is that of the differentiation of the projection of a vector * ∈ onto the fixed and unperturbed demand flow polyhedron. This case corresponds to the minimization of the function 1 2 v − * over F , which one places in the framework of the traffic model by setting t * v = v − * . The sensitivity problem has a special form-in particular, r v = v − holds; it is therefore also a projection problem, of the vector onto the intersection of the tangent cone and the subspace perpendicular to the vector v * − * . (Strong regularity obviously holds for the projection problem, so directional derivatives of Euclidean projections always exist on polyhedral sets.) The differentiability of this projection mapping at a limit point is at the heart of the convergence analysis of the descent algorithm of Patriksson and Rockafellar (2002) for an MPEC model in traffic management, and its characterization has also been the subject of several theoretical studies (see, e.g., Haraux 1977; Shapiro 1990b Shapiro , 1994 Bonnans et al. 1998; and Bonnans and Shapiro 2000) , mostly for more general sets and spaces. The convergence theorem of Patriksson and Rockafellar (2002) utilizes the sufficient condition of strict complementarity discussed below.
The classic condition for the differentiability of the solution mapping S at a reference value * is that the solution x * is (a) strictly complementary (or, nondegenerate), meaning that the Lagrange multiplier for a constraint is positive if and only if the constraint is binding, (b) that the binding constraint gradients (normals) are linearly independent (that is, the multiplier values are unique), and (c) that a second-order sufficiency condition is satisfied, which is a positive definiteness condition on a Jacobian matrix on a particular subspace. This is typically what is needed for problems posed over nonpolyhedral constraints (cf. the surveys by Kyparisis 1990a and Dontchev and Rockafellar 1998). As Theorem 4 shows, for polyhedral constraints that do not include parameters, these conditions can be relaxed substantially.
In particular, as a corollary to Theorem 10, we can establish that strict complementarity is a sufficientbut not necessary-condition for the differentiability of the solution to the traffic equilibrium problem: Under the assumptions of that theorem, suppose that there exists a strictly complementary solution to the problem (5), that is, that for some h * ∈ H * * , it holds that for all r ∈ , h * r > 0 if and only if c r * h * = * pq . This condition implies that the set K equals −K, which means that the condition (13) is automatically satisfied. Theorem 4 then yields the result that the pair v * * of equilibrium link flows and OD pair travel costs is differentiable at * . The calculus formula for the gradient adopted in Tobin and Friesz (1988) , which we discussed earlier in §2.2, is precisely the one that is contained in the second half of Theorem 4, and which is valid whenever K =−K (and the matrix Z having the properties stated exists!). The gradient calculus of Tobin and Friesz (1988) relies on strict complementarity, although this condition is not a necessary one for differentiability.
Sensitivity Analysis of Stochastic User Equilibria
The logit-based stochastic user equilibrium (SUE) model of Fisk (1980) is interesting in our context because it is one in which all the routes are used-by definition, because of the presence of the logit function. Therefore, strict complementarity is satisfied, and the SUE link and route flow solutions are differentiable whenever they are uniquely determined, which they are if, for example, t * · is monotone on F * . (We limit ourselves in this section to the fixed demand model.) Moreover, if the function t * · is strictly monotone on F * , we know that as the dispersion parameter tends to infinity, the SUE solution tends to the unique equilibrium link-flow solution solving (17) and the sequence of route flow solutions tends to a special equilibrium route flow solution, namely one which is strictly complementary in H * * if there is one (see Proposition 11). It is therefore natural to ask whether a sensitivity analysis of the SUE model can aid in the sensitivity analysis of the deterministic model (17). As it turns out, the answer is in the affirmative precisely when the deterministic link-flow solution is differentiable.
Given the dispersion parameter >0, and assuming for simplicity for now that t l * v ≡ t l * v l , l ∈ , all are differentiable and strictly increasing functions of v l for every choice of , the stochastic user equilibrium model of Fisk (1980) extends the deterministic optimization model as follows:
Thanks to the Cartesian product structure of the feasible set, there exists a strictly positive route flow solution, whence the unique optimal route flow also is strictly positive. Due to this property, the sensitivity analysis of this problem is somewhat easier than that of the deterministic model (17), as the route flow solution is strictly complementary; the optimal route flow is hence guaranteed to be differentiable in under the same conditions as for the directional differentiability of the deterministic solution. We provide the sensitivity analysis for this problem, after which we relate it in detail to that of the model (17). (We note in passing that the sensitivity analyses in Davis 1994 and Ying and Miyagi 2001 are quite unrelated to ours.) For >0, we denote the optimal route flow solution to (25) by h * . From now on, we assume for illustration purposes that g =ḡ + , with g * ∈ ++ . Noting that h * >0, the critical cone K = T C x * ∩ f * x * ⊥ = × × , so that not only is K a subspace, it is the entire space. Further,
where diag 1/h r * denotes the diagonal matrix with diagonal entries 1/h r * , r ∈ . By the assumptions on the link cost function t * · , the sensitivity problem is therefore equivalent to the problem to
where is defined as in (20). Note that the Jacobian of the cost mapping in (26) with respect to h is T v t * v * + 1 diag 1 h r * the matrix diag 1/h r * is positive definite on , whence we satisfy the condition (12) and therefore also the conditions for the differentiability Theorem 4 to be applicable.
Before we turn to the relations between the sensitivity analysis of the SUE and the deterministic solution, we cite an important result in this context on the relations between the solution h * , >0, to the SUE model and the set of equilibrium route flows in the deterministic model (17) as the value of tends to infinity.
The most probable equilibrium route flow solution (see, e.g., Rossi et al. 1989 and Jansson 1993 This result implies that if and only if there exists a strictly complementary solution in the set H * * , then so is h + * . As strict complementarity is sufficient for the differentiability of the deterministic equilibrium link-flow solution, a study of the limit of the sequence of solutions to the SUE model as → could therefore provide a proof that the deterministic solution is differentiable. The result is, in fact, even better, in that strict complementarity is not a necessary property for the analysis to carry over from the nondeterministic case.
The question then is whether we can use the fact that the SUE solution is differentiable to produce gradients for the deterministic model by studying the SUE model for large values of . We therefore study the sensitivity problem (26) as tends to infinity, and its relation to the sensitivity problem (20) .
The two problems clearly are related, although the problem (26) lacks the sign constraints on h of (20), as tends to infinity the additional term in the objective (26) seems to work as an interior penalty for h becoming negative. Indeed, that is the case.
Consider first a route r for which h + r > 0 holds. Then, in the limit as → , the constant term logh r * / 2 tends to zero, so the second term in the objective of (26) the limit of which is zero. Hence, the coefficient logh r * / 2 of h r tends to infinity with , and it is clear that for these variables, the additional objective term of (26) acts as a penalty for having h r = 0. In summary, in the limit, the problem (26) tends to the following problem as tends to infinity:
This is a restriction of the problem (20) because in that problem, h r ≥ 0 is allowed for routes that have a zero flow but are minimum-cost routes. Consider then the result of Theorem 10. According to its statement, differentiability holds precisely when the solution to (20) is such that h r = 0 for routes r ∈ with h + r = 0! Therefore, while the limit sensitivity problem (28) is not equivalent-in the sense of its feasible set-to the deterministic one, (20), their optimal solutions are identical precisely when the deterministic solution is differentiable. This result is summarized below. Proof. The result follows from Theorem 10 and the above remarks.
Although the above development was made under the assumption that the traffic equilibrium model is equivalent to a convex optimization problem, it can be reproduced for a general variational inequality model. The SUE model (25) then is replaced by its variational inequality foundation, and the link cost mapping t * · is assumed to be strictly monotone on the set of feasible flows. Under this condition, the conclusion of Proposition 11 is still valid, as it is a result on the limiting effect of a strictly monotone regularization; the below proposition establishes that strictly monotone regularizations provide the result sought. As the logit formula remains valid, the rest of the argument goes through with no alterations, and the conclusion of Theorem 12 follows for the general model.
Proposition 13 (On Strictly Monotone Regularizations of Monotone Variational Inequality Problems). Consider the variational problem
* , where X ⊂ n is nonempty, convex, and compact, and f X → n is monotone on X. Let X * denote the (convex and compact) set of solutions to this problem. Suppose that r X → n is strictly monotone on X, and consider the trajectory x , where x is the unique solution to the regularized problem − f + r x ∈ N X x . Then, as → 0, the sequence x converges to a limit, x * r , which is the unique point in X * satisfying −r x * r ∈ N X * x * r . Proof. Letx be an arbitrary limit point of the sequence x ; at least one such point exists by the boundedness of X. By the continuity of f and r, it follows thatx ∈ X * . Let x * ∈ X * be arbitrary. This solution can equivalently be characterized as follows:
while the solution x to the regularized problem, for >0, is equivalently characterized as follows:
Summing these two inequalities, with x = x and x = x * , respectively, we obtain that
where the last inequality follows by the monotonicity of f . By the continuity of r, in the limit of the subsequence of x converging tox, this yields that
and because x * ∈ X * was arbitrary, we thus have that
Because r is strictly monotone andx ∈ X * ,x is the unique solution to this problem, which implies that the sequence x converges. This completes the proof.
More general demand functions can of course be considered in the above development for the SUE model, with little changes in the analysis.
We return now to the heuristic "gradient" calculation made in the OD matrix adjustment method of Drissi-Kaïtouni and Lundgren (1992) in §2.2. The formula (9) for the p q th element of the gradient, that is, the p q th coordinate-wise directional derivative, can be compared to the problem (28). In the OD estimation model, there is no parameter in the travel costs. Therefore, the two objective functions coincide in this case. Further, the problem (9) includes (in principle) only the set of routes that are active at v * (the set ), while the problem (28) omits routes that are forced to be zero at v * . Under the assumption that every route that is active at some route flow solution in H * *
(that is, all routes r ∈ for which h + r > 0 holds) is stored in the set , the difference between their optimal solutions disappears precisely when Theorem 12 applies, that is, when the fixed demand traffic equilibrium link flow is differentiable; under this particular circumstance, the heuristic calculation in Drissi-Kaïtouni and Lundgren (1992) is exact.
An Illustrative Example
The following numerical example is on the fixed demand model, where the perturbation vector is present in the demand vector. It illustrates a case in which the equilibrium link-flow solution is not differentiable.
Consider the network in Figure 1 . For this network, we have the data in Table 1 . (17) is
The following routes are identified: respectively. We see that in each OD pair, there is one route of least cost, but which is forced to have a zero flow (the second route in each pair). The link flow is clearly directionally differentiable in any direction , as the Jacobian matrix t v * is positive definite on . Assume now that 1 2 = 1 1 . In the sensitivity problem, we have the following data: the link cost mapping is
The sensitivity problem is to
The unique solution to this problem is the directional derivative
and a consistent, feasible route flow change is
As stated already, the differentiability of the linkflow solution is equivalent to the statement that every route r ∈ for which h * r = 0 holds on the set H * * also satisfies h r = 0 in every solution to the sensitivity problem. Here, however, h 12 = 0 0488 > 0; hence, the present case is one where differentiability does not hold. (Had we applied sensitivity analysis for SUE in this context, we would have forced h 12 = 0 to hold, and obtained an erroneous result.) We also remark that the calculus formula in Tobin and Friesz (1988) does produce a result for this instance, but its conclusion is incorrect as it cannot be given the interpretation of a gradient. The question whether it is a subgradient is a matter that merits further studies; one means to calculate a subgradient is given next.
Subgradients of Traffic Equilibria
If we would like to consider finding an optimal value of the parameter by solving the bilevel programming model mentioned in §2.2, then in the absence of a gradient, devising a descent algorithm is, potentially, quite a lot more complicated. In nonsmooth analysis and optimization (see, e.g., Wets 1998 and Hiriart-Urruty and Lemaréchal 1993, respectively) , subgradients (or, generalized gradients) have been shown to be very useful because they can be used in place of a gradient in specially constructed algorithms, for example in bundle methods. A subgradient of S at * is defined as follows: It is any member of the generalized Jacobian, S * , of S at * , with
where S is the set on which S is differentiable. Hence, the set of subgradients is the convex hull of the set of all limits of gradients of S at points converging to * . (This set is always nonempty, as soon as S is locally Lipschitz at * , cf. Clarke 1983.) For many nonsmooth problems, generating a descent direction is much more complicated than to generate just one subgradient, as an arbitrary subgradient is not guaranteed to provide a descent direction. Bundle algorithms work by generating a collection of subgradients at nearby points and generating a search direction from their convex hull. We refer to the book by Outrata et al. (1998) for a general discussion of such algorithms in the context of bilevel programming.
In this section, we will focus on the basic question of when and how a subgradient can be calculated, and how its calculation is related to the directional derivative and gradient calculus. Throughout this section, we work with the perturbed elastic demand model (5) in link-route space, assuming that the condition of Theorem 5, statement (a) or (b), holds, so that v * is directionally differentiable. In the case of a real-valued function S (rather than the vector-valued function S that we are considering in this paper), the generalized Jacobian (or subdifferential) is characterized by, and generated by, the set of directional derivatives of S; cf. Rockafellar and Wets (1998, Chapter 8) . In our case, however, subgradients are more complicated to calculate in general, and additional assumptions will have to be made in order for the directional derivatives to generate the generalized Jacobian. We will briefly sketch one possibility to generate a subgradient of S, being aware that there may also be others. (If S is differentiable at * , then our subgradient formula will reduce to that of the gradient, as any such formula should.)
We now turn to the question of when and how a subgradient can be calculated in the absence of a gradient. Let * be given, and likewise h * * v * , where h * is arbitrary in H * * . At * and this equilibrium solution, two regularity conditions are next introduced under which a calculus formula to be given later will provide one subgradient. The first, and weakest, condition states that there is a subset of the routes with zero flow at equilibrium, the flows in which will remain at zero after some infinitesimal perturbation in , and such that the resulting flow is strictly complementary.
We introduce the index sets
of, respectively, the nonequilibrium routes, the routes with positive flow, and the equilibrium routes with zero flow, at h * . Recall that strict complementarity amounts to the condition that * h * * = , in which case differentiability follows (see the discussion following Theorem 10). The below condition is derived from Outrata and Zowe (1995) .
Definition 14 (Regularity Properties of the Equilibrium Solution, I). There exists a set 0 * h * * ⊂ * h * * ∪ * h * *
for which the following holds: There exists a vector ∈ d such that for all sufficiently small >0, there is an equilibrium flow h * * + ¯ with 0 * h * * = * + ¯ h * * + ¯ * * + ¯ (30) and * + ¯ h * * + ¯ * * + ¯ =
In other words, there exists a perturbation¯ and a subset of the routes with zero flow at equilibrium at * with the properties that after perturbation, (i) their flow remains at zero, (ii) they become nonequilibrium routes, and (iii) the equilibrium flow becomes strictly complementary.
This condition does not rely on performing any sensitivity analysis. However, there is no method inherent in it to find the vector¯ ∈ d , or a means to investigate its "approximate" fulfillment for use in practice. Moreover, as can be seen in the proof of Theorem 17 below, it may not extend very far in terms of applicability to more general traffic equilibrium models, in particular to those including additional flow constraints like capacities, as it relies on a linear independence assumption on the active inequality constraints. (Linear independence is fulfilled for the elastic demand model (5).) The second condition that we introduce is stronger but is also more practical.
We introduce the vector , and let h v be the result of solving the sensitivity problem (16), where h is arbitrary in the solution. We further let
where the vector c * h * h is defined by
, that is, the route cost changes in the solution of (16). We recall that the characterization of differentiability of v at * given in Theorem 10 amounts to the condition that 2 h = for all h solving (16), clearly a less strong assumption than strict complementarity, as we have already concluded.
The condition stated below says that the solution to some sensitivity problem should behave nicely, in the sense that there exists a strictly complementary solution to it; this condition is derived from Outrata (1997, Theorem 2.3) .
Definition 15 (Regularity Properties of the Equilibrium Solution, II). There exists a vector,¯ ∈ d , for which some solutionh to the sensitivity problem (16) Proof. With Definition 15 in force, it follows that for the same¯ , for every sufficiently small value of >0, (31) is satisfied. Let 0 * h * * be given by (32); this is the set of routes that were either more expensive at * or becomes expensive at * + ¯ for small enough >0. With this choice, we satisfy (29) and (30). The result follows.
In the case of strict complementarity at h * , both of the above definitions are in force, as in that case, * h * * = . It may be, however, that neither of the two conditions hold when we satisfy the mildest possible condition for differentiability, as given in Theorem 10.
The condition in Definition 15 is based on the use of sensitivity analysis to find a proper value of¯ . There are two advantages of this condition over the one given in Definition 14. First, as can be seen in the proof of Theorem 17, its validity does not rely on a linear independence assumption, which is important for the application of sensitivity analysis to some extensions of the original model (see the conclusion section); second, and most important, it is possible to use it in practice, as the set 0 * h * * can naturally be approximated. Before turning to an example of how this can be done, we provide the calculus formula for a subgradient. The formula has the same appearance in both cases, except for a difference in the definition of the subset of the routes in * h * * which are forced to remain at zero. Let * h * * be a route index set, which is equal to either 0 * h * * or * h * * ∪ 1 h , depending on whether we work under Definition 14 or 15.
For a given ∈ d , consider the problem
where the mapping r is the same as in the sensitivity problem (16). We note that the variational inequality problem (33) is equivalent to a linear system uniquely solvable in v , which is also quite similar to the directional derivative problem (16), and hence then also to the definition of the gradient, when it exists; the difference is that the nonnegativity restrictions on some routes are removed and replaced by the restriction that h r be zero for r ∈ * h * * . Interestingly, both the linear system (33) and the sensitivity problem (16) are really network flow problems, which should make it possible to devise, for example, a bundle algorithm that is feasible also for large-scale problems.
Before establishing that the formula (33) provides the result sought, we discuss its possible application in practice, based on Definition 15 and the link-route formulation. Clearly, it is the set * h * * that requires our attention. Assume that the model (5) has been solved by the use of the DSD algorithm (Larsson and Patriksson 1992) , that is, an algorithm that explicitly keeps the set * h * * and possibly also a subset of * h * * . If this subset of is rich enough, then the solution to the problem (33) is possible to find with the route data available. In particular, if * h * * ⊂ , then once we have identified the vector¯ , the subset 1 h is identified and can be removed from . We note that differentiability follows precisely when 1 h = * h * * , whence the whole set of unused routes can be stricken. This suggests the following heuristic: when solving the problem (33), keep only the route set in * h * * This heuristic is exact whenever the equilibrium link flow is differentiable and is equivalent to the assumption that 2 h is empty. Outrata (1997) concludes from computational experience with a bundle algorithm for bilevel programming that he had no difficulties when using this heuristic. The conclusion was however drawn from solving small-scale problems.
We are now ready to establish that the formula (33) provides a subgradient, under the conditions of either Definition 14 or 15. The proof is mainly an exercise in identification and will not be given in full detail, to save space. 
Proof (Definition 14)
. To put our model into the form of the problem in Outrata and Zowe (1995, p. 116) , we note that it is a special case of the problem (7) in which C = y ∈ n ∃z ∈ m with Ay +Bz ≤ b
An identification of our set C in (5) is made from
Their condition LI is fulfilled by our model because the only inequality constraints are the conditions that h ≥ 0 , so any active such constraints are linearly independent. As is also remarked (Outrata and Zowe 1995, p. 116) , the conditions (A1)-(A3) imposed in their Proposition 3.4 are there to ensure the local Lipschitz continuity of the mapping S, which we instead ensure by our assumptions of Theorem 5. The rest of their Proposition 3.4 of is a restatement of our result in (a), where we identify the set Q with our , their M with ∪ , and where we may remove the projection argument of that theorem, as we have earlier concluded that the choice of route flow solution is immaterial to the sensitivity analysis.
(Definition 15.) The problem studied by Outrata (1997) is the special case of the problem (7) in which
We put our problem (5) into this framework by identifying
Outrata's (1997, Theorem 2.3) theorem is established under the assumption that two conditions ((A1) and (A2) in that paper) are fulfilled. These conditions are stronger than our conditions of Theorem 5, statement (a) or (b), but they are used in Outrata (1997) only to establish the local Lipschitz continuity and directional differentiability of S, and we have already established that our conditions of Theorem 5 then are sufficient. The rest of the statement of the theorem is identical to that of Outrata (1997, Theorem 2. 3), with the identifications made above, whence the result follows.
The formula (33) reduces to the one for the gradient, cf. for example, (28), whenever * h * * = r ∈ h + r = 0 . With * h * * given by 0 * h * * , this equality is satisfied for every choice of vector ∈ d precisely when the equilibrium link-flow solution is differentiable. Hence, (33) is the formula to use because it automatically provides a gradient if it exists, and a subgradient if it does not.
It is unknown whether a subgradient can be generated from an explicit calculus formula under milder assumptions than those stated in the above definitions. Subgradient formulas for more general feasible sets are found, for example, in Outrata and Zowe (1995) and Outrata et al. (1998) .
With reference to the numerical example in §5, we remark that the route flow change h given there is not the only one; an alternative that also aggregates to v is 
The reader is asked to compare these solutions, which yield the partial subgradients T , respectively, which sum up to the convex combined perturbation above.
We finally note that in the link-node representation, the conditions in Definitions 14 and 15 have their counterparts in conditions on the degenerate links in a commodity that lie on a shortest route and yet have no flow. The corresponding subgradient formula has the same appearance as the directional derivative formula in (23), except that for a given subset of the degenerate links, flow is forced to remain at zero. Whether it is an advantage to work with this formula rather than (33) depends largely on the size of the problem under study.
Conclusions, Extensions, and Further Research
This paper offers characterizations of when directional derivatives and gradients of the link flow and OD travel costs exist, in the context of the elastic (and also fixed) demand traffic equilibrium model. In the case of directional derivatives of link flows, the results established here are the strongest possible, and they improve upon the results previously stated. In the case of gradients, the paper provides the first generally valid results, which at the same time also are the strongest possible. Moreover, we have remarked that the most popular gradient formula may not produce the gradient value when used in at least two circumstances because it does not provide the gradient value when the network topology makes the formula break down (as was observed by Bell and Iida 1997, §5.4) , and when the first part of the differentiability Theorem 4 applies but not the second; according to the numerical example, it can also supply a value when the gradient does not exist, and it can also possibly fail to yield a subgradient. Apart from these technical results, we remark that the statements of the calculus formulas show that a sensitivity analysis can be performed by solving one (in the case of a directional derivative) or d (in the case of a gradient or a subgradient) network flow problem(s), similar to the original network model; the main difference is in the definition of the network itself, which imposes further restrictions on the sign of the commodity flow variables. The structure of the problems being so similar, we anticipate that in the case of the link-route formulation, for example, efficient projection-type column generation algorithms based on route flows, such as DSD (Larsson and Patriksson 1992) , could be adjusted to not only solve the original model but also provide the sensitivity analysis sought. Whether it is possible to incorporate an efficient sensitivity analysis package within transportation planning software is an interesting subject for further study.
The advantage of using the general framework of variational analysis in deriving sensitivity analysis results, rather than performing specialized matrixbased studies of the network equilibrium model, should be apparent from the our analysis, but it becomes even more pronounced when we wish to extend the analysis to more general traffic models. While a specialized analysis could easily break down, the general technique used here would incorporate model extensions quite readily. To illustrate this fact, let us consider an extension to the model (17) in which we further impose upper bounds on the link flows. In other words, to the constraints defining the set F * we further add capacity constraints of the form
where u l ∈ 0 , l ∈ . (Applications and properties of the capacitated model are found in Hearn 1980 and Larsson and Patriksson 1995 , 1999 
So, incorporating such an extension has only the effect of adding constraints to the sensitivity problem. Needless to say, it will be more difficult to solve a sensitivity model in which both individual disaggregated (that is, commodity) flow h w k and aggregated linkflow v changes are sign constrained, because the Cartesian product structure no longer is present, but that is to be anticipated because the capacitated model itself lacks this favourable product structure. What this example brings to light, however, is that the change in the analysis is much smaller than one perhaps might think. It is known that the multipliers for the capacity constraints are not unique in general (cf. Larsson and Patriksson 1999) , but whether binding constraints are linearly independent or not has already been deemed immaterial earlier in this paper, with the strong sensitivity analysis theory that we are using. Apart from the relatively small and easily derived change in the sensitivity problem itself, what is left to check is the conditions for the existence of directional derivatives and gradients. According to Theorem 5, uniqueness of the solution to the sensitivity problem is enough for directional derivatives to exist, and as the current model is more constrained, so is the critical cone, whence the conditions for the original model are sufficient also for this model. The existence of a gradient is slightly more complicated, but not much: The corresponding change in the set K ∩ −K is a further condition of the form "v l = 0 if v * l = u l ," meaning that differentiability, according to the results of Theorem 10, follows if, in addition to the conditions stated in (b) in that theorem, a link l ∈ that was used to full capacity in the original model will remain at capacity after all possible, infinitesimally small, perturbations. In the case of subgradients, we resort to the use of the condition in Definition 15, because linear independence among the active inequality constraints may fail to hold.
If the capacity u is a smooth function ofwhich could model traffic signal control optimization, for example-the extension of the sensitivity analysis becomes no more complicated. Like the case of demand fulfillment, in which the right-hand side depends on , we incorporate the constraint v ≤ u within the function f , as follows. We introduce a multiplier vector ∈ + , and then obtain a model of the form (7), with
The added model component describes the complementarity condition 0 ≤ ⊥ u −v ≥ 0 which, in the case of a delay-based model, states that there is no queue where the equilibrium flow is not at capacity (cf. Larsson and Patriksson 1999) . Directional differentiability follows as above, although the formulas will have an added cost term from the derivative of u; the (sufficient) positive definiteness conditions for directional differentiability in the above two models will differ slightly, as was the case for unperturbed/perturbed demand as analyzed in Corollary 8. The question of the differentiability of the equilibrium link flow becomes more complex because of the explicit presence of the Lagrange multipliers; this is because the differentiability Theorem 4 is in fact not independent of the representation of the feasible set. However, subgradient formulas based on Definition 15 should be readily constructed, at least heuristically. Another, and in fact much simpler, extension is to combine traffic models, where the demand side is disaggregated further into different classes of traffic, perhaps with additional side constraints on the total demand between traffic zones. This is a case of the addition of linear equalities to the original elastic demand model, and the analysis of this type of model is straightforward.
To which traffic models the framework used in this paper may be applied in sensitivity analyses in the future is still open, but at least the above examples show that it is relatively straightforward to apply sensitivity analysis to the most basic models and even go beyond them.
On the issue of existence of directional derivatives, the analysis in Remark 9 shows that even in the case of the simplest and most classic traffic assignment model, directional derivatives of the link flows may not exist for the entire network. Although this may seem to limit the use of the analysis, the example does show that the sensitivity analysis is valid for any link with positive flow. However, recent research (which must be reported in detail elsewhere) shows that even in this case, directional derivatives at least exist in terms of all the travel costs entities, t, c, and (and in the case of therefore improves upon the result stated in Corollary 7); in an application to MPEC where the travel cost is the entity which we wish to influence rather than the flow itself, an analysis shows that the properties of the classic TAP model are sufficient.
Finally, we mention that the subject of utilizing subgradients in algorithms for bilevel programming models in this area is an interesting subject for future research. It has been shown (see, e.g., Michalevish et al. 1987, Dempe and Vogel 1997 ) that a constraint qualification (CQ), similar to the two regularity conditions that we have introduced, will be satisfied at any point almost surely, so that a subgradient for use in bundle methods can be calculated by means of a linear system. Further, even if the direction found fails to be a subgradient at certain points because a CQ is not satisfied there, we can always reach a point that is stationary for the MPEC, although "stationarity" will be understood in a weaker sense if we fail too frequently.
