This paper addresses itself to an algorithm for a convex minimization problem with an additional convex multiplicative constraint. A convex multiplicative constraint is such that a product of two convex functions is less than or equal to some constant. It is shown that this non convex problem can be solved by solving a sequence of convex programming problems. The basic idea of this algorithm is to embed the original problem into a problem in a higher dimensional space and to apply a parametric programming technique. A branch-and-bound algorithm is proposed for obtaining an {-optimal solution in finitely many iterations. Computational results indicate that this algorithm is efficient for linear programs with an additional linear multiplicative constraint.
Introduction
The purpose of this paper is to propose an efficient method for solving a special class of nonconvex minimization problem: mInImIZe lo(X) (1.1) subject to x EX,
JI{x)· 12{X) ::; b,
where li : Rn -RI, i = 0, 1, 2 are convex functions, b is a positive constant and X is a compact convex set of Rn. We assume that both 11 and h are positive valued on X.
In their recent article, Thach and Burkard [21] studied a special case of (1.1) in which both 11 and h are linear. They converted the problem into a two-dimensional concave minimization problem and proposed an outer approximation method. There are several other researches on convex minimization problems with an additional nonconvex constraint [7, 8, 19, 22] . In this paper, we propose a branch-and-bound algorithm for obtaining an i-optimal solution of (1.1). Contrary to the method of Thach and Burkard, we reduce (1.1) to an (n + 1 )-dimensional master problem, which can be solved by solving a sequence of convex (rather than concave) minimization problems. This algorithm is closely related to the successive underestimation method developed in [15] for convex multiplicative programming problems:
The product of two convex functions appears in many applications such as microeconomics [6] , VLSI chip design [16] , bond portfolio optimization [11] and so forth (see [17] ). This type of nonconvex problems is also dealt with in [1, 2, 12, 13, 14, 20] . Readers are referred to the recent books [10, 18] for the state-of-the-art of nonconvex optimization as well.
In Section 2 we embed the original problem (1.1) into its master problem by introducing an additional variable. This reformulation enables us to apply a parametric programming approach. Section 3 is devoted to the construction of an algorithm for obtaining an f-optirnal solution of (1.1). We define an auxiliary problem, which gives a lower bound of the optimal value of the master problem. By exploiting this property, we apply a branch-and-bound algorithm to the master problem. Results of computational experiments of this algorithm are presented in Section 4.
Problem with a Convex Multiplicative Constraint
Let us consider a convex minimization problem with an additional convex multiplicative constraint:
where li : Rn --> RI, i = 0,1,2 are convex functions and X is a nonempty compact convex set of Rn. Denote
The product of two convex functions need not be convex [12, 15] ' whence multiple local minima may exist in the feasible region X n Y. The values of both It and h are assumed to be positive on X, i.e.,
By removing the multiplicative constraint It (x) . h(x) ~ 1 from P, we obtain a usual convex minimization problem:
This problem P has an optimal solution x, Sll1ce X is compact. If x E Y, then x is obviously optimal for the original problem P. Therefore we assume without loss of generality that
Master problem
Let us introduce an additional variable e and define the master problem of P: 
Proo/: 
in which e has some fixed positive value. Since MP(e) is a convex minimization problem for all e > 0, we can obtain its optimal solution x*(e) by any standard method if X n Z(l/e, e) is nonempty. Let us define
Then to solve the original problem P we need to locate a global minimum point C of h(e) over e > O. The solution x*(C) is guaranteed to be globally optimal for P.
E-optimal solution
Let us consider the following relaxation of P:
where E is a positive tolerance. Denote
We say that x is an E-fea,sible solution of P if x E X n Y(E). Let us denote by X(E) an optimal solution of P( E) if it exists, and define (2.8)
is monotonically nonincreasing.
(ii) lim g(E) = g(O).
<-0+
293 (iii) Let X(E) be a point of S(E) and let x* be a cluster point of {X(E) lE> O}. Then X* is a globa.lly optimal solution of P.
Proof: (i) It follows from that Y{Ed C Y(E2) if El :::; E2.
(ii) Since the point-to-set mapping X n Y( E) is uniformly compact and upper semicontinuous, g( E) is a lower semicontinuous function (see [5, 9] ), i.e., lim inf<-+<" g( E) 2: g(E) for any E. However, clearly g(E) :::; g(O) for any E 2: o. Thus limsupg(f) :::; g(O) :::; liminfg(E).
<-+0+
<-+0+
(iii) It is obvious that X* is a feasible solution of P because 11·12 is continuous and X is closed. In addition, by choosing a subsequence {X(E')} of {X(E) lE> O}, we see from (ii) that fo(x*) = lim 10(X(E')) = lim g(E') = g{O).
In the sense stated in Lemma 2.3, Z(E) is an approximate solution of P. We refer to x
as an E-optimal solution of P if x E X n Y{E) and lo{x) :::; g(O). 
(ii) h(~)=+oo, (
ii) H(e"et):S h(eL \le E [e.,et].

Proof: (i) It is obvious because Z(l/e., ed c Y(E).
(ii) It follows from e. Then we have By definition, x(~q_[, ~q) is an f-optimal solution of P. Thus we can obtain an f-optimal solution of P by solving a finite number of convex minimization problems Q(~k-l' ~k)'S.
Branch-and-bound algorithm
We are now ready to construct a branch-and-bound algorithm for obtaining an f-optimal solution of P. First we define a procedure A(E,W,Z,Q(~.,~t)) which solves an auxiliary problem Q(~., ~d and shows whether the problem is fathomed or should be branched.
Here wand z represent the incumbent and its objective function value, respectively, and Q is the set of auxiliary problems which are not fathomed. To make the set Z(~ •. ~t) quickly included in Y( f), we take y'~.~t as the new point dividing the interval [~., ~tl into two subintervals (see Figure 3. 2). Note that every problem generated in Algorithm B is a linear program. In Stage 1, we determined the value of emin and emax by using the revised simplex method. In Stage 2, we applied the dual simplex method to every problem by taking the solution of the previous one as its dual feasible point. We employed the depth first rule in choosing a problem Q(e., et) from Q. In addition, among two problems Q(e., e) and Q(e, ed generated by Procedure A(E, w, z, Q(e.,et)) we took out the one with the smaller value of H from Q before the other.
The program was coded in C language and run on a SUN4/280S computer. The size of problems ranges from (rn, n) = (30,50) to (220,200). Ten examples were solved for each size. and E = 10-5 , respectively. They contain the average number of problems generated in the process of computation as well as the average CPU time. Both its minimum (Min.) and maximum (Max.) numbers are also listed. Table 4 .4 shows the results of Stage 2 when the size of problems was fixed at (rn, n) = (70,100) and the tolerance E ranges from 10-3 to 10-
.
We see from these results that our algorithm can generate an E-optimal solution of PL in less than twice more computational time as needed for solving the associated linear programs (4.1). The number of problems generated is more dependent on E t.han t.he size of problems. However, the computational time is mildly dependent on the value of E.
It appears that our algorithm is fairly efficient for the randomly generated class of problems PL. Also, our algorithm can be applied to a more general class of problems than the method proposed in [2] ], namely, problems P with nonlinear convex functions f1 and h. Computational experiments for a more general class of problems are now under way, whose results will be reported subsequently.
