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ABSTRACT
This study seeks to expand the field of photonic crystal enhanced mi-
croscopy by extending simple proof-of-concept experiments to advanced bi-
ological applications. There are four distinct projects that are related to a
central theme: sophisticated microscope instrumentation for photonic crystal
biosensing. Also included in this study is a comprehensive list of software that
I have written in order to control and optimize various instruments and data
processing, including the band diagram transmission set-up, enhanced fluo-
rescence label-free microscope and objective coupled label-free microscope.
In the initial project, I demonstrate the first hybrid total internal reflec-
tion and photonic crystal microscope. This imaging system benefits from
the low background signal of total internal reflection in addition to the en-
hanced fluorescence effect of photonic crystals at resonance. The noise of this
system is shown to be dominated by the TiO2 layer autofluorescence which
increases exponentially with increasing illumination intensity because of the
enhanced electric field in the TiO2 layer. The response of the fluorophores
with increasing laser power is measured, and a linear fluorescence response
within 30%-90% of the maximum laser output power is observed, implying
that the emission signal of the fluorophores could be intensified further by the
photonic crystal enhanced fluorescence phenomena. Data acquired outside
of this range did not create a statistically significant set of measurements as
shown in the histograms, standard deviations and number of acquired traces.
The second project is an angle-scanning technique that I developed that
can be used with photonic crystal sensors in order to create 3D tomographic
fluorescence and label-free images. Using photonic crystal enhanced fluo-
rescence, this method measures the distance a fluorophore resides from the
surface. For photonic crystal-based label-free biosensing, it constructs 3D re-
fractive index maps. Simulations using rigorous coupled waveguide analysis
reinforce the validity of the concept, and they are used as a visual aid when
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describing the decay of the evanescent field profile with angle. A microarray
of fluorescent spots is used to demonstrate how to acquire and process the
data for the technique. The procedure is applied to the processed spot array,
which shows an unexpected nonlinear trend. The small molecule binding
assumption that is used in one of the steps is validated with numerical sim-
ulations as well.
The next project is the process I have developed to maximize the label-free
sensitivity of transparent photonic crystal devices. The spectroscopic instru-
ment that I built to acquire full band diagrams automatically is described,
and included in this section is the software that handles the data acquisi-
tion and post-processing analysis. The band diagrams and corresponding
wavelengths of minimum transmission for an ERv1 device in air, water and
isopropyl alcohol are recorded and the label-free sensitivity, also known as
the change in resonance wavelength per bulk refractive index unit, is plot-
ted against angle. This analysis demonstrates that the highest sensitivities
for both transverse electric and transverse magnetic polarizations occur at
normal incidence. This trend is reinforced further with computational soft-
ware simulations. The band diagram work expands to the angle of minimum
transmission curves, which typically are employed when using high-resolution
microscopes. The study indicates that the optimal placement of the source
center wavelength is slightly red-shifted from the point of inflection of the
band diagram and that a narrow band source yields slightly higher angle
sensitivity. These results are used to direct the design of photonic crystal
enhanced instruments.
In the final phase of this study, I record the improvements that I have
made to the current photonic crystal enhanced microscope, which is also
known as the enhanced fluorescence and label-free microscope. These include
the modifications of the optical design, software interface, data acquisition
and post-acquisition data processing routines. Also, I characterize and ad-
dress the current limitations of the system, such as spatial resolution, limit
of detection, source of noise and image defects. Label-free images that are
acquired with the current angle-scanning tool are shown. The protocol for
the enhanced fluorescence and label-free microscope contributed to the de-
sign of the new objective coupled label-free microscope, which I have built
specifically for the application of high-resolution label-free cell imaging.
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I would like to dedicate this thesis to the future generation of students in the
Nano Sensors Group. It is my hope that the new students will be able to use
the information provided here as a guide for their own dissertation work. I
have attempted to relay as much of my knowledge of photonic crystal
biosensors as possible, so I hope that others will be able to start where I
have left off. A number of potential projects and current issues have been
outlined in this work, as well as the history of experimental data leading up
to the current conclusions.
∗ ∗ ∗
I would like to leave new students with one word of advice: persevere. The
completion your graduate studies is a marathon, not a sprint.
∗ ∗ ∗
Always trust your instincts. Your dissertation work is your own, so satisfy
your scientific curiosity and remember the words of Sir Thomas More (A
Man for All Seasons) - “When we die, and you are sent to heaven for doing
your conscience, and I am sent to hell for not doing mine, will you come
with me, for fellowship?”
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CHAPTER 1
INTRODUCTION
Advanced detection platforms have a plethora of applications in the scien-
tific research community. New technologies are continuously being developed
in order to better elucidate the mysteries surrounding cell structure and func-
tion. Many of these discoveries have found additional utility in the medical
diagnostics scene [1–3], pharmaceutical industry [4–6] and clinical research
society [7–9]. In recent years, there has been an increased study of cells in
a more natural environment that closely mimics in vivo culture conditions.
A lot of effort has been put into developing 3D culture matrices [10], proper
cell-cell communication linkages [11], substrate stiffness [12, 13] and defor-
mation properties [14], and long-duration time-lapse assays [15] that can be
performed without the use of cell fixation and exogenous fluorophores. Not
surprisingly, the enrichment of the field with new culturing environments has
pressured the biomolecular imaging field to evolve concomitantly.
Over the past few decades, fluorescence microscopy has opened the doors
of scientific inquiry, especially as pertaining to cell biology. Although natu-
rally occurring fluorescence markers and antibody-specific fluorescence tags
have been accepted as an industry standard, emphasis has not been placed
on elucidating the mysteries of cell-surface interactions. Many fluorescence
techniques are cytotoxic [16–19] or require fixing cells [20,21], which disrupts
cell-surface dynamics and the natural interaction of cells with their surround-
ings. In order to better study cell-surface biology, new instruments need to
be developed to address these concerns.
In vitro cell studies often rely on optical detection schemes. Previously,
confocal laser microscopy [22–25] has dominated intracellular imaging, while
phase contrast [26–30] and differential interference contrast (DIC) [31–33]
have become widely used in order to study the morphological changes in
cells. Other experimental techniques, including wide-field surface plasmon
resonance imaging [34–36], spectral imaging in the near IR [9,37,38] and UV
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[39–41], structured illumination microscopy [42–45], deep-tissue multipho-
ton microscopy [22,24,25], total internal reflection microscopy [46–48], trac-
tion force microscopy [14, 49, 50] and photonic crystal enhanced microscopy
[51–53], have found their niche in the field as well. These approaches can be
divided into two main categories: label-dependent and label-free. Label-free
biosensing has gained popularity in recent years because it provides a more
native platform in which the cell can be studied. Long-duration time-lapse
imaging can be performed, without the need to fix and stain the cells. The
same group of cells can be studied over the course of time as well, enabling
researchers to follow the growth of a single cell into a colony. Forgoing the
problems of photobleaching [47, 54] and single molecule blinking [55, 56] is
also noteworthy, as samples can be carefully searched, aligned and focused
without haste. Without the need to use potentially toxic fluorophores, wor-
ries concerning how the label will affect natural cell function, including their
ability to cause the cell to become apoptotic, to change protein conformation
and to block binding sites through steric hindrance, are assuaged. The route
for the future certainly appears to be biased towards these label-free systems
due to the beneficial features that overcome many of the current limitations
in the bioimaging field.
The experiments outlined in this thesis provide a roadmap for advancing
the newly evolving field of photonic crystal enhanced microscopy, which is a
surface-localized label-free sensing technique. The sensor itself is a photonic
crystal (PC) resonator, or grating coupled optical waveguide structure, that
is comprised of a high refractive index layer and low refractive index sub-
strate [57–59]. The sensing mechanism of the PC device enables the inves-
tigation of surface phenomena through the interaction of the surface-bound
evanescent field with the spatially varying refractive index distribution of the
superstrate [60]. Since the refractive index is an inherent material property,
no additional labels need to be added to the target analyte for detection. Ad-
ditionally, by tailoring the resonance of the structure, an enhanced electric
field profile can be realized that shows increased sensitivity to changes in the
refractive index of the superstrate. The biosensor devices are a natural plat-
form on which to build novel cell-based instruments as they can be fabricated
in common labware dimensions, such as glass slides, culture dishes and mi-
crotiter plates [4,61–63]. Photonic crystal biosensors are excellent candidates
for cellular assays as well, due to their adjustable Q-factor [64–66], high sen-
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sitivity [67, 68], biocompatibility [52, 53, 61], ease of fabrication [57, 63], and
label-free imaging modalities [5, 51, 53,63].
The refractive index change manifests itself in the device resonance by
changing the dependence of the resonance coupling condition on wavelength
and angle [60, 69]. This change is mirrored by a corresponding alteration
in transmission efficiency for a particular wavelength and angle of illumina-
tion. Since the evanescent field decays exponentially away from the surface,
only the first few hundred nanometers contribute to the change in sensor
response [69, 70]. This helps to add specificity to the detection method,
discarding the signal contributions from the background, and it lends itself
well to monitoring protein interactions at the cell-surface interface. It is im-
portant to remember that the sensing technique itself is not specific, unlike
fluorescently labeled antibodies, as the optical transducer will show a change
in response regardless of the nature of the particles at the surface.
Label-free imaging can be performed with these sensors by using a custom-
built imaging microscope known as the enhanced fluorescence and label-free
(EFLF) microscope [51]. This imaging technique is very powerful because it
allows the user to visualize spatial maps of the PC resonance [66]. This spe-
cial tool relies on an angle-tunable illumination source, an automated angle
scanning routine and a special data processing algorithm in order to compile
the scanned angle data into a single image that represents the quantitative
shifts in the angle of resonance. Each pixel value in the processed image
signifies the local angle of resonance, or angle of minimum transmission effi-
ciency, where the relative change in resonance angle is representative of the
effective refractive index change. A larger change in the effective refractive
index means a greater shift in the angle of minimum transmission.
The optical sensing method is especially appealing because no physical
interaction occurs between the detection instrument and the device. Opti-
cal imaging is noninvasive, so it minimizes the effect of the sensing method
on cell behavior and it is not damaging to the cells or molecules. The lack
of physical contact also allows for the devices to be fabricated with a va-
riety of standard labware dimensions, including glass slides and microtiter
plates, and to be used with commercial microscope systems, including confo-
cal laser scanners (Tecan) and total internal reflection microscopes (Olympus
and Zeiss) [71–73].
The photonic crystal devices are mass-produced on continuous plastic rolls
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through a nanoreplica molding technique. This manufacturing process makes
the devices extremely low cost and disposable, which helps to eliminate cross-
contamination that may occur after cleaning reusing devices. The plastic
sensors can be incorporated into a variety of geometries in order to fit user
needs, as indicated previously. A good platform for cellular imaging requires
the aforementioned properties in order for cost-effective and high throughput
assays to be developed [52,63].
The primary focus of this work is to expand the capabilities of photonic
crystal enhanced microscopes. Chapter 2 introduces the fundamental knowl-
edge that is required to understand this work, followed by an explanation of
the physical principles, as related through Maxwell’s equations, which gov-
ern the photonic crystal resonance properties. The chapter explains the PC
device fabrication procedures used throughout these experiments, as well as
the basic transmission spectroscopy tools that can be used to characterize
the actual devices. An overview of the software tools and image process-
ing scripts will be given as well. Chapter 3 provides an in-depth analysis of
the hybrid TIRF and PC system. The basic goal of this chapter is to opti-
mize the signal-to-noise ratio of the enhanced fluorescence signal in order to
lower the limit of detection to the single molecule level. Chapter 4 outlines
the technique required to create 3-dimensional refractive index maps and to
sense the distance of molecules from the sensor surface. The groundwork
for these experiments is provided as well as a roadmap for future endeavors.
Chapter 5 explains the conditions that maximize the signal response from
the PC biosensors. The physical principles and performance of photonic
crystal biosensors will be thoroughly characterized and their implementation
in novel imaging instruments examined. The justification for acquiring the
angle of minimum transmission images versus wavelength of minimum trans-
mission images is explained as well. The optimal sensitivity parameters for
any PC device can be determined from this. Chapter 6 provides a history
of improvements to the original imaging instrument, the EFLF microscope,
as well as the motivation for building the new objective coupled label-free
(OCLF) microscope that is specifically designed for performing cell-based
assays. Characterization of the instrument is thoroughly considered and the
outstanding limitations addressed. A few examples of PC label-free imaging
are provided, and they are used to illustrate the potential application of this
technique to cell-surface biology, with a particular emphasis on the study of
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cell-surface interactions. The appendix addresses some of the key features of
the OCLF microscope.
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CHAPTER 2
BACKGROUND
2.1 Physics of Electromagnetism and Grating Coupled
Waveguides
This section will explain the physics and mathematics required to under-
stand the behavior of the optical devices and light-matter interactions. I
will start by addressing classical electromagnetics as they pertain to optical
wave propagation. I will briefly touch upon the dual nature of light, and I
will introduce concepts such as the wave equation, Fourier decomposition,
refraction and total internal reflection. I will end the section by discussing
basic waveguide theory and how it relates to photonic crystal biosensors.
The propagation of electromagnetic fields surrounds our daily life. We
use cell phones that rely on radio communication waves, Internet that re-
quires high-speed optical fibers, and power lines that supply alternating cur-
rent (AC) power to our homes and workplaces. All of these fields, and many
more, require a basic understanding of electromagnetic radiation and wave
theory.
The well-known Maxwell’s equations govern wave theory and propagation.
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The boundary conditions can be found by applying Maxwell’s equations over
small surfaces and volumes and by applying Stokes’ or Gauss’ theorem. For
convenience, the boundary equations are listed below:
Through vector manipulation, we can derive the wave equation.
We see that the solution to the wave equation gives a time-harmonic field that
obeys the duality principle. We can express the basic solution (eigenvector)
of the wave equation in terms of its phasor.
The form of the phasor describes the propagation of a single plane wave
with wavenumber k and frequency ω. The propagating wave oscillates in
a time-harmonic sinusoidal fashion, exchanging energy between the electric
and magnetic field. Utilizing the phasor form of an electromagnetic wave,
we can derive a time-independent wave equation, known as the Helmholtz
equation.
It is important to note that by using the superposition principle and plane-
wave decomposition theory, any complex spatially and time-varying wave can
be expressed as the summation of eigenvector solutions weighted by their re-
spective eigenvalues that are determined by their Fourier coefficients.
The flow of power due to wave propagation can also be derived from
Maxwell’s equations, and it can be summarized by the Poynting theorem,
which describes the conservation of power. The theorem states that the
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power flow from a volume, also known as the divergence of power density S,
is equal to the decreasing rate of electric and magnetic field energy density
plus the power obtained from the source. It can mathematically be repre-
sented as follows:
Armed with this knowledge, we are able to tackle the problem of plane wave
reflection and refraction from a planar surface. I will summarize the results.
Snell’s law, also known as the phase matching condition, can be determined
by matching the boundary conditions where the tangential electric field is
continuous at the surface boundary.
By substituting Snell’s law into a generalized formula for reflection and trans-
mission from a surface, the reflection and transmission coefficients for wave
propagation at a boundary can be determined. The following is derived for
a wave traveling from media 1 to media 2 with the surface normal pointing
from 2 to 1.
The transverse electric (TE) case has the electric field transverse, or perpen-
dicular, to the plane of incidence, while the transverse magnetic (TM) case
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has the magnetic field perpendicular to the plane of incidence.
We notice that when k1>k2, total internal reflection can occur for angles
exceeding the critical angle, θc. This special scenario occurs when
and the reflection coefficient becomes
signifying 100% reflection of power, but the wave experiences a phase-shift as
denote above. Another special scenario, known as the Brewster angle, occurs
for TM waves. At the Brewster angle, 100% of the light is transmitted into
the second medium. While total internal reflection can only occur when
moving from a medium of high refractive index into low refractive index, the
Brewster angle can occur for TM polarized waves traveling in either direction.
The Brewster angle can be calculated by the following formula:
Next we will move onto the topic of waveguide theory. We solve the wave
equation with two symmetric slab boundaries first. For TE polarized light,
we find a solution of the form
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for even modes. We substitute these values into the wave equation to find
the dispersion equations
Solving Maxwell’s boundary equations and substituting the above informa-
tion leads to the following guidance conditions for TE even modes (the TE
odd modes are found by matching tangential electric and magnetic field for
a different piece-wise set of electric field eigenvectors). We note that the TM
modes can be found directly through the duality principle.
The above equations can be solved to find the propagating modes of a waveg-
uide for different wavelength and guide dimensions. The above physics imply
that a guide contains most of the propagating mode, but a small decaying
field exists outside of the guide within the evanescent field region (Figure
2.1). The evanescent field does not carry any power away from the guide
region, implying total internal reflection within the guide, as long as the field
is well confined and the cladding region quite large compared to the wave-
length of the propagating light. As seen from the above equations, when
the cladding region changes refractive index, as in the case when proteins
or other biomolecules bind to the waveguide surface, the propagating mode
inside of the guide will change.
I will now discuss the concept of grating coupled waveguides (Fig-
ure 2.2). The solutions to slab and coaxial waveguides were solved above.
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Figure 2.1: (a) Light coupling into an optical fiber and propagating under TIR
conditions. The zoom feature shows the k-space diagram at the optical fiber boundary
where the evanescent field exists. (b) The evanescent field strength for three different
angles of illumination that all exceed the critical angle, θc. The basic equation for
calculating the TIR condition is provided here for convenience as well.
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Through simple mathematical manipulation, we see that these waveguides
are only able to couple light into the guide and satisfy total internal reflection
within a small angular cone, known as the numerical aperture. The coupling
condition of the numerical aperture into the guide is a function of core and
cladding refractive index contrast (Figure 2.1).
Additionally, from Figure 2.1, we observe that light can only be coupled into
the guide from the face that is normal to the guide’s plane of incidence.
Grating coupled waveguides allow light to be coupled into the guide along
the cladding region, as shown in Figure 2.2. As long as the phase match-
ing condition (Figure 2.1) satisfies both the wave equation at the boundary
of the grating and the guidance condition, light can enter the guide under
total internal reflection conditions. For a sinusoidal grating, we first set the
tangential electric field equal to zero at the sinusoidal boundary.
Since h(z) is sinusoidal with Λ, we use the Fourier series expansion for the
x-component of the grating. We then rewrite the solution in the form with
kx and kz. Utilizing this knowledge, we are able to solve a similar coupling
condition for grating coupled waveguide photonic crystals.
We have essentially derived a large portion of the physics governing one-
dimensional photonic crystals directly from Maxwell’s equations. We relate
the derived solution to waveguide theory by implementing the concepts of
the wave equation, Fourier decomposition, grating couplers and total internal
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Figure 2.2: (a) Cross-sectional view of the process flow for creating photonic crystal
devices. This series of images represents the evolution of a slab waveguide into the
guided mode resonance structure. (b) Cartoon displaying the resonance coupling
conditions of two different light sources. Notice that θi = θR and that θ633nm 6= θ475nm.
reflection. A physical intuition for the light-matter interaction of photonic
crystals can all be related back to this simplified model derived from electro-
magnetic field propagation [74].
2.2 Photonic Crystals
First, I will introduce the photonic crystal devices used throughout these
experiments. I describe the fabrication techniques and code names for com-
monly used devices. I will then focus on the characterization of PC devices
through empirical techniques, including figures of merit such as band dia-
grams, reflection curves and angles or wavelengths of minimum transmission.
I will conclude by explaining the utility of rigorous coupled waveguide anal-
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ysis and numerical techniques towards designing PC biosensors.
Although many different devices were used throughout these experiments,
the most commonly used geometries will be outlined here along with their
nicknames. Briefly, a negative image silicon wafer patterned with a grating
structure (360 nm period, 60 nm grating depth, and a 50% duty cycle) was
fabricated using deep-UV lithography and reactive ion etching. A liquid poly-
mer is sandwiched between a flexible plastic sheet (polyethylene trepthalate,
PET) and the silicon master that was treated with a silane-based coating.
The polymer is cured with a high intensity UV lamp (Xenon Inc.) and re-
leased from the silicon master. The silane coating helps the cured polymer to
preferentially adhere to the plastic sheet. A continuous sheet of plastic-based
nanoreplica molded devices can be produced in this fashion [57–59]. This pro-
cess allows for photonic crystal devices to be fabricated on standard labware
components, including glass slides and microtiter plates (Figure 2.3).
The first device is known as a BIND coupon, and it is primarily used
for label-free studies on the EFLF microscope due to its deeper grating
depth [53, 57]. Replica molded devices are cut from the continuous sheet
and adhered to 1x3 in2 glass slides with optically transparent double-sided
adhesive. A 200 nm thick SiO2 intermediary layer is deposited by electron-
beam evaporation (Denton Vacuum Inc.), followed by a 60 nm RF sputter
deposition of TiO2 (PVD 75, Kurt J. Lesker Company). The final wave-
length matches a resonance condition at = 637 nm and = 4◦. These devices
are bonded to bottomless microtiter plates using a UV-curable adhesive (AC
R260-Al, Addison Clear Wave). The plates are thoroughly rinsed in 70%
ethanol prior to use.
Another commonly used device is known as ERv1. ERv1 devices are com-
mercially fabricated by SRU Biosystems and consist of a 1x3 in2 glass slide
base, adhesive layer, plastic replicamolded grating, secondary adhesive layer,
300 nm thick SiO2 layer and finally a 120 nm TiO2 layer (Figure 2.4). These
devices are highly uniform and have TM resonance peaks at normal inci-
dence around 560 nm and TE resonance peaks at normal incidence around
641 nm (Figure 2.4). Since these devices are consistent and prepackaged in
a standard slide format, they are often modified to different resonance peak
locations by depositing additional TiO2 using RF sputtering (PVD 75, Kurt
J. Lesker Company). The device characteristics of these photonic crystals
will be discussed in detail using band diagram analysis, and they are the
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Figure 2.3: (a) Photonic crystal BIND device that is fabricated on a standard 384-well
microtiter plate. (b) Photonic crystal ERv1 device that is fabricated on a standard 1x3
in2 glass slide.
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basis for the new objective-coupled instrument design.
Quartz devices are the final category of commonly used photonic crys-
tals [68]. These devices are highly desirable due to their extremely low aut-
ofluorescence and high purity fabrication. Many of the previously described
devices suffer from defects below the surface of the devices in the adhesive
layers. The quartz devices only consist of a patterned quartz grating (Imprio-
55, Molecular Imprint Inc.) and a high-refractive-index TiO2 coat. Nano-
imprint lithography with a step and flash lithography process was used to
imprint a template pattern on a pre-cleaned quartz wafer (SRD 19A Verteq
Process Systems Development). The template pattern was generated by
gently sandwiching a UV curable layer (MonoMat) between a hard template
and flat quartz wafer. The MonoMat volume was carefully controlled to fill
the template shape without excess polymer protruding from the edges. UV
exposure cured the polymer layer, releasing a negative imprint of the tem-
plate. Subsequent steps were taken to ensure proper lithographic etching of
the quartz. A silicon-containing polymer layer (SilSpin) was used as an etch
mask, and then later released using a CHF3 etch back. TiO2 was deposited
on the exposed quartz-grating pattern using the same RF sputtering recipes
described above.
Photonic crystals have a special optical property known as the resonance
condition, which is the wavelength and angle where 100% of the incident
light is coupled into the device and then reflected back (Figure 2.4), much
like a perfect mirror. It is important to note that at this resonance loca-
tion the porous dielectric photonic crystals have higher reflection efficiency
than typical dielectric and silver mirrors. The combination of wavelength
and angle defines a monochromatic plane wave incident on the device, or a
single eigenvector to the wave equation. Moving away from the resonance
wavelength and angle decreases the coupling efficiency, allowing more light
to transmit through the device. At an off-resonance wavelength, light trav-
els through the device as if it were optically transparent. Examples of the
resonance conditions for either fixed angle or wavelength of illumination are
shown in Figure 2.5.
As the angle of illumination is changed for a white light collimated beam
incident on a photonic crystal, the location of the resonance peak with re-
spect to wavelength also changes (Figure 2.5). For every angle, there is a
single wavelength of minimum transmission: one for TE and one for TM po-
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Figure 2.4: (a) Isometric view of the top two layers of most photonic crystal
structures. The dimensions provided are for an ERv1 device (120 nm thick TiO2 layer,
360 nm period, 60 nm grating depth). (b) Cross-sectional view of an ERv1 device. (c)
Actual cross-section of an ERv1 device. The cross-sectional view is taken by milling a
well with a focused ion beam and then imaging with a SEM. (d) TM band diagram for
ERv1 in air. (e) TE band diagram for ERv1 in air.
larized light. Similarly, for every wavelength, there is an angle of minimum
transmission, one for TE and one for TM source light. When the transmis-
sion intensities of all possible wavelength and angle combinations are plotted
together, we get a figure known as the band diagram (Figure 2.4). The band
diagram shows transmission intensity for eigenvectors within a discrete wave-
length and angle range. This plot can be used to monitor the characteristics
of the device and the capability to evoke the resonance condition [66,69,75].
Since all of the studies in this thesis revolve around the ability to satisfy the
resonance condition, the band diagram is an invaluable tool that can be used
to design instruments and assess device characteristics.
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Figure 2.5: (a) WMT spectrum for θ = 0◦. (b) WMT spectrum for θ = 5.64◦. (c)
AMT scan for 657 nm. (d) AMT scan for 644 nm.
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2.3 Transmission Set-Ups
This section will explain how the band diagrams are obtained for photonic
crystal devices. It will outline the new and old transmission set-ups and their
design criterion. It will highlight the improvements of the new system and
its utility in studying PC biosensor design. This section will also explain
how bulk refractive index shifts can be measured and how they relate to the
sensor sensitivity of the device. The section will conclude by voicing some
concerns with the current design.
As explained in the previous section, band diagrams are a useful tool
for studying photonic crystal behavior. In order to acquire a band diagram,
spectroscopic measurements must be taken at a continuum of angles. A
small grating-based linear spectrometer (USB2000, Ocean Optics Inc.) can
be used to measure wavelength spectra from fiber-collected light. The old
transmission set-up revolved around this concept (Figure 2.6). A tungsten-
halogen bulb provided the white light source, and the light was coupled into
a large diameter 1000 µm fiber by a fiber collection lens. A power meter
should be used to align the collection lens. When maximum output power is
achieved, the collection lens is properly aligned. This alignment should only
need to be performed once, so its position should be fixed permanently with
a set-screw. The other end of the fiber is connected to a fiber collimator
by aligning the collimation lens focal point with the optical axis and fiber
tip surface. The fiber was aligned by pointing the collimated beam across
the room and forming the smallest in-focus beam possible. Focusing the
beam across the room approximates an infinite distance with respect to a
single wavelength, and a well collimated beam should focus only at infinity.
Since the fiber core for large diameter fibers poorly approximates an ideal
point source, and therefore an ideal Fourier transform into a plane wave, the
collimated beam grows quite large due to its large angle of divergence. The
height of the first collimator is fixed by an optical post holder to an optical
bench. A linear polarizer is placed in the beam path in order to select for
TE and TM polarized modes. The polarization of an unknown polarizer can
be determined by aligning it with a known polarizer, or if a known polarizer
is unavailable, the polarization can be determined by looking through the
polarization at the sky and minimizing the scattered light normal to the
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direction of light propagation from the sun. The beam is then incident on
the photonic crystal device. A custom slide holder for 1x3 in2 slides was
machined by the ECE machine shop and attached to a standard optical post.
The post is attached to a manual rotation stage with a micromanipulator arm
that serves as a linear actuator. There are 50 µm ticks per revolution on the
micromanipulator, and the micromanipulator has a 40 turns per inch (TPI)
lead screw. In other words, the micromanipulator linear arm will move 1 inch
for 2000 tick marks or 1 inch for 40 total revolutions. In order to calculate
the angular transduction from the linear micromanipulator arm we can use
the formula:
where x is the linear translation distance of the micrometer arm and y is the
degrees of rotation for the photonic crystal device. After passing through
the photonic crystal device, the beam is collected by a second collimation
lens and coupled into another large diameter fiber. The fiber-collimator pair
can be aligned similarly to the first pair. The source should be attached to
one fiber end while the collimator is attached to the other fiber end and the
beam should focus at a large distance, i.e., across a room. The second fiber-
collimator pair should be connected to the spectrometer. If the spectrometer
is calibrated for an optical fiber tip, then no additional collimation lens is
required. Some spectrometers, however, do not have a collimation lens built
into the spectrometer, so an additional lens should be used between the fiber
and spectrometer to ensure accurate readings. This concludes the basic set-
up for the transmission measurement set-up.
To measure a device in the transmission set-up, we can use commercial
software (SpectraSuite, Ocean Optics Inc.) or in-house developed software
that is based off of the Ocean Optics OmniDriver library. To use Spectra-
Suite, one should plug in the spectrometer, turn on the light source and
scan for newly detected spectrometers. When the spectrometer is detected,
a graph displaying the spectral distribution of the source will appear, as-
suming no device is currently in the holder. A device should be put into
the holder temporarily to calibrate for integration time. After a suitable in-
tegration time is determined, typically around 10 ms, the device should be
removed from the beam path. Reference spectra should be acquired for the
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Figure 2.6: (a) Cartoon representation of original transmission set-up. (b) 3D
illustration of automated transmission set-up with motorized rotational stage.
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source light distribution. This enables the device resonance to be calculated
relative to the 100% transmission intensity of the source at each wavelength.
It provides a natural way to normalize data from device to device. The
tungsten-halogen lamp has a source light spectral distribution following Fig-
ure 2.7. After a source reference a spectrum is acquired, one should cover
the beam path with a hand and record the spectra of the spectrometer dark
current. Subtracting the dark current enables small temperature fluctuations
due to the detection instrument to be minimized. Pressing the transmission
curve display button after acquiring these two spectra displays the transmis-
sion intensity as a function of wavelength (Figure 2.5). Tuning the manual
rotation stage (Figure 2.5) to specific angles allows for transmission intensity
to be recorded as a function of wavelength and angle. In order to compile a
band diagram (Figure 2.4), spectra must be recorded, saved to a file and the
angle of the manual rotation stage changed. Since the smallest micrometer
ticks are on the order of 0.1◦, the resolution of the band diagram is not very
good (Figure 2.8). This activity is also quite tedious, as a spectrum from -10◦
to 10◦ by 0.1◦ steps is a total of 200 measurements and takes roughly 2 hours
of time for only one polarization of light. After acquiring the data, the band
diagram can be plotted in a program like Matlab using the surf function.
Imagesc or any variations of imagesc will not accurately display axes labels
because the spectrometer wavelengths are not linearly interpolated values. In
other words, because the wavelength spectrum does not have uniform wave-
length bin sizes or relative wavelength steps between adjacent wavelengths,
the imagesc function will misalign the axes. This leads to wavelength errors
of up to 20 nm. Note: imagesc plots axes using the first and last endpoints
of a matrix and interpolates the intermediary values according to a linear
scale. Regardless of the actual values given in a matrix, only the first and
last values are used. Therefore, surf should always be used when plotting
band diagrams.
Bulk refractive index shifts can be studied with the transmission set-up.
Bulk refractive index refers to the effective refractive index change due to
changing the superstrate refractive index. Bulk refractive index only refers
to a spatially uniform change in superstrate refractive index, as opposed to
changes that are spatially inhomogeneous or surface localized. For example,
coating a device in water is an example of a bulk refractive index change,
while coating a device in a polymer monolayer is a surface refractive index
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Figure 2.7: Measured spectral output of a tungsten-halogen lamp.
change. We perform a bulk refractive index shift of a device by pipetting a
small volume of uniform refractive index liquid onto the surface of the de-
vice, approximately 50 µL. We then cover the liquid with a glass cover slip,
which is held to the device by surface tension. The liquid is sandwiched
between the cover glass and photonic crystal, giving rise to a change in the
device’s superstrate refractive index and therefore resonance coupling con-
dition. Transmission measurements can be made to determine the change
in WMT at a given angle. We call the change in WMT the shift of the
resonance peak (Figure 2.5). In fact, the entire band diagram changes, as
will be explained in a later chapter. Please note that there are special glass
slides that can be used to aspirate small volumes of liquid by capillary action
between the glass slide and photonic crystal. These special slides are raised
off of the biosensor like a low-profile bridge and are especially flat against the
biosensor surface, which is vital to alignment in tightly constrained systems.
The new transmission set-up (Figure 2.6) will be described in detail in
a later chapter of this thesis, but will be summarized here for convenience.
The new transmission set-up implements improvements in the optics, data
acquisition and data processing of photonic crystal band diagrams. Fresh
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Figure 2.8: (a) TM band diagram of ERv1 device taken with old transmission set-up.
(b) TM band diagram of ERv1 device taken with improved transmission set-up.
tungsten-halogen bulbs were installed to increase power efficiency from the
source light. Special AC/DC adapters were purchased in order to compen-
sate for current surges from the building power. Since the tungsten-halogen
lamps do not have any circuit protection and tend to get quite hot due to
their design (large metal heat sink), the printed circuit board that serves
as the power switch to the bulb can easily experience electrical burns. The
source light collection lens was aligned similarly as described above, as well as
the fiber collimator-fiber pair. A custom slide holder with a liquid collection
reservoir was machined by the ECE machine shop in order to catch excess
liquid and protect the motor during liquid-based bulk shift tests. Special
50 µm fibers were purchased in order to better approximate an ideal point
source, and they improve the beam divergence of the white light source and
also the coupling efficiency of the system. Achromatic collimation lenses were
also purchased in order to reduce chromatic aberrations for pragmatic rea-
son. Spectral measurements rely on uniform dispersion at all wavelengths,
so chromatic homogeneity is of great importance to these studies. The op-
tical improvements to the transmission system greatly improve the accuracy
of the band diagrams, as is apparent in Figure 2.8. Overall, the measured
coupling efficiency, peak width and wavelength shift are more accurate in the
new system.
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Another major improvement in the new transmission set-up is the imple-
mentation of a motorized rotational stage (T-RS60a, Zaber Inc.). The stage
has a default rotary encoder resolution of 0.000234375 degrees, also known
as the microstep size. Due to internal frictional resistances and gear toler-
ance, the actual relative step size is around 0.02◦, known as the repeatability.
Unidirectional steps improve the relative step size minimum resolution, so
steps of 0.01◦ can be achieved within specification as long as the direction
of movement is not changed throughout a scan. The angular resolution of
this motor is at least 10x better than the manual rotational motor, whose
minimum angular resolution did not consider friction and gear tolerance.
Additionally, in order to compensate for the frictional resistances and uni-
directional repeatability of the motorized stage, the motor is programmed
to start moving in the correct direction prior to any scan. Since the motor
can be programmed, it can be synchronized with the OmniDriver library
to acquire and to save angular data automatically. I wrote a program in
c# (Figure 2.9) that controls the motor position, data acquisition and data
processing. The program starts by acquiring the dark and reference spectra
at a given integration time. The user may specify an angular range and
step size, and the program automatically translates those values into precise
stepper motor movements. The program reports the actual step size and
angle range in the data display, as well as other information such as the
name and integration time of the scan. The program then automatically
detects the spectrometer and acquires the band diagram of the structure by
controlling the motor actuating and spectrometer acquisition in harmony.
Data is automatically saved and organized in the folder specified by the user.
After programming the band diagram, the program automatically fits and
processes the data. The fitting algorithm uses a second order polynomial
fit to find the wavelength of minimum transmission (WMT) at each angle.
The WMT curve is saved along with the band diagram data. The WMT
versus angle curve is subsequently fit to find the point of normal incidence of
the band diagram, also known as the point of inflection or symmetry. This
process helps to compensate for mechanical misalignment of the device. All
acquired band diagrams can therefore be aligned to normal incidence and
compared at angles off of normal incidence (Figure 2.10). This alignment is
especially important in order to automatically align devices before and after
bulk refractive index shifts or between multiple imaging sessions. The pro-
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Figure 2.9: Software interface of the automated band diagram acquisition tool.
gram automatically reports the index of normal incidence in the data display,
and when closed, the program automatically saves the data display in case
the user needs to reference information regarding the scan at a later time.
The implementation of the motorized stage greatly improves the utility of
the transmission set-up, and it makes band diagram acquisition practical. In
summary, the new set-up has better optical components, better alignment,
smaller angle resolution, faster acquisition time (1.5 minutes for -10◦ to 10◦
by 0.01◦ steps), automated data acquisition, automatic data processing and
better usability. This simple improvement transforms the transmission set-
up into a powerful tool that can be used to study bulk refractive index shifts,
band diagram characteristics, sensitivity of photonic crystal devices, fabrica-
tion quality control and fabrication-based sensor improvements.
One key challenge with the new transmission set-up is the need for precise
alignment. Post collars and anti-rotation keys are used to align the optical
posts with repeatable precision; however, the collimation lenses cannot be
compensated in the zenith and azimuth directions. Any mechanical tilt in
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the system will result in partial misalignment of the optical beam path. The
sensitivity of the system to small misalignment is apparent when adjusting
the height or rotation of the post collars and anti-rotation keys respectively.
Placing the collimation lenses on kinematic mounts would greatly aid the
alignment process, but having a larger core diameter collection fiber might
mitigate the problem all together. Additionally, the large diameter collec-
tion fiber could provide the necessary tolerance to compensate for refractive
index shifts due to the light passing through a finite thickness glass slide and
for shifts due to the slide not being perfectly horizontal in the customized
holder. This is a simple modification to the system that might improve the
usability from a user standpoint.
2.4 Matlab and C# Data Processing Scripts
In this section I will outline the design and implementation of various data
processing scripts that I used throughout these experiments.
2.4.1 EFLF Microscope Controller (c#)
This piece of software was written in order to control with a single pro-
gram the entire enhanced fluorescence label-free microscope system in the
Bionanolab. The software package is an integrated compilation of the indi-
vidually written drivers for the Zaber translational motor, Newport linear ac-
tuator, ThorLabs high-speed shutters, Hamamatsu ImageEM EMCCD, Oasis
XY-linear stage and SRU Biosystems peak fitting algorithms. The software
serves as the control interface for the motorized parts, and it provides the
synchronization of the motors and camera for automated image acquisition
routines. The software automatically controls data acquisition, data manage-
ment and post-acquisition data processing. Ultimately, the EFLF microscope
provides angle-scanning capabilities, including enhanced fluorescence angle
tuning maximization maps and label-free angle of minimum transmission
maps.
In order to use the software, the user must first turn on power to all of the
laser sources and motors. After opening the program, the user should click
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“open ports.” All of the motors will be initialized to a standardized location,
and the software status box will indicate when all the motors have completed
their initialization routines. The status box will report any communication
problems with the individual components. The user should then specify a
data location folder, i.e., c : //users//jpolans//desktop//EFLFData, and
unique data set name, i.e., TE ERv1 scan1. A folder hierarchy with the
current date and unique data set name will automatically be created in the
indicated folder location. A unique data set name should be used for each
subsequent scan. The data set name is essentially the name of the cur-
rent run, so a new folder will be created for each new data set. Entering
the current data set folder, the user will find additional folders for AMT’s,
maximized EF, raw label-free images, raw fluorescence images and singularly
captured images. Data types will automatically be saved in their correspond-
ing folders.
After the system has initialized and the save data path created, the user
can use the angle button to tune the angle of incidence. The motors will
automatically move to illuminate the correct spot with the indicated angle.
The Newport motor will be queried for its angular position, and the angular
position will be reported in the status box. The shutter radio boxes can be
used to open or close the illumination path to the 633 nm HeNe gas laser or
690 nm solid-state laser. Both lasers share a common path, but their zenith
and azimuth angles can be changed individually. All common beam paths
should illuminate the same point on the diffuser plate. The diffuser is aligned
to provide uniform spatial intensity collimated light to the sample plane.
Pressing the live button will start image display with the current live set-
tings provided by the slider bars. The exact camera settings, including in-
tegration time, sensitivity and gain, can be entered manually into the text
boxes and will update when the cursor focus leaves the text box. To ensure
that all settings have been applied correctly, move the focus to the angle
tune box after entering the desired acquisition settings. The live display will
update in real-time and moving the mouse cursor over the image will display
the raw photon intensity in the bottom-left corner of the image. The location
of the cursor will also be displayed near the image intensity using two differ-
ent reference points (top-left and bottom-right). Clicking the capture image
button will capture a single image in both raw 16-bit data format and 8-bit
bitmap. The individual image name will include the index number (when
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the image was taken), image acquisition settings (integration time, gain, sen-
sitivity), angle of illumination and stage position. Live image display should
be turned off when not in use by the user.
The user will notice a stage control tab along with the live image tab. The
user can read the current location of the stage in this tab. Additionally, the
user can step by fixed distances by using the up, down, left and right but-
tons. The distance of the step is specified in the xstep and ystep text boxes
to the right. When the course step check box is activated, the step distance
doubles. If an absolute position move is desired, the user can enter the raw
position (in µm) in the position text box, and after moving cursor focus to
another location, the stage will move to the indicated position.
Two more tabs, EF and LF, are also available to the user. These tabs
contain the settings used when angle series are acquired. Since the EF and
LF acquisition settings may be different, the settings specific to the tab that
is open. The user can set the angle range, angle step and image acquisition
settings for the enhanced fluorescence scan separately from the label-free
scan settings. This is especially important when different resonance peak
locations are used for the two modalities. After recording the EF and LF
settings, the user should set the scan field position on the right. Minimum,
maximum and stage step size can be set to automatically acquire an array
of image locations. If the user wishes to stitch together multiple fields-of-
view, they should set the step size according to the field-of-view dimension
at the given magnification. A subarray feature is available and is particu-
larly useful for microarray applications where a single die cannot fit within
a field-of-view. A subarray of n x m fields-of-view (FOV) is acquired start-
ing at each array’s position. For example, if the user wants to image die at
positions 1000, 2500, 5000, but you want a 3 x 3 subarray, images will be ac-
quired at 1000+FOV(n) x 1000+FOV(m), 2500+FOV(n) x 2500+FOV(m),
5000+FOV(n) x 5000+FOV(m).
The user should check the boxes EF or LF or both and then press the
capture array button. The software will automatically acquire all of the nec-
essary angles of illumination at a given position in first LF and then EF mode,
opening and closing the appropriate shutters when switching between modes.
The program will then open the post-acquisition data processing routine win-
dow and automatically pass and fit the data to the SRU Biosystems peak
fitting algorithms. The program will then generate and save a maximized
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fluorescence image and an angle of minimum transmission (AMT) map from
the fitted data. The stage then moves to the next array position and repeats
the process until finished acquiring all of the data locations. When finished
using the microscope, the user should have all of the data conveniently saved
in the specific folder location. Raw 16-bit data files will be saved along with
the generated AMT and fluorescence maps. The user should press the close
ports button to release all of the COM ports to other applications and then
exit the program.
In summary, this software is an all-in-one control system for acquiring
angle scanned and fitted data. It is applicable to both EF and LF image
acquisition, and it is capable of acquiring multiple stage locations automat-
ically. Data is automatically processed and saved in a convenient folder
hierarchy. All new users to the microscope should familiarize themselves
with this software packages. *For those interested in developing customized
data acquisition routines, extensively detailed comments and high-level phys-
ical functions are available, such as move to angle, move stage position and
acquire angle scan.
2.4.2 OCLF Microscope Controller (c#)
This program is currently under construction. The GUI for the OCLF
microscope controller is very similar in appearance to the EFLF microscope
controller, but internally, the drivers for the individual parts are different.
The sample stage is now controlled by an ASI MS-2000 controller for an in-
verted flat-top microscope. The stage has xy linear encoders as well as rotary
encoders for both axes. The angle tuning is performed by a Zaber T-LS-025A
linear translational motor. The interface for the motorized microscope parts,
including the reflector turret, objective turret, focus drive and light path se-
lector, are all included in the software as well. The new alignment camera,
Point Grey FleaUSB3.0, is integrated into the software. The driver for the
imaging spectrometer is currently being added to the software. Numerous
organizational improvements have been made to the software. WMT data
processing can be selected from line scanned devices. A line scanning route
was added, but it has not been thoroughly tested. This software package has
all of the same capabilities as the EFLF microscope program, it has a few ex-
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tra features and it is specifically written to work with the OCLF microscope
that I have designed.
2.4.3 Band Diagram Program (c#)
The band diagram program is used to automatically acquire transmission
set-up band diagrams for photonic crystal devices. The software is a com-
pletely integrated package that handles motorized angle transduction, au-
tomated spectrum acquisition, data normalization, wavelength of minimum
transmission (WMT) fitting, inflection point fitting (point of symmetry) and
organized data saving. This is to be used with my specially designed trans-
mission set-up, which was described previously. The user starts by specifying
the save folder and save file name. Opening the ports will initialize the Zaber
rotational motor. Because the Zaber motors cannot move in a direction neg-
ative to the home position, the home position is set to 180◦ and only relative
movements are used henceforth. The user specifies the angle range and step
size, which will automatically be converted into exact motor steps and dis-
played in the status box. The data fitting range, upper and lower bound
wavelengths, can be specified in order to exclude the forward shifting peak
from the peak fitting algorithm. This is important for proper data fitting
(Figure 2.10). The user should then specify the integration time and acquire
source reference and spectrometer dark spectrum. The spectrums are an
average of 15 sequentially acquired spectra. The average is used to reduce
the random noise of the reference spectra. The source reference and spec-
trometer dark spectra are automatically saved. The user can then press the
acquire band diagram button. The motor will automatically move past the
lowest angle position and then step in the positive direction to the starting
point. This is done intentionally in order to reduce the motor backlash, which
can reduce the repeatability of sequential steps. After reaching the starting
point, the program will automatically acquire a wavelength spectrum at each
angle. The data will be compiled and saved into a single raw data file (prior
to normalization). The status box will indicate the starting position, real
step size an exact step size cannot be achieved due to the finite movements
of the stepper motor and ending position. The data will then be normalized
and saved. The normalized data is then fit using a second polynomial-fitting
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algorithm to determine the wavelength of minimum transmission (WMT) at
each angle. The WMT file is saved. The WMT file is then fit using the same
polynomial-fitting algorithm to find the point of inflection, also known as
the point of symmetry. The index of the point of symmetry is displayed in
the status box and can be used later to align all of the band diagrams and
WMT versus angle curves (Figure 2.10). When finished, the user can acquire
additional band diagrams (remember to change the file name or data will be
overwritten) or they can close the program. When the program closes, it
automatically releases the COM ports and it saves the status box text so the
angle step information and point of inflection can be access at a later time.
2.4.4 Curve Fitting Robust (c#)
This program is used to fit angle scans using either the maximized en-
hanced fluorescence routine or angle of minimum transmission routine. The
program automatically reads in the angle-scanned files that were acquired
using the EFLF Microscope program. The program does not require that
the user input any information besides the file location (thus the name ro-
bust). The program organizes the angle-scanned data, sequences them, fits
them and then opens the fitted map. The user can click any individual pixel
on the map, and the intensity versus angle at that pixel will be graphed in
a separate inset. This is an incredibly useful tool when debugging problems
with the angle scan or data fitting routines. The user can specify the fitting
range and number of fitted points if a refit is desired. Careful selection of the
fitting range and number of fitted points can help to improve the accuracy of
the peak fit location, and it can help to reduce the number of fitting errors
(Figure 2.10). For example, if an angle range of 0◦ to 5◦ is acquired, but
angles 1◦ to 3◦ are distorted, the fitting algorithm can discard those angles
and fit the remaining data points. This program is integrated into the EFLF
Microscope and OCLF Microscope programs, but it can be used separately
to tailor the fitting routines to individual data sets or to refit distorted im-
ages. It is also a useful way to monitor each individual pixel’s intensity versus
angle curve.
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Figure 2.10: (a) Fitted WMT curve with improperly bounded fitting limits. Notice the
red-shifted WMT values where the forward-shifting peak is incorrectly chosen over the
backward-shifting peak. These non-linearities must be eliminated before calculating the
point of inflection. (b) Correctly bounded WMT curve. (c) WMT data for a variety of
samples prior to alignment. Notice that the point of inflection (normal incidence, θ = 0◦)
is not aligned for any of the curves. (d) WMT curves after shifting the data to a
common point of inflection.
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2.4.5 Band Diagrams from Excel Data File (MATLAB)
This script is used to plot a band diagram that was saved as an Excel
worksheet or text based data file. The angle range is calculated automatically
for data acquired from 0◦ to 0.1128◦*number of angles, or it can be modified
manually. The number 0.1128◦ is the conversion of a single micrometer tick
on the manual rotation stage to degrees. The script only takes every other
column of data for the band diagram plot, because the data saved from
SpectraSuite saves one column with the wavelength distribution and one
column with the spectrum data. A skeleton of how to display the figures
with titles, axes labels and color display is found at the end of the script.
Note: The imagesc function should never be used to plot band diagrams.
The surf function contains the correct way to display the axes data. The last
section of this script contains a skeleton of how to display band diagrams
obtained with the motorized rotational stage (new set-up).
2.4.6 Band Diagrams One Wavelength (MATLAB)
This function takes the raw band diagram data file (one column wave-
lengths, one column spectral data) and plots the angle vs. transmission
efficiency, wavelength vs. transmission efficiency and full band diagram for
the given input indices. This function essentially plots the transmission effi-
ciency of either one row (fixed wavelength) or one column (fixed angle) of a
band diagram.
2.4.7 Band Diagram Shift WMT Files (MATLAB)
This script is used to shift (and align) the WMT versus angle or band
diagram versus angle files (Figure 2.10), as acquired through the Band Di-
agram Program. All of the band diagram minimums will line up along one
index value. For example, if the band diagram minimum for sample A is at
1000 and sample B is at 1025 and the middle point is chosen to be 1010,
sample A will be shifted 10 points to the right and sample B will be shifted
15 points to the left (Figure 2.10). The user must supply the shift value for
the given data set. The shift value is automatically calculated and displayed
by the Band Diagram Program as the “minimum band diagram location in-
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dex position.” The name of the shifted band diagram or WMT file must be
specified, as well as the input variable name to be shifted. The bottom of
the script contains the code to display the shifted WMT versus angle, the
shifted band diagrams and the change in WMT (∆WMT) for bulk refractive
index shifts versus angle. Note: Using the function find(x>0, 1) will find
the index position of angle 0◦. Also note that the line axis([-10 10 510 725])
corresponds to only displaying angle range -10◦ to 10◦ and wavelength range
510 nm to 725 nm.
2.4.8 Calculate and Plot EF vs. Angle from Mask
(MATLAB)
This program finds the enhancement factor (EF) at each angle around
the point of maximum resonance, otherwise known as the resonance peak.
Resonance peaks vary on a pixel-by-pixel basis, so the actual angle where
maximum resonance is achieved may vary across a field-of-view. If the image
series is referenced to its resonance peak, rather than the absolute angle
position, then a more accurate average EF vs. angle distribution can be
realized. The program first loads a mask layer, such as a maximized EF
image or label-free map. A pixel intensity threshold can be used to create a
binary image map, where intensities above the threshold are given a value of
one and intensities below the threshold are given a value of zero. Note that
the pixel location in the mask layer must directly correspond with the image
series, since no image registration is performed. An off resonance image is
used to determine the average pixel intensity within the mask layer. This
intensity should correspond to the average fluorophore intensity on a glass
slide with an enhancement factor of one. The angle series prior to shifting
and resonance peak alignment is divided by the mean fluorophore intensity
to achieve the EF vs. angle distribution for a raw data set. Next, the
aligned angle series is divided by the mean fluorophore intensity, yielding a
more realistic EF vs. angle curve. The two curves are plotted against each
other, and the user can clearly witness that an alignment that references the
resonance peak is more correct when determining the enhancement factor at
each angle.
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2.4.9 Collimation of White Light Optical Fiber (MATLAB)
This script outlines a back of the envelope calculation of the power back col-
lected in a reflection spectrometer set-up. Dimensions corresponding to the
optical fiber core diameter, lens magnification, NA of the fiber and physical
distances between the device and lens can be entered to study the total loss
of coupled power in a system. This script is especially useful for determining
the error ratio (power collected divided by total power) for a given reflec-
tion set-up. This model is based on a geometrical ray tracing diagram and
it shows the limited number of angles collected after reflecting from a pho-
tonic crystal device. This script should be used to design a reflection-based
spectrometer set-up or similar tools that rely on mirror reflection collection
power.
2.4.10 Combine RSOFT Real and Imaginary or Amplitude
and Phase Files (MATLAB)
This script is used to combine the RSOFT simulation files into standard
phasors of the form Aeiθ. Both the amplitude and the phase of the field dis-
tributions can be extracted from this form. The script can be easily modified
to only output the field amplitude or field phase. Additionally, it can convert
any combination of ROSFT real, imaginary, amplitude, or phase files.
2.4.11 Convert RSOFT Files to *.dat Files (MATLAB)
This program is used to convert the RSOFT raw files, which contain text
headers, into pure data files, where each array position corresponds to the
field intensity at that position. It removes the header permanently and re-
saves the files. Additionally, the bottom of the script has code that can shift
the mask layer position if required. The script can handle an entire angle
data set in a single iteration.
2.4.12 Convolution of Source with Band Diagram (MATLAB)
This script contains the code that can be used in order to convolve a finite
bandwidth source with the band diagram of a particular device. The script
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is used to predict the angle of minimum transmission curve given a band
diagram resonance shift and a particular distributed wavelength source. A
spectral distribution of the source about the center wavelength can be used,
and it more accurately depicts the raw photon counts by an intensity-based
detector, i.e., CCD camera. The result shows that the largest angle change
occurs when the center wavelength of the source is red-shifted to the point
of inflection and when the source bandwidth is the narrowest. The spectral
distribution of the source should be measured with a spectrometer, and the
band diagram should be measured using the automated transmission set-up
described previously. The script must first select normalized source intensity
values that match the spectrometer wavelength values. It then multiplies all
of the transmission values by the source intensity at each particular wave-
length and sums the result. As the source bandwidth narrows, the absolute
value of the sum will decrease, as well as the AMT peak width. The purpose
of this script is to demonstrate the difference between large FWHM sources
and narrow bandwidth (small FWHM) sources, i.e., LED vs HeNe. Note that
summing the source times the band diagram (convolution) assumes that a
CCD detector responds equally (linearly) at each wavelength.
2.4.13 E-Field Average of RSOFT Simulations (MATLAB)
This script is used to extract the average E-field enhancement factor (EF)
from RSOFT field distribution profiles. A mask layer must be defined that
corresponds to the generated RSOFT field profiles. This is typically done
in RSOFT by creating a mask layer above the grating with refractive index
equal to five. The refractive index profile can be saved, loaded into MAT-
LAB and queried for the mask layer array positions. Note that the mask
layer size can be varied to average larger (200 nm) or smaller (30 nm) ar-
eas above the grating layer. After an appropriate mask layer is defined, the
software automatically scans through each angle’s field distribution profile
and calculates the average enhancement factor. The average enhancement
factors at each angle are saved in a variable and can be exported to Excel.
This script is useful when studying average field profiles for surface bound
regions, bulk regions, polarization dependence, and versus resonance angle
and wavelength.
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2.4.14 EFLF Background Noise Standard Deviation
(MATLAB)
This program takes in an angle series and calculates the standard deviation
of the image at each angle. This script was specifically written for use when
characterizing the limit of detection for the EFLF microscope. For example,
scanning a photonic crystal in air will give a certain statistical distribution
across the device corresponding to the background mean and standard de-
viation; the limit of detection for any angle shift is the mean plus three
standard deviations. The standard deviation is calculated for each individ-
ual angle and placed into an array. The mean of the array, which represents
the average standard deviation at any angle, is then calculated by the pro-
gram. This program provides a standardized method of comparing the LOD
for cross-platform systems including different sources, devices and imaging
systems.
2.4.15 EFLF Convert *.dat Files to Images (MATLAB)
This program is fairly straightforward, and as the name implies, it converts
raw data array files into standard image formats, such as tiff. The program
can automatically read in all file names in a given folder and convert them di-
rectly to images. The program also shows the methods for creating file name
lists that contain the contents of a folder. These methods are useful when
creating montages of label-free or fluorescence angle series. The montages
resemble the format in which MRI scans are often displayed.
2.4.16 Image Stitch (MATLAB)
This program stitches together EF or LF images from an automated stage
scan sequence. The stitched images are saved as *.mat variables. Individual
angles are stitched together as if the FOV were increased. If a 2x2 array
of locations are scanned from 0◦ to 5◦ in 1◦ steps, all of the 0◦ angles will
become one new image and all of the 1◦ angles will become another image
and so forth.
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2.4.17 Pixel versus Angle Matrix (MATLAB)
This program first finds all of the pixels in a maximized fluorescence image
that exceed an intensity count threshold. Alternatively, a pixel mask can be
used in substitution of the maximized fluorescence image. A mask is created
that consists of the high intensity pixels, and the intensity values are fed into
a data array. The array contains pixel numbers in the horizontal direction
and the angles in the vertical direction. The intensity count at each pixel
and angle accounts for the values of the array spaces. This raw data array
consists of pixel values at absolute angle values. Unfortunately, due to a lack
of uniformity in the devices, the angle of maximum resonance may vary for
each pixel location. Pixel position a’ may have an absolute angle of resonance
at 2.43◦, while pixel position b’ may have an absolute resonance peak at 2.65◦.
In order to apply statistics based upon varying angles of illumination, we
apply a relative angle scheme that is referenced from the peak location, rather
than an absolute angle position scheme. The angle of maximum resonance is
arbitrarily set to 0◦ and the angles adjacent to the resonance peak assume the
positions 0.01◦, 0.02◦, 0.03◦ etc., for relative step sizes of 0.01◦. The angle of
maximum resonance is determined on a pixel-by-pixel basis. The data array
described above is shifted in the horizontal direction such that the angles
of maximum resonance for every pixel are aligned in a single column. This
procedure simultaneously aligns the angles around the resonance peak as
well, so locations such as “0.05◦ from the resonance peak” can be used in the
analysis of the data. The array named data2 contains the shifted (aligned)
pixel data. This alignment procedure greatly improves the accuracy of the
EF versus angle curve described previously.
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CHAPTER 3
TOTAL INTERNAL REFLECTION
FLUORESCENCE MICROSCOPY (TIRF-M)
3.1 Fluorescence Microscopy
Fluorescence microscopy is a powerful tool that can be used to visualize
cellar components and their compartmentalization. One of the key aspects
of any fluorescence-based tool is the chemical label, which is often a fluo-
rophore or other small molecule that gives off a unique optical signature.
Recently, many antibody-specific fluorescence labels have been engineered,
allowing scientists to monitor a plethora of cellular activities.
The emitted optical signature of a fluorescent material is the result of a
chemical energy transition within a molecule. The energy transitions are
best explained with the use of a Jablonski diagram (Figure 3.1), where the
energy bands for each molecule can be used as a physical model to analyze
the wavelength, and therefore energy, of the emitted photon.
As seen in Figure 3.1, when a fluorescent molecule absorbs a photon with
sufficiently high energy, an electron is excited to a higher energy state. Since
there are many possible energy transitions, due to the many potential and
kinetic energy bands, the absorption spectra will have a unique shape for
any given molecule (Figure 3.1). After being excited to a high-energy state,
the electron can gradually fall to a lower energy state before experiencing a
large energy transition across an energy band gap. The time it takes for an
electron to reach the band gap is known as the fluorescence lifetime and is
often on the order of a few nanoseconds. After reaching the band gap, the
electron drops to the low energy states, emitting a photon in the process.
The energy of the emitted photon is equivalent to the band gap energy, and
the photon has a wavelength equivalent to E = hν = 1.24eV
λ(µm)
. This entire
process is outlined in Figure 3.1.
A key feature of fluorescence is the concept of the Stokes shift, which is
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Figure 3.1: (a) Fluorescence dye absorption and emission spectra. The Stokes shift is
the change in wavelength between the incoming absorbed photon and the outgoing
emitted photon. (b) Jablonski diagram: energy band diagram to depict the energy
transitions that occur within a molecule.
the change in optical frequency that occurs between the absorbed photon
and the emitted photon. This can be seen in Figure 3.1 from the different
spectral locations of the absorption and emission peaks or from the difference
in absorption and emission energy in the Jablonski diagram. The spectral
frequency shift is what allows fluorophores to be used as optical sensors. We
design filters that place the emission peak in the pass band and the absorp-
tion peak in the stop band. This only permits the frequency-shifted photons
to be detected, selectively mapping only the locations that contain the fluo-
rophore. If the fluorophores are conjugated to an antibody-specific protein,
then the fluorophores will only visualize a conserved conjugate protein pair.
For example, if we engineer a specific antibody against protein A, and then
we conjugate a fluorophore to the antibody, we can observe the location
of protein A by filtering around the fluorophore’s emission spectrum. The
antibody-antigen pair gives a high degree of specificity to fluorescence tech-
niques.
When integrated into a microscope system, there are many potential ap-
plications for antibody-specific fluorescence visualization. While detecting
a cluster of fluorophores is often quite easy, often we want to track a single
protein or fluorescent molecule. Unfortunately, detecting a single fluorophore
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is quite difficult, as images become distorted by the noise of the microscope
system and detector. The signal-to-noise (SNR) ratio, which measures the
ratio of desired photons versus undesired photons collected by the detector,
can be improved by either increasing the number of desired photons emitted
from a single fluorophore or by decreasing the number of photons emitted
from the other sources, known as the background. In this chapter, I will
outline the procedure I used to optimize the SNR of a fluorescence system.
The goal of these studies is to improve the detection sensitivity of photonic
crystal biosensors to the single molecule level.
3.2 TIRF-M
Total internal reflection fluorescence microscopy (TIRF-M) is a fluores-
cence technique that is capable of performing single molecule sensitive exper-
iments [76–81]. Generally, TIRF-M improves the SNR to the single molecule
level by decreasing the noise component caused by the background signal.
A TIRF microscope excites fluorescence using the evanescent field that is
created when total internal reflection conditions are met [46,47,78,79]. Since
the evanescent field is surface localized (Figure 2.1), only molecules within
the first 200 nm, or skin depth, of the surface are excited by the illumination
source. This dramatically decreases the background signal at the detector
by illuminating only a small volume of the sample.
In order to match the total internal reflection condition, a collimated source
must exceed the critical angle of illumination at the sample surface (see Fig-
ure 2.1 in previous chapter). In most biological experiments, the substrate
is a quartz slide; quartz slides are used because of their small level of aut-
ofluorescence [68]. The sample is often aqueous, so the surface interface is
between quartz and water. Figure 3.2 derives the angle of illumination re-
quired between quartz-water interfaces by the use of a k-space diagram. It
can be easily shown through Snell’s law, or the phase-matching condition,
that the total internal reflection condition is independent of the materials be-
tween the top and bottom boundaries (Figure 3.2). Therefore as long as the
illumination path starts in the quartz layer and ends in the aqueous medium,
the critical angle will remain unchanged regardless of the intermediary lay-
ers. The importance of this property will become apparent throughout this
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Figure 3.2: (a) K-space diagram of a multilayered surface. TIR conditions are met as
long as the critical angle between the initial and final layer is exceeded. This is easily
shown by conserving the tangential electric field at the boundary surfaces (Snell’s law).
(b) Typical prism coupled TIRF schematic on an inverted microscope. (c) Hybrid TIRF
and PC system on an inverted microscope.
chapter.
3.3 Experimental Methods
There are two dominant TIRF microscope configurations: prism-coupled
[79, 80, 82] and objective-coupled [81, 83–85] (Figure 3.3). In these exper-
iments, a prism-coupled TIRF-M is used. The system is composed of a
commercial TIRF-M and high sensitivity EMCCD. The tool is built upon
a customizable optical table that permits unique optical paths to be used
independently or in synchrony. Different illumination sources can be realized
in the same system through a clever optical design that uses beam splitters
and multiple passband filters. The microscope is configured in an inverted
imaging orientation, and water immersion objectives are used in order to
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increase the numerical aperture and therefore light collection of the system.
The samples used in these experiments are Cy5 conjugated antibodies
that are selectively absorbed to a quartz slide or photonic crystal surface.
First, small inlet and outlet holes are drilled into the substrate by a small
milling tool. Then the substrate edges are lined with double-sided adhesive
tape and covered with a quartz cover glass. This procedure forms a small mi-
crofluidic chamber between the substrate and cover glass. Using a pipette,
the antibodies are injected at high concentration (1 mg/mL), along with
beta-mercaptoethanol that reduces oxidation and photobleaching, through
the inlet hole into the channel. The microscope is then prepared for imaging
by placing a drop of Millipore filtered deionized water onto the objective and
refractive-index matching oil between the prism and substrate (Figure 3.2).
3.4 Optimizing SNR with Hybrid PC and TIRF
3.4.1 Motivation
While TIRF-M provides better SNR and detection capabilities by reduc-
ing the background signal, it does not provide any signal enhancement to the
fluorophores. Well-collimated light must illuminate the field of view to excite
a TIRF evanescent field, so high power density laser scanning systems cannot
be used, and in the linear regime, the emitted intensity of a fluorophore is
directly proportional to the intensity [86, 87], or power density, of the illu-
mination field. Additionally, since the evanescent field decays with distance
from the surface, the emitted fluorophore intensity will decrease as well. This
trend bodes poorly for the SNR of a system, and it makes SNR a function
of distance from the surface. In order to compensate for the loss in SNR due
to the lower power density far from the surface, I implemented a hybrid pho-
tonic crystal enhanced fluorescence device with the low background TIRF-M
system. This hybrid system should both improve the signal [54, 65–67, 72]
from the fluorophore and reduce the signal from the background.
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Figure 3.3: Images of common TIRF inverted microscopy set-ups, including the
prism-coupled and objective-coupled excitation modes.
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3.4.2 Background Signal Characterization
Before proceeding with the hybrid PC and TIRF-M system, we need to
prove that using a PC in place of the low autofluorescence quartz substrate
would not affect the background signal, which is a key component to consider
when improving SNR. Since the adhesive layers in the ERv1 devices have a
high degree of autofluorescence that often dominates small signals, quartz
PC devices, fabricated with the nanoimprint tool described previously, were
used exclusively in these experiments. Unfortunately, the quartz PC has
higher background signal than the low autofluorescence quartz slide. In or-
der to reduce the autofluorescence signal from the quartz PC [68], we need
to isolate the source of the noise.
In order to perform the above experiment, I prepared nanoimprint devices
with partial device configurations including planar quartz, patterned or cor-
rugated quartz, planar quartz with sputtered TiO2 and a full quartz PC,
also known as corrugated TiO2 (Figure 3.4). I imaged these devices under
the same imaging conditions, where the imaging conditions were determined
by using the same gain level and integration time that is commonly used
to image single Cy5 fluorophores on this system. Figure 3.4 outlines the
background signal intensities for these devices versus laser power. Variable
laser power is achieved by using a continuously variable neutral density filter
wheel and optical power meter tool. The laser power is normalized to the
maximum laser intensity, which is acquired when no neutral density filter ob-
structs the optical beam path. The background signal intensity is an average
taken across an entire field of view with deionized water as the superstrate.
Devices that only have a quartz layer, including the grating coupled quartz
waveguide that is known as corrugated quartz in Figure 3.4, have the lowest
level of autofluorescence. The signals of these devices are barely visible above
the dark current of the detector. As soon as TiO2 is added to the device pa-
rameters, the background fluorescence increases notably. The quartz slide
is roughly 1 mm thick, while the TiO2 coating is 100 nm thick. The TiO2
shows higher background signal for a layer that is four orders of magnitude
less thick than the quartz substrate. In other words, the TiO2 is highly fluo-
rescent compared with the low autofluorescence quartz sample. One option
is to work on reducing the background signal from the TiO2 layer. We hy-
pothesize that using a different coating procedure will alter the background
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Figure 3.4: Background signal from the TIRF microscope for different substrates
versus the laser power. The schematic on the left shows the layers composing the four
different devices: planar quartz, planar TiO2, corrugated quartz and corrugated TiO2.
signal from the TiO2. The TiO2 is sputtered by bombarding the source plate
with high-energy particles from gaseous plasma. The RF oscillation splatters
TiO2 particles onto the slide surface, creating a porous dielectric layer with
a rough surface. If we can reduce the porosity or surface roughness of the
device, we may be able to eliminate modes in the bulk dielectric with energy
transitions that coincide with the fluorescence emission spectrum. Sputter-
ing at lower energy and vacuum pressure may reduce the speed that the
dielectric layer forms, allowing for more stable energy states, and therefore
higher quality films, to form. Reactive ion sputtering [88–91] of titanium
with oxygen flow has shown to improve both the thin film quality and refrac-
tive index of the TiO2 layer, and it may serve as an alternative deposition
method to TiO2 sputtering. Lastly, a thermal annealing process [92–95] may
provide sufficient energy for molecular rearrangement of the titanium and
oxygen atoms with the bulk structure, mitigating defect formation and film
impurities that may support high frequency modes and nonlinearities.
We notice that the corrugated TiO2, or quartz PC, has the highest back-
ground signal, and the signal increases significantly with increasing laser
power (Figure 3.4). This dramatic increase in background signal is likely due
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to the autofluorescence of the TiO2 when perturbed by the enhanced electric
field of the PC at resonance. We aim to use the PC at resonance because
the enhanced electric field gives rise to greater fluorescent signal output, but
a large portion of the enhanced field resides within the TiO2 guided layer.
The enhanced field in the guide layer will cause the TiO2 to fluoresce more
strongly, contributing to the background signal. We note from simulations
that 100% PC resonance coupling is not possible under the system imaging
conditions, but even 40% resonance coupling can lead to a large electric field
enhancement near the surface [73]. It is interesting to point out the nonlinear
increase of background signal with increasing laser exposure.
It is also important to consider the power leakage of the source to the
detector due to partial coupling of the TIRF evanescent field to the PC at
resonance. Rather than being 100% reflective, where the frustrated signal
accounts for the only propagating transmission in the superstrate, as is the
case in normal TIRF-M, the hybrid PC and TIRF-M shows only 40% re-
flection. Although the fluorescence filters are OD6, and stacking multiple
OD6 filters does not improve the background signal, the transmitted signal
may be evoking fluorescence from materials that do not reside within the
optical volume of the evanescent field. In order to eliminate the potential for
the transmitted signal to excite fluorescence outside of the evanescent field
region, a higher degree of PC resonance coupling must be achieved. Angle
tuning of the illumination source would improve the coupling efficiency, but
only to a small extent. Complete coupling of the source into the PC device
can only be accomplished by fabricating a new device with a special geome-
try that works specifically with the hybrid system. Unfortunately, fabricating
new device geometries is not a pragmatic solution, as it is costly in both time
and money.
3.4.3 Fluorescence Experiment
In order for any fluorescence technique to be improved by the surface-
localized field enhancement of a photonic crystal, the fluorophores used must
perform within the linear regime of absorption and emission. The non-linear
response of fluorophores at high power densities yields diminishing returns
with respect to improvement of SNR. Histograms of signal intensities from
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individual molecules are recorded at different laser powers to ensure that
the fluorophores are responding linearly in the TIRF-M system (Figure 3.5).
We note that the signal intensity shows a Gaussian-like distribution about a
mean intensity bin, indicating that a statistically significant sample set was
acquired.
As the laser power increases, the mean intensity and standard deviation of
the sample set increase. The increase in standard deviation shows how chemi-
cal effects, such as photobleaching and blinking, affect the fluorophore signal
intensity. At high laser powers, a statistically significant set of molecules
bleach quickly but may still be selected by the fitting algorithm since their
absolute intensity drop satisfies the threshold condition. The increase in
mean signal intensity versus laser power is displayed in Figure 3.5, and it
shows the expected trend of increased signal output with increasing laser
power density. At laser powers below 50%, or 18 mW, there are not enough
fluorescing samples to create a statistically accurate data set. As can be seen
in Figure 3.6, fewer than 200 traces are selected and analyzed for laser powers
below 50%. It is important to notice that the reading at 100% laser power
may not have utilized a statistically significant data set either. It is difficult
to acquire a large number of traces at high laser powers due to the high rate
of photobleaching [54] of the molecules. Human errors in the data acquisition
may have been quite large at the higher laser intensities. By only including
the fluorophore responses between 40% and 90%, a linear trend is revealed.
An example of the traces used after the masking procedure is shown in Figure
3.6. The masking procedure is implemented in order to reduce the effects of
photobleaching and blinking molecules.
3.5 Conclusion
The signal-to-noise ratio determines the limit of detection of an imaging
system. In order to achieve single molecule sensitivity, the background of the
imaging system, including the material autofluorescence and detector dark
current, must be relatively small given the low level of emission and poor
quantum efficiency of single fluorophores. Additionally, the SNR can be im-
proved by increasing the emission intensity of a fluorophore. This can be
achieved by exposing the fluorophore to a higher power density electric field.
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Figure 3.5: Histograms of Cy5 fluorescent dye in a quartz microchannel for (a) 15 mW,
(b) 24 mW, (c) 36 mW laser powers. (d) Plot of the mean intensity of the fluorophores
versus laser power. Notice that the region spanning 40% to 90% shows a relatively linear
dependence.
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Figure 3.6: (a) Plot of the number of particles selected for analysis at a given laser
power. Particles in the field of view may not be selected if they photobleach, blink, or
move too great a distance over the duration of the scan. The particles chosen for analysis
are assumed to be optically stable and immobilized on the device surface. (b) Example
of the spots selected by the masking algorithm.
A combined TIRF and PC system may improve the SNR of an image with
minimal tradeoffs by utilizing the low background signal of the TIRF-M and
the high electric field enhancement [54,65–67,72] from the PC at resonance.
In order to maximize the benefit of the hybrid system, the TiO2 autofluores-
cence must be further reduced. Applying an alternative deposition technique
to those described in this thesis could potentially solve this problem. The
fluorescence output can be optimized by implementing a new device struc-
ture and by tuning the angle of illumination of the TIRF microscope. Also,
I showed that these improvements have the potential to further the capabil-
ities of single molecule fluorescence microscopes, since the fluorophores are
currently being imaged in the linear regime.
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CHAPTER 4
MEASURING SURFACE HEIGHT FROM A
PHOTONIC CRYSTAL
While refractive index-based label-free biosensing has a number of advantages
over fluorescence imaging techniques (Chapter 5), it lacks the specificity that
makes antibody conjugated labeling so powerful. Since the refractive index
sensitivity of photonic crystal biosensors is surface localized, the PC device
adds a degree of specificity to label-free imaging; however, in order to increase
our understanding of the interactions that occur in this surface region, addi-
tional measurements need to be considered.
4.1 Motivation
An angle scanning technique is implemented in order to acquire high-
resolution label-free images (AMT or WMT described previously) or maxi-
mized enhanced fluorescence images [66]. The angle scanning technique varies
the degree of light that couples into the resonant mode of the PC sensor. The
detector records the interaction of the analyte with an evanescent field that
is the response of the device’s resonance condition at each angle. As the an-
gle of illumination approaches the optimal coupling efficiency, the enhanced
electric field in the superstrate is maximized. The AMT and WMT images
summarize all of these interactions into a single image file. If we choose to
process the angle data individually [96–100], we are able to isolate the specific
response of an analyte to a varying electric field intensity whose distribution
can accurately be predicted with RCWA [101–103].
Decoupling the individual angle data can add an additional degree of speci-
ficity that is previously unobtainable in the composite AMT and WMT im-
ages. Exposing the sample to known electric field distributions potentially
can be used to create 3D tomographic images of the refractive index distri-
bution near the surface. It would essentially deflatten the current images,
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constrain an additional degree of freedom and provide valuable insight into
the dynamic multidimensional interactions that occur at the biosensor sur-
face. A 3D refractive index map could be used to unveil the location of
surface-specific interactions. It could help to identify if interactions are sur-
face bound or if they occur near the cell membrane. Being able to separate
the response from the plasma membrane from the extracellular matrix would
be especially useful in a variety of single cell studies, including cancer metas-
tasis [104–109] and stem cell differentiation [15, 110–113]. Lastly, if we are
able to map the location of the interactions that we want to observe, we
can use this knowledge to engineer PC devices that are designed specifically
to enrich the surface or bulk refractive index changes [60]. Since the angle-
scanned data is already obtained when creating AMT, WMT and maximized
EF images, we need only to process the data differently to obtain the pro-
posed tomographic images.
4.2 Background
First I will illustrate two hypothetical scenarios that depict the problems
with the current 2D photonic crystal imaging methods. The angle of min-
imum transmission image flattens a three-dimensional volume into a two-
dimensional refractive index map, where the angle of minimum transmission
at each pixel represents the effective refractive index at that location. Un-
fortunately, it is not possible to distinguish from the AMT whether a cell is
sitting on the surface of the sensor or if it is suspended on a protein matrix
that is tens of nanometers above the surface (Figure 4.1). We have previ-
ously claimed that the measured angle shifts are caused by protein deposition
onto the sensor surface [53], but we have yet to confirm this process with an
alternative assay. The cartoon in Figure 4.1 depicts the change in resonance
angle for the two scenarios. Because the magnitudes of the resonance shifts
are the same, the two cases will manifest themselves identically in the AMT
image even though they physically represent two different phenomena.
The second example is illustrated in Figure 4.2. Two clusters of molecules,
one with high density located far from the sensor surface and one with low
density nearer the sensor surface, will show the same fluorescence response
in the maximized EF image. The maximized EF image takes the largest
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Figure 4.1: (a) Hypothetical example of two different scenarios that would give the
same angle shift in an AMT image. The cell on the left deposits proteins onto the
biosensor surface, while the cell on the right is merely resting on the sensor interface. If
the refractive index of the ECM and cell membrane are similar, then these scenarios,
which physically represent different phenomena, will show the same angular shift by our
sensors (b). A special method of imaging is required to differentiate these two cases.
fluorescence signal on a pixel-by-pixel basis from any angle of illumination
and compiles them into one final image [66]. This process ensures that every
pixel in the final image is represented by its maximum enhancement fac-
tor resonance condition, but it does not provide any insight with respect to
fluorophore density or location in the enhanced field. Being able to deter-
mine the height of a group of fluorophores above the sensor surface provides
quantitative information that is valuable when performing cellular assays.
Being able to locate the distance of the plasma membrane from the surface
by fluorescently labeling membrane bound receptor proteins implies addi-
tional information regarding the structure of the underlying support layer,
or ECM. Also, 3D optical sectioning has proven useful in a variety of bio-
logical applications [114–119]. We aim to determine both the fluorophore
density and position by using the varying evanescent field strength as the
angle of illumination changes.
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Figure 4.2: Cartoon illustrating how two different groups of fluorescent molecules can
appear to have the same fluorescence intensity in the enhanced field. The first group is
highly dense but it is far from the surface, so it experiences a weaker enhanced electric
field. The second group is less dense but closer to the surface, so each individual
molecule experiences a higher electric field power density. When observed at a single
angle of illumination, these two groups of molecules will be indistinguishable in a
fluorescence image.
4.3 Experiment
4.3.1 Method
A computer aided design model is created and computationally evaluated
with rigorous coupled waveguide analysis (RCWA, RSOFT Inc.) [101–103].
The design model consists of a large SiO2 base layer (300 nm thick), a 40 nm
deep rectangular step of SiO2 and a top coating of 85 nm of TiO2 with refrac-
tive indices of 1.46, 1.46 and 2.35 respectively. A standard waveguide grating
geometry is used in the model, consisting of a period of 400 nm and a 50%
duty cycle. A TE polarized plane wave source with a fixed wavelength of illu-
mination (632.8 nm) is used to excite the structure at a range of angles. The
amount of light reflected at each illumination angle is recorded and plotted
in Figure 4.3. A sharp resonance peak is observed around 6.1◦, where 100%
of the incident light is reflected. Four electric field distribution profiles are
then generated for the angles about the resonance peak: 6.1◦, 6.0◦, 5.9◦ and
5.8◦. The locations of these angles are highlighted on the percent reflectance
curve, and they represent a wide range of resonance coupling. As we can see
from the electric field profiles (Figure 4.3), the average field strengths and
skin depths are largest at the optimal resonance coupling angle, and they
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decrease as the angle of illumination moves further from the resonance peak.
A line profile of the electric field intensity at the same lateral position in
each plot is displayed versus the distance from the surface in the z-direction.
The inset dashed lines show the field intensity at a fixed distance from the
surface for the four different angles. As expected, the field intensities at a
fixed position are unique to each angle of illumination. The enhancement
factor and label-free shifts are dependent on the interaction of a molecule
with the device’s evanescent field, so different signal responses will occur for
the different angles of illumination. Knowing the decay rate of the signal
response to the changing evanescent field allows us to predict the distance
from the surface given this model.
The RSOFT electric field distributions are acquired as outlined above.
The electric field values for a 30 nm area above the sensor surface (Figure
4.4) are averaged and termed the simulated enhancement factor for a given
angle. The average enhancement factors are calculated for each illumination
angle about the point of resonance. A large scale microarray of high concen-
tration (9.9 µg/mL) Poly(Lys, Phe) (PPL) conjugated Alexa-647 is spotted
by a piezoelectric dispenser (Piezorray, Perkin Elmer) in a 3x3 array and
repeated across a 1” x 3” PC [68,71,72,120]. A maximized enhanced fluores-
cence (EF) image is generated using the angle scanning technique mentioned
earlier, and the individual angle data is analyzed separately. The measured
enhancement factor is the ratio of the pixel intensity at each angle to the
pixel intensity of an off resonance angle (θ < 10◦). The maximized EF image
takes the pixel intensity with the largest EF from any individual angle image
and compiles them all into one final image. A plot of the unprocessed en-
hancement factor versus angle is shown in Figure 4.5. The point of maximum
resonance, and therefore enhancement factor, is shown to occur around 11.2◦.
The EF at each angle decreases rapidly as the angle of illumination moves
from this peak resonance location. A picture of the maximized EF image is
shown in Figure 4.5, along with the fluorescence image acquired at the peak
resonance angle, θ=11.2◦. The reader should notice that only a fraction of
the spots are on resonance for a single angle of illumination, while all of the
spots are on resonance for the maximized EF image.
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Figure 4.3: (a) Simulated %Reflectance versus angle for TE polarization and a device
with 85 nm of TiO2, a 40 nm grating depth and a period of 400 nm. (b) Simulated
electric field profiles for the indicated angles of illumination. The dotted red lines show
the amount of light coupling into the device at each angle. Angles further from the
resonance peak couple more weakly into the device, and they show a reduced enhanced
field as well. The highest field enhancement (hottest color) occurs at the peak of
resonance where 100% of light couples into the resonant mode. (c) Field amplitudes as a
function of the distance from the surface are plotted for the different angles of
illumination. The strongest field intensity also decays the fastest. The black dotted line
shows the field amplitude at a distance of 40 nm from the surface. Each angle of
illumination has a unique field intensity at a given distance from the surface.
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Figure 4.4: (a) Overlay of the device structure (maroon = TiO2) with the field profile.
The decaying electric field with distance from the TiO2 can be studied. (b) The
refractive index map of the CAD model (blue = SiO2, turquois = TiO2, maroon = 30
nm mask layer, dark blue = air).
4.3.2 Compensating for Device Nonuniformity
Since the location of the device’s resonance peak varies spatially across
the slide, the angle of maximum resonance for pixel ‘a’ may be different
from pixel ‘b’ [66, 67]. This lack of uniformity skews the data set and the
calculation of the average EF for each angle. In order to compensate for these
errors, I developed an alternative data processing technique for analyzing
the EF at each angle. First a mask layer is defined from the maximized
EF image by setting an intensity threshold (Figure 4.5). The mask layer
filters the background pixels and only selects pixels with intensities that
are indicative of a fluorescent spot. Next, an array is created of all of the
pixel values at each angle. The x-direction of the array represents the pixel
number, which is converted from a 2D array to a single number. The y-
direction of the array contains the different angles generated during the scan.
The value at a position (x, y) in the array represents the intensity of pixel
x at a given angle y. An angle of minimum transmission is determined
for each pixel, and the resonance peaks for each pixel are aligned to an
arbitrary resonance angle, 1.5◦ in Figure 4.5, by shifting the pixel data. Note
that the angle spread in Figure 4.5 is arbitrary, as each angle value actually
represents a finite step distance in reference to the resonance peak position.
This process ensures that the relative angular distance from the resonance
peak is accurately aligned, even if the absolute angles are inconsistent across
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Figure 4.5: (a) Unshifted EF data set for an angle scan. (b) Shifted pixel data that
portrays the correct EF angular dependence. (c) Threshold mask foroptimization
procedure. (d) Maximized EF image (average Enhancement Factor = 150). (e) Single
enhanced fluorescence image at θ = 11.2◦.
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the device. This technique can be similarly viewed as the creation of a
virtual device with ideal spatial uniformity. Average EF values are then
calculated for angles relative to the maximum resonance peak (Figure 4.5).
The overall shape, including symmetry and decay rate, of the EF versus angle
plot is improved as well as the magnitude of the EF at each angle. An EF
improvement of roughly 150% is seen when calculating EF versus angle with
this more accurate data model. The author notes that this process would
not improve a perfectly uniform device, but the gain in EF could increase
beyond 150% for less uniform devices.
4.3.3 Measured EF vs. Simulated EF
Now that an accurate model of the simulated field EF and measured flu-
orescence EF have been created, the relationship between these two data
sets can be evaluated. In these studies, I assume that the fluorescent EF is
proportional to the intensity of the electric field. This is logically implied for
fluorophores responding in the linear regime of absorption and emission pro-
cesses. I assume that the enhanced electric field does not change significantly
with the deposition of small particles on the surface; this assumption will be
validated later in this chapter. The enhancement factor of the fluorophores
must be independent of concentration as well. It is also assumed that the
source illumination is spatially uniform, that the fluorophore’s response is
stable and that the data shifting technique described above compensates for
the device irregularities. With these thoughts in mind, we may evaluate Fig-
ure 4.6 with confidence.
Figure 4.6 shows the plot of simulated EF values against measured fluores-
cence EF values for different angles of illumination under TM polarization.
We notice a strong logarithmic dependence between the measured and simu-
lated data as the angle of illumination approaches the position of maximum
resonance. A linear relationship is not observed as expected. This is likely
due to the inaccuracies of our simulation with the actual device geometry
and photonic resonance bands. Additionally, the 30 nm surface field average
is likely a gross over-approximation of the actual resonance profile. The field
within the first 5-10 nm of the surface more accurately represents the actual
profile that the spots experienced in the fluorescent microarray experiment.
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Figure 4.6: (a) Correlation of the simulated E-Field intensity to the measured
fluorescence enhancement factor (EF) for different angles of illumination. (b) Plot of the
EF versus angle for two different imaging instruments: EFLF and Tecan confocal
scanner. (c) Correlation of the simulated field intensity with the measured EF for only
the Ez component of the electric field. (d) Correlation of the simulated field amplitude
with measured EF for only the Ez component of the electric field. The Ez intensity
correlation (c) is very similar to the full field (a) correlation, so it is likely that the
z-component of the electric field dominates the enhancement factor. This can be
observed in the field profile plots.
Figure 4.6 also shows how the z-polarized enhanced field dominates the sig-
nal output, as a logarithmic trend is still observed even when the x-polarized
component of the TM field is eliminated. It is interesting to note that the z-
polarized field amplitude shows a fairly accurate linear dependence with the
measured fluorescence EF. This is perhaps a happy coincidence, however.
4.3.4 Effect of Small Molecule Binding on the Resonance
Profile
In this section, I will use RSOFT simulations to illustrate the effects of
small molecule binding on the electric field resonance profile. Specifically, I
want to observe the changes caused by the addition of a small layer of pro-
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tein to the PC sensor surface, so I create a dense 10 nm thick homogeneous
monolayer with refractive index equal to 1.5 - most polymeric proteins have
refractive indices around 1.5 [121, 122] - on top of the TiO2 surface. Field
distributions are shown in Figure 4.7 along with the reflection peaks ver-
sus angle. The first thing I notice is the shift in resonance peak location,
which is caused by a change in the effective refractive index of the guiding
layer. The resonance peak location, however, should not change the field
distribution profile. The quality factor of the reflectance peak, which is typ-
ically changed by altering the grating depth, shows greater modulation of
the resonance profile [123–127]. I overlay the two reflection peaks in Figure
4.7, and a negligible change in Q-factor is observed, which is in agreement
with the field profiles in Figure 4.7 that appear very similar spatially and
in magnitude. When plotting the field intensity for a fixed lateral position
against the distance from the surface, an 18% change in maximum field in-
tensity is seen. The maximum field amplitude is not as important as the
area under the curve for a fixed thickness layer, because the enhancement
factor is a superposition of all of the field intensities that a biomolecule en-
counters. Also, for increasing layer thickness, the difference in area between
the two curves decreases. Most importantly, this plot shows the maximum
field difference at any lateral location, because the chosen lateral position is a
“hot spot” [125,126] and the average field intensity is considerably less than
the hot spot intensity. This analysis shows that the overall effect of small
molecule (10 nm thick layer of protein) binding to the sensor surface will not
significantly alter the enhanced field profile of a photonic crystal device.
4.4 Future Work
A theoretical model is constructed that can be used to generate a 3D refrac-
tive index map. This model has not been tested experimentally with success.
The fluorescence EF versus simulated field enhancement is the first attempt
to correlate the theoretical predictions to experimental work, but the antici-
pated linear trend is not observed. The simulated results can be improved by
altering the thickness of the average field layer to more accurately represent
the actual field that the fluorescent spots experience [71, 73, 120, 128], but
further improvements to the device geometry are often difficult to perform
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Figure 4.7: (a) Reflectance curves for a device in air and for a device with a 10 nm
layer of n=1.5. (b) Overlap of the two reflectance curves for easier comparison of the
peak shape and FWHM. (c) Electric field decay with distance from the surface for the
two devices. (d) Field profile for the point of maximum resonance for the device with 10
nm of n=1.5 and (e) device in air.
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without extensive sensor characterization. Anyone interested in these tomo-
graphic studies should first try to study the decay of the evanescent field
profile of a device by characterizing the enhancement factor at different an-
gles of illumination (Figure 4.5) [69,70]. The sample fluorescent layer should
have a known or quantifiable thickness and it should form a self-assembled
monolayer (SAM) to avoid variations in EF due to different packing den-
sities [129–134]. After properly determining the experimental field profile,
a mathematical model for the label-free refractive index shifts can easily be
constructed by quantifying samples by the 1/e decay point of the signal inten-
sity. 3D tomographic refractive index maps have a plethora of applications
as they add specificity to the label-free technique. The author hopes that
this foundational work will greatly benefit the utility of PC biosensors in the
near future.
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CHAPTER 5
MAXIMIZING THE BULK REFRACTIVE
INDEX SENSITIVITY (WMT SHIFTS AND
AMT SHIFTS)
In this chapter, I will provide a detailed analysis of the optical band diagrams
for visible wavelength photonic crystal biosensors. Photonic crystal biosen-
sors can be used to enhance the detection of refractive index changes that
occur near the surface of the substrate [4,5,51–53,60,63,120]. The biosensor
is fabricated using standard labware, such as glass slides, and it is composed
of a replica molded plastic layer that is coated with a high refractive index
layer of TiO2 [57–59]. Using a custom-built angle tuning white light spec-
trometer tool, we are able to exploit a maximum shift in resonance location
per refractive index unit. An improvement of 125% is shown for optimally de-
signed devices. A detailed description of the tool is provided for the reader.
The experimentally determined opto-physical properties of the devices are
in agreement with rigorous coupled waveguide analysis (RCWA). The results
presented in this chapter may be used as a guide when designing instruments
that require a high degree of detection sensitivity. I will conclude by relating
the experimentally determined resonance shifts to label-free refractive index
biosensing applications.
5.1 Motivation
While many individuals have used photonic crystal biosensors, no one has
shown how the angle of illumination affects the detection sensitivity of these
devices. Armed with this knowledge, experimentalists are able to achieve
more optimal conditions for resonance coupling and device performance.
Chemical labels, such as fluorophores, emit unique optical signatures that
can be used to visualize cellular components and their compartmentaliza-
tion. Unfortunately, many of these labels are toxic to the cells [16–19] or
require that the cells be fixed (killed) [20,21] prior to visualization. Finding
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an appropriate label that functions naturally for a system of interest often
proves challenging. Many cells are prone to undesirable interactions with ex-
trinsic labeling factors that can modify analyte conformation, block binding
sites or introduce steric hindrance. The limited visualization time resulting
from chemical effects, such as photobleaching [11,43,46,54,100,135], has re-
duced the utility of conventional fluorescence imaging as well.
Label-free refractive index-based biosensing has gained popularity in re-
cent years because label-free bioimaging often is non-invasive and it does not
require cell fixation [29, 30, 32, 33, 36, 52, 53, 97, 99]. These unique properties
enable important time-lapse studies to be performed in a more native cellu-
lar environment. Studying live cell cultures at multiple time points over an
extended period of observation allows for more accurate interpretations of
dynamic cell activities such as division, differentiation, metastasis and loco-
motion. Live cell studies are of great importance to the medical community,
as they provide valuable insight with respect to factors that can be used
to fight cancer, to repair damaged tissue and to direct cell fate. Label-free
imaging is especially important for sensitive primary cell lines, which are of-
ten difficult to procure and to maintain in a proliferative state. One example
of label-free refractive index bioimaging utilizes photonic crystal enhanced
microscopy. This technique is used specifically to target the interactions be-
tween individual cells and the extracellular matrix. Cell-surface interactions
are dynamic and occur over regions spanning only a few microns [35, 36], so
optimization of a photonic crystal device with ample refractive index sensi-
tivity is a major focus of these studies.
5.2 Experimental Methods
The photonic crystal devices used in these studies are fabricated using a
nanoreplica molding technique described previously [57–59]. This technique
involves the transfer of a lithographically defined grating pattern onto a glass
slide (Figure 5.1c). A UV curable polymer (UVCP) is used to form a replica
of a silicon master (8 inch silicon wafer patterned by deep-UV lithography
with a one-dimensional grating pattern, 360 nm period, 60 nm grating depth,
and a 50% duty cycle) on a flexible plastic substrate (polyethylene treptha-
late, PET), nPET=1.46. The silicon master is cleaned with IPA and acetone
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in an ultrasonic bath and then oxygen plasma treated for 3 minutes (Femto,
Diener Electronic Co.). The master wafer is then exposed to a vapor-based
silane treatment (PlusOne Repel-silane ES, Amersham) to facilitate easy
release of the cured polymer structure. Curing is performed by exposing
the sample to a high-powered xenon UV lamp (RC-600, Xenon Corp.) for
60 seconds. The transfer pattern, a negative of the original silicon master,
then is adhered to a glass slide (Corning Inc.) using an optically transparent
double-sided adhesive. A 300 nm thick layer of SiO2 is deposited by electron-
beam evaporation (Denton Vacuum Inc.), nSiO2=1.46, followed by a 160 nm
thick layer of high-refractive index TiO2 (PVD 75, Kurt J. Lesker Company),
nT iO2=2.35 (Figure 5.1a). Slides are stored in a dust free environment prior
to use.
Band diagram measurements are taken using an in-house transmission
spectroscopy tool. The tool, depicted in Figure 5.1b, is composed of a
tungsten-halogen lamp that is optically coupled to a 50 µm visible wavelength
fiber (Ocean Optics Inc.). The other fiber end is aligned to an achromatic
fiber collimating lens (Ocean Optics Inc.). Collimated white light passes
through a linear polarizer and is incident on our photonic crystal device
(TiO2 layer first), which is held in a custom slide holder. The slide holder is
attached to a computer controlled motorized rotational stage (Zaber Tech-
nologies Inc.) that is capable of performing relative step movements that
are smaller than 0.01 degrees. A range of wavelengths is partially reflected
according to the resonance coupling condition (Figure 5.2ac) [123, 124, 127].
One peak wavelength, hereby referred to as the wavelength of minimum trans-
mission (WMT), is reflected nearly 100%, neglecting absorption and coupling
efficiency losses. The transmitted wavelengths are collected by a second
achromatic fiber collimator-fiber pair and relayed to a high-resolution spec-
trometer (Ocean Optics Inc.). Using a custom imaging script programmed
in c#, synchronized control of the motorized rotational stage and spectral
data acquisition is used to compile a variable angle range of spectral data,
known as a band diagram (Figure 5.2a-d).
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Figure 5.1: (a) One-dimensional photonic crystal CAD model. Only the top two layers
are shown. The structure consists of a low refractive index SiO2 layer and a high
refractive index TiO2 layer. The device has a period of 360 nm, a TiO2 thickness of 120
nm and a grating depth of 60 nm. (b) Schematic of the angle tunable white light
spectrometer tool for measuring band diagrams. (c) Real photograph of a photonic
crystal device that was fabricated on a microtiter plate.
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5.3 Band Diagram Analysis
5.3.1 Statistical analysis
Figure 5.2 shows the high-resolution band diagrams for both TE and TM
polarized light that is incident on a photonic crystal device in air. An inte-
gration time of t = 100 ms was used to acquire each angle’s spectral data,
and an angle range from -10◦ to 10◦ with 0.01◦ steps between adjacent angles
was taken for each band diagram. For each wavelength, spectral data was
normalized by the light source spectral distribution and the spectrometer’s
dark current. The light source and dark current spectral distributions were
each acquired by averaging 15 sequential spectra taken with integration times
of t = 100 ms. The final band diagrams are an average of five independent
scans of a single device. Statistical evaluations of the devices - including co-
efficients of variation under 1% (Figure 5.2bd) - show that the angle scanning
system is highly reliable.
5.3.2 Wavelength of Minimum Transmission
The change in transmission intensity as a function of wavelength and
angle is the result of the coupling conditions at resonance (Figure 5.3a-
c) [60,123,124]. At each angle a unique wavelength of minimum transmission
(WMT) can be determined. The WMT for each angle is found in real-time
by applying a second order polynomial fit to the spectral data. The fitting
algorithm uses 60 data points around the WMT, 30 above and 30 below,
to determine the WMT with greater precision than the spectrometer res-
olution. After compiling the WMT for each angle, a curve with the WMT
versus angle can be created (Figure 5.3d). This curve is fitted using the same
polynomial-fitting algorithm, and the result of this second fit determines the
inflection point, or normal incidence (θ=0◦) of light on the device. The in-
flection point alternatively can be determined by utilizing the symmetrical
property of the band diagram; however, the point of inflection does not typ-
ically coincide with an exact angle step, so the polynomial-fitting algorithm
provides a more accurate representation of the actual inflection point. We
neglect the source light variation with angle (<5%) that is the result of refrac-
tion because the coupling efficiency is not a function of source intensity. This
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Figure 5.2: Band diagrams for photonic crystal devices in air. Devices were scanned
from [-10◦,10◦] by 0.01◦ increments and normalized by the source light distribution and
spectrometer dark current. (a) TM polarization, (b) coefficient of variation for a single
TM device measure independently five times, (c) TE polarization, (d) coefficient of
variation for a single TE device measured independently five times. The average
coefficient of variation for the entire band diagrams are displayed in the lower right
corner of the images.
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is verified by altering the integration time of the spectrometer. By adjusting
the polarization of the source, both TE and TM spectra can be acquired. It
is important to note that a new light source spectral distribution must be
recorded when changing polarization if the source light is not polarization
independent (Figure 5.4).
The images in Figure 5.4 represent the normalized band diagrams for a pla-
nar glass slide. A 1” x 3” precleaned glass slide (Fisher Scientific) is scanned
from -10◦ to 10◦ by 0.01◦ angle steps in the automated band diagram trans-
mission spectroscopy tool. The bottom two images represent the TE and TM
spectra with the correct reference source normalization. The transmission in-
tensity remains fairly uniform for all angle and wavelength combinations, as
indicated by the low standard deviation values. The coefficient of variation
is under 2% for both polarizations. When the color bar is rescaled around
90% transmission, a decreasing trend in transmission efficiency is recorded
(Figure 5.4a). It appears that the highest coupling efficiency into the collec-
tion fiber occurs at the negative angles and decreases as the absolute angle
position approaches 10◦. Because the collection fiber has a rather small core
diameter and the source collimation and collection lenses cannot be aligned
in the zenith and azimuth positions (noted previously), precision alignment
of the system is difficult to achieve. The small lateral translation that occurs
when passing through a thick piece of glass causes a lateral shift in the focal
plane of the collection lens [74]. If the lateral shift is significant, not all of the
transmitted light will be collected and recorded by the detector. Statistical
analysis of the three main regions, left side, right side and middle, shows a
reduced standard deviation from the full region and an angular dependence
of the stand deviation values. The line profile shows a clear decreasing trend
(Figure 5.4) across the angle scan and this trend line can be used to nor-
malize future data sets. The final plot (Figure 5.4) shows the polarization
dependence of the illumination source. A TM reference spectrum is used
to normalize a TE polarized light source, and the resulting band diagram
displays the difference in reference spectrum between the two polarizations.
The CV increases to about 8% and individual wavelength transmission ef-
ficiency drops to values as low as 60%. This study clearly illustrates the
importance of using additional intensity normalization across an angle scan
and the proper polarization of the reference spectra.
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Figure 5.3: Measured band diagrams for TE polarized devices in (a) air, n=1.000, (b)
water, n=1.333, (c) IPA, n=1.377. Notice the change in resonance location when the
refractive index of the superstrate is changed. (d) Polynomial-fit wavelength of minimum
transmission as a function of angle for devices in air, water and IPA.
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Figure 5.4: (a) Band diagram of a glass slide in air. Notice the scale bar is from 85%
to 95% and that there is a decrease in transmission intensity from negative to positive
angles. (b) This band diagram shows the different spectral distribution of the source for
TE and TM polarizations. The source is not polarization independent, so new reference
spectra will need to be acquired when changing polarizations. (c) Reference spectrum
band diagram for a TE polarized source. (d) TM polarized source. The mean and
standard deviations for (b),(c) and (d) are provided in the top-right corner of each
image. (e) Average line profile from negative angles to positive angles that quantifies the
decrease in transmission intensity. The mean and standard deviation for three regions
are listed below figure (e). It is interesting to note that the standard deviation is the
smallest around normal incidence.
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5.3.3 Bulk Refractive Index Shift
A plot of the WMT versus angle for different bulk refractive changes
is shown in Figure 5.3d. Glass slide-based photonic crystal devices were
coated with 50 mL of liquid, either high-resistivity (10 MW) deionized wa-
ter (Millipore), nH2O=1.333, or reagent grade IPA (Sigma-AldrichBLAH),
nIPA=1.377. The liquid layer was covered with a glass cover slip, which was
held to the device by surface tension. Subsequent source and spectrometer
reference spectra were acquired (Figure 5.3a-c), neglecting absorbance from
the liquid layer. Band diagrams, plots of WMT versus angle and the point
of inflection were acquired by the same method described previously for de-
vices in air (Figure 5.3a-d). We notice in Figure 5.3 that as the refractive
index of the liquid layer increases, the WMT red-shifts towards larger wave-
length values. By altering the refractive index on the surface of the sensor,
the resonance condition of the waveguide grating structure is altered. The
change in the effective refractive index of the superstrate is analogous to a
change of the refractive index in the cladding layer of a waveguide [60]. By
decreasing the contrast between the high refractive index layer of TiO2 and
the superstrate, air or water or IPA, the effective width of the guide layer
increases, red-shifting the dispersion equation and guidance condition of the
waveguide. The change in the guidance condition is mirrored by a change in
the band diagram of a device, and we visualize this alteration by comparing
the WMT versus angle for different superstrates. As expected, a large refrac-
tive index change between water and air leads to a large change in the WMT
location at each angle, while a smaller refractive index change between water
and IPA leads to a smaller relative change in the WMT location. Study-
ing Figure 5.3d more carefully, we see that the change of WMT, ∆WMT,
is dependent on the angle of illumination. Figure 5.5a shows the difference
in WMT for each angle between air-water and air-IPA interfaces. We ob-
serve that the greatest change in WMT for a given refractive index change
occurs at the inflection point (normal incidence), and it decreases substan-
tially the further the resonance angle moves from the inflection point. In
order to maximize the change in WMT for a given change in refractive index
unit (∆WMT/RIU), photonic crystal biosensor devices should be utilized at
normal incidence. For photonic crystal biosensors, the ∆WMT/RIU is the
factor that represents the sensitivity of the label-free refractive index sensing
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technique [4, 5, 63].
5.3.4 Physical Theory for Bulk Refractive Index Sensitivity:
Rigorous coupled waveguide analysis (RCWA, RSOFT Inc.) is used to
solve the boundary equation at the photonic crystal surface [101–103]. The
simulation results are used to create a physical model that describes how light
interacts with a photonic crystal device. The device behaves similar to a res-
onant grating coupled waveguide [74], where in the far-field, diffracted light
assumes plane wave propagation with θincident = θreflected and the amplitude
of the reflected wave is a function of wavelength λ and angle θ. Addition-
ally, the resonantly coupled light gives rise to a surface-localized evanescent
field [125, 126] whose intensity decays rapidly within the first 200 nm of the
surface (Figure 5.6a). Modifying the refractive index in this evanescent field
region changes the guidance condition of the high-refractive index waveg-
uide [60]. A bulk refractive index change refers to the change in guidance
condition that is the result of convolving the decaying evanescent field pro-
file with a spatially uniform refractive index. Figure 5.6bc shows the band
diagrams generated by RSOFT simulations for a device with the same ge-
ometry as the ERv1 photonic crystal measured above. The ∆WMT versus
angle for the simulated band diagrams follows the same motif as the mea-
sured band diagrams; however, the wavelength shift of the simulated band
diagrams are more strongly influenced by the angle of illumination. This can
be observed in Figure 5.6de where the TE peak at 10◦ blue-shifts, even as
the point of inflection experiences a red-shift. The label-free sensitivity of a
photonic crystal device is the result of two main effects: the general red-shift
of the entire resonance peak and the narrowing of the WMT versus angle
curve. In the experimental work, the broad red-shifting feature prevails, but
for the simulations, the narrowing of the WMT curve eclipses the red-shifting
trend. The narrowing of the WMT curve can be explained by the geometri-
cal differences in our measured devices versus our ideally simulated devices.
The simulated devices are composed of sharp transitions at the period edges,
while actual devices are more rounded [54,66].
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Figure 5.5: (a) Shift in resonance location, wavelength of minimum transmission,
between air-water and air-IPA. It is apparent that the maximum wavelength shift for a
given bulk refractive index change occurs at normal incidence. Therefore, the maximum
sensitivity for photonic crystal devices can be achieved at normal incidence. (b) Table
showing change in wavelength of minimum transition for discrete angles of illumination.
We notice that the TM peak has roughly 3x larger shifts per refractive index unit than
the TE peaks.
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Figure 5.6: (a) Simulated electric field profile that is calculated using RCWA and
shows a decaying evanescent field with increasing distance from the surface. RSOFT
generated band diagrams for a TE polarized device fashioned after an ERv1 photonic
crystal in (b) air and (c) water. (d) Simulated wavelength of minimum transmission
curve for the simulated band diagrams in (b) and (c). (e) Bulk refractive index
sensitivity versus angle for the simulated devices. The change in wavelength of minimum
transmission is red-shifted near normal incidence and blue-shifted as the angle of
incidence approaches 10◦.
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5.4 Why Angle of Minimum Transmission?
The experiments above outline a method that is useful for analyzing the
average bulk refractive index shift that occurs over a large surface area. The
word average is used because the white light spectrometer tool acquires the
average wavelength spectrum from a finite circular area, where the radius
of the circular area is a few millimeters long. While this technique is es-
pecially useful when studying protein dynamics [4, 5, 57], large aggregate
formations [52] or cells at high plating density [61,136], it does not lend itself
well to high spatial resolution imaging. A fundamentally different technique
must be used if we want to apply refractive index-based label-free biosensing
to high magnification microscopy experiments, such as single cell- or colony-
based studies.
For high-resolution imaging, an angle of minimum transmission (AMT)
image is ordinarily acquired instead of a wavelength of minimum transmis-
sion (WMT) image [51]. Generation of a 2D AMT only requires the use of
a standard CCD or CMOS camera, whereas 2D spectral imaging requires
a point [137] or a line [135] scanning apparatus. The fundamental differ-
ences between the AMT and WMT curves can be explained in terms of the
band diagram plot. In order to obtain an AMT image, a fixed wavelength
of illumination, such as a gas laser or narrow band LED, scans through a
series of different illumination angles [51,66,73]. The resulting curve (Figure
5.2) is equivalent to plotting a horizontal line about the center wavelength in
the band diagram plots. WMT images (Figure 5.2) implement a broadband
source, such as a tungsten-halogen lamp or white light LED, and obtain a
transmission spectrum at a fixed angle of illumination. Since a 2D detec-
tor can only obtain a 1D wavelength spectrum, the sample position must
be scanned across the desired field of view in order to achieve two spatial
dimensions. The WMT curve is best visualized as a vertical line about the
angle of illumination in the band diagram plots. In either scenario, one scan-
ning mechanism is required, but the angle scanning technique benefits from
the technology developed in other microscopy fields, and it is less sensitive
to scattering losses [29, 30, 40, 96]. A lot of research has been invested into
developing cooled EMCCD cameras with extremely low dark currents and
high-powered gas or solid-state lasers, including multiphoton sources, which
all benefit the AMT imaging method.
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5.4.1 AMT from Band Diagram
The analysis of the band diagram plots can be expanded to AMT shifts
as well. A major design consideration when maximizing the sensitivity of
an AMT, also known as the angle shift per refractive index unit (∆θ/RIU),
revolves around the illumination source. Both the center wavelength and
bandwidth, or full width half max (FWHM), have important effects on the
sensitivity of AMT images.
5.4.2 Method
In order to generate AMT curves, the band diagrams from above (Figure
5.3) are convolved by the spectral distributions of a few different sources
(Figure 5.7d). The spectral distributions of the sources are measured by
a high-resolution spectrometer or obtained from the source’s specification
sheet. In this analysis, the sources are assumed to be roughly symmetrical
about the center wavelength. Illumination sources have finite bandwidths,
and therefore spectral distributions, so the spectral coefficients represent the
normalized intensities of the source at each wavelength. In other words, the
normalized intensity values at each wavelength can be viewed as the Fourier
coefficients of the plane wave Eigen solutions to the wave equation. Since
the coefficients only provide relative intensity values, rather than absolute
intensity readings, the intensity units of the AMT are arbitrary as indicated.
The convolution method assumes that each wavelength bin interacts inde-
pendently with the photonic crystal structure and that the resulting intensity
at each angle is a linear superposition of all wavelength transmission powers.
Figure 5.7b shows the relative intensity differences of the detected signals
from the various sources of illumination. As expected, the unfiltered sources
have higher raw intensity values due to the larger spectrum of acquired wave-
lengths.
5.4.3 ∆AMT versus Center Wavelength
Figure 5.7 shows three different broadband LED sources (625 nm, 642
nm, 660 nm) with roughly the same FWHM (30 nm), but different center
wavelengths. As seen from the AMT locations, the three different sources
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Figure 5.7: (a) AMT for sources in air. (b) Normalized AMT values that show the
relative intensity difference by a real detector. (c) AMT for sources in water. (d)
Spectral distribution of ThorLabs broad band LED sources with different center
wavelengths. (Blue = 625 nm, red = 642 nm, green = 660 nm.)
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show three different angle shifts between devices in air and devices in water.
The 625 nm source is far blue-shifted from the point of inflection, and it
resides in the linear regime of the band diagram curve. As expected, the
angle shift in water is equal to the slope of the band diagram curve. The 642
nm source, on the other hand, is ideally located at the point of inflection,
and it is only blue-shifted a few nanometers. The AMT is initially located
at normal incidence, but it moves out quite far after the device is covered in
water. Since the band diagram curve is nonlinear near the point of inflection
and it has a derivative that approaches zero at the point of inflection, the
sensitivity (∆θ/RIU) is largest about this location. This is the optimal point
to design AMT images. The 660 nm source is red-shifted from the point
of inflection, and it shows no change in AMT when water is added to the
device surface. When the device resonance and source center wavelength are
improperly matched, no AMT shift is detected until the point of inflection
is red-shifted form the source’s center wavelength. This happens because
only a portion of the source’s spectral distribution overlaps with the device’s
resonance and couples into the waveguide. Since the source’s intensity is
assumed to be greatest at the center wavelength and decay with a Gaussian-
like profile about the center wavelength, the convolution will always show a
minimum transmission intensity at normal incidence until the center wave-
length couples into the guide at a different angle. This is a key fact when
designing the band structure of a photonic crystal device. If a device is red-
shifted from the center wavelength of the source, sensitivity will be lost until
the resonance peak is blue-shifted past the point of inflection. Therefore, as
mentioned previously, the ideal location of a source is slightly blue-shifted
from the wavelength at the point of inflection.
5.4.4 Source Bandwidth
Figure 5.7 also compares the effect of source bandwidth on the angle shift
for a fixed change in bulk RIU. 30 nm broadband LED sources are compared
with 1.5 nm bandwidth filters that are used with the broadband LED sources.
The center wavelengths of the filters are chosen for commercially available
filters, with the exception of the 642 nm filter, which is ideally suited for
these particular devices as described previously. As is evident in Figure 5.7,
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the narrower spectral sources show a larger angle shift for the same bulk
refractive index change. The additional amount of shift from the filtered
sources can be easily visualized by drawing a vertical bar about the AMT
for the broadband source and the narrowband source. It is important to
notice that in the linear regime, the additional angle shift is negligible. Only
near normal incidence will the source bandwidth affect the angle shift in a
noteworthy manner. The overall result is that for normally incident AMT
peaks, the source should have a narrow bandwidth, but for off-axis resonance
peaks, the source bandwidth becomes less important to the performance of
the sensor. Narrowing the source bandwidth will also tightly constrain the
placement of the source center wavelength, as a slightly red-shifted source
will not show any AMT shift until it overlaps the WMT at the point of
inflection.
5.5 Conclusion
In summary, a tool was developed to study rigorously the behavior of pho-
tonic crystal biosensor label-free detection sensitivity. The angular depen-
dence of WMT shift was measured, and the results of these measurements
should be used when designing instruments that enhance the detection of
substrate-bound cellular components, such as the extracellular matrix. The
sensor responds to changes in the refractive index near the surface of the
device, and bulk refractive index changes for these devices were shown to
provide the greatest WMT shift per RIU at normal incidence. This behavior
was supported by theoretical analysis as demonstrated through RCWA sim-
ulation.
Additionally, AMT sensitivity was analyzed by convolving known source
spectral distributions with the band diagram plots. The highest degree of
sensitivity was achieved for center wavelengths that were slightly blue-shifted
from the WMT at the point of inflection. Narrower source bandwidths were
shown to increase the angle sensitivity slightly around normal incidence, but
they have diminishing returns at off-axis angles of illumination. It is also
worth noting that no angle shift will be detected for sources that are red-
shifted from the point of inflection until ample shift is provided to move the
source center wavelength past the point of inflection. Unfortunately, this shift
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will result in a loss of sensitivity. While WMT curves are useful for analyzing
large area bulk refractive index shifts, AMT curves have practical advantages
in high-resolution imaging set-ups. Regardless of the type of curve generated,
the band diagram is an essential tool that should be used when studying the
sensitivity performance of label-free photonic crystal devices.
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CHAPTER 6
THE ROAD TO OBJECTIVE COUPLED
LABEL-FREE MICROSCOPY
6.1 Motivation
Photonic crystal enhanced microscopy has become a fascinating area of
study over the past decade. Photonic crystals (PC) have been used to im-
prove the sensitivity of fluorescence-based detection systems [65, 66, 68, 71,
72, 120, 138], and they have been used to measure the label-free refractive
index changes that occur at the surface of a device [4, 5, 52, 53, 61, 120, 138].
Due to the rich nature of this work, our group has strived to improve the
areas of photonic crystal device design, sensor performance and PC-based
instrumentation, especially as applied towards the biological sciences.
Numerous studies have been performed by previous group members in or-
der to characterize the devices and their fabrication methods, but no one
has previously studied the sensor performance in depth for a given device.
Additionally, both a commercial system [4,5] and a custom angle-tuning in-
strument [51,66] have been used as a guide when designing our new advanced
application microscopy tools: one for low limit of detection fluorescence mi-
croarrays [71,72,120] and one for high-resolution label-free single cell imaging
(described below). Chapter 5 outlines the optimization of the sensor perfor-
mance, while this chapter is dedicated to highlighting the improvements of
the new objective coupled label-free (OCLF) microscope.
6.2 Background
The unique optical resonance properties of the photonic crystal devices can
be used in order to evoke surface-bound evanescent waves that give rise to
enhanced electric fields [125,126]. One application that is especially relevant
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to this work is the manipulation of the enhanced field to elicit an increased
fluorescence response for fluorescence microscopy applications. Cheng-Sheng
et al. (2011) have exploited the resonance phenomena of PC biosensors in
breast cancer biomarker assays in order to lower the limit of detection for
protein microarrays. Another key study related to his work is the detection
of cell-substrate interactions as measured through the label-free resonance
shift of a PC biosensor. Lidstone et al. (2011) have mastered the detection
of extracellular matrix (ECM) protein rearrangements that are the result
of apoptotic-induced hepatic cell death, beating cardiac cells or proliferat-
ing PANC-1 cells. The two modes, coined enhanced fluorescence (EF) and
label-free (LF), are combined into a single instrument known as the EFLF
microscope (Figure 6.1) [51].
The original EFLF microscope (Figure 6.1) is comprised of four light
sources: a 100W Halogen lamp for upright bright field illumination, a 532
nm laser for Cy3 fluorescence, a 633 nm laser for Cy5 fluoresces and a 690
nm laser for label-free refractive index detection. Each light source is regu-
lated by a high-speed electronic shutter (SC10, ThorLabs Inc.) or manual
shutter (Olympus Inc.). Because spatial homogeneity is crucial for the per-
formance of the label-free imaging mode, a rotating diffuser plate (ThorLabs
Inc.) is placed in the optical beam path of the 690 nm laser prior to the
polarizer. The three laser beam paths then are combined through a series
of mirrors and cleverly chosen dichroic beam splitters (Semrock Inc.). The
aligned beams are jointly incident on a tunable mirror platform. The mirror
platform is comprised of a linearly actuated mirror holder (Newport Inc.),
a high reflectivity silver mirror (ThorLabs Inc.) and a high-precision lin-
ear actuator (LTA-HS, Newport Inc.) that are all mounted upon a linear
translation stage (LTS-28-M, Zaber Inc.). This unit provides both lateral
translation and angular rotation of the incident beam. The lateral transla-
tion is important for illuminating the same sample position while changing
the angle of illumination. After interacting with the photonic crystal, the
incident light is either transmitted (label-free mode) or absorbed through a
fluorescence excitation process (enhanced fluorescence mode). The scattered
light is collected by an objective, passed through an emission filter and then
imaged onto an EMCCD camera. The emission filter band pass wavelengths
are chosen such that both the 690 nm illumination light (LF mode) and
Cy5 dye emission (EF mode) can reach the detector. This enables the user
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Figure 6.1: (a) Schematic of old EFLF microscope system. (b) Photograph of old
EFLF microscope.
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to acquire LF and EF images without having to change the emission filter.
Performing an angle scan [73] allows the user to acquire images at multiple
angles of illumination, which later can be compiled into a single AMT or
maximized EF image.
6.3 Improvements to EFLF
6.3.1 Re-engineered Optical Design
I have made numerous modifications to the original EFLF system in order
to improve the overall performance, image quality and feasibility of high-
speed data acquisition and processing. The first major change required is
the physical implementation of the optics in the microscopy system. The
cartoon in Figure 6.2a summarizes the major alterations to the beam paths,
while the picture (Figure 6.2b) shows the physical implementation of the new
set-up, hereby referred to as new EFLF. I list the justifications for the new
system below.
1. The old set-up used a single polarizer and neutral density (ND) filter
for all three laser sources. This is problematic because the user must
change the position of the polarizer and ND filter when changing laser
sources. This prevents the set-up from ever becoming truly automated.
Anticipating a fully automated imaging solution, I redesign each beam
path to include a separate polarizer, ND filter and electronic shutter.
2. All three beam paths are incident on the rotating diffuser plate in the
new EFLF. The benefit of this action is two-fold: alignment of all three
beam paths is common to a single point on the diffuser plate and all
three laser sources gain spatial homogeneity. Since all the lasers are
aligned to the same point on the diffuser plate, the user only needs to
align one of the beam paths using alignment tools, such as fixed height
irises. After the first source is aligned, the other two sources only need
to have their individual kinematic mirrors tune the beam position to
the same location as the first source. The kinematic mirrors for all
three source paths are decoupled in the new EFLF, and the combined
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beam path is the only path that shares a common mirror. This makes
alignment of any given optical path easier.
3. I alter the tilt of the laser platform table in order to make all three
beam paths parallel (horizontal) to the optical table surface. This
action removes the need to perform course zenith angle tuning of each
path’s individual laser beam. In order to make a direct beam path to
the center of the angle tunable mirror without the need to adjust zenith
angle, I adjust the height of the laser platform.
4. I space the location of the individual optical components further apart
by rotating the optical path 90◦, which also is necessary for the de-
coupled two-mirror alignment scheme mentioned above. Accidentally
bumping and misaligning components is common when there is phys-
ically having more room to adjust optical alignment. The additional
spacing also provided the opportunity to add separate polarizers, ND
filters and shutters into each beam path.
5. The room does not have filtered air, so there is a large degree of particles
that circulate in the room. Small particles that land in the optical beam
paths cause gross diffraction rings in the final images. By cleaning the
room thoroughly (wiping the counters with a lint free cloth followed by
dusting, moping and vacuuming of the floors) and shutting the air vent,
the amount of particle contamination is heavily reduced. The author
notes that properly filtered air or dust-free containers that isolate the
optics should be used with any serious optical system. The cleaning
procedure should be performed minimally twice a year.
6. Many of the optical components in the old EFLF are damaged or
spoiled from careless use and improper care and upkeep. I cleaned
all optical components in the EFLF system and replaced pieces where
necessary.
7. I added one “swappable source path” that can be utilized by adjusting
the path’s separate kinematic mirror. The swappable source path may
be used to test new sources with the EFLF system or to isolate problems
in the paths of the fixed sources.
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Figure 6.2: (a) Schematic of new EFLF microscope system. (b) Photograph of new
EFLF microscope.
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6.3.2 Automated Image Acquisition and Software Interface
LabVIEW Code:
The original EFLF microscope is powered by LabVIEW code (National
Instruments Inc.). The LabVIEW code requires that the user manually con-
trol the shutters, polarizers, angle tuning mirror platform, sample stage,
post-acquisition data processing and image acquisition settings. These ac-
tions are costly both in time and the repeatability of experiments. Although
the code is partially automated for a few fixed imaging routines, it does not
offer very much flexibility or versatility with respect to image acquisition.
Additionally, the code is difficult to modify, and large data sets are diffi-
cult to acquire because the automated processes execute rather slowly. No
hand-shaking or synchronization of the electronic parts is performed. In-
stead, arbitrarily large wait times occur between events in order to allow the
previous component to finish its action before the next action begins. After
the data is acquired, the user must open all of their saved data files within
another software program and manually start the post-processing routines
that create the desired AMT or maximized EF images. Since the EFLF mi-
croscope is intended to be a high-throughput imaging tool, a better method
of data acquisition is required.
New EFLF Microscope Controller Code:
The other principal change to the EFLF system is the software interface
and embedded control system. Rather than controlling each of the hardware
components through their individual software packages and the LabVIEW
code, I have compiled all of the necessary features into one program. A
screen shot of the program is shown in Figure 6.3. An overview of the soft-
ware program is provided in the background section of this thesis, but the
key improvements for the EFLF system will be highlighted here.
The code is neatly structured and commented, so modification of the ex-
isting program should prove facile. The software is built in a modular fashion
as well, so hardware components can be added or removed without major
revamping of the high-level function hierarchy. Since the code implements
high-level functions, such as“tune angle”, “elative move stage” or “capture
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Figure 6.3: Integrated EFLF microscope controller software interface.
angle series”, custom imaging scripts can be incorporated for extensive cus-
tomizability and versatile data acquisition.
A key feature of the new software is the synchronization of the electronic
components, including the shutters, linear mirror stage, rotational mirror
mount, sample stage and EMCCD camera. The computer acts as the brain
of the system, delivering instructions to the individual components in the
correct order and with the correct timing. Hand-shaking routines help to
synchronize the system in a fast and efficient manner, while ensuring that
a part has finished its intended action before proceeding. Directly querying
the electronic parts for their status minimizes the wait time in-between steps,
which is vital when large angle scans or scan areas are desired. A table of
the scan times for a 200 angle scan is shown in Figure 6.4. At the highest
scan speed, 200 angle images can be acquired and processed within roughly
30 seconds.
The software automatically controls the data acquisition, organization and
post-processing for AMT and maximized EF images. With the new EF sys-
tem alignment, switching between EF and LF scans is trivial, and the data
can be acquired without the user ever having to physically touch the optical
bench or change any hardware settings. This greatly speeds up the time it
takes to switch between EF and LF imaging modes. The new software is
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Figure 6.4: EFLF microscope controller speed test.
capable of automatically acquiring angle scans as well. The computer opens
the proper shutter, tunes the angle of the rotational mirror and linear stage,
takes a picture, saves the image and then repeats the process until all of
the desired angles are acquired. After the angle scan terminates, the data is
automatically passed to the peak fitting software and the data is fit for either
the AMT or maximized EF image, depending on the type of measurement.
The software then outputs the processed file and saves it along with the angle
scan data. Multiple locations can be scanned automatically, too. Specifying
the stage start, step and end positions will automatically acquire the angle
spread at each location within the array. Additionally, there is a special sub-
array feature that is available when the image cannot capture everything in
the desired field of view. Everything from switching between the two imaging
modes, to the angle scanning routines to the post-acquisition data processing
and handling is automatically controlled by the software. These seemingly
simple features greatly improve the speed, repeatability and convenience of
using the EFLF microscope tool.
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6.4 Characterization of EFLF Microscope
Because my ultimate goal is to improve the performance of the EFLF mi-
croscope, I will have to thoroughly investigate the limitations of the current
system. Since I have already fixed many of the data acquisition and software
limitations of the system, I will now aim to improve the physical character-
istics of the sensing system and detection optics.
6.4.1 Spatial Resolution of Bright Field and AMT Images
Figure 6.5 shows the bright field image of a reflective calibration slide. The
calibration slide is imaged with both the 4x and 10x objectives. Since these
objectives have the lowest numerical apertures, they can show the measurable
resolution limit down to 5 µm. The 4x objective shows a 0.251 pixel/micron
measured resolution, while its theoretical value should be 0.250 pixels/micron
for a 16 micron/pixel CCD camera. The 10x experimentally demonstrates a
0.626 pixels/micron resolution, while its intended value is 0.625 pixel/micron.
The 20x objective has a measured 1.257 pixel/micron for a theoretical 1.25
pixel/micron value. The measured values are all in close agreement with
their ideal counterparts, so the system shows a spatial resolution of at least
5 µm.
Figure 6.6 characterizes the limit of detection and spatial resolution of the
angle scanned AMT images. Figure 6.6a shows a United States Air Force
1951 resolution target that has been lithographically defined on an ERv1
device by a standard photoresist-based masking procedure [66]. The image
acquired is for the TE resonance peak and shows a horizontal resolution of
about 10 µm and a vertical resolution of approximately 5 µm. The lateral
smearing in the horizontal direction is proportional to the photon lifetime in
the waveguide structure [139]. This smearing distance increases for higher
Q-factor devices and for higher angles of illumination, so typically we use the
TE peak, which has a wider resonance peak and lower Q-factor, for label-free
imaging. It is important to note that the actual pattern is also limited by
our ability to transfer a lithographic pattern onto the sensor surface. We are
able only to form lithographic features on the order of a few microns. The
second image (Figure 6.6b) shows the AMT for an ERv1 device in air. There
are many defects and topographical features in the AMT image that are the
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result of interference fringes and Newton rings. These features appear in
all of the ERv1 devices and greatly increase the noise of the control signal.
The standard deviation, or noise, of the control image is on the order of
0.13◦. This value sets the limit of detection (LOD) for our label-free angle
shifts. Since the ECM only shows shifts on the order of 0.35◦ [53], we will
need to focus our efforts on improving the refractive index sensitivity of our
PC biosensors. Unfortunately, the more sensitive TM peak, which has a
higher Q-factor, causes a greater degree of lateral blurring that may greatly
hinder our high-resolution studies. It is my goal to remove the trade-off
between detection sensitivity and spatial resolution in the future generation
of instrumentation.
6.4.2 Limit of Detection and Analysis of Fringe Patterns
Analyzing the angle data more thoroughly shows the persistence of diffrac-
tion rings and interference fringes in the final AMT (Figure 6.7). These
inhomogeneous features give rise to the large background signal that is de-
tected in the final AMT image [140–142]. If we can reduce or eliminate these
characteristics, then we will be able to lower the LOD. When a spatially
and spectrally coherent source encounters small particles or apertures, the
resulting image will contain interference patterns. Since I have thoroughly
cleaned the optical system and room prior to these experiments, eliminating
the remaining particles from the optical system is not likely a pragmatic solu-
tion. By investigating the source of the fringes, I discover that the problems
arise from a layer contained within the PC biosensor. The fringe-causing
particles are likely isolated in one of the adhesive layers, which may contain
air bubbles or other small defects. While we could reduce the coherence of
the source, this action would also reduce the amount of resonance coupling
into the device [73], resulting in a loss of sensitivity; however, if the device’s
coupling condition is not very strict, we could potentially reduce the coher-
ence of the source to the allowable tolerance without any loss in detection
sensitivity. Instead of using a narrow band (FWHM: 10−5 nm) HeNe laser, I
recommend using a 1 nm FWHM solid-state laser. This visually reduces the
fringe effect, but it does not eliminate it entirely.
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Figure 6.5: Calibration slide images taken on the EFLF microscope.
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Figure 6.6: (a) AMT of USAF 1951 resolution target lithographically defined on an
ERv1 photonic crystal. (b) Background scan of AMT in air for ERv1 device. The
standard deviation (limit of detection) of the background signal is displayed in the
upper-right corner of the image.
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Figure 6.7: (a) Single angle transmission image at θ = 1.68◦. (b) AMT image of the
same location. The ring patterns persist in the AMT.
The 1 nm FWHM solid-state laser provides a temporary solution to the
fringe problem, but the embedded air gaps in the adhesive layer of the ERv1
devices still limit the detection sensitivity. Another solution is to use a differ-
ent device without the adhesive layer. Quartz-based PC devices [68], which
were mentioned previously, do not contain the same out of focus particles
that are found in the ERv1 devices, and therefore, they do not show the
resulting fringe patters (Figure 6.9). The fringes observed in Figure 6.9b
are caused by the HeNe laser and particles on the optical components of the
instrument, as explained below. Unfortunately, quartz PCs are very time
consuming to fabricate and cellular assays require one time use disposable
substrates. Quartz PCs consisting of only a quartz grating and TiO2 top
layer may potentially be a solution to the fringe problem, but they are not a
feasible solution at the moment.
The only remaining option to mitigate the effects of the diffraction fringes
is to further reduce the coherence of the source. I set up a series of five differ-
ent sources that can be used to test the effect of coherence on the background
signaled that is caused by the fringes. Figure 6.8 is a display of the images
acquired with the five different sources. The HeNe gas laser (Figure 6.8) has
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the narrowest line width, and it shows both diffraction rings and an over-
laying set of diagonal fringes. The diagonal fringes may be due to the back
thinned CCD camera [143], but this has not been confirmed experimentally.
The next narrowest source is the broadband LED (30 nm FWHM) with a 1
nm bandwidth filter. The overlaid diagonal fringes are eliminated, but there
are still a large number of particles in the field of view from the plastic layer
(Figure 6.8). Without the 1 nm filter, the broadband LED softens the par-
ticle edges, but the particles themselves are still visible (Figure 6.8), so the
overall background signal is still too great. A white light LED flashlight that
is not spatially coherent is used next (Figure 6.8). This image shows the first
noteworthy reduction in background signal. Some particles are still visible,
but the rounded Newton rings from the particles that are out of the focal
plane are no longer visible. Unfortunately, very little light will couple into
the PC device since the flashlight is not spatially coherent. This solves the
fringe problem, but it is accompanied by a significant loss in sensitivity. The
halogen arc lamp shows the best image with the lowest background signal
(Figure 6.8), but it is a highly incoherent source in both the spatial and spec-
tral domains. An unpredictable amount of light will couple into the device
from this source, so this source is not a viable alternative for performing PC
enhanced microscopy studies.
Even though the spectral coherence of the collimated sources is heavily
reduced, the spatial coherence due to collimation, which is required for PC
resonance coupling and proper device function [73], creates a large enough
coherence volume such that the out-of-plane particles in the adhesive layer,
which is only a few hundred nanometers below the sensor surface Figure 2.4,
are still visible. In order to elicit the smallest coherence volume while still
satisfying the resonance condition of the PC, a collimated white light source
should be used in conjunction with an imaging spectrometer. The white light
will reduce the coherence volume, the collimation will satisfy the PC coupling
condition and the spectrometer will offer the ability to measure refractive in-
dex shifts (∆WMT/RIU) with white light. Using a higher magnification
objective and a smaller depth of focus will help to eliminate the background
noise due to out of focus particles as well. Both of these modifications to
the EFLF system will be implemented in the new OCLF imaging set-up;
however, the correctly engineered solution to the fringe problem requires the
fabrication of a new device without the plastic adhesive layers.
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Figure 6.8: Background noise of the same ERv1 device taken on the EFLF microscope
while using the (a) HeNe gas laser, (b) LED without a filter, (c) LED with a 1 nm filter,
(d) white light LED flashlight with the mirror, (e) high-powered arc lamp. The
differences in background intensity are due to the different powers of the sources and
integration times of the camera.
6.4.3 Common Defects that Affect Image Quality
Figure 6.10 illustrates some common artifacts in the EFLF imaging system.
These images are taken in air without a PC in the sample image plane. The
first highlighted artifact (yellow circle in Figure 6.10) shows a dust particle
that is stuck to the CCD chip of the camera. Careless transport and han-
dling of the camera leave particles permanently on the CCD surface. These
particles must be cleaned professionally, and they should not be wiped with
lens paper or a lint free lens cleaning stick. Always cover the CCD aperture
during transport. The second highlighted artifact shows the fringes caused
by a particle that is located in the optical path, such as on the angle tuning
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Figure 6.9: Background noise of a quartz PC taken on the EFLF microscope while
using a (a) high-powered arc lamp and (b) HeNe gas laser. The fringe patterns observed
in (b) are artifacts of the imaging instrument.
mirror. When broadband white light is used, this particle that is far from
the image plane can be eliminated, but it is not eliminated for the broad
band LED. Also note the fringes in the image taken with the HeNe laser
source. They are not caused by a Fabry-Perot cavity in the glass slide since
these images are taken in air. These pictures also provide another example of
the background variation due a highly coherent source (Figure 6.10ab). The
reduction in standard deviation is apparent when comparing the images of
the HeNe, LED with a 1 nm filter, LED without a 1 nm filter and the white
light LED flashlight.
6.5 Examples of Label-Free Imaging with EFLF
Microscope
A physical model shown in Figure 6.11 depicts how a photonic crystal
biosensor detects surface-localized refractive index changes. When the sen-
sor surface is exposed to air or culture media, the resonant coupling angle, or
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Figure 6.10: Images taken with the EFLF microscope with no sample while using (a)
the LED with a 1 nm filter, (b) LED without a filter, (c) HeNe gas laser, and white light
LED flashlight (d) without and (e) with the angle tuning mirror. The yellow circle
highlights particles on the CCD camera surface. The red circle highlights a fringe
pattern on one of the optical components. The fringe pattern is removed when the lower
coherence flashlight is used.
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angle of minimum transmission (AMT), is different from when the sensor sur-
face is covered in a fibrous extracellular protein matrix. Fundamentally, the
sensor detects the effective refractive index change near the surface, which
changes the waveguide coupling conditions, described previously in Chapter
2. By performing an angle scan on the EFLF microscope, the AMT at each
pixel location is determined and a quantitative change in effective refractive
index is inferred. The contrast of our AMT images is a result of the refractive
index differences between the target molecules and the surrounding environ-
ment.
Fluorescently labeled collagen I is microcontact printed (µCP) onto pho-
tonic crystal surfaces [144–146]. Briefly, the µCP process involves creating
a PDMS (Polydimethylsiloxane) mold from a SU-8 master wafer and incu-
bating protein solutions on the mold prior to a physical stamping procedure.
Polymer and linker are mixed in a 10:1 ratio and poured into a large flat petri
dish containing the master wafer pattern. The PDMS is degased overnight
in a level desiccator, and then cured on a hot plate at 100◦C for 2-3 hours.
Individual die are cut from the dish after cooling and cleaned in a sterile
environment with 70% ethanol. 250 µL of protein solution are pipetted onto
the stamp and placed into an incubation chapter at 37◦ for 40 minutes. The
stamps are removed from the chamber and the extra liquid aliquot is aspi-
rated and disposed. The stamp is then firmly pressed onto the device for 15
seconds and incubated again at 37◦ for 30 minutes. The protein will transfer
to the more hydrophilic substrate in order to minimize surface energy. After
the final incubation, the stamps can be carefully removed from the device
surface and imaged. The devices with printed protein patterns should be
stored in PBS (Phosphate-buffered saline) and in a 4◦C fridge. Devices typ-
ically last for 3-5 days after printing.
Fluorescently labeled collagen is stamped in the shape of triangles (Fig-
ure 6.12a) onto BIND coupons [144]. Since the stamped protein has a dif-
ferent refractive index than air, an AMT image can be generated with our
EFLF instrument (Figure 6.12b). The protein coated regions can be clearly
distinguished from the background due to the difference in the AMT. The
background shows a resonance angle around 1.6◦, while the triangle-shaped
collagen protein has a resonance angle closer to 1.4◦. Figure 6.12c shows the
transmission intensity for a single angle of illumination where the background
is on resonance (dark space) and the triangle regions are off resonance (light
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Figure 6.11: Cartoon depicting the spatially varying angle of minimum transmission
due to extracellular matrix protein accumulation on the surface of the device. The shift
in resonance angle is due to the different refractive indices on the surface of the biosensor.
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area). Although the single transmission angle shows an image with good
contrast, the difference in effective refractive index between the triangles and
background cannot be quantified. The AMT, on the other hand, provides
quantitative information regarding the refractive index difference between
two regions.
Enhanced fluorescence images are acquired for the same location using
the EFLF microscope controller program. Figure 6.12d represents the max-
imized EF image, while Figure 6.12e shows the fluorescence signal from a
single angle of illumination where only a part of the FOV is on resonance.
Since not all pixels in the single angle image hit the maximum level of fluo-
rescence output simultaneously, the maximized EF image will show an over-
all more consistent signal response to the enhanced electric field [66]. The
EFLF microscope software allows for the user to acquire both the final AMT
and maximized EF images automatically without the needing user to supply
any input between scans. The different angles of resonance for the fluo-
rescence and transmission images are a result of the peak splitting (Figure
2.5b) [64,75,123,124]. One laser (633 nm) is used for the fluorescence images,
while another laser (690 nm) is used for the transmission images. The angles
of resonance at these two wavelengths are different for the two laser sources
(Figure 2.5cd) [64,66,120,138].
Figure 6.13 provides another example of µCP of protein layers. AMT
(6.13a), single transmission angle (6.13b) and maximized EF (6.13c) images
are generated. The patterns for this sample are rectangles of varying widths
(300, 150, 80, 40, 20, 10 and 5 µm). The rectangular protein regions show
an angle shift over the background of over 0.1◦. Figure 6.13d shows the
dose-response curve of the AMT angle shift versus varying concentrations of
collagen solutions used in the stamping procedure. A nice linear response is
shown in Figure 6.13d.
An example of the images generated during an angle scan that lead to
the composite AMT and maximized EF images is displayed in Figure 6.14.
An image of George Washington is produced using a dye-doped SU-8 resist
by defining a lithographic pattern on a photonic crystal sensor. The fully
processed color AMT image (Figure 6.14a) is accompanied by a grayscale
version of the AMT image (Figure 6.14b) to better clarify the relationship of
the AMT to the single angle transmission images (Figure 6.14d). The mon-
tage of images in Figure 6.14d represents the individual transmission images
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Figure 6.12: (a) Triangle pattern geometry on the PDMS master mold. (b) AMT
image from triangularly-shaped protein pattern transfer. (c) Single angle of illumination
(θ = 1.90◦) transmission image. (d) Maximized enhanced fluorescence (EF) image. (e)
Single angle of illumination (θ = 8.02◦) fluorescence image.
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Figure 6.13: (a) AMT image of Collagen I µCP with rectangular regions of interest of
varying widths (300, 150, 80, 40, 20, 10 and 5 µm). (b) Single angle of illumination
transmission image of the same rectangular features. (c) Maximized EF image of
rectangular pattern. (d) AMT-based dose-response curve of µCP Collagen I of varying
concentrations. A linear fit is applied as indicated.
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acquired at each angle of illumination. The top-left image represents the
lowest angle of excitation, while the bottom-right image displays the highest
angle of excitation. Regions of similar refractive indices will turn dark in in-
tensity when the resonance angle is satisfied. For example, the hat, nose and
collar all show similar refractive indices, while the face and background show
another resonance angle. As a reminder, although some angles show good
image contrast for these binary patterns, quantitative information regarding
the relative difference in effective refractive index cannot be inferred without
the acquisition of an AMT image. An enhanced fluorescence image (Figure
6.14c) also is displayed in order to reinforce the notion that regions of similar
refractive index satisfy the resonance condition at the same angle. When the
resonance condition is reached for fluorescence images, the enhanced field
intensity is maximized and the structure fluoresces most brightly. The angle
varying fluorescence data montage is displayed in the same manner as the
angle varying transmission images.
6.6 Objective Coupled Label-Free Microscope
The improved EFLF microscope is an impressive tool with powerful sensing
capabilities, but there are many caveats that impair the utility of the system.
The EFLF microscope was originally designed to perform as a fluorescence
microarray scanner, and it was adapted only recently to measure the cell-
surface interactions. Because the tool was modified rather than specifically
designed to address these experiments, there are many essential features that
are absent. I will use this section to explain why I have developed the new
OCLF microscope and how it further expands the capabilities of the EFLF
microscope for label-free cell experiments.
The most notable features (for graduate students) of the new OCLF system
are user-friendliness and convenience. A hi-tech custom incubation chamber
that is retrofitted precisely for the microscope allows users to culture and
maintain their cells directly on the sample stage. The incubation chamber
provides a temperature and humidity controlled environment, along with
CO2 regulation, so even the most sensitive cell lines can proliferate directly
on the microscope system. Being able to leave your cells on the microscope
system helps with image registration when performing large area scans, it
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Figure 6.14: (a) AMT image of a lithographically defined dye-doped SU-8 mask of
George Washington’s face. (b) A grayscale version of the AMT. (c) Angular fluorescence
scan used to create the maximized EF image. (d) Angular transmission scan used to
create the AMT image. The montages displayed show a series of different illumination
angles (top-left: lowest angle, bottom-right: highest angle) and the resonance coupling
efficiencies for different spatial regions.
108
Figure 6.15: Common optical aberrations in microscopy systems.
allows for long-duration time-lapse studies and it provides the capability to
perform fully automated imaging. These features are imperative for many
live-cell experiments [15, 111–113, 147, 148]. Since the OCLF can be fully
automated, as the microscope parts including the reflector turret, objective
turret, focus drive and camera path selector are fully motorized, it is easier to
use from an imaging standpoint as well. The data acquisition and processing
are handled similarly as in the EFLF microscope, where all of the parts and
data analysis are controlled behind the software interface, so AMT, WMT
and maximized EF data can be acquired at the click of a button.
Since the new system is inverted, complete area well scans can be per-
formed and the higher quality immersion objectives can be used as well. The
immersion objectives can have higher numerical apertures than the ordinary
objectives that are used in air [149–152]. This essentially improves the reso-
lution of the imaging system and it reduces the number of optical aberrations
(Figure 6.15). An inverted set-up also allows for microfluidic channels to be
built over the region of interest, and it ameliorates the out-of-plane scatter-
ing from the media or superstrate. For the most part, only the effects of the
substrate need to be considered.
A subtle improvement of the OCLF microscope is in the optical realm.
The OCLF microscope implements an objective-coupled illumination scheme
[36,81,83–85], where the angle of illumination is varied by changing the point
of focus on the back focal plane of the objective. This provides a higher power
density that is only spread over the area of the field-of-view, and it reduces
the vexing problems of photobleaching areas that are not currently being
imaged. Angle tuning can be controlled with a single translational motor,
rather than with a linear translational stage and linearly actuated rotational
mirror. This means fewer parts to align and more precise angle tuning capa-
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Figure 6.16: Angle scan speed of OCLF focusing lens linear stage. Compare these scan
speeds with those of the linearly actuated rotational mirror from Figure 6.4.
bilities.
A high precision stage has been included for high-resolution line scanning
applications [135, 137, 153, 154]. The best form of fluorescence enhancement
with photonic crystals can be achieved with a line scanner, and spectral im-
ages can be acquired with an imaging spectrometer [5]. The benefit of using
broadband white light to distort the coherence volume in label-free images
has been mentioned previously in this chapter, and it requires a collabora-
tive use of an imaging spectrometer and line scanning stage. By combining
the line scanning and angle tuning capabilities of the microscope system,
band diagrams can be calculated for the individual pixels in an image. New
phenomena can potentially be explored by studying the spatial change in
resonance profile, rather than a specific resonance peak with either a fixed
wavelength or a fixed angle of illumination. The highest WMT sensitivity oc-
curs at 0◦ (Chapter 5), where conveniently, the blurring effect that is caused
by the lateral propagation of photons in the waveguide [139] is notably mit-
igated, if not entirely eliminated. The ability to use a WMT image instead
of an AMT image is also beneficial from a device fabrication standpoint,
as devices would not need to be coated to a specific resonance wavelength.
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Figure 6.17: Objective coupled label-free microscope schematic.
This is a huge improvement for label-free imaging, as any visible wavelength
device can be tested on the system without any adjustments or calibration
steps. As a side note, WMT images require a linear sample scan, rather than
an angle scan, so the scan time may be reduced as well (Figure 6.16). The
advantages of the high precision stage and imaging spectrometer speak for
themselves. A schematic of the OCLF system is provided in Figure 6.17.
6.7 Concluding Remarks
A history of development has been presented regarding the advancement
of the label-free imaging microscopes for cellular applications. The original
EFLF microscope was retrofitted to perform cell-based assays and improved
in the process. After properly characterizing the new and improved system,
there remained a number of problems, both pragmatic and physical in origin,
which prevented viable cellular assays from being performed on the EFLF
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microscope. Potential solutions were sought, but ultimately a new micro-
scope that was specifically designed for cellular imaging was engineered. The
improvements of the new microscope were justly stated and further charac-
terization of this microscope is currently under way.
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APPENDIX A
INSTRUMENTATION
The appendix contains additional information regarding instrument de-
sign. Figure A.1 represents the sample image size at the detector image
plane. While the optical field-of-view is circular, CCD and CMOS detectors
typically acquire a square or rectangular area. Depending on the size of the
detector chip, the detectors will capture a different amount of the total field-
of-view. Chip sizes are characterized by the length of the diagonal in inches,
implying that a smaller chip diagonal will only be able to image a smaller
area of the total field-of-view. Magnification, in the form of a projection
lens, adjusts the size of the image at the image plane. Changing the projec-
tion lens magnification without changing the camera chip size will alter the
fraction of the field-of-view being recorded. This allows a user to tailor the
captured image area and pixel density. It is important to keep in mind that
a larger image area implies a lower pixel density in the acquired image. Four
common chip sizes, 1”, 2/3”, 1/2” and 1/3”, are shown in Figure A.1, along
with common projection lens magnifications.
The equation in Figure A.2 represents the power density ratio of the Tecan
microarray scanner to the EFLF microscope. The Tecan scanner uses a fo-
cused laser to illuminate the sample, and it raster scans the image. The
EFLF microscope uses wide-field illumination, so the power of the illumina-
tion source is spread over a larger area; however, the entire image area can be
acquired simultaneously. A lower power density will not cause fluorophores
to radiate as strongly because the beam power density is proportional to the
amount of emitted light. For high-sensitivity fluorescence applications, the
number of emitted photons is limited, so a high power density is desirable.
If the photonic crystal enhanced fluorescence effect does not compensate for
the loss in power density due to the broad illumination area, then the EFLF
microscope will not perform as well as the Tecan scanner for high-sensitivity
fluorescence applications. According to the equation in Figure A.2, if the
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Figure A.1: Projected image size at the detector for different projection lens
magnifications and CCD pixel areas (Canon Inc.). The field-of-view (FOV) is displayed
in gray and the boxes represent the size of the recorded area relative to the FOV. The
numbers in inches represent the diagonal distance of the actual sensor.
radius of the focused spot in the Tecan is 10 µm, then the enhancement
factor of the photonic crystal must exceed 4000 before the EFLF microscope
can rival the Tecan scanner power density. The loss of power density due to
wide-field illumination is important to keep in mind when designing fluores-
cence applications on the EFLF or OCLF microscopes.
The graphs in Figure A.3 characterize the performance of the OCLF fo-
cusing lens bidirectional linear stage and the transmission set-up motorized
rotational stage. While the motor intends to move a finite number of mi-
crosteps, the actual distance travelled by the stage may vary due to friction,
gearing tolerance and finite torque. Using a high-precision linear encoder, the
actual step sizes of the stage are recorded. Figure A.3a shows a histogram
of the actual step size for an intended step of 50 nm on the linear stage. It
is evident from the plot that the individual stepping distance is highly re-
peatable. Figure A.3b shows the absolute position error over 10 mm. While
the relative step size is highly repeatable, a series of steps will lose accuracy
over a large translational distance. Figure A.3c represents the repeatability
for a larger step size, and it shows a high degree of repeatability as well.
For the OCLF microscope, the angle tuning accuracy depends on the motor
performance. It is important to note, however, that the quantitative data
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Figure A.2: Back-of-the-envelope calculation for the beam power density ratio between
a focused confocal laser scanning system and a wide-field imaging tool. The specific
numbers provided are the actual values from the EFLF microscope and Tecan confocal
laser scanner used throughout these experiments. The value rtecan represents the radius
of the focused spot for the Tecan scanner. As expected, the EFLF wide-field system has
a much lower power density than the focused laser system.
acquired in an AMT curve only depends on the relative step size, so using
this linear stage, the system can measure changes in angle less than 0.01◦.
Figure A.3d shows the position error for unidirectional steps on a motorized
rotational stage. The absolute position error shows an oscillatory behavior,
implying that the errors from individual steps will not accumulate over a
large scan distance.
The images in Figure A.4 show the design for the new Lesker reflection
set-up, which is used to measure the wavelength of minimum transmission
while depositing TiO2 in the Lesker deposition system. The system incorpo-
rates a kinematic mount to compensate for a lack of flatness in the substrates
and chuck, and it implements fixed retention rings, so the optical alignment
is difficult to disrupt. In order to compensate for chromatic aberrations, it
uses an achromatic doublet with a high numerical aperture as the collimat-
ing lens. These modifications improve the accuracy of the measurements, as
well as the usability of the tool. Figure A.4b shows a cartoon depicting the
loss of power at higher divergence angles, which may be the result of a large
diameter fiber core.
Figure A.5 is a schematic for a tool that can be used to acquire full
band diagrams in non-transparent photonic crystal devices. This reflection-
based set-up relies on the translation of two motorized stages that operate
synchronously. The figure shows the beam path using ray-tracing, and it
depicts how angle tuning is performed. The optical design is fairly simple,
and the same program that I wrote for acquiring transmission band diagrams
can be adapted for use with this tool as well.
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Figure A.3: Accuracy of the relative step movements as measured by a linear encoder
for the motors used in the OCLF system. Due to frictional resistances, gear tolerances
and motor stiction, the intended step sizes may not be representative of the actual
distance moved. As seen in all of the figures, the size of the steps that will be used in our
OCLF angle scanning technique should be well within an acceptable range of tolerance.
If we begin to require movements on the order of a few microsteps, then we may
experience some reliability issues.
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Figure A.4: The new reflection set-up designed for the Lesker sputtering tool. The
pieces are fixed together and stabilized with retention rings, making alignment rather
difficult. Once aligned, the system is considerably more robust and takes considerable
effort to misalign. An achromatic doublet lens has replaced the original fiber collimation
lens in order to reduce chromatic aberrations and improve the recorded spectral
distribution. The cartoon in A.4b shows the lack of reflection efficiency for samples that
are imaged far from the lens location. This becomes especially important to consider as
the diameter of the fiber core becomes smaller or the angle of illumination becomes more
oblique. In both of these scenarios, the spectral distribution will become weighted by the
amount of light effectively coupled back into the bifurcated fiber.
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Figure A.5: Preliminary design for a reflection-based band diagram tool. This tool
would perform similar functions as the transmission band diagram tool, but it will work
for optically opaque devices such as silicon-based PCs or Raman-based metal structures.
This design is fundamentally more complex than the transmission tool and it also suffers
from lower power collection due to the beam splitter. A high-powered white light source
should remedy the latter problem.
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