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Cap´ıtulo 1
Introduccio´n
En el an˜o 1821 Cauchy afirma en su libro Cours d’analyse [6] que si una funcio´n f : R2 → R
es separadamente continua, entonces conjuntamente continua. Recordemos que f es separada-
mente continua si al fijar una de las dos componentes la funcio´n resultante es continua. Por otro
lado, se dice que f es conjuntamente continua si es continua en el sentido cla´sico. La afirma-
cio´n realizada por Cauchy es incorrecta. Dicho error no se corrigio´ durante de´cadas. El primer
contraejemplo, debido a E. Heine, aparece en la primera edicio´n del libro de J. Thomae [49].
Otro ejemplo ma´s simple y conocido de una funcio´n separadamente continua que no es conjun-
tamente continua en un punto se recoge en el tratado de ca´lculo de Genocchi y Peano [19] en
el an˜o 1884. La funcio´n se define:
f(x, y) =
{ 2xy
x2+y2
, si x2 + y2 6= 0;
0 , si x2 + y2 = 0.
En 1899 Baire [3] demuestra que para cada funcio´n separadamente continua f : [0, 1]×[0, 1]→ R
existe un conjunto residual de lineas paralelas a los ejes constituidas por puntos de continuidad
conjunta. Su trabajo establecio´ el siguiente problema general: encontrar las condiciones que han
de cumplir los espacios X, Y y Z para que toda funcio´n separadamente continua f : X×Y → Z
sea conjuntamente continua en un subconjunto “sustancial” (en algu´n sentido topolo´gico) de
X×Y . Trabajos posteriores, que buscaban dar solucio´n a este problema, exig´ıan que f estuviera
definida sobre un producto en el que al menos uno de los factores fuese un espacio metrizable
o verificase alguna condicio´n de numerabilidad.
En 1974 I. Namioka [33] prueba el siguiente resultado: si X es un espacio regular y numera-
blemente Cˇech-completo, Y un espacio compacto, Z un espacio me´trico y f : X × Y → Z una
funcio´n separadamente continua, entonces existe un subconjunto A de X que es Gδ y denso,
de manera que f es conjuntamente continua en cada punto de A× Y . Esa familia de espacios
incluye, entre otros, a los espacios Cˇech-completos, a los localmente compactos y a los comple-
tamente metrizables.
A ra´ız de este art´ıculo muchos matema´ticos se vuelven a interesar por el estudio de los
problemas relativos a la continuidad separada y conjunta. El siguiente trabajo relevante se
debe a J.P.R. Christensen [8] en el an˜o 1981, en el cual se extiende el resultado de Namioka a
una clase ma´s amplia de espacios que vienen definidos en te´rminos de juegos topolo´gicos. El
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juego ba´sico sobre el que se asientan el resto de juegos es el conocido juego de Choquet (tambie´n
llamado juego de Banach-Mazur) sobre un espacio topolo´gico X. El juego de Choquet sobre X,
que denotamos por J (X), se define como sigue:
Dos jugadores, β y α, van eligiendo alternadamente los abiertos no vac´ıos de X, {Vn : n ∈ ω}
y {Un : n ∈ ω}, cumpliendo las siguientes condiciones:
- β empieza escogiendo un abierto V1 no vac´ıo arbitrario.
- Una vez el jugador β ha elegido el abierto Vn el jugador α escoge un abierto Un no vac´ıo
contenido en Vn.
- Una vez el jugador α ha elegido el abierto Un el jugador β escoge un abierto Vn no vac´ıo
contenido en Un.
Se dice que el jugador α gana la partida si
∞⋂
n=1
Un 6= ∅. Siguiendo la terminolog´ıa de Choquet [7],
se dice que un espacio topolo´gico es β-desfavorable si el jugador β no posee ninguna estrategia
ganadora en X.
Sean X e Y espacio topolo´gicos, utilizando una terminolog´ıa introducida por G. Debs [12],
denotamos por N (X, Y ) la siguiente propiedad: para cualquier aplicacio´n separadamente con-
tinua f : X × Y → [−1, 1] existe un subconjunto U ⊆ X, que es Gδ y denso tal que f es
conjuntamente continua en cada punto de U × Y . Christensen [8] demostro´ que la definicio´n
de la clase de espacios de Namioka es equivalente a la que resulta reemplazando el espacio de
llegada [−1, 1] por cualquier espacio me´trico. Se dice que un espacio topolo´gico X es un espacio
de Namioka si se verifica la propiedad N (X, Y ) para cualquier espacio compacto Y . La nocio´n
de espacio de Namioka fue introducida por J.P.R. Christensen en [8].
J. Saint-Raymond [43] caracteriza los espacios de Baire en te´rminos de juegos topolo´gicos:
Teorema 1.0.1 Un espacio topolo´gico X es un espacio de Baire si y so´lo si es β-desfavorable.
Adema´s, tambie´n generaliza el juego de Choquet para probar los siguientes resultados:
Teorema 1.0.2 Sea X un espacio de Namioka completamente regular. Entonces X es un es-
pacio de Baire.
Teorema 1.0.3 Sea X un espacio de Baire separable. Entonces X es un espacio de Namioka.
Teorema 1.0.4 Sea X un espacio metrizable. Entonces X es un espacio de Namioka si y so´lo
si X es un espacio de Baire.
En otra direccio´n diferente tambie´n son objeto de estudio los espacios topolo´gicos Y que
verifican la condicio´n N (X, Y ) para cualquier espacio X de Baire. Dichos espacios se cono-
cen como espacios co-Namioka. Al igual que para la clase de espacios de Namioka, Namioka y
Pol [34] demuestran que la definicio´n de la clase de espacios co-Namioka es equivalente a la que
resulta cuando se reemplaza el espacio de llegada [−1, 1] por cualquier espacio me´trico.
3Talagrand [47] demuestra en 1979 que cada espacio de Baire con un subconjunto Kσ y den-
so es de Namioka. En 1986 Debs [11] mejora el resultado de Talagrand demostrando que todo
espacio de Baire con un subconjunto k-anal´ıtico y denso es de Namioka. En 1996 Namioka y
Pol [35] demuestran que todo espacio completamente regular con un subespacio denso Cech-
completo es de Namioka. Rybakov [42] en 2001 fortalece el resultado probando que todo espacio
de Baire con un subconjunto k-numerablente determinado y denso es de Namioka.
Los primeros resultados sobre la clase de los espacios co-Namioka se remontan a 1972, cuan-
do Feiock demuestra que contiene a los compactos metrizables. En 1984 [13] Deville demuestra
que los compactos de Eberlein son espacios co-Namioka y en 1986 Debs [12] mejora el resultado
probando que todos los compactos de Corson son espacios co-Namioka. El mismo an˜o tambie´n
prueba que los espacios compactos X tales que C(X) es k-anal´ıtico son co-Namioka, resultado
que engloba a los compactos de Eberlein. Otra mejora se obtiene en 1992 cuando Deville y Go-
defroy [14] demuestran que las ima´genes continuas de los compactos de Valdivia son espacios
co-Namioka, hecho que implica que los compactos dia´dicos (ima´genes continuas de {0, 1}I) y
los grupos topolo´gicos compactos sean espacios co-Namioka.
Sea X un espacio topolo´gico, denotamos por C(X) el espacio de funciones continuas de
X en R. Escribimos Cp(X) para denotar a dicho espacio equipado con la topolog´ıa de la con-
vergencia puntal y Cu(X) si la equipamos con la topolog´ıa de la convergencia uniforme (para
ma´s informacio´n, ve´ase el apartado A.1.1 del ape´ndice). De manera general a partir de una
funcio´n f : X × Y → R continua en la segunda variable, podemos construir una nueva funcio´n
Φ : X → Cp(Y ) definida como Φ(x) = fx. Rec´ıprocamente, dada una funcio´n Φ : X → Cp(Y )
se puede obtener otra funcio´n f : X × Y → R continua en la segunda variable definida como
f(x, y) = Φ(x)(y). Obse´rvese que f es separadamente continua si y so´lo si Φ es continua con la
topolog´ıa puntual. Adema´s, si Y es compacto, Φ es continua en la norma supremo de C(Y ) si y
so´lo si f es continua (ve´ase 4.1.8). Por tanto, la propiedad N (X, Y ) cuando Y es compacto se
puede enunciar tambie´n de la siguiente manera: para cualquier aplicacio´n Φ : X → C(K) con-
tinua con la topolog´ıa de la convergencia puntual y acotada, existe un subconjunto U ⊆ que es
Gδ y denso tal que Φ es continua en la topolog´ıa de la convergencia uniforme en cada punto de U .
Este punto de vista conecta con el estudio de las funciones f : X → Y , donde Y es un
espacio me´trico, que en presencia de la propiedad de Baire en X permitan asegurar que el
conjunto de puntos de continuidad de f es un Gδ y denso.
Sea f : X → Y una funcio´n definida en un espacio topolo´gico X que toma valores en un
espacio me´trico Y . Se dice que f tiene la propiedad del punto de continuidad si para cada
cerrado F ⊂ X la restriccio´n f |F de f sobre F tiene un punto de continuidad. Este tipo de
funciones tambie´n se conocen como barely continuas [31]. Se dice que f es fragmentable si para
todo  > 0 y todo subconjunto no vac´ıo (equivalentemente, cerrado no vac´ıo) A de X, existe un
abierto no vac´ıo U relativo a A tal que diam(f(U)) < . No´tese que toda funcio´n con la propie-
dad del punto de continuidad es fragmentable. La implicacio´n inversa se cumple cuando X es
un espacio hereditariamente de Baire (i.e. todo subespacio cerrado de X es un espacio de Baire).
Por otra parte, se dice que f es casi-continua [28] si para todo  > 0, todo x ∈ X y todo
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entorno abierto U de x existe un abierto no vac´ıo V tal que V ⊂ U y diam(f(V )) < . Es fa´cil
ver que si f |F es casi-continua para todo F ⊆ X cerrado, la funcio´n es casi-continua. Como
podemos ver en la proposicio´n 4.1.7, si X es un espacio de Baire, f es casi-continua si y so´lo si
el conjunto de puntos de continuidad de f es un Gδ y denso.
El estudio de las funciones de la primera clase de Baire, definidas como l´ımites puntuales
de sucesiones convergentes de funciones continuas, y cuyo conjunto denotamos por B1(X), se
inicio´ en 1899 cuando R. Baire las introdujo en [3]. En dicho art´ıculo prueba que toda funcio´n
de la primera clase de Baire f : X → R, para X me´trico completo, posee la propiedad del
punto de continuidad.
Siguiendo la idea de la demostracio´n de Stegall (teorema 3 en [46]) se obtiene que toda
funcio´n fragmentable f : X → E, donde X es un espacio perfectamente paracompacto y E
es un espacio normado, es de la primera clase de Baire. Por tanto, si X es un espacio me´trico
completo, una funcio´n f : X → R es de la primera clase de Baire si y so´lo si es fragmentable.
Siguiendo la nomenclatura introducida por J.E. Jayne y C.A. Rogers en [26] se dice que
un espacio topolo´gico (X, τ) esta´ fragmentado por una (pseudo)me´trica ρ en X si para cada
subconjunto A de X no vac´ıo y para cada  > 0 existe un subconjunto U de X abierto para
la topolog´ıa τ tal que U ∩ A 6= ∅ y ρ-diam(U ∩ A) ≤ . Existe una dualidad entre la equi-
fragmentabilidad de una familia de funciones y la fragmentabilidad del dominio. Sea X un
espacio topolo´gico, (Y, d) un espacio me´trico y F = {fi : X → Y }i∈I una familia de funcio-
nes, se tiene que F es equi-fragmentable si y so´lo si X esta´ fragmentado por la pseudome´trica
ρ(x, x′) := sup{d(fi(x), fi(x′)) : i ∈ I} para cada x, x′ ∈ X.
Sea X un espacio compacto, se sigue del teorema de Namioka que todo subconjunto tp(X)-
Cˇech-completo de Cp(X) esta´ framentado por la norma supremo.
Sea X un espacio topolo´gico, D ⊆ C(X) y K = DRX . Talagrand [47] en 1979 demuestra
que si X es tp(D)-compacto y tp(K)-k-anal´ıtico, entonces X esta´ fragmentado por la norma de
C(K). En el mismo art´ıculo conjetura que se cumple el mismo resultado para el caso en que
el subconjunto sea tp(K)-Lindelo¨f en lugar de tp(K)-k-anal´ıtico. Dicho resultado lo prueban B.
Cascales, I. Namioka y G. Vera en [5].
• Descripcio´n del trabajo realizado:
El objetivo de esta memoria es el estudio del teorema de Namioka y algunas de las muchas
extensiones de este resultado fundamental en el ana´lisis funcional. Aunque la mayor parte de
nuestro trabajo ha consistido en la recopilacio´n y puesta en relacio´n de una buena parte de la
literatura matema´tica sobre el tema, en la memoria se presentan tambie´n algunos resultados
originales obtenidos durante su realizacio´n.
A continuacio´n sigue un resumen de cada uno de los cap´ıtulos del trabajo:
5Cap´ıtulo 2: En este cap´ıtulo se presentan unos resultados ba´sicos e histo´ricos que nos
sera´n u´tiles para el desarrollo de los siguientes cap´ıtulos. Empezamos con una generalizacio´n
del teorema de Grothendieck realizada por M. O. Asanov y N. V. Velichko [2] y posteriormente
se presenta una adaptacio´n del resultado considerando X k-espacio en vez de numerablemente
compacto. Tambie´n se constata, con ayuda de un contraejemplo, que, en general, no se puede
generalizar el teorema para el caso en que X sea un espacio pseudocompacto.
En el siguiente apartado introducimos la nocio´n de compacto de Eberlein y compacto de
Corson, una familia de compactos ma´s amplia que contiene a los compactos de Eberlein. De-
mostramos el teorema de Preiss-Simon [36], el cual nos asegura que todo subespacio pseudo-
compacto de un Eberlein compacto es un espacio compacto. Posteriormente, vemos que todos
los compactos de Corson son espacios co-Namioka.
Por u´ltimo, definimos la nocio´n de espacio topolo´gico ange´lico. Analizamos para que´ tipo
de espacios X el espacio de funciones Cp(X) es ange´lico y probamos el teorema de Haydon [24],
resultado que nos asegura que si X es un espacio pseudocompacto entonces los subespacios
compactos de Cp(X) y de Cp(βX) coinciden.
Finalmente, siguiendo los resultados de Roshental [41] y de Bourgain, Fremlin y Tala-
grand [4] vemos que si el espacio X es polaco, entonces el espacio de funciones B1(X) es ange´lico.
Cap´ıtulo 3: Empezamos el cap´ıtulo con una prueba ma´s breve del teorema de Namioka
realizada por Hansel y Troallic [23] y la extensio´n al caso en que X sea un producto X1×. . .×Xn
de espacios Cˇech-completos y que f sea separadamente continua en X1 × . . .×Xn × Y , donde
Y es un espacio compacto.
A continuacio´n, nos centramos en buscar para que´ espacios se cumple la propiedad N (X, Y )
cuando el espacio Y es pseudocompacto.
Cap´ıtulo 4: Empezamos enlazando los resultados sobre los espacios de Namioka y la frag-
mentabilidad de la siguiente manera: un conjunto de funciones Y ⊂ Cp(X,M) compacto es
fragmentable si la propiedad que hace que el espacio X sea espacio de Namioka es hereditaria
por subconjuntos cerrados.
Posteriormente, basa´ndonos en una demostracio´n de Stegall [46] vemos que una funcio´n
f : X → R es de la primera clase de Baire si y so´lo si es fragmentable.
A continuacio´n introducimos el teorema de Corson y Glicksberg, resultado que nos ayudara´ a
caracterizar cua´ndo un subconjunto de C(X,M), con X me´trico y compacto y M me´trico, es
fragmentable. Vemos algunos casos de subconjuntos que son fragmentables y nos centramos en
analizar para que´ subconjuntos se cumple el resultado pero con X u´nicamente compacto. En
este sentido, vemos la prueba del teorema de Talagrand y presentamos un teorema de simplifi-
cacio´n que nos indicara´ para que´ casos podemos rebajar las hipo´tesis de los resultados obtenidos
con X me´trico y compacto a X compacto. Este resultado de simplificacio´n se empleara´ en la
prueba del Teorema de Namioka, Cascales y Vera, el cua´l generaliza el teorema de Talagrand.
Terminamos la memoria con un ape´ndice en el que recogemos algunas definiciones y resul-
tados topolo´gicos que se emplean en el desarrollo del trabajo.

Cap´ıtulo 2
Resultados iniciales
El primer cap´ıtulo esta´ dedicado a la demostracio´n de algunos resultados ba´sicos e histo´ricos
que ma´s adelante nos sera´n u´tiles. En el primer apartado presentamos una generalizacio´n del
teorema de Grothendieck realizada por M. O. Asanov y N. V. Velichko. Recordemos que el
teorema de Grothendieck [22] nos asegura que dado un espacio X numerablemente compacto y
A ⊆ Cp(X) un subespacio numerablemente compacto se tiene que la clausura de A en Cp(X)
es compacta. La generalizacio´n debilita las propiedades del subconjunto A de Cp(X) exigiendo
que sea un subconjunto acotado de Cp(X).
En el segundo apartado definimos el te´rmino de compacto de Eberlein, y una familia de com-
pactos que los contienen, los compactos de Corson. A continuacio´n probamos el teorema de
Preiss-Simon [36], el cual nos asegura que todo subespacio pseudocompacto de un Eberlein
compacto es un espacio compacto. Finalmente vemos que todos los compactos de Corson son
espacios co-Namioka, y por ende tambie´n los compactos de Eberlein.
En el tercer apartado, presentamos el concepto de espacio ange´lico para posteriormente demos-
trar algunos casos en los que los espacios de funciones Cp(X) y B1(X) son espacios ange´licos.
Respecto al primer espacio de funciones, vemos el teorema de Pryce, resultado que nos pro-
porciona una familia de espacios X para los que Cp(X) es ange´lico. Adema´s, presentamos el
teorema de Haydon, que nos asegura que si X es un espacio pseudocompacto, entonces los
subespacios compactos de Cp(X) y de Cp(βX) coinciden. Respecto al segundo espacio de fun-
ciones probamos que si X es polaco, entonces B1(X) es ange´lico.
2.1. El teorema de Grothendieck
Para probar el teorema necesitamos los siguientes resultados:
Proposicio´n 2.1.1 Si X es un espacio normal todo subespacio cerrado y acotado de X es
pseudocompacto.
Proposicio´n 2.1.2 Todo espacio de Hausdorff paracompacto X es normal.
Para espacios paracompactos la pseudocompacidad es equivalente a la compacidad. Por
tanto se tiene:
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Proposicio´n 2.1.3 En un espacio paracompacto todo conjunto cerrado y acotado es compacto.
Proposicio´n 2.1.4 Sea A ⊂ X un conjunto acotado en X y sea f : X → Y una aplicacio´n
continua. Entonces f(A) es un conjunto acotado en Y
Sea X un espacio topolo´gico e Y un subconjunto de X, denotamos por piY a las aplica-
ciones restriccio´n RX → RY y Cp(X)→ Cp(Y ), definidas por piY (f) = f |Y (ve´ase el apartado
A.1.3. que se encuentra en el ape´ndice). El subespacio piY (Cp(X)) ⊂ Cp(Y ) lo denotaremos por
Cp(Y |X). Sea A ⊂ Cp(X), definimos el subespacio A|Y = piY (A) = {f |Y : f ∈ A} del espacio
Cp(Y |X).
Lema 2.1.5 Sea X un espacio, F un conjunto acotado en Cp(X) e Y un subespacio numerable
de X. Denotamos por CY la clausura del conjunto F |Y = {f |Y : f ∈ F} en Cp(Y ).
Entonces CY es compacto y, por tanto, cerrado en el espacio Cp(Y ) ⊂ RY .
Demostracio´n. La aplicacio´n restriccio´n piY : Cp(X) → Cp(Y ), en la cual cada f ∈ Cp(X) es
enviada a f |Y , es continua y se tiene que piY (F ) = F |Y , ve´ase (A.1.14). Por la proposicio´n 2.1.4
el conjunto F |Y esta´ acotado en Cp(Y ). Pero como Cp(Y ) ⊂ RY y RY es un espacio con una
base numerable, ya que Y es numerable, se sigue que Cp(Y ) es paracompacto. Por consiguiente,
por la proposicio´n 2.1.3, CY es compacto. 
Veamos la generalizacio´n del teorema de Grothendieck:
Teorema 2.1.6 (Asanov y Velichko) Si X es un espacio numerablemente compacto, enton-
ces la clausura F en Cp(X) de cualquier conjunto F acotado en Cp(X) es compacto en Cp(X).
Demostracio´n. El conjunto F es puntualmente acotado, i.e. ∀x ∈ X el conjunto {f(x) : f ∈ F}
es acotado en R. De hecho, si no lo fuera, existir´ıa un x ∈ X tal que la aplicacio´n continua
(vea´se proposicio´n A.1.12) gx : Cp(X) → R definida por gx(f) = f(x) no ser´ıa acotada sobre
F , lo cual es una contradiccio´n.
Dado x ∈ X, tomamos Bx = {f(x) : f ∈ F}. Entonces Bx es compacto, y como F ⊂
∏{Bx :
x ∈ X} ⊂ RX , por el Teorema de Tychonoff se tiene que ∏ {Bx : x ∈ X} es compacto. Luego
la clausura de F en RX es compacta. La llamaremos P . Basta probar que P ⊂ Cp(X) para
finalizar la demostracio´n.
Supongamos que P \ Cp(X) 6= ∅ y fijemos f ∈ P \ Cp(X). Entonces f : X → R no es una
aplicacio´n continua y, por tanto, existe un punto x∗ ∈ X y un conjunto A ⊂ X tales que x∗ ∈ A
pero f(x∗) 6∈ f(A). Tomamos U,G ⊂ R abiertos tales que f(x∗) ∈ U , f(A) ⊂ G, y U ∩G = ∅.
A continuacio´n se construye una sucesio´n {xn : n ∈ ω} de puntos deA, una sucesio´n {Vn : n ∈ ω}
de conjuntos abiertos en X y una sucesio´n {fn : n ∈ ω} de elementos de F , tales que para todo
n ∈ ω:
(0) x∗ ∈ Vn;
(1) Vn+1 ⊂ Vn;
(2) fn(Vn) ⊂ U ;
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(3) fn+1(xi) ∈ G, para i = 1, . . . , n;
(4) xn ∈ Vn.
Como f pertenece a la clausura de F y f(x∗) ∈ U , existe f1 ∈ F tal que f1(x∗) ∈ U . To-
mamos V1 = f
−1
1 (U). Entonces se tiene que x
∗ ∈ V1 y V1 es abierto. Dado que x∗ ∈ A podemos
elegir x1 ∈ V1 ∩ A. Existe f2 ∈ F tal que f2(x∗) ∈ U y f2(x1) ∈ G. Tomamos V2 ⊂ f−12 (U) tal
que V2 ⊂ V1 y consideramos x2 ∈ V2 ∩ A. Continuando la construccio´n de la misma manera
para cada n ∈ ω conseguimos las sucesiones que buscamos.
Como X es numerablemente compacto, la sucesio´n {xn : n ∈ ω} posee un punto de acumu-
lacio´n x∞ ∈ X. Adema´s, x∞ ∈ C :=
⋂ {Vn : n ∈ ω}. En efecto, por (2) se tiene que C =⋂{
Vn : n ∈ ω
}
. Por las propiedades (1) y (4) se sigue que xi ∈ Vn para todo i > n. Luego
x∞ ∈ Vn para todo n ∈ ω, y x∞ ∈ C.
Tenemos que fn(x∞) ∈ fn (
⋂ {Vn : n ∈ ω}) ⊂ fn(Vn) ⊂ U . Consideramos Y = {x∞} ∪
{xn : n ∈ ω} y gn = fn|Y para todo n ∈ ω. Entonces por el lema 2.1.5 la clausura del con-
junto {gn : n ∈ ω} en Cp(Y ) es compacta. Por tanto, existe una funcio´n l´ımite g ∈ Cp(Y ) de
la sucesio´n {gn : n ∈ ω}. Como gn(xi) = fn(xi) ∈ G para i > n (por (4) y (1)), se tiene que
g(xi) ∈ G para todo i ∈ ω. Consecuentemente, g(x∞) ∈ G.
Por otro lado, gn(x∞) = fn(x∞) ∈ U implica que g(x∞) ∈ U , obteniendo que g(x∞) ∈ U ∩G =
∅. Llegamos as´ı a una contradiccio´n. 
En particular, el teorema implica que se cumpla el siguiente resultado:
Corolario 2.1.7 Si X es un espacio numerablemente compacto, entonces todo subespacio pseu-
docompacto cerrado de Cp(X) es compacto.
Tambie´n, como corolario del teorema, se sigue el resultado cla´sico de Grothendieck.
Corolario 2.1.8 (Teorema de Grothendieck) Sea X es un espacio numerablemente com-
pacto y A ⊂ Cp(X) un conjunto numerablemente compato en Cp(X). Entonces la clausura de
A en Cp(X) es compacta.
Nota 2.1.9 D. B. Shakhmatov [44] construye un espacio X pseudocompacto tal que Cp(X)
contiene un subespacio pseudocompacto (y por tanto acotado) que no es compacto. Luego el
teorema de Grothendieck no se puede generalizar a espacios pseudocompactos.
Para dicha construccio´n es necesario el siguiente lema:
Lema 2.1.10 Sea X un subespacio denso del cubo de Tychonoff IA. Entonces X es pseudo-
compacto si y so´lo si piB(X) = I
B para todo subconjunto B ⊂ A numerable.
Demostracio´n. (⇒) Sea B ⊂ A numerable. Como la aplicacio´n piB es continua y X es pseudo-
compacto se tiene que piB(X) es pseudocompacto. Por ser I
B metrizable se sigue que piB(X) es
compacto. Dado que piB(X) es denso en I
B se llega a que piB(X) = I
B.
(⇐) Sea f : X → R una funcio´n continua. Como X es denso en IA, por el teorema II de
Mazur en [30], existe un subconjunto numerable B de A y una funcio´n continua g : piB(X)→ R
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tal que f = g ◦ piB|X . La funcio´n g, al ser continua sobre el espacio compacto piB(X) = IB, es
acotada. Por consiguiente, f es acotada. 
Construccio´n: Denotamos por M al mı´nimo conjunto bien ordenado con cardinal 2ℵ0 y
sea IM =
∏
α∈M
Iα el cubo de Tychonoff de peso 2
ℵ0 .
Sea G = {x ∈ IM : |{α ∈ M : piα(x) 6= 0}| ≤ ℵ0} ⊂ IM . Se tiene que |G| = 2ℵ0 = |M |.
Escogemos {gα : α ∈ M} una enumeracio´n de los elementos de G tales que |{α ∈ M : g =
gα}| = 2ℵ0 para todo g ∈ G. Sea E = {A ⊂ M : |A| ≤ ℵ0}. Se tiene que |E| = 2ℵ0 . Elegimos
una enumeracio´n {Aβ : β ∈ M} de elementos de E , razonando de forma similar a la anterior,
tales que |{β ∈M : A = Aβ}| = 2ℵ0 .
Para cada α ∈M fijamos un punto xα ∈ IM definido por:
piγ(xα) =

piγ(gα) , si γ ≤ α;
1 , si γ > α, α ∈ Aγ;
0 , si γ > α, α 6∈ Aγ.
Definimos el espacio X = {xα : α ∈ M} ⊂ IM . Veamos que para todo subconjunto numerable
B de M tenemos que piB(X) = I
B. De esta manera, por el lema anterior, probamos que X es
pseudocompacto. Sea g ∈ IB arbitrario. Existe un α > sup{δ : δ ∈ B} tal que g = piB(gα)
(existe por la enumeracio´n de G escogida). Por construccio´n, piB(xα) = g.
Veamos que los subconjuntos numerables de X son cerrados y C0-sumergibles. Para ello, vea-
mos que dado B ⊂ M numerable el conjunto {xα : α ∈ B}I
M
es homeomorfo a βω. Basta ver
que dados M1,M2 ⊂ M numerables tales que M1 ∩M2 = ∅ se tiene que {xα : α ∈M1}I
M
∩
{xα : α ∈M2}I
M
= ∅.
Existe θ ∈M tal que θ > sup(M1 ∪M2) y Aθ = M1 (existe por la enumeracio´n de E escogida).
Entonces piθ(xα) = 1 si α ∈M1 y piθ(xα) = 0 si α ∈M2. Por tanto, los conjuntos {xα : α ∈M1}
y {xα : α ∈ M2} esta´n funcionalmente separados en IM . Tambie´n se ha probado que todo
subconjunto numerable de X es cerrado en X.
Veamos que para todo subconjunto numerable A ⊂ X y toda funcio´n f : A → I, f se puede
extender a una funcio´n continua sobre X que toma valores reales. Dado A ⊂ X existe un
subconjunto B de M tal que A = {xα : α ∈ B}. Dado que f ∈ Cp({xα : α ∈ B}, I) = IB, como
P = {xα : α ∈ B} es homeomorfo a βω, existe una funcio´n fˆ0 ∈ Cp(P, I) tal que fˆ0|x{α}:α∈B = f .
Claramente, existe una funcio´n fˆ1 ∈ Cp(IM , I) tal que fˆ1|P = fˆ0. Luego fˆ = fˆ1|X es la funcio´n
que buscamos.
Veamos que la bola unidad V1 = Cp(X, I) en Cp(X) es pseudocompacta. Como V1 es denso en
IX y Cp(B, I) = I
B para todo subconjunto numerable B ⊆ X se sigue que piB(V1) = IB para
todo subconjunto numerable B ⊆ X. Por el lema anterior obtenemos que V1 es pseudocompacto.
Definicio´n 2.1.11 Decimos que X es un µ-espacio si la clausura de todo subconjunto acotado
de X es compacta.
Por el teorema principal de este apartado sabemos que si X es numerablemente compacto,
entonces Cp(X) es un µ-espacio.
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Definicio´n 2.1.12 Decimos que X es un espacio numerablemente pseudocompacto si
para todo subconjunto numerable B de X existe un subconjunto numerable A de X tal que
B ⊆ AX y AX es pseudocompacto.
Notemos que los espacios numerablemente compactos y los pseudocompactos separables
son espacios numerablemente pseudocompactos, y que todo espacio numerablemente pseudo-
compacto es pseudocompacto. Por [25] se tiene que si X es numerablemente pseudocompacto,
entonces Cp(X) es un µ-espacio:
Veamos que si X es un k-espacio se sigue que Cp(X) es un µ-espacio (para recordar la defi-
nicio´n de k-espacio ve´ase el apartado A.4. del ape´ndice). Para ello necesitamos el siguiente lema:
Lema 2.1.13 Si X es un k-espacio e Y un espacio topolo´gico, entonces f ∈ Y X es continua
si y so´lo si f |K es continua para todo K ⊂ X compacto.
Demostracio´n. (⇒) Inmediato.
(⇐) Tomemos K ⊂ X compacto y C ⊂ Y cerrado, entonces f−1(C) ∩K = (f |K)−1(C) es
cerrado. Luego f es continua, ya que X es un k-espacio. 
Veamos ahora la generalizacio´n del teorema de Grothendieck a los k-espacios.
Corolario 2.1.14 Si X es un k-espacio, entonces Cp(X) es un µ-espacio.
Demostracio´n. Sea F ⊂ Cp(X) acotado. Siguiendo de manera ide´ntica el primer pa´rrafo de la
demostracio´n del teorema 2.1.6 se llega a que F
RX
es compacto en RX . Veamos que FR
X ⊂
Cp(X).
Para ello razonamos por reduccio´n al absurdo, supongamos que existe f ∈ RX no continua tal
que f ∈ FRX . Como X es un k-espacio, dado Y ⊂ X compacto, por el lema anterior se tiene
que f |Y 6∈ Cp(Y |X).
Notemos que Cp(K|X) = Cp(K) para todo K ⊂ X compacto, ya que toda funcio´n real definida
en un compacto K se puede extender a una funcio´n continua en X.
Como piY es continua se tiene que F |Y = piY (F ) es acotado en Cp(Y |X) = Cp(Y ). Adema´s,
dado que f ∈ FRX , por la continuidad de piY se obtiene que f |Y ∈ F |Y R
Y
.
Entonces por el teorema 2.1.6, D = F |Y Cp(Y |X) es compacto. Como DRY = D, se tiene que
D
RY ⊂ Cp(Y |X).
Como f |Y ∈ F |Y R
Y
⊂ D, se obtiene que f |Y ∈ Cp(Y |X), lo cual es una contradiccio´n. 
2.2. Algunas propiedades de los compactos de Eberlein
y de Corson
Definicio´n 2.2.1 Un compacto F se dice Eberlein compacto si existe un compacto X tal
que F es homeomorfo a un subespacio de Cp(X).
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Lindenstrauss [29] presenta la siguiente caracterizacio´n de Compacto de Eberlein:
Proposicio´n 2.2.2 Un espacio de Hausdorff compacto X es Eberlein compacto si X puede ser
sumergido en algu´n cubo [0, 1]Γ de manera que para todo x ∈ X y para todo  > 0 el conjunto
{γ ∈ Γ | x(γ) > } es finito.
Definicio´n 2.2.3 Un espacio de Hausdorff compacto X se dice que es Corson compacto
si X puede ser sumergido en algu´n cubo [0, 1]Γ de manera que para todo x ∈ X el conjunto
{γ ∈ Γ : x(γ) > 0} es numerable.
Notemos que por definicio´n todo espacio Eberlein compacto es Corson compacto.
2.2.1. El teorema de Preiss-Simon
Veamos que la definicio´n de compacto de Eberlein es equivalente a la caracterizacio´n que
da Roshental [40]. Para ello necesitamos la siguiente definicio´n:
Definicio´n 2.2.4 Decimos que A es una familia punto-finita si para cada x ∈ X se tiene
|{A ∈ A : x ∈ A}| < ω.
Teorema 2.2.5 Un espacio de Hausdorff compacto X es un Eberlein compacto si y so´lo si X
admite una coleccio´n numerable de familias punto-finita de conjuntos cocero que separan los
puntos de X.
Demostracio´n. (⇒) Supongamos que X ⊂ [0, 1]Γ es un Eberlein compacto.
Definimos Cj,γ,n = pi
−1
γ
(]
j−2
n
, j
n
[) ∩X, donde piγ es la proyeccio´n en γ. Definimos tambie´n:
ϕn = {Cj,γ,n | j = 3, 4, . . . , n+ 1, γ ∈ Γ}
y
ϕ =
⋃
{ϕn | n = 2, 3, 4, . . .}.
Notemos que los Cj,γ,n son conjuntos cocero. Veamos que la familia ϕn es punto finita. Su-
pongamos lo contrario. Si x ∈ X pertenece a una cantidad infinita de Cj,γ,n ∈ ϕn, entonces
debe haber una cantidad infinita de indices γ tales que x(γ) > 1/n. Contradiccio´n, por ser X
Eberlein compacto.
Veamos que la familia ϕ separa los puntos de X. Sean x, y ∈ X tales que x 6= y. Entonces
x(γ) 6= y(γ) para algu´n γ ∈ Γ. Supongamos, sin pe´rdida de generalidad, que x(γ) < y(γ). Pode-
mos encontrar n ∈ ω tal que se cumplan las dos siguientes desigualdades: | y(γ)− x(γ) |> 2/n,
y(γ) > 1/n. Existe un j ∈ ω tal que y ∈ Cj,γ,n. Notemos que x 6∈ Cj,γ,n, ya que en caso contrario
y(γ)− x(γ) < j/n− (j − 2)/n = 2/n.
(⇐) Sea ϕ = ⋃{ϕn | n ∈ ω} la familia de conjuntos cocero que separan los puntos de X
con cada ϕn punto-finita. Para cada C ∈ ϕn existe una aplicacio´n continua fC : X → [0, 1] tal
que fC(X) ⊂ [0, 1/n], C = f−1C (]0, 1]) y X \ C = f−1C (0).
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Consideramos la aplicacio´n ψ : X → [0, 1]ϕ definida por ψ(x) = {fC(x) | C ∈ ϕ}. Notemos que
ψ es continua, dado que cada fC es continua. Veamos que ψ es inyectiva. Sean x, y ∈ X tales
que ψ(x) = ψ(y), entonces fC(x) = fC(y) para todo C ∈ ϕ, ello implica que x, y ∈ f−1C (A)
para el mismo A, donde e´ste es ]0, 1] o´ {0} para todo C ∈ ϕ, es decir, que tanto x como y
pertenecen a C o´ a X \ C para cada uno de los C ∈ ϕ, pero esto so´lo se cumple si x = y, ya
que ϕ separa los puntos de X. Como tanto el dominio como la imagen de ψ son espacios de
Hausdorff compactos se tiene que ψ es un embebimiento.
Sean x ∈ X y  > 0 arbitrarios, tomamos y = ψ(x) y 1 ≤ n ∈ ω tal que  > 1/n.
La familia B = {C | C ∈ ϕ1 ∪ ϕ2 ∪ . . . ∪ ϕn, x ∈ ϕ} es finita, ya que cada ϕi es punto-finita.
Tomamos C ∈ ϕ \ B. Si C ∈ ϕi para i ≤ n, entonces y(C) = fC(x) = 0, ya que x 6∈ C. Si
C ∈ ϕi para i > n, entonces y(C) = fC(x) ≤ 1/i < 1/n < . 
Para demostrar el teorema de Preiss-Simon necesitamos los siguiente resultados:
Proposicio´n 2.2.6 Sea X ⊂ [0, 1]Γ Eberlein compacto y x ∈ X. Entonces, existe un embebi-
miento ψ de X en algu´n cubo [0, 1]∆ tal que ψ(X) es Eberlein compacto y ψ(x)(δ) = 0 para
todo δ ∈ ∆.
Demostracio´n. Consideramos ∆ = Γ×{0, 1}. Definimos el embebimiento ψ como sigue: ψ(y) =
z, donde z(γ, 0) = ma´x{y(γ)− x(γ), 0}, z(γ, 1) = ma´x{x(γ)− y(γ), 0}.
Es fa´cil ver que ψ(x)(γ, i) = 0 para todo γ ∈ Γ y para todo i ∈ {0, 1}.
Notemos que ψ(y)(γ, i) ≤ x(γ) + y(γ), para i = 0, 1. Sean y ∈ X y  > 0 arbitrarios, tenemos
que ver que {δ ∈ ∆ : ψ(y)(δ) > } es finito. Notemos que si y = x ya se cumple, suponemos
que y 6= x. Para i = 0:
| {γ ∈ Γ : ψ(y)(γ, 0) > } |=| {γ ∈ Γ : y(γ)− x(γ) > } |≤| {γ ∈ Γ : y(γ) > } |< ω.
Ana´logamente, para i = 1 se tiene que | {(γ, i) ∈ Γ× {0, 1} : ψ(y)(γ, i) > } |< ω. 
Lema 2.2.7 Sea X ⊂ [0, 1]Γ un Eberlein compacto, ∅ 6= A ⊂ X y  > 0. Entonces existe un
conjunto finito F (A, ) ⊂ Γ, con las propiedades siguientes:
(a) El conjunto {x ∈ A : γ ∈ F (A, ) =⇒ x(γ) > } es no vacio.
(b) Si para x ∈ A, se tiene x(γ) >  para todo γ ∈ F (A, ), entonces x(γ) ≤  siempre que
γ 6∈ F (A, ).
Demostracio´n. Probaremos el lema por reduccio´n al absurdo. Supongamos que para todo F ⊂ Γ
finito tal que satisface (a) no satisface (b).
Si esto ocurre, se puede construir inductivamente una sucesio´n estrictamente creciente de con-
junto finitos de Γ, F1 $ F2 $ . . ., tales que para cada n ∈ ω el conjunto {x ∈ A : γ ∈ Fn =⇒
x(γ) > } es no vac´ıo.
Para cada n ∈ ω consideramos Kn = {x ∈ [0, 1]Γ : γ ∈ Fn =⇒ x(γ) ≥ }. Notemos que para
todo n ∈ ω, Kn ∩ X 6= ∅. Como {Kn : n ∈ ω} es una sucesio´n decreciente de subconjuntos
compactos de [0, 1]Γ (cerrados de [0, 1]Γ, que es compacto por el teorema de Tychonoff) y X
es compacto, entonces existe un punto y ∈ X ∩ ⋂
n∈ω
Kn, ya que {X ∩ Kn : n ∈ ω} posee la
propiedad de la interseccio´n finita. Pero se tendr´ıa que y(γ) ≥  para infinitos ı´ndices γ de Γ,
lo cual es una contradiccio´n por ser X Eberlein compacto. 
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Teorema 2.2.8 Sea X un Eberlein compacto y x un punto no aislado de X. Entonces existe
una sucesio´n de conjuntos abiertos {Un : n ∈ ω} en X que converge a x.
Demostracio´n. Segu´n la proposicio´n 2.2.6 podemos suponer que X ⊂ [0, 1]Γ y x(γ) = 0 para
todo γ ∈ Γ. Para cada n ∈ ω definimos de manera inductiva un conjunto de ı´ndices Fn finito,
un entorno abierto Vn de x y un subconjunto abierto Un de X de la siguiente manera:
Para n = 1 definimos F1 = ∅, U1 = V1 = X.
Sea 1 < n ∈ ω y supongamos que Fk, Uk y Vk ya han sido definidos para todo k = 1, 2, . . . , n−1.
Definimos Vn = {y ∈ X : γ ∈
n−1⋃
i=1
Fi =⇒ y(γ) < 1/n}.
Por el lema 2.2.7 existe un conjunto finito Fn = F (Vn, 1/n) ⊂ Γ con las propiedades (a) y (b).
Notemos que Fn
⋂(n−1⋃
i=1
Fi
)
= ∅.
Definimos Un = {y ∈ Vn : γ ∈ Fn ⇒ y(γ) > 1/n}. Notemos que Un es abierto.
Veamos que {Un : n ∈ ω} converge a x. Sea W un entorno de x. Entonces existe un numero
natural n y un conjunto finito D de ı´ndices tales que:
W0 = {y ∈ X : γ ∈ D ⇒ y(γ) < 1/n} ⊂ W.
Como D es finito y los Fn son disjuntos, existe un m ∈ ω, m > n, tal que Fk ∩ D = ∅ para
todo k ≥ m. Sean k ≥ m, y ∈ Uk, γ ∈ D. Como y ∈ Vk y γ 6∈ Fk, aplicando el apartado (b) del
lema anterior obtenemos que y(γ) ≤ 1/k ≤ 1/m < 1/n. Por tanto, y ∈ W0 ⊂ W . 
Corolario 2.2.9 (Preiss-Simon) Un subespacio pseudocompacto de un Eberlein compacto es
cerrado y, por tanto, Eberlein compacto.
Demostracio´n. Supongamos lo contrario. Sea Y ⊂ X un subconjunto pseudocompacto tal que
Y 6= X y Y = X.
Por el teorema 2.2.8 existe una sucesio´n {Un} de conjuntos abiertos que converge a un punto de
X\Y . Para cada n ∈ ω tomamos un punto xn ∈ Un∩Y 6= ∅. Consideramos U = X\{xn : n ∈ ω}.
Entonces tenemos que {Un ∩ Y : n ∈ ω}
⋃{U ∩ Y } es un recubrimiento infinito por abiertos
localmente finito sobre Y . Como Y es pseudocompacto, por la proposicio´n A.8.7, llegamos a
una contradiccio´n. 
Una consecuencia del resultado de Preiss-Simon es que todo espacio Eberlein-compacto es
fuertemente Fre´chet y por consiguiente, es Fre´chet:
Definicio´n 2.2.10 Un espacio topolo´gico X se dice que es Fre´chet, si para cada A ⊂ X
y x ∈ A \ A existe una sucesio´n {xn} de puntos de A que converge a x. Se dice que X es
fuertemente Fre´chet si para cada A ⊂ X y x ∈ A \ A existe una sucesio´n {Un} de abiertos
relativos de A que converge a x.
Corolario 2.2.11 Todo Eberlein compacto es fuertemente Fre´chet. Consecuentemente, tam-
bie´n es Fre´chet.
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Demostracio´n. Por el teorema 2.2.8 todo Eberlein compacto es fuertemente Fre´chet. Notemos
que fuertemente Fre´chet implica Fre´chet. Sea X un espacio fuertemente Fre´chet, sean A ⊂ X
y x ∈ A \ A. Entonces por definicio´n existe una sucesio´n {Un} de abiertos relativos de A que
converge a x, es decir, para todo entorno de x existe un n0 ∈ ω tal que Un ⊂ U para todo
n ≥ n0. Tomando para cada n ∈ ω un punto xn ∈ Un arbitrario, obtenemos una sucesio´n
{xn} ⊂ A tal que xn ∈ U para todo n ≥ n0. 
Nota 2.2.12 Otra manera de probar que un espacio Eberlein compacto es Fre´chet se puede
encontrar en [1].
Definicio´n 2.2.13 Un espacio X se dice σ-compacto si es unio´n numerable de subespacios
compactos.
La siguiente proposicio´n nos ofrece una nueva caracterizacio´n de espacio Eberlein compacto:
Lema 2.2.14 Sea X un espacio σ-compacto. Entonces existe un compacto F tal que Cp(X) es
homeomorfo a un subespacio de Cp(F ).
Demostracio´n. Ve´ase III.1.11. en [1] . 
Proposicio´n 2.2.15 Sea X un espacio compacto. Entonces las siguientes condiciones son equi-
valentes:
(a) X es Eberlein compacto.
(b) Existe un compacto F ⊂ Cp(X) que separa los puntos de X.
(c) Existe un subespacio σ-compacto Y ⊂ Cp(X) que los separa los puntos de X.
Demostracio´n. (a) ⇒ (b) Como X es Eberlein compacto existe un compacto Y tal que
X ⊂ Cp(Y ). Tomamos F como la imagen de Y bajo la aplicacio´n evaluacio´n ψ : Y → Cp(X),
entonces F es compacto y separa los puntos de X.
(b)⇒ (c) Inmediato.
(c) ⇒ (a) La aplicacio´n evaluacio´n ψ : X → Cp(Y ) es continua, y separa los puntos de X,
ya que Y separa los puntos de X. Notemos que X es homeomorfo a ψ(X) ⊂ Cp(Y ).
Como Y es σ-compacto, por el lema 2.2.14, existe un compacto K tal que Cp(Y ) es homeomorfo
a un subespacio de S de Cp(K).
Luego X ∼= ψ(X) ⊂ Cp(Y ) ∼= S ⊂ Cp(K) y, por tanto, X es Eberlein compacto. 
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2.2.2. El teorema de Debs
Veamos que todos los compactos de Corson son espacios co-Namioka:
Teorema 2.2.16 (Debs) Sea X un espacio de Baire, K un espacio Corson compacto y Φ :
X → Cp(K) una funcio´n continua. Entonces existe un subconjunto A de X que es Gδ y denso
de manera que Φ : X → Cu(K) es continua en cada punto x ∈ A.
Demostracio´n. Podemos suponer que K es un subespacio de un cubo [0, 1]I y que para cada
y ∈ K el conjunto
S(y) = {i ∈ I : y(i) > 0}
es numerable. Para cada subconjunto Y de K consideramos:
S(Y ) =
⋃
y∈Y
S(y).
Si J es un subconjunto numerable de I, identificamos el espacio C([0, 1]J) como el subespacio
de C([0, 1]I) constituido por las funciones sobre [0, 1]I que dependen de las J-coordenadas
u´nicamente y fijamos el conjunto numerable {ψkJ : k ∈ ω} de C([0, 1]J) denso para la topolog´ıa
de la convergencia uniforme (ve´ase lema 4.2.5). Para cada subconjunto numerable H de K y
para cada natural n consideramos:
Ψ(H) = {ψkJ : J = S(H), k ∈ ω}
y
Ψn(H) = {ψkJ : J = S(H), 0 ≤ k ≤ n}.
Sea x ∈ X, denotamos por osc(x) a la oscilacio´n en x de la funcio´n Φ : X → Cu(K) definida
como sigue:
osc(x) = inf{sup{‖Φ(x1)− Φ(x2)‖ : x1, x2 ∈ W} : W ⊆ X abierto y x ∈ W}.
Para cada k ∈ ω. Consideramos Gk = {x ∈ X : osc(x) < 1k}.
No´tese que cada Gk es abierto. Ya que si x ∈ Gk, entonces existe un entorno W de x tal que
SW = sup{‖Φ(x1) − Φ(x2)‖ : x1, x2 ∈ W} < 1/k y por lo tanto W ⊆ Gk. Luego A =
∞⋂
k=1
Gk
es un conjunto Gδ de X. Al ser X un espacio de Baire, para probar que A = X basta ver que
Gk = X para todo k natural dado. Supongamos que existe un natural k0 tal que Gk0 6= X.
Tomamos U = X \Gk0 y  = 1k0 .
Consideramos ahora el juego de Choquet J (X) (ve´ase la introduccio´n), donde el jugador β
juega los abiertos no vac´ıos {Vn : n ∈ ω}, α juega los abiertos no vac´ıos {Un : n ∈ ω}, y se
construye adema´s una sucesio´n de subconjuntos finitos {Fn : n ∈ ω} de K satisfaciendo las
condiciones:
(1) V0 = U y F0 = {y0} (donde y0 ∈ K es un punto arbitrario);
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(2) Vn+1 ⊂ Vn y Fn ⊂ Fn+1;
(3) ∀x ∈ Vn+1, ∀k ≤ n, ∀ψ ∈ Ψn(Fk), ∃y ∈ Fn+1 : |(Φ(x)− ψ)(y)| > 2 ;
(4) ∅ 6= Un ⊂ Vn ⇒ Vn+1 6= ∅.
Notemos que (4) implica que la construccio´n nos proporciona una estrategia para β en el
juego J (X). Veamos, por induccio´n sobre n, que dicha construccio´n es posible. Para n = 0
esta´ claro. Supongamos que tenemos construidos {(Vk, Fk) : k ≤ n} para cierto n natural y
tomemos Un ⊂ Vn no vac´ıo arbitrario.
Consideramos:
{ψ0, . . . , ψp} =
⋃
0≤k≤n
Ψn(Fk)
y para cada 0 ≤ m ≤ p definimos:
V m = {x ∈ Un : ∃y ∈ K, |(Φ(x)− ψm)(y)| > 
2
}.
Para cada x ∈ Un \ V m se tiene que ‖Ψ(x) − ψm‖ < 2 , por lo que diam(Ψ(Un \ V m)) ≤ .
Como V0 ∩Gk0 = ∅, el abierto V m es denso en Un para cualquier 0 ≤ m ≤ p. Luego el abierto
V =
⋂
0≤m≤p
V m es no vac´ıo. Fijamos un punto a ∈ V arbitrario y para cada 0 ≤ m ≤ p elegimos
un punto bm ∈ K tal que |(f(a)− ψm)(bm)| > 2 .
Definimos:
Vn+1 =
p⋂
m=0
{x ∈ V : |(Φ(x)− ψm)(bm)| > 
2
}
y
Fn+1 = Fn ∪ {b0, . . . , bp}.
Entonces dado que Vn+1 es un conjunto abierto y no vac´ıo por el hecho de contener el punto a,
llegamos a que (Vn+1, Fn+1) satisface las condiciones (2), (3) y (4).
Por el teorema 1.0.1 el espacio X es β-desfavorable, por lo que
⋂
n∈ω
Vn 6= ∅. Consideramos ahora
los conjuntos:
Jn = S(Fn);
J =
⋃
n∈ω
Jn
y
L = {y ∈ K : S(y) ⊂ J} =
⋂
i∈I\J
{y ∈ K : y(i) = 0}.
Notemos que L es un subconjunto compacto y metrizable de K que se puede sumergir en [0, 1]J
(donde J es un conjunto numerable) por la proyeccio´n cano´nica. Dado que la sucesio´n {Jn :
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n ∈ ω} es creciente, el espacio ⋃
n∈ω
C([0, 1]Jn) es denso en C([0, 1]J). Por tanto, si consideramos
el conjunto Γ =
⋃
n∈ω
Ψ(Fn), se tiene que ΓL = {ϕ|L : ϕ ∈ Γ} es denso en C(L). Sabemos que⋂
n∈ω
Vn 6= ∅, por lo que tomamos un punto x0 ∈
⋂
n∈ω
Vn. Como
⋃
0≤k≤n,
n∈ω
Ψn(Fk) = Γ y
⋃
n∈ω
Fn ⊂ L,
se sigue de (3) que
‖Ψ(x0)− ϕ‖ > 
2
,
lo cual es una contradiccio´n con el hecho de que ΓL sea denso en C(L). 
Corolario 2.2.17 Si K es Corson compacto entonces K un espacio co-Namioka.
El resultado de Debs nos permite demostrar que todo espacio de Baire que continene un
subespacio σ-acotado denso es un espacio de Namioka:
Corolario 2.2.18 Sea X un espacio de Baire tal que posee un subespacio σ-acotado denso.
Entonces X es un espacio de Namioka.
Demostracio´n. Sea Y un espacio compacto arbitrario y F : X × Y → R una funcio´n separada-
mente continua. Consideremos la siguiente relacio´n de equivalencia sobre Y :
y1 ∼ y2 ⇐⇒ F (x, y1) = F (x, y2), ∀x ∈ X.
Consideremos el espacio cociente Y˜ =
Y
∼ . Notemos que Y˜ es compacto.
Entonces Φ : X → Cp(Y˜ ) es una funcio´n continua.
Por el teorema de Grothendieck se tiene que Φ(X)
Cp(Y˜ )
contiene un subespacio denso σ-
compacto, el cual denotamos por B. Como B separa los puntos de Y˜ , por la proposicio´n 2.2.15,
Y˜ es tambie´n Eberlein compacto (y por tanto Corson compacto), luego por el corolario 2.2.17
se tiene lo que busca´bamos. 
En particular, se sigue que son espacios de Namioka los espacios σ-compactos, los espacios
de Baire σ-acotados, los espacios de Baire con un subconjunto denso σ-compacto, y los espacios
de Baire separables.
2.3. Espacios ange´licos
Sabemos que tanto la compacidad como la compacidad secuencial implican compacidad
numerable, y lo mismo ocurre con las propiedades relativas correspondientes. Es bien sabido
que los espacios me´tricos cumplen la implicacio´n inversa. Veamos una clase interesante de
espacios.
Definicio´n 2.3.1 Un espacio topolo´gico X se dice que es ange´lico si posee las siguientes tres
propiedades:
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(a) Dado A ⊆ X, son equivalentes:
(1) A es relativamente compacto.
(2) A es relativamente numerablemente compacto.
(3) A es relativamente secuencialmente compacto.
(b) Dado A ⊆ X, son equivalentes:
(4) A es compacto.
(5) A es numerablemente compacto.
(6) A es secuencialmente compacto.
(c) Todo punto en la clausura de un subconjunto A relativamente compacto es l´ımite de una
sucesio´n en A.
Nota 2.3.2 Notemos que todo espacio me´trico es ange´lico y que el Teorema de Eberlein-
S˘mulian afirma que un espacio de Banach con la topolog´ıa de´bil es ange´lico.
El siguiente lema nos ofrece una caracterizacio´n ma´s escueta de espacio ange´lico:
Lema 2.3.3 X es ange´lico si y so´lo si se cumple la implicacio´n (2)⇒ (1) y (c).
Demostracio´n. Ve´ase 0.3. de [37]. 
2.3.1. El espacio Cp(X)
A continuacio´n presentamos una serie de resultados que nos permiten demostrar el teorema
de Pryce y poder probar que si X contiene un subconjunto σ-compacto y denso, entonces Cp(X)
es ange´lico.
Definimos el siguiente subespacio de RX :
G = {ϕ ∈ RX : ϕ es acotada sobre cada subconjunto compacto de X},
y sobre G definimos para cada subconjunto relativamente compacto Y de X la seminorma:
pY (ϕ) = sup{|ϕ(x)| : x ∈ X}.
El conjunto de todas las seminormas define sobre G la topolog´ıa, localmente convexa, de la
convergencia compacta. Escribiremos C-clausura para hacer referencia a la clausura respecto a
esta topolog´ıa.
Notemos que G es un a´lgebra bajo las operaciones puntuales usuales y que C(X) es una
suba´lgebra de G. En la demostracio´n de la siguiente proposicio´n empleamos la siguiente versio´n
del teorema de Stone-Weierstrass (ve´ase [39], pa´g. 127, Corolario 3.2.18).
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Teorema 2.3.4 (Stone-Weierstrass) Sea K un espacio topolo´gico compacto y sea 1 ∈ A ⊂
C(K). Entonces la suba´lgebra algA generada por A, cerrada para la norma, esta´ formada por
todas las funciones y ∈ C(K) tales que:
si s, t ∈ K y x(s) = x(t), ∀x ∈ A ⇒ y(s) = y(t).
(Denotamos por 1 la funcio´n con valor constante la unidad.)
Proposicio´n 2.3.5 Sea X un espacio topolo´gico, A ⊂ Cp(X) un conjunto relativamente nu-
merablemente compacto y ψ ∈ ARX . Entonces para cada subconjunto B ⊂ X σ-compacto existe
una funcio´n f ∈ C(X) y una sucesio´n {fn : n ∈ ω} en A tal que:
fn(x)→ f(x) = ψ(x), ∀x ∈ BX .
Demostracio´n. Veamos que A
RX ⊂ G. Para ello suponemos lo contrario, es decir, que existe una
funcio´n g ∈ ARX que no es acotada en algu´n subconjunto K ⊂ X compacto. Por consiguiente,
podemos encontrar una sucesio´n {xn : n ∈ ω} en K tal que |g(xn)| → ∞.
Notemos que podemos aproximar g por elementos de A sobre subconjuntos finitos de X. Dado
 > 0 y un subconjunto finito F ⊂ X, como g ∈ ARX , si tomamos U = Ug(F ; ) (ve´ase ape´ndice
para la definicio´n de entorno en la topolog´ıa de la convergencia puntual) se tiene que U ∩A 6= ∅.
Por consiguiente, existe h ∈ A tal que |g(x)− h(x)| ≤  para todo x ∈ F .
Luego para cada n ∈ ω existe una funcio´n fn ∈ A tal que |g(xj)− fn(xj)| ≤ 1n para 1 ≤ j ≤ n.
Por hipo´tesis {fn : n ∈ ω} posee un punto de acumulacio´n f ∈ C(X).
Dado N ∈ ω, tomando U = Uf (x1, . . . , xN ; 1N ), se tiene que existe n0 ≥ N tal que fn0 ∈ U , es
decir, |fn0(xj)− f(xj)| ≤ 1N para 1 ≤ j ≤ N . Luego:
|g(xj)− f(xj)| ≤ |g(xj)− fn0(xj)|+ |fn0(xj)− f(xj)| ≤
2
N
.
Como N es arbitrario se llega a que g(xn) = f(xn) para todo n ∈ ω, lo cual es una contradiccio´n,
ya que f ∈ C(X).
Sea g ∈ ARX y B ⊆ X σ-compacto. Veamos que existe una sucesio´n {Bn : n ∈ ω} de conjuntos
compactos de X tales que B1 ⊂ B2 ⊂ . . . y B =
∞⋃
n=1
Bn. Al ser B σ-compacto existe una
sucesio´n {B˜n : n ∈ ω} de conjuntos compactos de X tales que B =
∞⋃
n=1
B˜n. Como la unio´n
finita de conjuntos compactos es compacto, basta definir la sucesio´n {Bn : n ∈ ω} de la siguiente
manera: B1 = B˜1, B2 = B˜1 ∪ B˜2, . . . , Bn = B˜n−1 ∪ B˜n.
La siguiente construccio´n se realiza por induccio´n. Empezamos definiendo M1 = 〈g, 1〉 ⊂ G.
Tomamos Y1 ⊂ B1 finito tal que:
pY1(ϕ) ≥
1
2
pB1(ϕ).
(Basta razonar por reduccio´n al absurdo para ver que podemos encontrar Y1.)
Seleccionamos f1 ∈ A tal que |g(x)− f1(x)| ≤ 11 para todo x ∈ Y1.
Definimos M2 = 〈g, 1, f1, f 21 〉 ⊂ G. Tomamos Y2 ⊂ B2 tal que Y1 ⊂ Y2 y:{
pY2∩B1(ϕ) ≥ 12pB1(ϕ)
pY2(ϕ) ≥ 12pB2(ϕ)
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para todo ϕ ∈M2. Notemos que para ello basta tomar Z1 ⊂ B1, Z2 ⊂ B2 de forma separada y
considerar Y2 = Y1 ∪ Z1 ∪ Z2.
Seleccionamos f2 ∈ A tal que |g(x)− f2(x)| ≤ 12 , para todo x ∈ Y2.
Continuando de esta manera se obtienen las sucesiones {fn : n ∈ ω}, {Mn : n ∈ ω} y {Yn : n ∈ ω}
tales que:
(1) Mn es el espacio vectorial generado por g y todos los polinomios de grado a lo sumo n
conteniendo f1, f2, . . . , fn−1;
(2) Yn es un subconjunto finito de Bn;
(3) pYn∩Bk(ϕ) ≥ 12pBk(ϕ) para todo ϕ ∈Mn y 1 ≤ k ≤ n;
(4) |g(x)− fn(x)| ≤ 1n para todo x ∈ Yn;
(5) Yn−1 ⊂ Yn, Mn−1 ⊂Mn, xn ∈ A.
Definimos Y =
∞⋃
n=1
Yn y M =
∞⋃
n=1
Mn ⊂ G. Entonces M es el espacio vectorial generado por g
junto con la suba´lgebra alg{fn : n ∈ ω} de C(X).
Sea k ∈ ω y ϕ ∈M , entonces ϕ ∈Mn para algu´n n ≥ k, y se sigue que:
pY ∩Bk(ϕ) ≥ pYn∩Bk(ϕ) ≥
1
2
pBk(ϕ).
Por tanto,
pY ∩Bk(ϕ) ≥
1
2
pBk(ϕ), para todo ϕ ∈M y k ∈ ω.
Como pY ∩Bk y pBk son funciones sobre G que toman valores reales y continuas para la topolog´ıa
de la convergencia compacta se puede extender la desigualdad previa a la C-clausura de M ,
que denotaremos por M :
(6) pY ∩Bk(ϕ) ≥ 12pBk(ϕ) para todo ϕ ∈M y k ∈ ω.
Por hipo´tesis, {fn : n ∈ ω} tiene un punto de acumulacio´n f ∈ C(X). Como la suba´lgebra
alg{fn : n ∈ ω} ⊂M , para todo subconjunto compacto K de X podemos aproximar uniforme-
mente sobre K a cualquier funcio´n h ∈ C(X) por elementos de M con la propiedad:
fn(s) = fn(t),∀n ⇒ h(s) = h(t),
aplicando el teorema de Stone-Weierstrass a las funciones en C(X) restringidas a K.
Notemos que el punto de acumulacio´n f ∈ C(X) obtenido cumple la anterior propiedad. En-
tonces para cada compacto K ⊂ X y  > 0 existe una funcio´n h ∈ M tal que pK(f − h) < .
Ello implica que f ∈M y por (6) se tiene que:
pY ∩Bk(g − f) ≥
1
2
pBk(g − f), para todo k ∈ ω. (*)
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Dados x ∈ Y y N ∈ ω existe un natural n0 ≥ N tal que x ∈ Yn0 (y por tanto x ∈ Yn para todo
n ≥ n0). Como f es punto de acumulacio´n de {fn : n ∈ ω}, tomando U = Uf (x, 1N ) podemos
seleccionar n∗ ≥ n0 tal que fn∗ ∈ U . Entonces:
|g(x)− f(x)| ≤ |g(x)− fn∗(x)|+ |fn∗(x)− f(x)| ≤
2
N
.
Como N es arbitrario, obtenemos que:
g(x) = f(x), para todo x ∈ Y
y, por la desigualdad (*), se llega a que:
pBk(g − f) ≤ 2pY ∩Bk(g − f) = 0, para todo k ∈ ω.
Por tanto, g(x) = f(x) para todo x ∈ B =
∞⋃
n=1
Bn.
Supongamos que existe un punto x0 ∈ B tal que fn(x0) 9 g(x0). Entonces existe un  > 0 y
una subsucesio´n {nk : k ∈ ω} tal que |fnk(x0)− g(x0)| ≥  para todo k ∈ ω.
La subsucesio´n {fnk : k ∈ ω} tiene un punto de acumulacio´n h ∈ C(X) tal que h(x0) 6= f(x0).
Pero h es tambie´n un punto de acumulacio´n de {fn : n ∈ ω} y por el razonamiento anterior se
tiene que g(x) = h(x) para todo x ∈ B. Ello implica que (f − h) es una funcio´n continua que
se anula en B pero no en x0 ∈ B lo cual es una contradiccio´n. Por consiguiente, fn(x)→ g(x)
para todo x ∈ B y como f es punto de acumulacio´n de {fn : n ∈ ω} llegamos a que g = f en
B. 
Para probar el teorema de Pryce es necesaria la siguiente observacio´n:
Observacio´n 2.3.6 Sea A ⊆ RX relativamente numerablemente compacto. Entonces ARX es
compacto.
Demostracio´n. Supongamos que A no es puntualmente acotado, entonces existe x ∈ X y
{fn : n ∈ ω} en A tal que |fn(x)| → ∞, por lo que {fn : n ∈ ω} no puede tener un punto de
acumulacio´n, lo cual es una contradiccio´n.
Al ser A puntualmente acotado esta´ contenido en un producto de intervalos cerrados. Entonces
A
RX
es compacto por el teorema de Tychonoff. 
Teorema 2.3.7 (Pryce) Sea X un espacio topolo´gico y B la familia formada por las clausuras
de subconjuntos σ-compactos de X. Si X tiene la propiedad de que cualquier funcio´n ψ ∈ RX
que coincide en cada C ∈ B con alguna f ∈ Cp(X) (f depende de C) esta´ en Cp(X), entonces
la compacidad relativa y la compacidad numerable relativa son equivalentes en los subconjuntos
de Cp(X).
Demostracio´n. Queremos demostrar que la clausura en Cp(X) de un conjunto relativamente
numerablemente compacto es compacto en Cp(X). Por la observacio´n 2.3.6 basta probar que
su clausura en RX es continua. Pero, dadas las hipo´tesis del enunciado del teorema, se obtiene
el resultado por la proposicio´n 2.3.5. 
Veamos, como consecuencia del teorema de Pryce, una familia de espacios X para los que
Cp(X) es ange´lico:
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Corolario 2.3.8 Si X contiene un subconjunto σ-compacto y denso, entonces Cp(X) es ange´li-
co.
Demostracio´n. Sea B subconjunto de X, σ-compacto y denso y A un subconjunto relativamente
numerablemente compacto en Cp(X). Entonces por la proposicio´n 2.3.5 todo elemento de la
clausura de A en RX es continua y es l´ımite de una sucesio´n en A. Como el teorema 2.3.7 implica
que A es relativamente compacto en Cp(X) se tiene que Cp(X) es ange´lico por la caracterizacio´n
del lema 2.3.3. 
En particular, Cp(X) es ange´lico si X es compacto, separable o´ σ-compacto.
Observacio´n 2.3.9 Si X es pseudocompacto, entonces Cp(βX) es ange´lico. En particular, todo
subconjunto relativamente numerablemente compacto de Cp(βX) es relativamente compacto en
Cp(βX).
Otra consecuencia del teorema de Pryce es el teorema de Haydon. Para la prueba del teorema
es necesario recordar la nocio´n de compactificacio´n de Stone-Cˇech (ve´ase el teorema A.3.2).
Teorema 2.3.10 (Haydon) Si X es un espacio pseudocompacto, entonces los subespacios
compactos de Cp(X) son compactos en Cp(βX).
Demostracio´n. Sea {fn : n ∈ ω} una sucesio´n en Cp(X). Si tomamos u ∈ βX, veamos que
existe x ∈ X tal que fn(x) = fβn (u) para cada n ∈ ω.
Consideramos la sucesio´n {rn : n ∈ ω} en R donde rn = fβn (u) para cada n ∈ ω. Como el con-
junto (fβn )
−1(rn) =
∞⋂
k=1
(fβn )
−1(]rn − 1k , r + 1k [) es Gδ, entonces G =
∞⋂
n=1
(fβn )
−1(rn) es Gδ.
Por la proposicio´n A.8.8, G 6⊂ βX \ X, luego existe x ∈ X tal que fn(x) = fβn (u) para todo
n ∈ ω.
Se sigue de lo anterior que los subconjuntos relativamente numerablemente compactos de Cp(X)
y Cp(βX) son los mismos. Entonces, un subconjunto relativamente compacto de Cp(X) es re-
lativamente numerablemente compacto en Cp(βX) y, por la observacio´n 2.3.9, es relativamente
compacto en Cp(βX). Ello implica que si un subconjunto es compacto en Cp(X), al ser relati-
vamente compacto y cerrado, se tiene que es compacto en Cp(βX). 
2.3.2. El espacio B1(X)
Definicio´n 2.3.11 Se dice que una funcio´n f : X → R es de la primera clase de Baire si
existe una sucesio´n de funciones continuas {fn : n ∈ ω} ⊆ C(X) tal que l´ım
n→∞
fn(x) = f(x) para
todo x ∈ X. Denotamos por B1(X) al conjunto de todas las funciones de la primera clase de
Baire sobre X.
Definicio´n 2.3.12 Se dice que una funcio´n f : X → M tiene la propiedad del punto de
continuidad si para todo cerrado F de X, f |F tiene al menos un punto de continuidad.
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El siguiente resultado es conocido como el teorema de caracterizacio´n de Baire [3] para
funciones de la primera clase de Baire:
Teorema 2.3.13 (Baire) Sea X un espacio me´trico completo. Una funcio´n f : X → R es de
la primera clase de Baire si y so´lo si f tiene la propiedad del punto de continuidad.
La demostracio´n del teorema se sigue de los siguientes lemas, en ellos se supone que X es
un espacio me´trico completo:
Lema 2.3.14 Para todo f ∈ B1(X) y todo U ⊆ R abierto, f−1(U) es un conjunto Fσ.
Demostracio´n. Basta probar que para todo q ∈ Q los conjuntos {x ∈ X : f(x) < q} y
{x ∈ X : f(x) > q} son Fσ. Sea {fn : n ∈ ω} ⊆ C(X) tal que l´ım
n→∞
fn(x) = f(x) para todo
x ∈ X, entonces:
{x ∈ X : f(x) < q} =
⋃
p∈Q
p<q
∞⋃
m=1
∞⋂
n=m
{x ∈ X : fn(x) ≤ p};
{x ∈ X : f(x) > q} =
⋃
p∈Q
p>q
∞⋃
m=1
∞⋂
n=m
{x ∈ X : fn(x) ≥ p}.

Lema 2.3.15 Si A y B son conjuntos Fσ, entones existen A
∗ ⊆ A y B∗ ⊆ B conjuntos Fσ
tales que A ∪B = A∗ ∪B∗ y A∗ ∩B∗ = ∅.
Demostracio´n. Dado que A =
∞⋃
n=1
An y B =
∞⋃
n=1
Bn donde An y Bn son cerrados para todo
n ∈ ω. Fijado n ∈ ω, consideramos los conjuntos A∗n = An \
n−1⋃
i=1
Bi y B
∗
n = Bn \
n−1⋃
i=1
Ai. Entonces
cada A∗n y B
∗
n son Fσ y tomando A
∗ =
∞⋃
n=1
A∗n y B
∗ =
∞⋃
n=1
B∗n llegamos a lo que buscamos. 
Lema 2.3.16 Si A ⊂ X es a la vez Fσ y Gδ entonces χA ∈ B1(X).
Demostracio´n. Consideramos A =
∞⋃
n=1
An y X \ A =
∞⋃
n=1
Bn donde An y Bn son cerrados para
todo n ∈ ω y donde las sucesiones {An : n ∈ ω} y {Bn : n ∈ ω} son crecientes. Entonces
para cada n ∈ ω, por el lema de Urysohn, existe una funcio´n continua fn : X → [0, 1] tal
que fn(a) = 1 si a ∈ An y fn(b) = 0 si b ∈ Bn. Por tanto, como χA = l´ım
n→∞
fn, se tiene que
χA ∈ B1(X). 
Lema 2.3.17 Si f : X → R es tal que f−1(] −∞, q[) y f−1(]q,∞[) son Fσ para todo q ∈ Q,
entonces f ∈ B1(X).
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Demostracio´n. Podemos suponer que f : X →]0, 1[. Para cada n ≥ 2 e i = 0, 1, . . . , n − 2,
consideramos el conjunto:
An(i) =
{
x ∈ X : f(x) ∈
]
i
n
,
(i+ 2)
n
[}
.
Recordemos que en un espacio me´trico todo abierto es un Fσ, luego por el lema 2.3.15, podemos
tomar los conjuntos Fσ, A
∗
n(i) ⊆ An(i), para n ≤ 2, i = 0, . . . , n−2, tales que A∗n(i)∩A∗n(j) = ∅
si i 6= j y
n−2⋃
i=0
A∗n(i) = X para todo n ≥ 2. Consideramos la funcio´n:
fn =
n∑
i=1
i
n
χA∗n(i).
Entonces, por el lema 2.3.16, fn ∈ B1(X) para cada n ≥ 2. Dado que fn → f uniformemente,
por el lema 4.1.16, se llega a que f ∈ B1(X). 
Lema 2.3.18 Sea f ∈ B1(X), entonces f tiene la propiedad del punto de continuidad.
Demostracio´n. Dados p, q ∈ Q tales que p < q, consideramos el conjunto:
Fpq = {x ∈ F : l´ım sup
y→x
y∈F
f(y) ≤ q ∧ l´ım inf
y→x
y∈F
f(y) ≥ q}.
Por el teorema de categor´ıa de Baire basta probar que todo Fpq es cerrado y raro (i.e. denso en
ninguna parte). Supongamos que existen p < q tales que Fpq contiene un abierto no vac´ıo U . Si
tomamos dos racionales p < p′ < q < q′ se tiene que U ∩ f−1(]−∞, p′]) y U ∩ f−1([q′,∞[) son
dos conjuntos densos y Gδ (cerrados en un me´trico) de U con interseccio´n vac´ıa, contradiciendo
el teorema de categor´ıa de Baire. 
Lema 2.3.19 Sea f : X → R. Si f tiene la propiedad del punto de continuidad, entonces
f ∈ B1(X).
Demostracio´n. Por el lema 2.3.17 basta probar que para cada q ∈ Q los conjuntos Aq = {x ∈
X : f(x) < q} y Bq = {x ∈ X : f(x) > q} son Fσ. Por simetr´ıa es suficiente probar so´lo que
el conjunto Aq es Fσ. Dado p ∈ Q consideramos el conjunto Fp = {x ∈ X : f(x) ≤ p}. Basta
con encontrar para cada p < q un conjunto Fσ, F
∗
p , tal que Fp ⊆ F ∗p ⊆ Aq. Veamos que tales
conjuntos existen. Consideramos la familia:
Up = {U ⊂ X abierto : ∃C ⊆ X que es Fσ tal que U ∩ Fp ⊆ C ⊆ Aq}.
Sea G =
⋃Up. Notemos que G ∈ Up. Veamos que G = X. Supongamos lo contrario. Sea
F = X \ G, e y ∈ F un punto de continuidad de f |F . Entonces existe un abierto U tal que
y ∈ U ∩ F y f(U ∩ F ) ⊆]p,∞[ o´ f(U ∩ F ) ⊆]−∞, q[, dependiendo de si f(y) > p o´ f(y) < p
respectivamente.
Si se da el primer caso, entonces U ∩ F ∩ Fp = ∅, luego U ∩ Fp = U ∩ G ∩ Fp. Por ello y por
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el hecho de que U ∩ G ∈ Up se sigue que U ∈ Up. Por consiguiente, y ∈
⋃Up, lo cual es una
contradiccio´n.
Para el segundo caso, se tiene que:
U ∩ Fp ⊆ (U ∩ F ) ∪ (U ∩G ∩ Fp) ⊆ Aq
y por el hecho de que U ∩G ∈ Up y que U ∩ F es un Fσ se llega a la contradiccio´n. 
Definicio´n 2.3.20 Sea X un espacio topolo´gico y f una funcio´n definida en X que toma
valores reales. Se dice que f satisface el Criterio de Discontinuidad si existe un subconjunto
no vac´ıo L ⊂ X y r, δ ∈ R con δ > 0 tales que para todo abierto no vac´ıo U ⊆ L relativo a L
existen y, z ∈ U tales que f(y) > r + δ y f(z) < r.
Notemos que si f satisface el criterio de discontinuidad, entonces existe un subconjunto K
cerrado no vac´ıo de X tal que f |K no tiene ningu´n punto de continuidad. Para ello basta tomar
L, r, δ de la definicio´n del criterio de discontinuidad, y considerar K = L.
Proposicio´n 2.3.21 Sea f : X → R, donde X es un espacio me´trico completo. Entonces, f no
tiene la propiedad del punto de continuidad si y so´lo si f satisface el criterio de discontinuidad.
Demostracio´n. (⇒) Como f no tiene la propiedad del punto de continuidad existe un subcon-
junto K cerrado no vac´ıo de X tal que f |K no tiene ningu´n punto de continuidad.
Para cada n ∈ ω consideramos el conjunto:
An = {x ∈ K : ∀ entorno U de x ∃y, z ∈ U tales que f(y)− f(z) > 1
n
}.
Como f |K no tiene ningu´n punto de continuidad se tiene que:
K =
⋃
n∈ω
An.
Entonces por el teorema de categor´ıa de Baire existe un n0 natural tal que An0 tiene interior
no vac´ıo U0. Tomamos K0 = U0 y δ =
1
n0
. Notemos que para todo U ⊆ K0 abierto se tiene que
U ∩ U0 es abierto en K0. Luego existen y, z ∈ U tales que f(y)− f(z) > δ.
Sea {rn : n ∈ ω} = Q. Para cada n ∈ ω definimos el conjunto:
Bn = {x ∈ K0 : ∀ entorno U de x ∃y, z ∈ U ∩K0 tales que f(z) < rn , f(y) > rn + δ}.
Como:
K0 =
⋃
n∈ω
Bn,
por el teorema de categor´ıa de Baire, existe un n1 natural tal que Bn1 tiene interior no vac´ıo
V . Consideramos L = V y r = rn1 . Entonces llegamos a que f satisface el criterio de disconti-
nuidad para L, r, δ.
(⇐) Por el comentario anterior. 
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Para demostrar que el espacio de funciones B1(X) es ange´lico si X es polaco necesitamos
mostrar previamente algunos resultados. Recordemos que un espacio polaco es me´trico comple-
to y separable.
Sean M,M ′ ⊆ ω tales que M ′∩ (X \M) es finito. Se dice que M ′ esta´ casi contenido en M ,
y se denota por M ′ ⊆a M .
Lema 2.3.22 Sea X un espacio polaco y {fn : n ∈ ω} una sucesio´n puntualmente acotada de
funciones sobre X que toman valores reales tal que {fn : n ∈ ω} no contiene una subsucesio´n
convergente puntualmente. Entonces existe un conjunto N ′ ⊆ ω y nu´meros reales r, δ con δ > 0
tales que para cada M ⊆ N ′ existe un x ∈ X cumpliendo:
fm(x) > r + δ para infinitos m ∈M (2.1)
y
fm(x) < r para infinitos m ∈M.
Demostracio´n. Supongamos que no se cumple. Numeramos los elementos deQ×Q por {(rn, δn) :
n ∈ ω}. Elegimos infinitos conjuntos M0 ⊇ M1 ⊇ . . . ⊇ Mn ⊇ . . ., donde M0 = ω, de la
siguiente manera. Supongamos que Mn−1 acaba de ser elegido. Como (2.1) es falso, entonces
existira´ Mn ⊆Mn−1 tal que todo x ∈ X no cumple (2.1) para Mn y (rn, δn). Por un argumento
de diagonalizacio´n podemos tomar M ⊆a Mn para todo n ∈ ω tal que para todo x ∈ X no
existe (r, δ) ∈ Q × Q satisfaciendo (2.1). Como {fn : n ∈ M} es puntualmente acotado y no
posee una subsucesio´n convergente existe un x ∈ X tal que:
l´ım inf
m∈M
fm(x)  l´ım sup
m∈M
fm(x).
Tomamos r, δ racionales con δ > 0 tales que:
l´ım inf
m∈M
fm(x) < r < r + δ < l´ım sup
m∈M
fm(x).
Por consiguiente, x satisface (2.1) con M , r y δ, lo cual es una contradiccio´n. 
Proposicio´n 2.3.23 Sea X un espacio polaco y {fn : n ∈ ω} una sucesio´n puntualmente
acotada de funciones sobre X que toman valores reales tal que {fn : n ∈ ω} no contiene una
subsucesio´n convergente puntualmente. Entonces existe un subconjunto no vac´ıo L ⊆ X y una
subsucesio´n {fnk : k ∈ ω} que es puntualmente convergente sobre L de modo que la funcio´n f
satisface el criterio de discontinuidad.
Consecuentemente, la clausura de {fnk : k ∈ ω} para la topolog´ıa de la convergencia uniforme
no posee una funcio´n de la primera clase de Baire.
Demostracio´n. Sean N ′, r y δ como en el lema anterior. Para cada M ⊆ N ′ denotaremos por
K(M) a la clausura del conjunto de todos los x ∈ X satisfaciendo (2.1). Entonces tenemos que:
(a) K(M) es un conjunto cerrado no vac´ıo de X para cada M ⊆ N ′;
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(b) K(M ′) ⊆ K(M) si M ′ ⊆a M ⊆a N ′.
Recordemos que un espacio polaco tiene una base numerable, por lo que no tiene una sucesio´n
transfinita decreciente estrictamente de subconjuntos cerrados (i.e. no existe una familia {Kα :
α ∈ ω1} de subconjuntos cerrados, indexada por el primer ordinal no numerable ω1, con Kα (
Kβ para todo β < α < ω1).
Por tanto, existe un M ⊆ N ′ tal que:
K(M ′) = K(M) ∀M ′ ⊆a M.
Supongamos que es falso, entonces podremos construir una familia {Mα : α < ω1} de infinitos
subconjuntos de N ′ tales que para todo α < β < ω1 se tiene que Mβ ⊆a Mα y K(Mβ) (
K(Mα). Por consiguiente, la familia {K(Mα) : α ∈ ω1} es una sucesio´n transfinita estrictamente
decreciente de conjuntos cerrados y se llega a una contradiccio´n. Veamos la construccio´n de
dicha familia. Sea M0 = N
′. Supongamos ya elegido Mα, ahora tomamos Mα+1 ⊆a Mα con
K(Mα+1) 6= K(Mα). Si γ < ω1 es un ordinal l´ımite y los Mα ya han sido construidos cumpliendo
las propiedades que buscamos para todo α > γ, elegimos Mγ ⊆a Mα para todo α > γ mediante
el argumento esta´ndar de diagonalizacio´n.
Veamos que para todo M ′ ⊆a M y para todo U ⊆ K(M) abierto existen M ′′ ⊆a M ′ y y, z ∈ U
tales que:
l´ım
n∈M ′′
fn(y) ≥ r + δ (2.2)
y
l´ım
n∈M ′′
fn(z) ≤ r.
Para ello, dados M ′ ⊂M y U , por la definicio´n de K(M ′) y (2.2) existe y ∈ U tal que fn(y) >
r + δ para infinitos n ∈ M ′. Tomamos un subconjunto M1 ⊆a M ′ tal que {fn(y) : n ∈ M1}
converge. Por definicio´n existe z ∈ U tal que fn(z) < r para infinitos n ∈ M1. Por u´ltimo,
tomamos M2 ⊆a M1 tal que {fn(z) : n ∈M2} converge.
Sea {Un : n ∈ ω} una base de abiertos de K(M). Entonces podemos construir una sucesio´n
infinita de conjuntos {Mn : n ∈ ω} de ω con:
Mn+1 ⊆a Mn, ∀n ∈ ω y
zn, yn ∈ Un, ∀n ∈ ω
tales que (2.2) se cumple para y = yn, z = zn y M
′′ = Mn.
Mediante el argumento de digonalizacio´n tomamos Q ⊆a Mn para todo n ∈ ω y consideramos
el conjunto L = {yn, zn : n ∈ ω}. Notemos que L es denso en K(M).
Definimos:
f(x) = l´ım
n∈Q
fn(x),∀x ∈ L.
Si U es un abierto no vac´ıo relativo a L existe un abierto V relativo a K tal que U = V ∩ L.
Por tanto existe un i ∈ ω tal que Ui ⊂ V , pero entonces f(yi) ≥ r + δ y f(zi) ≥ r y tanto yi
como zi pertenecen a Ui ∩ L ⊆ U .
Consecuentemente {fnk : k ∈ ω} = {fn : n ∈ Q} y se sigue que L y f satisfacen el resultado
que buscamos. 
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Corolario 2.3.24 Sea X un espacio polaco y A un subconjunto relativamente numerablemente
compacto en B1(X), entonces A es relativamente secuencialmente compacto.
Demostracio´n. Por hipo´tesis A tiene que ser puntualmente acotado. Por lo tanto, por el ?? se
obtiene el resultado. 
Lema 2.3.25 Sea S un subconjunto relativamente compacto de B1(X) tal que 0 ∈ S y s(x) ≥ 0
para todo s ∈ S y todo x ∈ X. Entonces para todo δ > 0 existe un subconjunto H ⊆ S numerable
tal que l´ım
h∈H
h(x) < δ para todo x ∈ X.
Demostracio´n. Supongamos que no se cumple. Entonces para todo H ⊆ S existe un δ > 0 tal
que:
K(H) = {x ∈ X : h(x) ≥ δ, ∀h ∈ H}
es no vac´ıo. Notemos que
K(H ′) ⊆ K(H) si H ⊆ H ′. (2.3)
Por induccio´n transfinita construimos {Dα : α < ω1}, {{sαn : n ∈ ω} : α < ω1} ⊆ S y
{Hα : α < ω1} tales que:
(a) Hα ⊆ Hβ para α < β < ω1;
(b) Dα es denso en Kα (donde Kα = K(Hα)) y Dα es numerable;
(c) l´ım
n→∞
sαn(x) = 0 para todo x ∈ Dα;
(d) Hα+1 = Hα ∪ {sαn : n ∈ ω}.
Veamos que la construccio´n es posible. Para ello tomamos H0 arbitrario. Una vez elegido Hα,
se toma Dα satisfaciendo (b) y luego se elige {{sαn : n ∈ ω} : α < ω1} ⊆ S cumpliendo (3). Esto
es posible mediante el argumento diagonalizacio´n y usando el hecho de que 0 ∈ S.
Consideramos Hα+1 como en (d). Si β es un ordinal l´ımite, tomamos Hβ =
⋃
α<β
Hα. La numera-
bilidad de β y la numerabilidad de cada Hα implican que Hβ es numerable.
Se sigue de (2.3), (a) y de la definicio´n de Kα que para todo α < β < ω1 se tiene que Kβ ⊂ Kα.
Como X tiene un base numerable y los conjuntos Kα son cerrados, existe un α < ω1 tal que
Kα = Kα+1.
Sea f un punto de acumulacio´n de {{sαn : n ∈ ω} : α < ω1} ⊆ S. Entonces f se anula sobre Dα
por (c). Pero como para todo x ∈ K(Hα+1), sαn(x) ≥ δ para todo n ∈ ω, entonces f(x) ≥ δ.
Como tanto Dα como K(Hα+1) son densos en K(Hα) se tiene que f satisface el criterio de
discontinuidad y, por la proposicio´n 2.3.21 y el teorema 2.3.13, se llega a que f 6∈ B1(X), lo
cual es una contradiccio´n. 
Para llegar al resultado principal necesitamos una serie de lemas.
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Lema 2.3.26 Sea X un espacio Cˇech-completo y A una familia de pares (A,B), donde A,B ⊂
X son abiertos. Supongamos que existe un subconjunto no vacio Y ⊆ X tal que A es de´bilmente
denso en Y (i.e., ∀E0, . . . , En abiertos tales que Ek ∩ Y 6= ∅, k = 0, . . . , n existe un par
(G,H) ∈ A tal que G ∩ Ei ∩ Y 6= ∅ y H ∩ Ei ∩ Y 6= ∅ para todo i = 0, . . . , n).
Entonces existe una sucesio´n {(Gn, Hn) : n ∈ ω} ⊆ A y un conjunto compacto K ⊆ X tales
que:
K ∩
⋂
n∈I
Gn ∩
⋂
n∈ω\I
Hn 6= ∅, ∀I ⊆ ω.
Demostracio´n. Por la definicio´n A.6.4 existe un espacio compacto y de Hausdorff Z y una
familia de abiertos {An : n ∈ ω} en Z tales que X =
⋂
n∈ω
An.
Sea:
B = {(G,H) : G,H ⊆ Z abiertos y (G ∩X,H ∩X) ∈ A}.
Tenemos que B es de´bilmente denso en Y . Veamos que podemos construir una sucesio´n {(Gn, Hn) :
n ∈ ω} y conjuntos abiertos CP,Q tales que:
(a) CP,Q viene definido por el par (P,Q), el cual es una particio´n de {0, . . . , n} para algu´n
n ∈ ω y donde CP,Q es un abierto no vac´ıo de Z tal que:
CP,Q ∩ Y 6= ∅;
y
CP,Q ⊆ An ∩
(⋂
n∈P
Gn
)
∩
(⋂
n∈Q
Hn
)
.
(b) Si P ⊆ P ′ y Q ⊆ Q′, entonces CP ′,Q′ ⊆ CP,Q.
La construccio´n se realiza como sigue. Como Y es no vac´ıo por hipo´tesis existe (G0, H0) ∈ B
tal que:
G0 ∩ Y 6= ∅, H0 ∩ Y 6= ∅.
Elegimos los conjuntos abiertos en Z no vac´ıos C{0},∅ y C∅,{0} tales que:
C{0},∅ ∩ Y 6= ∅, C∅,{0} ∩ Y 6= ∅
y
C{0},∅ ⊆ G0 ∩ A0, C∅,{0} ⊆ H0 ∩ A0.
Supongamos que Gi, Hi han sido construidos para todo i ≤ n y CP,Q ha sido elegido para cada
particio´n (P,Q) de {0, . . . , n}.
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Como CP,Q es un conjunto abierto no vac´ıo de Z tal que CP,Q ∩Y 6= ∅ y B es de´bilmente denso
en Y existen (Gn+1, Hn+1) ∈ B tales que:
Gn+1 ∩ CP,Q ∩ Y 6= ∅ y Hn+1 ∩ CP,Q ∩ Y 6= ∅
para cada particio´n (P,Q) de {0, . . . , n}.
Para cada particio´n (P,Q) de {0, . . . , n} elegimos los conjuntos abiertos CP∪{n+1},Q y CP,Q∪{n+1}
tales que:
CP∪{n+1},Q ∩ Y 6= ∅, CP,Q∪{n+1} ∩ Y 6= ∅
y
CP∪{n+1},Q ⊆ Gn+1 ∩ An+1, CP,Q∪{n+1} ⊆ Hn+1 ∩ An+1.
Definimos:
K =
⋂
n∈ω
⋃
{CP,Q : (P,Q) es una particio´n de {0, . . . , n}}.
Dado que K es cerrado en Z se tiene que K es compacto. Para I ⊆ ω consideramos los
conjuntos:
Pn = {i ∈ I : i ≤ n} y Qn = {i 6∈ I : i ≤ n}.
Por tanto, (Pn, Qn) es una particio´n de {0, . . . , n}. Como Z es compacto se tiene que:
∅ 6=
⋂
n∈ω
CPn,Qn ⊆ K ∩
⋂
n∈I
Gn ∩
⋂
n∈ω\I
Hn.
Finalmente, como CP,Q ⊆ An para cada particio´n (P,Q) de {0, . . . , n}, tenemos que K ⊆ X.

Lema 2.3.27 Sea X un espacio de Hausdorff regular sucesionalmente compacto tal que
si A ⊆ X y x ∈ A existe un conjunto numerable A0 ⊆ A de manera que x ∈ A0. (*)
Sea {xn : n ∈ ω} una sucesio´n en X y {In : n ∈ ω} una sucesio´n decreciente de subconjuntos
infinitos de ω tales que las sucesiones:
{xi : i ∈ In} tienen un punto de acumulacio´n comu´n x.
Entonces existe un conjunto infinito I ⊆ ω tal que I \ In es finito para todo n ∈ ω y x es un
punto de acumulacio´n de {xi : i ∈ I}.
Demostracio´n. Sea:
F = {l´ım
i∈I
xi : I es un conjunto infinito, l´ım
i∈I
xi existe y I \ In es finito ∀n ∈ ω}.
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Veamos que x ∈ F . Dado U entorno de x consideramos el conjunto J = {i ∈ ω : xi ∈ U}.
Entonces J ∩ In es un conjunto infinito. Como {In : n ∈ ω} es decreciente existe un conjunto
infinito K ⊆ J tal que K \ In es finito para todo n ∈ ω. Por ser X sucesionalmente compacto
existe un conjunto infinito I ⊆ K tal que existe l´ım
i∈I
xi = z.
Luego z ∈ F ∩ U y, como X es regular, entonces x ∈ F . Por (*) existe una sucesio´n {zm : m ∈
ω} ⊆ F tal que x ∈ {zm : m ∈ ω}.
Cada zm = l´ım
i∈Jm
xi, donde Jm es infinito y tal que Jm \ In es finito para cada n ∈ ω.
Tomamos I =
⋃
n∈ω
(In ∩ Jn). Entonces se tiene que I \ In es finito y Jn \ I es finito para todo
n ∈ ω. Se sigue que zm es un punto de acumulacio´n de {xi : i ∈ I}. Pero como el conjunto
de puntos de acumulacio´n de una sucesio´n siempre es cerrado, se llega a que x es un punto de
acumulacio´n de {xi : i ∈ I}. 
Lema 2.3.28 Sea X un espacio polaco y {xn : n ∈ ω} una sucesio´n en Cp(X) tal que:
(i) {xn : n ∈ ω} es relativamente compacto en B1(X);
(ii) 0 es un punto de acumulacio´n de {xn : n ∈ ω}.
Sea W ⊆ X un subconjunto cerrado no vac´ıo y  > 0. Entonces existe un abierto relativo no
vac´ıo U ⊆ W y un subconjunto infinito J ⊆ ω tales que:
(a) 0 es un punto de acumulacio´n de {xi : i ∈ J};
(b) l´ım sup
i∈J
|xi(t)| ≤ 2, ∀t ∈ U .
Demostracio´n. Para todo I ⊆ ω infinito consideramos el conjunto:
A(I) = {puntos de acumulacio´n de {xi : i ∈ I}} ⊆ B1(X).
Supongamos que no se cumple el lema. Sean Gi = {t ∈ X : |xi(t)| < } y Hi = {t ∈ X :
|xi(t)| > 2}. Tomamos A = {(Gi, Hi) : i ∈ ω}. Veamos que A es de´bilmente denso en W . Sean
E0, . . . , En ⊆ X conjuntos abiertos con Ei ∩W 6= ∅. Sean si ∈ Ei ∩W , para i = 0, . . . , n, e
I = {i ∈ ω : |xi(sr)| < , ∀r ≤ n}. Entonces por (ii), 0 ∈ A(I). Sean Jr = {i ∈ I : |xi(t)| ≤
2,∀t ∈ Er ∩W}. Por hipo´tesis se tiene que 0 6∈ A(Jr) para todo r ≤ n.
Como:
A
(⋃
r≤n
Jr
)
=
⋃
r≤n
A(Jr)
se sigue que I 6= ⋃
r≤n
Jr. Si i ∈ I \
⋃
r≤n
Jr se tiene que:
Gi ∩ Er ∩W 6= ∅ ( ya que i ∈ I);
Hi ∩ Er ∩W 6= ∅ ( ya que i 6∈ Jr).
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Por el lema 2.3.26 existe un compacto K ⊆ X tal que :
K ∩
⋂
n∈I
Gn ∩
⋂
n∈ω\I
Hn 6= ∅, ∀I ⊆ ω.
En particular, existe una sucesio´n {yn : n ∈ ω} en {xi : i ∈ ω} tal que para todo I ⊆ ω se tiene
que:
{t ∈ K : |yn(t)| < ,∀n ∈ I, y |yn(t)| > 2,∀n ∈ ω \ I} 6= ∅.
Por consiguiente, {|yn| : n ∈ ω} no puede tener una subsucesio´n convergente (y por lo tanto
{yn : n ∈ ω} tampoco). Pero dado que {yn : n ∈ ω} es una sucesio´n contenida en {xi : i ∈
ω}, conjunto que es relativamente compacto, y que por el corolario 2.3.24 es sucesionalmente
compacto en B1(X), se llega a una contradiccio´n. 
Lema 2.3.29 Sea X un espacio polaco y {xn : n ∈ ω} una sucesio´n en Cp(X) tal que
(a) {xn : n ∈ ω} es relativamente compacto en B1(X);
(b) 0 es un punto de acumulacio´n de {xn : n ∈ ω}.
Entonces existe un subconjunto infinito I ⊆ ω tal que:
l´ım sup
i∈I
|xi(t)| ≤ , ∀t ∈ X
y 0 es un punto de acumulacio´n de {xi : i ∈ I}.
Demostracio´n. Para cada I ⊆ ω consideramos el conjunto U(I) = Int{t ∈ X : l´ım sup
i∈I
|xi(t)| ≤
} y el conjunto A(I) formado por todos los puntos de acumulacio´n de {xi : i ∈ I}. Notemos
que si I \ J es finito, entonces U(J) ⊆ U(I).
Dada una base de abiertos {Vk : k ∈ ω} de X, elegimos una sucesio´n decreciente {Ik : k ∈ ω} de
subconjuntos infinitos de ω tales que 0 ∈ A(Ik) para cada k ∈ ω. Empezamos la construccio´n
tomando I0 = ω. Elegido Ik, si existe un subconjunto infinito I ⊆ Ik tal que 0 ∈ A(I) y
Vk ⊆ U(I) tomamos Ik+1 = I. En caso contrario, tomamos Ik+1 = Ik. Una vez construido,
considerando el conjunto {xi : i ∈ ω}, por el lema 2.3.27 existe un subconjunto infinito I ⊆ ω
tal que 0 ∈ A(I) y I \ Ik es finito para todo k ∈ ω.
Fijado J ⊆ I infinito tal que 0 ∈ A(J) se tiene que U(I) ⊆ U(J). Veamos que se trata de
una igualdad. Supongamos que U(J) 6= U(I), entonces existe un k ∈ ω tal que Vk ⊆ U(J) y
Vk * U(I).
Como J \ Ik es finito, se sigue que J ∩ Ik es un conjunto infinito en Ik tal que 0 ∈ A(J ∩ Ik)
y Vk ⊆ U(J ∩ Ik), por la construccio´n de Ik. Por consiguiente, Vk ⊆ U(Ik + 1). Pero en esta
situacio´n I \ Ik+1 tiene que ser finito, por lo que Vk ⊆ U(Ik+1) ⊆ U(I), lo cual contradice lo
supuesto anteriormente. Por tanto,
U(J) = U(I), ∀J ⊆ I tal que 0 ∈ A(J). (*)
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Veamos que U(I) = X. Para ello, si suponemos que no son iguales, podemos tomar un conjunto
cerrado no vac´ıo W ⊆ X \U(I). Aplicando el lema 2.3.28 a {xi : i ∈ I} existe un J ⊆ I tal que
0 ∈ A(J) y
l´ım sup
i∈J
|xi(t)| ≤ , ∀t ∈ U, donde U es un abierto de W.
Por tanto,
l´ım sup
i∈J
|xi(t)| ≤ , ∀t ∈ U ∪ U(I)
y
U(J) ⊆ Int (U ∪ U(I)) 6= U(I).
Lo cual contradice (∗). Entonces U(I) = X y l´ım sup
i∈I
|xi(t)| ≤  para todo t ∈ X, como se
buscaba. 
Corolario 2.3.30 Sea X un espacio polaco y {xn : n ∈ ω} una sucesio´n en Cp(X) tal que
(a) {xn : n ∈ ω} es relativamente compacto en B1(X);
(b) 0 es un punto de acumulacio´n de {xn : n ∈ ω}.
Entonces existe una subsucesio´n de {xn : n ∈ ω} que converge a 0.
Demostracio´n. Para cada k ∈ ω, aplicando el lema 2.3.29, para  = 1
2k
, existe Ik ⊆ ω tal que
l´ım sup
i∈Ik
|xi(t)| ≤ 1
2k
, ∀t ∈ X, k ∈ ω.
Notemos que se pueden ir eligiendo para que la sucesio´n {Ik : k ∈ ω} sea decreciente. Si ahora
tomamos un subconjunto infinito I ⊆ ω tal que I \ Ik sea finito para cada k, observamos que
l´ım
i∈I
xi = 0. 
Teorema 2.3.31 (Bourgain-Fremlin-Talagrand) Si X es un espacio polaco, entonces B1(X)
es ange´lico.
Demostracio´n. (1) Veamos primero que todo subconjunto de B1(X) relativamente numerable-
mente compacto es relativamente compacto en B1(X).
Para ello razonamos por reduccio´n al absurdo. Sea F un subconjunto relativamente numerable-
mente compacto que no es relativamente compacto en B1(X). Al ser F puntualmente acotado
se tiene que F
RX
es compacto por el teorema de Tychonoff. Entonces existira´ una funcio´n f
que no es de la primera clase de Baire en F
RX
.
Por el teorema 2.3.13 existe un subconjunto K cerrado no vac´ıo de X tal que f |K no tiene
ningu´n punto de continuidad. Entonces por la proposicio´n 2.3.21 f satisface el criterio de dis-
continuidad. Sean L ⊂ X no vac´ıo y r, δ ∈ R con δ > 0 los valores correspondientes de la
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definicio´n 2.3.20.
Sea {Un : n ∈ ω} una base de abiertos de L, para cada n ∈ ω tomamos yn, zn ∈ Un tales que
f(yn) > r + δ y f(zn) < r.
Sea Q = {yn, zn : n ∈ ω}. Como f ∈ FR
X
y Q es un conjunto numerable existe una sucesio´n
{fn : n ∈ ω} ⊆ F tal que fn(q) → f(q) para todo q ∈ Q. Al ser Q denso en L se sigue que
f |Q satisface el criterio de discontinuidad. Notemos que si g es un punto de acumulacio´n de
{fn : n ∈ ω} entonces g|Q = f |Q, por lo que g no tendr´ıa ningu´n punto de continuidad en Q.
Por tanto, {fn : n ∈ ω} no tiene un punto de acumulacio´n que sea funcio´n de la primera clase
de Baire, lo cual es una contradiccio´n, ya que F es relativamente numerablemente compacto.
(2) Veamos que si A ⊆ B1(X) es relativamente compacto y x ∈ A, entonces existe una
sucesio´n en A que converge a x.
Observemos que x se encuentra en la clausura de un subconjunto numerable de A, i.e. existe
una sucesio´n {xn : n ∈ ω} ⊆ A tal que x es punto de acumulacio´n de {xn : n ∈ ω}.
Para todo m ∈ ω consideramos la aplicacio´n:
φm : B1(X) −→ B1(Xm)
definida por:
φm(f)(x1, . . . , xm) = |f(x1)|+ . . .+ |f(xm)|.
Dado g ∈ A, sin pe´rdida de generalidad, podemos suponer que g = 0 (en caso contrario basta
considerar {f−g : f ∈ A}). Entonces φm es una aplicacio´n continua y φm(0) = 0. Luego φm(A)
es relativamente compacto en B1(X
m) y 0 ∈ φm(A). Por el lema 2.3.25 existe un subconjunto
numerable Hm de A tal que:
1
m
> ı´nf{(φmh)(y) : h ∈ Hm}, ∀y ∈ Xm.
Por tanto, 0 ∈ ⋃m∈ωHm.
Una vez visto que podemos encontrar una sucesio´n {xn : n ∈ ω} ⊆ A tal que x es punto de
acumulacio´n de {xn : n ∈ ω} continuamos la prueba definiendo la aplicacio´n:
ϕ : X −→ Rω
dada por :
ϕ(t)(0) = x(t),
ϕ(t)(n+ 1) = xn(t),
para todo t ∈ X y n ∈ ω.
Veamos que ϕ es una funcio´n de Borel. Para ello basta probar que si n1, . . . , nk ∈ ω, entonces
ϕ−1({f ∈ Rω : |f(ni)| < σ, i = 1, . . . , k})
es un conjunto de Borel. Notemos que dicho conjunto coincide con
{t ∈ X : |ϕ(t)(ni)| < σ, i = 1, . . . , k} =
k⋂
i=1
{t ∈ X : |xni−1| < σ}.
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Como cada xn esta´ en B1(X) sabemos que cada {t ∈ X : |xni−1| < σ} es un conjunto Fσ por
el lema 2.3.14. Por consiguiente, la funcio´n ϕ es de Borel.
Consideremos el conjunto L = {(x, y) : ϕ(x) = y} ⊆ X × Rω. Tomando la aplicacio´n:
h(x, y) = |y − ϕ(x)|
tenemos que h es una aplicacio´n de Borel. Por tanto, L es un conjunto de Borel en X × Rω.
Sea la aplicacio´n proyeccio´n de la segunda componente:
pi2 : X × Rω −→ Rω.
Dado que Y = ϕ(X) coincide con pi2(L) tenemos que Y es un conjunto anal´ıtico por la pro-
posicio´n A.2.2. Por definicio´n de conjunto anal´ıtico (ve´ase A.2.1) existe un espacio polaco Z y
una funcio´n continua y sobreyectiva tales que:
ψ2 : Z −→ Y = φ(X) ⊆ Rω.
Tomamos y e yn en RY , para cada n ∈ ω, definidos de la siguiente manera:
y(u) = u(0),
yn(u) = u(n+ 1),
para u ∈ Y .
Observamos que y es un punto de acumulacio´n de {yn : n ∈ ω} en RY y que toda subsucesio´n
de {yn : n ∈ ω} tiene una subsucesio´n convergente, ya que A es relativamente secuencialmente
compacto en B1(X) por el corolario 2.3.24. Entonces toda subsucesio´n de {xn : n ∈ ω} tiene
una subsucesio´n convergente.
Tomamos z e zn en RZ , para cada n ∈ ω, definidos de la siguiente manera:
z = y ◦ ψ,
zn = yn ◦ ψ.
Entonces z es un punto de acumulacio´n de {zn : n ∈ ω} en RZ . Notemos que {zn : n ∈
ω} ⊆ Cp(Z) (ya que cada yn es la proyeccio´n coordenada que es continua y ψ es continua).
Adema´s, toda subsucesio´n de {zn : n ∈ ω} tiene una subsucesio´n convergente. Por definicio´n,
tenemos que {zn : n ∈ ω} ⊂ B1(X) es relativamente sucesionalmente compacto, por lo tanto es
relativamente numerablemente compacto y, por el corolario 2.3.24, es relativamente compacto
en B1(X).
Tambie´n se tiene que z ∈ Cp(Z). Aplicamos el corolario 2.3.30 a {zn − z : n ∈ ω} para obtener
una subsucesio´n {zn : n ∈ I} convergente a z. Por construccio´n tenemos que l´ım
n∈I
yn = y. Luego
l´ım
n∈I
xn = x. 
Nota 2.3.32 Los resultados del apartado 2.1 han sido extra´ıdos de [1]. En la subseccio´n 2.2.1
los resultados que aparecen hasta el corolario 2.2.11 pueden encontrarse en [36] y el resto en [1].
En la siguiente subseccio´n los dos primeros resultados aparecen en [12] y el u´ltimo es una
consecuencia directa de ellos.
En el siguiente apartado los resultados de la subseccio´n 2.3.1 pueden encontrarse en [37] y [24]
y los de la subseccio´n 2.3.2 en [41] y en [4].
Cap´ıtulo 3
El teorema de Namioka
En el primer apartado presentamos el teorema de Namioka y una extensio´n al caso de un
producto de espacios numerablemente Cˇech-completos. En el segundo apartado analizamos para
que´ espacios X se cumple la propiedad N (X, Y ) cuando el espacio Y es pseudocompacto.
3.1. El teorema de Namioka
Nota 3.1.1 Todo espacio Y localmente compacto y σ-compacto cumple la propiedad N (X, Y )
para todo espacio X de Namioka.
Demostracio´n. Como Y es localmente compacto y σ-compacto, por 7.2. de [15], existe una
sucesio´n {Yn : n ∈ ω} de subconjuntos compactos de Y tales que Y =
∞⋃
n=1
Int(Yn).
SeaX un espacio Namioka y F : X×Y → [−1, 1] una funcio´n separadamente continua. Sabemos
que para cada n ∈ ω existe un subconjunto Un ⊂ X Gδ y denso tal que F es conjuntamente
continua en los puntos de Un × Yn. Por tanto, F es conjuntamente continua en los puntos de( ∞⋂
n=1
Un
)
× Y . Como, por el teorema 1.0.2, el conjunto U =
∞⋂
n=1
Un es un subconjunto Gδ y
denso de X se obtiene el resultado. 
Para demostrar el teorema de Namioka son necesarios el siguiente comentario y el siguiente
lema.
Sea Y un espacio compacto e I un conjunto arbitrario, consideramos (RI)b el conjunto
de todas las funciones reales acotadas sobre I. Equipamos al espacio (RI)b con la me´trica de
la convergencia uniforme d. La relacio´n de orden usual en R induce sobre los espacios (RI)b
y C(Y, (RI)b) una relacio´n de orden que hace que sean ret´ıculos (i.e. conjuntos parcialmente
ordenados en los cuales, para cada par de elementos, existen un supremo y un ı´nfimo). Dados
f, g ∈ C(Y, (RI)b) se tiene que:
f ≤ g ⇔ f(y) ≤ g(y), ∀y ∈ Y ⇔ f(y)(i) ≤ g(y)(i), ∀y ∈ Y y ∀i ∈ I.
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Lema 3.1.2 Sea Y un espacio compacto, I un conjunto y H un subrret´ıculo de C(Y, (RI)b).
Sea g ∈ C(Y, (RI)b) y  > 0. Supongamos que para todo (y, y′) ∈ Y ×Y existe hyy′ ∈ H tal que:
d(hyy′(y), g(y)) <  y d(hyy′(y
′), g(y′)) < . (3.1)
Entonces existe h ∈ H tal que d(h, g) ≤ . Por consiguiente, la clausura de H es la misma en
Cp(Y, (RI)b) que en Cu(Y, (RI)b).
Demostracio´n. Para cada (y, y′) ∈ Y × Y consideramos el conjunto abierto Uyy′ = {z ∈ Y :
d(hyy′(z), g(z)) < } que por (3.1) contiene a y′ ∈ Y .
Fijado y ∈ Y , como {Uyy′ : y′ ∈ Y } es un cubrimiento por abiertos del espacio compacto Y ,
existen y′1, . . . , y
′
n ∈ Y tales que Y = Uyy′1 ∪ . . . ∪ Uyy′n .
Consideramos hy = sup{hyy′1 , . . . , hyy′n}. Tenemos que hy ∈ H y
g(z)(i) < hy(z)(i) + , para todo z ∈ Y y todo i ∈ I. (3.2)
Adema´s se sigue de (3.1) que d(hy(y), g(y)) < .
Para cada y ∈ Y consideramos el conjunto abierto Uy = {z ∈ Y : d(hy(z), g(z)) < }, el cual
contiene a y.
Como {Uy : y ∈ Y } es un cubrimiento por abiertos del espacio compacto Y , existen y1, . . . , ym ∈
Y tales que Y = Uy1 ∪ . . . ∪ Uym .
Consideramos h = inf{hy1 , . . . , hym}. Tenemos que h ∈ H, por lo que h(z)(i) < g(z)(i) + 
para todo z ∈ Y y todo i ∈ I. Se sigue de (3.2) que g(z)(i) < h(z)(i) +  para todo z ∈ Y y
todo i ∈ I. Por consiguiente, d(h, g) ≤ . 
Nota 3.1.3 Dado un espacio me´trico M y un punto fijo x0 ∈ M consideramos la funcio´n
θ : M → (RM)b definida por
θ(x)(x′) = d(x′, x)− d(x′, x0), ∀x, x′ ∈M.
Entonces θ induce una isometr´ıa de M sobre θ(M).
Teorema 3.1.4 (Namioka) Sean X un espacio regular y numerablemente Cˇech-completo, Y
un espacio compacto, M un espacio me´trico y Φ : X → Cp(Y,M) una funcio´n continua.
Entonces existe un subconjunto A de X que es Gδ y denso tal que Φ : X → Cu(Y,M) es
continua en todo punto x ∈ A.
Demostracio´n. Por la nota anterior podemos suponer que M = (RI)b, donde I es un conjunto.
Sea x ∈ X, denotamos por osc(x) la oscilacio´n en x de la funcio´n Φ : X → Cu(Y,M), es decir:
osc(x) = inf{sup{‖Φ(x1)− Φ(x2)‖ : x1, x2 ∈ W} : W ⊆ X abierto y x ∈ W}.
Para cada k ∈ ω, consideramos el conjunto Gk = {x ∈ X : osc(x) < 1k}. Razonando como en
el teorema teorema 2.2.16 se prueba que Gk es abierto. Por consiguiente, A =
∞⋂
k=1
Gk es un
conjunto Gδ de X. Al ser X un espacio de Baire (ve´ase proposicio´n A.6.3), para probar que
A = X basta ver que Gk = X para todo k natural dado. Supongamos que existe un natural k0
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tal que Gk0 6= X. Tomamos V = X \Gk0 , y  = 13k0 .
Dada una funcio´n f ∈ C(Y,M) consideramos el conjunto Xf = Φ−1(B(f, )), donde B(f, ) =
{g ∈ C(Y,M) : d(g, f) ≤ }. Notemos que si x esta´ en el interior de Xf entonces osc(x) ≤
2 < 1/k0. Es fa´cil ver que B(f, ) tambie´n es cerrado en Cp(Y,M) y por la continuidad de Φ
se sigue que Xf es cerrado en X. Por consiguiente, si x pertenece al interior de la unio´n finita
Xf1 ∪ . . . ∪Xfn , entonces pertenece al interior de uno de ellos y se tiene que osc(x) < 1/k0.
Sea {Ak}∞k=1 una sucesio´n de recubrimientos por abiertos de X. Sea P el conjunto de todos los
pares (U, x) tales que U es un subconjunto abierto de X contenido en V y x un punto de U .
Construimos la sucesio´n {(Uk, xk) : k ∈ ω} de elementos de P de la siguiente manera. Primero
elegimos x0 ∈ V arbitrario y por regularidad tomamos un entorno U0 de x0 tal que U0 ⊂ V
y tal que U0 tiene dia´metro menor que A0. Supongamos construidos (Uj, xj) ∈ P para j =
0, . . . , k. Sea Lk el subrret´ıculo finito de C(Y,M) generado por los Φ(xj), con j = 0, . . . , k y
sea Mk =
⋃
f∈Lk
Xf . Como Uk es un subconjunto abierto de V se tiene que no esta´ contenido en
Mk. Por tanto, podemos elegir un punto xk+1 ∈ Uk \Mk y un entorno abierto Uk+1 en X de
xk+1 tal que Uk+1 ⊂ Uk y tal que Uk+1 tiene dia´metro menor que Ak+1.
Para cada k ∈ ω consideramos el conjunto Fk = {xj : j ≥ k}. Como Fk ⊂ Uk se sigue que Fk
tiene dia´metro menor queAk. Por ser numerablemente Cˇech-completo la sucesio´n decreciente de
cerrados no vac´ıos {Fk : k ∈ ω} tiene interseccio´n no vac´ıa, por lo que la sucesio´n {xk : k ∈ ω}
posee en X al menos un punto de acumulacio´n r.
Como la funcio´n Φ : X → Cp(Y,M) es continua Φ(r) es un punto de acumulacio´n de {Φ(xk) :
k ∈ ω} en Cp(Y,M) y, por tanto, pertenece a la clausura de H =
∞⋃
k=1
Lk en Cp(Y,M).
Como H es un subrret´ıculo de C(Y,M) se sigue del lema anterior que existe g ∈ H tal que
d(g,Φ(r)) ≤ . Sea p ∈ ω tal que g ∈ Lp. Entonces r ∈ Mk. Por otro lado, para cada k > p
tenemos que xk ∈ Up+1 ⊂ Up \Mp. Por consiguiente, r ∈ Up \Mp, lo cual es una contradiccio´n.

Corolario 3.1.5 Sea X un espacio regular y numerablemente Cˇech-completo, Y un espacio
compacto, M un espacio me´trico y f : X × Y → M una funcio´n separadamente continua.
Entonces existe un subconjunto A de X que es Gδ y denso tal que f es conjuntamente continua
en todo punto de A× Y .
Definicio´n 3.1.6 Sean X e Y espacios topolo´gicos, x ∈ X y f : X → Y una aplicacio´n. Se
dice que f es casi-continua en x si para cualquier entorno W de f(x) en Y y para cualquier
entorno V de x en X, existe un subconjunto, no vac´ıo, abierto U de V tal que f(U) ⊂ W . Si
f es casi-continua en todo punto x de X se dice que f es casi-continua en X.
Sean X1, . . . , Xn e Y espacios topolo´gicos, f : X1 × . . . × Xn → Y una aplicacio´n y
(x1, . . . , xn) ∈ X1 × Xn. Decimos que f es fuertemente casi-continua en (x1, . . . , xn)
si satisface la siguiente condicio´n: para todo W entorno abierto de f(x1, . . . , xn) en Y y todo
V1 × . . .× Vn entorno abierto cil´ındrico de (x1, . . . , xn) en X1 × . . .×Xn existe un subconjunto
abierto, no vac´ıo, cil´ındrico U1×. . .×Un ⊂ V1×. . .×Vn tal que xn ∈ Un y f(U1×. . .×Un) ⊂ W .
Si se satisface para todo (x1, . . . , xn) ∈ X1× . . .×Xn, entonces se dice que f es fuertemente
casi-continua en X1 × . . .×Xn.
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El objetivo ahora es extender el resultado anterior a una funcio´n separadamente continua
f : X1× . . .×Xn×Y →M , donde X1, . . . , Xn son espacios numerablemente Cˇech-completos, Y
es un espacio compacto y M un espacio me´trico. Para ello se necesitan unos resultados previos:
Proposicio´n 3.1.7 Sean X1, . . . , Xn espacios regulares y numerablemente Cˇech-completos, Y
un espacio me´trico y f : X1 × . . .×Xn → Y una funcio´n separadamente continua. Entonces f
es fuertemente casi-continua.
Demostracio´n. Para n = 1 el resultado es inmediato. Supongamos que se tiene el resultado
para i = 1, . . . , n−1 (n ≥ 2), veamos que se cumple para n. Supongamos que no es fuertemente
casi-continua en (a1, . . . , an) ∈ X1 × . . . × Xn, entonces existe un α > 0 y un entorno abierto
cil´ındrico V1 × . . .× Vn de (a1, . . . , an) en X1 × . . .×Xn satisfaciendo la siguiente condicio´n:
(∗) Para todo conjunto abierto cil´ındrico U1 × . . .× Un ⊂ V1 × . . .× Vn tal que an ∈ Un, existe
(x1, . . . , xn) ∈ U1 × . . . × Un tal que d(f(x1, . . . , xn), f(a1, . . . , an)) ≥ α, donde d es la me´trica
de Y . Tomamos  = α/3.
Sea {Aki}∞k=1 una sucesio´n de recubrimientos por abiertos de Xi, para i = 1, . . . , n. Sea Pi el
conjunto de todos los pares (Ui, xi) tales que Ui es un subconjunto abierto de Xi contenido en
Vi y xi un punto de Ui, para i = 1, . . . , n. Sea P = P1× . . .×Pn. Definimos por induccio´n una
sucesio´n {(Uk1, xk1), . . . , (Ukn, xkn) : k ∈ ω} de puntos de P de la siguiente manera. Fijamos
x0i = ai y tomamos un entorno abierto U0i de x0i en Xi de manera que U0i ⊂ Vi y U0i tenga
dia´metro menor que A0i, para i = 0, . . . , n. Supongamos definidos {(Uj1, xj1), . . . , (Ujn, xjn)}
para j = 0, . . . , k. Entonces elegimos ((U(k+1)1, x(k+1)1), . . . , (U(k+1)n, x(k+1)n)) ∈ P cumpliendo
las siguientes condiciones:
U(k+1)i ⊂ Uki, i = 1, . . . , n; (3.3)
U(k+1)i tiene dia´metro menor que A(k+1)i, i = 1, . . . , n; (3.4)
d(f(x, x(k+1)n), f(x, x0n)) <
1
k
+ 1, ∀x ∈ Sk1 × . . .× Sk(n−1), (3.5)
donde Ski = {xji : 0 ≤ j ≤ k}, i = 1, . . . , n− 1.
Adema´s, para todo x ∈ U(k+1)1 × . . .× U(k+1)(n−1):
d(f(x, xkn), f(xk1, . . . , xkn)) ≤ ; (3.6)
d(f(x(k+1)1. . . . , x(k+1)n), f(x01, . . . , x0n)) ≥ α. (3.7)
Veamos que dicha eleccio´n es posible. Dado x ∈ Sk1×. . .×Sk(n−1), la funcio´n parcial fx es conti-
nua en x0n, entonces existe un entorno abierto U(k+1)n de x0n enXn tal que d(f(x, xn), f(x, x0n)) <
1
k
+ 1 para todo xn ∈ U(k+1)n. Podemos suponer que U(k+1)n ⊂ Ukn con dia´metro menor que
A(k+1)n. El punto x(k+1)n lo podemos tomar en U(k+1)n cumplie´ndose la condicio´n (3.5).
Por hipo´tesis de induccio´n se tiene que la funcio´n parcial fxkn es casi-continua en el punto
(xk1, . . . , xk(n−1)), por lo que existe en X1× . . .×Xn−1 un conjunto abierto, no vac´ıo, cil´ındrico
U(k+1)1 × . . . × U(k+1)(n−1) ⊂ U(k)1 × . . . × U(k)(n−1) cumpliendo la condicio´n (3.6). Adema´s,
podemos suponer que U(k+1)i ⊂ Uki y que U(k+1)i tiene dia´metro menor que A(k+1)i, para
i = 1, . . . , n− 1 satisfacie´ndose las condiciones (3.3) y (3.4).
Por la condicio´n (∗) podemos tomar (x(k+1)1, . . . , x(k+1)n) ∈ U(k+1)1 × . . . × U(k+1)n tal que la
condicio´n (3.7) se satisfaga.
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Para cada k ∈ ω y cada i ∈ {1, . . . , n}, consideramos Fki = {xji : j ≥ k}. Como Fki ⊂ Uki, se
sigue que Fki tiene dia´metro menor que Aki. Por ser cada Xi numerablemente Cˇech-completo
toda sucesio´n decreciente de cerrados no vac´ıos {Fki : k ∈ ω} tiene interseccio´n no vac´ıa. Por
consiguiente, la sucesio´n {xki : k ∈ ω} posee en Xi al menos un punto de acumulacio´n ri.
Para cada i = 1, . . . , n− 1 consideramos el conjunto Si = {xji : j ∈ ω} =
∞⋃
k=1
Ski. Notemos que
S1× . . .×Sn−1 =
∞⋃
k=1
Sk1× . . .×Sk(n−1). Para todo x ∈ S1× . . .×Sn−1 se sigue de (3.5) y de la
continuidad de la funcio´n fx que d(f(x, rn), f(x, x0n)) = 0. Como frn y fx0n son separadamente
continuas se sigue de la nota A.1.17 que d(f(x, rn), f(x, x0n)) = 0 para todo x ∈ S1× . . .×Sn−1.
Por tanto:
f(r1, . . . , rn−1, rn) = f(r1, . . . , rn−1, x0n). (3.8)
Como fxkn es separadamente continua se sigue de (3.6) y de la nota A.1.17 que para todo
x ∈ U(k+1)1 × . . .× U(k+1)n se tiene que d(f(x, xkn), f(xk1, . . . , xkn)) ≤ .
Como xji ∈ U(k+1)i para todo j ≥ k + 1 y todo i = 1, . . . , n− 1 se tiene que para todo k ∈ ω
d(f(r1, . . . , rn−1, xkn), f(xk1, . . . , xkn)) ≤ . (3.9)
Luego, por (3.8) y (3.9) se llega a que:
d(f(r1, . . . , rn−1, rn), f(x01, . . . , x0n)) ≤ . (3.10)
Pero, de (3.9) y (3.7) se deduce que para todo k ∈ ω:
d(f(r1, . . . , rn−1, xkn), f(x01, . . . , x0n)) ≥ α−  ≥ 2
(3.11)
y como la funcio´n parcial f(r1,...,rn−1) es continua llegamos a que:
d(f(r1, . . . , rn−1, rn), f(x01, . . . , x0n)) ≥ 2. (3.12)
Por (3.10) y (3.12) se llega a contradiccio´n. 
Corolario 3.1.8 Sean X1, . . . , Xn espacios regulares y numerablemente Cˇech-completos, Y un
espacio completamente regular y f : X1 × . . .×Xn → Y una funcio´n separadamente continua.
Entonces f es fuertemente casi-continua.
Demostracio´n. Sea (a1, . . . , an) ∈ X1 × . . . × Xn. Veamos que f es fuertemente casi-continua
en (a1, . . . , an). Sea W un entorno abierto de f(a1, . . . , an) en Y y sea V1× . . .× Vn un entorno
abierto cil´ındrico de (a1, . . . , an) en X1 × . . . × Xn. Como Y es completamente regular existe
una funcio´n continua γ : Y → R tal que γ(f(a1, . . . , an)) = 1 y γ(c) = 0 para todo c ∈ Y \W .
Si consideramos la funcio´n (γ ◦f) : X1× . . .×Xn → R se tiene que es separadamente continua.
Luego por la proposicio´n 3.1.7 se sigue que γ ◦ f es fuertemente casi-continua en (a1, . . . , an).
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Por tanto, existe un conjunto abierto, no vac´ıo, cil´ındrico U1× . . .×Un ⊂ V1× . . .× Vn tal que
an ∈ Un y:
|(γ ◦ f)(x1, . . . , xn)− (γ ◦ f)(a1, . . . , an)| < 1
2
,
para todo (x1, . . . , xn) ∈ U1 × . . . × Un. Por tanto, f(U1 × . . . × Un) ⊂ W y se sigue que f es
fuertemente casi-continua en (a1, . . . , an). 
Proposicio´n 3.1.9 Sea X un espacio de Baire, Y un espacio topolo´gico, M un espacio me´trico
y f : X × Y → M una funcio´n. Si f es fuertemente casi-continua en X × Y , entonces existe
un subconjunto A de X que es Gδ y denso tal que f es continua en los puntos de A× Y .
Demostracio´n. Sea y ∈ Y , consideramos el subconjunto A de X formado por los x ∈ X
tales que f es continua en (x, y). Para cada k ∈ ω, consideramos el conjunto Uk = {x ∈ X :
osc(x, y) < 1/k}, donde osc(x, y) es la oscilacio´n de f en (x, y). Notemos que cada Uk es abierto
en X, por lo que A =
∞⋂
k=1
Uk es un subconjunto Gδ de X.
Dado cualquier k0 ∈ ω, como X es un espacio de Baire, basta ver que Uk0 es denso en X para
probar que A es denso en X.
Sea W un subconjunto abierto no vac´ıo de X, tomamos x ∈ W . Como f es fuertemente casi-
continua en (x, y), existe un conjunto abierto, no vac´ıo, cil´ındrico U × V ⊂ W × Y tal que
y ∈ V y con d(f(u, v), f(x, y)) < 1/3k0 para todo punto (u, v) ∈ U × V . Luego U ⊂ Uk0 . Como
U ⊂ W se tiene que Uk0 ∩W 6= ∅. Por consiguiente, Uk0 es denso en X. 
Como consecuencia inmediata de la proposicio´n 3.1.7 y del corolario 3.1.9 se tiene el siguiente
resultado:
Proposicio´n 3.1.10 Sean X1, . . . , Xn espacios regulares y numerablemente Cˇech-completos, Y
un espacio me´trico y f : X1 × . . . × Xn → Y una funcio´n separadamente continua. Entonces
existe un subconjunto A de X1 × . . . × Xn−1 que es Gδ y denso tal que f es continua en los
puntos de A×Xn.
Nota 3.1.11 Como caso particular, se cumple la propiedad N (X, Y ) si X e Y son numera-
blemente Cˇech-completos.
Veamos una extensio´n del teorema de Namioka:
Teorema 3.1.12 Sean X1, . . . , Xn espacios regulares y numerablemente Cˇech-completos, Y un
espacio compacto, M un espacio me´trico y Φ : X1 × . . .×Xn → Cp(Y,M) una funcio´n separa-
damente continua. Entonces, existe un subconjunto A de X1 × . . .×Xn que es Gδ y denso tal
que Φ : X1 × . . .×Xn → Cu(Y,M) es continua en todo punto x ∈ A.
Demostracio´n. La prueba es similar a la del teorema 3.1.4. Por la nota 3.1.3 podemos suponer
que M = (RI)b, donde I es un conjunto. Denotamos por X el espacio producto X1 × . . .×Xn
y por Ψ la funcio´n x 7→ Φ(x) de X en C(Y,M). Sea f ∈ Cu(Y,M) y ρ > 0, veamos que
Ψ−1(B(f, ρ)) y Ψ−1(B(f, ρ)) tienen el mismo interior en X. Sea U el interior de Ψ−1(B(f, ρ)) y
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x ∈ U , observemos que x ∈ Ψ−1(B(f, ρ)). Para ello suponemos que x 6∈ Ψ−1(B(f, ρ)), entonces
Ψ(x) 6∈ B(f, ρ). Como la bola B(f, ρ) tambie´n es cerrada en Cp(Y,M) se sigue del corolario 3.1.8
que la funcio´n Φ : X → Cp(Y,M) es casi-continua en x. Entonces existe un subconjunto abierto,
no vac´ıo, U ′ ⊂ U que es disjunto con Ψ−1(B(f, ρ)). Pero esto es incompatible con la inclusio´n
U ⊂ Ψ−1(B(f, ρ)).
Para todo x ∈ X, denotamos por osc(x) a la oscilacio´n en x de la funcio´n Ψ : X → Cu(Y,M).
Para cada k ∈ ω consideramos el conjunto Gk = {x ∈ X : osc(x) < 1k}. Por ser cada Gk abierto
se sigue que A =
∞⋂
k=1
Gk es un conjunto Gδ de X. Al ser X un espacio de Baire (ve´ase propo-
sicio´n A.6.3) para probar que A = X basta ver que Gk = X para todo k natural. Supongamos
que existe un natural k0 tal que Gk0 6= X.
Veamos que existe un conjunto abierto, no vac´ıo, V que es disjunto con Gk0 y tal que Ψ(V ) es
un subconjunto acotado de Cu(Y,M). Sea f ∈ Cu(Y,M), se tiene que:
X \Gk0 ⊂
∞⋃
k=1
Ψ−1(B(f, k))(= X).
Como X es un espacio de Baire, existe un subconjunto abierto, no vac´ıo, V ⊂ X \ Gk0 y un
natural m tal que V ⊂ Ψ−1(B(f,m)). Por lo visto antes, V ⊂ Ψ−1(B(f,m)) y, por tanto, Ψ(V )
es un subconjunto acotado de Cu(Y,M).
Sea  = 1/3k0, sea U ⊂ V abierto, no vac´ıo, y L un subconjunto finito de C(X,M). Veamos
que:
(∗) U 6⊂ Ψ−1(B(L, )), donde B(L, ) = ⋃
f∈L
B(f, ).
En caso contrario existir´ıa g ∈ L y un subconjunto abierto, no vac´ıo, U ′ ⊂ U tal que U ′ ⊂
Ψ−1(B(g, )). Luego U ′ ⊂ Ψ−1(B(g, )) y, consecuentemente, osc(x) ≤ 2 < 1/k0 para todo
x ∈ U ′. Llegamos a una contradiccio´n, ya que U ′ ⊂ X \Gk0 .
Sea {Aki}∞k=1 una sucesio´n de recubrimientos por abiertos de Xi, para i = 1, . . . , n. Sea V1 ×
. . . × Vn un subconjunto abierto, no vac´ıo, cil´ındrico de V , y sea Pi el conjunto de todos
los pares (Ui, xi) tales que Ui es un subconjunto abierto, no vac´ıo, de Xi contenido en Vi y
xi un punto de Ui, para i = 1, . . . , n. Sea P = P1 × . . . × Pn definimos por induccio´n una
sucesio´n {(Uk1, xk1), . . . , (Ukn, xkn) : k ∈ ω} de puntos de P de la siguiente forma. Elegimos
((U01, x01), . . . , (U0n, x0n)) ∈ P de manera que U0i ⊂ Vi y U0i sea de dia´metro menor que
A0i, para i = 0, . . . , n. Supongamos definidos ((Uj1, xj1), . . . , (Ujn, xjn)) para j = 0, . . . , k. Sea
Ski = {xji : 0 ≤ j ≤ k}, i = 1, . . . , n − 1. Denotamos por Lk al subrret´ıculo finito de C(Y,M)
generado por Ψ(Sk1×. . .×Skn). Entonces elegimos ((U(k+1)1, x(k+1)1), . . . , (U(k+1)n, x(k+1)n)) ∈ P
cumpliendo las siguientes condiciones:
U(k+1)i ⊂ Uki, i = 1, . . . , n; (3.13)
U(k+1)i es de dia´metro menor que A(k+1)i, i = 1, . . . , n; (3.14)
(U(k+1)1 × . . .× U(k+1)n) ∩Ψ−1(B(Lk, )) = ∅. (3.15)
Esta eleccio´n es posible como consecuencia de (∗).
Para todo i = 1, . . . , n, consideramos Si = {xji : j ∈ ω} =
∞⋃
k=1
Ski.
Se sigue de las condiciones (3.13) y (3.14) que Si es un subconjunto relativamente numera-
blemente compacto de Xi, para i = 1, . . . , n. Sea ri un punto de acumulacio´n de la sucesio´n
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{xki : k ∈ ω} en Xi, para i = 1, . . . , n. Consideramos r = (r1, . . . , rn). Veamos que Ψ(r) per-
tenece a la clausura de Ψ(S1 × . . . × Sn) en Cp(Y,M). Como r ∈ S1 × . . . × Sn se sigue de la
nota A.1.17 que Ψ(S1 × . . .× Sn) ⊂ Ψ(S1 × . . .× Sn).
Por (3.13) se tiene que:
r ∈ Uk1 × . . .× Ukn, ∀k ∈ ω. (3.16)
Como S1 × . . .× Sn =
∞⋃
k=1
Sk1 × . . .× Skn y Ψ(Sk1 × . . .× Skn) ⊂ Lk para todo k ∈ ω.
Ψ(r) pertenece a la clausura de H =
∞⋃
k=1
Lk en Cp(Y,M). Como H es un subrret´ıculo de
C(Y,M) se sigue del lema 3.1.2 que existe g ∈ H tal que r ∈ Ψ−1(B(g, )). Sea m ∈ ω tal que
g ∈ Lm, entonces r ∈ Ψ−1(B(Lm, )) y se tiene por (3.15) que r 6∈ U(m+1)1 × . . . × U(m+1)n, lo
cual contradice (3.16). 
Corolario 3.1.13 Sean X1, . . . , Xn espacios regulares y numerablemente Cˇech-completos, Y
un espacio compacto, M un espacio me´trico y f : X × Y → M una funcio´n separadamente
continua. Entonces existe un subconjunto A de X1 × . . . ×Xn que es Gδ y denso tal que f es
conjuntamente continua en todo punto de A× Y .
3.2. Algunas extensiones del teorema de Namioka
Los dos siguientes resultados son claves para abordar el problema en el que al menos uno
de los dos espacios es pseudocompacto. Sean X e Y espacios topolo´gicos, en el apartado A.1.4.
del ape´ndice se define la aplicacio´n exponencial ΛX,Y .
Proposicio´n 3.2.1 Sean X e Y espacios topolo´gicos, f : X ×Y → R separadamente continua
y ϕ = ΛX,Y (f). Entonces las siguientes condiciones son equivalentes:
(a) La funcio´n f se puede extender a una funcio´n separadamente continua fˆ : β(X)× Y → R.
(b) La clausura de ϕ(X) en Cp(Y ) es compacta.
Demostracio´n. (a)⇒ (b) Por la proposicio´n A.1.18 tenemos que ϕˆ = ΛβX,Y (fˆ) : βX → Cp(Y )
es continua. Luego el conjunto ϕ(X) esta´ contenido en el compacto ϕˆ(βX) ⊂ Cp(Y ) y su clau-
sura es compacta.
(b) ⇒ (a) Como la clausura de ϕ(X) en Cp(Y ) es compacta la aplicacio´n ϕ se pue-
de extender a una funcio´n continua ϕˆ : βX → Cp(Y ). Por la proposicio´n A.1.18 la funcio´n
fˆ = Λ−1βX,Y (ϕˆ) : βX × Y → R es separadamente continua. Notemos que fˆ es extensio´n de f . 
Proposicio´n 3.2.2 Sean X e Y espacios pseudocompactos, f : X × Y → R separadamente
continua y ϕ = ΛX,Y (f). Entonces las siguientes condiciones son equivalentes:
(a) La funcio´n f se puede extender a una funcio´n separadamente continua sobre βX × Y .
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(b) La funcio´n f se puede extender a una funcio´n separadamente continua sobre X × βY .
(c) La funcio´n f se puede extender a una funcio´n separadamente continua fˆ : βX × βY → R.
(d) La clausura de ϕ(X) en Cp(Y ) es compacta.
(e) ϕ(X) es un subespacio compacto de Cp(Y ).
Demostracio´n. Las implicaciones (c) ⇒ (a), (c) ⇒ (b) y (e) ⇒ (d) son inmediatas, mientras
que la equivalencia (a)⇔ (d) se sigue de la proposicio´n 3.2.1.
(d) ⇒ (e) Por el teorema de Haydon (2.3.10) la clausura de ϕ(X) en Cp(Y ) es compacta
en Cp(βY ), por lo que es Eberlein compacta. Se sigue del teorema de Preiss-Simon (2.2.9) que
ϕ(X) es un subespacio compacto de Cp(Y ).
(e)⇒ (c) El teorema de Haydon implica que ϕ(X) es compacto en Cp(βY ). Por consiguien-
te, podemos suponer que ϕ es una aplicacio´n continua que va de X a Cp(βY ). Se sigue de la
proposicio´n 3.2.1 que f0 = Λ
−1
X,βY (ϕ) se puede extender a una funcio´n separadamente continua
fˆ : βX × βY → R.
(b)⇒ (c) se sigue de (a)⇒ (c). 
Sea f : X × Y → R una funcio´n separadamente continua. Si fijamos un punto y ∈ Y
la funcio´n f y : X → R, definida por f y(x) = f(x, y) para cada x ∈ X, es continua. Por
ser X un espacio completamente regular podemos considerar su extensio´n continua sobre βX,
(f y)β : X → R (ve´ase teorema A.3.2).
Definimos la funcio´n:
fβ : βX × Y −→ R
(p, y) 7−→ fβ(p, y) = (f y)β(p)
Proposicio´n 3.2.3 Sea f : X × Y → R una funcio´n separadamente continua, donde X es un
espacio pseudocompacto e Y es un espacio topolo´gico. Entonces para cada p ∈ βX la funcio´n
fβp es continua sobre todos los conjuntos numerables de Y .
Demostracio´n. Sea p ∈ βX y sea el subconjunto {yn : n ∈ ω} ⊆ Y numerable. Consideramos
para cada n ∈ ω el punto rn = fβ(p, yn). Notemos que fijado r ∈ R el conjunto (fβ)−1(r) =∞⋂
n=1
(fβ)−1
(
]r − 1
n
, r + 1
n
[
)
es un conjunto Gδ y cerrado.
Por lo tanto el conjunto G =
∞⋂
n=1
((f yn)β)−1(rn) es un cerrado y Gδ. Notemos que p ∈ G.
Por la proposicio´n A.8.8 existe un x ∈ X tal que f(x, yn) = f(p, yn) para todo n ∈ ω. Luego
fx = f
β
p en {yn : n ∈ ω}. Por tanto, fβp es continua sobre {yn : n ∈ ω}. 
Para continuar necesitamos el siguiente lema:
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Lema 3.2.4 Sean X y Z espacios topolo´gicos, f : X → Z una funcio´n e Y ⊂ X un subconjunto
denso en X. Si la restriccio´n de f a cada subespacio de la forma Y ∪ {x}, donde x ∈ X es
arbitrario, es continua, entonces la aplicacio´n f es continua.
Corolario 3.2.5 Sea f : X × Y → R una funcio´n separadamente continua, donde X es
un espacio pseudocompacto e Y es un espacio topolo´gico. Entonces fβp es continua sobre las
clausuras de todos los conjuntos numerables de Y .
Corolario 3.2.6 Sea f : X × Y −→ R una funcio´n separadamente continua, donde X es un
espacio de Baire separable e Y es un espacio pseudocompacto. Entonces existe un subconjunto
U ⊂ X Gδ y denso tal que f es conjuntamente continua en los puntos de U × Y .
Demostracio´n. Como X es separable existe un subconjunto D = {xn : n ∈ ω} denso en X.
Fijado x ∈ X, como fx : Y → R, definida por fx(y) = f(x, y) para cada y ∈ Y , es continua,
sabemos que existe fβx : βY → R, extensio´n continua de fx.
Definimos la aplicacio´n fβ : X × βY → R tal que fβ(x, p) = fβx (p) para todo x ∈ X y p ∈ βY .
Veamos que es separadamente continua. Ya sabemos que, fijado x ∈ X, fβx ∈ C(βY ); fijado
p ∈ βY , por el corolario 3.2.5, se tiene que (fβ)p ∈ C(X). Aplicando el teorema 1.0.3 (o el
corolario 3.2.13) se llega al resultado. 
Sea f : X × Y −→ R una funcio´n separadamente continua, donde X e Y son espacios
topolo´gicos. Consideramos las aplicacio´n continua
Ψ : Y −→ Cp(X)
y 7−→ Ψ(y) = F y
Teorema 3.2.7 Todo espacio pseudocompacto es un espacio de Namioka.
Demostracio´n. Sea una funcio´n separadamente continua f : X×Y −→ R donde X es un espacio
pseudocompacto e Y es un espacio compacto. Sabemos que Y tambie´n es pseudocompacto.
Como Ψ es continua se sigue que Ψ(Y ) es compacto en Cp(X). Luego por la proposicio´n 3.2.2
f se puede extender a una funcio´n separadamente continua fˆ : βX × Y . Por el teorema de
Namioka (3.1.5) existe un subconjunto U ⊂ X Gδ y denso tal que f es conjuntamente continua
en los puntos de U × Y . 
Teorema 3.2.8 Sea f : X × Y −→ R una funcio´n separadamente continua, donde X es un
espacio de Namioka e Y un espacio tal que Ψ(Y )
Cp(X)
es compacto en Cp(X). Entonces existe
un subconjunto U ⊂ X Gδ y denso tal que f es conjuntamente continua en los puntos de U×Y .
Demostracio´n. Por la proposicio´n 3.2.1 la funcio´n f se puede extender a una funcio´n separa-
damente continua fˆ : X × βY → R. Como X es de Namioka existe un subconjunto U ⊂ X Gδ
y denso tal que fˆ es conjuntamente continua en los puntos de U × βY . Luego f = fˆ |X×Y es
continua en los puntos de U × Y . 
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Corolario 3.2.9 Sea f : X×Y −→ R una funcio´n separadamente continua, donde X e Y son
espacios pseudocompactos y Cp(X) es un µ-espacio. Entonces:
(i) Existe un subconjunto U ⊂ X Gδ y denso tal que f es conjuntamente continua en los
puntos de U × Y .
(ii) Existe un subconjunto V ⊂ Y Gδ y denso tal que f es conjuntamente continua en los
puntos de X × V .
Demostracio´n. Al ser Cp(X) un µ-espacio, la clausura de Ψ(Y ) en Cp(X) es compacta. Por
tanto, por la proposicio´n 3.2.2 tenemos:
(a) La funcio´n f se puede extender a una funcio´n separadamente continua sobre βX × Y .
(b) La funcio´n f se puede extender a una funcio´n separadamente continua sobre X × βY .
Por el teorema 3.2.7 llegamos al resultado que buscamos. 
En particular, espacios que cumplen los requisitos del espacio X en el enunciado anterior
pueden ser: los compactos, los numerablemente compactos y los numerablemente pseudocom-
pactos (ve´ase 4.2 de [25]).
Nota 3.2.10 Es un problema abierto saber si dados dos espacios pseudocompactos X e Y se
satisface la propiedad N (X, Y ). El ejemplo de D. B. Shakhmatov (ve´ase nota 2.1.9) pone de
manifiesto que no se puede seguir el planteamiento simple que nos ofrece la proposicio´n 3.2.2
para tratar esta cuestio´n.
Corolario 3.2.11 Sea f : X × Y −→ R una funcio´n separadamente continua, donde X es
un espacio Namioka tal que Cp(X) es un µ-espacio e Y un espacio pseudocompacto. Entonces
existe un subconjunto U ⊂ X Gδ y denso tal que f es conjuntamente continua en los puntos de
U × Y .
Nota 3.2.12 Si X es un k-espacio entonces Cp(X) es un µ-espacio por el corolario 2.1.14,
luego los k-espacios de Namioka cumplen los requisitos del teorema anterior en cuanto al espacio
X.
Corolario 3.2.13 Sea f : X × Y −→ R una funcio´n separadamente continua, donde X un
espacio Cˇech-completo e Y un espacio pseudocompacto. Entonces existe un subconjunto U ⊂ X
Gδ y denso tal que f es conjuntamente continua en los puntos de U × Y .
Demostracio´n. Sea X un espacio Cˇech-completo. Por el teorema 3.1.4 sabemos que es un espacio
de Namioka y, por la proposicio´n A.6.5, se tiene que es un k-espacio. Entonces se cumplen las
hipo´tesis del corolario 3.2.11 y se llega al resultado. 
Nota 3.2.14 Los resultados del apartado 3.1 han sido extra´ıdos de [23]. Los dos primeros
resultados del apartado 3.2 se encuentran en [38] y el resto de resultados son conclusiones que
se pueden ir obteniendo a ra´ız de todos los resultados que se han ido probando anteriormente
en la memoria.

Cap´ıtulo 4
Fragmentabilidad
En el primer apartado estudiamos la relacio´n que hay entre el problema de Namioka y el
concepto de fragmentabilidad. Posteriormente, en el caso de que X sea me´trico completo, vemos
que una funcio´n pertenece al espacio de funciones B1(X) si y so´lo si es fragmentable. En el
segundo apartado mostramos co´mo emplear el teorema de Corson y Glicksberg para analizar
cua´ndo un subconjunto de Cp(X) es fragmentable, en el caso de que X sea me´trico y compacto.
A continuacio´n, abordaremos el mismo problema para X compacto. En ese sentido presentamos
por una parte el teorema de Talagrand y, por otro lado, un resultado que nos informa sobre los
casos en los que se puede debilitar la naturaleza del espacio X.
4.1. Fragmentabilidad y funciones de primera clase de
Baire
Empezamos reescribiendo la definicio´n de casi-continuidad de una funcio´n f : X → Y dada
en (3.1.6) para el caso en el que el espacio Y sea me´trico:
Definicio´n 4.1.1 Sea f : X −→ (M,d) una aplicacio´n definida sobre un espacio topolo´gico X
que toma valores en un espacio me´trico (M,d).
Se dice que f es casi-continua en x ∈ X si para todo entorno U de x y para todo  > 0
existe un abierto V ⊆ U tal que diam(f(V )) < .
Se dice que f es casi-continua si para todo abierto U no vac´ıo de X y para todo  > 0 existe
un abierto V ⊆ U tal que diam(f(V )) < . Notemos que es lo mismo que ser casi-continua
para todo x ∈ X.
Se dice que f es fragmentable cuando f |C es casi-continua para todo C ⊆ X no vac´ıo.
Nota 4.1.2 Una funcio´n f es fragmentable si y so´lo si para todo  > 0 y para todo C ⊆ X no
vac´ıo existe un abierto V ⊆ X tal que C ∩ V 6= ∅ y diam(f(C ∩ V )) < .
Demostracio´n. (⇒) Sean  > 0 y C ⊂ X. Sea U ⊂ C abierto relativo a C no vac´ıo, entonces
existe un abierto U˜ no vac´ıo en X tal que U = U˜ ∩C. Por definicio´n de fragmentable existe un
V ⊂ U abierto relativo a C tal que diam(f(V )) < . Por tanto, existe un abierto V˜ en X tal
que V = V˜ ∩ C cumpliendo que diam(f(V˜ ∩ C)) < .
49
50 4. Fragmentabilidad
(⇐) Sea  > 0, C ⊂ X y U ⊂ C abierto no vac´ıo relativo a C. Existe un abierto U˜ no vac´ıo
en X tal que U = U˜ ∩ C. Entonces como ∅ 6= U ∩ V = (V ∩ U˜) ∩ C =: W , se tiene que W es
un abierto relativo a C tal que W ⊂ U y diam(f(W )) < . 
Definicio´n 4.1.3 Sea una familia de funciones F = {fj : X → (M,d)}j∈J ⊆MX .
Se dice que F es equi-casi-continua en x ∈ X si para todo entorno U de x y para todo
 > 0 existe un abierto V ⊆ U tal que diam(fj(V )) <  para todo j ∈ J .
Se dice que F es equi-casi-continua si para todo abierto U no vac´ıo de X y para todo  > 0
existe un abierto V ⊆ U tal que diam(fj(V )) <  para todo j ∈ J .
Se dice que la familia de funciones F es fragmentable cuando F es equi-casi-continua para
todo S ⊆ X no vac´ıo. O, equivalentemente, si para todo  > 0 y para todo C ⊆ X no vac´ıo
existe un abierto V ⊆ X tal que C ∩ V 6= ∅ y diam(fj(C ∩ V )) <  para todo fj ∈ F .
Definicio´n 4.1.4 Sea (X, τ) un espacio topolo´gico y ρ una me´trica sobre X.
Se dice que (X, τ) esta´ fragmentado por ρ (o ρ-fragmentado) si para todo  > 0 y para
todo C ⊆ X no vac´ıo existe un abierto V ⊆ X en la topolog´ıa τ tal que C ∩ V 6= ∅ y ρ-
diam(C ∩ V ) < . Si esta´ clara la me´trica ρ se dice que X esta´ fragmentado.
Sea (M,d) un espacio me´trico, se dice que (X, τ) esta´ (τ, d)-fragmentado por una fun-
cio´n f : X →M si para todo  > 0 y para todo C ⊆ X no vac´ıo existe un abierto V ⊆ X
para la topolog´ıa τ tal que C ∩ V 6= ∅ y d-diam(f(C ∩ V )) < . Si la topolog´ıa τ de X y la
me´trica d de M esta´n claras, se dice que X esta´ fragmentado por f . Notemos que en el caso
de que X este´ fragmentado por una funcio´n f , entonces f es fragmentable.
Nota 4.1.5 Sea X un espacio topolo´gico, M un espacio me´trico y K ⊂ MX una familia de
funciones fragmentable. Entonces podemos equipar a C(K,M) con la me´trica supremo, definida
como sigue:
d∞(h1, h2) = sup{d(h1(ϕ), h2(ϕ)) : ϕ ∈ K}.
Consideremos la aplicacio´n
f : X −→ C(K,M)
x 7−→ x∗
tal que, dado ϕ ∈ K, se tiene x∗(ϕ) = ϕ(x) ∈M . Notemos que en este caso X esta´ fragmentado
por f .
Lema 4.1.6 Sea X espacio topolo´gico y K ⊂ MX una familia de funciones fragmentable.
Entonces K
MX
es fragmentable.
Demostracio´n. Sea  > 0 y C ⊆ X no vac´ıo, por ser K fragmentable existe un abierto V ⊆ X
tal que C ∩ V 6= ∅ y diam(f(C ∩ V )) < 
3
, para todo f ∈ K. Sea f ∈ KMX y sean x, y ∈ C ∩ V
arbitrarios. Considerando W = Uf (x, y;

3
) entorno ba´sico de f se sigue que W ∩K 6= ∅. Luego
existe un g ∈ K tal que |f(x)− g(x)| < 
3
y |f(y)− g(y)| < 
3
. Por tanto, diam(f(C ∩ V )) < ,
para todo f ∈ KMX . 
4.1. Fragmentabilidad y funciones de primera clase de Baire 51
Proposicio´n 4.1.7 Sea f : X → (M,d) una una aplicacio´n definida en un espacio X de
Baire que toma valores en un espacio me´trico (M,d). Entonces las siguientes afirmaciones son
equivalentes:
(a) f es casi-continua.
(b) Cont(f) es un conjunto Gδ y denso en X.
Demostracio´n. (a) ⇒ (b) Como X es un espacio de Baire y Cont(f) =
∞⋂
n=1
O1/n(f), donde
fijado  > 0, se define O(f) =
⋃{V ⊂ X : V es abierto y diam(f(V )) < }. Basta demostrar
que para todo  > 0 el abierto O(f) es denso en X. Sea V abierto, no vac´ıo, arbitrario en X.
Por ser f casi-continua existe un abierto, no vac´ıo, W en X tal que W ⊂ V y diam(f(W )) < .
Como W ⊆ O(f), se tiene que V ∩O(f) 6= ∅.
(b)⇒ (a) Sea U abierto arbitrario en X. Como Cont(f) es denso existe un x0 ∈ U∩Cont(f).
Por tanto, existe un entorno abierto V de x0 tal que |f(x) − f(x0)| < 2 para todo x ∈ V .
Tomando el abierto W = U ∩ V se llega a que f es casi-continua. 
Dada una funcio´n F : X × Y → R, donde X e Y son espacios topolo´gicos, fijado un punto
x ∈ X, denotamos por Fx : Y → R a la funcio´n asociada Fx(y) = F (x, y). Ana´logamente,
fijado un punto y ∈ Y designamos por F y : X → R a la funcio´n asociada F y(x) = F (x, y). Si
la funcio´n F es separadamente continua, entonces Fx y F
y son continuas para todo x ∈ X y
para todo y ∈ Y respectivamente.
Proposicio´n 4.1.8 Si Y es compacto y F : X × Y → R es una funcio´n separadamente conti-
nua. Fijado x ∈ X, son equivalentes:
(a) F es conjuntamente continua en cada punto de {x} × Y .
(b) La funcio´n asociada Φ : X → Cu(Y ), definida por Φ(x) = Fx, es continua en x.
(c) La familia YF = {F y : y ∈ Y } ⊂ C(X) es equicontinua en x.
Demostracio´n. (a) ⇒ (b) Dado  > 0 para cada y ∈ Y existen abiertos Uy y Vy de x e y
respectivamente, tales que |F (x′, y′)− F (x, y)| <  para todo x′ ∈ Uy y todo y′ ∈ Vy. Notemos
que {Vy : y ∈ Y } es un cubrimiento por abiertos del compacto Y . Por tanto, existe un subre-
cubrimiento finito {Vyn : 1 ≤ n ≤ p} de Y . Tomamos el entorno abierto de x, U =
p⋂
n=1
Uyn .
Notemos que para todo z ∈ U se tiene que ‖Φ(z)− Φ(x)‖∞ < 2.
(b)⇔ (c) Es inmediato.
(b) ⇒ (a) Sea y ∈ Y . Veamos que F es continua en (x, y). Sea  > 0, por (b) sabemos que
existe un entorno abierto U de x tal que para todo z ∈ U se tiene:
‖Φ(z)− Φ(x)‖∞ = ‖Fz − Fx‖∞ = sup{|F (z, y′)− F (x, y′)| : y′ ∈ Y } < 
2
.
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Como la funcio´n asociada Ψ : Y → Cp(X), definida por y 7→ F y, es continua dado el abierto
W = UF y(x;

2
), existe un entorno abierto V de y tal que ϕ(V ) ⊂ W . Entonces para todo
(x′, y′) ∈ U ×W :
|F (x′, y′)− F (x, y)| ≤ |F (x′, y′)− F (x, y′)|+ |F (x, y′)− F (x, y)| ≤ .

Lema 4.1.9 Sea D un subconjunto denso en X y H ⊂ Cp(X) equicontinuo en los puntos de
D. Entonces H es equi-casi-continua.
Demostracio´n. Sean  > 0 y U un subconjunto, no vac´ıo, abierto en X. Entonces U ∩D 6= ∅.
Dado x ∈ U ∩D existe un entorno abierto V de x tal que |h(z)− h(x)| < 
2
para todo z ∈ V y
h ∈ H. Tomando el abierto W = V ∩U encontramos un abierto W ⊂ U tal que diam(h(V )) < 
para todo h ∈ H. 
Corolario 4.1.10 Sea X un espacio de Namioka e Y ⊂ Cp(X,M) un subconjunto compacto.
Entonces Y es equi-casi-continua.
Demostracio´n. Por la nota A.1.15 tenemos que la aplicacio´n:
F : X × Y −→ M
(x, y) 7−→ F (x, y) = y(x)
es separadamente cont´ınua. Por ser X un espacio de Namioka existe un subconjunto D ⊂ X Gδ
y denso tal que F es conjuntamente continua en los puntos de D× Y . Por la proposicio´n 4.1.8
la familia Y es equicontinua en D. Entonces Y es equi-casi-continua por el lema 4.1.9. 
Nota 4.1.11 Si lo que queremos ver ahora es cua´ndo el conjunto de funciones compacto
Y ⊂ Cp(X,M) es fragmentable, por definicio´n se precisa que la propiedad que nos indica que el
espacio X es de Namioka sea hereditaria bajo subconjuntos cerrados. Algunos de estos espacios
son los compactos, los numerablemente compactos, los numerablemente pseudocompactos, los
Cˇech-completos y los localmente compactos.
Lema 4.1.12 Dado un espacio X perfectamente normal se tiene que:
(i) Si A es abierto, entonces χA ∈ B1(X).
(ii) Si B es cerrado, entonces χB ∈ B1(X).
Demostracio´n. (i) Como todo abierto es un Fσ podemos expresar A =
∞⋃
n=1
Zn donde cada Zn
es cerrado. Fijado n ∈ ω, por el lema de Uryshon, existe una aplicacio´n fn : X → [0, 1] continua
tal que fn(z) = 1 para todo x ∈ Zn y fn(c) = 0 para todo c ∈ X \ A.
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Entonces para todo x ∈ X tenemos que l´ım
n→∞
fn(x) = χA(x), es decir, χA ∈ B1(X).
(ii) Como X \B es abierto existe una sucesio´n de cerrados {Zn : n ∈ ω} tales que X \B =∞⋃
n=1
Zn. Fijado n ∈ ω, por el lema de Uryshon, existe una aplicacio´n fn : X → [0, 1] continua
tal que fn(b) = 1 para todo b ∈ B y fn(z) = 0 para todo z ∈ Zn.
Entonces para todo x ∈ X tenemos que l´ım
n→∞
fn(x) = χB(x), es decir, χB ∈ B1(X). 
Notemos que un espacio me´trico (X, d) es perfectamente normal, ya que dado un abierto A
en X, si para cada n ∈ ω consideramos el conjunto cerrado Zn = {x ∈ X : d(x,X \ A) ≥ 1n},
llegamos a que A =
∞⋃
n=1
Zn y Zn ⊂ Int(Zn+1) para todo n ∈ ω.
Definicio´n 4.1.13 Sea A ⊂ X y r : X → A una aplicacio´n. Se dice que r es una retraccio´n
de X sobre A si r es continua y r(a) = a para cada a ∈ A.
Definicio´n 4.1.14 Se dice que un espacio me´trico (M,d) es retra´ctil si para cada  > 0 existe
una funcio´n continua h : M ×M →M verificando:
(a) d(h(x, y), y) ≤  para todo (x, y) ∈M ×M ;
(b) h(x, y) = x si d(x, y) ≤ .
Notemos que x 7→ h(x, y) es una retraccio´n de M sobre la bola cerrada {x ∈M : d(x, y) ≤ }.
Observacio´n 4.1.15 Un espacio normado es un espacio me´trico retra´ctil. Basta considerar
las funciones h definidas como sigue:
h(x, y) =
{
x , si ‖x− y‖ ≤ ;
y + r · x−y‖x−y‖ , si ‖x− y‖ ≥ .
Lema 4.1.16 Sea X un espacio topolo´gico y (M,d) un espacio me´trico retra´ctil. Si f : X →
M es una aplicacio´n tal que para todo  > 0 existe una funcio´n g ∈ B1(X,M) tal que
d (f(x), g(x)) ≤ , entonces f ∈ B1(X,M).
Demostracio´n. Por hipo´tesis, podemos construir la sucesio´n de funciones {fn : n ∈ ω} ⊂
B1(X,M) tal que d (f(x), fn(x)) <
1
2n+1
para todo x ∈ X. Por consiguiente, d (fn(x), fn+1(x)) < 12n
para todo x ∈ X. Como fn ∈ B1(X,M) para cada n ∈ N , existe una sucesio´n {ϕnk : k ∈ ω} ⊂
C(X,M) tal que l´ım
k→∞
ϕnk(x) = fn(x) para todo x ∈ X.
Definimos por induccio´n las sucesiones:{
ψ1k(x) = ϕ
1
k(x)
ψn+1k (x) = h2−n(ϕ
n+1
k (x), ψ
n
k (x))
donde h, para  > 0, es la funcio´n retra´ctil.
Como d(ϕ2k(x), ψ
1
k(x)) converge a d(f2(x), f1(x)) < 1/2 existe un natural k1(x) tal que d(ϕ
2
k(x), ψ
1
k(x)) <
1/2 para todo k > k1(x).
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Por consiguiente, si k > k1(x), se tiene que ψ
2
k(x) = h2−n(ϕ
2
k(x), ψ
1
k(x)) = ϕ
2
k(x). Luego
l´ım
k→∞
ψ2k(x) = l´ım
k→∞
ϕ2k(x) = f2(x) para todo x ∈ X.
De modo recurrente se prueba que para cada n ∈ ω existe un natural kn(x) tal que ψnk (x) =
ϕnk(x) si k > kn(x). Por tanto, l´ım
k→∞
ψnk (x) = fn(x) para todo x ∈ X.
Notemos que para todo x ∈ X y todo k ∈ ω:
d(ψn+1k (x), ψ
n
k (x)) = d(h2−1(ϕ
n+1
k (x), ψ
n
k (x)), ψ
n
k (x)) ≤
1
2n
.
Veamos que la sucesio´n {ψkk : k ∈ ω} ⊂ C(X,M) converge puntualmente hacia f . Dado x ∈ X
y  > 0, tomamos m ∈ ω tal que 1
2m−1 <

3
. Sabemos que existe un natural km(x) tal que
d(fm(x), ψ
m
k (x)) ≤ /3 para todo k > km(x). Si tomamos k > ma´x{m, km(x)} se tiene que:
d(f(x), ψkk(x)) ≤ d(f(x), fm(x)) + d(fm(x), ψmk (x)) + d(ψmk (x), ψkk(x))
≤ 
3
+

3
+ d(ψmk (x), ψ
m+1
k (x)) + . . .+ d(ψ
k−1
k (x), ψ
k
k(x))
≤ 2
3
+
(
1
2m
+
1
2m+1
+ . . .+
1
2k
)
≤ 2
3
+

3
= .

Lema 4.1.17 Sea f : X → (M,d) una aplicacio´n definida en un espacio X hereditariamente
de Baire que toma valores en un espacio me´trico (M,d). Son equivalentes:
(a) f tiene la propiedad del punto de continuidad.
(b) f es fragmentable.
Demostracio´n. (a)⇒ (b) Es inmediato.
(b)⇒ (a) Sea C ⊂ X cerrado no vac´ıo y  > 0, entonces f |C es casi-continua. Sea U abierto,
no vac´ıo, en C. Existe un abierto, no vac´ıo, V ⊂ U en C tal que diam(fC(V )) < 2 . Luego fijado
x0 ∈ V , tenemos que |f(x)− f(x0)| <  para todo x ∈ V . Entonces f |C es continua en x0. 
Siguiendo la idea de la prueba del teorema de Stegall (ve´ase [46]) se tiene el siguiente
resultado:
Teorema 4.1.18 Sea f : X → E una funcio´n fragmentable donde X es un espacio perfecta-
mente paracompacto y E es un espacio normado. Entonces f ∈ B1(X,E).
Demostracio´n. Todo espacio paracompacto es normal (ve´ase 5.1.15 en [16]). Dado  > 0
consideramos el conjunto:
U = {U ⊂Mabierto: U 6= ∅, t.q. ∃fU ∈ B1(X,M) verificando ‖fU(x)− f(x)‖ ≤ ,∀x ∈ U}.
Veamos que U 6= ∅. Como f es fragmentable, existe un abierto V no vac´ıo tal que diam(f(V )) <
. Fijamos x0 ∈ V y definimos gV (x) = χV (x)f(x0). Por el lema 4.1.12 gV ∈ B1(X,M) y, como
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‖gV (x)− f(x)‖ ≤  para todo x ∈ X, entonces V ∈ U, luego U 6= ∅.
Consideramos el conjunto U0 =
⋃{U ∈ U}. Veamos que U0 ∈ U. Dado que la propiedad de
paracompacidad es hereditaria por subconjuntos Fσ (ve´ase 5.1.28 en [16]) y U0 es Fσ se tiene
que U0 es paracompacto. Por tanto, existe una coleccio´n localmente finita {Vγ : γ ∈ Γ} ⊂ U
tal que
⋃{Vγ : γ ∈ Γ} = U0. Asumimos que Γ esta´ bien ordenado con elemento minimal 1.
Definimos el conjunto V0 = ∅. Fijado γ ∈ Γ, como χ(
Vγ\
⋃
β<γ
Vβ
) ∈ B1(X), por el lema 4.1.12,
podemos tomar una sucesio´n de funciones continuas rγ,n : X → R tal que cada rγ,n se anula
fuera de Vr y l´ım
n→∞
rγ,n(x) = χ(
Vγ\
⋃
β<γ
Vβ
)(x) para todo x ∈ X.
Como cada Vγ esta´ contenido en algu´n Uγ ∈ U, existe una funcio´n gVγ ∈ B1(X,M) tal que
‖gVγ (x)− f(x)‖ ≤ ,∀x ∈ Vγ. Tomamos la sucesio´n de funciones continuas {fγ,n : n ∈ ω} tales
que l´ım
n→∞
fγ,n(x) = fVγ (x) para todo x ∈ X. Como χU0 ∈ B1(X) podemos tomar la sucesio´n de
funciones continuas {sn : n ∈ ω} tales que l´ım
n→∞
sn(x) = χU0(x) para todo x ∈ X y sn(x) = 0 si
‖x− y‖ ≤ 1
n
para todo y ∈ X \ U0.
Definimos la funcio´n:
gn(x) = sn(x)
∑
γ∈Γ
rγ,n(x)fγ,n(x).
Como {Vγ : γ ∈ Γ} es localmente finita en U0 cada gn esta´ bien definida y es continua en todo
X. Consideramos:
g(x) = l´ım
n→∞
gn(x) = χU0(x)
∑
γ∈Γ
χ(Vγ\
⋃
β<γ Vβ)
(x)fVγ (x)
Entonces g ∈ B1(X,M). Fijado x ∈ U0 se tiene que g(x) = fVγ (x) para algu´n γ. Entonces
‖g(x)− f(x)‖ ≤ , por lo que U0 ∈ U.
Veamos que U0 = X. Para ello razonamos por reduccio´n al absurdo. Sea C = X\U0 6= ∅ cerrado,
como f es fragmentable existe un abierto V ⊂ X no vac´ıo, con C∩V 6= ∅ y diam(f(C∩V )) ≤ .
Sea x0 ∈ C ∩ V fijo. Consideramos la funcio´n:
h = gχU0 + f(x0)χC∩V .
Notemos que h ∈ B1(X,M) y se tiene que ‖h(x) − f(x)‖ ≤  para todo x ∈ U0 ∪ V . Por
consiguiente, U0 ∪ V ∈ U, lo cual es una contradiccio´n.
Por tanto, para todo  > 0 existe una funcio´n g ∈ B1(X,M) tal que ‖g(x) − f(x)‖ ≤  para
todo x ∈ X. Finalmente, por el lema 4.1.16, f ∈ B1(X,M).

Corolario 4.1.19 Sea X un espacio me´trico completo y f : X → R una funcio´n. Entonces
f ∈ B1(X) si y so´lo si f es fragmentable.
Demostracio´n. (⇒) Por el teorema 2.3.13 f tiene la propiedad del punto de continuidad y por
el lema 4.1.17 se sigue que f es fragmentable.
(⇐) Por el teorema 4.1.18. 
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4.2. El teorema de Corson y Glicksberg y aplicaciones
Teorema 4.2.1 (Corson y Glicksberg) Sea X un espacio de Baire, M un espacio me´trico
y K un subespacio de MX compacto y metrizable. Si existe un subespacio D de C(X,M) tal
que D
MX
= K, entonces K es equi-casi-continuo.
Demostracio´n. Consideramos el siguiente diagrama:
X (C(K,M), tp(D))
(C(K,M), d∞)
Eval
Φ ◦ Eval Φ
donde d∞(ψ1, ψ2) = sup{d(ψ1(k), ψ2(k)) : k ∈ K} para ψ1, ψ2 ∈ C(K,M), siendo d la me´trica
del espacio M .
Observamos que por el hecho de ser K compacto se tiene que (C(K,M), d∞) es un espacio
me´trico.
Veamos primero que la aplicacio´n Eval es continua. Para ello notemos que dado f ∈ D se
tiene el siguiente diagrama:
X (C(K,M), tp(D))
M
Eval
δf ◦ Eval
δf
donde para cada φ ∈ C(K,M), δf (φ) = φ(f).
Sea x ∈ X. Si fijamos k ∈ K se tiene que Eval(x)[k] = k(x). Por tanto, Eval(x) ∈MK .
Sea una sucesio´n {kn : n ∈ ω} ⊂ K una sucesio´n que converge a k∗ ∈ K, entonces {kn : n ∈
ω} ∪ {k∗} ⊂ K. Como la topolog´ıa de K es tp(X), entonces kn → k∗ si y so´lo si kn(x)→ k∗(x)
para todo x ∈ X. Por tanto, Eval(x) ∈ C(K,M) para todo x ∈ X.
Para ver la continuidad de Eval tomamos una red {xδ}δ∈∆ ⊂ X que converge a x ∈ X. Entonces
si f ∈ D ⊆ C(X,M) se tiene que f(xδ)→ f(x). Como f(xδ)→ f(x) para todo f ∈ D si y so´lo
si (δf ◦ Eval) es continua para todo f ∈ D, se sigue que la aplicacio´n Eval es continua.
Obviamente, la aplicacio´n Φ no es continua, sin embargo, veamos que la antiimagen de una
bola cerrada es cerrada.
Sea B = Bd∞(φ, r) donde φ ∈ C(K,M) y r > 0. Dada una red {φδ}δ∈∆ ⊂ B tal que φδ
tp(D)−−−→ φ0,
veamos que φ0 ∈ B.
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Si φδ ∈ B, entonces d∞(φ, φδ) ≤ r ⇒ d(φ(k), φδ(k)) ≤ r para todo k ∈ K (en particular, para
todo d ∈ D).
Si fijamos d0 ∈ D arbitrario, entonces d(φ(d0), φδ(d0)) ≤ r, y como φδ(d0) → φ0(d0), se tiene
que d(φ(d0), φ0(d0)) ≤ r. Ello implica que φ0 ∈ B, por lo que B es cerrado en tp(D).
Observemos que por ser K compacto y metrizable el espacio (C(K,M), d∞) es separable.
Para ver que K es equi-casi-continua tomamos  > 0 y U ⊆ X abierto. Elegimos n ∈ ω tal que
1
n
< 
2
. Por ser (C(K,M), d∞) separable existe una cantidad numerable de bolas:
{Bd∞(φm,
1
n
) : m ∈ ω}
tal que la unio´n de todas ellas es C(K,M).
Considerando las bolas cerradas, tenemos que los conjuntos:
{(Φ ◦ Eval)−1
(
Bd∞(φm,
1
n
)
)
: m ∈ ω}
son cerrados en X.
En particular, dado el subconjunto U ⊆ X abierto anterior, sabemos que U es de Baire. Como:
U =
⋃
m∈ω
U ∩ (Φ ◦ Eval)−1
(
Bd∞(φm,
1
n
)
)
donde cada U ∩ (Φ ◦ Eval)−1 (Bd∞(φm, 1n)) es cerrado en U , por el teorema de categor´ıa de
Baire existe un m0 ∈ ω tal que U ∩ (Φ ◦ Eval)−1
(
Bd∞(φm0 ,
1
n
)
)
tiene interior no vac´ıo en U .
Dado que U es abierto en X, el conjunto anterior tiene interior no vac´ıo en X.
Sea V ⊆ X abierto tal que V ⊆ U ∩ (Φ ◦ Eval)−1 (Bd∞(φm0 , 1n)). Si x1, x2 ∈ V , entonces
(Φ ◦ Eval)(x1) = Eval(x1) y (Φ ◦ Eval)(x2) = Eval(x2) esta´n en Bd∞(φm0 , 1n).
Por consiguiente:
d∞(Eval(x1), Eval(x2)) ≤ d∞(Eval(x1), φm0) + d∞(φm0 , Eval(x2)) ≤
2
n
< .
Por tanto:
sup{d(k(x1), k(x2)) : k ∈ K} < .

Nota 4.2.2 Si en el teorema anterior se supone que X es hereditariamente de Baire, entonces
K es fragmentable.
Demostracio´n. Tenemos que demostrar que para todo C ⊆ X cerrado,K|C es equi-casi-continua
en C. Como X es hereditariamente de Baire basta suponer que A = X. Se sigue del teorema
anterior. 
Lema 4.2.3 Sea X espacio metrizable y separable e (Y, d) un espacio me´trico. Si X esta´ frag-
mentado por una aplicacio´n sobreyectiva f : X → Y , entonces Y es separable.
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Demostracio´n. Supongamos que Y no es separable, entonces existe un  > 0 y un subconjunto
H de Y tal que d(h1, h2) >  para todo h1, h2 ∈ H tales que h1 6= h2.
Como f es sobreyectiva, existe un subconjunto A de X tal que f(A) = H y f restringida a A
es biyectiva. Dado que X es metrizable y separable el subconjunto no numerable A de X se
puede expresar como la unio´n disjunta de un subconjunto numerable N y un subconjunto M
no vacio, cerrado y perfecto, que consta de los puntos de condensacio´n de A (este resultado se
sigue de la prueba del teorema de Cantor-Bendixson (ve´ase 6.4 en [27]).
Por fragmentabilidad, dado el cerrado M existe un abierto U en X tal que U ∩ M 6= ∅ y
diam(f(U ∩M)) < .
Por la propiedad de H se tiene que U ∩M debe ser un punto. Lo cual es una contradiccio´n, ya
que ningu´n punto de M es aislado. 
Teorema 4.2.4 Sea X un espacio me´trico compacto, M un espacio me´trico y D un subconjunto
de C(X,M) tal que K = D
MX
. Entonces K es metrizable si y so´lo si K es fragmentable.
Demostracio´n. (⇒) Ve´ase el teorema 4.2.1.
(⇐) Si K es fragmentable entonces X esta´ fragmentado por f : X → C(K,M) como hemos
visto en la nota 4.1.5. Por el lema 4.2.3 se tiene que f(X) ⊂ C(K,M) es separable. Luego
existe un subconjunto denso y numerable A = {an : n ∈ ω} de f(X).
Notemos que f(X) separa los puntos de K. Sean ϕ1, ϕ2 ∈ K, tales que ϕ1 6= ϕ2. Se sigue que
existe un x ∈ X tal que ϕ1(x) 6= ϕ2(x). Si tomamos x∗ = f(x), entonces x∗(ϕ1) = ϕ1(x) 6=
ϕ2(x) = x
∗(ϕ2). Por tanto, A tambie´n separa los puntos de K.
Si consideremos el producto diagonal:
∆A : K −→ MA ≡
∏
n∈ω
Man
ϕ 7−→ {an(ϕ) : n ∈ ω}
tenemos que es un embebimiento. Como M es metrizable y A es numerable se llega a que MA
es metrizable. Por consiguiente, K es metrizable. 
Lema 4.2.5 Si X es un espacio completamente regular. Entonces C∗(X) es separable si y so´lo
si X es un espacio me´trico compacto.
Demostracio´n. Ve´ase 6.6 en [9]. 
Lema 4.2.6 Sea X un espacio separable y K ⊆ Cp(X) compacto. Entonces K es metrizable.
Demostracio´n. Como X es separable existe un D ⊆ X numerable tal que D = K. Fijados
p, q ∈ Q tales que p < q consideramos los conjuntos abiertos definidos de la siguiente forma:
S(x, p, q) = {f ∈ C(X) : p < f(x) < q}
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y tomamos el conjunto:
G = {S(x, p, q) : x ∈ D; p, q ∈ Q}.
Notemos que G es una familia numerable de abiertos. Sea K ⊆ Cp(X) compacto, consideramos
G˜ = G|K .
Si consideramos la topolog´ıa τ ′ generada por G˜ como subbase se tiene que es de Hausdorff y
ma´s de´bil que la topolog´ıa original de K, y dado que la topolog´ıa de K no se puede debilitar
por ser compacto, se llega a que (K, τ ′) y (K, tp(X)) son homeomorfos. Por tanto, (K, tp(X))
tiene una base numerable y, consecuentemente, es metrizable. 
Proposicio´n 4.2.7 Sea (X, tp(D)) un espacio compacto y metrizable, donde D ⊂ Cp(X) com-
pacto. Entonces D es fragmentable.
Demostracio´n. Notemos que (X, tp(D)) es separable. Entonces, por el lema 4.2.6, D es metri-
zable. Aplicando el teorema 4.2.4 se llega a que D es fragmentable. 
Corolario 4.2.8 Sea (X, tp(D)) un espacio compacto y metrizable, donde D ⊂ Cp(X) es pseu-
docompacto. Entonces D es fragmentable.
Demostracio´n. Se sigue el resultado por el corolario 2.2.9 y la proposicio´n 4.2.7. 
4.3. El teorema de Talagrand
Denotamos por 2ω el espacio compacto formado por las sucesiones infinitas de ceros y unos,
equipado con la topolog´ıa producto, y por 2(ω) el conjunto constituido por las sucesiones finitas
de ceros y unos. Sea t ∈ 2(ω), denotamos por |t| a la longitud de t. Dado σ ∈ 2ω ∪ 2(ω) y n ∈ ω
menor o igual que |σ|, consideraremos σ|n = (σ(1), . . . , σ(n)) ∈ 2(ω).
Notemos que el conjunto 2(ω) es numerable, ya que si consideramos el conjunto Sn de todas las
sucesiones de longitud n de ceros y unos se tiene que su cardinal es finito y, como 2(ω) =
⋃
n∈ω
Sn,
se llega a que 2(ω) es un conjunto numerable.
Ana´logamente, denotamos por ωω el espacio formado por las sucesiones infinitas de naturales,
equipado con la topolog´ıa producto, y por ω(ω) el espacio constituido por las sucesiones finitas
de naturales. Dado s ∈ ωω ∪ ω(ω) y n ∈ ω menor o igual que |s|, consideraremos s|n =
(s(1), . . . , s(n)) ∈ ω(ω).
Sea X un espacio topolo´gico, se denota por K(X) el conjunto de subconjuntos compactos de
X no vac´ıos.
Definicio´n 4.3.1 Sea X un espacio topolo´gico. Una aplicacio´n σ → Xσ de ωω en K(X) se
dice que es semicontinua superiormente sobre los compactos de X si para todo abierto
U de X el conjunto de σ tales que Xσ ⊂ U es un abierto de ωω. Si X =
⋃
σ∈ωω
Xσ se dice que X
es un espacio k-anal´ıtico.
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Teorema 4.3.2 (Talagrand) Sea (X, τ) un espacio compacto y M un espacio compacto me-
trizable. Sea D ⊂ C(X,M). Consideramos K = DXM , y τ ′ la topologia menos fina sobre X que
hace continuas las funciones de K. Si (X, τ ′) es k-anal´ıtico, entonces existe un subconjunto G
de (X, τ) que es Gδ y denso tal que D es equi-continuo en todo punto de G.
Consecuentemente, la aplicacio´n separadamente continua (x, y) 7→ y(x) que va de X ×D a M
es conjuntamente continua en todo punto de G×D.
Demostracio´n. Paso 1: Como M se puede sumergir en [0, 1]ω, dado que una familia de apli-
caciones que toman valores en [0, 1]ω es equi-continua en un punto si para cada proyeccio´n, la
familia que resulta al componer las aplicaciones previas con las proyecciones es equi-continua
en dicho punto y, por el hecho de que una interseccio´n numerable de conjuntos Gδ y densos es
un Gδ y denso, podemos suponer que M = [0, 1].
Paso 2: Veamos que para todo  > 0 existe un abierto no vac´ıo U de X tal que para todo
d ∈ D y todo x1, x2 ∈ U se tiene que |d(x1) − d(x2)| ≤ . Para ello razonamos por reduccio´n
al absurdo. Supongamos que existe un  > 0 tal que para todo abierto U no vac´ıo de X existe
un d ∈ D y x1, x2 ∈ U tales que |d(x1) − d(x2)| > . Para cada t ∈ 2(ω) construiremos por
induccio´n sobre la longitud |t| de t un cerrado At de X y un elemento dt ∈ D verificando las
condiciones siguientes:
(a) Int(At) 6= ∅;
(b) At,0 ∪ At,1 ⊂ At;
(c) |dt(x0)− dt(x1)| >  para todo x0 ∈ At,0 y todo x1 ∈ At,1.
Partimos considerando A∅ = X. Supongamos construidos los At para |t| ≤ n y los dt para
|t| ≤ n − 1. Fijamos t tal que |t| ≤ n. Por hipo´tesis existen x0, x1 ∈ At y dt ∈ D tales que
|dt(x0)− dt(x1)| −  = 2α > 0. Consideramos para i = 0, 1, el conjunto:
At,i = {x ∈ At : |dt(x)− d(xi)| ≤ α
2
}.
Dado que dt es continua se sigue que los conjuntos At,i son no vac´ıos.
Definimos el conjunto numerable H = {dt : t ∈ 2(ω)}
[0,1]X
. Notemos que H es compacto para la
topolog´ıa de la convergencia puntual y esta´ formado por funciones que son continuas para la
topolog´ıa τ ′.
Como (X, τ ′) es k-anal´ıtico y H es separable se sigue de [48] (teoremas 3.7 y 6.2) que C(H) es
separable. Para cada σ ∈ 2ω consideramos un punto xσ de
⋂
t<σ
At. Notemos que dicha intersec-
cio´n es no vac´ıa por ser una interseccio´n decreciente de conjuntos compactos. Sean σ, σ′ ∈ 2ω
distintos, existira´ un n ∈ {0}∪ω tal que σ|n = σ′|n y σ(n+ 1) 6= σ′(n+ 1). Tomamos t = σ(n),
entonces xσ ∈ Ad,0 y xσ′ ∈ Ad,1. Luego por la condicio´n (c) se tiene que |dt(xσ)− dt(xσ′)| > .
Ello implica que los elementos y → y(xσ) e y → y(xσ′) de C(H) distan en norma como mı´nimo
. Contradiccio´n con el hecho de que C(H) sea separable.
Paso 3: Para cada n ∈ ω consideramos el conjunto:
Gn = {U ⊂ X : U es abierto y |d(x0)− d(x1)| ≤ 1
n
,∀d ∈ D, ∀x0, x1 ∈ U}.
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Notemos que Gn es denso para todo n ∈ ω. En efecto, sea V abierto no vac´ıo de X, entonces
las hipo´tesis del teorema se siguen cumpliendo para V y por el paso 2 tenemos que V ∩Gn 6= ∅.
Entonces G =
⋂
n∈ω
Gn es un subconjunto Gδ y denso de X tal que en todo punto D es equi-
continuo. 
Nota 4.3.3 (a) Por un resultado de Frolik [18] se sabe que todo espacio k-anal´ıtico es Lindelo¨f,
y segu´n afirma Talagrand en el art´ıculo [47], el resultado se puede extender al caso de que
(X, τ ′) es Lindelo¨f, aunque la demostracio´n no la incluye argumentando que ser´ıa muy
extensa (“la de´monstration serait alors beaucoup plus longue”). En el an˜o 2000, Cascales,
Namioka y Vera demuestran que s´ı se cumple la conjetura de Talagrand, como veremos ma´s
adelante.
(b) Como consecuencia se tiene que si un espacio X es compacto y el subconjunto K ⊂ C(X)
es compacto, entonces K es fragmentable. Ma´s adelante proporcionamos una prueba auto-
contenida de dicho resultado. Recordemos que la prueba del teorema de Talagrand emplea
resultados de otro art´ıculo suyo [48], en el cual utiliza ideas que se salen del planteamiento
de esta memoria.
4.4. Un resultado de simplificacio´n
Empezamos presentando el resultado de simplificacio´n que hemos mencionado en la intro-
duccio´n de la memoria.
Teorema 4.4.1 Sea (X, tp(D)) un espacio compacto, donde D ⊆ Cp(X). Entonces D es frag-
mentable si y so´lo si para todo F ⊆ X cerrado y para todo D˜ ⊆ D numerable, D˜R
F
es metrizable.
Demostracio´n. (⇒) Sea F ⊂ X cerrado, no vac´ıo, y sea D˜ ⊆ D un subconjunto numerable.
Por ser D fragmentable se tiene que D˜ es fragmentable y, por el lema 4.1.6, se sigue que D˜
RF
es fragmentable.
Por ser F tp(D)-cerrado y X tp(D)-compacto se sigue que F es tp(D)-compacto. Dado que la
topolog´ıa tp(D˜) es menos fina que tp(D) y la topolog´ıa de un espacio compacto no se puede
debilitar se concluye que F es tp(D˜)-compacto. Por ser D˜ numerable se tiene que (F, tp(D˜))
tambie´n es me´trizable. Entonces por el teorema 4.2.4, D˜
RF
es metrizable.
(⇐) Supongamos que D no es fragmentable (X no esta´ fragmentado por la norma), entonces
existe un subconjunto F ⊆ X tp(D)-cerrado (por lo tanto tp(D)-compacto), no vac´ıo, y un  > 0
de manera que todo tp(D)-abierto de C tiene un dia´metro respecto a la norma mayor que .
Por induccio´n sobre n = |t|, t ∈ 2(ω), construimos las familias numerables:
• {Ut : t ∈ 2(ω)} de conjuntos tp(D)-abiertos no vac´ıos, relativos a F ;
• {dt : t ∈ 2(ω)} de funciones de D,
cumpliendo las siguientes condiciones:
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(1) U∅ = F ;
(2) Ut0 ∪ Ut1 ⊂ Ut para todo t ∈ 2(ω);
(3) |dt(x)− dt(y)| >  para todo x ∈ Ut0 y para todo y ∈ Ut1;
(4) si s, t ∈ 2(ω) con |s| < |t|, entonces ds(Utj) < 1|t| , (j = 0, 1).
Veamos que dicha construccio´n es posible. Si n = 0 tomamos U∅ = F . Supongamos ya cons-
truidos {Ut : |t| < n} y {dt : |t| < n}. Fijado t ∈ 2(ω) con |t| = n−1, por la no fragmentabilidad
de D que hemos supuesto, existen x0, x1 ∈ Ut tales que ‖x0 − x1‖ > . Por consiguiente, existe
un dt ∈ D tal que |dt(x0)− dt(x1)| > .
Como dt y ds, |s| < |t|, son continuas en (X, tp(D)), podemos elegir entornos abiertos Ut0, Ut1
de x0 y x1 respectivamente que cumplen las condiciones (2), (3) y (4).
Notemos que por (3), se tiene que Ut0 ∩ Ut1 = ∅ para todo t ∈ 2(ω).
Consideramos C =
⋂
n∈ω
⋃
|t|=n
Ut. Entonces C es un subconjunto compacto de (F, tp(D)). Notemos
que podemos expresar el anterior conjunto como C =
⋃
σ∈2ω
⋂
n∈ω
Uσ|n.
Definimos la aplicacio´n ψ : C → 2ω tal que ψ−1(σ) = ⋂
n∈ω
Uσ|n. La aplicacio´n ψ es continua y
sobreyectiva. Observemos que para todo t ∈ 2(ω) y σ ∈ 2ω se tiene que dt(ψ−1(σ)) es un so´lo
punto por (4). Entonces se tiene el siguiente diagrama conmutativo:
C 2ω
R
ψ
dt
d∗t
donde la aplicacio´n d∗t es continua.
Dados x, y ∈ C tales que ψ(x) 6= ψ(y), llamamos σ = ψ(x) y σ′ = ψ(y). Existe un n ∈ {0}∪ω tal
que σ|n = σ′|n y σ(n+1) 6= σ′(n+1). Tomamos t = σ|n. Por (3) se sigue que |dt(x)−dt(y)| > 
y, por tanto, ‖x− y‖D > .
Por hipo´tesis, considerando D˜ = {dt : t ∈ 2(ω)}, se tiene que K˜ = D˜
RF
es metrizable. Luego
C(K˜) es separable por el lema 4.2.5, lo cual es una contradiccio´n. 
Veamos un par de aplicaciones de este resultado antes de centrarnos en co´mo aplicarlo al
teorema de Casacales, Namioka y Vera:
Corolario 4.4.2 Sea X un espacio compacto y K ⊂ Cp(X) compacto. Entonces K es frag-
mentable.
Demostracio´n. Sea F un subconjunto cerrado de (X, tp(K)) y K˜ ⊂ K un subconjunto nume-
rable. Se sigue que F es tp(K)-compacto. Como la aplicacio´n id : (F, tp(K)) → (F, tp(K˜)) es
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continua, se tendra´ que F es tp(K˜)-compacto. Adema´s, por el lema 4.2.5 tambie´n es metrizable.
Como piF es continua (ve´ase A.1.14) se sigue que piF (K) es compacto. Por tanto, C = K˜
RF
es
compacto. Por el mismo razonamiento de antes sabemos que F es tp(C)-compacto. Dado que la
topolog´ıa tp(K˜) es de Hausdorff y tp(K˜) ⊆ tp(C), al ser F tp(C)-compacto, como no se puede
debilitar su topolog´ıa se sigue que (F, tp(C)) es metrizable.
Por la proposicio´n 4.2.7 se tiene que C es fragmentable. Por teorema 4.2.4 se llega a que C es
metrizable. Finalmente, aplicando el teorema 4.4.1, se obtiene el resultado. 
Corolario 4.4.3 Sea (X, tp(D)) un espacio compacto, donde D ⊂ Cp(X) es pseudocompacto.
Entonces D es fragmentable.
Demostracio´n. Por el corolario 2.2.9 se tiene que D es compacto. Se tiene el resultado por el
corolario 4.4.2. 
Definicio´n 4.4.4 Sea X un espacio topolo´gico, se dice que X tiene tightness numerable si
para todo A ⊆ X y x ∈ A existe un subconjunto numerable B ⊆ A tal que x ∈ B.
A continuacio´n demostramos, con ayuda de unos resultados auxiliares, que βω no tiene
tightness numerable:
Lema 4.4.5 Sea X un espacio completamente regular, entonces X es homeomorfo a
∏
f∈C(X,I)
I
Demostracio´n. Definimos la aplicacio´n:
E : X −→
∏
f∈C(X,I)
I
x 7−→ {f(x) : f ∈ C(X, I)}
La continuidad de la aplicacio´n E se sigue del hecho de que cada f ∈ C(X, I) es continua.
Como para cada par x, y ∈ X tales que x 6= y existe una funcio´n f ∈ C(X, I) que cumple que
f(x) 6= f(y), la aplicacio´n es inyectiva.
Veamos que E−1 es continua. Sea U ⊆ X abierto tal que x = E−1(E(x)) ∈ U . Como X es
completamente regular, existe una aplicacio´n continua g : X → I tal que g(X \ U) ⊂ {0} y
g(x) = 1. Sea V =
∏
f∈C(X,I)
If donde If = I para todo f 6= g e Ig =]0, 1[. Entonces V0 = V ∩E(X)
es abierto en E(X) y E(x) ∈ V0. Veamos que E−1(V0) ⊆ U . Para ello tomamos T = E(y) ∈ V0.
Notemos que T (g) ∈]0, 1], ya que T ∈ V0. Si y ∈ X \ U , entonces tendr´ıamos que T (g) = 0,
contradiccio´n. Por consiguiente, se sigue que y = E−1(E(y)) ∈ U . 
De forma alternativa a la descripcio´n presentada en A.3.2 (ve´ase ape´ndice) se puede definir
la compactacio´n de Stone-Cˇech de un espacio completamente regular X como E(X), donde la
clausura se toma en el espacio producto.
Corolario 4.4.6 Sea X un espacio completamente regular y compacto y sea A ⊆ C(X, I) una
familia que separa los puntos de X. Entonces X es homeomorfo a
∏
f∈A
I.
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Demostracio´n. Definimos la aplicacio´n:
EA : X −→
∏
f∈C(X,I)
I
x 7−→ {f(x) : f ∈ A}
Recordemos que la topolog´ıa de X es la mı´nima que hace que las funciones f ∈ C(X, I) sean
continuas. Notemos que si dotamos a X de la mı´nima topolg´ıa que hace que la familia de
funciones A sea continua, e´sta es ma´s de´bil que la original. Dado que A separa los puntos
de X esta topolog´ıa es de Hausdorff. Como la topolog´ıa de un espacio compacto no se puede
debilitar (sin perder la propiedad de que sea de Hausdorff) se sigue que ambas topolog´ıas son
homeomorfas y se llega al resultado por el lema anterior. 
Denotamos por ω1 el ordinal ma´s pequen˜o que al ser considerado como conjunto no es
numerable. Es el supremo de todos los cardinales numerables. El cardinal de dicho conjunto es
el primer cardinal no numerable, ℵ1. Como cualquier ordinal, ω1 esta´ bien ordenado. Denotamos
por ω1 + 1 el espacio de nu´meros ordinales [0, ω1] = {α : α ≤ ω1}.
Consideraremos, sobre ω1 +1, la topolog´ıa generada por la base B = {(y, x] : y < x ≤ ω1}∪{0},
donde (y, x] = {z ∈ ω1 + 1 : y < z ≤ x} para cada y, x ∈ ω1 + 1. El espacio ω1 + 1 es
completamente regular. Dado que el elemento ω1 no se puede obtener como l´ımite de una
sucesio´n se sigue que el espacio ω1 + 1 no tiene tightness numerable.
Lema 4.4.7 El espacio ω1 + 1 es compacto.
Demostracio´n. Sea {Us : s ∈ S} un recubrimiento por abiertos del espacio ω1+1. Consideramos
el conjunto A formado por los x ∈ ω1 + 1 tales que el intervalo [0, x] esta´ contenido en la unio´n
finita de elementos de {Us : s ∈ S}. Basta probar que (ω1 + 1) \ A = ∅. Supongamos que
(ω1 + 1) \ A 6= ∅ y tomemos x0 el menor elemento de dicho conjunto. Observemos que x0 6= 0.
Sea s0 ∈ S tal que x0 ∈ Us0 . Dado que x0 > 0 existe y < x0 tal que (y, x0] ⊂ Us0 . Como x0 es
el mı´nimo elemento de (ω1 + 1) \ A, se tiene que [0, y] ⊂
k⋃
i=1
Usi para ciertos s1, s2, . . . , sk ∈ S.
Entonces, [0, x] ⊂
k⋃
i=0
Usi , lo cual es una contradiccio´n. 
Se define el cardinal del continuo, c, como el cardinal del conjunto R. Se sabe que c = |R| =
2ℵ0 > ℵ0.
Corolario 4.4.8 El espacio ω1 + 1 esta´ sumergido en I
c.
Demostracio´n. Consideramos la familia de funciones continuas A = {fα : α < ω1} tal que para
cada α < ω1 se tiene que fα = 0 si x ≤ α y fα = 1 si x > α. Notemos que la familia A separa
los puntos de ω1 + 1. Dado que |A| = ℵ1 ≤ c, por el corolario 4.4.6, se obtiene el resultado. 
Lema 4.4.9 Sea A un conjunto tal que |A| = c. Entonces, existe una familia numerable de
funciones {fk : k ∈ ω} tal que para toda funcio´n f : A → ω y todo subconjunto finito A′ ⊂ A
existe k ∈ ω tal que fk|A′ = f |A′.
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Demostracio´n. Basta probarlo para un conjunto A particular tal que |A| = c. Consideramos A =
2ω. Para cada m ∈ ω tomamos el conjunto Am = {t ∈ 2(ω) : |t| = m}. Cada aplicacio´n g : Am →
ω genera una aplicacio´n fg : A→ ω definida como fg((x0, x1, . . .)) = g((x0, x1, . . . , xm−1)).
Sea Hm = {g : Am → ω}. Notemos que Hm es equivalente a ωm. Y dado que una unio´n finita
de conjuntos numerables es numerable se sigue que Hm es numerable. Sea G =
⋃
m∈ω
Hm, dado
que es unio´n numerable de conjuntos numerables se tiene que G es numerable. Consideramos
el conjunto numerable de funciones F = {fg : g ∈ G}. Veamos que este conjunto es el que
satisface el enunciado del lema. Dada una funcio´n f : 2ω → ω y un subconjunto finito A′ =
{t0, t1, . . . , tn} ⊂ 2ω podemos tomar ai = f(ti) ∈ ω para cada i ∈ {0, 1, . . . , n}. Si m ∈ ω
es suficientemente grande como para que los ti|m sean diferentes, entonces existe una funcio´n
g : Am → ω para la cual g(ti|m) = ai para todo 0 ≤ i ≤ n. Por tanto, para fg ∈ F se tiene que
fg(ti) = ai como busca´bamos. 
Lema 4.4.10 (Hewitt, Marczewski y Pondiczery) Sea A un conjunto tal que |A| = c.
Sea {Xa : a ∈ A} una familia de espacios topolo´gicos separables. Entonces el espacio producto
Y =
∏
a∈A
Xa es separable.
Demostracio´n. Para cada a ∈ A tomamos el subconjunto denso y numerable {x(a)j : j ∈ ω} de
Xa. Sea {fk : k ∈ ω} la familia de funciones del lema anterior. Para cada k ∈ ω, tomamos el
elemento Fk ∈ Y tal que Fk(a) = x(a)fk(a) para cada a ∈ A. Sea D = {Fk : k ∈ ω} ⊂ Y , se sigue
que D es un conjunto numerable y, usando la definicio´n de la topolog´ıa producto, se llega a que
D es denso en Y . 
Lema 4.4.11 Todo compacto separable es imagen continua del espacio βω.
Demostracio´n. Sea X compacto y separable. Por ser separable existe un subconjunto D ⊆
X numerable tal que D = X. Sea f : ω → D sobreyectiva y continua (recordemos que ω
esta´ equipado con la topolog´ıa discreta). Como f se puede extender a una funcio´n continua
fβ : βω → X se sigue que fβ(βω) es un conjunto compacto y cerrado en X que contiene a D,
y por consiguiente tambie´n contiene a D = X. Por tanto, fβ tambie´n es sobreyectiva. 
Corolario 4.4.12 El espacio βω no tiene tightness numerable.
Demostracio´n. Supongamos que βω tiene tightness numerable. El espacio I c es separable por
el lema 4.4.10 y compacto por el teorema de Tychonoff. Por consiguiente, existe una funcio´n
continua y sobreyectiva f : βω → I c por el lema 4.4.11. Por tanto, I c tiene tightness nume-
rable. Por el corolario 4.4.8 sabemos que el espacio ω1 + 1, que no tiene tightness numerable,
esta´ sumergido en I c, lo cual es una contradiccio´n. 
Para demostrar el teorema de Cascales, Namioka y Vera, necesitamos unos resultados
previos. En la proposicio´n 4.4.18 emplearemos el resultado que hemos obtenido en el coro-
lario 4.4.12.
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Lema 4.4.13 Sea X un espacio me´trico completo y f ∈ RX . Las siguientes afirmaciones son
equivalentes:
(a) f ∈ B1(X);
(b) ∀F ⊆ X cerrado y ∀s < t en R se tiene que uno de los conjuntos F ∩ As o´ F ∩Bt no es
igual a F , siendo As = {x ∈ X : f(x) < s} y Bt = {x ∈ X : f(x) > t}.
Demostracio´n. Notemos que X es hereditariamente Baire, es decir, todo subconjunto cerrado
F ⊆ X es un espacio de Baire. Por el corolario 4.1.19 sabemos que f es fragmentable si y so´lo
si es de la primera clase de Baire.
Veamos que (b) es equivalente a:
∀F ⊆ X cerrado y ∀s < t en R se tiene que IntF
(
F ∩ As
) ∩ IntF (F ∩Bt) = ∅. (*)
(b)⇒ (∗) Si F 6= ∅, supongamos que F ∩ As y F ∩Bt son ambos iguales a F . Entonces:
Int(F ) = Int(F ∩ As ∩ F ∩Bt) = Int((F ∩ As) ∩ Int(F ∩Bt) = ∅,
por lo que llegamos a una contradiccio´n, ya que F es un espacio de Baire.
(b)⇐ (∗) Supongamos que existe F ⊂ X cerrado, y s < t reales tales queG = IntF
(
F ∩ As
)∩
IntF
(
F ∩Bt
) 6= ∅. Sea S = G. Se sigue que todo abierto que intersecta con S tambie´n intersecta
con G y, por lo tanto, tambie´n con G∩As y G∩Bt. Por consiguiente, ∅ 6= S = S ∩ As = S ∩Bt,
lo cual es una contradiccio´n.
(a) ⇒ (∗) Basta probar que si f es casi-continua entonces ∀s < t en R se tiene que
Int
(
As
) ∩ Int (Bt) = ∅. Supongamos que U = Int (As) ∩ Int (Bt) 6= ∅. Consideramos
Ls =] − ∞, s[ y Lt =]t,∞[. Observemos que los conjuntos U ∩ As y U ∩ Bt son densos en
U . Por ser f casi-continua podemos elegir de forma inductiva un sucesio´n {Vn : n ∈ ω} de
abiertos no vac´ıos en U tales que V0 ⊆ U , Vn+1 ⊆ Vn para todo n ∈ ω y con diam(f(Vn)) ≤ 
para todo n ∈ ω.
Fijado n ∈ ω, como Vn intesecta a As y Bt podemos elegir sn ∈ Vn ∩ As y tn ∈ Vn ∩ Bt.
Observemos que las sucesiones {f(sn) : n ∈ ω} y {f(tn) : n ∈ ω} son ambas de Cauchy, por lo
que deben de tener el mismo l´ımite en Ls ∩ Lt = ∅, lo cual es una contradiccio´n.
(a) ⇐ (∗) Basta probar que si ∀s < t en R tales que Int (As) ∩ Int (Bt) = ∅, entonces
f es casi-continua. Fijados s < t, definimos el conjunto Gst = Int ({x ∈ X : f(x) < t}) ∪
Int ({{x ∈ X : f(x) > s}) = Int(X \Bt) ∪ Int(X \ As).
Veamos que Gst es denso en X. Para ello recordemos las siguientes propiedades: X \ Int(D) =
X \D e Int(X \D) = X \D.
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Gst = X \ Int(X \Gst) = X \ Int (X \ (Int(X \Bt) ∪ Int(X \ As)))
= X \ Int ((X \ Int(X \Bt)) ∩ (X \ Int(X \ As)))
= X \ (Int(X \ Int(X \Bt)) ∩ Int(X \ Int(X \ As)))
= X \ ((X \ Int(X \Bt)) ∩ (X \ Int(X \ As)))
= (X \ (X \ Int(X \Bt))) ∪ (X \ (X \ Int(X \ As)))
= Int(X \Bt) ∪ Int(X \ As) = (X \Bt) ∪ (X \ As)
= (X \ Int(Bt)) ∪ (X \ Int(As)) = X \ (Int(Bt) ∩ Int(As))
= X \ ∅ = X.
Consideramos Y =
⋂{Gst : s, t ∈ Q, tales que s > t}. Como X es un espacio de Baire Y es
denso en X. Veamos que f es continua en todo punto de Y . Sean x0 ∈ Y y  > 0, existen s, t ∈ Q
(s < t) tales que f(x0) ≤ s < t ≤ f(x0) + . Luego x0 ∈ Gs,t y x0 6∈ Int({x ∈ X : f(x) > s}).
Por tanto, x0 ∈ Int({x ∈ X : f(x) < t}) ⊆ Int({x ∈ X : f(x) ≤ f(x0) + }).
Ana´logamente existen s′, t′ ∈ Q (s′ < t′) tales que f(x0)−  ≤ s′ < t′ ≤ f(x0). Luego x0 ∈ Gs′,t′
y x0 6∈ Int({x ∈ X : f(x) < t′}). Por consiguiente, x0 ∈ Int({x ∈ X : f(x) > s′}) ⊆ Int({x ∈
X : f(x) ≥ f(x0)− }).
Como  es arbitrario y f es continua en x0 se sigue que f es continua en Y .
Por u´ltimo veamos que f es casi-continua en X. Sea U ⊆ X abierto y  > 0 arbitrarios. Como
Y es denso en X existe un x0 ∈ U ∩ Y tal que f es continua en dicho punto. Por tanto, hay un
entorno abierto V de x0 contenido en U ∩Y tal que |f(x)− f(x0)| < 2 para todo x ∈ V . Luego
diam(f(V )) < . 
Teorema 4.4.14 Sea (X, d) un espacio me´trico completo, D un subconjunto de C∗(X) unifor-
memente acotado por 1 y K = D
[−1,1]X
. Las siguientes afirmaciones son equivalentes:
(a) K 6⊂ B1(X).
(b) Existe un homeomorfismo ϕ : 2ω → ϕ(2ω) ⊂ X, una sucesio´n {fn : n ∈ ω} en D y nu´meros
−1 < s < t < 1 tales que:
fn(ϕ(σ)) ∈ Gσ(n) ∀σ ∈ 2ω y n ∈ ω,
donde G0 = [−1, s[ y G1 =]t, 1[.
Demostracio´n. (a) ⇒ (b) Sea f ∈ K \ B1(X). Por el lema 4.4.13 existe un cerrado no vac´ıo
F ⊆ X y nu´meros reales −1 < s < t < 1 tales que, considerando G0 = [−1, s[ y G1 =]t, 1], los
conjuntos {x ∈ F : f(x) ∈ G0} y {x ∈ F : f(x) ∈ G1} son ambos densos en F .
Por induccio´n sobre n = |t|, construiremos una familia {Ut : t ∈ 2(ω)} de abiertos relativos a F
no vac´ıos y una sucesio´n {fn : n ∈ ω} en D cumpliendo las siguientes condiciones:
(i) U∅ = F ;
(ii) para cada t ∈ 2ω, Ut0 ∪ Ut1 ⊂ Ut y Ut0 ∩ Ut1 = ∅;
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(iii) diam(Ut) <
1
|t| para cada t ∈ 2(ω);
(iv) fn(Utj) ⊂ Gj para j = 0 o´ 1 y |t| = n− 1.
Veamos que se puede realizar dicha construccio´n. Partimos considerando (i). Supongamos que
para n ≥ 1 tenemos construidos {Ut : |t| < n} y {fi : i < n} satisfaciendo las condiciones
(i) − (iv). Para cada t ∈ 2(ω) con |t| = n − 1 elegimos at, bt ∈ Ut tales que f(at) ∈ G0 y
f(bt) ∈ G1. Como f ∈ D, existe una funcio´n fn ∈ D tal que fn(at) ∈ G0 y fn(bt) ∈ G1
para todo t con |t| = n − 1. Como fn es continua, existen entornos abiertos Ut0 y Ut1 de at y
bt respectivamente tales que se cumplen las condiciones (ii) − (iv). Consideramos el conjunto
∆ =
⋂
n∈ω
⋃
|t|=n
Ut =
⋂
n∈ω
⋃
|t|=n
Ut.
Sea la aplicacio´n ϕ : 2ω → ∆ dada por ϕ(σ) = ⋂
n∈ω
Uσ|n. Ya que ϕ es continua, biyectiva, parte
de un espacio compacto y toma valores en un espacio de Hausdorff, se tiene que ϕ es un homeo-
morfismo y que ∆ es compacto. Teniendo en cuenta la defincio´n de las funciones {fn : n ∈ ω}
se cumple (b).
(a) ⇐ (b) Sea g : G0 ∪ G1 → {0, 1} la aplicacio´n tal que g(x) = 0 si x ∈ G0 y g(x) = 1 si
x ∈ G1. Sea f un punto de acumulacio´n de {fn : n ∈ ω} y ∆ = ϕ(2ω). Entonces f(∆) ⊂ G0∪G1
y, por (b), se tiene que (g ◦ fn ◦ ϕ) es la proyeccio´n n-e´sima de 2ω en {0, 1} para cada n ∈ ω.
Como (g ◦ f ◦ ϕ) es un punto de acumulacio´n de la sucesio´n {(g ◦ fn ◦ ϕ) : n ∈ ω}, se tiene que
(g ◦ f ◦ϕ) no es Borel medible por el teorema de Sierpinski (ve´ase [45]). Por lo tanto, como f |∆
no es medible se tiene que f ∈ K \B1(X). 
Definicio´n 4.4.15 Una sucesio´n de funciones {fn : n ∈ ω} ⊂ RΩ se dice que es independien-
te sobre A ⊆ Ω si existen nu´meros reales s < t tales que para todo par finito de subconjuntos
disjuntos P,Q ⊂ ω, se cumple:⋂
n∈P
{a ∈ A : fn(a) ≤ s} ∩
⋂
n∈Q
{a ∈ A : fn(a) ≥ t} 6= ∅. (*)
Nota 4.4.16 Sea X un espacio compacto, si {fn : n ∈ ω} ⊆ C(X) es independiente sobre X,
entonces (∗) se cumple para todo par de subconjuntos P,Q ⊆ ω, no necesariamente finitos.
Demostracio´n. Supongamos que existen P,Q ⊆ ω disjuntos tales que no se cumple (∗).
Consideramos los conjuntos cerrados:
Asn = {x ∈ X : fn(x) ≤ s} = f−1n (]−∞, s])
y
Btn = {x ∈ X : fn(x) ≥ t} = f−1n ([t,∞[).
Entonces:
X \
(⋂
n∈P
Asn ∩
⋂
n∈Q
Btn
)
= X ⇒
⋃
n∈P
(X \ Asn) ∪
⋃
n∈Q
(X \Btn) = X
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Como X es compacto existen subconjuntos finitos disjuntos P˜ , Q˜ ⊂ ω tales que:
X =
⋃
n∈P˜
(X \ Asn) ∪
⋃
n∈Q˜
(X \Btn) = X \
⋂
n∈P˜
Asn ∩
⋂
n∈Q˜
Btn
 ⇒ ⋂
n∈P˜
Asn ∩
⋂
n∈Q˜
Btn = ∅,
lo cual es una contradiccio´n, ya que la sucesio´n de funciones es independiente. 
Lema 4.4.17 Sea X un espacio compacto de Hausdorff y {fn : n ∈ ω} ⊆ C(X) una familia
de funciones tal que ‖fn‖ ≤ 1 para todo n ∈ ω. Si {fn : n ∈ ω} es independiente sobre X,
entonces la aplicacio´n:
ϕ : ω −→ C(X)
n 7−→ fn
se extiende a un homeomorfismo de βω sobre la clausura de {fn : n ∈ ω} en [−1, 1]X .
Demostracio´n. Por definicio´n de βω la aplicacio´n n 7→ fn se extiende a una aplicacio´n continua
δ : βω 7→ [−1, 1]X . Claramente δ(βω) = {fn : n ∈ ω}. Para probar que δ es un homeomorfismo
sobre {fn : n ∈ ω} basta probar que δ es inyectiva (ya que sabemos que δ es continua, sobre-
yectiva, βω es compacto y el espacio de llegado es de Hausdorff). Sean α, β ∈ βω tales que
α 6= β, entonces existen entornos disjuntos clopen de α y β respectivamente, es decir, conjuntos
P,Q ⊂ ω tales que α ∈ P , β ∈ Q y P ∩Q = ∅. Como X es compacto y {fn : n ∈ ω} es indepen-
diente sobre X existen nu´meros reales s < t y un punto x ∈ X tales que δ(n)(x) = fn(x) ≤ s
para todo n ∈ P y δ(n)(x) = fn(x) ≥ t para todo n ∈ Q. Como δ es continua y α ∈ P se tiene
que δ(α)(x) ≤ s. Ana´logamente se tiene que δ(β)(x) ≥ t. Por consiguiente, δ(α) 6= δ(β). 
Proposicio´n 4.4.18 Sea X un espacio compacto metrizable, D ⊂ Cp(X) un subconjunto uni-
formemente acotado que separa los puntos de X y K = D
RX
. Si X es tp(K)-Lindelo¨f, entonces
K ⊂ B1(X).
Demostracio´n. Probaremos que K 6⊂ B1(X) implica que X no puede ser tp(K)-Lindelo¨f.
Como X es polaco y K 6⊂ B1(X), el teorema 4.4.14 nos indica que existe una sucesio´n {fn :
n ∈ ω} ⊆ D, nu´meros reales −1 < s < t < 1 y un homeomorfismo :
ϕ : 2ω −→ X
χM 7−→ xM
de manera que para cada M ⊂ ω se cumple que:
fn(xM) < s para todo n ∈ ω \M ; (4.1)
fn(xM) > t para todo n ∈M. (4.2)
Sea ∆ = ϕ(2ω) subconjunto compacto de X. Dado que D separa los puntos de X y la topolog´ıa
de X inducida por D es ma´s de´bil que tp(K), ∆ es cerrado en (X, tp(K)).
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Notemos que por (4.1) y (4.2) la sucesio´n {fn : n ∈ ω} es independiente sobre X. Por la
proposicio´n 4.4.18 existe un homeomorfismo δ de βω sobre C = {fn : n ∈ ω}[−1,1]
X
⊂ K que
extiende la aplicacio´n n 7→ fn.
De (4.1) y (4.2) tambie´n se deduce que para todo M ⊂ ω:
h(xM) ≤ s, si x ∈ C \ δ(M) y h(xM) ≥ t, si x ∈ δ(M). (4.3)
Para cada h ∈ C consideramos el conjunto tp(K)-clopen de ∆:
Gh = {xM ∈ ∆ : h(xM) ≥ t} = {xM ∈ ∆ : h(xM) > s}. (4.4)
Veamos que para todo A ⊆ C se tiene que a ∈ A si y so´lo si Ga ⊆ {Gh : h ∈ A}. Supongamos
que a ∈ A, entonces si xM ∈ Ga se sigue que a(xM) > s. Por densidad se tiene que h(xM) > s
para alguna funcio´n h ∈ A. De lo que se sigue que xM ∈ Gh para alguna funcio´n h ∈ A. Rec´ıpro-
camente, supongamos que a 6∈ A, entonces existe un clopen O (C es 0-dimensional, recordemos
que la base de abiertos de βω = C es {Aβω : A ⊆ ω}) tal que a ∈ O y O ∩ A = ∅, es decir,
para algu´n M ⊆ ω se tiene que a ∈ δ(M) y δ(M) ∩ A = ∅. Entonces por (4.3), a(xM) ≥ t y
h(xM) ≤ s para todo h ∈ A. Por tanto, xM ∈ Ga \
⋃{Gx : x ∈ A}, lo cual es una contradiccio´n.
Supongamos, razonando por reduccio´n al absurdo, que X es tp(K)-Lindelo¨f. Entonces el con-
junto ∆, por ser tp(K)-cerrado, es tp(K)-Lindelo¨f. Veamos que C tiene tightness numerable
(i.e. ∀A ⊆ C y p ∈ A existe un subconjunto B ⊆ A numerable tal que p ∈ B).
Sea A ⊆ C y a ∈ A se tiene que Ga ⊆
⋃{Gx : x ∈ A} y dado que Ga es tp(K)-Lindelo¨f existe
B ⊆ A numerable tal que Ga ⊆
⋃{Gx : x ∈ B}. Luego a ∈ B.
Por consiguiente, C tiene tightness numerable, y por ser homeomorfo a βω, se sigue que βω
tiene tightness numerable. Por el corolario 4.4.12 llegamos a una contradiccio´n. 
Proposicio´n 4.4.19 Sea (X, tp(D)) un espacio compacto, metrizable y con medida (de Haar)
µ estrictamente positiva, donde D ⊂ Cp(X). Sea K = DR
X
. Si X es tp(K)-Lindelo¨f, entonces
D es fragmentable.
Demostracio´n. Razonemos por reduccio´n al absurdo, supongamos que la familia de funciones
D no es fragmentable. Recordemos que por la nota 4.1.5 sabemos que el hecho de que la familia
de funciones D no sea framentable implica que X no esta´ fragmentado por la norma supremo
ρ. Por consiguiente, existe un subconjunto F tp(D)-cerrado de X (y, por tanto, tp(D)-compacto
y metrizable) y un  > 0 tal que para todo U tp(D)-abierto de F se tiene que diam(f(U)) ≥ 
para todo f ∈ D. Como las propiedades de X se conservan bajo tp(D)-cerrados razonaremos
para F = X. Luego supondremos que ρ(x, x′) = sup{|f(x) − f(x′)| : f ∈ D} ≥  para todos
los x, x′ ∈ X tales que x 6= x′.
Por la proposicio´n 4.4.18 se tiene que K ⊂ B1(X). Sea el conjunto:
U = {U ⊂ X : U es de Borel, tp(K)-abierto y µ(U) = 0}.
Consideramos G =
⋃U y C = X \G. Notemos que C 6= ∅, ya que en caso contrario, por ser X
tp(K)-Lindelo¨f, se podr´ıa expresar como unio´n numerable de elementos de U , y se tendr´ıa que
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µ(X) = 0.
Sea la aplicacio´n:
ϕ : (K, tp(X)) −→ (L1(X,µ), norma)
f 7−→ [f ]
Veamos que ϕ es continua. Sea A ⊆ K y f ∈ ARX , por ser B1(X) ange´lico (ve´ase el teore-
ma 2.3.31) existe una sucesio´n {fn : n ∈ ω} ⊆ A tal que fn converge puntualmente a f en X.
Por el teorema de la convergencia dominada de Lebesgue se tiene que
∫
fndµ→
∫
fdµ y como
|fn − f | → 0, entonces
∫ |fn − f | → 0. Por lo tanto ϕ(f) ∈ ϕ(A).
Se sigue que ϕ(K) es compacto y metrizable (ya que tiene una norma) y ϕ : (K, tp(X)) −→
ϕ(K) es una aplicacio´n cociente. Aplicando el lema 4.2.5 se sigue que C(ϕ(K)) es separable en
la norma.
Veamos que dados f, g ∈ K, si ϕ(f) = ϕ(g), entonces f(x) = g(x) para todo x ∈ C:
Sea V = {x ∈ X : f(x) = g(x)}. Recordemos que dado que [f ] = [g] se tiene que f = g casi
por todas partes.
Dado x0 ∈ V existe un r > 0 tal que |f(x0)−g(x0)| = r. Tomamos el entorno W = Ux0(f, g; r3) ={x ∈ X : |f(x) − f(x0)| < r3 , |g(x) − g(x0)| < r3}. Como W ⊂ V se llega a que V ∈ U . Por
tanto, C ∩ V = ∅.
Observemos que cada elemento x ∈ C define una aplicacio´n xˆ sobre ϕ(K) continua de la
siguiente manera:
xˆ : ϕ(K) −→ R
ϕ(f) 7−→ xˆ(ϕ(f)) = f(x)
Veamos la continuidad de xˆ. Dada una sucesio´n {ϕ(fn) : n ∈ ω} que converge a ϕ(f), tenemos
que ver si xˆ(ϕ(fn))→ xˆ(ϕ(f)), es decir, si fn(x)→ f(x).
Como ϕ(fn) → ϕ(f) se sigue que [fn] → [f ]. Como {fn : n ∈ ω} ⊆ K ⊂ B1(X), por ser
B1(X) ange´lico, existe una subsucesio´n {fnk : k ∈ ω} que converge puntualmente a una funcio´n
g. Luego [fnk ] → [g] y por lo tanto [f ] = [g], es decir, f(x) = g(x) para todo x ∈ C. Por
consiguiente, fnm(x)→ g(x) = f(x).
Definimos el conjunto Cˆ = {xˆ : x ∈ C}. Dado que Cˆ ⊂ C(ϕ(K)), se sigue que (Cˆ, ‖ · ‖) es
separable.
Notemos que:
ρ(x, x′) = sup{|f(x)− f(x′)| : f ∈ D} = sup{|f(x)− f(x′)| : f ∈ K} = ‖xˆ− xˆ′‖.
Entonces ((Cˆ, ‖ · ‖) es isome´trico a (C, ρ). Como el primer espacio es separable y el segundo es
discreto se sigue que C es numerable. Por consiguiente, C y G = X \C son conjuntos de Borel
y µ(C) = 0. Notemos que por ser C numerable µ(X) = µ(X \ C) + µ(C). Si probamos que
µ(G) = 0 llegamos a una contradiccio´n. Tomamos un subconjunto compacto de G. El hecho
de que D separe los puntos de X implica que su topolog´ıa tp(K) es ma´s fina que su topolog´ıa
natural, por lo que L es tp(K)-cerrado en X y, por consiguiente, es tp(K)-Lindelo¨f. Entonces L
se puede cubrir con una cantidad numerable de elementos de U , por lo tanto µ(L) = 0. Por ser
µ una medida regular se llega a que µ(G) = 0. 
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Teorema 4.4.20 (Casacales, Namioka y Vera) Sea (X, tp(D)) un espacio compacto, don-
de D ⊆ C(X). Sea K = DRX . Si X es tp(K)-Lindelo¨f, entonces D es fragmentable.
Demostracio´n. Sea F un subconjunto cerrado de (X, tp(D)) y D˜ ⊂ D un subconjunto nume-
rable. Sabemos que (F, tp(D˜)) es compacto y metrizable. Consideramos el conjunto K˜ = D˜
RF
.
Como la aplicacio´n id : (F, tp(K)) → (F, tp(K˜)) es continua, dado que K˜ ⊂ K, se sigue que
(F, tp(K˜)) es Lindelo¨f. Por la proposicio´n 4.4.19 se tiene que D˜ es fragmentable. Finalmente,
por el lema 4.1.6, el teorema 4.2.4 y el teorema 4.4.1 se tiene que D es fragmentable. 
Corolario 4.4.21 Sea X un espacio compacto, D un subconjunto puntualmente acotado de
C(X) que separa los puntos de X y K = D
RH
. Si X es tp(K)-Lindelo¨f, entonces para cada
subconjunto cerrado F de X existe un subconjunto Z de F denso y Gδ tal que {f |F : f ∈ K}
es equicontinua en cada punto de Z.
Demostracio´n. Con la topolog´ıa puntual se tiene que K es un espacio compacto, y D es un
subconjunto denso de K. A cada x ∈ X le podemos asociar la funcio´n hˆ ∈ C(K) definida por
hˆ(f) = f(h) para cada f ∈ K. Luego la aplicacio´n:
ψ : X −→ (Xˆ, tp(D))
x 7−→ xˆ
es un homeomorfismo. Por hipo´tesis se tiene que Hˆ es tp(K)-Lindelo¨f. Aplicando el teore-
ma 4.4.20 se tiene que (Xˆ, tp(D)) es fragmentable por la norma, o equivalentemente, se tiene
que X esta´ framgentado por ρ, donde ρ es una me´trica definida sobre X como sigue:
ρ(x, x′) = sup
f∈K
|f(x)− f(x′)|, para x, x′ ∈ X.
Sea F un subconjunto cerrado en X, sabemos que ρF es casi-continua. Por la proposicio´n 4.1.7
se tiene que Z = Cont(ρ|F ) es Gδ y denso en F . Por tanto, {f |F : f ∈ K} es equicontinua en
cada punto de Z. 
Nota 4.4.22 La prueba del teorema 4.1.18 es una adaptacio´n de la prueba del teorema de
Stegall [46]. La prueba del teorema de Corson y Glicksberg 4.2.1 se encuentra en [10]. La
demostracio´n del teorema 4.3.2 se ha extra´ıdo de [47]. Por u´ltimo, las ideas y el resultado
principal del apartado 4.4 se encuentran en [5].
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A.1.1. Topolog´ıas en espacios de funciones
Dados dos espacios topolo´gicos X e Y presentamos algunas topolo´gias con las que pode-
mos equipar el conjunto Y X , constituido por todas las funciones de X en Y , y su subconjunto
C(X, Y ) = {f ∈ Y X : f es una fncio´n continua}. En el caso de que Y = R escribimos simple-
mente C(X). Otro subconjunto interesante es el formado por las funciones continuas y acotadas,
que denotaremos por C∗(X, Y ).
Dichas topolog´ıas son la topolog´ıa de la convergencia puntual, la topolog´ıa de la convergencia
compacta, la topolog´ıa de la convergencia uniforme y la topolog´ıa compacto-abierta.
Definicio´n A.1.1 Dado x ∈ X y V ⊂ Y abierto consideramos el conjunto:
S(x;V ) = {f ∈ Y X : f(x) ∈ V }.
Los conjuntos S(x, V ) forman una subbase para una topolog´ıa sobre Y X , la cual se conoce como
la topolog´ıa de la convergencia puntual (o topolog´ıa punto-abierta).
Denotamos por Cp(X, Y ) al espacio C(X, Y ) equipado con la topolog´ıa de la convergencia
puntual. Notemos que esta topolog´ıa es precisamente la topolog´ıa producto, la cual se carac-
teriza como la mı´nima topolog´ıa que hace continua a cualquier proyeccio´n pix : Y
X → Y .
Observemos que S(x;V ) es el conjunto pi−1x (V ).
El siguiente resultado justifica porque´ esta topolog´ıa se la conoce como la topolog´ıa de la
convergencia puntual:
Proposicio´n A.1.2 Una sucesio´n {fn : n ∈ ω} de funciones converge a una funcio´n f en la
topolog´ıa de la convergencia puntual si y so´lo si para cada x ∈ X la sucesio´n {fn(x) : n ∈ ω}
en Y converge a f(x).
Demostracio´n. Ve´ase 46.1. en [32]. 
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Describamos co´mo obtener una base para esta topolog´ıa. Para cada subconjunto finito
{x1, . . . , xn} de X y cada subcoleccio´n finita de abiertos {V1, . . . , Vn} en Y denotamos por:
U˜(x1, . . . , xn;V1, . . . , Vn)
al suconjunto pi−1x1 (V1) ∩ pi−1x2 (V2) ∩ . . . pi−1xn (Vn), es decir, al conjunto de funciones f ∈ Y X tales
que f(xi) ∈ Vi, para cada i = 1, . . . , n.
La familia de todos los conjuntos de este tipo constituye una base para esta topolog´ıa. Por
consiguiente:
U(x1, . . . , xn;V1, . . . , Vn) = U˜(x1, . . . , xn;V1, . . . , Vn) ∩ C(X, Y )
es una base para Cp(X, Y ).
Proposicio´n A.1.3 Sea B una base de la topolog´ıa de Y y BY (y) una base de entornos para
cada y ∈ Y . Entonces:
(a) La familia:
{U˜(x1, . . . , xn;B1, . . . , Bn) : n ∈ ω, xi ∈ X,Bi ∈ B}
es una base para la topolog´ıa en Y X , mientras que la familia:
{U(x1, . . . , xn;B1, . . . , Bn) : n ∈ ω, xi ∈ X,Bi ∈ B}
es una base para Cp(X, Y ).
(b) Dado f ∈ Y X , la familia de todos los conjuntos de la forma:
U˜f (x1, . . . , xn;B1, . . . , Bn) = {g ∈ Y X : g(xi) ∈ Bi, i = 1, . . . , n}
donde n ∈ ω, xi ∈ X, Bi ∈ BY (f(xi)), para cada i = 1, . . . , n, es una base de entornos de
f ∈ Y X , mientras que los conjuntos:
Uf (x1, . . . , xn;B1, . . . , Bn) = {g ∈ C(X, Y ) : g(xi) ∈ Bi, i = 1, . . . , n}
constituyen una base de entornos de f ∈ Cp(X, Y ).
En el caso de que el espacio Y sea un espacio metrizable, podemos emplear como base de
entornos en Y a la familia de bolas abiertas. Por tanto, los conjuntos:
U˜f (x1, . . . , xn; ) = {g ∈ Y X : d(f(xi), g(xi)) < , i = 1, . . . , n}
forman una base de entornos de f ∈ Y X (donde d es una me´trica que define la topolog´ıa de
Y ). Ana´logamente, los conjuntos:
Uf (x1, . . . , xn; ) = {g ∈ C(X, Y ) : d(f(xi), g(xi)) < , i = 1, . . . , n}
forman una base de entornos de f ∈ Cp(X, Y ).
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Definicio´n A.1.4 Sea (Y, d) un espacio me´trico y X un espacio topolo´gico. Dados f ∈ Y X ,
un subespacio compacto C de X y  > 0, los conjuntos:
BC(f ; ) = {g ∈ Y X : sup{d(f(x), g(x)) : x ∈ C} < }
forman una base para una topolog´ıa sobre Y X , la cual se conoce como topolog´ıa de la con-
vergencia compacta.
El siguiente resultado justifica porque´ esta topolog´ıa se la conoce como la topolog´ıa de la
convergencia compacta:
Proposicio´n A.1.5 Una sucesio´n {fn : n ∈ ω} de funciones converge a una funcio´n f en la
topolog´ıa de la convergencia compacta si y so´lo si para cada subconjunto compacto C ⊂ X la
sucesio´n {fn|C : n ∈ ω} converge uniformemente a f .
Demostracio´n. Ve´ase 46.2. en [32]. 
Definicio´n A.1.6 Sea (Y, d) un espacio me´trico y X un espacio (compacto). Dados f ∈ Y X y
un nu´mero  > 0, los conjuntos:
B(f ; ) = {g ∈ Y X : sup{d(f(x), g(x)) : x ∈ X} < }
forman una base para una topolog´ıa sobre Y X , que se conoce como topolog´ıa de la conver-
gencia uniforme.
Denotaremos por Cu(X, Y ) al espacio C(X, Y ) equipado con esta topolog´ıa.
Proposicio´n A.1.7 Una sucesio´n {fn : n ∈ ω} de funciones converge a una funcio´n f en la
topolog´ıa de la convergencia uniforme si y so´lo si la sucesio´n {fn|C : n ∈ ω} converge unifor-
memente a f .
La relacio´n entre las tres topolog´ıas queda establecida en la siguiente proposicio´n:
Proposicio´n A.1.8 Sea X un espacio topolo´gico e (Y, d) un espacio me´trico. Para el espacio
de funciones Y X tenemos las siguientes inclusiones topolo´gicas:
(convergencia puntual) ⊂ (convergencia compacta) ⊂ (convergencia uniforme)
Si X es compacto, las dos u´ltimas coinciden, y si X es discreto las dos primeras coinciden.
Observemos que para la definicio´n de la topolog´ıa de la convergencia compacta y la topolog´ıa
de la convergencia uniforme se precisa que el espacio Y sea metrizable, mientras que la topolog´ıa
de la convergencia puntual se puede definir para cualquier espacio topolo´gico Y . En la bu´squeda
de si alguna de estas dos topolog´ıas se puede extender a un espacio topolo´gico arbitrario surge
la topolog´ıa compacto-abierta. En el espacio C(X, Y ), si Y es metrizable, esta topolog´ıa coincide
con la de la convergencia compacta.
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Definicio´n A.1.9 Sean X e Y espacios topolo´gicos. Si C es un subconjunto compacto de X y
U es un subconjunto abierto de Y definimos el conjunto:
S(C;U) = {f ∈ C(X, Y ) : f(C) ⊂ U}.
Los conjuntos S(C;U) forman una subbase para una topolog´ıa sobre C(X, Y ), la cual se conoce
como la topolog´ıa de la convergencia uniforme.
Denotaremos por CCA(X, Y ) al espacio C(X, Y ) equipado con esta topolog´ıa. Se sigue de la
definicio´n que esta topolog´ıa es ma´s fina que la topolog´ıa puntual.
Proposicio´n A.1.10 Sea X un espacio topolo´gico e (Y, d) un espacio me´trico. Sobre el espacio
de funciones C(X, Y ), la topolog´ıa compacto-abierta y la topolog´ıa de la convergencia compacta
coinciden.
Demostracio´n. Ve´ase 46.8. en [32]. 
Observacio´n A.1.11 Por las proposiciones A.1.8 y A.1.10 se tiene que si X es compacto e
Y es metrizable, entonces en el espacio de funciones C(X, Y ) la topolog´ıa compacto-abierta y
la topolog´ıa de la convergencia uniforme coinciden.
A.1.2. Aplicacio´n evaluacio´n
Sea X un conjunto y F ⊂ RX una familia de funciones. Entonces para cada x ∈ X existe
una aplicacio´n gx : F → R definida por gx(f) = f(x) para todo f ∈ F . Si consideramos
ψF(x) = gx para x ∈ X obtenemos la aplicacio´n evaluacio´n ψF : X → RF .
Proposicio´n A.1.12 Para todo espacio X y todo subespacio F ⊂ RX la aplicacio´n gx : F → R
es continua para todo x ∈ X.
Demostracio´n. Sea x ∈ X y f ∈ F . Veamos que gx es continua en f . Sea  > 0 y B(gx(f), )
entorno ba´sico de gx(f) (= f(x)). Tomamos Uf (x, ) entorno de f . Notemos que |gx(h)−gx(f)| =
|h(x)− f(x)| <  para todo h ∈ Uf (x, ). 
Proposicio´n A.1.13 Para todo espacio X y todo subespacio F ⊂ Cp(X) la aplicacio´n ψF :
X → Cp(F) es continua.
Demostracio´n. Sea x ∈ X y Ugx(f1, . . . , fk; ) un entorno ba´sico de gx en Cp(F). Como cada
fi ∈ F ⊂ Cp(X) se sigue que (ψF)−1 (Ugx(f1, . . . , fk; )) =
k⋂
i=1
f−1j ([fj(x)− , fj(x) + ]) es un
entorno abierto de x en X. Por tanto, ψF es continua. 
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A.1.3. Aplicacio´n restriccio´n
Sea X un espacio topolo´gico y Y ⊆ X. Denotamos por piY : Cp(X)→ Cp(Y ) a la aplicacio´n
que restringe toda funcio´n de Cp(X) al espacio Y , es decir, tal que piY (f) = f |Y para todo
f ∈ Cp(X). El subespacio piY (Cp(X)) ⊆ Cp(Y ) lo denotamos por Cp(Y |X).
Proposicio´n A.1.14 Sea Y ⊂ X, entonces:
(i) La aplicacio´n piY es continua y piY (Cp(X)) = Cp(Y ).
(ii) Si Y es cerrado en X, entonces piY es una aplicacio´n abierta de Cp(X) sobre el subespacio
piY (Cp(X)) de Cp(Y ).
Demostracio´n. Ve´ase 0.4.1. en [1]. 
A.1.4. Funciones en espacios producto
Funciones separadamente continuas
Sea F : X×Y → (M,d) una funcio´n donde X e Y son espacios topolo´gicos de Hausdorff y M
es un espacio me´trico. Fijado x ∈ X consideramos la funcio´n parcial Fx : Y → (M,d) definida
por Fx(y) = F (x, y). Ana´logamente, fijado y ∈ Y obtenemos la funcio´n parcial F y : X → (M,d)
definida por F y(x) = F (x, y).
Se dice que F es una funcio´n separadamente continua cuando las funciones parciales Fx
y F y son continuas para todo x ∈ X y para todo y ∈ Y respectivamente. Denotamos al conjunto
de funciones separadamente continuas sobre X×Y que toman valores en M por SC(X×Y,M).
Si M = R escribimos simplemente SC(X × Y ).
Nota A.1.15 Dado un espacio topolo´gico X y F ⊆ Cp(X) se define cano´nicamente la aplica-
cio´n:
Φ : X × F −→ R
(x, f) 7−→ Φ(x, f) = f(x)
Veamos que es separadamente continua.
Demostracio´n. Fijado f ∈ F , la aplicacio´n Φf : X −→ R coincide con f , la cual esta´ en Cp(X).
Fijado x ∈ X, la aplicacio´n Φx : F −→ R es continua, porque la topolog´ıa de la convergencia
puntual es la mı´nima topolog´ıa que hace que estas aplicaciones sean continuas. 
Nota A.1.16 Rec´ıprocamente, si partimos de una aplicacio´n separadamente continua Φ :
X × F −→ R, donde X y F son dos espacios topolo´gicos. Podemos considerar que F es un
subconjunto de C(X) mediante la aplicacio´n:
Ψ : F −→ C(X)
f 7−→ Ψ(f)
tal que, para cada x ∈ X, Ψ(f)[x] = Φ(x, f).
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Notemos que con esta identificacio´n Ψ no es inyectiva en general. Es por ello que se considera
el espacio cociente
F
∼ con la relacio´n de equivalencia ∼ sobre F :
f ∼ g ⇐⇒ Φ(x, f) = Φ(x, g), ∀x ∈ X.
Con esta identificacio´n si sustituimos F por F˜ =
F
∼ se tiene que la aplicacio´n Ψ es inyectiva.
Sean X1, . . . , Xn e Y espacios topolo´gicos y sea f : X1×. . .×Xn → Y una aplicacio´n. Fijado
i ∈ {1, . . . , n}, para cada x = (x1, . . . , xi−1, xi+1, . . . , xn) ∈ X1 × . . .×Xi−1 ×Xi+1 × . . .×Xn,
definimos la funcio´n fx : Xi → Y tal que fx(xi) = f(x1, . . . , xi−1, xi, xi+1, . . . , xn) para cada
xi ∈ Xi.
Se dice que f es separadamente continua si para todo i ∈ {1, . . . , n} y todo x ∈ X1 × . . .×
Xi−1 ×Xi+1 × . . .×Xn la funcio´n fx es continua.
Nota A.1.17 Sean X1, . . . , Xn e Y espacios topolo´gicos y sea f : X1 × . . . × Xn → Y una
aplicacio´n. Sean los subconjuntos A1 ⊂ X1, . . . , An ⊂ Xn. Si para todo i ∈ {1, . . . , n} y todo
x ∈ A1 × . . .× Ai−1 × Ai+1 × . . .× An se tiene que fx(Ai) ⊂ fx(Ai). Entonces:
f(A1 × . . .× An) ⊂ f(A1 × . . .× An).
Demostracio´n. Se prueba por induccio´n. Si n = 1 es inmediato. Supongamos que se cumple
hasta n− 1 (n ≥ 2), veamos que se cumple para n. Para cualquier punto x ∈ A1 × . . .×An−1,
sabemos que fx(An) ⊂ fx(An), por lo que f(A1 × . . .× An) ⊂ f(A1 × . . .× An−1 × An).
Como para cada xn ∈ An la funcio´n fxn : X1 × . . . × Xn−1 → Y satisface la hipo´tesis de
induccio´n se sigue que:
f(A1 × . . .× An) ⊂ f(A1 × . . .× An).

Observemos que si la funcio´n f : X1× . . .×Xn → Y es separadamente continua se satisfaces
las condiciones de la nota anterior.
Aplicacio´n exponencial
Sean X, Y y Z espacios topolo´gicos y ΛZX,Y la aplicacio´n exponencial que va de Z
X×Y a
(ZY )X definida por:
ΛZX,Y (f)(x)(y) = f(x, y),
para cada f ∈ ZX×Y , x ∈ X, y ∈ Y . Si Z = R, escribimos ΛX,Y para referirnos a la aplicacio´n
exponencial. El siguiente resultado es fa´cil de comprobar:
Proposicio´n A.1.18 Sean X e Y espacios topolo´gicos. Entonces:
(i) ΛX,Y (SC(X × Y )) = C(X,Cp(Y ));
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(ii) ΛX,Y (C
∗(X × Y )) ⊃ C∗(X,C∗u(Y )).
Proposicio´n A.1.19 Sea Y un espacio localmente compacto y X y Z espacios arbitrarios. Si
se considera la topolog´ıa de la convergencia compacto-abierta para los espacios de funciones.
entonces la aplicacio´n ΛZX,Y es un homeomorfismo.
Demostracio´n. Ve´ase XII.5.3. en [15]. 
A.2. Conjuntos Anal´ıticos
Definicio´n A.2.1 Sea X un espacio polaco. Un subconjunto A ⊂ X se dice anal´ıtico si existe
un espacio polaco Y y una funcio´n continua f : X → X tales que f(Y ) = A.
El conjunto vac´ıo es anal´ıtico, basta tomar Y = ∅. Otra definicio´n alternativa (ve´ase 6.4. en [27])
es la anterior pero considerando Y = ωω y A 6= ∅. La coleccio´n de los conjuntos anal´ıticos en
X se denota por Σ11(X). Se sigue de 13.7. en [27] que todo conjunto de Borel es un conjunto
anal´ıtico.
Proposicio´n A.2.2 Sea X un espacio polaco y A ⊂ X. Las siguientes condiciones son equi-
valentes:
(a) A es anal´ıtico.
(b) Existe un espacio polaco Y y un conjunto de Borel B ⊆ X × Y tales que A = projX(B).
(c) Existe un conjunto cerrado F ⊆ X × ωω con A = projX(F ).
Demostracio´n. Ve´ase 14.3. en [27]. 
A.3. Compactificacio´n de Stone-Cˇech
Teorema A.3.1 Sea X denso en T . Las siguientes afirmaciones son equivalentes:
(i) Toda aplicacio´n continua τ de X en un espacio compacto Y posee una extensio´n continua
τ que va de βX a Y .
(ii) X esta´ C∗-sumergido en T .
(iii) Todo par de conjuntos cero disjuntos en X poseen clausuras en T que son disjuntas.
(iv) Sean Z1 y Z2 conjuntos cero en X, entonces Z1 ∩ Z2T = Z1T ∩ Z2T .
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Demostracio´n. Ve´ase 6.4. en [20]. 
Teorema A.3.2 Todo espacio completamente regular X tiene una compactificacio´n βX, con
las siguientes propiedades:
(i) Toda aplicacio´n continua τ de X en un espacio compacto Y posee una extensio´n continua
τ que va de βX a Y .
(ii) Toda funcio´n f ∈ C∗(X) tiene una extensio´n fβ ∈ C(βX).
(iii) Todo par de conjuntos cero disjuntos en X poseen clausuras en βX que son disjuntas.
(iv) Sean Z1 y Z2 conjuntos cero en X, entonces Z1 ∩ Z2βX = Z1βX ∩ Z2βX .
Demostracio´n. Ve´ase 6.5. en [20]. 
Nota A.3.3 1. El espacio βX se conoce como la compactificacio´n de Stone-Cˇech de X.
Segu´n el teorema anterior viene caracterizada como la compactificacio´n de X en la cual
X esta´ C∗-sumergido.
2. La aplicacio´n f → fβ es un isomorfismo de C∗(X) sobre C(βX).
A.4. Espacios localmente compactos y k-espacios
Definicio´n A.4.1 Un espacio topolo´gico X es un espacio localmente compacto si para todo
x ∈ X existe un entorno U de x tal que U es un subespacio compacto de X.
Definicio´n A.4.2 Un espacio topolo´gico X se dice que es un k-espacio si es de Hausdorff
y es imagen bajo una aplicacio´n cociente de un espacio localmente compacto. Claramente todo
espacio localmente compacto es un k-espacio.
Veamos la siguiente caracterizacio´n de k-espacio.
Proposicio´n A.4.3 Un espacio de Hausdorff X es un k-espacio si y so´lo si todo conjunto que
intersectado con cualquier compacto es cerrado en el compacto tambie´n es cerrado en X.
Demostracio´n. Ve´ase 3.10.18. en [16]. 
Proposicio´n A.4.4 Todo espacio que cumple el primer axioma de numerabilidad es un k-
espacio.
Demostracio´n. Ve´ase 3.10.20. en [16]. 
Corolario A.4.5 La propiedad de ser k-espacio es hereditaria tanto por subconjuntos cerrados
como por subconjuntos abiertos.
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A.5. Espacios Lindelo¨f
Definicio´n A.5.1 Un espacio topolo´gico X es un espacio Lindelo¨f si es regular y todo recu-
brimiento por abiertos de X admite un subrecubrimiento numerable.
Proposicio´n A.5.2 Todo espacio que cumple el segundo axioma de numerabilidad es Lindelo¨f.
Proposicio´n A.5.3 Todo espacio Lindelo¨f es normal.
Demostracio´n. Ve´ase 3.8.2. en [16]. 
Proposicio´n A.5.4 Todo subespacio cerrado de un espacio Lindelo¨f es Lindelo¨f.
Demostracio´n. Ve´ase 3.8.3. en [16]. 
Proposicio´n A.5.5 Todo espacio k-anal´ıtico es Lindelo¨f.
Demostracio´n. Ve´ase en [18]. 
A.6. Espacios numerablemente Cˇech-completos y Cˇech-
completos
Definicio´n A.6.1 Decimos que que el dia´metro de un subconjunto A de un espacio topolo´gico
X es menor que un recubrimiento A = {As}s∈S del espacio X, y lo denotamos por δ(A) < A,
si existe un s ∈ S tal que A ⊂ As.
Definicio´n A.6.2 Un espacio de Tychonoff X es un espacio numerablemente Cˇech-completo
si y so´lo si existe una familia numerable {Ai}∞i=1 de recubrimientos por abiertos de X satisfa-
ciendo la siguiente propiedad: toda familia numerable y decreciente F de subconjuntos cerrados
de X que contiene conjuntos de dia´metro menor que Ai para cada i ∈ ω tiene interseccio´n no
vac´ıa.
Veamos que todo espacio me´trico completo (X, d) es numerablemente Cˇech-completo. Para
ello consideramos, para cada n ∈ N , el cubrimiento por abiertos An = {B(x, 1/n) : x ∈ X}
de X. Sea {Cn : n ∈ N} una familia numerable y decreciente de conjuntos cerrados de X con
dia´metro menor que Ai para cada i ∈ ω. Por el teorema de encaje de Cantor se sigue que∞⋂
n=1
Cn 6= ∅.
Ana´logamente, se prueba que todo espacio localemente compacto X es numerablemente Cˇech-
completo. Elegimos, para cada n ∈ ω, el conjunto An formado por todos los abiertos que son
relativamente compactos en X y razonamos como en el caso anterior.
Proposicio´n A.6.3 Todo espacio numerablemente Cˇech-completo es un espacio de Baire.
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Demostracio´n. Ve´ase 3.9.3. en [16]. 
Es sencillo ver que todo cerrado de un espacio numerablemente Cˇech-completo es nume-
rablemente Cˇech-completo. Sin embargo en [17] se prueba que el producto de dos espacios
numerablemente Cˇech-completos es un espacio de Baire, pero no tiene porque ser numerable-
mente Cˇech-completo.
Una clase de espacios contenida en la clase de espacios numerablemente Cˇech-completo con
mejores propiedades es la siguiente:
Definicio´n A.6.4 Un espacio de Tychonoff X es un espacio Cˇech-completo si y so´lo si exis-
te una familia numerable {Ai}∞i=1 de recubrimientos por abiertos de X satisfaciendo la siguiente
propiedad: toda familia F de subconjuntos cerrados de X con la propiedad de la interseccio´n
finita que contiene conjuntos de dia´metro menor que Ai para cada i ∈ ω tiene interseccio´n no
vac´ıa.
En [16] podemos encontrar una caracterizacio´n interesante de espacio Cˇech-completo. Un
espacio topolo´gico X es Cˇech-completo si se puede expresar como un subconjunto Gδ de un
espacio compacto y de Hausdorff Y (i.e. si existe un espacio Z compacto y de Hausdorff y una
familia de abiertos {An : n ∈ ω} en Z tales que X =
⋂
n∈ω
An).
Proposicio´n A.6.5 Todo espacio Cˇech-completo es un k-espacio.
Demostracio´n. Ve´ase 3.9.5. en [16]. 
Proposicio´n A.6.6 El producto cartesiano de una familia numerable de espacios Cˇech-completos
es Cˇech-completo.
Demostracio´n. Ve´ase 3.9.8. en [16]. 
Proposicio´n A.6.7 Todo subespacio cerrado o´ Gδ de un espacio Cˇech-completo es Cˇech-completo.
Demostracio´n. Ve´ase 3.9.6. en [16]. 
A.7. Compacidad secuencial y compacidad numerable
Definicio´n A.7.1 Se dice que x ∈ X es un punto de acumulacio´n de una sucesio´n {xn : n ∈ ω} ⊂
X si para todo entorno U de x existe una cantidad infinita de numeros naturales n tales que
xn ∈ U . Si el espacio es Fre´chet la definicio´n es equivalente a que x sea l´ımite de alguna
subsucesio´n de {xn : n ∈ ω}.
Definicio´n A.7.2 Un subconjunto A de un espacio topolo´gico X es:
- relativamente compacto si A es compacto.
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- relativamente numerablemente compacto si toda sucesio´n en A tiene un punto de
acumulacio´n en X.
- relativamente sucesionalmente compacto si toda sucesio´n en A tiene una subsucesio´n
que converge a un punto de X.
- numerablemente compacto, sucesionalmente compacto si en las dos definiciones an-
teriores el punto de acumulacio´n o el punto l´ımite se encuentra en A.
Proposicio´n A.7.3 Todo espacio topolo´gico X secuencialmente compacto es numerablemente
compacto.
La implicacio´n contraria no se cumple en general. Como contraejemplo se tiene el espacio βω.
Sin embargo cuando el espacio cumple el primer axioma de numerabilidad son equivalentes
(ve´ase 3.10.31. en [16]).
Proposicio´n A.7.4 Sea X un espacio de Hausdorff. Las siguientes condiciones son equivalen-
tes:
(a) El espacio X es numerablemente compacto.
(b) Todo recubrimiento numerable por abiertos de X tiene un subrecubrimiento finito.
Demostracio´n. Ve´ase 3.10.3. en [16]. 
Corolario A.7.5 Un espacio topolo´gico X es compacto si y so´lo si es numerablemente com-
pacto y Lindelo¨f.
Proposicio´n A.7.6 Todo subespacio cerrado de un espacio numerablemente compacto es nu-
merablemente compacto.
Demostracio´n. Ve´ase 3.10.4. en [16]. 
A.8. Pseudocompacidad
Definicio´n A.8.1 Un conjunto A ⊂ X se dice que esta´ acotado en un espacio X si para toda
funcio´n continua sobre X que toma valores reales esta´ acotada sobre A.
Definicio´n A.8.2 Un espacio topolo´gico X se dice que es pseudocompacto si es un espacio
de Tychonoff y toda funcio´n continua que toma valores reales definida en X es acotada.
Proposicio´n A.8.3 Si existe una aplicacio´n continua f : X → Y sobreyectiva entre un espacio
pseudocompacto X y un espacio de Tychonoff Y , entonces Y es un espacio pseudocompacto.
Proposicio´n A.8.4 Todo espacio numerablemente compacto es pseudocompacto.
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Demostracio´n. Ve´ase 3.10.20. en [16]. 
Proposicio´n A.8.5 Todo espacio pseudocompacto y normal es numerablemente compacto.
Demostracio´n. Ve´ase 3.10.3. en [16]. 
Definicio´n A.8.6 Sea X un espacio topolo´gico, se dice que p ∈ X es un punto de acumu-
lacio´n de la sucesio´n {Un : n ∈ N} de subconjuntos de X si para todo entorno V de p se tiene
que V ∩ Un 6= ∅ para una cantidad infinita de enteros n.
Proposicio´n A.8.7 Sea X un espacio de Tychonoff. Las siguientes condiciones son equiva-
lentes:
(a) El espacio X es pseudocompacto.
(b) Toda familia localmente finita de subconjuntos de X abiertos no vac´ıos es finita.
(c) Todo cubrimiento por abiertos localmente finito de X posee un subrecubrimiento finito.
Demostracio´n. Ve´ase 3.10.22. en [16]. 
En el art´ıculo [21] encontramos las siguientes caracterizaciones:
Proposicio´n A.8.8 El espacio X es pseudocompacto si y so´lo si no existe un conjunto no
vac´ıo Gδ contenido en βX \X.
Proposicio´n A.8.9 Un espacio de Tychonoff X es pseudocompacto si y so´lo si toda sucesio´n
de abiertos {Un : n ∈ N} de X posee un punto de acumulacio´n.
Veamos que los espacios pseudocompactos son espacios de Baire.
Proposicio´n A.8.10 Todo espacio regular y pseudocompacto es un espacio de Baire.
Demostracio´n. Sea X un espacio regular y pseudocompacto y sea {U1, U2, . . .} una familia
numerable de abiertos densos en X. Sea V un abierto no vac´ıo de X arbitrario. Veamos que
V ∩
( ∞⋂
n=1
Un
)
6= ∅. Como U1 es denso en X se tiene que V ∩U1 6= ∅. Sea el abierto V1 = V ∩U1,
como U2 es denso en X se sigue que V1 ∩ U2 6= ∅. Por ser X regular podemos encontrar
V2 ⊂ U2 abierto tal que V2 ⊂ V1. Siguiendo este razonamiento de manera inductiva obtenemos
una familia de abiertos no vac´ıos {Vn}n∈ω tal que para todo n ∈ ω se tiene que Vn ⊂ Un y
Vn+1 ⊂ Vn+1 ⊂ Vn. Por la proposicio´n A.8.7 se sigue que la familia {Vn}n∈ω no es localmente
finita. Por consiguiente, existe un punto x ∈ X tal que todo entorno intersecta a infinitos Vn.
Por tanto, x ∈
∞⋂
n=1
Vn. Como Vn+1 ⊂ Vn para todo n, entonces
∞⋂
n=1
Vn 6= ∅. El resultado se sigue
por el hecho de que
∞⋂
n=1
Vn ⊂
∞⋂
n=1
Un 
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Proposicio´n A.8.11 El producto cartesiano X × Y de un espacio pseudocompacto X y un
k-espacio Y es pseudocompacto.
Demostracio´n. Ve´ase 3.10.26. en [16]. 
Corolario A.8.12 El producto cartesiano X×Y de un espacio pseudocompacto X y un espacio
compacto Y es pseudocompacto.
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