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Reinforcement learning applied to manufacturing material handling
Applying machine learning methods to improve the efficiency of complex

manufacturing processes,

such

as

material

handling,

can

be

challenging.

The

interconnectedness of the multiple components that make up such processes and the typically
large number of variables required to specify procedures and plans within them combine to
make it very difficult to map the details of a real-world manufacturing process to an abstract
mathematical representation suitable for machine learning methods.
This work comprises both applied and theoretical results. On the applied side, machine
learning, in particular reinforcement learning, was used to generate increasingly efficient plans
for material handling to satisfy temporally varying product demands in a representative
manufacturing facility. The essential steps in the research included defining a formal
representation of a realistically complex material handling plan, specifying a set of suitable
plan change operators as reinforcement learning actions, implementing a simulation-based
multi-objective reward function that considers multiple components of material handling costs,
and abstracting the many possible material handling plans into a state set small enough to
enable reinforcement learning. Extensive experimentation with multiple starting plans showed
that reinforcement learning could consistently reduce the material handling plans’ costs over
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CHAPTER 1

INTRODUCTION

In this chapter, the motivations and goals of this research and the organizational
structure of this dissertation are discussed.
1.1. Motivation and goals
Current trends in advanced manufacturing, such as “make to order” fabrication and
short lifespan products, require manufacturers to be flexible and responsive in order to remain
competitive. In a review on manufacturing flexibility, Sethi defines flexibility as “…
adaptability to a wide range of possible environments that it may encounter” (Sethi and Sethi,
1990). Garrett has stated that a manufacturing firm must be flexible to improve its ability to
manage external and internal uncertainties and changes (Garrett, 1986). Internal changes may
include equipment breakdowns and delays in material handling routing or resource allocation,
and external uncertainties may include a change in demand, a change in the price of the product
and volatility in the market, each of which is caused by a competitive environment (Zelenović,
1982). Of the different types and forms of manufacturing flexibility, this research is interested
in material handling flexibility (Tiwari, Tiwari, and Samuel, 2015; Pérez Pérez, Serrano Bedia,
and López Fernández, 2016).
Material handling (MH) is the activity of transporting materials from place to place
within a manufacturing facility. MH cost includes multiple performance variables, including
labor and equipment costs, time and distance, and the effects of possible material shortages.
1

The cost of MH is significant and non-value-added (i.e., the end product’s value does not
benefit from the MH component of the manufacturing expenses) for manufacturers, thus MH
managers in manufacturing continuously make decisions in order to plan MH processes so
customer demand will be met in a timely manner and adjust resources in response to varying
demand. Thus, the application goal of this research was to facilitate MH flexibility, especially
fast and effective changes to MH plans in response to external uncertainties such as change in
demand (Pujawan and Smart, 2012).
The Steelcase office furniture manufacturing and assembly plant located in Athens,
Alabama was carefully studied and served as a representative real-world example of
manufacturing and MH in this work. This research is potentially of significant interest to
manufacturers, such as Steelcase, because it has the potential to help them to improve the
efficiency and responsiveness of MH in their factories.
To achieve that goal, machine learning, specifically reinforcement learning (RL), was
applied to improve MH plans. Starting from a simple initial MH plan, the RL process produced
a sequence of iteratively modified plans. Those plans were tested and their costs estimated
using an abstract discrete event simulation (DES) (Banks, Carson, Nelson, and Nicol, 2010) of
a factory. The performance of the MH plans in the abstract simulation was used as the reward
in the RL algorithm. After each plan was generated and tested, the RL algorithm revised it
using one of a set of MH-specific plan change operators. Based on the rewards, the RL
algorithm learned which of the operators to apply in different situations to improve the plan
over the iterations of the learning process.
The theoretical goal of this research was to investigate two important open questions
in RL. The first question concerns the balance between exploration and exploitation, which is
2

an important parameter of an RL process. This work shows how the RL algorithm’s
effectiveness varies for different epsilon (ε) values when following ε-greedy policy, the
learning agent selects the action with maximum value (exploitation) with probability 1- ε or
selects a random action (exploration) with probability ε; in the latter case, all actions are
equally likely to be selected (Sutton and Barto, 1998). This may be among the first studies of
exploration and exploitation in the context of a realistically complex, real-world application.
The second question concerns the stability of an artificial neural network (ANN) as an
approximator for the RL states. This work shows that an ANN can learn action values, even
when challenged by an RL problem with a very large state-space.
1.2. Research overview
Two distinct computational processes are linked to generate and improve factory MH
plans. The goal of those processes is to incrementally improve the effectiveness of a MH plan
by making controlled changes to it. RL was applied to automatically select the changes needed
to improve an MH plan. The two processes are linked in a classic “generate and test” loop. The
RL process (left in Figure 1.1) generates an MH plan.
The initial plans are generated and stored in the repository. A plan is passed to the MH
model (right in Figure 1.1) in machine-readable form, which then simulates MH using the input
plan. A quantitative measure of the plan’s effectiveness (often referred to as the “reward” in
the RL literature), is produced by the model based on the results of the simulation, also in
machine-readable form, and passed back to the RL process. That learning process uses the
results and a set of carefully designed plan change operators to produce a new MH plan for
evaluation in the model. The correct plan change operations to be applied, based on a plan’s
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details and the results of using it, are the subject of the RL process. The generate and test cycle
iterates until the MH plan’s effectiveness has been optimized.
Certain aspects of the situation do not change from iteration to iteration, including the
factory layout (including the locations of workstations, warehouses, and walkways), the types
and numbers of MH equipment available, and the rate at which each workstation consumes
parts. If those situation aspects do change, that triggers a new sequence of iterations to develop
a new plan for the new situation.

Figure 1.1 Research projects overview and relationship
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1.3. Research questions
The following are the research questions addressed in this research:
Applying RL to MH
1. How can MH in a complex factory environment be mapped to the RL problem?
2. Is the efficiency of the RL process for generating efficient MH plans improved by using
previous MH plans as starting points?
3. What is an effective RL method (e.g. temporal difference (TD), Monte Carlo (MC), actorcritique, or others) for generating efficient MH plans?
4. How can a MH plan be changed in response to a reward in order to produce a better plan?
5. How should MH routes be generated and what types(s) of routes are best?
RL reward function
6. What is a suitable RL reward function applied to MH?
7. How can the various components of the cost of MH be included in a multi-objective
function?
8. Will an analytic reward function suffice, or is a simulation-based reward function needed?
9. What are the effects of multi-objective plan-space learning on the balance of exploration
and exploitation in plan-space RL?
Stability of non-linear function approximator in RL
10. Can an ANN stabilize as a non-linear function approximator in a plan-space learning in
RL?
1.4. Organization
The remaining sections of this dissertation are organized as follows. Chapter 2 presents
background concepts on three technical topics involved in this research: RL, MH, and DES.
5

Some of the important definitions and algorithms applicable to this work from those three
fields are discussed. Planning in terms of RL and MH is also discussed.
Chapter 3 defines the different terms used in this research and lists the assumptions and
simplifications made in both of MH and RL to bound the problem. This chapter defines MH
as an RL problem. A literature review of applicable prior work on the application of RL to MH
as well as the combination of an ANN with RL is presented.
Chapter 4 describes the formal representation of three important components of an RL
problem: environment, actions, and reward. This chapter also presents the algorithm used to
generate an RL reward based on an abstract DES.
Chapter 5 describes the formal representation of the RL state with respect to an MH
planning problem, and discusses the learning process using SARSA, a TD algorithm. This
chapter also discusses the RL state derivation mechanism using the reward and it explains the
two-stage action selection process used in this work.
Chapter 6 reports and analyzes the experimental results for the tabular learning method
mentioned in chapter 5. A total of six initial plans were tested. The MH plan reward
improvement along with the resulting policy are reported. Initial and final costs of all the six
initial plans are compared to show improvement.
Chapter 7 gives a brief description of the balancing exploration and exploitation and
reviews the applicable literature. This chapter also reports and analyzes the experimental
results of balancing of exploration and exploitation tested with different ε values.
Chapter 8 discusses the neural network-based function approximators used in solving
RL problems along with a brief literature review. This chapter maps the RL MH plan to a
neural network input features and also defines a new set of actions derived from chapter 4.
6

This chapter also reports and analyzes the results of the neural network-based function
approximator used with an RL MH plan improvement problem.
Finally, chapter 9 examines the entire research on applying RL to a complex MH
problem and briefly restates the answers to all the research questions mentioned in chapter 1,
based on the research work detailed in chapters 3 to 8. This chapter also lists the major
contributions of this research and identifies possible future work.
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CHAPTER 2

BACKGROUND

This chapter presents background concepts on three technical topics involved in this
research: RL, MH, and DES. Some of the important definitions and algorithms applicable to
this work with respect to three fields are discussed. Planning in terms of RL and MH is also
discussed.
2.1. Reinforcement learning
Machine learning methods under artificial intelligence (AI) may be divided into three
categories: supervised learning, unsupervised learning, and reinforcement learning (Bishop,
2006; Russell and Norvig, 2016). Supervised and unsupervised learning methods typically
require large data sets, either to train the learning algorithm (supervised learning) or to provide
sufficient information for the algorithm to learn the pattern or structure in the data
(unsupervised learning). In contrast, RL does not require large data sets; instead, in RL the data
is generated during the learning process in the form of positive and negative rewards for actions
taken, which serve as evaluative feedback for a learning agent (Sutton and Barto, 1998). RL
ideas and algorithms correspond with psychological theories as they are inspired by behaviorist
psychology (more specifically animal learning). Though both fields have mutually benefited
from the ideas developed separately in each field, RL acts as a computational framework and
mainly looks at the problem from an AI perspective in order to produce a learning method or

8

algorithm to solve the problem, as opposed to learning about animal behavior as in behaviorist
psychology.
RL has increased in importance in recent years because of its applicability in various
disciplines, including robotics, gaming, computer vision, business, control system engineering,
simulation-based optimization, and networks. RL may be applicable in any situation where
identifying all possible examples to train the agent is difficult (Sutton and Barto, 1998).
The central idea of RL is that the learning agent learns, over time, what action to take
in any given situation by a process that amounts to methodical trial and error. The learning
agent tries the different actions available to it in different situations and evaluates the outcome
of each action, both in terms of the action’s immediate effect on the environment and its longterm contribution to the learning agent’s overall goals.

Figure 2.1 General framework for RL (Sutton and Barto, 1998)
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In its basic form, RL can be understood in terms of five key elements: environment,
agent, state, action, and reward. Figure 2.1 illustrates the relationship between these elements.
The environment is anything which is outside the learning agent in the RL problem. The agent
is the learner, which learns to map states to actions by attempting actions and interacting with
the environment. The state is the agent’s internal representation or abstraction of a particular
situation or configuration of the environment as perceived by the agent. An action is an
operator that changes some attribute or aspect of the environment that may result in a new
state. An agent in state si may select and takes action ai towards the goal, which takes it to a
new state si+1 and produces a reward ri+1. The reward is an external signal (which is calculated
by a reward function) from the environment in response to an action which tells the agent
whether the action just taken is positive or negative with respect to the agent’s goal. The reward
is a method of communicating the objective of the RL problem to the agent. In general, the
agent seeks to select actions that maximize its long-term cumulative reward. In simple
formulations of RL, the reward value is a scalar (Sutton and Barto, 1998). (The notation used
in this work for representing RL elements was adapted from (Sutton and Barto, 1998)).
In general, a model of the environment is anything the agent uses to predict the
environments behavior (or the environments dynamics). For example, given a particular state
and action, the agent could predict the possible next state and/or the reward. Learning methods
that use a model of the environment are described as model-based, whereas those that do not
are model-free. Model-free learning is the focus of this research, because the dynamics and
probability of moving from one plan to another are unknown.
In a traditional RL task, the learning agent’s environment is defined by a Markov
decision process (MDP). Here, the RL state is expected to retain all the relevant information
10

(or the compact history) of the agents past interactions with the environment during the trial
and error learning. Those states which successfully retain all the relevant information of the
past to predict the future are said to have the Markov property. As mentioned in (Sutton and
Barto, 1998), the MDP and the learning agent gives rise to a sequence of state, action, and
reward as shown in (1).
s0, a0, r1, s1, a1, r2, s2, a2, r3, …

(1)

If, instead of returning the actual state si, the agent’s interaction with environment
returns an observation oi, representing what the agent can perceive of the environment, then
the state and the reward will be a function of the observations. A sequence of this type is shown
in (2).
a0, o0, a1, o1, a2, o2, a3, o3, …

(2)

Two additional components of the RL process are the policy and value functions. The
policy is a total function π: S × A → pr, where S is a set of states, A is a set of actions, and
pr  [0, 1] is a probability. If π(s, a) = pr, then the probability of the learning agent choosing
action a when in state s is pr.
The value function is a secondary reward function that estimates the long-term value,
i.e., the cumulative future reward, when following policy π. There are two types of reward
functions. The first, denoted v(s), is the expected reward starting from state s and following
policy . The second, denoted q(s, a), is the expected reward starting from taking action a in
state s following policy . If the reward value of taking a particular action being in a particular
state stays the same over time, then the RL problem is called stationary; otherwise, it is called
non-stationary.
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The value of each state and state-action pair (s, a) can be determined by the Bellman
equations, which are also called dynamic programming equations (Bellman, 1957). The
Bellman equations specify how the value of the current state and state-action pair of the
learning agent can be estimated using the successor state and state-action pair, respectively.
The value of state si under policy  is denoted v(si); function v is called the state-value
function for policy . Similarly, the value of state-action pair (si, ai) under policy  is denoted
q(si, ai); function q is called the action-value function for policy . Equations (3) and (4) are
the Bellman equations for v and q respectively, for the simplest RL method, the TD (0)
method:

where

v(si) = v(si) + [ri+1 + v(si+1) – v(si)]

(3)

q(si, ai) = q(si, ai) + [ri+1 +  q(si+1, ai) – q(si, ai)]

(4)



represents

a

step-size

parameter

such

that

0







1

and  represents a discount rate parameter such that 0    1 (Sutton and Barto, 1998).
Tabular RL methods use a table to record the approximate values of the state (or stateaction pair). Tabular methods are typically used when there is a small number of states and
actions. In tabular stationary RL, the step size is the mean of the number of visits to the
particular state. In continuous RL problems, as the number of iterations i tends to ∞ the sum
of future rewards tends to ∞, so to keep the future rewards finite, a discount rate is used.
One of the defining characteristics of RL is evaluative feedback, which facilitates
learning the policy by evaluating the actions taken by the learning agent while learning. RL
requires a balance between greedy selection of the action with the maximum reward, as far as
currently known, and non-greedy selection of actions with unknown or currently nonmaximum rewards in order to learn their effectiveness. In the RL context, the former is called
12

exploitation and the latter is called exploration. These aspects differentiate RL learning from
supervised learning, in which the agent is explicitly taught.
The central idea of RL is that the agent learns to influence or gain control of an
environment over which it initially has no control by improving its policy. A policy which is
better than or equal to all other policies for the same problem is called an optimal policy
(denoted v*(s) or q*(s, a)) (Sutton and Barto, 1998). Finding an optimal policy is difficult for
most practical problems, for reasons that include the lack of computational resources to do an
exhaustive search and unknown environment dynamics. Hence, for most practical purposes,
an improved or approximately optimal policy is the goal.

Figure 2.2 Diagram representing generalized policy iteration form (Sutton and Barto,
1998)
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The general way of finding an optimal policy in the RL literature is called policy
iteration. Policy iteration includes two steps: policy evaluation and policy improvement, as
shown in the Figure 2.2. Policy evaluation computes the value function (the state or the stateaction value function) for a given policy. Policy improvement computes an improved policy
given the value function of the current policy. Sutton has used the term generalized policy
iteration to refer to the interaction of the two processes (Sutton and Barto, 1998). Almost all
RL methods use generalized policy iteration.
Generally, RL problems or tasks are divided into two categories of learning: episodic
and continuous.
•

Episodic: In these types of tasks there is a definite stopping condition. Learning stops once
the process reaches the stopping condition. Any MC method can be applied to these types
of tasks.

•

Continuous: In these types of tasks the agent-environment interaction goes on forever, i.e.,
there is no natural stopping condition. Any TD (e.g., SARSA, Q-learning) method can be
applied to these types of tasks.
MC methods are typically applied to small problems, whereas TD methods are applied

to big and complex problems. TD is one of the central and prominent ideas in RL. TD uses a
bootstrapping updating strategy, where at every state transition the value of the previous state
or state-action is updated using the successive state or state-action. Q-learning, a TD method,
is one of the most successful RL methods being used in many applications and game learning.

14

Figure 2.3 Pseudocode of the SARSA algorithm

The RL methods which evaluate or improve the policy that they are using to make
decisions are called on-policy methods (e.g., SARSA) and the methods which evaluate a
different policy other than the one used to make decisions (or to generate the data) are called
off-policy methods (e.g., Q-learning).
Figure 2.3 and Figure 2.4 give the pseudocodes of the traditional SARSA and Qlearning algorithms, adapted from (Sutton and Barto, 1998) for an episodic task, respectively.

15

Figure 2.4 Pseudocode of the Q-learning algorithm

SARSA is an on-policy control method. This method uses a quintuple of state transition
events, (si, ai, ri+1, si+1, a i+1), which gives rise to the name SARSA for the algorithm. Q-learning
is an off-policy control method. In both methods (Figures 2.3 and 2.4), the learning process
starts by initializing the state, the state-action value, and other parameters such as learning rate
16

𝛾 and -greedy action selection probability; this is shown in line 1 and 2. Lines 3-16 describe
the action selection process and the action-value update for a given policy  for each episode.
The only difference between the SARSA and Q-learning algorithms is in line 14; in the SARSA
algorithm (Figure 2.3) the action value update is based on the action of the next state chosen
by ϵ-greedy policy, but in Q-learning (Figure 2.4) the update is based on the action of the next
state which has maximum action-value.
2.2. Material handling
Manufacturing and logistics together account for 20% of the US economy, and MH
plays an important role in these processes (Crain and Crain 2014; Wilson 2014). MH involves
the movement of raw materials and products from one location to another location in the
factory, the protection and storage of the material, and the control of the flow of material from
storage to production locations on the factory floor. MH often uses a wide variety of manual,
semi-automated, and automated equipment that supports logistics and interfaces with supply
chain operations. MH in a manufacturing facility plays a significant role in the efficient and
timely production of finished products to satisfy customer demand. Effective MH not only
contributes to a smooth production environment but also implicitly helps manufacturing and
logistics for planning, forecasting, resource allocation, and inventory management.
As mentioned in chapter 1, MH is a significant non-value-added cost for manufacturers;
thus, MH managers strive to plan and conduct MH so as to enable uninterrupted and efficient
production while minimizing its cost. Moreover, MH plans cannot be static. Changes in
customer demand for a manufacturer’s product require changes to production and thus to MH
in the facility. Generally, most of the products have a different demand rate at a different time
of the year. For example, school furniture is in demand before the beginning of the school year,
17

i.e., in summer, which is when manufacturing will be very tightly scheduled in the furniture
manufacturing industry and for which MH has to be planned accordingly. However, during the
school year, school furniture demand may slow down, then scheduling and planning in
manufacturing needs a new plan. Accounting for other factors, change in demand may be very
frequent, perhaps even weekly. To accommodate such changes in demand, MH processes must
be re-planned. Although manual process (e.g., lean MH) and semi-automated (e.g., enterprise
resource planning) tools are available for planning MH, a fully automated process that can
quickly generate an efficient MH plan for a given demand in a given factory would be very
useful.
Many methods (e.g., just in time, six-sigma) and philosophies have been developed in
order to handle and mange manufacturing processes efficiently (Liker, Hoseus, and Center for
Quality People and Organizations, 2008). The goals of this research coincide with one of the
most important waste minimization management philosophies called lean manufacturing
(Womack, Womack, Jones, and Roos, 1990). Lean manufacturing principles give general
guidelines to make obvious what adds value to manufacturers by reducing everything else, i.e.,
non-value-added cost. In this research, important variables of non-value-added costs
mentioned in lean manufacturing methods relating to MH are used in an MH plan cost
(performance parameters). Thus, this research has developed an automatic plan generation and
improvement framework which implements some of the objectives of lean principles.
The following are some of the common MH systems (or methods) used in
manufacturing:
•

Explicit request based: In this MH system, materials are explicitly requested from the
workstation, i.e., whenever the number of parts stored near the workstation crosses a certain
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threshold, parts are requested manually from the workstation. This type of request comes
under a pull system in lean manufacturing, where materials are replaced only when it is
needed.
•

Subject matter expert (SME) plan based: In this MH system, materials are delivered to the
workstation based on the production schedule and the domain knowledge of the SMEs in
manufacturing. The SMEs, along with MH managers and production planners, use their
experience to plan MH for a given demand. This type of request works well when there is
a sudden change in the production schedule.

•

Semi-automated request based: This is a mixture of the two types of MH systems
mentioned above. Along with the requests triggered by the enterprise resource planning
software based on the production planning, this system uses SME domain knowledge for
planning MH. This type of MH system is usually used by a decentralized manufacturing
unit, i.e., where within the manufacturing unit each different product line that has freedom
to choose a different type of MH system based on its requirements.

•

Milk run and the water spider delivery based: A “milk run” delivery system is a time-fixed,
quantity-variable material replenishment system, whereas a “water spider” delivery system
is a variable-time, quantity-fixed material replenishment system. The main idea in both
replenishment systems is that a dedicated worker is allotted to deliver the materials to the
workstations, so that people working in the assembly line need not to spend time requesting
parts, which helps for a smooth and obstacle-free production flow (Miller, 2010).
However, this overall research is focused on generating an improved MH plan which

does not involve a separate request mechanism; once the demand (as a production schedule) is
fed into the RL MH plan generator, an improved MH plan will be generated which contains
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all the details required to deliver the materials to the relevant workstations to meet the input
demand. This type of MH system connects higher processes such as production planning to
lower processes such as MH planning in the manufacturing process hierarchy.
Though little attention has been given to MH performance measurement and its
parameters in the MH literature, some important MH performance parameters are equipment
utilization, distance travelled by the equipment, extra parts stored near the workstation (space
utilization). Along with the parameters contributing to the total cost of MH, the penalty caused
by the inefficient planning of MH is of interest to this research. The basic assumption is that
simply considering the direct cost of actually doing MH is not sufficient to measure the
performance of an MH plan. The indirect cost that can result from an ineffective MH plan must
be considered. Therefore, in this research both the direct cost of performing MH as specified
in the plan (measured by the parameters mentioned previously) and the indirect cost of the
production lost due to MH not delivering sufficient parts are taken into account. The latter,
indirect cost due to lost production, is considering by the penalty.
In the envisioned future of Industry 4.0, MH will involve automated guided vehicles
(AGVs) and robots for transporting material. Once an efficient MH plan has been generated to
satisfy the production required for a given demand, relevant plan information such as MH
routes through the facility and the quantities and types of parts to be delivered can be input to
AGVs and robots to execute, further exploiting an automated MH planning process. This could
help to integrate both material flow and information flow, which is one of the goals of Logistics
4.0 and Industry 4.0 (Henning, 2013; Hermann, Pentek, and Otto, 2016).
The MH problem type studied in this research is a centralized with static demand for a
given plan period. A change in demand would trigger a new MH planning cycle, which would
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be facilitated by an automated MH planning process. But for a factory as a whole, the MH
system is an individual, decentralized entity working in the factory. This distinction is very
important when the results of this research are evaluated; many of the MH problems addressed
in the literature are based on decentralized and dynamic systems.
2.3. Discrete event simulation
DES is a classic modeling paradigm that is well suited and widely used for modeling
manufacturing processes. The DES literature is extensive, and numerous introductory
textbooks are available (Fishman, 2013; Leemis and Park, 2006; Banks, Carson, Nelson, and
Nicol, 2010). The fundamental concepts of DES are customers, servers, queues, and events. A
“customer” is any person, object, or entity requiring service or processing. A “server” is any
person, object, or entity that is able to provide service to customers. A queue is a list of
customers waiting to be served by a server. An event is a change of state of the system, such
as a customer arriving into the system or a customer completing service. In a DES model,
customers arrive, wait for service in queues, are served, and depart. Multiple queues and
servers may be connected to model multistep and multi-path processes, and customer attributes
may be used to select alternate paths. Times between events, such as the time between
successive customer arrivals (inter-arrival time) or the time required to serve a customer
(service time), are often stochastic in DES models and generated using probability distributions
that have been selected and parameterized so they model real-world phenomena. Because the
stochastic times produce run-to-run variation for a given DES model, the model is often run
multiple times and the results are analyzed statistically.
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2.4. Planning in AI and MH
In general, planning is a process of organizing and ordering a set of tasks in order to
achieve an overall goal. The contextual description of a plan differs slightly among different
fields and groups of people. Some of the planning methods used in different fields are
automated planning and scheduling in manufacturing, robot path planning in robotics, and
agent planning and decision making in AI problems. This section briefly describes and
differentiates planning in the context of manufacturing with AI, RL, and MH.
2.4.1. Planning in AI and RL
There are two approaches for planning in AI: one is situation or state-space planning
and the other is plan-space planning. The state-space planning involves all possible situations
or states that could arise and a set of change operators that the learning agent can use to move
from one state to another. Here the learning agent searches the optimal policy in a state-space.
A well-known example of state-based planning is the classic blocks world problem (Russell
and Norvig, 2016). In contrast in plan-space planning the learning agent searches the policy in
a plan-space. According to Sutton: “… plan-space methods are difficult to apply efficiently to
the stochastic sequential decision problem”, which is similar to the problem type considered
in this research (Sutton and Barto, 1998). This type of planning problem is discussed in
(Russell and Norvig, 2016) as planning and acting in the real-world. This type of problem
usually consists of sets of jobs and actions. Each action has a set of temporal and resource
constraints to be satisfied. A typical example of these types of planning is job-shop scheduling.
Though the RL MH problem has many constraints which are explicitly satisfied before
applying each change operator, this work does not try to satisfy any particular constraints while
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learning. Instead, the learning agent tries to learn the policy in order to generate an improved
policy until it cannot make any further improvements.
In RL, planning is a process which takes a model of the environment as an input and
generates the policy for interacting with the modeled environment. The main difference
between learning and planning in RL is that learning uses real experience generated by the
environment, whereas planning uses simulated experience generated by a model.
2.4.2. Planning in MH
MH planning involves scheduling and routing MH resources to create an efficient flow
of materials from warehouses to workstations in order to enable a smooth production flow for
a given demand. Usually, the MH planning in manufacturing will be conducted based on the
production schedule in consultation with both the production planner and the MH manager.
Stephens in his book describes a plan and MH plan as follows: “… a plan is a prescribed course
of action that is defined in advance of implementation. In its simplest form MH plan defines
the material (what) and the moves (when and where); together they define the method (how
and who)” (Stephens and Meyers, 2013).
The MH plan considered in this research involves two important optimization
problems, routing and scheduling. In the MH plan described above, answering the questions
when and how are scheduling and routing problems, respectively. Because both of these
problems are in general NP-hard problems (Garey, Johnson and, Sethi, 1976) (Toth and Vigo,
2002), the goal of this research was to generate plans that were improved over the original or
starting plan and that, ideally, were near optimal. In addition, the intent was to study the
problem as a whole, rather than addressing sub-problems one at a time. More specifically, this
research is interested in applying machine learning to the complex MH planning process.
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2.5. Applying RL to MH
The research described in this work applied RL to manufacturing MH. This choice was
both motivated and challenged by special characteristics of the MH application.
•

(Motivation 1): The inputs to the MH process are a specific factory layout (including
workstations, walkways, and storage areas within the factory known as warehouses), a
collection of MH equipment and workers to operate that equipment, and a given level of
customer demand for products to be manufactured. From an MH perspective, the demand
is manifested as a set of rates at which the workstations consume parts of different types.
A change to any of these inputs (layout, equipment, or demand) would likely require a
change to the MH plan. Consequently, there is a very wide range of possible inputs, and
the associated MH plans can be very specific to a given set of inputs. Also, examples of
MH inputs and corresponding plans were not available in sufficient number and generality
to train unsupervised learning methods.

•

(Motivation 2): The MH plans produced during an RL learning sequence could be used
later as the starting plan for a subsequent RL learning sequence executed in response to a
new customer demand, potentially shortening the later learning sequence or improving the
later plan.

•

(Challenge 1) Factories are complicated. A typical manufacturing facility contains a wide
range of physical elements, including workers, workstations, raw materials, pre-made
parts, manufacturing equipment, transportation equipment, computers and communication
networks, and many others. These physical elements support a number of tightly
interconnected processes, including planning, inventory control, production, and MH. To
apply RL to MH, the elements of the factory involved in the MH process must be
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represented in terms of the elements of an RL algorithm, i.e., environment, states, actions,
and rewards. Doing so with sufficient mathematical specificity and formality was a
significant challenge because of the larger number of variables involved.
•

(Challenge 2) RL algorithms learn by selecting actions and seeing how well they work.
Clearly, testing the numerous MH plans produced by the RL algorithm by actually trying
each one in a real factory is completely impractical. Therefore, a simulation model of the
factory and the MH process was developed and used to assess the performance of the MH
plans generated by the RL algorithm and generate the reward for each. The MH model was
based on a concept from DES (Banks, Carson, Nelson, and Nicol, 2010), but is
deterministic and somewhat more abstract than a conventional DES model.
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CHAPTER 3

DEFINITION OF THE PROBLEM AND LITERATURE STUDY

This chapter defines the different terms used in this research and lists the assumptions
and simplifications made in both MH and RL to bound the problem. This chapter also defines
MH as an RL problem. A literature review of applicable prior work on the application of RL
to MH as well as the combination of an ANN with RL is presented.
3.1. Terminology
Key terms generally used in manufacturing and in this research are defined as follows:
•

Part (noun): An individual item that is part of a finished product, i.e., one of the building
blocks of a product.

•

Warehouse (noun): A location in the factory where parts are stored; this location has a
maximum capacity for each type of part stored and a current inventory for each type of part
stored.

•

Route (noun): A sequence of locations through which each piece of equipment moves to
pick up or deliver parts, or containers of parts.

•

Workstation (noun): A location where work is performed. Workstations consume one or
more types of parts by adding them to a product. Each workstation has a consumption rate
for each type of part that it consumes and may have a buffer for holding unconsumed parts.

•

Demand (noun): The type and number of items to produce. Demand is realized in this
research as the rates at which each workstation consumes different type of parts.
26

•

Plan (noun): A specific configuration of routes, assignments of pieces of equipment to
those routes, scheduled execution times for those routes, and the parts to be delivered on
those routes.

•

Non-consumed parts (noun): Parts not consumed by a workstation which would have been
consumed during the period of plan execution but were not because the workstation had
run out of parts. Non-consumed parts measure lost production.

•

Mean parts threshold (noun): An average number of parts required to keep the workstations
running during the plan execution period.
When planning MH processes, this research is primarily interested in four factors:

•

Ensuring that none of the workstation run out of parts.

•

Minimizing the number of pieces of equipment needed to deliver parts.

•

Minimizing the number of parts stored at each workstation.

•

Minimizing the total distance traveled by all pieces of equipment while delivering parts
from the warehouse to workstations.

•

Satisfying the first constraint would be simple if not for other three constraints, and viceversa, to satisfy the constraints simultaneously can make MH planning challenging.

3.2. Assumptions and simplifications
The following characteristics of the factory MH process are assumed:
•

The factory layout (i.e., the location of the warehouses, workstations, and connecting
walkways) is known.

•

Production scheduling has already occurred and the resulting consumption rates for the
workstations are known.
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•

MH planning is centralized, i.e., all MH within the factory is part of the plan to be
developed.

•

MH resources, such as pieces of equipment and the workers to operate them, will be
available to execute the plan to be developed.

•

Workstations may consume multiple types of parts.

•

Workstations have a buffer (i.e., temporary storage location) for each type of part they
consume, and the capacities of those buffers are known.

•

MH operates in a pre-planned fashion. Once a plan is initiated, it is not pre-empted. There
are no explicit or unscheduled requests for parts from the workstations.

•

The MH equipment can physically reach each of the workstations to deliver parts.

•

The time required to unload parts at a workstation is known.

•

A single piece of equipment may transport parts for multiple workstations on a single trip.
The following simplifying assumptions were made; any could be relaxed in future

work:
•

The rates at which the workstations consume parts do not change while an MH plan is
executing. (A change in product demand from the customer, which could change the
workstations’ consumption rates, would trigger the generation of a new MH plan.)

•

Movement of partially completed products from workstation to workstation and of
completed products to a loading area is not part of the MH plan. Separate facilities are
available for product movement.

•

Workstations and MH equipment do not break down.

•

The cost of an MH plan is calculated for a 6-hour (360 minute) period.
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•

The reward associated with a particular MH plan does not change over time, i.e., the same
plan will produce the same reward at any point in a learning sequence. (In RL terminology,
the environment is stationary).

3.3. MH as an RL problem
Figure 3.1 shows the logical flow of the MH plan learning process. The elements of the
MH planning task are mapped to those of RL in the following way. The RL environment is the
factory, which includes all the workstations, warehouses, walkways, intersections, and all the
pieces of equipment, and all the different types of parts. The RL state is the MH plan, or
abstraction of a plan and reward (e.g., 3 states). The RL action is the change to a plan. Finally,
the RL reward is the MH cost of a plan.
Initially, naïve plans are manually created and placed in the plan repository. An initial
plan P0, is selected from the repository and tested using an abstract simulation. The resulting
reward r1 (i.e., the MH cost for plan P0) is calculated by the abstract factory simulation and
then passed to the agent along with the state s1, which is determined from the plan and reward.
Then the agent checks whether the total number of actions (changes to the plan) is greater than
3000. If so, then the learning sequence stops and the plan is moved into the repository.
Otherwise, the agent will make changes to the plan in an attempt to improve it. The learning
agent is learning in “plan-space”, i.e., the agent explores the space of possible plans by
repeatedly making small changes to the MH plan with the intent to improve it.
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Figure 3.1 MH plan learning process

3.4. Literature survey
This section briefly surveys selected examples of related work. Figure 3.2 illustrates
the relationships between the relevant topics. Of particular interest are applications of RL to
MH and applications of RL with multi-objective reward functions. Although considerable
research has been performed on individual MH issues, most studies have focused on dynamic
scheduling for fixed layout problems; responding to changes in demand has received little
attention.
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Figure 3.2 Relationships between the related work topics

This research is focused on applying RL for generating increasingly efficient MH plans
that involve more complex scenarios with multiple assembly lines, routes, part types, and
equipment types in response to temporally varying demand.
The following areas of MH literature have been surveyed:
•

Different methods used in solving an MH problem directly or indirectly related to the
central problem that this research studied.

•

RL methods used directly or indirectly to solve problems related to this research.

•

Popular methods used to solve various problems of MH in manufacturing.
Because MH research is closely tied to AGVs (also referred to as guided vehicles in

(Le-Anh and van der Meer, 2004), some of the papers with AGVs are also considered. AGVs
can be equivalent to vehicles handled by humans so that given the routes and schedules of an
MH plan, they can execute accordingly.
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The literature survey is divided into following problem types:
•

Dispatching rules.

•

Routing and scheduling with single or multiple loads.

•

Performance, flexibility, and uncertainties.

•

RL in MH.

•

RL rewards.

•

RL in plan-space.

•

Others.

3.4.1. Dispatching rules
Optimizing MH cost with different factors is a well-studied problem. Le-Anh and
others have evaluated performance with respect to minimizing average waiting times of several
vehicle-dispatching rules by running the simulation on three real-world environment models:
distribution center, glass production unit, and container transshipment terminal. Simulation
results with a 95% confidence interval show that nearest-vehicle-first and/or nearest-vehiclefirst with time priority are better in all environments. Also illustrated is how pre-arrival
information impacted the evaluation of minimizing average load weight time, maximum load
weight time, and vehicle utilization (Le-Anh and van der Meer, 2004).
Ho and Chien proposed an interesting control methodology for multi-load AGVs by
identifying four problems in their operation: task determination, delivery dispatching, pickup
dispatching, and load selection. Focused on the delivery-dispatching problem, they laid out ten
delivery-dispatching rules for multi-load AGVs: three rules for the first problem, two rules for
the third problem and one for the fourth problem. They were mainly interested in understanding
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the performance of dispatching rules under different performance measures (Ho and Chien,
2006).
In another study, Ho and others propose a method to solve the pickup dispatching and
load selection problems of multi-load AGVs simultaneously using attributes such as slack time,
wait time, and distance. In the preparation stage, they calculate the weights of the three
attributes using the system’s current status, then they cluster the parts into part groups (where
dissimilarity value is calculated between any two parts currently waiting for pickup). The
evaluation function is used to evaluate the value of each group; the group with the greatest
value is given the priority for pickup dispatching. Both dissimilarity and evaluation function
are the combination of slack time, waiting time, and distance (e.g., the distance between parts
and the travel distance of AGVs). In the execution stage, the AGV will execute the pickup
process (Ho, Liu, and Yih, 2012).
3.4.2. Routing and scheduling
Chen and others have investigated the problem of scheduling multi-load carriers subject
to last-in-first-out loading constraints. They have proposed multi-criteria, real-time scheduling
approach to solve the problem. Here the proposed approach, along with last-in-first-out
constraint, considers changing the environment where the product mix and the weights of the
scheduling criteria are variables. Their multi-criteria, real-time scheduling incorporates
simulation, an ANN based matcher, and a knowledge base to select the most appropriate rule
according to the product mix and the weights of the criteria at a given decision point. They use
offline, online, and real-time systems, where the offline phase trains and generates different
throughput and distance for selected product mixes and weights. Then the particular product
mix, corresponding rules, and results are saved in the knowledge base. In the online phase, the
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real-time product mix data is input to the system and an ANN-based matcher selects the best
rules by calculating the Mahalanobis distance. Then the scheduler generates real-time
scheduling orders (i.e., the dispatching decision, load selection, and delivery order) to the
manufacturing execution system based on the real-time online buffer and reorder list (Chen,
Xi, Zhou, and Zhou, 2011).
Sinriech and others have proposed a multiple-load, multiple-carrier, dynamic algorithm
called the short-term scheduling algorithm mainly to analyze how to distribute the carrying
capacity of the vehicles used in the single loop arrangement system. The performance of the
algorithm was evaluated by considering several criteria such as throughput, cycle time, work
in progress, and carrier utilization. Simulation was conducted with varying carrier capacities
and fleet sizes and the results were compared to those obtained with existing scheduling rules
(Sinriech and Kotlarski, 2002)
A survey paper by Qiu and others talks about the emergence of scheduling and routing
problems of multiple AGVs with resource contention and deadlock. Qiu classifies the existing
algorithms for solving the problem into three categories: algorithms for general path topology,
path layout optimization, and algorithms for specific path topologies. Static and dynamic
methods in the algorithm for general path topology category are of interest to this research
(Qiu, Hsu, Huang, and Wang, 2002).
Correa and others have proposed a constraint programming and mixed-integer
programming-based hybrid approach for scheduling and routing multiple AGVs. Here the
AGVs are subject to pickup and delivery precedence constraint. Constraint programming is
used for assigning requests to a vehicle and scheduling the shortest path route for pickup and
delivery, whereas mixed-integer programming is used to find conflict-free routing within the
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schedule generated by the constraint programming. Whenever a conflict arises, a logic cut is
generated and sent back to the constraint programming. The simulation was conducted with a
different number of AGVs by applying a proposed approach to balance between the number
of AGVs and a production delay in order to facilitate conflict-free routing (Corréa, Langevin,
and Rousseau, 2007).
Dang and others have proposed a genetic heuristic algorithm to schedule MH using a
single robot in a pump manufacturing factory. Here the main idea is to consider the robot’s
capacity and minimize its total traveling time. The performance of the algorithm is evaluated
using mixed-integer programming (Dang, Nielsen, Steger-Jenesen, and Madsen, 2014). The
problem they considered has the same structure as the RL MH problem addressed in this
research, i.e., a robot delivers parts from a central warehouse to feeders, but does not transfer
parts between feeders.
Various methods such as mathematical programming (Anwar and Nagi 1998), mixedinteger programming (Bilge and Ulusoy, 1995; Aguirre, Méndez, and Castro, 2014),
differential evolution (Gnanavel Babu, Jerald, Noorul Haq, Muthu Luxmi, and Vigneswaralu,
2010), heuristic-based searches (Smith, Peters, and Srinivasan, 1999), and many others with
precedence constraints were applied for simultaneous machine and MH scheduling in
manufacturing. Here one of the main problems involves transfer between the workstations.
That problem is not being considered in this research, because transfer is assumed to be done
either automatically by conveyors or half-done product is moved to the next workstation
physically by the workers at workstations. They also consider both pickup and delivery tasks
at each workstation (there are pickup and delivery spots at each workstation) which is different
from this research, where only the delivery task is considered.
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3.4.3. Performance, flexibility, and uncertainties
In a review paper on the performance, reliability, and performability (a combination of
performance and reliability) of MH system Beamon discusses the different methods for
measuring MH systems and the parameters considered in each measurement technique. He
argues that treating MH systems independently and considering multiple criteria (adequate and
relevant parameters) within MH systems for decision making, gives more comprehensive
information on the performance of MH rather than tying MH system performance
measurements along with the job scheduling performance measurement and single parameter
measurement similar to traditional systems. Beamon mentions four important characteristics
of performance measures: inclusiveness, universality, measurability, and consistency. He
classifies an MH system as a degradable system because whenever there is a failure in any
component of the MH system, the system can be reconfigured to continue to perform at a
reduced level. Hence, he says that performance cannot be measured only by the availability of
the component itself; there are different levels of performance in a specific period as a function
of component failures and other uncertainties in the system (Beamon, 1998). Therefore, there
is a need for a measure that accounts for both reliability and performance simultaneously,
which is described as performability. In the RL MH problem addressed in this research, both
the multiple objectives and a multiple criteria decision-making method for MH system
performance measurement mentioned in (Beamon, 1998) are applied, though only
performance is considered (relaibility is assumed) (Beamon, 1998; Tavana, Fazlollahtabar, and
Hassanzadeh, 2014). Analytical models are used for modeling the MH (Smith and Kerbache,
2012; MacGregor Smith, 2010) and also for design in integrating AGVs into non-automated
MH environments (Johnson and Brandeau, 1993; Johnson and Brandeau 1994).
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Sethi and others reviewed the literature on flexibility in manufacturing. They
consolidated the definition of flexibility from both the economic and industrial point-of-view.
And enumerated the importance of flexibility with respect to competitiveness and the longterm goals of the organization. However, they mainly discuss how manufacturing should react
for internal and external uncertainties by having various types and levels of flexibility in the
manufacturing system. The flexibility of MH, which is a subject of interest of this research, is
defined as “… the ability to move different part types efficiently for proper positioning and
processing through the manufacturing facility it serves.” Flexibilities such as operation and
process are dependent on MH flexibility. According to the author, MH flexibility increases the
utilization of the machine and thereby increases the throughput. Another important flexibility
discussed is routing flexibility, which is defined as “… the ability to produce a part by alternate
routes through the system.” Routing flexibility will help manufacturers to handle the uncertain
situations that happen inside the unit, such as machine breakdown or route blocking because
of traffic (Sethi and Sethi 1990; Jain, Jain, Chan, and Singh, 2013).
Poon and others have proposed radio-frequency identification and genetic algorithmbased real-time production operation decision support systems for handling stochastic
production material demand problems. Radio-frequency identification is used to collect and
monitor the real-time status of the production and warehouse operations, and a genetic
algorithm is used to provide a feasible solution to tackle random production demand problems
such as machine breakdown, human error, and rush-order (Poon, Choy, Chan, Ho, and
Gunasekaran, 2011).
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3.4.4. RL in MH
The ability of RL to find the optimal policy in real-time has led to its application in
many fields, including production scheduling (Schneider, Boyan, and Moore, 1998) and
routing (Wang and Usher, 2007). Most of the RL problems considered here have a large state
and/or state-action space, which leads to excess memory requirements for tabular
representation of many state and state-action values, as well as the difficulty of filling the table
accurately in limited time (Sutton and Barto, 1998). In response, researchers have developed
generalized state and state-action value functions using limited resources so that the function
accounts for a larger subset of the state and state-action space. This generalization of the value
function is called “function approximation.” According to Sutton, “… function approximation
is an instance of supervised learning”, where the value function of a limited number of features
is approximated, which can be used for labeling, classification, etc., (Sutton and Barto, 1998).
Similarly, RL function approximation represents the states and state-action pairs with a limited
number of features, which helps to estimate the value of large state and state-action space.
Many papers have been published on using RL for learning control policies in various
areas of manufacturing: generating a dynamic scheduling policy for a multi-agent RL system
(Paternina-Arboleda and Das, 2005); learning an inventory replenishment policy (Sui, Gosavi,
and Lin, 2010); single-machine dispatching selection problems in production scheduling
(Wang and Usher, 2005); agent-based dynamic scheduling where an agent learns to apply
priority-based dispatching rules for job-shop scheduling (Aydin and Oztemel, 2000; Sotskov,
Gholami, and Wener, 2013); maintenance task scheduling (Aissani, Beldjilali, and Trentesaux,
2009); path planning for mobile robots using genetic algorithm-based task scheduling in
dynamic intelligent warehouse environments (Dou, Chen, and Yang, 2015); studying global
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supply chain problems (Pontrandolfo, Gosavi, Okogbaa and Das, 2002); and developing
routing policies in multi-agent job-shop environments (Wang and Usher, 2007).
Babiceanu has proposed a holon-based material-handling control architecture, where a
holonic manufacturing system mainly consists of many holons. The term “holon” was coined
by Koestle to describe the basic unit of organization in biological and social systems (Koestler,
1972). “Holon” is the combination of Greek words, “holos” meaning whole and “on” meaning
a part or a particle. A holon is a basic unit of a holonic manufacturing system, typically
consisting of both a physical processing unit and a software control unit. Holons are able to
make decisions and cooperate with other holons. MH in a holonic manufacturing system
consists of a global scheduler, order holons, MH holons, system monitoring, and a database.
The famous Q-learning algorithm (Watkins and Dayan 1992) has been applied to improve the
solution of the global scheduler. A holonic manufacturing facility has a decentralized,
distributed AI architecture where global optimization is difficult to achieve (Babiceanu, 2005).
Recent work by Chen and others applied RL to a multi-load carrier scheduling problem.
In that work, a single dolly train serves a one-dimensional assembly line of multiple
workstations whenever a request arrives for parts from one or more workstations. The dolly
train can carry multiple loads (containers). MH requests are generated using a look-ahead
request generating policy and heuristic-based dispatching algorithms; standard pickup and
drop-off rules are used to generate a drop-off sequence. Here the RL reward is related to both
throughput of the assembly line and the MH distance. The RL state is represented using four
features and each state contains three actions. The action values are approximated using a radial
basis function with Q-learning. The experimental setup is relatively simple; it includes only
one assembly line. The RL algorithm primarily tries to learn a multi-load carrier scheduling
39

policy, rather than learning a policy to improve the MH plan (Chen, Xia, Zhou, and Xi, 2015).
Event-based optimization for solving discrete event dynamic systems has been
proposed by Lewis and others using average rewards over infinite stage event-based
optimization. By formulating MH systems in car manufacturing as a discrete event dynamic
systems problem, an event-based optimization has been applied for deciding which buffer to
serve (transfer raw materials) at each decision epoch using a single driver and two dolly trains
from a central docking area (Lewis and Liu, 2013).
3.4.5. RL rewards
An average reward RL algorithm called SMART was implemented for optimizing the
production inventory problem, which is framed as a semi-Markov decision process. Here
actions are triggered at discrete points in time and caused by events such as production
completion, maintenance completion, repair completion, and off-vacation events. Rewards
consist of both immediate reward and accumulated reward until the next decision epoch.
Because the state-space is huge, a multi-layer neural network is used to estimate the action
value for each “maintain” and “produce” action. Another important feature of the study the use
of DES packages such as ARENA and CSIM for implementing the proposed RL algorithm
(Mahadevan, Marchalleck, Das, and Gosavi, 1997). The same method has been applied to
optimizing transfer lines as well (Mahadevan and Theocharous, 1998).
3.4.6. RL in plan-space
A neural network trained with a temporal difference algorithm was used to learn the
heuristic evaluation function over states for job-shop scheduling of NASA’s space shuttle
processing tasks (Zhang and Dietterich, 1995; Zhang and Dietterich, 2000). The main goal was
to find the shortest schedule for many simultaneous jobs, each consisting of multiple tasks, that
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satisfies both temporal and resource constraints. Two operators, “REASSIGN-POOL” and
“MOVE”, were applied to reassign a resource if it was over-allocated and to move the task
within the temporal limit to satisfy the violated resource requirement, respectively. A resourcedilation factor, which is independent of the length of the schedule, was used to measure the
immediate rewards. With several modifications, the algorithm eventually converged and
outperformed the previous simulated annealing-based iterative repair method (Zhang and
Dietterich, 1995; Zhang and Dietterich, 2000).
According to Sutton, that type of problem is an instance of learning in a “plan space”,
which is similar to this research (Sutton and Barto, 1998). The objectives in (Zhang and
Dietterich, 1995) were to generate a conflict free schedule by removing temporal and resource
constraints and to minimize the duration of the schedule. Although the proposed method
involves plan-space learning, learning stops once the two temporal and resource constraints
are satisfied. To optimize the duration of the schedule, the plan space method reviews the plans
and selects the one with the shortest duration. They used neural network-based function
approximator by carefully selecting the features representing the schedule as input for
estimating the value of each schedule after applying each change operator. In contrast, the
method used here includes all of the objectives in the learning process and all of the variables
of the plan that are used as the input to the simulation which generates the states. Moreover,
job-shop scheduling is a scheduling problem, as opposed to the multi-objective MH plan
optimization problem in this work.
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3.4.7. Multi-objective RL
An optimization problem where more than one objective is optimized simultaneously
is referred to as a Multi-Objective Optimization Problem (MOOP) in the literature (Hwang and
Masud, 1979). The MH application considered in this work has four objectives: ensure that no
workstations run out of parts during the given plan duration, minimize the number of pieces of
equipment used in the MH plan, minimize the number of parts stored at each workstation, and
minimize the total distance traveled by all of the pieces of equipment in the MH plan. These
objectives potentially compete with each other, for example, reducing the number of parts
stored at a workstation increases the likelihood of that workstation running out of parts.
Each of these objectives is associated with an individual reward signal; hence in the
RL MH problem the learning agent receives a vector of rewards from the environment after
each action. As mentioned earlier, conventional RL algorithms typically learn from a scalar
reward. If the reward is not scalar, as in multi-objective problems, it must be somehow
converted to a scalar so that RL can be applied. However, the most effective way in general to
perform this mapping of a reward vector to a scalar reward method is an open research question
in RL research.
RL problems with multiple objectives are referred to as multi-objective RL (MORL)
in the literature (Vamplew, Dazeley, Berry, Issabekov, and Dekker, 2011). The two main
classes of MORL algorithms are single-policy and multi-policy. Single-policy algorithms map
the reward vector to a scalar reward and then learn the single optimal policy, whereas multipolicy algorithms learn multiple policies (one for each of the corresponding objectives).
Usually these MORL algorithms generate a set of compromised solutions called a Pareto
optimal set (Vamplew, Dazeley, Berry, Issabekov, and Dekker, 2011). Single-policy MORL
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algorithms include linear scalarization (Natarajan and Tadepalli, 2005), non-linear
scalarization such as Chebyshev scalarization (Van Moffaert, Drugan, and Nowé, 2013b),
lexicographic ordering based scalarization (Gábor, Kalmár, and Szepesvári, 1998), and
hypervolume indicator-based (the volume of the area between the Pareto set and the reference
point) algorithm (Van Moffaert, Drugan, and Nowé, 2013a).
Multi-policy algorithms include the convex-hull value-iteration algorithm (Barrett and
Narayanan, 2008) and Pareto Q-learning (Van Moffaert and Nowé, 2014). The hypervolume
indicator has been used as a benchmark metric to compare the single-policy and the multipolicy MORL algorithms in order to evaluate their performance and limitations in an empirical
study by Vamplew (Vamplew, Dazeley, Berry, Issabekov, and Dekker, 2011). Recent research
has shown how deep RL can be applied to solve MORL problems (Mossalam, Assael, Roijers,
and Whiteson, 2016; Mocanu, Mocanu, Nguyen, Liotta, Webber, Gibescu, and Slootweg,
2018). Other methods, such as the geometric approach (Mannor and Shimkin, 2004), have been
applied to MORL problems as well.
3.4.8. Exploration and exploitation
Some of the methods considered state-of-the-art for balancing exploration and
exploitation are ε-greedy, upper confidence bound action selection (Auer, Cesa-Bianchi, and
Fischer, 2002), and gradient bandit algorithms (Williams, 1992). According to Sutton,
although many sophisticated methods exist to address this issue, they tend to violate their
strong assumptions regarding stationarity and prior knowledge when applied to complex
reinforcement problems (or full RL problems) (Sutton and Barto, 1998). To this point, using
the additional information available from reward calculation in plan space-learning to create
balance between exploration and exploitation has not yet been studied.
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3.4.9. Others
Other approaches, such as fuzzy logic (Mirhosseyni and Webb, 2009), genetic
algorithms (Sinriech and Samakh, 1999), and particle swarm optimization (Belmecheri, Prins,
Yalaoui, and Amodeo, 2013) have also been proposed to optimize MH problems.
Research with respect to design issues such as traffic control, control buffer size, zones,
layout design, design of pickup and delivery points, and number of pieces of equipment
(AGVs) for having an efficient MH system (Mahadevan and Narendran, 1990; Sinriech and
Tanchoco, 1991) have been conducted. Because the idea behind this research is to provide
efficient MH plans for existing layout and equipment, design issues are out of scope. The RL
MH plan improvement learning framework can be used for design purposes, but that is not the
goal of this research.
Although much research has been done on MH issues individually, most of it is focused
on dynamic scheduling and fixed layout such as loops or mesh and has ignored information
about the demand forecast. This research is focused on applying RL for optimizing routing and
scheduling for more complex scenarios with multiple assembly lines, routes, and types of
equipment. And because most of the research talks about individual problems rather than the
entire process, this research will connect customer demand change to the lower MH cost. It
will help logistics and supply chains to plan and manufacture in a more efficient way. This
complex situation is very close to the practical problem, which distinguishes this research from
the existing research on MH.
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CHAPTER 4

FORMAL REPRESENTATIONS OF RL COMPONENTS

In this chapter, formal representations of three important components of an RL
problem: environment, actions, and reward, are defined. This chapter also presents the
algorithm used to generate an RL reward based on an abstract DES.
4.1. RL state and environment
The factory and the MH plan are represented formally as follows.
•

Factory layout F: The factory layout is represented as a graph GF = (VF, EF) with vertices
(VF) and edges (EF). The vertices represent the workstations, warehouses, and walkway
intersections, and the edges represent the walkways which connect the warehouses,
workstations, and intersections.
K = {k1, k2, k3, …} is the set of workstations;
|K| = number of workstations.
X = {x1, x2, x3, …} is the set of intersections;
|X| be the number of intersections.
H = {h1, h2, h3, …} is the set of warehouses;
|H| be number of warehouses.
Then, VF = K ∪ X ∪ H;
|VF | = |K| + |X| + |H|
Let E* = {e = (vi, vj) | (vi, vj) ∈ VF × VF ) ∧ (vi ≠vj)}
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Figure 4.1 Example of a factory layout

However, not all pairs of vertices are connected by edges (walkways).
Thus EF ⊆ E*; | EF | = number of edges.
Graphs have been used to represent factory layouts in prior research (Plehn, Stein, and
Reibhart, 2015). A graph provides the information needed for planning MH (e.g., how the
warehouses and workstations are connected by walkways) and omits unneeded details (e.g.,
the physical dimensions of a workstation). Figure 4.1 shows a small example of a factory layout
represented as a graph using the above-defined notation.
•

Equipment Q: Set of all pieces of equipment available for MH in the factory for a given
plan period;
where Q = {q1, q2, q3, …}and qi = piece of equipment i, i 𝜖 Z+;
|Q| = total number of different pieces of equipment.
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•

Part type IT: Set of all types of parts available in the factory for MH consumption for a
given plan period;
where IT = {it1, it2, it3, …}and iti = part type i, 𝑖 𝜖 Z+;
|IT| = total number of different types of parts.

•

Consumption rate C: Number of parts of each type consumed by each workstation in an
hour;
𝑐11 𝑐12
⋮
where C = [
𝑐|𝐾|1 𝑐|𝐾|2

⋯ 𝑐1|𝐼𝑇|
⋱
⋮ ]
⋯ 𝑐|𝑠||𝐼𝑇|

cij = number of parts of type j consumed by workstation i per hour,
1 ≤ i ≤ |K| and 1 ≤ j ≤ |IT|.
•

Capacity of equipment CQ: Number of parts of each type that can be carried by each
piece of equipment;
𝑐𝑞11 𝑐𝑞12
⋮
where CQ = [
𝑐𝑞|𝑄|1 𝑐𝑞|𝑄|2

⋯
⋱
⋯

𝑐𝑞1|𝐼𝑇|
⋮ ]
𝑐𝑞|𝑄||𝐼𝑇|

cqij = maximum number of parts of type j that can be carried by a piece of equipment i,
1 ≤ i ≤ |IT| and 1 ≤ j ≤ |Q|.
•

Buffer B: Number of parts of each type that can be stored at each workstation:
𝑏11 𝑏12
⋮
B=[
𝑏|𝐾|1 𝑏|𝐾|2

⋯
⋱
⋯

𝑏1|𝐼𝑇|
⋮ ]
𝑏|𝐾||𝐼𝑇|

where bij = maximum number of parts of type j that can be stored at workstation i,
1 ≤ i ≤ |K| and 1 ≤ j ≤ |IT|.
•

Plan duration T: Time duration in minutes over which the MH plan will be executed (one
six-hour shift, 360 minutes).
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Plan P: Set of routes: P = {P1, P2, P3, …}; where Pi = route, i  Z+
•

Route Pi = (walk, piece of equipment, times trips start, deliveries).
▪

Walk (graph theory) Wi: A sequence of vertices in the factory layout such that
adjacent

vertices

are

connected

by

a

distinct

edge;

where Wi = (w1, w2, w3, …, wn), wj ∈ VF, (wj, wj+1) ∈ EF for 1 ≤ j < n – 1) and
w1, wn ∈ H. In terms of MH, each complete transit of a walk by a piece of equipment
delivering parts is referred to as a trip.
▪

Piece of equipment PEi: A piece of equipment used in the route i; where PEi ∈ Q.

▪

Times trips start Fi: List of times that the trips of route i start;
where Fi = (t1, t2, t3, …, tf), 0 ≤ tj < 360, tj ≤

tj+1 for 1 ≤ j < f and

inter-visit interval VFi = tj+1 – tj then, Fi = (1⋅VFi, 2⋅VFi, 3⋅VFi, …,

f⋅VFi). Here the

trips are evenly spaced and the first trip cannot be started before VFi.
▪

Deliveries

Di:

Single

list

of

triples

(i.e.,

3-tuples),

where

Di = (d1, d2, d3, …, dd), |Di| = d and dj = (w, x, y) with w = workstation, x = part type,
and y = number of parts, i.e., w ∈ K, x ∈ IT and y ∈ Z+.
4.2. RL actions
The RL actions are ten distinct operations that change the MH plan in ways that are
intended to improve it. Those plan change operators are defined as follows.
•

IncreaseTheNumberOfTrips: Let dj ∈ Di be the delivery in route i of plan P such that dj[1]
is the workstation that has the largest number of non-consumed parts of type dj[2]. This
action increases the number of times parts will be delivered to dj[1] by decreasing the intervisit interval VFi, i.e., VFi = VFi – x where 0 ≤ x < 360. The value of x is a constant set
empirically. If more than one delivery is made in route i, then delivery dj will be removed
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from the route i and a new route m will be formed with new trip start times generated using
VFi i.e., VFm = VFi – x where 0 ≤ x < 360. Route m will be added to the plan P. All the
remaining route information such as a piece of equipment are copied from the original
route. The walk for the new route is calculated using Warshall’s shortest path algorithm
(Cormen, Leiserson, and Rivest, 1990). The new route will start from a warehouse and
drop off part type dj[2] at workstation dj[1] before returning to the warehouse. If none of
the workstations in plan P is running out of parts, then this action selects the dj ∈ Di, such
that dj[1] is the workstation that has the largest number of extra parts of type dj[2] stored,
and then increases the number of times parts will be delivered to dj[1].
•

DecreaseTheNumberOfTrips: Let dj ∈ Di be the delivery in route i of plan P such that dj[1]
is the workstation that has the largest number of extra parts of type dj[2] stored. This action
reduces the number of times parts will be delivered to dj[1] by increasing the inter-visit
interval VFi, i.e., VFi = VFi + x, 0 ≤ x < 360. The value of x is a constant set empirically.
If more than one delivery is made in route i, then delivery dj will be removed from the route
and a new route m will be formed with new trip start times generated using VFi
i.e., VFm = VFi + x where 0 ≤ x < 360. Route m will be added to the plan P. All the
remaining route information, such as a piece of equipment are copied from the original
route. The walk for the new route is calculated using Warshall’s shortest path algorithm
(Cormen, Leiserson, and Rivest, 1990). The new route will start from the warehouse and
drop off part type dj[2] at workstation dj[1] and return back to the warehouse. If none of
the workstation of plan P has extra parts stored, then this action selects the dj ∈ Di such
that dj[1] is the workstation that has the largest number of non-consumed parts of type dj[2]
and decreases the number of times parts will be delivered to dj[1].
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•

IncreaseTheNumberOfPartsDelivered: Let dj ∈ Di be the delivery in route i of plan P such
that dj[1] is the workstation that has the largest number of non-consumed parts of type dj[2].
This action increases the number of parts of type dj[2] delivered to dj[1] by increasing the
number of parts dj[3] = dj[3] + m where m 𝜖 Z+, dj ∈ Di. The value of m is a constant set
empirically. If none of the workstations in plan P is running out of parts, then this actions
picks the dj ∈ Di such that dj[1] is the workstation that has the largest number of extra parts
of type dj[2] stored and increases the number of parts of type dj[2] delivered to dj[1]. (Recall
the definition given earlier; “non-consumed parts” are parts that would have been
consumed had the workstation not run out of parts.)

•

DecreaseTheNumberOfPartsDelivered: Let dj ∈ Di be the delivery in route i of plan P such
that dj[1] is the workstation that has the largest number of extra parts of type dj[2] is stored.
This action decreases the number of parts of type dj[2] delivered to dj[1] by decreasing the
number of parts dj[3] = dj[3] – m where m 𝜖 Z+, dj ∈ Di. The value of m is a constant set
empirically. If none of the workstations in plan P have extra parts stored, this action picks
workstation dj ∈ Di such that dj[1] is the workstation that has the largest number of nonconsumed parts of type dj[2] and decreases the number parts of type dj[2] delivered to dj[1].

•

ChangeNumberAndOrTypeOFEquipment: Let dj ∈ Di be the delivery in route i of plan P
such that dj[1] is the workstation that has the largest number of non-consumed parts of type
dj[2]. If more than one delivery is made in the route i and at least one workstation is running
out of parts in that route i, then this action splits the route i into two routes. An unassigned
piece of equipment from Q is assigned to the second route. All the remaining route
information, such as trip start times, are copied from the original route. If there is only one
delivery in route i and/or none of the workstations of Di in route i are running out of parts,
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then this action tries to remove one of the deliveries from route i and adds it to any other
route in plan P which has same type of equipment as route i. This action requires sorting
the routes of plan P in descending order of number of different type of parts on the pieces
of equipment of each route. This action tries to reduce the number of pieces of equipment
used in the plan P.
•

MergeWithTheRouteWithSameWorkstation: Let i be the route with the smallest number of
workstations to be served in the plan P. This action removes dj ∈ Di in route i in the plan P
from the beginning of Di and add it to route x such that x is also delivering the parts to the
same workstation as dj[1] (as each workstation can consume multiple types of parts), i.e.,
dj[1] = dh[1] where dj ∈ Di, dh ∈ Dx and |Dx| ≥ |Di|. If more than one such route exists (such
as route x), then this action selects the very first one in the sorted route list. This action
requires sorting the routes of plan P in descending order of number of different type of
parts on the pieces of equipment of each route. If the equipment capacity and equipment
type do not permit adding the selected workstation dj[1] to any other route in the sorted
plan P, this action will consider the next delivery dj+1 in the list of Di in the same route i.
This action tries to reduce the number of pieces of equipment used in the plan P.

•

MergeWithNeighborWorkstation: Let i be the route with the smallest number of
workstations to be served in the plan P. This action removes delivery dj ∈ Di in route i in
the plan P from the beginning of Di and adds it to route x such that at least one workstation
dh[1] of Dx is the neighbor of dj[1] of Di, i.e., (dj[1], dh[1])  EF or if dj[1] and dh[1] have
a path connected only by one or more intersections, where dj  Di and dh  Dx. If more
than one such route exists (such as route x), then this action selects the very first one in the
sorted route list. This action requires sorting the routes of plan P in descending order of
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number of different type of parts on the pieces of equipment of each route. If the equipment
capacity and equipment type do not permit adding the selected delivery dj to any other
route in the sorted plan P, the action will consider the next delivery dj+1 in the list of Di in
the same route i. This action tries to reduce the number of pieces of equipment used in the
plan P.
•

MergeWithTheRouteWithInTheWalk: Let i be the route with the smallest number of
deliveries Di to be served in the plan P. This action removes delivery dj ∈ Di in route i in
the plan P from the beginning of Di and adds it to route x if workstation dj[1] is in the walk
of route x, i.e., Wi  Wx = dj[1] where dj ∈ Di. If more than one such route exists (such as
route x), then this action selects the very first one in the sorted route list. This action
requires sorting the routes of plan P in descending order of number of different type of
parts on the pieces of equipment of each route. If the equipment capacity and equipment
type do not permit adding the selected delivery dj to any other route in the plan P, the action
will consider the next delivery dj+1 in the list of Di in the same route i. This action tries to
reduce the number of pieces of equipment used in the plan P.

•

MergeWithRouteArbitrarily: For any arbitrarily selected delivery dj ∈ Di in route i in the
plan P, this action removes the delivery dj from route i and adds it to the arbitrarily selected
route x. Route x must have the same equipment type as route i and must have capacity to
carry part dj[2].

•

SplitTheRouteArbitrarily: For any arbitrarily selected delivery dj ∈ Di in route i in the plan
P, this action splits route i at delivery j, creates a new route x, and then adds it into the plan
P. All the remaining information, such as trip start times, are copied from the original route.
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Some of the actions require selecting a particular workstation or route in a plan P to which the
action is applied, that selection is done by reviewing the information from the abstract
simulation of the plan (see next section for further explanation).
4.3. RL reward
As explained earlier (see Figure 3.1), in RL the result of selecting and performing an
action in a given state is both a new state and a reward; the latter indicates the value of the
selected action in the given state. In this work, the reward is an assessment of the MH plan
produced by performing a plan change operation. Clearly, assessing MH plans by testing them
in an actual factory would be impractical, so an alternative method must be found. This section
describes how the rewards are calculated.
4.3.1. Reward model overview
The reward is the cost of executing the MH plan to be assessed for a single six-hour
shift. The cost is calculated using a computer simulation of MH developed specifically for this
purpose. The simulation model is based on concepts from DES (Banks, Carson, Nelson, and
Nicol, 2010), but is highly abstract. For example, detailed occurrences that might be separate
events in a conventional DES model, such as visiting each workstation in a route, are abstracted
into a single event, namely executing the route. The model is based on a future event list (FEL).
The FEL is initialized using the times trips start lists of all the routes of the plan P. The model
executes the plan by performing each event in the FEL. Because the FEL for a given plan P is
initialized completely at the beginning of a simulation, later events are not scheduled by earlier
events, as is typical in conventional DES.
The main activity of the simulation is the route execution time, i.e., starting from the
warehouse, visiting each of the workstations on the route, and returning to the warehouse. This
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is done for each route in a plan P. The time required to execute a route is deterministic because
it is calculated directly from the distances between the successive pairs of vertices in the route.
The reward model maintains the current time and distance lists for each distinct piece of
equipment used in the plan P, and it maintains a separate list for the sum of parts stored and
sum of non-consumed parts for each workstation and part type in the plan P. These lists record
the data at every visit to a particular workstation to drop off a particular type of part.
The plan is simulated to determine the actual time spent visiting each workstation and
record the sum of stored parts and non-consumed parts, which is used to calculate the reward,
i.e., the MH cost. During simulation the model generates additional information that can be
used to fill in the details of the next action selected.
Each simulation runs for 360 simulation minutes (one six-hour shift). All the routes of
the plan are assumed to have been executed and their parts delivered once already at the start
of the simulation so that none of the workstations will run out of parts at the beginning of the
simulation. The routes are also executed one extra time at the end of the simulation without
calculating visiting times in order to record the sum of stored parts and the sum of nonconsumed parts for each workstation and part type.
4.3.2. Notations used for calculating RL reward for MH plan P
The following notation is used to define the details of the reward model.
m (a, b) Euclidian distance between two adjacent vertices in the factory,
such that a, b  VF and (a, b)  EF
m(a, b) = √(𝑥2 − 𝑥1 )2 + (𝑦2 − 𝑦1 )2, where a = (x1, y1) and b =
(x2, y2)
sv

speed of a piece of equipment in a plan P (5 meters/second)
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t(a, b)

m(a, b)/sv = travel time between two vertices in the factory, such that a, b  VF
and (a, b)  EF

M

total distance to execute a given plan P

Vq(t, g)

current time t of a piece of equipment g  Q in a plan P

mr(i)

total distance for executing route i

tr(i)

total time for executing route i

Vd(i, j, h)

last visiting time to workstation j to drop off part type k of route i where j  K
and h  IT

Pd(i, j, h)

total parts of type h stored at workstation j during the last visit to workstation j
of route i where j  K and h  IT

A(i, j, h)

actual parts of type h consumed by workstation j since the last visit to
workstation j of route i where j  K and h  IT

Td(i, j, h)

true parts of type h expected to be consumed by workstation j since the last visit
to workstation j of route i (this is calculated using consumption rate C) where j
 K and h  IT

B(i, j, h)

current total number of parts of type h at workstation j of route i after every visit
where j  K and h  IT

Z(i, j, h)

(z1, z2, z3, …, z|Fi|+1) = list of the sum of the number of parts of type h stored at
every visit to workstation j of route i where j  K and h  IT

Y(i, j, h)

(y1, y2, y3, …, y|Fi|+1) = list of sum of non-consumed parts of type h at every visit
to workstation j of route i where j  K and h  IT

Vc(i, j, h)

actual number of visits to workstation j to drop off part type h of route i where
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j  K and h  IT
Hd(i, j, h)

total extra parts of type h stored at workstation j of route i since the last visit to
workstation j of route i where j  K and h  IT

Vq

total number of distinct pieces of equipment used in the plan P

Wp

total number of deliveries in the given plan P

Pltyd(i, j, h)

total number of non-consumed parts of type h of workstation j of route i where
j  K and h  IT

4.3.3. Reward response variables
Several response variables produced by the abstract MH model when simulating a plan
are used to calculate the RL reward. Those response variables are:
•

Distance travelled M – Total distance travelled by all the pieces of equipment in the plan
P to deliver the parts from the warehouse to the workstations during a given plan period T.
This distance also includes the distance travelled after the parts are delivered to the last
workstation and the equipment returns to the warehouse empty. The unit of distance is
meters. An example of a typical route starting from the warehouse h1 ∈ H and visiting four
workstations (k1, k2, k3, k4 ∈ K) and returning back to the warehouse is shown in Figure 4.2
as dashed arrows. The total distance for executing route i in the figure is
mr(i) = m(h1, k2) + m(k2, k4) + m(k4, x1) + m(x1, k3) + m(k3, k1) + m(k1, h1), where
m(h1, k2) = distance between warehouse h1 ∈ H and the first workstation k3 ∈ K in the route,
and m(k1, h1) = distance between the last workstation k1 ∈ K in the route to the warehouse
h1 ∈ H. Similarly, the total time for executing route i in the figure is
tr(i) = t(h1, k2) + t(k2, k4) + t(k4, x1) + t(x1, k3) + t(k3, k1) + t(k1, h1), where
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Figure 4.2 Sample route

t(h1, k2) = travel time between warehouse h1 ∈ H and the first workstation k2 ∈ K in the
route, and t(k1, h1) = travel time between the last workstation k1 ∈ K in the route to the
warehouse
h1 ∈ H
•

Equipment utilization Vutilization: Total number of distinct pieces of equipment used to
execute the given plan P.

•

Mean parts V: Total time averaged quantity of all the parts that have been delivered to all
the workstations but have not yet been used in production and are therefore stored in the
workstation’s part storage buffer, i.e., the average of all the parts stored at all the
workstations at any given time within a given plan period T. The minimum number of parts
stored at each workstation should be sufficient to keep the workstation from running out
of parts before the next delivery.
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•

Penalty: Total number of parts that would have been consumed by workstations had they
been operating at their normal rate for the entire plan period T but were not because the
workstations had run out of parts. The penalty variable is very important in the reward
calculation. If a penalty occurs, one or more workstations have run out of parts, which stops
production. Production stoppages are expensive and disruptive. Therefore, a penalty has a
high weight in the reward calculation and is a constraint to be satisfied in the learning
process.

4.3.4. Weighted sum method
Because the RL MH problem has multiple reward response variables, the weighted sum
method (WSM) (Fishburn, 1967), is used to scalarize the vector of reward response variables
so that the RL method can be applied. Other scalarization methods such as Chebyshev
scalarization (Van Moffaert, Drugan, and Nowé, 2013b) and hypervolume indicator-based (the
volume of the area between the Pareto set and the reference point) (Van Moffaert, Drugan, and
Nowé, 2013a) are available. The WSM, also known as the linear scalar method, is the most
commonly used approach for scalarizing a vector reward. In the WSM, as the name describes,
each response variable of the reward vector is weighted according to the importance of that
variable to the final reward. For this research, weights were elicited from MH SMEs in the
Steelcase company for the weight reward vector response variables.
𝑖=𝑗
In general, a single scalar RL reward is calculated as R = ∑𝑖 = 1 wi ⋅Rei⋅Ni, where j = size of

the reward vector, wi = weight i, Rei = reward response variable i, and Ni = cost per unit of the
reward response variable i.
In the RL MH plan algorithm, we have a total of four reward response variables.
Reward R = (w1 ⋅ M ⋅ N1) + (w2 ⋅ Vutilization ⋅ N2) + (w3 ⋅V ⋅ N3) + (w2 ⋅ Penalty ⋅ N4)
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Figure 4.3 Reward calculation pseudocode
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Because the four reward response variables are in different units, the linear sum is
normalized by using the cost as the common unit. All response variables are converted to dollar
values; distance is measured as cost per meter, mean parts are measured as the cost per extra
part per unit time stored at the workstation, equipment utilization is measured as the cost per
piece of equipment used, and penalty is measured as the cost per part the workstation was
unable to consume during the execution of the plan. The costs per each unit of the reward
variables were approximated based on the company’s historical data to ensure that that the total
cost is consistent with the SMEs’ weighted priority. Note that the calculated reward is a cost,
which MH managers want to reduce, thus the RL algorithm will seek to minimize the reward,
not maximize it.
Figure 4.3 gives the pseudocode of the reward calculation, i.e., the abstract simulation
of the MH plan. Lines 1-6 create the FEL from the times trips start (Fi) for each route i of plan
P. Each event notice consists of the piece of equipment PEi serving route i, the route number,
and the time at which each trip is supposed to start. The trip time of each route can be reviewed
without creating the list, although the list is convenient for implementation. Next, the list is
sorted in increasing order of the time the trip starts, as shown in line 7. Then, all variables of
each workstation and part type are initialized. The first trip to each workstation starts at minute
0 of the simulation. Lines 8-26 model the actual execution of the route. All the relevant data
for computing the RL reward R is recorded in these steps. For each route i and each workstation
j on i, lines 11-12 calculate and update the total distance travelled and current time of PEi.
Then, lines 20 and 23 calculate and update the total sum of parts of type h stored at workstation
j since the last visit and the sum of non-consumed parts of type h by workstation j since the
last visit, respectively. The total mean parts and penalty for the entire plan P are calculated at
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lines 27-32. Then, at line 33, the total RL reward which is the MH cost is calculated using
WSM.
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CHAPTER 5

LEARNING PROCESS

This chapter describes the formal representation of the RL state with respect to the MH
planning problem, and discusses the learning process using SARSA, a TD algorithm. This
chapter also presents the RL state derivation mechanism using the reward and it explains the
two-stage action selection process used in this work.
In general, the goal of RL is to find a policy that optimizes (minimizes or maximizes)
total reward of time. As stated in (Sutton and Barto, 1998), finding an optimum policy is
difficult, even for relatively simple tasks such as board games (which are simple in comparison
to the MH problem), because of computational costs and memory constraints. Therefore, the
goal of this research was not to find a strictly optimal policy, but rather to find an effective
policy that produced improved (i.e., less costly) MH plans for a given demand.
Because this work sought to generate an effective policy which could simultaneously
optimize multiple reward response variables, many improved plans were generated which
together form a Pareto front (Vamplew, Dazeley, Berry, Issabekov, and Dekker, 2011). Certain
plans minimize distance travelled, others minimize mean stored parts, and others minimize
equipment usage. The ability to generate multiple optimal plans may be considered an
advantage of the RL method because MH managers can select from among the generated plans
the one best suited for their requirements.
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5.1. Temporal difference learning
The RL MH problem is a continuous problem (i.e., a continual process control
problem) as defined in (Sutton and Barto, 1998) because a definite stopping condition is not
available. A method to predict the state that will result from taking a particular action in the
current state is not available, thus the probability of any particular state being the next state is
unknown. Therefore, a model-free RL learning method is used to learn a policy that will
improve an MH plan. In particular, tabular SARSA (0), a TD algorithm with one-step look
ahead, was used (Sutton and Barto, 1998).
At the outset of this work, our intention was to use the MH plan as the RL state.
However, the MH plan contains many variables (see section 4.1); consequently, the state-space
of possible MH plans was extremely large. An overly large state-space is problematic for RL
because the learning process will not be able to visit each state often enough to try all of the
actions available in each state and thereby learn an effective policy for each state. To reduce
the size of the state-space, in this work RL states are derived from the results of the reward
calculation, rather than using the MH plan as a state.
After some experimentation, three states were defined:
•

No penalty (State 0): Penalty = 0 with V ≥ mean parts threshold.

•

Transition (State 1): Penalty = 0 with V < mean parts threshold.

•

Penalty (State 2): Penalty > 0.
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Figure 5.1 RL state transition diagram

Figure 5.1 illustrates the possible transitions between states in the RL MH problem.
For example, from the No Penalty state, if the agent selects an action that changes the MH plan
in a way that the reward model returns a reward with a non-zero Penalty value in the reward
vector when executed for the changed plan, then the state transitions to the Penalty state. If the
reward model instead returns a reward with a zero Penalty value and with the mean parts
variable greater than the mean parts threshold, then the state remains in the No penalty state.
Finally, if the reward model returns a reward with a zero Penalty value and with the mean parts
variable less than the mean parts threshold, then the next state is the Transition state.
The Transition state was added after preliminary testing showed that using just two
states, No penalty and Penalty, was ineffective. With only two states, it was possible that
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actions that are normally positive, such as reducing the number of parts delivered to a
workstation so as to reduce the cost associated with storing excess parts, could be invoked
when the number of parts at a workstation was very close to the minimum level required to
avoid running out of parts. In that situation the action would reduce the parts enough to cause
a workstation (or workstations) to run out of parts, producing a non-zero Penalty value, and
the action would receive a large negative reinforcement, causing it to not be selected again, in
spite of the fact that for many plans it would often be effective at reducing the cost. The
transition state provided a means for the learning process to learn to distinguish between
situations when such actions are desirable and situations when they are not.
The best value for mean parts threshold (labeled simply threshold in Figure 5.1) is
learned along with the policy by the RL process. The threshold value was set to zero initially,
and was updated during execution as the moving average of the mean parts V stored whenever
a transition into the Penalty state occurred. This eliminated the need to select an empirical
value for the means parts threshold, and allowed the algorithm to be applied to any demand.
Figure 5.2 gives the pseudocode of the RL MH plan learning algorithm. The learning
process starts by selecting a naïve initial plan P0, initializing the action values to 0.5, and setting
the values for the RL parameters, such as learning rate 𝛾 and -greedy action selection
probability, as shown in line 1. Then the algorithm calculates the reward for the initial plan by
executing the abstract simulation (described in section 4.3) and sets the initial state (line 3). In
the initial state si, the agent takes action ai based on the -greedy policy to produce a new plan
Pi+1 as indicated in lines 6-7. From the new plan Pi+1, the simulation is used to calculate the
reward ri+1 and new state si+1 as shown in line 8.
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Figure 5.2 RL plan learning algorithm pseudocode

The -greedy action selection process is used to select a new action ai+1 from the new
state as shown in lines 9-13. Instead of using the direct MH cost to update the action value, the
algorithm uses the difference in the previous and current immediate reward as an actual reward,
as shown in line 14. Then the previous action value is updated using the new action value and
the MH cost from the actual reward (line 15). The current plan, state, and action are updated,
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as shown in line 16. This process repeats until 3000 actions have been taken. The number of
actions per run was set at 3000 based on preliminary testing, which showed that in almost all
runs the reward had stabilized and the agent had explored the actions available in each state
often enough to learn which actions were useful by the time 3000 actions had been taken.
5.2. Observations from the reward calculation
As described earlier, the reward is calculated using an abstract simulation. That
simulation produces considerable information beyond simply the values of the four response
variables that are used to calculate the reward. For example, because the abstract simulation
computes the details of the MH process at discrete time steps, a time series for each of the
factory variables is available. Certain information available from the simulation, such as the
identity of a specific workstation that runs out of parts and the type of parts it runs out of, or
the time series of parts stored at each workstation, are potentially very useful in improving the
MH plan. A feature of this work is to exploit that additional information within the context of
RL. The additional data produced by the abstract simulation is retained in a list, as mentioned
earlier. For practical applications of RL, such as the MH application studied here, the additional
information can facilitate the learning process by reducing the size of the state-space as a result
of retaining the additional information as supplementary information with each state, rather
encoding it all as the state.
5.2.1. Action selection
The additional information produced by the abstract simulation is exploited in the
action selection process. That process has two stages: first, an action is selected from among
those available in the state, and second, the specific parameters of the chosen action are set.
The stages proceed as follows:
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1. Select the action. One of the actions available in the current state is chosen using the
conventional RL -greedy method and the current action values learned by the RL process
for those actions.
2. Set the action’s parameters. As described earlier (section 4.2), each of the actions has a
number of specific parameters. For example, IncreaseTheNumberOfPartsDelivered has
two parameters: part type and the number of parts to be increased. Once an action has been
chosen, the specific values of that action’s parameters are calculated by heuristics using
the additional data produced by the abstract simulation. The action parameters’ calculations
are specific to each action, but all actions use the data produced by the abstract simulation.
For example, for the IncreaseTheNumberOfPartsDelivered action, the part type and
number of parts are calculated using the penalty list Y (i, j, h) from the abstract simulation.
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CHAPTER 6

EXPERIMENTS, RESULTS, AND ANALYSIS

This chapter reports and analyzes the experimental results for the tabular learning
method described in chapter 5. A total of six initial MH plans were tested. The MH plan reward
improvement along with resulting policy are reported. Initial and final costs of all the six initial
plans are compared to show improvement.
The RL MH plan generating algorithm and the abstract computer simulation of the
reward model were implemented in C++ using the Visual Studio 2017 framework on a Dell
Core i5 computer. Complete code for implementing RL MH problem including MH cost as
RL reward is in Appendix A.
As shown in Figure 6.1, the factory layout used for the experiments consisted of ten
workstations (k1, k2, k3, …, k10), seven intersections (x1, x2, x3, …, x7), and one warehouse (h1).
The Floyd-Warshall all-pairs shortest-paths algorithm (Cormen, Leiserson, and Rivest, 1990)
was used to pre-calculate the distances between places in the layout before learning began. The
ten workstations consume a total of 20 different types of parts. Three types of equipment were
used: tuggers (“TG1”, “TG2”, “TG3”), forklifts (“FL1”, “FL2”, “FL3”), and human pullers
(“HU1”, “HU2”, “HU3”). Each type of equipment could carry multiple parts of the same or of
different types. Each equipment type was limited in the number of different part types it could
carry; those limits are shown in Table 6.1. Nine pieces of equipment (three of each type) were
used in total, and each part type could be carried on multiple types of equipment. In the current
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implementation, pieces of equipment are limited in terms of different types of parts they can
transport, but not in the number of parts.
Each workstation had a temporary storage buffer for parts it had not consumed yet. The
buffers’ capacity for each part type was twice the number of parts of that type consumed by
the workstation in an hour.
Table 6.2 shows the consumption rate of each part type by each workstation and all the
pieces of equipment that each part type can be carried on. In an actual application, the
consumption rates would be derived from the demand prior to the start of the MH planning
process; during the process they are constant.

Figure 6.1 Factory layout used for the experiments
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Table 6.1 Equipment capacity limits

Equipment type

Number

Part type limit

Tugger

3

11

Forklift

3

4

Human puller

3

7

Table 6.2 Consumption rate and equipment combination ID

Part ID

Workstation
name

Consumption
per hour

Equipment type
combination

it1

s4

66

Tugger

it2

s3

89

Forklift

it3

s2

92

Human puller

it4

s1

25

Tugger or Forklift

it5

s5

40

Tugger or Human puller

it6

s6

66

Tugger

it7

s7

20

Forklift

it8

s8

15

Human puller

it9

s9

22

Tugger or Forklift

it10

s10

30

Tugger or Human puller

it11

s4

79

Tugger

it12

s3

37

Tugger

it13

s2

88

Forklift

it14

s1

49

Forklift

it15

s5

38

Human puller

it16

s6

28

Human puller

it17

s7

55

Human puller

it18

s8

40

Tugger or Human puller

it19

s9

30

Tugger or Human puller

it20

s10

85

Tugger or Human puller
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The consumption rates (between 15-100) and equipment type combinations were
generated randomly for the experiments. The equipment type combination and equipment limit
on the number of part types was checked while moving the delivery from one route to another
during the execution of a plan change action to ensure that no physical constraints are violated.
The RL MH plan improvement process was tested with six different initial MH plans,
which are summarized in Table 6.3. Table 6.3 describes the initial MH plans; the learning
process is intended to modify an initial plan in ways that will improve it. In the table, the first
column identifies the initial plan. The second column shows how many parts are present in
each workstation’s temporary parts buffer at the beginning of the shift; the two values in the
column, 2.0 and 0.2, indicate 200% and 20% of the workstation’s consumption rate of each
part type respectively.

Table 6.3 Initial MH plans

Initial
plan

Initial number of
parts of each type

Initial number of part
types served per route

Visit frequency
per route

Starting
state

1

2

1

12

No penalty

2

0.2

1

12

Penalty

3

2

>1

12

No penalty

4

0.2

>1

12

Penalty

5

0.2

1

24

penalty

6

0.2

>1

24

Penalty
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Table 6.4 Weights and costs of the reward response variables

Response variable
Distance travelled M
Equipment utilization Vutilization
Mean parts V
Unconsumed parts Penalty

Weight

Cost per unit ($)

0.2

0.02

2

100

0.8

1

5

1

The third column specifies the number of the deliveries present in each route of the
plan. If the value in the column is 1, each route in the plan consists of one piece of the
equipment delivering one type of part to one workstation. If the value is > 1, then a route may
initially include multiple deliveries. The fourth column shows the frequency at which the
workstation is visited; the two values 12 and 24 correspond to deliveries of parts to the
workstation every 30 minutes and every 15 minutes respectively. Finally, the fifth column
shows the beginning state of the learning process for that plan.
Table 6.4 shows the weights and cost per unit of response variables used in the
experiment. The weights of the response variables were elicited from Steelcase SMEs.
Figures 6.2, 6.3, and 6.4 show the results of the experiments for all six initial plans; the
figures have one graph for each of the six initial plans. In each graph in the figures, the x axis
represents the number of plan change actions taken and the y axis represents the MH cost of a
plan after each action. The RL process was run five times for each of the six initial plans. The
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blue lines show the MH costs for the five individual runs for each initial plan and the red line
shows the average of those five runs.
As the figures shows, the majority of the learning occurred within first 500 actions,
after which the cost of the MH plan tended to stabilize. Although the cost stabilized early, and
only the first 2000 actions are shown for each initial plan in the figures, the algorithm was run
for 3000 actions in total so that the learning agent had ample opportunity to explore and
improve the plan. The slower stabilization observed for initial plan 5 suggests that the frequent
visits to the workstation in the initial plan slowed the rate at which the plan could be improved.
Table 6.5 shows the final RL action values of all the actions for each state and for each
initial plan. The action values were calculated using Bellman updates after each action
selection as shown in Figure 5.2 (line 15). A lower action value for a particular action in a
particular state indicates that selecting that action in that state could lead to less desirable
rewards. These values are the average of the five runs of 3000 iterations of each initial plan.
The action values indicate that in the Penalty state an increase in the number of parts
and the number of trips is appropriate, whereas a decrease in the number of parts and trips is
not appropriate, and vice-versa when the agent is in the No penalty state. The remaining actions
generally lead to plan improvements (i.e., cost reductions) when there is no penalty, which the
learning agent is expected to learn.
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Initial plan 1 starts with no-penalty state
24000

MH cost ($)

20000
16000

Run 1
Run 2
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Run 3
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0
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Initial plan 2 starts with penalty state
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16000

Run 1
Run 2
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Run 5
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0
0
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2000

Number of actions

Figure 6.2 MH cost improvement for initial plans 1 and 2
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Initial plan 3 starts with no-penalty state
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Initial plan 4 starts with penalty state
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Figure 6.3 MH cost improvement for initial plans 3 and 4
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Initial plan 5 starts with penalty state
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Initial plan 6 starts with penalty state
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Figure 6.4 MH cost improvement for initial plans 5 and 6
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Table 6.5 Final action values of the RL actions for the six initial plans

Action

Initial plan 1

Initial plan 2

State 0

State 1

State 2

State 0

State 1

State 2

IncreaseTheNumberOfTrips

–17.8

–18.3

24.0

3.5

–3.3

30.2

DecreaseTheNumberOfTrips

–25.9

26.5

–0.5

–55.1

16.6

–1.7

IncreaseTheNumberOfPartsDelivered

– 45.1

–14.2

53.4

–62.3

–5.6

57.9

DecreaseTheNumberOfPartsDelivered

45.1

11.1

–65.0

54.4

8.6

–69.4

ChangeNumberAndOrTypeOfEquipment

42.0

30.4

–159.9

105.9

1.5

–258.4

MergeWithTheRouteWithSameWorkstation

26.6

5.4

1.4

13.3

0.0

69.4

MergeWithNeighborWorkstation

39.1

20.2

35.3

40.9

3.9

73.5

MergeWithTheRouteWithInTheWalk

20.9

–1.1

18.8

21.5

7.9

31.3

MergeWithTheRouteArbitrarily

27.3

13.4

21.2

47.0

4.6

49.4

SplitTheRouteArbitrarily
Action

–257.5

–201.5 –170.3
Initial plan 3

–312.4

–3.3
–230.6
Initial plan 4

State 0

State 1

State 2

State 0

State 1

State 2

IncreaseTheNumberOfTrips

–30.9

–5.8

8.5

–28.8

–0.6

1.3

DecreaseTheNumberOfTrips

5.5

–2.2

–23.7

–0.6

0.2

–29.2

IncreaseTheNumberOfPartsDelivered

–40.8

–8.5

25.1

–34.4

3.1

29.2

DecreaseTheNumberOfPartsDelivered

32.5

5.0

–30.2

30.5

5.2

–37.1

ChangeNumberAndOrTypeOfEquipment

52.5

9.9

–112.3

39.8

29.2

–150.6

MergeWithTheRouteWithSameWorkstation

38.5

4.0

2.4

15.9

1.4

19.1

MergeWithNeighborWorkstation

74.5

6.0

25.5

32.3

17.1

43.7

MergeWithTheRouteWithInTheWalk

20.4

2.7

10.3

19.5

3.8

14.1

10.4

27.0

11.7

7.9

MergeWithTheRouteArbitrarily
SplitTheRouteArbitrarily
Action

45.5
–280.9

–209.9 –158.2
Initial plan 5

23.1
–143.1

–31.8
–178.5
Initial plan 6

State 0

State 1

State 2

State 0

State 1

State 2

–17.0

–20.0

–14.2

–18.6

–0.7

46.1

DecreaseTheNumberOfTrips

56.8

6.8

–79.8

49.6

8.3

–89.7

IncreaseTheNumberOfPartsDelivered

–80.3

1.1

65.5

–61.1

–6.0

44.2

DecreaseTheNumberOfPartsDelivered

63.1

–3.1

–61.3

55.8

6.3

–62.9

ChangeNumberAndOrTypeOfEquipment

114.7

5.3

–152.6

125.5

10.4

–251.4

MergeWithTheRouteWithSameWorkstation

43.1

–0.5

49.8

57.2

2.1

40.8

MergeWithNeighborWorkstation

77.7

12.5

64.6

71.4

–3.5

77.2

MergeWithTheRouteWithInTheWalk

16.2

–7.2

–4.6

40.9

1.5

16.4

MergeWithTheRouteArbitrarily

96.2

3.3

42.1

33.2

12.8

45.5

–339.9

–18.9

–312.9

–358.8

–160.4

–292.5

IncreaseTheNumberOfTrips

SplitTheRouteArbitrarily
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Initial plan 1 starts with no-penalty state
Number of actions
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Initial plan 2 starts with penalty state
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Figure 6.5 Histograms of the actions of each state of initial plan 1 and initial plan 2
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Number of actions taken

Initial plan 3 starts with no-penalty state
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Initial plan 4 starts with penalty state
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Figure 6.6 Histograms of the actions of each state of initial plan 3 and initial plan 4
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Number of actions taken

Initial plan 5 starts with penalty state
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Initial plan 6 starts with penalty state
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Figure 6.7 Histograms of the actions of each state of initial plan 5 and initial plan 6
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Table 6.6 Example of the improved plan with starting initial plan 1

Initial plan 1
Route number

Piece of
equipment

Visiting
frequency

Warehouse

Deliveries

1

FL3

30

h1

(k9, 9, 44)

2

FL1

30

h1

(k1, 13, 176)

3

HU3

30

h1

(k10, 10, 60)

4

FL1

30

h1

(k4, 14, 98)

5

FL2

30

h1

(k2,2,178)

6

HU2

30

h1

(k7, 17, 110)

7

TG1

30

h1

(k2, 12, 74)

8

HU1

30

h1

(k6, 16, 56)

9

FL3

30

h1

(k4,4, 50)

10

HU3

30

h1

(k5,15, 76)

11

TG2

30

h1

(k3, 1, 132)

12

HU1

30

h1

(k8, 18, 80)

13

HU1

30

h1

(k10, 20, 170)

14

HU3

30

h1

(k8, 8,30)

15

HU2

30

h1

(k9, 19, 60)

16

TG3

30

h1

(k3, 11, 158)

17

HU1

30

h1

(k1, 3, 184)

18

FL2

30

h1

(k7,7, 40)

19

TG1

30

h1

(k6, 6, 132)

20

HU2

30

h1

(k5, 5, 80)

Improved initial plan 1
Route number

Piece of
equipment

Visiting
frequency

Warehouse

Deliveries

1

TG1

30

h1

(k4, 4, 26), (k6, 6, 54),(k8, 18, 36),
(k9, 19, 31),(k10, 20, 78),(k2, 12,
37),(k3, 1, 63)

2

TG3

30

h1

(k5, 5, 34),(k9, 9, 25),(k10, 10,
34),(k3, 11, 68)

3

FL2

33

h1

(k4, 14, 45),(k1, 13, 72),(k2, 2,
72),(k7, 7, 23)

4

HU2

29

h1

(k5, 15, 33), (k6, 16,
27),(k7,17,44),(k8, 8, 17),(k1, 3, 55)
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Table 6.7 Improvement in MH cost produced the RL process for the six initial plans

Initial plan

Initial MH cost

Final MH cost

Reduction

1

10,208.7

1,526.7

85.04%

2

19,824.6

1,893.8

90.44%

3

7,961.9

1,689.3

78.78%

4

18,848.5

1500.3

92.04%

5

9,990.7

1982.4

80.15%

6

15,433.3

1631.5

89.42%

Figures 6.5, 6.6, and 6.7 show six histograms, one for each initial plan. The histograms
show the number of times each action was selected in each state for each initial plan. They
reveal that favorable actions were selected many times. For example, in the No penalty and
Transition

states

for

initial

plan

1,

actions

DecreaseTheNumberOfTrips

and

DecreaseTheNumberOfPartsDelivered actions were selected more frequently than actions
IncreaseTheNumberOfTrips and IncreaseTheNumberOfPartsDelivered, and vice versa for the
Penalty state.
Table 6.6 shows the example of the improved plan starting from initial plan 1. As
shown in the table, the number of pieces of equipment and the number of parts used per plan
is decreased.
Table 6.7 shows the overall MH cost improvement for each plan averaged over 5 runs
of 3000 actions each. By comparing initial cost to final cost, one can see that the learning
process produces a significant reduction in the total MH cost for each initial plan.
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CHAPTER 7

EXPLORATION AND EXPLOITATION IN PLAN-SPACE RL

This chapter gives a brief description of the concept of balancing exploration and
exploitation in RL and reviews applicable literature on that topic. This chapter then reports and
analyzes the results of the experimental trails conducted with different values of ε, the
parameter that’s controls exploration versus exploitation.
As mentioned in section 2.1 of chapter 2, one of the important features of RL is
balancing exploration and exploitation. In RL, preference is usually given to long term gain or
cumulative reward rather than immediate reward. This is because although some actions give
a good immediate reward, in the long run, they may not be the feasible actions and may not be
the optimal actions. In order to avoid the bias of choosing only the best immediate action (i.e.,
to exploit), exploring non-greedy actions is needed, so that the actions which are feasible or
optimal over the time will not be missed. One of the simplest methods used in RL applications
to balance exploration and exploitation is the ε-greedy method. On most actions the learning
agent exploits and with a small probability ε, explores (i.e., treats all the actions with equal
probability) (Sutton and Barto, 1998). There is no standard way to choose the value of ε, but
testing different values can show which value is best for a particular application, i.e., in this a
value that optimize cumulative reward along with learning effective policy for a given RL
problem. Most of the research on balancing exploration and exploitation has been conducted
using variations of the bandit problem. Experimentation with different ε values using the 1084

armed bandit problem reported in (Sutton and Barto, 1998) showed that when ε = 0, i.e., when
exploration is zero, the learning agent’s reward leveled off at a lower value, whereas when ε =
0.01 and ε = 0.1 agent’s reward was higher.
This chapter reports the behavior of an RL MH problem with different
ε-values. This is one of first studies of how a realistically complex RL problem, with learning
based on a heuristic action selection process (the two stage process discussed in section 5.2)
and a multi-objective reward function, behaves with different ε values. The experimental setup
for all the run was the same as in chapter 5. For each initial plan and each ε value, the algorithm
ran 5 times for 5000 actions each. The number of actions was chosen as 5000 empirically, as
some of the ε values required more actions to improve and stabilize the RL MH plan. Five
different values of ε were taken for the experiments: 0, 0.01, 0.1, 0.3, and 1.
Figures 7.1, 7.2, and 7.3. show the MH costs over 5000 actions for the five experimental
values of ε for each of the six initial plans presented in chapter 6. The figures show the MH
cost after each action, averaged over five runs for each value of ε (For clarity, the individual
runs’ costs are not shown.). Figures 7.4, 7.5, and 7.6 are similar to Figures 7.1, 7.2, and 7.3,
but they instead show the incremental average MH costs. Incremental average is calculated by
updating the average of the reward after each action. For ε = 0.01, 0.1, and 0.3 i.e., for all
experimental values of ε other than 1, the RL process effectively improved the initial plans,
with the MH cost stabilizing around 500 actions. For initial plans 1, 2, 4, and 5, there was very
little difference in the plan improvement rate for ε values 0.01, 0.1, and 0.3. There were some
negligible differences in the plan improvement rate for the different values of ε for initial plans
3 and 6, which shows that an optimum balance of exploration and exploitation may be sensitive
to the problem’s initial conditions.
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Figure 7.1 Average results of ε experiments for initial plans 1 and 2
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Figure 7.2 Average results of ε experiments for initial plans 3 and 4
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Figure 7.3 Average results of ε experiments for initial plans 5 and 6
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Figure 7.4 Incremental average results of ε experiments for initial plans 1 and 2
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Figure 7.5 Incremental average results of ε experiments for initial plans 3 and 4
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Figure 7.6 Incremental average results of ε experiments for initial plans 5 and 6
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Although these results show that the RL process was able to gradually improve the
MH plans even with ε = 0, i.e., no exploration at all, learning an improved policy is also
important with respect to the RL problem. With ε = 0 the RL algorithm performed poorly at
learning an improved policy because it did not explore to find possibly better actions as it did
with other ε values.
As mentioned at the beginning of this chapter exploration parameter ε is the
probability of choosing one of the available actions randomly, as opposed to choosing the
action with the best cumulative reward so far in the current situation. The values of ε used in
these exploration versus exploitation experiments included ε = 1, which means that in those
runs the actions were always chosen randomly. The RL process was able to improve the
initial plans even with ε = 1 because of the second stage in the two-stage action selection
process (selection 5.2), in where the selected action’s parameters are set by heuristics using
information from the results of the MH plan simulation. Essentially, when ε = 1, the actions
were selected randomly, but the heuristics calculated parameters for the actions that were
sometimes able to improve the plan anyway. However, it is important to note that the rate at
which the MH cost was reduced was much slower when ε = 1 than for other values of ε, and
that the MH costs remained at much higher values when compared to other ε values, even
after 5000 actions. In some cases, e.g., initial plans 5 and 6, the MH costs did not stabilize
but tended to diverge over when ε = 1. These runs with ε = 1 clearly demonstrate the
effectiveness of the RL process in terms of learning the right action to select for a given
situation. When ε = 1, the actions are selected randomly producing much slower
improvement to the MH plans. This is especially evident for initial plan 2 (shown in Figures
7.1 and 7.4) and initial plan 4 (Figures 7.2 and 7.5) .
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For the RL MH problem considered in this research, this type of experiment is very
important. It explicitly reveals whether or not the RL agent was learning. This can also act as
a benchmark for testing RL algorithms’ improvements and identify where it will be difficult
to do comparsion tests because many RL problems are domain specfic. It also shows how
much the heuristics helped when compared to the actual learning, which can be applied to
other RL algorithms that use observations and heuristics to aid the learning.
As conjectured in (Sutton and Barto, 1998), this experiment that exploration is needed
for improving the reward and for learning an improved policy with an RL agent, even with
RL problems with a small number of states.
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CHAPTER 8

STABILITY OF A NEURAL NETWORK FUNCTION
APPROXIMATOR

This chapter explains the neural network-based function approximators used in
solving some RL problems and contains a brief literature review on that topic. Then this
chapter presents a mapping from a MH plan to a neural network input data (features) and also
defines a new set of actions derived from the actions in chapter 4. Finally, this chapter reports
and analyzes experimental results of a neural network-based function approximator used for
the RL MH plan improvement problem.
8.1. Neural network function approximator
The second part of (Sutton and Barto, 1998) explains how RL can be used for a problem
with a large state and action space. To understand this, consider the RL MH problem on a
larger scale. Chapters 4 and 5 showed how an RL state can be derived from a reward
calculation. Deriving the state from the reward was necessary, even for the small factory layout
used for the RL experiments reported in chapter 6, because the MH plan has many variables
with many possible values, and consequently treating each different plan as a state would result
in approximately 1043 states. That is too many for the RL process to reach and try actions in
during an execution. Accounting for an even greater number of workstations, warehouses,
equipments, and part types as may be present in a real factory would produce even more states.
94

This makes it difficult to represent the MH problem as a tabular learning RL problem (as for
many traditional RL problems). Thus, in order to estimate the value of a state or state-action
pair within a huge state or state-action space, it is necessary to approximate the value of the
state or state-action pair using a function approximator, which is a parameterized function takes
a weighted vector of state features as input. Suppose that θ ∈ Rn is a vector of features weights,
then function v(s, θ) ≈ v(s, θ) is the approximation of the value of state s. Here the function v
is non-linear. With the appropriate weights θ, the value of any state s can be estimated by the
function v. The feature weights θ are learned from a few examples (a training data set) and
generalized across all the states, which is the fundamental idea of the supervised learning form
of machine learning. Non-linear function approximators are needed whenever the value
function is non-linear with respect to the feature weights. This will often be the case because
many, perhaps most, real-world systems of interest have non-linear behavior. Therefore, the
study of non-linear function approximators is important to enable applying RL to such systems.
The motivation for the research described in this chapter is to determine whether an RL
process combined with an ANN function approximator (Van Gerven and Bohte, 2017) can
learn to improve an MH plan and whether the plan stabilizes or diverges over time. This would
address research question 10 as stated in chapter 1. The intention was to use data generated by
the simulation to train the non-linear function approximator and assess its effectiveness i.e.,
whether there would be a smooth convergence on an improved plan, or if the process would
eventually diverge, a phenomenon frequently mentioned in the literature (Fairbank and Alonso,
2011; Sutton, and Barto, 2018). For divergence the goal of this research was to identify the
possible reasons why, and for convergence to discover if there are any standard steps to follow
in order to ensure convergence.
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An ANN is a network of interconnected neurons or units whose architecture and
processing is inspired by the human (or animal) nervous system. The terms “ANN”, “the
network”, and “the neural network” are used interchangeably in this chapter. A typical
feedforward ANN is shown in Figure 8.1. The first layer is the input layer, which takes input
features; the last layer is the output layer, which gives the output of the network. The layers
between the first and last layer are called hidden layers. There will be additional neurons for
all the hidden layers not connected to previous layers called bias neurons. Each neuron in one
layer (except the output layer) is connected to all the neurons in the next layer through weighted
connections, which correspond to synaptic connections in the human neural system. The
activation of each neuron is a non-linear function of the neuron’s input, which are
parameterized by the connection’s weights. Hidden layer neurons and output layer neurons
compute a weighted sum of the input signal using a linear function, and then apply a non-linear
function (called an activation function in the literature), which make the neurons semi-linear.
Some common activation functions are sigmoid functions, logistic functions, and rectified
linear neurons.
The goal of training an ANN is to generate a system which can automatically recognize
a pattern in the input data (features) based on the training data. In simple mathematical terms,
an ANN acts as a function that learns a mapping from input to output. Learning in an ANN is
basically modifying the connection weights in order to produce the desired output for a given
input. One of the most important and frequently used methods to train the ANN is
backpropagation, where the error between the desired output and the actual output is
backpropagated through the layers to the weights, as shown in Figure 8.1.
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Figure 8.1 Example ANN with typical flow of backpropagation method from (Sutton
and Barto, 2018)

ANNs have a long history of use and application in the field of AI and function
approximation (Miller, Werbos, and Sutton 1995; Balabin and Lomakina, 2009; Alizadeh,
Lyons, Castle and Prasad, 2016). An ANN with multiple hidden layers is typically called a
deep neural network (DNN) (Bengio, 2009). Recent advancements in training DNNs have led
to a new field of AI called deep learning (Schmidhuber, 2015), which has produced some
impressive results in various fields, including automated speech recognition and image
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processing, especially image classification (Cireşan, Meier, and Schmidhuber, 2012).
Combining RL with an ANN to approximate state or state-action values is not new to
the RL community (Williams, 1988). One of the earliest applications of RL combined with an
ANN was to the game of backgammon (Tesauro, 1995). More recent applications include IBM
Watson’s “Daily-Doubling” wagering in the game show Jeopardy (Tesauro, Gondek,
Lenchner, Fan, and Prager, 2012), human-level video game play for games on the Atari 2600
console (Mnih, Kavukcuoglu, Silver, Graves, Antonoglou, Wierstra, and Riedmiller, 2013;
Mnih and Kavukcuoglu, 2017), the AlphaGo game (Silver et al., 2016), and the AlphaGo Zero
game (Silver et al., 2017).
Human-level gameplay for games on the Atari 2600 game console was produced using
a deep Q-network (DQN) learning agent which combined a deep convolution network (a type
of DNN) with Q-learning. Mnih and Kavukcuoglu used two DQNs to learn to estimate the
action values to play the game. The inputs were game screen images (Mnih and Kavukcuoglu,
2017).
Most of the advancement and best-known applications which combine deep
convolution DNNs with RL usually use image data formatted as a spatial array (including the
video game examples mentioned earlier) (Nguyen, 2018). There are a small number of
instances where DNNs combined with RL have been applied to very small problems with nonimage data (Riedmiller, 2005; Mossalam, Assael, Roijers, and Whiteson, 2016).
Some papers in the literature report problems with using the backpropagation algorithm
to train an ANN (Wiering, 2004; Bengio, 2009; Sutton, and Barto, 2011).
However, advanced training methods to train a DNN have managed to produce good
results in many applications and to mitigate the errors caused by backpropagation to train an
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ANN. An important way to train a DQN is to replay memory, i.e., storing the huge number of
training samples in a memory buffer and training the network with mini-batches. Fairbank
(Fairbank and Alonso, 2011) and Fujimoto (Fujimoto, Meger, and Precup, 2018) showed how
off-policy training may lead to divergence while training with mini-batches. Hence, the work
reported in this chapter shows how DNN can be successfully trained using a training process
similar to the one used in training the DQN agent to play games on the Atari 2600 console
(which had smooth convergence).
For this research, a DNN was used instead of a DQN because the input was not image
data. In this research, the input to the DNN is an RL MH plan and the outputs is an action
selected by the DNN to improve the plan.
The research reported in this chapter has two motivations: first, to check whether a
DNN can be successfully trained with non-image data, and second to determine whether a
DNN would converge or diverge and to identify possible reasons for its behavior.
8.2. Discussion of architecture, inputs, and outputs of the DNN
The DNN used in this research has 36 input neurons and 24 output neurons. As most
of the inputs are in different units, they are normalized to bring the input value between 0 to 1.
Empirically a five-layer deep network was chosen for the experiments. Each hidden layer has
50 neurons. Each of the hidden layers’ neurons has a rectified linear unit as an activation
function. The output layer neurons each have a softmax activation function. Initial weights are
set randomly between 0 and 0.3.
In order to keep the DNN to a reasonable size, the size and complexity of the factory
structure, and thus the MH plan, was reduced for this portion of the research as compared to
the factory structure and MH plans used for the work reported in chapters 4-7. The numbers of
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parts, workstations, and pieces of equipment were each limited to a maximum of four, and each
workstation was assumed to consume exactly one type of part. Within this simplified factory
structure, there can be at most four routes, each one delivering one type of part to the sole
workstation that consumes that type of part.
An MH plan for this factory is input to the DNN via the neurons of the input layer. The
details of the MH plan are mapped to values for the input layer neurons as follows. The 36
neurons of the input layer are divided into four equal subsets of nine neurons each, one subset
of nine neurons for each route. The nine neurons for a route are further partitioned to accept
the parameters of the route.

Figure 8.2 Description of RL MH plan input to a DNN
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The route’s path is not represented explicitly in the input because the visiting frequency
takes it into account, and moreover it was assigned less weight in the overall MH cost than the
other reward variables. Hence, the first four neurons of each route represent deliveries, the
second four neurons represent the equipment type, and the last neuron represents the visiting
frequency as shown in Figure 8.2.
The neurons of the first subset of each route represent all possible deliveries in a plan P.

The order of the deliveries in each route is the same. Because each workstation consumes only
one type of part in this experiment, there can be at most four deliveries in each route, so there are
four neurons in each route to represent the deliveries. If dj ∈ Di is the delivery in route i of plan

P, then recall that dj[1] is a workstation to which part type dj[2] should be delivered. Then
dj[3], which is the number of parts of type dj[2], is normalized by dividing the difference of
consumption rate and 0.1 times of the consumption rate (minimum) with the difference of 3
times of the consumption rate and 0.1 times the consumption rate (minimum) of each part dj[2].
This normalized dj[3] serves as an input of the delivery j to the network. If a route has one
delivery, then the neuron representing that delivery is given the normalized value and all
remaining neurons are made zero for that route.
The second four neurons of the route are used to represent which piece of equipment is
used for that particular route: the four neurons represent four pieces of equipment; the neuron
corresponding to the piece of equipment serving that route is set to 1 and the other neurons are
set to 0.
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The last input neuron of each route takes a visiting frequency normalized by dividing
the difference of current visiting frequency of the route and 1 minute (minimum, i.e., visiting
once every minute) with the difference of 360 minutes (maximum, i.e., once in 6-hour shift)
and 1 minute (minimum).
The output layer of the RL MH DNN has 24 neurons. As mentioned earlier, the output
of the DNN designates an MH plan change action. Section 4.2 of chapter 4 described the plan
change operators for learning in a tabular RL MH problem. Here, some of those actions are
adapted with suitable modification such that they are applicable to DNN learning. There are a
total of three sets of actions: the first set is IncreaseTheNumberOfTrips and
DecreaseTheNumberOfTrips. These actions are defined for each part type. Because there are
four different part types in the DNN-based RL MH problem, there are eight actions which
either increase or decrease the number of trips for each part type. The second set of actions are
IncreaseTheNumberOfPartsDelivered and DecreaseTheNumberOfPartsDelivered. These
actions are defined for each part type, so there are again eight actions which either increase or
decrease the parts delivered for each part type respectively. The third set of actions is
AddToTheEquipment. This action is defined for all the combinations of part type and a piece
of equipment which carry that part. For example, when AddToTheEquipment, is selected with
a part type x and a piece of equipment y then it simply looks for the route i where part x is
being served and checks whether it is already being served by equipment y. If not, it will
remove that delivery from route i and add it to route j, which is being served by equipment y.
If equipment y is not used by any route, then this action will create a new route. For the
previously mentioned input, there are eight AddToTheEquipment actions. These actions sets
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are carefully designed so that, they can be easily scalable for larger input such as a factory with
more routes and workstations.
A function named AgentHelper was developed to generate training data. AgentHelper
produced a set of training data with three million actions, where each training sample consists
of a quartet of (si, ai, ri + 1, si + 1). Each sample run has 500 actions, which AgentHelper stores
using the tabular method with ε-value set to 0.3 (chapters 4 and 5). The training data includes
actions starting from all six initial plans. Though the factory structure is considerably reduced
for this research, initial plans are generated in a similar way as shown in table 6.3 of chapter
6. For each initial plan, 1000 samples of 500 actions each are generated, 500 actions are chosen
empirically because that is when the RL agent improves the plan and stabilizes. First, the
actions were generated using a tabular RL MH learning method then those actions are run
again using the actions of the neural network described earlier, starting from the same initial
plan state during which training data was stored. The reward for learning is derived from an
abstract DES as in the tabular method from section 4.3 of chapter 4. If the current action
decreases MH cost when compared to the previous action, the reward is taken as +1. Otherwise
it is taken as -1.
8.3. DNN training and learning process
Figure 8.3 shows the training process of an RL MH problem combined with a DNN.
As the figure shows, this is an off-line training process (i.e., the training was conducted using
stored training samples instead of generating the training sample dynamically by interacting
with the environment). There are two neural networks with the same configuration as
mentioned in the section 8.2. Current state s information is input to network 1 and next
state si + 1 information comes from the training sample quartets stored in the database. The
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feedforward results of both network 0 and network 1 are input into the RL process. The RL
process applies the Q-learning algorithm mentioned in section 2.1 of chapter 2 by calculating
and using the state-action values of network 0. This calculates the error to propagate back into
network 1 and network weights are adjusted accordingly. Training is done in mini-batches as
described in (Mnih and Kavukcuoglu, 2017). This approach helps to avoid divergence.
Empirically, a mini-batch value of 500,000 was chosen. After each five mini-batch training
intervals network 0’s weights are replaced by the weights of network 1.
Figure 8.4 gives the pseudocode of the Q-learning algorithm combined with the DNN.
Lines 1-2 initialize the memory, state-action values, and weights of both networks. Lines 3-11
explain the process of training the DNN using mini-batch samples from the replay-memory
database D. Line 4 shows the random selection of mini-batch from the replay memory database
and line 5 shows the feedforward process of both network 0 and network 1. For each sample
(si, ai, ri + 1, si + 1), going to the next state and taking the maximum action is calculated as shown
in line 8, which is used as the network output in supervised learning. Then that is subtracted
from the q1π (si, ai; θ) (the superscript indicates the network) of the network 1, which is used as
the error to update the weights of the network 1 as shown in line 9. The RMSprop is used as
the loss function.
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Figure 8.3 RL MH offline-training process to train a DNN

Figure 8.4 Pseudocode of the Q-learning algorithm combined with a DNN
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Figure 8.5 Results of testing a DNN with initial plan 1 and 2
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Figure 8.6 Results of testing a DNN with initial plan 3 and 4
107

Initial plan 5 starts with penalty state
6000

MH cost ($)

5000
4000
Tabular method data

3000

DNN 1500 epochs
2000

Double DNN 1500

1000
0
0

100

200

300

400

500

Number of actions

Initial plan 6 starts with penalty state
6000

MH cost ($)

5000
4000
Tabular method data

3000

DNN 1500 epochs
2000

Double DNN 1500

1000
0
0

100

200

300

400

500

Number of actions

Figure 8.7 Results of testing a DNN with initial plan 5 and 6
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Both the training process in Figure 8.3 and the pseudocode 8.4 are adapted from
(Mnih and Kavukcuoglu, 2017). Training samples are generated with C++, whereas training
of the DNN is done using Python with the TensorFlow library (Abadi et al., 2016). Along
with the DQN-based learning from Mnih (Mnih and Kavukcuoglu, 2017), a double DQNbased DNN was also trained, as this helps to avoid over-optimistic value estimates (Van
Hasselt, Guez and Silver, 2016). In a double DQN, instead of taking the maximum actions of
network 0 directly for the yi calculation in line 8 of Figure 8.4, the highest value actions are
taken from network 1; then, those action values of network 0 are used to calculate the error to
backpropogate through DNN.
8.4. Results of training DNN
This section presents experimental results from training a DQN and a double DQNbased DNNs. Figures 8.5, 8.6, and 8.7 show the results of testing performed on a DNN
trained with two different training techniques based on the DQN-learning process from
(Mnih and Kavukcuoglu, 2017), starting with all six initial plans. The figures also show one
of the training samples generated using the tabular method. The DNN trained starting from
initial plans 1 and 3 performed better with 1000 epochs of training and the DNN trained
starting from remaining initial plans improved the plan with 1500 epochs. Testing was
conducted by setting ε = 0.1. This is necessary because the training data does not include the
actions that are not taken because of the physical constraints implemented to take actions. It
is also necessary because sometimes the algorithm reaches a local minimum (see Figure 8.7);
therefore, setting ε to a small non-zero value helps the agent to escape the local minimum. A
sudden increase in the MH cost, as shown in the figures, may occur because of the randomly
selected actions, but such an increase does not mean the network showed divergent behavior.
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Whenever a random action increases the cost, the network decreases it by taking corrective
actions. Results show that a DQN-based DNN behaved better than a double DQN-based
DNN. The DNN starting from initial plans 1 and 3, improved the plan with smooth
stabilization when compared to other initial plans.
The results show that the DNN was successfully trained to learn to generate improved
plans starting from several initial plans based on the DQN-learning process from (Mnih and
Kavukcuoglu, 2017). The results also show there was no divergence while testing. Another
important thing to be observed is that the learning stabilizes after some actions, as in the tabular
method. This is one of the first studies which shows the successful training and learning of a
continuous RL problem where learning is in plan-space with a plan as an input to the DNN.
The success of training a DNN is believed to be the result of the process of generating the
training data using a heuristic-based two-stage action selection process and also the combined
training samples generated starting from all six initial plans.
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CHAPTER 9

RESULTS, CONCLUSIONS, AND FUTURE WORK

This chapter summarizes this entire project on applying RL to a complex MH
problem and briefly restates the answers to the research questions posed in chapter 1, based
on the results detailed in chapters 3 through 8. This chapter also identifies the major
contributions of this research and identifies possible future work.
9.1. Answers for research questions
Applying RL to MH
1. How can MH in a complex factory environment be mapped to the RL problem?
Chapter 4 explained how to formally represent a realistically complex MH plan in terms of
the standard components of the RL process (states, actions, and reward) defined in (Sutton
and Barto, 1998). This mapping may be useful not only for MH, but for mapping other
factory problems, such as warehousing picking and space utilization, to RL
2. Is the efficiency of the RL process for generating efficient MH plans improved by using
previous MH plans as starting points?
Instead of learning a policy for each demand, a general RL policy can start with naïve
initial MH plans and learn how to improve those plans for any demand. A two-stage
process enables learning from a small set of initial plans and a small state-space supports
computational efficiency and memory usage.
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3. What is an effective RL method (e.g. TD, MC, actor-critique, or others) for generating
efficient MH plans?
There is no overall best RL method. Everything depends on the problem type. For the RL
MH problem, SARSA and Q-learning TD methods were used, which are suitable for
continuous RL problems such as RL MH problem.
4. How can a MH plan be changed in response to a reward in order to produce a better plan?
Section 4.2 of chapter 4 describes the change operators, i.e., RL actions which are applied
based on the reward to improve the MH plan. Also, section 5.2 of chapter 5 explains the
two-stage action selection process, which uses the heuristics and information from the
reward calculation to parameterize the selected actions.
5. How should MH routes be generated and what types(s) of routes are best?
The MH routes were generated using Floyd’s (Cormen, Leiserson, and Rivest, 1990) all
source shortest path algorithm, to optimize the path of the route; It found the shortest path
to visit the different workstations in a route and ending at the same point, the warehouse.
RL Reward Function
6. What is a suitable RL reward function applied to MH?
Section 4.3 of chapter 4 explains the reward calculation for improving the MH plan. An
abstract DES-based multi-objective reward calculation was used to calculate the RL
reward.
7. How can the various components of the cost of MH be included in a multi-objective
function?
The various components of the MH costs are combined into a scalar using the weighted
sum method.
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8. Will an analytic reward function suffice, or is a simulation-based reward function needed?
Because of the complexity of calculating the MH cost for a given plan, an analytic reward
function was not used. Instead, an abstract DES-based model described in chapter 4
simulated the MH described in the plan and calculated the MH cost.
9. What are the effects of multi-objective plan-space learning on the balance of exploration
and exploitation in plan-space RL?
Chapter 7 reports the results of testing with different balances of exploration and
exploitation. They show that a small amount of exploitation is useful even for a problem
with a small number of states, both for improving the MH cost and learning an effective
policy.
Stability of Non-Linear Function Approximation in RL
10. Can an ANN stabilize as a non-linear function approximator in plan-space learning in RL?
Chapter 8 shows the experiments and testing of MH plan improvement using two types of
DNNs combined with RL. The results show that tabular data can be used for training a
DNN for learning action values when approximating the state-space. Also, the results show
that training samples from a tabular method used to train a DNN with a DQN-based
learning process (Mnih and Kavukcuoglu, 2017) can improve MH cost without diverging.
9.2. Conclusion
This research demonstrated how RL can be applied to a complex MH problem with a
multi-objective reward function. A main contribution of this work is how a large RL state and
action space can be abstracted using information from the reward calculations and a two-stage
action selection process. As shown in chapter 6, the policy improves with different starting
plans. The factory layout used in this research was based on a real factory (the Steelcase factory
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in Athens, AL) and the RL reward was calculated by abstract DES-based model of MH in that
factory. Those features of this study ensured similarity to practical applications, thereby filling
the gap of applying RL into a practical system because testing the plan is integrated into the
system. The input parameters used in this research were: factory layout, equipment, part type,
workstation consumption, buffer capacity, and plan duration (how often a plan is required).
These parameters are the most common input parameters used in modeling MH (confirmed by
the literature survey and models provided in DES software packages, such as Flexsim
(Nordgren, 2003) and SIMIO (Pegden, 2007), etc., which represent the primary tools used to
model manufacturing systems). All these parameters can take data that are specific to each
manufacturing facility and represent the RL environment in the RL MH problem. The inputs
were represented using conventional theoretical constructs (e.g., sets) and programming data
structures (e.g., C++ vectors). The input parameters were not specific to any particular
company’s data; therefore, data from another company could also be used to produce an
efficient MH plan.
Because most previous research in applying RL to MH has been focused on individual
problems, rather than the entire process, this research will help MH managers respond to
changes in customer demand more readily and lower MH cost. The findings presented here
may also help logistics and supply chain managers improve the efficiency of their planning
and manufacturing processes. A key feature of this research is its potential for practical
applicability, which distinguishes it from much of the prior an applying RL to MH.
In addition to its application to its practical significance, this work has made theoretical
contributions as well. Deriving the RL states from the reward information represents one of
the contributions of this work. Usually, implementing RL for problems with large numbers of
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states and action spaces has been done by combining the core RL process with neural networks,
or other non-linear function approximators, that learn the weights of pre-selected features of
the states, because these approximators can be generalized for many state and action spaces.
However, such applications require large amounts of training data. Instead, this research shows
that using the states derived from the reward calculation, which are called reward states, can
reduce the state and action space and successfully learn the policy to generate improved plans
without any training data. Using an abstract simulation as the reward calculator is another
contribution of this work because the simulation serves two purposes: testing and
improvement. Using the simulation as a testing environment helps test the plan before actually
using it in a real factory. Using the simulation as a reward calculator helps to learn better plans.
This research helps to examine how immediate reward calculations can help improve the
overall learning process for complex problems, such as MH, which has not been thoroughly
addressed in the traditional RL literature.
In chapter 7, experiments on balancing exploration and exploitation on a full-scale RL
problem with different ε values show that some exploration is useful for problems with a small
number of states not only to reduce the MH cost but also to learn effective policy. This may be
the first study to report the results of exploration and exploitation in the context of a realistically
complex, real-world application and also the result with full exploration which show the
improvements possible with random action selection combined with heuristic-based action
parametrization.
Chapter 8 reports the training and testing of a DNN derived from a DQN-based learning
process previously applied to learning to play games on the Atari 2600 game console (Mnih
and Kavukcuoglu, 2017). The results demonstrated the potential of this learning process, when
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used with data generated by a tabular method, to train a DNN to learn action values without
divergence. Moreover, this part of the research demonstrated that a DNN can learn action
values even with non-image data.
Most prior research in this area considers specific individual problems, which may not
fit well when an entire system is taken into account. In this research, the efficiency of a
realistically complex manufacturing process was improved by representing the factory in a
form suitable for RL. With the representation developed, it can be used to apply RL to many
other problems in the factory such as warehouse picking and space utilization.
For this research, the RL reward was calculated using an abstract DES-based model,
an idea which can be applied to other complex RL problems where there are many performance
parameters. This work also showed how recent advancement in training a DNN can be used to
improve MH plans. This is one of the first studies with many inputs and outputs in plan-space
learning combined with a DNN.
9.3. Future Work:
These results suggest several opportunities for future work.
•

Increasing the number of RL states (without going too far) may allow generating even
better plans. Realistic MH is a complex problem with many input variables (see section
4.1). Defining states in a manner that distinguishes situations where different actions are
appropriate, without producing an overly large state-space, is challenging. Additional state
aggregation schemes could be explored.

•

Because MH is a multi-objective optimization problem, action selection methods other
than ε-greedy, such as priority-based exploration, may offer better performance.
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•

The uncertainties present in real-world MH, such as equipment breakdown or traffic
congestion, are not represented in the current implementation. Adding these uncertainties
could increase the potential relevance of this work.

•

Additional response variables, such as the human resources used to perform MH, could be
included in the reward function.

•

This work considered only centralized and pre-planned MH operations. Alternative MH
processes, including distributed and on-demand deliveries, could be studied.

•

Experiments to determine how to leverage the improved MH plans to benefit other
interconnected processes in the manufacturing facility could be valuable.

•

Experiments should be conducted to determine how a DNN behaves when training is done
on-line.
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