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Abstract An analytical solution to the the three-dimensional telegraph equation is pre-
sented. This equation has recently received some attention but so far the treatment has
been one-dimensional. By using the structural similarity to the Klein-Gordon equation,
the telegraph equation can be solved in closed form. Illustrative examples are used to
discuss the qualitative differences to the diffusion solution. The comparison with a nu-
merical test-particle simulation reveals that some features of an intensity profile can be
better explained using the telegraph approach.
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1 INTRODUCTION
In discussing the early phase of turbulent transport, recently the telegraph equation (originally due to
Heaviside 1889) has been invoked as a possible alternative to the diffusion equation (e. g., Litvinenko &
Schlickeiser 2013; Litvinenko & Noble 2013; Litvinenko & Schlickeiser 2015). The reason is that, for
early times, the particles move ballistically until they become scattered for the first time. In the running
diffusion coefficient—as determined for instance by numerically tracing the mean-square displacement
of a particle ensemble—this behavior is reflected in a linear increase in agreement with a ballistic mo-
tion. A second problem is the finite propagation speed of the particles, which (in the limiting case of
magnetostatic turbulence) have a fixed energy and thus cannot have a finite probability to fill space at
large distances from the source, as suggested by the solution of the usual diffusion equation.
The telegraph equation, in contrast, has the potential to differ between early ballistic motion and
later diffusive transport. The reason is an additional time scale τ , which separates the influence of
the first-order time derivative, responsible for the diffusion, and the second-order time derivate, which
causes a wave-like behavior and is therefore used to describe the propagation of a pulse along a wire.
At least for early times, this behavior seems to be more in agreement with the finite propagation speed
of charged particles at a given energy.
Applications of the telegraph approach include the transport of solar energetic particles, which,
depending on their energy (or rigidity), indeed sometimes arrive during their ballistic phase (Effenberger
& Litvinenko 2014; Ablaßmayer et al. 2016). Some aspects regarding satellite observations of such
events are still not understood and various explanations have been invoked, ranging from extended
source regions to enhanced cross-field diffusion (e. g., Dresing et al. 2012; Laitinen et al. 2013).
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A potential problem in applying the standard telegraph equation to the turbulent motion of charged
particles is that there is no inherent one-dimensionality. On the contrary, due to the preferred direction
of the mean magnetic field, the three-dimensional (or at the very least, two-dimensional) character of
the problem is emphasized. This requirement is reflected in the fact that the diffusion coefficients for
perpendicular transport are smaller than the parallel diffusion coefficient by at least one order of magni-
tude. In addition, for the diffusion equation the dimensionality is reflected in the index of the power law
in time.
Therefore, here we present an analytical solution to the three-dimensional telegraph equation. Such
a fully three-dimensional treatment is necessary in order to shed light on the question of whether or not
the telegraph equation can provide a better description of turbulent particle propagation at early times.
More recently, a criticism was raised by Malkov & Zagdeev (2015), who stated that no systematic
derivation of the telegraph equation was given in application to charged particle transport. Moreover,
the norm of the solution is not conserved, which they claimed would render the model invalid. Here we
show that there is a natural explanation for this behavior.
This article is organized as follows. In Sec. 2, a brief motivation for the use of the telegraph equation
is given and the solution is derived. In Sec. 3, examples are shown in comparison to the solution of the
diffusion equation and the implications are discussed. Sec. 4 provides a discussion of the results and a
brief outlook.
2 TECHNICAL DEVELOPMENT
A systematic derivation of the telegraph equation in application to charged particle transport has been
given by Litvinenko & Schlickeiser (2013). In contrast to their treatment, here we neglect adiabatic
focusing, which is expressed through a focusing length L = −B/(dB/dz). Indeed, Litvinenko &
Schlickeiser (2013) point out that their derivation is valid only for the case of weak focusing, so that we
can formally set B = const, which results in L =∞.
The telegraph time scale, τ , is then given through
τ =
3v
8λ‖
∫ 1
−1
dµ
(∫ µ
0
dµ′
1− µ′2
Dµµ(µ′)
)2
(1)
with the Fokker-Planck coefficient Dµµ(µ) describing random changes in the particle’s pitch angle (see
Schlickeiser 2002; Shalchi 2009, for overviews). The parallel mean-free path is given by
λ‖ =
3v
8
∫ 1
−1
dµ
(
1− µ2)2
Dµµ(µ)
, (2)
which also describes the transition from the Fokker-Planck equation to a diffusion equation, because of
the relation λ‖ = (v/3)κ‖ with κ‖ the parallel diffusion coefficient.
By assuming the quasi-linear approximation (Jokipii 1966), the pitch-angle scattering coefficient
can be expressed as Dµµ ∝ |µ|q−1 (1−µ2), which leads to a simplified telegraph time scale (Litvinenko
& Schlickeiser 2013)
τ =
λ‖
v
(4− q)2
3 (5− 2q) . (3)
For gyrotropic magnetic turbulence, the diffusion coefficients for perpendicular transport are equal,
which however is not a necessary constraint for the following analysis. The three-dimensional telegraph
equation then reads
∂f
∂t
+ τ
∂2f
∂t2
= κ‖
∂2f
∂z2
+ κ⊥
(
∂2f
∂x2
+
∂2f
∂y2
)
(4)
which, in the case of τ → 0, reduces to the usual three-dimensional diffusion equation.
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2.1 Derivation of the solution
Set x = √κ⊥ ξ, y = √κ⊥ η, and z = √κ‖ ζ to obtain
∂f
∂t
+ τ
∂2f
∂t2
=
∂2f
∂ζ2
+
∂2f
∂ξ2
+
∂2f
∂η2
=: ∇2f. (5)
To proceed, multiply Eq. (5) with et/2τ and set g = et/2τf when
et/2τ
∂f
∂t
+ τ et/2τ
∂2f
∂t2
= τ
∂2g
∂t2
− g
4τ
. (6)
By replacing f with g, this transformation results in a Klein-Gordon equation (Chambers 1966) of the
form
∇2g − τ ∂
2g
∂t2
+
g
4τ
= 0. (7)
Fortunately, the solution to Eq. (7) is known for the case of a point source of particles at a single
point in time, i. e., f(t = 0) = δ(t). Compare with Eq. (7.3.33) of Morse & Feshbach (1953) so that
their parameters become c2 = 1/τ and κ2 = −1/4τ . The solution is then
g(̺, t) =
δ(t− ̺/c)
̺
J0
(
κc
√
t2 − (̺/c)2
)
− κ√
t2 − (̺/c)2 J1
(
κc
√
t2 − (̺/c)2
)
(8)
in t > ̺/c, where δ(·) is the Dirac delta distribution and where the normalized radial coordinate is
expressed as
̺ =
√
ξ2 + η2 + ζ2 =
√
x2 + y2
κ⊥
+
z2
κ‖
. (9)
For the Bessel function of the first kind, Jν(·), use the property J1(iα) = i I1(α) for α ∈ R, where
Iν(·) is the modified Bessel function of the first kind. The solution to the three-dimensional telegraph
equation is then
f(̺, t) = C e−t/2τ
[
δ(t− ̺√τ )
̺
I0
(
1
2
√
t2
τ2
− ̺
2
τ
)
+
Θ (t/
√
τ − ̺)
2τ3/2
√
t2
τ2
− ̺
2
τ
I1
(
1
2
√
t2
τ2
− ̺
2
τ
)]
,
(10)
where Θ(·) is the Heaviside step function and C is a constant. Accordingly, the second part of the
solution is non-zero only for ̺ < t/
√
τ , which reflects the fact that all particles require a finite time to
arrive at regions more remote from the source. The first part of the solution describes a narrow beam
with diminishing amplitude as both time and distance from the source increase.
A referee has noted that the solution to the three-dimensional telegraph equation is also applicable to
the two-dimensional situation if one sets κ‖ =∞ and is also applicable to the one-dimensional situation
if one sets κ⊥ =∞, yielding ̺ = z/√κ‖. In this latter case, a comparison with the solution of the one-
dimensional telegraph equation presented in Litvinenko & Schlickeiser (2015, their Eq. (29)) shows
largely agreement. However, the (exponentially suppressed) delta distributions (see also Effenberger &
Litvinenko 2014, their Eqs. (18) and (19)) are not present (but cf. Litvinenko & Schlickeiser 2013).
In the limit τ → 0, the solution must reduce to that of the three-dimensional diffusion equation,
which fact allows one to determine the constant factor C. Use
f(̺, t)
τ→0−−−→ C
2
√
πt3/2
exp
(
−̺
2
4t
)
!
=
1
(4πt)
3/2
κ⊥
√
κ‖
exp
(
−̺
2
4t
)
(11)
so that C−1 = 4πκ⊥
√
κ‖.
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Fig. 1 Normalization given by Eq. (18) for the solution to the three-dimensional telegraph
equation, Eq. (10), as a function of the dimensionless time t/τ .
Note that the diffusion equation has particles occurring at all values of ̺ for any time. This behavior
is unphysical because it implies particles have infinite speed to achieve such a behavior. The telegraph
equation corrects for this problem by not allowing all values of ̺ to have particles at any time. Instead
the particles are confined to the domain ̺ < ct which removes the problem associated with the diffusion
equation.
Another important observation is that Eq. (10) is not the only solution to the three-dimensional
telegraph equation. An example for such a solution is presented in Appendix A. Unfortunately, however,
that solution does not fulfill the condition for the conservation of the particle number, either.
2.2 Normalization
Unlike the solutions of the diffusion equation, which have constant norms, the norm of the telegraph
equation is time-dependent as will now be shown. Integrate over d3r which, for an isotropic solution (in
̺), means that
d3r = (κ⊥
√
κ‖)−1 d3̺ = C−1d̺ ̺2. (12)
For the first part of the solution involving the Dirac delta distribution, one employs
∫ ∞
0
d̺ ̺ δ
(
t− ̺√τ) I0
(
1
2
√
t2
τ2
− ̺
2
τ
)
=
t
τ
. (13)
The second part is slightly more involved. Use the recurrence relation of the modified Bessel func-
tion,
I1
(
1
2
√
t2
τ2
− ̺
2
τ
)
= −2τ
̺
√
t2
τ2
− ̺
2
τ
d
d̺
I0
(
1
2
√
t2
τ2
− ̺
2
τ
)
. (14)
Integration by parts then yields
∫ t/√τ
0
d̺ ̺2√
t2
τ2
− ̺
2
τ
I1
(
1
2
√
t2
τ2
− ̺
2
τ
)
= − 2τ
∫ t/√τ
0
d̺ ̺
d
d̺
I0
(
1
2
√
t2
τ2
− ̺
2
τ
)
(15a)
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Fig. 2 (Color online) Contour lines of the solution to the three-dimensional telegraph equa-
tion, Eq. (10), in the x-z plane for a fixed time t = 1. The ratio of the diffusion coefficients
entering the normalized radial coordinate ̺ according to Eq. (9) is chosen to be κ‖/κ⊥ = 10.
Note the different scaling of the two axes.
= − 2t√τ + 2τ
∫ t/√τ
0
d̺ I0
(
1
2
√
t2
τ2
− ̺
2
τ
)
. (15b)
To proceed, set ̺ = (t/
√
τ) sinφ and use formula (3) in Sec. 6.681 of Gradshteyn & Ryzhik (2000)
when ∫ π/2
0
dφ cosφ I0 (z cosφ) =
π
2
I− 1
2
(z
2
)
I 1
2
(z
2
)
(16)
and employ the connection of the Bessel function to the hyperbolic sine so that
π
2
t
τ
e−t/2τ I− 1
2
(
t
4τ
)
I 1
2
(
t
4τ
)
= 1− e−t/τ . (17)
Collecting terms, the result for the norm of the solution function is
N ≡
∫
d3r f(r, t) = 1− e−t/τ , (18)
which corresponds to the number of particles. Accordingly, the particle flux is
N˙ =
e−t/τ
τ
, (19)
which systematically decreases as t increases from t = 0 and vanishes for t ≫ τ . A convincing inter-
pretation of this change is currently elusive; however, it could be interpreted as the number of particles
participating in the diffusion process. For early times, this number increases until, eventually, all parti-
cles are transported diffusively and N remains constant.
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Fig. 3 (Color online) Solution to the three-dimensional telegraph equation (red solid line),
Eq. (10), in comparison to the diffusion solution (black dashed line) given in Eq. (11), both
as a function of time. The distance from the source increases from ̺ = 10 (upper left panel)
through to ̺ = 5 (upper right) and ̺ = 4 (lower left) to ̺ = 3 (lower right panel) with
τ = 0.2 in all cases. Here, time and space coordinates are given in arbitrary units. In addition,
part of the solution involving the Dirac delta distribution is skipped for clarity.
The problem of normalization is also evident by considering the flux of cosmic rays,
S =
(
κ⊥
∂f
∂x
, κ⊥
∂f
∂y
, κ‖
∂f
∂z
)
. (20)
By integrating Eq. (4) over the entire space, one obtains the following result
∇ · S = ∂f
∂t
+ τ
∂2f
∂t2
, (21)
which clearly shows that the usual continuity equation is modified by a term involving the second time
derivative of the distribution function.
An alternative viewpoint is to regard f as the probability density function so that (d/dt)
∫
f d3p
represents the probability change of a particle being transported either ballistically or diffusively. At
small values of t ≪ τ the probability change is dominated by the ballistic motion whereas at large
values of t ≫ τ diffusive scattering dominates. The probability change is thus represented by N˙ given
in Eq. (19).
3 ILLUSTRATIVE EXAMPLES
The solution to the three-dimensional telegraph equation, Eq. (10), is illustrated in Fig. 2 regarding
the behavior with respect to the directions parallel and perpendicular to the mean magnetic field. From
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Fig. 4 (Color online) Solution to the three-dimensional telegraph equation (red solid line),
Eq. (10), in comparison to the diffusion solution (black dashed line) given in Eq. (11), both
as a function of the normalized radial coordinate, ̺. The time at which the solution is taken
increases from the upper (t = 1) to the lower (t = 2) panel by a factor of two with τ = 0.2 in
both cases. Note that, for illustration purposes, the Dirac delta peak is approximated by half
of a narrow Gaussian.
Eq. (9) one notes that the solution is an ellipsoid with numerical eccentricity
ε =
√
1−
(
κ⊥
κ‖
)2
. (22)
In Fig. 3, the solutions of the three-dimensional telegraph and diffusion equations are shown in
comparison as functions of time at a fixed position in space. This figure illustrates that, particularly for
the early transport phase, major differences arise due to the use of the telegraph equation. At later stages
of the transport, in contrast, the two solutions become indistinguishable. In particular, one can see the
competition of diffusion and ballistic transport so that the initial rise of the usual diffusive solution is
not seen if the target is too far away. The overall shape of the solution is thus changed both qualitatively
and quantitatively.
Snapshots at fixed times of the total solution including the Dirac delta distribution are shown in
Fig. 4. Here, one notes that, due to the early ballistic particle motion, the particle density at the source (at
̺ = 0) is more rapidly reduced in comparison to the diffusion solution. In addition, the peak describing
particles that have not yet been scattered is diminished as time increases. This fact is in agreement with
the finding that the number of diffusive particles increases until, for t≫ τ , it becomes constant (i. e., all
particles moving diffusively).
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Fig. 5 (Color online) Comparison of intensity profiles obtained in a test-particle simulation
(red line) together with the solutions to the telegraph (black line) and diffusion (blue dashed
line) equations. In the upper panel, the distance ̺ is ten times larger than in the lower panel.
Note that both the intensity and the time are given in arbitrary units.
For comparison purposes, either measurements by spacecraft such as STEREO and ACE or numer-
ical simulation can be used. For instance, test-particle simulations calculate in detail the scattering of an
ensemble of particles by a turbulent magnetic field, which allows one to register the number of particles
arriving at a given position (Tautz et al. 2016). A detailed description of this Monte-Carlo simulation
technique can be found elsewhere (e. g., Tautz 2010; Tautz & Dosch 2013, and references therein).
In Fig. 5, the solution to the telegraph equation is shown together with an intensity profile obtained
from a simulation of particles moving in a magnetic field consisting of a turbulent and a homogeneous
(mean) component. The comparison shows that the telegraph solution is able to reproduce both quali-
tatively and quantitatively the simulated profile, in particular regarding the peak intensity in relation to
the late decay phase. This agreement is underlined by the corresponding diffusion solution, for which
one clearly sees that: (i) the initial rise begins too early; (ii) the maximum is too broad; and (iii) the peak
intensity cannot be reproduced if the normalization is such that agreement is found at late times.
4 DISCUSSION AND CONCLUSION
The telegraph equation has recently been revisited as a possible alternative to the diffusion equation, in
particular for the transport of energetic charged particle in turbulent magnetic fields such as low-energy
cosmic rays in the solar wind. The main reason is that the diffusion equation is not applicable to describe
the transport for early times because it yields a non-zero probability density everywhere, which would
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correspond to an infinite propagation speed. The telegraph equation, in contrast, combines diffusion
with a finite propagation speed and so results in a more realistic behavior in particular for the early
phase transport.
The temporal and spatial conditions on the solution to the telegraph equation were taken to be the
simplest possible, namely an infinite space traversed by a homogeneous mean magnetic field and a
source of particles at a single point in time. The reason for the attempts to use the telegraph equation
as a replacement for the diffusion equation is that the diffusion equation under the same temporal and
spatial conditions provides a solution with particles at all spatial positions immediately after insertion
although the total particle number is conserved. This problem requires that particles travel faster than
the speed of light. The telegraph equation overcomes this problem by limiting particle speeds to less
than that of light but has the disadvantage that one cannot then conserve particle number. It would seem
that a better alternative to both attempts is required.
However, until now typically only the one-dimensional version has been discussed (e. g., Litvinenko
& Schlickeiser 2013; Effenberger & Litvinenko 2014; Litvinenko & Schlickeiser 2015). In this article,
therefore, a solution to the three-dimensional telegraph equation was derived by exploiting the structural
similarity to the Klein-Gordon equation. It was shown that the solution exhibits fundamental differences
to both the one-dimensional solution and to the the diffusion solution.
Whether or not the new solution can indeed help one to understand the early ballistic transport phase
remains to be seen. Indeed, the comparison to a numerical test-particle simulation has shown that some
of the features can be best explained by employing the telegraph profile. However, detailed comparisons
with observations and/or numerical simulations and parameter studies are beyond the scope of this
article. This subject is currently under active investigation, and results will be presented in due time.
Appendix A: AN ALTERNATIVE SOLUTION
Set x = √κ⊥τ ξ, y = √κ⊥τ η, z = √κ‖τ ζ, and t = tr/τ to obtain
∂f
∂t
+
∂f
∂t2
−∇2f = S(r, t) (A.1)
with r = [ξ, η, ζ] and
∇2f := ∂
2f
∂ζ2
+
∂2f
∂ξ2
+
∂2f
∂η2
. (A.2)
To proceed, consider the associated Green’s function G(r, r′, t, t′) which is determined through
∂G
∂t
+
∂2G
∂t2
−∇2G = (2π)4 δ(r − r′) δ(t− t′). (A.3)
The causality of the injected source particles demands that
G(r, r′, t, t′) =
{
G(r − r′, t− t′), t > t′
0, t < t′
(A.4)
so that
f(r, t) =
∫
d3r′
∫ t
0
dt′ S(r′, t′)G(r − r′, t− t′). (A.5)
A Fourier transformation in both space and time with dependence exp[i(k · r − ωt)] yields
G(k, ω)
(−iω − ω2 + k2) = exp (−ik · r′ + iωt′) . (A.6)
To facilitate the further analysis, introduce Ω = ω + i/2 so that
ω2 + iω = Ω2 + 1
4
, (A.7)
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a)
Re(Ω)
Im(Ω)
b)
Re(Ω)
Im(Ω)
Fig. A.1 Complex contour C for the Ω integral in Eq. (A.11). The poles, as indicated by the
black circles, are enclosed by the path of integration, which is closed at infinity in negative
mathematical direction of rotation.
yielding
G(k, ω)
(
Ω2 + 1
4
− k2) = − exp (−ik · r′ + iΩt′ + 1
2
t′
)
. (A.8)
In position space, Green’s function is thus given by
G(r, r′, t, t′) = −
∫
dΩ exp
[− (iΩ + 1
2
)
(t− t′)] ∫ d3k exp [ik · (r − r′)]
Ω2 − (k2 − 1
4
) . (A.9)
Now choose the coordinate system such that, with ̺ := r − r′, one has k · ̺ = k̺µ with µ =
cos∠(k,̺). Then ∫ 1
−1
dµ eik̺µ =
2 sin k̺
k̺
. (A.10)
The integral over the three-dimensional wavenumber space is thus simplified and one has
G = −4π
̺
∫ ∞
0
dk k sin k̺
∫
dΩ
exp
[− (iΩ + 1
2
)
(t− t′)]
Ω2 − (k2 − 1
4
) . (A.11)
Consider the singularities of the integrand in Ω space. Depending on k2 being larger or smaller than
1/4, there are two real or imaginary poles at
Ω± = ±


√
k2 − 1
4
, k2 > 1
4
i
√
1
4
− k2, k2 < 1
4
. (A.12)
For the Ω integration, the contour must be a path such that G = 0 for t < t′ and G finite and real
for t > t′. Note that exp[−iΩ(t − t′)] converges in the lower half of the complex plane for t > t′.
Accordingly, the path of integration consists of a straight line along the real axis and above the poles,
and is closed in the lower half plane as depicted in Fig. A.1.
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For the analytical evaluation of the Ω integral in Eq. (A.11), split the k integral into the ranges
0 6 k 6 1
2
and 1
2
6 k <∞. Then
G = −4π
̺
exp
[
−1
2
(t− t′)
] [∫ 1
2
0
dk k sin k̺
∫
C
dΩ
exp [−iΩ (t− t′)]
Ω2 +
(
1
4
− k2)
+
∫ ∞
1
2
dk k sin k̺
∫
C
dΩ
exp [−iΩ (t− t′)]
Ω2 − (k2 − 1
4
)
]
. (A.13)
By making use of the residue theorem, the first Ω integral yields
∫
C
dΩ
exp [−iΩ (t−t′)]
Ω2 +
(
1
4
− k2) = −
2π sinh
[
(t−t′)
√
1
4
− k2
]
√
1
4
− k2
, (A.14)
where the additional minus on the right-hand side results from the negative winding number of the
integration contour C. Likewise, the second Ω integral gives
∫
C
dΩ
exp [−iΩ (t−t′)]
Ω2 − (k2 − 1
4
) = −2π sin
[
(t−t′)
√
k2 − 1
4
]
√
k2 − 1
4
. (A.15)
The resulting expression for G is thus
G =
8π2
̺
exp
[
−1
2
(t− t′)
] [∫ 1
2
0
dk k sin k̺√
1
4
− k2
sinh
[
(t− t′)
√
1
4
− k2
]
+
∫ ∞
1
2
dk k sin k̺√
k2 − 1
4
sin
[
(t− t′)
√
k2 − 1
4
]]
(A.16)
for t > t′ and G = 0 for t < t′. In the first integral, set x2 = 1− 4k2 to obtain
I1 =
∫ 1
2
0
dk k sin k̺√
1
4
− k2
sinh
[
(t− t′)
√
1
4
− k2
]
=
1
2
∫ 1
0
dx sin
(̺
2
√
1− x2
)
sinh [(t− t′)x] . (A.17a)
Likewise, set x2 = 1 + 4k2 in the second integral of Eq. (A.16) so that
I2 =
∫ ∞
1
2
dk k sin k̺√
k2 − 1
4
sin
[
(t− t′)
√
k2 − 1
4
]
=
1
2
∫ ∞
0
dx sin
(̺
2
√
1 + x2
)
sin [(t− t′)x] . (A.17b)
Consider first the integral I2 in Eq. (A.17b), which was given through
I2 = 1
2
∫ ∞
0
dx sin
(̺
2
√
1 + x2
)
sin [(t− t′)x] . (A.18)
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Introduce a = 1
2
(t− t′) and b = 1
2
̺ so that
I2 = 1
2
∫ ∞
0
dx sin
(
b
√
1 + x2
)
sin (ax) . (A.19)
A known integral (Oberhettinger 1957, p. 140) is given as
F (a, b, c) =
1
2
∫ ∞
0
dx√
c+ x2
sin (ax) cos
(
b
√
c+ x2
)
. (A.20)
Assuming c = 1, it is easy to see that
− ∂F
∂b
= I2. (A.21)
But the integral F can be rewritten so that
F (a, b, c) = G(a, b, c)− 1
2
∫ π/2
0
dt cos (bc cos t) sinh (ac sin t) , (A.22)
where
G(a, b, c) =
π
4
I0
(
c
√
a2 − b2
)
(A.23)
if a > b and zero otherwise. Here, Iν(·) is the modified Bessel function of the first kind of order ν (see,
e. g., Abramowitz & Stegun 1974; Gradshteyn & Ryzhik 2000). By taking the derivative with respect to
b and by substituting x = sin t, it can be shown that the remaining integral in Eq. (A.20) is identical to
I1 and is thus canceled out. The result is
I1 + I2 = −∂G
∂b
=
π
4
bc√
a2 − b2 I1
(
c
√
a2 − b2
)
. (A.24)
Collecting terms and re-inserting the parameters used in Eq. (A.17), the final result can be expressed
in closed form as
G =
2π3
̺
exp
[
−1
2
(t− t′)
]
t− t′√
(t− t′)2 − ̺2
I1
(
1
2
√
(t− t′)2 − ̺2
)
. (A.25)
As already discussed in Sec. 2.2, the particle number is conserved only if the corresponding integral
over Green’s function is independent of t. By integrating Eq. (A.25) over the spatial coordinates, the
result for the particle number is
N(t) =
∫
d3r G(r, t) = 4π
∫ ∞
0
dr r2G
= 4π3t exp
[− 1
2
(t− t′)] {I0 ( 12 (t− t′))− 1} , (A.26)
which is not only variable in time—as was already the case with Eq. (18)—but increases linearly for
large times. Equation (A.25) is therefore clearly unsuited as a solution describing the evolution of a
particle ensemble.
References
Ablaßmayer, J., Tautz, R. C., & Dresing, N. 2016, Phys. Plasmas, 23, 012901
Abramowitz, M., & Stegun, I. 1974, Handbook of Mathematical Functions, with Formulas, Graphs and
Mathematical Table (New York: Dover Publications)
Chambers, L. G. 1966, Proc. Edinburgh Math. Soc., 15, 125
Dresing, N., Go´mez-Herrero, R., Klassen, A., et al. 2012, Solar Physics, 281, 281
Three-dimensional telegraph equation 13
Effenberger, F., & Litvinenko, Y. E. 2014, Astrophys. J., 783, 15
Gradshteyn, I. S., & Ryzhik, I. N. 2000, Table of Integrals, Series, and Products (London: Academic
Press)
Heaviside, O. 1889, The London, Edinburgh, and Dublin Philosophical Magazine and Journal of
Science, 27, 324
Jokipii, J. R. 1966, Astrophys. J., 146, 480
Laitinen, T., Dalla, S., & Marsh, M. S. 2013, Astrophys. J. Lett., 773, L29
Litvinenko, Y. E. Effenberger, F., & Schlickeiser, R. 2015, Astrophys. J., 806, 217
Litvinenko, Y. E., & Noble, P. L. 2013, Astrophys. J., 765, 31
Litvinenko, Y. E., & Schlickeiser, R. 2013, Astron. Astrophys., 554, A59
Malkov, M. A., & Zagdeev, R. Z. 2015, Astrophys. J., 808, 157
Morse, P. M., & Feshbach, H. 1953, Methods of Theoretical Physics, Vol. 1 (New York: McGraw-Hill)
Oberhettinger, F. 1957, Tabellen zur Fourier Transformation (Berlin: Springer)
Schlickeiser, R. 2002, Cosmic Ray Astrophysics (Berlin: Springer)
Shalchi, A. 2009, Nonlinear Cosmic Ray Diffusion Theories (Berlin: Springer)
Tautz, R. C. 2010, Computer Phys. Commun., 181, 71
Tautz, R. C., Bolte, J., & Shalchi, A. 2016, Astron. Astrophys., 586, A118
Tautz, R. C., & Dosch, A. 2013, Phys. Plasmas, 20, 022302
