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Abstract
Although the Hamiltonian in quantum physics has to be a linear operator, it is possible to
make quantum systems behave as if their Hamiltonians contained antilinear (i.e., semilinear or
conjugate-linear) terms. For any given quantum system, another system can be constructed
that is physically equivalent to the original one. It can be designed, despite the Wightman
reconstruction theorem, so that antilinear operators in the original system become linear operators
in the new system. Under certain conditions, these operators can then be added to the new
Hamiltonian. The new quantum system has some unconventional features, a hidden degeneracy of
the vacuum and a subtle distinction between the Hamiltonian and the observable of energy, but
the physical equivalence guarantees that its states evolve like those in the original system and that
corresponding measurements produce the same results. The same construction can be used to
make time-reversal linear.
1 Introduction
Fundamental principles of quantum physics require
the Hamiltonian to be a linear operator. Wigner’s
unitary-antiunitary theorem [19], in particular, tells
us that symmetries can be described, up to a phase,
by unitary or antiunitary operators. This implies
that generators of continuous symmetries should be
linear operators (e.g., [18, chapter 2]). As the Hamil-
tonian is the generator of temporal displacements, it
should also be linear.
For certain applications, which we will discuss in
section 4, it would, however, help if some terms in
the Hamiltonian could be antilinear. Such antilin-
ear operators, which are also called conjugate-linear
or semilinear, are known from time-reversal, com-
mute with real numbers, but anticommute with the
imaginary unit i (e.g., [13]). Here we show a gen-
eral procedure to make quantum systems behave as
if their Hamiltonian contained antilinear terms. For
any given quantum system, we can construct another
physically equivalent system where such antilinear
terms become linear and where they can be added
to the Hamiltonian.
This result may surprise, because the Wightman
reconstruction theorem tells us that any quantum
field theory can be reconstructed, up to a unitary
transformation, from its correlation functions [14],
and because a unitary transformation cannot turn an-
tilinear terms into linear ones. However, the Wight-
man theorem applies only to systems where the vac-
uum state is unique (up to a complex phase). We
will design the new quantum system so that its vac-
uum states are degenerate (encompassing at least two
orthogonal vectors of the Hilbert space). This degen-
eracy is hidden, because of the physical equivalence
to the original quantum system, but it provides room
for the new system to differ from the original one by
more than just a unitary transformation.
To construct the new quantum system, given the
original one, we proceed in two steps. Given any
quantum system, called system A, we first construct
a system B, with degeneracy, and then a system C
where antilinear operators turn linear. The first step,
in section 2, is almost trivial. By taking the direct
sum of the Hilbert space with itself, and by lifting
the observables and the Hamiltonian to the resulting
space, we introduce a twofold degeneracy of the vac-
uum and of other states. This new system B has more
possible states than the original one, but its observ-
ables fulfill a certain constraint which makes some
states indistinguishable. To prove physical equiva-
1
lence, we will identify corresponding states in both
systems, show that they evolve in parallel, and show
that they produce the same results during quantum
measurements.
The second step, in section 3, is less obvious. In
system B we introduce an operator j that toggles
between degenerate states. It somewhat resembles
the imaginary unit i because:
j2 = −1 ; j† = −j (1)
(see eq. (26)). It was motivated by a similar opera-
tor J˘ known from quantum physics on real Hilbert
spaces [15, 16], but, unlike J˘ , it exists alongside i.
We then construct system C by replacing some oc-
currences of i with j. The Schro¨dinger and the von
Neumann equation retain their usual form, with i in-
stead of j, and vectors differing by a complex phase
exp(ia) will still belong to the same physical state,
but in observables and in the Hamiltonian j may re-
place i. Physical equivalence can again be shown, so
that the degeneracy remains hidden, but antilinear
operators, which anticommute with i, may turn into
linear operators that anticommute with j.
Section 4 shows how this construction makes room
for antilinear terms in the Hamiltonian. Antilinear
operators HA2 , which cannot be directly added to
the original Hamiltonian HA, become linear oper-
ators HC
2
, in system C, and may be added to the
new Hamiltonian HC . States then behave as if they
would evolve under HA + HA
2
, which is not linear,
even though they actually evolve under the linear
Hamiltonian HC +HC2 .
Part of this construction is known, especially for
the Dirac equation, from the field of quantum simu-
lations. It has been shown before that such a system
C can simulate any state of system A and that anti-
linear operators in system A become linear operators
in system C [3]. Here it is shown that the converse
also holds, with system A being able to simulate any
state of system C, so that both systems can be re-
garded as physically equivalent. That is, each state
in one system corresponds to (at least) one state in
the other system, corresponding states evolve in par-
allel, and they produce the same results, with the
same probabilities, when corresponding observables
are measured. While mathematically different, such
systems cannot be told apart by physical observa-
tions.
We will also take a closer look at mixed states,
compare the measurement process in both systems,
and address a feature of system C which is uncon-
ventional: By construction, the observable of energy
of system C will differ from its Hamiltonian (sec-
tion 3.5). Both operators will, however, obey the
usual rules, such as being self-adjoint, and their dif-
ference will be rather subtle. Due to the physical
equivalence, of systems A and C, this feature seems
permissible.
As linear Hamiltonians have been very successful
at describing physics, the importance of adding anti-
linear terms is not self-evident, so section 4 also takes
a few steps towards possible applications. It indicates
how these results may be used to turn an antilinear
time-reversal operator TA into a linear time-reversal
operator TC , to replace right-handed Weyl spinors
by left-handed ones, or to make room for continuous
symmetries with antilinear generators. The appendix
summarizes useful properties of sums of linear and
antilinear operators and their adjoints. For simplic-
ity, we will not attempt to prove all mathematical
results in full generality. Some relations are proven
only for finite Hilbert spaces, even though they may
hold on infinite Hilbert spaces as well.
2 From system A to B
Let us consider any quantum system. We call it sys-
tem A, its Hamiltonian HA, and its Hilbert space
HA. The Hamiltonian HA is linear, and, for simplic-
ity, we assume that it does not explicitly depend on
time. The vacuum ΘA, the state of lowest energy, is
assumed to be unique (although the same procedure
would work if the vacuum was already degenerate).
We also assume that any positive semidefinite, self-
adjoint operator ρ of trace 1 constitutes a possible
density operator of this system (although the results
may be generalized to systems with superselection
rules). We do not assume that every self-adjoint op-
erator constitutes an observable, but let system A be
characterized by a given set of observables OA.
The goal of this section is to construct another sys-
tem B, with Hamiltonian HB and Hilbert space HB ,
which is physically equivalent to the original one but
has a hidden, twofold degeneracy of the vacuum. This
will demonstrate how two equivalent systems may dif-
fer by more than just a unitary transformation. The
construction itself will be trivial, and even showing
the equivalence will not be hard, but we have to go
through this in some detail as we could not find it
published elsewhere.
2
2.1 Doubling the dimension
The new spaceHB is simply constructed as the direct
sum:
HB = HA ⊕HA (2)
For finite-dimensional vector spaces, this step would
double the dimension. Any vector of the new space
HB can be written as a pair (Ψ,Φ) with the vectors
Ψ and Φ taken from HA. The inner product of two
such pairs (Ψ,Φ) and (Ψ′,Φ′) is defined as the sum of
two inner products from HA:
Ψ†Ψ′ +Φ†Φ′ (3)
With this inner product, HB also becomes a Hilbert
space [4, section 4.19].
Any operatorMA on the original space HA can be
lifted to an analogous operator MB on HB via:
MB(Ψ,Φ) = (MAΨ,MAΦ) (4)
for any Ψ and Φ in HA. Clearly, this preserves all
the algebraic relationships between operators. For
example:
RA =MA +NA ⇒ RB =MB +NB
RA =MANA ⇒ RB =MBNB (5)
for any operators MA and NA, linear or otherwise,
on HA.
When MA is linear, MB is also linear, and their
traces and adjoints can be lifted along the same lines.
On finite Hilbert spaces, this is rather trivial, as
traces and adjoints are then defined for any linear
operator with full domain. When lifted to HB, the
trace doubles:
Tr(MB) = 2Tr(MA) (6)
since it is calculated by summing over basis vectors
and since eq. (2) doubles the size of the basis. It is
also obvious that the adjoint can be lifted via:
RA = (MA)† ⇒ RB = (MB)† (7)
since the inner product on HB, from eq. (3), was
based in a natural way on the inner product ofHA. In
particular, a self-adjoint operator stays self-adjoint,
as it is lifted to HB, and a unitary operator stays
unitary. On infinite Hilbert spaces, these relations
will naturally hold only for operators whose trace or
adjoint is defined at all.
To construct system B, the original observables OA
and the Hamiltonian HA are lifted, via eq. (4), to
HB and become the new observables OB and Hamil-
tonian HB:
OB(Ψ,Φ) = (OAΨ, OAΦ) (8)
HB(Ψ,Φ) = (HAΨ, HAΦ) (9)
The original vacuum ΘA gives rise to two states of
lowest energy (ΘA, 0) and (0,ΘA) in system B, so
that the new vacuum becomes twofold degenerate. In
fact, every energy eigenstate becomes at least twofold
degenerate.
Lifting density operators to HB takes more care
because of their normalization. Usually, density oper-
ators are required to have a trace of 1, but the lifting
via (4) would double the trace. We thus define, for
any density operator ρA in system A, a corresponding
density operator ρB in system B as:
ρB(Ψ,Φ) =
1
2
(ρAΨ, ρAΦ) (10)
The normalization factor 1/2 ensures that ρB has the
same trace as ρA. We will see below that such nor-
malization factors cancel so that the laws of quantum
physics keep their usual shape in system B. Because
ρA is linear, self-adjoint, and positive semidefinite,
it follows, from eq. (7) and eq. (10), that ρB is also
linear, self-adjoint, and positive semidefinite.
To lift a pure state, described by a vector ΨA, from
HA to HB, we can first turn it into a density operator
ρA = ΨA(ΨA)† and then use eq. (10). This turns it
into a mixed state ρB of rank two. Alternatively, we
could also identify the pure state in system A with
another pure state in system B:
ΨB = (ΨA, 0) (11)
Section 2.4 will show that these states ρB and ΨB
are physically indistinguishable, in system B, so both
can be identified with ΨA.
2.2 Physical equivalence
Since most relationships between operators are pre-
served, as we pass from system A to system B, the
physical equivalence is not hard to show. Let us first
consider the temporal evolution, the measurement
process, and then, in section 2.4, the only non-trivial
issue, the number of states.
The evolution of any state ρA in system A, be-
tween quantum measurements, is given by the von
Neumann equation:
d
dt
ρA(t) = −i[HA, ρA(t)] (12)
3
(with ~ set to 1). Lifting HA and ρA, via eq. (9) and
eq. (10), and using the simple relations (5) gives:
d
dt
ρB(t) = −i[HB, ρB(t)] (13)
as the normalization factor 1/2, from eq. (10), occurs
on both sides and cancels. Corresponding states ρA
and ρB thus evolve in parallel.
The results of measurements are also the same in
systems A and B. For any observable OA of system
A, the possible results are the eigenvalues λn in the
spectral expansion:
OA =
∑
n
λnE
A
n (14)
(where no two λn are equal). Here the E
A
n are or-
thogonal projections onto eigenspaces with:
EAnE
A
m = δnmE
A
n ; (E
A
n )
† = EAn
for any n and m. For simplicity, we have assumed
that OA has discrete spectrum, as it would on a finite
Hilbert space, but the generalization of the following
to continuous spectra is straightforward.
All the operators in this expansion can be lifted to
the Hilbert space HB via eq. (4). Because of eq. (5)
to (7), these lifted operators OB and EBn will satisfy
the same relations as the original ones:
OB =
∑
n
λnE
B
n (15)
EBn E
B
m = δnmE
B
n ; (E
B
n )
† = EBn
OB thus has the same eigenvalues as OA. Even
though EBn has twice the rank of E
A
n , the possible
results λn of measurements are the same in systems
A and B.
Both systems also agree in the probability of any
particular result. In system A, the probability of
measuring the result λn, in state ρ
A, for the observ-
able OA is given by Tr(ρAEAn ) (with Tr(ρ
A) = 1).
The analogous probability, in system B, is given by
Tr(ρBEBn ). Combining eq. (6), (8), and (10) shows
that both values match:
Tr(ρAEAn ) = Tr(ρ
BEBn ) (16)
since the factor 2 from eq. (6) cancels the factor 1/2
from eq. (10).
The same trace appears at the collapse of a wave
function, where it keeps the trace of the density op-
erators at 1:
ρA →
EAn ρ
AEAn
Tr(ρAEAn )
; ρB →
EBn ρ
BEBn
Tr(ρBEBn )
(17)
According to eq. (16), both traces are the same, and
it follows that the relation (10) between ρA and ρB
continues to hold after a collapse of the wave function.
These results almost suffice to show the physical
equivalence of the systems A and B. They guaran-
tee that corresponding states ρA and ρB, in both
systems, evolve analogously and produce the same
results during measurements. The only remaining is-
sue is system B having more states than system A.
We will resolve this issue, in section 2.4, by showing
that certain states in system B are physically indis-
tinguishable.
2.3 The operators V and j
Before showing this, let us first introduce two linear
operators V and j on HB. The former is defined as:
V (Ψ,Φ) = (Φ, 0) (18)
for any Ψ and Φ from HA. Its adjoint satisfies:
V †(Ψ,Φ) = (0,Ψ) (19)
By using V and V †, we can switch between degener-
ate states. By definition, these operators have similar
properties as fermionic field operators:
V 2 = 0 = (V †)2 (20)
V V † + V †V = 1 (21)
and it follows that:
V V †V = V (V †V + V V †) = V (22)
V †V V † = V †(V V † + V †V ) = V † (23)
The linear operator j, on HB, is defined as:
j = V † − V (24)
As already mentioned in eq. (1), j satisfies:
j2 = V †(−V ) + (−V )V † = −1 (25)
j† = V − V † = −j (26)
and is therefore unitary. It somewhat resembles an
operator J˘ used, instead of the imaginary unit i, on
real Hilbert spaces [15, 16]. Unlike J˘ , our j exists
alongside i and toggles between degenerate states.
We can use V to identify corresponding states in
systems A and B. Let us first consider any linear op-
eratorNB that was constructed by lifting an operator
NA from HA via eq. (4). According to eq. (18), any
such an operator NB commutes with V :
V NB(Ψ,Φ) = (NAΦ, 0) = NBV (Ψ,Φ)
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Similarly, it commutes with V † and thus with j:
[V,NB] = 0; [V †, NB] = 0; [j,NB] = 0 (27)
On the other hand, any operatorMB, on HB, that
fulfills the constraint (27) can be constructed by lift-
ing an operator MA from HA. To show this, we
choose MA so that for any Ψ in HA:
(MAΨ, 0) = V V †MB(Ψ, 0) (28)
Here the term V V †, together with eq. (18) and (19),
guarantees that the second component of (MAΨ, 0)
is indeed zero. For any Φ in HA, we then get:
(MAΨ, 0) = V V †MBV V †(Ψ,Φ)
(0,MAΦ) = V †V V †MBV (Ψ,Φ)
Because MB fulfills the constraint (27), and because
of eq. (22) and (23), this becomes:
(MAΨ, 0) = V V †MB(Ψ,Φ)
(0,MAΦ) = V †VMB(Ψ,Φ)
Summing both relations gives:
(MAΨ,MAΦ) = MB(Ψ,Φ) (29)
which proves that MB can be constructed by lifting
MA from HA via eq. (4).
2.4 Indistinguishable states
Using V and j, we can now resolve the issue of system
B having more possible states than system A. For any
density operator ρB
1
on HB, we find another density
operator ρB2 onH
B that can be generated, via eq. (4),
by lifting a density operator ρA from HA. We then
show that all three density operators are physically
equivalent, as they evolve in parallel and lead to the
same results in quantummeasurements, and conclude
that the larger number of states, in system B, remains
hidden.
For any given density operator ρB
1
, onHB, the new
ρB2 is chosen as:
ρB2 =
1
4
1∑
a,b=0
(V † + V )ajbρB1 j
−b(V † + V )−a (30)
This choice is motivated by j and (V † + V ) being
unitary, due to eq. (25), (26), and:
(V † + V )(V † + V )† = V †V + V V † = 1
With ρB
1
being self-adjoint and positive semidefinite,
it follows that ρB2 is also self-adjoint and positive
semidefinite. Due to the the cyclic property of the
trace, we get:
Tr((V †+V )ajbρB
1
j−b(V †+V )−a) = Tr(ρB
1
) (31)
so that ρB
2
has the same trace as ρB
1
and qualifies as
density operator.
Let us first show that ρB
2
commutes with V and
V †. For any operator R on HB, the sum:
1∑
a=0
(V † + V )aR(V † + V )−a
commutes with (V †+V ) since (V †+V )2 = 1. Because
eq. (30) is based on such a sum, ρB
2
commutes with
(V † + V ). Similarly, we can use:
(V † + V )j = −V †V + V V † = −j(V † + V )
to move j and j−1 past (V † + V ) in eq. (30). From
j2 = −1, it then follows that ρB
2
commutes with j.
Taken together, this proves that ρB2 commutes with
2V = V † + V − j and with 2V † = V † + V + j:
[ρB
2
, V ] = 0 = [ρB
2
, V †]
and fulfills the constraint (27). We can therefore find,
via eq. (28), an operator on HA that becomes ρB2
when lifted to HB. Calling this operator ρA/2, we
get:
ρB
2
(Ψ,Φ) =
1
2
(ρAΨ, ρAΦ) (32)
(for any Ψ and Φ in HA). We already know, from
section 2.2, that these states ρA and ρB
2
are physically
equivalent.
All that remains to be shown is that ρB2 is equiv-
alent to ρB
1
. To show this, we recall that all the ob-
servables OB of system B were lifted from HA. Be-
cause of eq. (27), they commute with V , V †, and j.
This also holds for the Hamiltonian HB which thus
commutes with all the factors surrounding ρB1 in the
definition (30) of ρB
2
. This implies that the relation
(30) remains valid as ρB
1
and ρB
2
evolve under the
Hamiltonian HB in the von Neumann equation.
We also know, from eq. (15), that the EBn , which
project onto eigenspaces of observables, were lifted
fromHA and also commute with V , V †, and j. As the
collapse of the wave function, in eq. (17), is described
by EBn , it follows that the relation (30), between ρ
B
1
and ρB
2
, remains valid during this collapse.
Finally, the probabilities of measuring results λn,
for any observable OB, are also the same in state
ρB
1
and state ρB
2
. This follows from the analogue of
eq. (31)
Tr((V † + V )ajbρB1 E
B
n j
−b(V † + V )−a) = Tr(ρB1 E
B
n )
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Because EBn commutes with (V
†+V ) and j, we con-
clude from eq. (30) that:
Tr(ρB
2
EBn ) = Tr(ρ
B
1
EBn ) (33)
Taken together, this shows that the three density
operators ρB
1
, ρB
2
, and ρA evolve in parallel and pro-
duce the same results during measurements. Any
density operator ρB1 in system B thus corresponds to
a physically equivalent operator ρA in system A, and
vice versa, via a many-to-one relationship. Both sys-
tems are physically equivalent, and since ρB1 and ρ
B
2
cannot be distinguished by observations, the larger
number of states in system B remains hidden. In
particular, the vacuum degeneracy of system B stays
hidden.
We can also conclude that it does not matter
whether a pure state ΨA is lifted to HB via eq. (10)
or (11). The former choice results in
ρB
2
=
1
2
ΨB
1
(ΨB
1
)† +
1
2
ΨB
2
(ΨB
2
)† (34)
with ΨB
1
= (ΨA, 0) and ΨB
2
= (0,ΨA). By contrast,
eq. (11) results in:
ρB
1
= ΨB
1
(ΨB
1
)† (35)
Inserting this ρB1 into eq. (30), and using V
†ΨB1 =
ΨB
2
, reproduces the ρB
2
from eq. (34). The two states
are thus physically indistinguishable and can both be
identified with ΨA.
2.5 Physical arguments
As this proof of physical equivalence was rather for-
mal, let us briefly discuss it. Firstly, it should
be noted that the degeneracy of states depends
on the convention that every state is described
by a density operator. Such states are some-
times called quantum “microstates” in contrast to
the quantum “macrostates” (not thermodynamic
macrostates) that can actually be distinguished by
observables [7, section 11.5]. The two microstates ρB1
and ρB
2
, which cannot be distinguished, would belong
to the same macrostate. One might thus argue, for
example, that all vacuum states belong to the same
macrostate and are not really degenerate, but this
seems to be mostly a matter of terminology. No mat-
ter how states are defined, the two systems A and
B will differ by more than a unitary transformation,
but still be physically equivalent.
Secondly, one might worry that doubling the num-
ber of microstates somehow violates the Pauli exclu-
sion principle. It would be violated if we doubled, in
atomic physics, the number of electrons in each or-
bital. However, this is not what we have done here.
In a system with n electrons, this doubling of or-
bitals could increase the number of possible states by
as much as 2n. By contrast, in our system B, we
have only doubled the number of possible states, no
matter how many electrons the system contains.
Finally, one might worry that doubling the number
of states affects the sum over states in thermodynam-
ics. The Gibbs formula for the entropy increases by
kB ln(2) when we double the number of states (as-
suming that corresponding states are assigned equal
probability). This would be a problem if we could
measure the absolute value of the Gibbs entropy, and
not only the relative changes of entropy in the second
law of thermodynamics.
For our systems A and B, this problem cannot
arise. It is widely accepted that all of physics can be
based on quantum physics, so that any measurement
can, at least in principle, be regarded as a quantum
measurement (e.g., [7, chapter 11]). When we mea-
sure, for example, the pressure, volume, and tem-
perature in a Carnot cycle, all these measurements
could be described, in principle, as observing the po-
sitions of the dials of certain instruments, and such a
measurement of position Q can be put into the usual
quantum-mechanical forms Tr(ρQ) or Ψ†QΨ. As
long as these quantum measurements are the same,
in systems A and B, we will arrive at the same phys-
ical conclusions, find the same thermodynamic laws,
and observe the same entropy. In system A, or other
systems with unique vacuum, this entropy will, as
usually, agree with the Gibbs entropy formula. In
system B, it may not agree, simply because the Gibbs
entropy formula was not designed for systems with a
hidden vacuum degeneracy. We can generalize this
entropy formula to such systems as well, by subtract-
ing a term kB ln(2) for any twofold, hidden degen-
eracy of the vacuum, and will thereby get the same
value as in system A. Subtracting this term may seem
unconventional, but it is similar to dividing sums over
states by N ! in systems with N identical particles.
In the end, the proof of sections 2.2 to 2.4 always
guarantees that the twofold degeneracy is hidden.
Other kinds of vacuum degeneracy are also known
from other contexts, especially spontaneously broken
symmetries (e.g., [9, chapter 20]), and it is accepted
that such a degeneracy may remain hidden.
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3 From system B to C
Introducing vacuum degeneracy was the first step to-
wards our goal of making room for antilinear terms in
the Hamiltonian. In the second, less obvious, step, we
will replace some occurrences of the imaginary unit i,
in observables, by the linear operator j from eq. (24).
We will not replace all occurrences of i, in the laws
of quantum physics, which would be analogous to do-
ing quantum physics on a real Hilbert space [16]. A
physical state is commonly identified with a unit ray
in Hilbert space, that is, with a set of vectors dif-
fering only by a complex phase exp(ia). This inter-
pretation will work here as well, before and after the
replacement of i, so that this particular exp(ia) is not
replaced by exp(ja). Furthermore, we will take care
that the abstract Schro¨dinger equation and the von
Neumann equation maintain their usual form with
the factor i, not j.
We will not insist that all commutation relations
between observables, such as [Q,P ] = i for position Q
and momentum P , maintain their usual form but let i
replace j in such relations. Nevertheless, the resulting
quantum system will still be physically equivalent to
the original one. This will happen partly because
j shares some properties with i, and partly because
the expectation values Tr(ρO) and Ψ†OΨ in quantum
measurements are always real so that i cannot be
measured directly.
3.1 The operators K, L, and U
To properly replace i with j, we first need to con-
sider three other operators K, L, and U . The first
operator K is well-known and simply takes the com-
plex conjugate of the vector to its right KΨ = Ψ∗.
It is thus antilinear. On finite-dimensional, complex
vector spaces, one can find KΨ simply by taking
the complex conjugate of each component of Ψ. On
infinite-dimensional Hilbert spaces, K can be defined
by specifying a basis that stays invariant under K,
but we do not need to review these details here, as
we will only need a few basic properties of K.
Like other operators, K can be lifted from HA to
HB. We will use it mostly on HB and, for simplicity,
write it as K, not KB. Like any operator lifted from
HA, this K obeys eq. (27):
[V,K] = 0; [V †,K] = 0; [j,K] = 0 (36)
Two other basic properties of K are K2 = 1 and:
〈KΨ,KΦ〉 = 〈Ψ,Φ〉
∗
(37)
where 〈Ψ,Φ〉 is the inner product of Ψ and Φ (which
we identify with Ψ†Φ so that it is linear in the second
argument). That is, taking the conjugate of two vec-
tors also takes the conjugate of their inner product.
Consequently, K maps any orthonormal basis of the
Hilbert space, consisting of vectors Γn, into another
orthonormal basis consisting of vectors KΓn:
〈KΓm,KΓn〉 = δmn (38)
since the Kronecker delta δmn is a real number. The
complex conjugation thus acts somewhat like a uni-
tary transformation, yet being antilinear, it is not
exactly unitary (but antiunitary). In particular, it
does not keep the trace of a linear operator B invari-
ant (with Tr(KBK) = Tr(B)∗ due to eq. (37)). All
this does not fixK completely, as we might, for exam-
ple, still choose whetherK commutes with position Q
or with momentum P in the canonical commutation
relation [Q,P ] = i, but we do not need to specify this
here, as any definition ofK with the above properties
suffices for our purposes.
The second operator L can be regarded as a coun-
terpart to K in the same sense that our j = V † − V ,
from eq. (24), is a counterpart to i. It is defined on
the degenerate Hilbert space HB as:
L = V V † − V †V (39)
with the V from eq. (18). It is self-adjoint, and, being
linear, it commutes with i. It anticommutes with j:
Lj = −V † − V = −jL (40)
due to eq. (22) to (24). By contrast,K anticommutes
with i and commutes with j. Like K, this L squares
to:
L2 = V V †V V † + V †V V †V = 1 (41)
and is thus unitary (L† = L = L−1). Since K com-
mutes with V and V †, it also commutes with L. All in
all, the factors i, j, K, and L all commute with each
other, except for iK = −Ki and jL = −Lj. They
square either to i2 = −1 = j2 or to K2 = 1 = L2.
The third operator U is defined as:
U =
1
2
(1− ij +KL+ ijKL) (42)
in terms of the j, K, and L from eq. (24), (37), and
(39). Since i, j, and L are linear, but K antilinear,
this U is neither linear nor antilinear. Recall that the
product of a linear and an antilinear operator is an-
tilinear, so KL is antilinear, and U is a sum of linear
and antilinear terms. In general, the sumM = B+A
of a linear operator B and an antilinear operator A is
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called “real-linear” [6], so U is real-linear. Note that
any real-linear operator commuting with i is, by defi-
nition, linear. The properties of real-linear operators
are summarized in the appendix, but, for now, we can
deal with U simply by using the explicit expression
(42) in terms of linear and antilinear operators.
To interpret U , we use that 1
2
(1− ij) is an orthog-
onal projection because of (ij)† = ij, from eq. (26),
and because of:
(
1
2
(1 − ij)
)2
=
1
4
(
1− 2ij + i2j2
)
=
1
2
(1− ij)
Since [ij,KL] = 0, this projection commutes with U ,
so U acts separately on two orthogonal complements
of the Hilbert space, the range and the kernel of this
projection, consisting of vectors Ψ with ijΨ = −Ψ
and ijΨ = +Ψ, respectively. The first two terms of
eq. (42):
1
2
(1− ij)
act on the range of this projection and keep it invari-
ant. The other two terms of eq. (42):
1
2
(1 + ij)KL
act on the kernel of this projection and multiply it by
KL. From eq. (41), we know that L is unitary, and
from eq. (38) we know that K maps any orthonor-
mal basis into another orthonormal basis. It follows
that the operators KL and U , despite being real-
linear, also map any orthonormal basis into another
orthonormal basis. Writing the basis vectors as Γn,
we thus get:
〈UΓm, UΓn〉 = δmn (43)
Like the complex conjugationK from eq. (38), this U
therefore resembles a unitary transformation, except
for not being linear. In particular, it is bounded, and
we will even find U † = U−1 in eq. (59).
The same interpretation of U , together with
(KL)2 = 1, also tells us that U squares to 1:
U2 =
1
4
(1− ij)2 +
1
4
(1 + ij)2 (KL)2
=
1
2
(1− ij) +
1
2
(1 + ij) = 1 (44)
It is thus invertible with U−1 = U .
3.2 Interchanging i and j
Using the real-linear U , from eq. (42), we can now in-
troduce the desired transformation that interchanges
i and j and turns system B into system C. We simply
transform any vector Ψ and any operator M of the
Hilbert space HB as:
Ψ → UΨ ; M → UMU−1 (45)
Since U is bounded, any bounded M turns into a
bounded UMU−1. Since U2 = 1, applying the trans-
formation twice leads back to the original M .
For the most part, we will apply this transforma-
tion only to linear operators that commute with j,
for example, to the observables OB of system B. For
any such operator and, more generally, for any oper-
ator M that commutes with ij, the transformation
(45) becomes:
UMU−1 =
1
4
(1− ij)2M +
1
4
(1 + ij)2KLMKL
=
1− ij
2
M +
1 + ij
2
KLMKL (46)
where we have used (1 − ij)(1 + ij) = 0 in the first
step. The product of two antilinear operators, like
K and LMKL, is linear, so any linear M that com-
mutes with j transforms into a linear UMU−1. In
particular, i transforms into j and vice versa:
UiU−1 =
1− ij
2
i+
1 + ij
2
(−i) = j (47)
UjU−1 =
1− ij
2
j +
1 + ij
2
(−j) = i (48)
while their product ij commutes with U .
Occasionally, we will apply this transformation to
antilinear operators that commute with j. For any
such operator and, more generally, for any opera-
tor N that anticommutes with ij, the transformation
(45) becomes:
UNU−1 =
1
4
(1− ij)2NKL+
1
4
(1 + ij)2KLN
=
1− ij
2
NKL+
1 + ij
2
KLN (49)
where we have again used (1 − ij)(1 + ij) = 0. In
particular, K transforms into L and vice versa:
UKU−1 =
1− ij
2
L+
1 + ij
2
L = L (50)
ULU−1 =
1− ij
2
K +
1 + ij
2
K = K (51)
while their product KL commutes with U . As be-
fore, any real-linear N that commutes with j maps
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into a UNU−1 that commutes with UjU−1 = i and
is linear. This already indicates how we are going to
achieve our goal of finding room for antilinear terms
N in the Hamiltonian. We will turn them into linear
terms UNU−1 that can be added to the new Hamil-
tonian.
3.3 The adjoint U †
A slight complication, when using a real-linear U on
the complex Hilbert space, comes from finding the
adjoint U † of a real-linear operator. Recall that the
usual definition for the adjoint B† of a linear operator
B: 〈
B†Ψ,Φ
〉
= 〈Ψ, BΦ〉 (52)
cannot be used to define the adjoint of an antilinear
operator since then the left-hand side would be lin-
ear in Φ and the right-hand side antilinear. Instead,
the adjoint A† of an antilinear operator A, which is
familiar from time-reversal, is the unique operator
satisfying (e.g., [13]):〈
A†Ψ,Φ
〉
= 〈Ψ, AΦ〉
∗
(53)
for any vectors Ψ and Φ in the complex Hilbert space.
Due to the complex conjugation on the right-hand
side, both sides are linear in Φ and Ψ, with the adjoint
A† being an antilinear operator. Since eq. (52) and
(53) differ, neither of them will, in general, hold for
a sum of linear and antilinear operators, that is, for
real-linear operators.
However, both linear and antilinear operators M
satisfy the relation:
ℜ
〈
M †Ψ,Φ
〉
= ℜ 〈Ψ,MΦ〉 (54)
which results from taking the real part of eq. (52) or
(53). It is thus plausible to define the adjoint M † of
real-linear operatorsM so that it also fulfills this rela-
tion (see appendix). Unfortunately, this definition of
the adjoint of real-linear operators is only sometimes
[6], but not always [11], used in the mathematical
literature. We will use it here because it has conve-
nient properties for our purpose. It agrees with how
the adjoint of linear and antilinear operators is de-
fined in eq. (52) and (53), and obeys similar rules as
the adjoint of linear operators. The appendix shows:
(M †)† = M (55)
(M +N)† = M † +N † (56)
(MN)† = N †M † (57)
for any real-linear operators M and N where these
adjoints exist.
It should be noted that the last rule, the prod-
uct rule, may no longer hold when N † is replaced by
the adjoint Ψ† of a vector Ψ. This happens because
Ψ† does not map the Hilbert space into itself, but
into the field C of complex numbers. The same is-
sue already occurs for antilinear operators. When we
write the inner product as 〈Ψ,Φ〉 =Ψ†Φ, then eq. (53)
tells us that (MΨ)†Φ is, in general, not the same as
Ψ†M †Φ. To deal with such expressions, we should
use eq. (54) instead. Apart from this, we can use the
adjoints of real-linear operators about as easily as the
adjoints of linear operators.
With these relations, we can find the adjoint U †
of the real-linear operator U from eq. (42). First,
comparing eq. (37) and (53), we find the familiar re-
lationK† = K. From eq. (26) and (39), we also know
j† = −j and L† = L. Taking the adjoint of eq. (42)
gives:
U † =
1
2
(1− ji+ LK + LKji) = U (58)
With U2 = 1, from eq. (44), this yields:
U † = U−1 (59)
The transformation U thus keeps the norm of any
vector Ψ invariant:
||UΨ||2 = ℜ 〈UΨ, UΨ〉
= ℜ
〈
U †UΨ,Ψ
〉
= ||Ψ||2 (60)
where eq. (54) was used. Due to eq. (57), any real-
linear operator M also obeys:(
UMU−1
)†
= UM †U−1 (61)
In most of the following applications, a linear M will
be turned into a UMU−1 that is also linear. In
such cases, eq. (61) implies that a self-adjoint M is
turned into a self-adjoint UMU−1, and a unitary M
is turned into a unitary UMU−1. Incidentally, as U
was defined, in eq. (42), in terms of linear and an-
tilinear operators, we could prove these relations by
using only the familiar adjoints of linear and antilin-
ear operators, but it is useful to know that they hold
for the adjoint of real-linear operators as well.
3.4 The new observables OC
Using this transformation U , we now construct our
system C where antilinear terms become linear and
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find a place in the Hamiltonian. Recall that, in sec-
tion 2.1, we started with system A, with Hamiltonian
HA, observables OA, and Hilbert space HA, and con-
structed an equivalent system B with Hamiltonian
HB, observables OB , and Hilbert space HB. Any
density operator ρA in system A corresponded to a
density operator ρB in system B.
We now take this one step further and apply the
transformation U , from eq. (45), to any observable
OB . The resulting observable, for system C, is:
OC = UOBU−1 (62)
Since all the observables OB of the earlier system
were lifted from HA, they commute with V and V †
(eq. (27)) and therefore with the operators j and
L from eq. (24) and (39). Being linear, OB also
commutes with i. Consequently, OC commutes with
UjU−1 = i and with UiU−1 = j. Any real-linear op-
erator commuting with i is linear, so OC is linear and,
due to eq. (61), also self-adjoint. Instead of eq. (62),
we can also use eq. (46) to express OC . It simplifies
to:
OC =
1− ij
2
OB +
1 + ij
2
KOBK (63)
because of [OB, L] = 0, [K,L] = 0, and L2 = 1.
Many relations between the observables of system
B remain valid in system C. For example, it follows
directly from eq. (62) and (63) that adding or mul-
tiplying two observables, or multiplying them with a
real number, gives analogous results in both systems
B and C. Multiplying an observable with the imagi-
nary unit i would not give analogous results, since U
does not commute with i, but this is of no concern
here as it would not give a self-adjoint observable ei-
ther.
Incidentally, we could also split an observable OB
into a real and an imaginary part:
ℜOB =
1
2
(OB+KOBK) ; ℑOB =
1
2i
(OB−KOBK)
with OB = ℜOB + iℑOB. The new observable from
eq. (63) would turn out to be:
OC = ℜOB + jℑOB (64)
which illustrates how i is replaced by j.
The same transformation U relates states ΨB in
system B to corresponding states ΨC in system C:
ΨC = UΨB (65)
For mixed states, described by density operators, the
rules of correspondence are more complex and will be
derived in section 3.6.
As U is so similar to a unitary transformation, it is
straightforward to see that the new observables OC
produce the same results as the previous observables
OB . To simplify notation, let us consider observ-
ables with discrete spectrum, although the general-
ization to continuous spectrum is straightforward. In
eq. (15), we have already used the spectral expansion
OB =
∑
n λnE
B
n of an observable in system B. The
eigenvalues λn are real and the E
B
n are orthogonal
projections onto eigenspaces. Since OB commutes
with j, these EBn also commute with j. Applying U ,
we find the analogous expansion:
OC =
∑
n
λnE
C
n (66)
where the eigenvalues λn remain the same and the
operators ECn = UE
B
n U
−1 retain the properties from
eq. (15):
ECn E
C
m = δnmE
C
n ; (E
C
n )
† = ECn (67)
due to eq. (61). As EBn commutes with j, E
C
n com-
mutes with UjU−1 = i and is not only real-linear,
but linear. It is thus an orthogonal projection, and
eq. (66) describes the spectrum of OC .
When OB is observed in experiments, the possible
results are the values λn. According to eq. (66), the
same results are observed when measuring OC . The
probability of seeing each result, in state ΨB or state
ΨC , is also the same:
(ΨC)†ECn Ψ
C = ℜ
〈
ΨC , ECn Ψ
C
〉
= ℜ
〈
UΨB, UEBn Ψ
B
〉
= ℜ
〈
U †UΨB, EBn Ψ
B
〉
= (ΨB)†EBn Ψ
B (68)
where we have used eq. (54), (59), and the fact that
the expectation value of a self-adjoint operator is real.
In particular, the mean observed value of the observ-
able is the same in both systems:
(ΨC)†OCΨC =
∑
n
λn(Ψ
C)†ECn Ψ
C
= (ΨB)†OBΨB (69)
This shows that the transformation U , despite not
being linear, does not affect the results of observa-
tions.
Both systems also reach corresponding states af-
ter a collapse of the wavefunction. Apart from a
normalization factor, the state ΨB becomes EBn Ψ
B
and the state ΨC becomes ECn Ψ
C . The relationship
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ΨC = UΨB thus continues to hold after a collapse of
the wave function:
ECn Ψ
C = UEBn U
−1UΨB = UEBn Ψ
B (70)
and the norms of these states also stay equal due to
eq. (60). Section 3.6 will show that this also holds
for mixed states, so that corresponding observations
in both quantum systems give the same results.
3.5 The new Hamiltonian HC
To show the physical equivalence of both systems, we
still have to show that corresponding states evolve in
parallel. When ΨC(0) = UΨB(0) holds at time 0,
then it should continue to hold at any later time:
ΨC(t) = UΨB(t) (71)
The main issue here is the form of the abstract
Schro¨dinger equation. In system B it reads, as usu-
ally:
d
dt
ΨB(t) = −iHBΨB(t) (72)
After the transformation U , this becomes:
d
dt
ΨC(t) = −jUHBU−1ΨC(t) (73)
where UHBU−1 is the observable of energy, in system
C, and j replaces i due to UiU−1 = j. By construc-
tion, eq. (73) guarantees that relation (71) continues
to hold as ΨC(t) evolves.
However, the substitution of j, at such a central
place of quantum physics, seems awkward. To avoid
it, and retain the usual form of the Schro¨dinger equa-
tion, we take another step that seems somewhat less
awkward. We let the Hamiltonian of system C, which
we write as HC , differ slightly from the observable
of energy which we continue to write as UHBU−1.
Specifically, we set the Hamiltonian to:
HC = −ij UHBU−1 (74)
so that eq. (73) becomes:
d
dt
ΨC(t) = −iHCΨC(t) (75)
with the usual factor i instead of j.
Like any observable OC from eq. (62), the observ-
able UHBU−1 is linear, self-adjoint, and commutes
with j. With j† = −j, it follows that the Hamil-
tonian HC is also linear, commutes with j, and is
self-adjoint:(
HC
)†
= −UHBU−1(−j)(−i) = HC (76)
as it should be to guarantee the condition of unitarity.
Moreover, it follows that UHBU−1 commutes with
HC so that the energy (ΨC)†UHBU−1ΨC is con-
served. Section 3.6 will show that the same Hamilto-
nian HC also appears in the von Neumann equation
of system C.
Making this distinction, between the Hamiltonian
HC and the observable UHBU−1 of energy, is uncon-
ventional. Even when non-Hermitian Hamiltonians
are used in quantum mechanics [2], it is commonly
assumed that the Hamiltonian should be equal to the
observable of energy and thus have only real eigenval-
ues since energies are real-valued. In our case, both
HC and UHBU−1 have real eigenvalues, since they
are self-adjoint, but only those of UHBU−1 denote
energy values.
Their two spectra are, however, closely related.
The factor −ij, from eq. (74), has the properties
(−ij)2 = 1 ; (−ij)†(−ij) = 1
which makes it drop out of many calculations. It is
self-adjoint and commutes with the self-adjoint oper-
ator UHBU−1, so both operators can be diagonalized
simultaneously. Since −ij squares to 1, it constitutes
a “grading” operator whose eigenvalues are either +1
or −1, and the eigenvalues of the Hamiltonian HC
can differ from those of the observable UHBU−1 by
at most a sign.
In fact, making a distinction between the Hamil-
tonian and the observable of energy is not without
precedent. As a trivial example, consider an experi-
ment where we measure all the energy within a box
except for the energy of neutrinos passing, without
interaction, through this box. The observable being
measured in this experiment will contain no contri-
bution from neutrinos, but the Hamiltonian will still
contain the terms describing neutrino propagation.
More generally, such a distinction between Hamilto-
nian and observable of energy is likely to crop up
whenever the Hamiltonian describes some process,
involving neutrinos, dark matter, or perhaps degen-
erate vacuum states, that we cannot observe directly.
As another example, consider the Hamiltonian in
gauge theories. The observable of momentum mQ˙
will, in general, differ from the generator P of spatial
displacements, by more than just a factor ~, because
the observable mQ˙ (or at least its expectation value)
stays invariant under gauge transformations while the
generator P does not [7, section 13.5]. Presumably
the same also applies, for certain choices of the gauge,
to the temporal dimension, where displacements are
generated by the Hamiltonian. If we chose a gauge
that varies in time, and derived the Hamiltonian, it
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would presumably also vary in time, even if the ob-
servable of energy did not. Our distinction between
the Hamiltonian and the observable of energy is not
exactly the same as in these simple examples, but
it also seems permissible as long as it produces the
correct physical predictions.
The distinction between HC and UHBU−1 is ar-
guably the most unconventional feature of system C,
but there are other ones. In many relations between
operators, where i appears explicitly, it will be re-
placed by j. The canonical commutation relation
[QB, PB] = i between position QB and momentum
PB of a particle in one dimension, for example, will
become:
[QC , PC ] = U [QB, PB]U−1 = UiU−1 = j (77)
It has been argued that such commutation relations
always need a term like i on the right-hand side so
that the Heisenberg uncertainty relation holds [16],
but our j is similar enough to i to meet this require-
ment. Physical equivalence guarantees that the stan-
dard deviations of QC and PC , which can be ob-
served, keep their usual values and satisfy the uncer-
tainty relation.
3.6 Mixed states
So far, the physical equivalence of the two systems B
and C has been proven only for pure states. Sec-
tion 3.5 has shown that two corresponding states
ΨB(t) and ΨC(t) evolve in parallel, between measure-
ments, and section 3.4 has shown that they produce
the same results when corresponding observables OB
and OC are measured. To finish this proof, let us
now show the same results for mixed states.
As in section 2.1, the density operators ρB or ρC
are constrained only by the usual requirements. They
have to be linear, self-adjoint, and positive semidefi-
nite with trace 1. Unlike the observables OB or OC ,
they do not have to commute with j. This prevents
us from simply applying the transformation U to find
corresponding density operators. When ρB does not
commute with j, then UρBU−1 does not commute
with UjU−1 = i and is not linear.
To find the correct relation between ρB and ρC , let
us first consider a density operator ρB of finite rank.
With the spectral theorem of self-adjoint operators,
it can be written as:
ρB =
∑
n
pnΨ
B
n (Ψ
B
n )
† (78)
where the non-negative coefficients pn add up to 1
and the vectors ΨBn are orthogonal to each other and
normalized to ||ΨBn || = 1. As usually, we can inter-
pret this as a statistical mixture of pure states ΨBn oc-
curring with probability pn. From eq. (65), we know,
for each of these states ΨBn in system B, the corre-
sponding state ΨCn in system C:
ΨCn = UΨ
B
n (79)
This implies that the corresponding density operator
ρC , in system C, is given by:
ρC =
∑
n
pn(UΨ
B
n )(UΨ
B
n )
† (80)
We have seen, in section 3.3, that (UΨBn )
† is not nec-
essarily the same as (ΨBn )
†U †, since U is not linear,
so the expression (80) is not the same as UρBU †.
Unlike UρBU †, this ρC is always linear since
(UΨBn ) is just another vector without any antilin-
ear or real-linear properties. The vectors UΨBn are
still normalized to 1 and orthogonal to each other,
as eq. (43) tells us that U maps any orthonormal ba-
sis into another orthonormal basis. Consequently, ρC
can be interpreted, like ρB, as a statistical mixture
of pure states with probability pn. Like ρ
B, the ρC
from eq. (80) is self-adjoint and positive semidefinite
with trace
∑
n pn = 1.
The equivalence of ρB and ρC , within their respec-
tive quantum systems, follows from the equivalence
of the pure states ΨBn and Ψ
C
n = UΨ
B
n . From sec-
tion 3.4, we know that measuring an observable OB ,
in state ΨBn , and the corresponding observable O
C , in
state ΨCn , produces the same results. This easily gen-
eralizes to density operators. In particular, it follows
from:
Tr(ρBOB) =
∑
n
pn(Ψ
B
n )
†OBΨBn
Tr(ρCOC) =
∑
n
pn(Ψ
C
n )
†OCΨCn
and the earlier result (69) that the expectation values
of the observables are the same:
Tr(ρBOB) = Tr(ρCOC) (81)
The same equality holds, due to eq. (68), for the prob-
abilities Tr(ρBEBn ) or Tr(ρ
CECn ) of observing any
particular eigenvalue of OB or OC .
Similarly, the results of section 3.5 can be used to
show that the density matrices ρB and ρC evolve in
parallel. We find their evolution by applying the ab-
stract Schro¨dinger equation, from eq. (72) and (75),
to the vectors ΨBn and Ψ
C
n from eq. (78) to (80). This
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gives the von Neumann equation:
d
dt
ρB(t) = −i[HB, ρB(t)] (82)
d
dt
ρC(t) = −i[HC , ρC(t)] (83)
where the Hamiltonian HC , in system C, is again
given by the −ij UHBU−1 from eq. (74). Here we
have used:
(HCΨCn )
† = (ΨCn )
†HC
which holds trivially since HC is linear and self-
adjoint. Note that the von Neumann equation keeps
its usual form with a factor i, not j. In fact, if we
had not already included the factor −ij in the Hamil-
tonian HC , in eq. (74), we would have to be careful
where to put it now since j does not necessarily com-
mute with ρC . It is known that other placements
of j, within the context of quantum physics on real
Hilbert spaces, may lead to difficulties [8].
Both density matrices also continue to evolve in
parallel after a collapse of the wave function. Again,
we can show this by applying the corresponding result
for pure states, from eq. (70), to the density matrices
in eq. (78) and (80). Apart from a trivial prefactor,
which keeps the trace at 1, this gives:
ρB → EBmρ
BEBm (84)
ρC → ECmρ
CECm (85)
where we have used that ECm, from eq. (67), is linear
and self-adjoint with (ECmΨ
C
n )
† =(ΨCn )
†ECm. The col-
lapse thus takes the same familiar form in systems B
and C.
These results can be generalized to density matri-
ces that are not of finite rank. They clearly still hold
when the sum over eigenstates in eq. (78) is infinite,
and it is straightforward to generalize them to a con-
tinuous spectrum as well. In fact, there is another,
more general way to show the same results. We could
rewrite the linear density operator ρB , from eq. (78),
in terms of a real-linear operator ρBR with:
ρB = ρBR − iρ
B
Ri (86)
ρBRΦ =
∑
n
pnΨ
B
nℜ(Ψ
B
n )
†Φ (87)
for any vector Φ inHB. Here ℜ acts on the whole sub-
sequent product (ΨBn )
†Φ and not just the first factor.
This decomposition is analogous to the more familiar
eq. (115) in the appendix. After putting ρB into this
form, we could then use eq. (122) to write ρC from
eq. (80) as:
ρC = UρBRU
† − iUρBRU
†i (88)
and conclude that ρBR simply becomes Uρ
B
RU
† in sys-
tem C, even though ρB itself does not transform in
such a simple way. Even without using the physical
equivalence of pure states, it would then be straight-
forward to prove the physical equivalence of these
density operators (not shown).
4 Applications
4.1 Finding room for antilinear terms
in the Hamiltonian
This physical equivalence of the quantum systems A,
B, and C, shown in the previous sections, may be
useful for several applications involving antilinear op-
erators. Our main goal, from the introduction, was
to find room for antilinear terms in the Hamiltonian.
That is, we would like to take a quantum system,
with the usual, linear Hamiltonian HA, and add an
antilinear term HA
2
so that states evolve as:
d
dt
ΨA(t) = −i(HA +HA2 )Ψ
A(t) (89)
While this makes sense as a differential equation, it
does not make sense as a Schro¨dinger equation be-
cause the Hamiltonian would not be linear.
However, we can pass from system A to the system
C, replace HA by the Hamiltonian HC from eq. (74),
replace HA2 by an analogous term:
HC
2
= −ijUHB
2
U−1 (90)
and replace ΨA by ΨC = U(ΨA, 0) according to
eq. (11) and (65). Lifting eq. (89) to the new Hilbert
space HB, and applying the transformation U , gives:
d
dt
ΨC(t) = −Ui(HB +HB
2
)U−1ΨC(t)
= −i(HC +HC
2
)ΨC(t) (91)
as in eq. (71) to (75). In this equivalent form, the dif-
ferential equation can be interpreted as a Schro¨dinger
equation. Like other operators lifted to HB , the HB
2
obeys eq. (27) and commutes with j. Consequently,
UHB
2
U−1 commutes with UjU−1 = i and is linear,
so HC
2
is also linear. In fact, we could start with
any real-linear HA2 , not just antilinear ones, and H
C
2
would still be linear. Though HA
2
cannot be added
directly to the Hamiltonian of system A, we can thus
construct an equivalent system C where the corre-
sponding term HC
2
can be added.
Not every antilinear term HA2 can be added in this
way. The main restriction is that the resulting Hamil-
tonian HC + HC
2
should still be self-adjoint, as re-
quired by the condition of unitarity. Because HC is
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self-adjoint,HC2 has to be self-adjoint. This condition
is satisfied by any HA
2
with:
(iHA
2
)† = −iHA
2
(92)
as we then get −iHB
2
= (iHB
2
)†. Applying U yields:
(
jUHB
2
U−1
)†
= −jUHB
2
U−1
due to eq. (59) and UiU−1 = j. Since UHB
2
U−1 is
linear, we can conclude from eq. (90) that:
HC2 = (H
C
2 )
† (93)
By reversing this argument, we can also show that
condition (92) is necessary for HC
2
to be self-adjoint.
Incidentally, if we let vectors evolve directly under
eq. (89), their norm stays constant, due to:
exp(−iHAt− iHA2 t)
† = exp(iHAt+ iHA2 t)
and eq. (54). By contrast, the inner product of two
distinct vectors does not necessarily stay constant
since it is, in general, not real. This illustrates the
underlying reason why an antilinear HA
2
cannot be
added directly in system A. It might be possible to
find a way around this issue, and add HA2 directly to
HA, but this would probably require that we change
the laws of quantum physics substantially. We may
have to treat two vectors Ψ and iΨ, differing only
by a phase i, as distinct, yet indistinguishable, states
instead of the same physical state. By passing from
system A to system C, we avoid this tricky issue. As
the Hamiltonian HC +HC
2
is linear and self-adjoint,
two vectors Ψ and iΨ can, as usually, be regarded as
belonging to the same physical state, and the inner
product of any two vectors will stay constant while
they evolve.
It should be acknowledged that adding the new
term to the Hamiltonian in eq. (90) can change the
physical properties of system C substantially so that
the vacuum degeneracy may no longer be hidden and
observables may take other forms. In particular, the
subtle distinction between the observable of energy
and the Hamiltonian, from eq. (74), might vanish.
The precise form of observables depends, however,
on the details of the quantum system and cannot be
explored here.
4.2 Linear time-reversal
As another application, consider the case where sys-
tem A has time-reversal symmetry TA. Usually,
this TA is an antilinear operator and there are good
reasons for this [19]. For example, when describ-
ing a particle with position QA and momentum PA,
we would like PA to reverse under TA and QA to
stay invariant. The canonical commutation relation
[QA, PA] = i then requires that TA anticommutes
with i. More generally, TA should commute with the
observable of energy:
[TA, HA] = 0 (94)
so that it keeps energies invariant. It should also
anticommute with the term iHA in the abstract
Schro¨dinger equation so that it can reverse time.
Again, this forces TA to be antilinear, and due to
Wigner’s theorem, even antiunitary [19]:
(TA)† = (TA)−1 (95)
Interestingly, neither of these arguments holds in
system C. As it is physically equivalent to system A,
it should also have a time-reversal operator. We can
find this TC in analogy to the observables OC from
section 3.4. We lift TA to HB, where it becomes TB,
and then set:
TC = UTBU−1 (96)
Just like OC , this TC turns out to be linear. Since TA
anticommutes with i, its lifted version TB also anti-
commutes with i but commutes, like other lifted op-
erators, with j. This implies that TC anticommutes
with UiU−1 = j but commutes with UjU−1 = i and
is therefore linear. From eq. (95), we get (TB)† =
(TB)−1 and, with eq. (59):
(TC)† = (TC)−1 (97)
so that TC is not only linear but unitary.
Furthermore, it follows from eq. (94) and the other
properties of TA that TC commutes with the observ-
able UHBU−1 of energy and the observable QC =
UQBU−1 of position, but anticommutes with the
observable PC = UPBU−1 of momentum, just as
a time-reversal operator should. TC thus anticom-
mutes with the product QCPC , but this does not
prevent it from being linear, since we know from
eq. (77) that the canonical commutation relation
[QC , PC ] = j now contains j, not i, on the right-hand
side. Despite being linear, TC can thus anticommute
with both sides of this rule.
Similarly, TC can reverse time in the Schro¨dinger
equation despite being linear and commuting with
the observable UHBU−1 of energy. This is only pos-
sible because of the unconventional distinction be-
tween the observable UHBU−1 and the Hamiltonian
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HC from eq. (74). As TC commutes with i, anti-
commutes with j, and commutes with UHBU−1, it
anticommutes with the Hamiltonian:
{TC, HC} = {TC,−ij UHBU−1} = 0 (98)
and thus anticommutes with the term iHC in the
Schro¨dinger equation (75). If ΨC(t) is a solution of
that equation, then TCΨC(t) solves the time-reversed
equation:
d
dt
TCΨC(t) = +iHCTCΨC(t) (99)
While system C is mathematically more complicated
than system A in some respects, the hidden degener-
acy and the substitution of j for i, it thus has a linear
time-reversal operator TC and is simpler in this re-
spect. It would be interesting to explore whether such
a TC , or its generalization to CPT, can be embedded
in a continuous set of linear symmetries.
4.3 Continuous symmetries
A similar argument also holds for generators of con-
tinuous symmetries. Usually, such generators G have
to be linear, so that the symmetry 1 + iǫG, for in-
finitesimal ǫ, is linear and abides by Wigner’s unitary-
antiunitary theorem [19]. However, a real-linear op-
erator in system A corresponds to a linear operator
in system C, and it thus makes sense to consider real-
linear generators GA corresponding to linear GC . To
keep the norm constant, such a continuous symmetry
would have to obey:
(1 + iǫGA)† = (1 + iǫGA)−1 (100)
Its generator would therefore be constrained by
(iGA)† = −iGA, like the HA2 from eq. (92), but it
would not necessarily have to be linear or self-adjoint.
4.4 Fermionic mass terms
It is well known that any Dirac spinor, describing a
fermion, can be split into a left- and a right-handed
Weyl spinor, and that a left-handed Weyl spinor ψL
can be turned into a right-handed spinor ψR via [9,
section 3.2]:
ψR = iσ
2ψ∗L (101)
(where σ2 is a Pauli spin matrix and ψL and ψR
denote classical fields). This transformation is an-
tilinear as it involves complex conjugation. We could
use it, in principle, to replace any right-handed Weyl
spinors in classical field theories by left-handed ones.
Fermionic mass terms, which normally couple a right-
handed spinor ψR to a left-handed spinor φL, will
then involve the complex conjugation K:
mφ†LψR = mφ
†
Liσ
2KψL (102)
Such an application, concerning the Majorana equa-
tion, has been explored in the field of quantum simu-
lations [3]. It may also be interesting for grand unified
theories, especially the one based on SO(10), where
all the 16 left-handed Weyl spinors, from one gener-
ation of particles, are combined in a 16-dimensional
representation, and the 16 right-handed Weyl spinors
are combined similarly (see [1] for a recent intro-
duction). After replacing the right-handed spinors
by left-handed ones, it may be possible to combine
these representations further, for example, to the 32-
dimensional representation of SO(12) (not shown).
4.5 Larger degeneracy
As a final application, let us discuss briefly how the
procedure could be used to introduce a vacuum de-
generacy that is more than just twofold. We could,
for example, iterate the step from section 2.1. After
introducing another twofold degeneracy, the Hilbert
space would become:
HB ⊕HB = HA ⊕HA ⊕HA ⊕HA (103)
and the degeneracy would be fourfold. Two linear
operators:
V1(Ψ
A
1
,ΨA
2
,ΨA
3
,ΨA
4
) = (ΨA
2
, 0,ΨA
4
, 0)
V2(Ψ
A
1 ,Ψ
A
2 ,Ψ
A
3 ,Ψ
A
4 ) = (Ψ
A
3 ,Ψ
A
4 , 0, 0)
analogous to the V from eq. (18), could then be used
to switch between degenerate states. The operator j
could still be defined, for example, as:
j = V †
1
− V1
and substituted for i, as before. This does not af-
fect the other operator V2, which might then be used
for other purposes. When the observables and the
Hamiltonian are treated as before, for the twofold
degeneracy, all the resulting quantum systems will
still be physically equivalent.
It may even be possible to adapt this framework so
that not all the states acquire the same degeneracy.
So far, we have associated each state Φ with a “twin”
state jΦ and thereby doubled the number of states.
Alternatively, it may be possible to introduce a twin
creation operator b†n for each known creation operator
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a†n and, more generally, a twin field operator for each
known field operator.
Let us briefly sketch the basic idea behind this
in a simple example. Consider a quantum system
that was constructed, via the usual Fock-space pro-
cedure, from a unique vacuum and a finite number
of fermionic creation operators a†n, on a lattice, with
the usual properties:
{an, a
†
m} = δmn ; {an, am} = 0
where the index n subsumes all their quantum num-
bers including position. We also presume that
the (normal-ordered) Hamiltonian HA contains only
products a†nam of two such operators.
As before, the goal is to replace any explicit oc-
currence of the imaginary unit i, in observables or
in HA, with another term. For this, we introduce
twin operators b†n that are fermionic creation opera-
tors with exactly the same properties as the original
a†n (and with {b
†
n, an} = 0 and {bn, an} = 0). Us-
ing both a†n and b
†
n in the construction of the Fock
space produces much more states Ψ than using only
a†n, so the number of states needs to be restricted. A
suitable constraint could be that any physical state
Ψ satisfies:
(an + ibn)Ψ = 0 (104)
for any index n. One can check that such a constraint
compensates for the larger number of creation oper-
ators (not shown).
To ensure that this constraint continues to hold,
as Ψ evolves in time, the Hamiltonian HA has to be
modified accordingly. A suitable choice may be to
replace, in iHA, any term ra†nam with real prefactor
r by:
ra†nam → r
(
a†nam + b
†
nbm
)
(105)
and to replace any term ira†nam with imaginary pref-
actor ir by:
ira†nam → r
(
b†nam − a
†
nbm
)
(106)
These substitutions, like our earlier substitution of j
for i in eq. (45), remove any explicit occurrence of
i. Like eq. (45), they maintain most of the algebraic
relations of the original terms. For example, taking
the adjoint of ira†nam interchanges the indices n and
m and adds a minus sign, and an analogous relation
holds for the substituted term:
r
(
b†nam − a
†
nbm
)†
= −r
(
b†man − a
†
mbn
)
Furthermore, these substitutions agree with the con-
straint (104). From:
[an + ibn, a
†
nam + b
†
nbm] = {an, a
†
n}am + i{bn, b
†
n}bm
= am + ibm
it follows that the constraint (104) will hold for
(a†nam + b
†
nbm)Ψ if it holds for Ψ. Similarly, from:
[an + ibn, b
†
nam − a
†
nbm] = i(am + ibm)
it follows that the constraint (104) will hold for
(b†nam − a
†
nbm)Ψ if it holds for Ψ (not shown). The
constraint will thus continue to hold as Ψ evolves
in time, and it seems possible that this quantum sys-
tem, with twin field operators instead of twin vacuum
states, is also physically equivalent to the original
one. Other examples may be constructed along sim-
ilar lines. Perhaps one can even construct a vacuum
that contains a Dirac sea built from such twin field
operators, so that the vacuum degeneracy becomes
extremely large, yet remains hidden.
5 Discussion
While the last remarks about twin field operators re-
main speculative, the main results, based on twin
vacuum states, are rigorous. A few steps, involving
the trace or the adjoint of operators, were taken, for
simplicity, only on finite Hilbert spaces, but we have
indicated how to generalize them to infinite Hilbert
spaces as well.
Essentially, we have shown two results. Firstly, for
any quantum system A with unique vacuum, another,
physically equivalent system B, can be constructed
where the vacuum and other states are degenerate
but the degeneracy is hidden. Secondly, this system
B has room for an operator j, which somewhat re-
sembles the imaginary unit i, and we can construct
another system C, still physically equivalent to sys-
tems A and B, by substituting j for i at certain places
in observables and the Hamiltonian. Antilinear oper-
ators in system A then correspond to linear operators
in system C.
The mathematics behind the first result was rather
trivial, since it involved little more than taking the di-
rect sum of the Hilbert space with itself, so only the
physical arguments from section 2.5 might be con-
tentious. There we presumed that any measurement
in physics can, at least in principle, be described by
the expectation value Ψ†OΨ or Tr(ρO) of an observ-
able O. It is commonly assumed, in quantum physics,
that all measurements can be described in this way
(e.g., [7, chapter 11]), but there does not seem to be
any extensive discussion of this issue. If other mea-
surements were possible, they might perhaps reveal
the degeneracy and invalidate our first result.
The second result, concerning the substitution of
j for i, was mathematically less trivial as it in-
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volved the transformation U , from eq. (42), which
is just real-linear, not linear. The appendix indi-
cates how this result may simplify if quantum physics
was formulated on a real Hilbert space, instead of a
complex one, along the lines investigated elsewhere
[15, 16, 17]. On such a real vector space, U corre-
sponds simply to an orthogonal transformation, and
the physical equivalence would become more obvious.
However, it is not hard to deal with this transforma-
tion U directly on the complex Hilbert space, by us-
ing the convenient properties of real-linear operators,
and their adjoints, summarized in the appendix. The
resulting quantum system C, after the substitution of
j for i, has some unconventional features, especially
the subtle distinction between the observable of en-
ergy and the Hamiltonian from eq. (74). However,
due to the physical equivalence, it makes the same
experimental predictions as the original system A, so
there does not seem to be any physical reason why
its unconventional features should be prohibited.
For physical applications, this substitution of j for
i may be interesting because it can turn antilinear
operators into linear ones. When system A has a
time-reversal symmetry TA, which is antilinear, then
system C after the substitution of j for i, will have a
corresponding operator TC that is linear but can still
be used to reverse time (section 4.2). It would be in-
teresting to explore in more detail what this approach
may tell us about the CPT-theorem, about the gen-
erators of continuous symmetries from section 4.3, or
about the fermionic mass terms from section 4.4.
Perhaps the most interesting application of these
results is that they allow quantum systems to behave
as if an antilinear term HA
2
had been added to the
Hamiltonian HA. We cannot directly add it in sys-
tem A, without loosing the linearity of the Hamilto-
nian, but we can add the corresponding term HC2 in
the physically equivalent system C where it becomes
linear. To guarantee the condition of unitarity, any
such term HA2 has to satisfy (iH
A
2 )
† = −iHA2 from
eq. (92), but this still allows a wide range of antilin-
ear terms for the Hamiltonian. Even though linear
Hamiltonians have been very successful in physics,
it would be interesting to study, for example, gauge
symmetries with antilinear generators, since we can
now find room for them in the Hamiltonian.
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6 Appendix
This appendix reviews and derives some properties of
real-linear operators [6], additive operators [10, 11],
and their adjoints. The real-linear operator U , from
eq. (42), was introduced as a sum of linear operators
and antilinear (conjugate-linear or semilinear) oper-
ators. Antilinear operators are those that satisfy:
M(αΨ + βΦ) = α∗MΨ+ β∗MΦ (107)
for any complex numbers α and β and vectors Ψ and
Φ in the complex Hilbert space. By contrast, real-
linear operators [6] are those that satisfy:
M(aΨ+ bΦ) = aMΨ+ bMΦ (108)
for any real numbers a and b and vectors Ψ and
Φ. Here we consider only operators on a complex
Hilbert space, that is, maps of the Hilbert space into
itself. Clearly, any antilinear operator is real-linear,
but linear operators and sums of linear and antilinear
operators are also real-linear. Real-linear operators
form an algebra, that is, the sum or product of two
real-linear operators is again real-linear since it again
obeys eq. (108). If a real-linearM commutes with the
imaginary unit i, then it is linear. If it anticommutes
with i, it is antilinear.
Conversely, any operator satisfying eq. (108) can
be written as sum M = B+A of a linear operator B
and an antilinear A:
B =
1
2
(M − iMi) ; A =
1
2
(M + iMi) (109)
since B commutes with i and A anticommutes with
i. This decomposition is unique (since another such
decomposition M = B′ + A′ would imply that B′ −
B = A − A′ is both linear and antilinear, commutes
and anticommutes with i, and thus vanishes).
We have avoided using the trace of real-linear or
antilinear operators because:
〈iΓ1, AiΓ1〉 = −〈Γ1, AΓ1〉
for any antilinear A. When computing the trace, we
should sum over such terms, but the result would de-
pend on whether we sum over Γ1 or iΓ1, and thus de-
pend on the choice of basis. It may be useful to know,
for some applications, that the trace of a real-linear
M can still be defined, independent of the basis, as
the trace of the linear part of M :
Tr(M) =
1
2
Tr(M − iMi) (110)
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This Tr(M) obeys the rules Tr(M + N) = Tr(M) +
Tr(N) and, on finite vector spaces, ℜTr(MN) =
ℜTr(NM) (not shown).
Real-linear operators have also been studied in the
context of “additive” operators. By definition, an
operator is additive if it satisfies:
M(Ψ + Φ) = MΨ+MΦ (111)
for any vectors Ψ and Φ in the complex Hilbert space.
Clearly, any real-linear operator is also additive. On
the other hand, any additive operator that is contin-
uous is also real-linear [10]. The properties of addi-
tive operators have been studied in detail [11, 12, 13].
Unfortunately, the study of additive operators differs
from the study of real-linear operators in how the
adjoint is defined [6, 11]. To avoid confusion, let us
compare the two approaches.
Since any real-linear operator M can be decom-
posed uniquely, via eq. (109), into a linear part B
and an antilinear part A, the adjoint of M = B + A
can be defined as [6]:
M † = B† +A† (112)
where the adjoints B† and A† are, as usually, given
by eq. (52) and (53). This is the approach that we
have used here. It defines the adjoint for any real-
linear operatorM whose linear part B and antilinear
part A have well-defined adjoints. We have already
seen, in eq. (54), that it implies:
ℜ
〈
M †Ψ,Φ
〉
= ℜ 〈Ψ,MΦ〉 (113)
for any vectors Ψ and Φ. Since B† is linear and A†
antilinear, M † is real-linear. Eq. (112) also implies:
(M †)† = M (114)
because this relation holds for both linear and anti-
linear operators.
The real part ℜ 〈. . .〉 of the complex-valued in-
ner product, in eq. (113), acts similarly to the real-
valued inner product on a real vector space. The full,
complex-valued, inner product can be reconstructed
from such real parts:
ℜ 〈Ψ,Φ〉 − iℜ 〈Ψ, iΦ〉 = 〈Ψ,Φ〉 (115)
Using this, eq. (113) can be rewritten as:〈
M †Ψ,Φ
〉
= ℜ 〈Ψ,MΦ〉 − iℜ 〈Ψ,MiΦ〉 (116)
Inserting either a linear or an antilinear operator for
M reproduces the usual definitions (52) and (53) of
their adjoints, which thus follow from eq. (113). Con-
sequently, eq. (113) fixes the adjoint M † of any real-
linear operator uniquely and could be used, instead
of eq. (52), (53), and (112), as definition of M †.
By employing the rules (108), (112), and (113),
one can work with real-linear operators on a complex
Hilbert space almost as easily as with linear oper-
ators on a real Hilbert space where analogous rules
hold. For any real-linear operators M and N on the
complex Hilbert space, eq. (112) gives:
(M +N)† = M † +N † (117)
Furthermore, the relation (7):
RA = (MA)† ⇒ RB = (MB)† (118)
for operators lifted from HA to HB holds even when
MA is not linear but real-linear. It holds because
the definition (113) of the adjoint involves only the
inner product and because the inner product on HB
was derived, in section 2.1, from the inner product
on HA.
Finally, eq. (113) gives:
ℜ
〈
N †M †Ψ,Φ
〉
= ℜ 〈Ψ,MNΦ〉 (119)
Since eq. (113) fixes the adjoint uniquely, this implies:
(MN)† = N †M † (120)
for any real-linear M and N whose adjoints M †, N †,
and (MN)† exist. Setting N to a complex number
α gives (Mα)† = α∗M †. When M is invertible, then
setting N =M−1 gives:
(
M−1
)†
=
(
M †
)−1
(121)
As mentioned in section 3.3, the similar relation
(NΨ)† = Ψ†N † does not, in general, hold when Ψ is
a vector and N an antilinear or real-linear operator
on the Hilbert space. To handle such an expression
properly, we have to use eq. (116). It can be rewrit-
ten, with N =M †, as:
(NΨ)†Φ = ℜΨ†N †Φ− iℜΨ†N †iΦ (122)
(where ℜ acts on the whole product to its right, not
just the first factor). Apart from this complication,
the adjoint defined by eq. (112) can be used almost
as easily as the adjoint of linear operators.
In the study of additive operators M , by Sharma
and colleagues, the adjoint was defined in another
way [11]. Let us write this adjoint as M∗ to distin-
guish it from the above M †. It can be characterized
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Figure 1: Alternative definitions for the adjoint M∗
or M † of a real-linear operator M on the complex
vector space H.
by the diagram in fig. 1a which is familiar from more
formal definitions of the adjoint of linear operators
(e.g., [12]). While M acts on the complex vector
space H, its adjoint M∗ acts on another space, the
dual H˜. In the usual case, with linear M , this dual
consists of all bounded linear functionals f :H → C.
That is, M∗ maps any functional f into a functional
M∗f . The adjoint M∗ is defined as the unique op-
erator that makes the diagram 1a commute (where
“id” is the identity map on C). Using the Riesz rep-
resentation theorem, thisM∗ on the dual H˜ can then
be turned into the more familiar adjoint acting on H.
To generalize this familiar definition to antilinear
or real-linear operators M , one has to change some
aspect of diagram 1a. Otherwise, the composition
of M∗f and id would be linear, but the composi-
tion of M and f would be antilinear or real-linear.
Sharma and colleagues proposed to use bounded, ad-
ditive functionals f instead of just linear ones. This
resulted inM∗ always being linear, even whenM was
antilinear [11]. Essentially, such an M∗ maps a lin-
ear functional αf into an antilinear functional αM∗f ,
thereby commutes with complex numbers α, and be-
comes linear. Sharma carefully distinguished it from
the usual definition (53) for the adjoint of antilinear
A, where A† is an antilinear operator on H, not a
linear operator on the dual H˜.
We can avoid such complications, and reproduce
our adjoint from eq. (112), by changing diagram 1a
in another way. Instead of letting the functionals
f :H → C become additive, we replace them by func-
tionals f mapping H to real numbers, not complex
ones (diagram 1b). We also require them to be real-
linear (f(aΨ + bΦ) = af(Ψ) + bf(Φ) for any a, b in
R and Ψ,Φ in H). Both branches in diagram 1b are
then real-linear, which avoids the above problem of
only one branch being linear. It is then straightfor-
ward to define M † in the usual way, as the unique
operator that makes diagram 1b commute, and to
turn it, via the Riesz representation theorem for real
spaces, into an operator on H (not shown). The up-
shot of all this is that M † becomes the unique oper-
ator on H satisfying:
ℜ
〈
M †Φ,Ψ
〉
= ℜ 〈Φ,MΨ〉 (123)
which is precisely how we defined M † in eq. (54)
above. Even from an abstract point of view, this
definition of the adjoint M † is thus a reasonable al-
ternative to the definition of M∗ by Sharma.
Incidentally, all these mathematical concepts
would simplify if we formulated quantum physics not
on a complex Hilbert space but on a real one. It
is known that such a step is possible and leads to a
physically equivalent description as long as the real
Hilbert space is constructed properly with twice the
dimension of the complex one [12, 16, 17]. Any real-
linear operator on the complex space corresponds to
a linear operator on the real space, and vice versa. In
particular, the complex conjugationK and the imagi-
nary unit i, treated as operator on the complex space,
correspond to linear operators on the real space which
can be written in a block-diagonal form. For i, each
block is commonly written as
(
0 −1
1 0
)
, and, for K,
it is written as
(
1 0
0 −1
)
. This can be used to clar-
ify the relation between i and K, on one side, and
our operators j and L, on the other side, since j and
L would take the same form if V , in eq. (24) or (39),
was identified with
(
0 1
0 0
)
.
Moreover, the adjoint A† of real-linear operators
from eq. (112), defined on the complex space, would
become the standard adjoint of linear operators on
the real space. Our transformation U , from eq. (42)
and (45), would become simply an orthogonal trans-
formation, and other steps would simplify as well.
Using a real Hilbert space would also have other ad-
vantages [5], and we avoided it here only because it
would make the laws of quantum physics look unfa-
miliar.
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