Abstract. This paper is a follow up of [4] . We investigate the boundedness of the bilinear fractional integral operator introduced by Grafakos in [2] . When the local integrability index s falls 1 with weights and t exceeds 1, He and Yan obtained some results on this operator was worked on Morrey spaces earlier in [6] . Later in the paper [4], we considered the case t = 1. This paper handles the remaining case 0 < t < 1.
Introduction
The bilinear fractional integral operator of Grafakos type J α , which is given by
|y| n−α dy, x ∈ R n , for non-negative measurable functions or more general complex-valued measurable functions f 1 , f 2 subject to a certain integrability condition, it is known that operator J α is bounded bilinear fractional integral operator from product Lebesgue space L p1 (R n ) × L p2 (R n ) to Lebesgue space L s (R n ) in [9] . We would like to expand this result and show that operator J α is bounded bilinear fractional integral operator from product Morrey space M p1 q1 (R n )×M p2 q2 (R n ) to Morrey space M s t . We discuss it under s < min(q 1 , q 2 ). In the paper [4] , when 1 ≤ t ≤ s < min(q 1 , q 2 ), we obtained the result. When 0 < t ≤ s < 1, in the paper [6] , He and Yan show bilinear estimates with weights. In this paper, we give an alternative proof of non-weighted type of their results. Furthermore developing this proof, we obtain the case 0 < t ≤ 1 ≤ s < min(q 1 , q 2 ).
where D denotes the family of all dyadic cubes in R n . We recall the definition of the dyadic cubes precisely in Section 2.
Grafakos introduced the bilinear fractional integral operator in [2] . Definition 1.1. Let 0 < α < n. Define the bilinear fractional integral operator by
First, He and Yan, under the condition 1 q1 + 1 q2 < 1 and 1 < t ≤ s < ∞, investigated the operator J α acting on Morrey spaces in [6] earlier. Next, we prove the case 1 ≤ t ≤ s < min(q 1 , q 2 ) in [4] as follows:
Define p and q by 1
.
We investigate the boundedness property of J α when 0 < t ≤ 1 in this paper. Two cases must be considered according to the value of s. In the Theorems 4.2 and 4.6 in [6] which are boundednesses of the bilinear fractional integral operator on Morrey spaces with weights, taking weights to identical equal to 1 implies the following theorem. So their results cover the Theorem 1.3 below. 
Then we have
First we collect some necessary facts in Section 2, Next we give an alternative proof of Theorem 1.3 in Section 3, Finally Theorem 1.4 is proved in Section 4.
Preliminaries
where the supremum is over all cubes in R n . This is called the Hardy-Littlewood maximal function. And the η-powered Hardy-Littlewood maximal function is defined by
Chiarenza and Frasca showed that
for an integrable function f . Moreover, we write m
, and define as follows:
We show a key estimate which is interesting of its own right by using the following proposition:
for all non-negative sequences {f j } ∞ j=1 of integrable functions such that each f j is supported on a cube Q j .
This proposition implies the following theorem.
for all non-negative sequences {f j } ∞ j=1 of integrable functions such that each f j is supported on a dyadic cube Q j .
Proof. Fix a dyadic cube Q. It suffices to show that
We split this estimate into two parts:
The first estimate is a consequence of Proposition 2.1. Let us prove the second inequality.
We will show
By the q-triangle inequality
We fix J ∈ N. Then we have
Consequently,
This completes the proof.
Similarly, the estimate of u-powered type holds, too.
We obtain the following lemma similar to in [4, Lemma 2.1].
Lemma 2.4. Let f 1 , f 2 ≥ 0 be measurable functions. Then we have
In addition, we use [4, Lemma 2.3] . For the bilinear fractional integral operator I α , 0 < α < 2n defined by
for integrable functions f 1 , f 2 , introduced by Kenig and Stein [9] , we obtain the pointwise estimate
for non-negative measurable functions f 1 , f 2 in [7, Lemma 4.1]. Therefore using following lemma, we show that
for all non-negative measurable functions f 1 , f 2 .
By similar to prove Lemma 2.5, we obtain the result of u-powered type.
for all non-negative measurable functions
Proof. Let L = L(x) be a positive number that is specified shortly. Similar to a method by Hedberg in [5] , We decompose
First, we estimate the quantity S 1 .
Next, we estimate the quantity S 2 . By Hölder's inequality,
Hence we obtain
In particular, choose the constant L = L(x) to optimize the right-hand side:
Proof of Theorem 1.4
Define F j,Q as above, and fix a parameter u such that s < u < min(q 1 , q 2 ). Thus we calculate its average m Finally using Lemma 2.6, we obtain the result.
