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Recent papers show how tight frames of curvelets and shearlets provide optimally sparse
representation of hyperbolic-type Fourier integral operators (FIOs) [E.J. Candés, L. Demanet,
Curvelets and Fourier integral operators, C. R. Math. Acad. Sci. Paris 336 (5) (2003) 395–
398; E.J. Candés, L. Demanet, The curvelet representation of wave propagators is optimally
sparse, Comm. Pure Appl. Math. 58 (2005) 1472–1528; E.J. Candés, L. Demanet, L. Ying, Fast
computation of Fourier integral operators, SIAM J. Sci. Comput. 29 (6) (2007) 2464–2493;
K. Guo, D. Labate, Sparse shearlet representation of Fourier integral operators, Electron. Res.
Announc. Math. Sci. 14 (2007) 7–19]. In this paper we address to another class of FIOs,
employed by Helffer and Robert to study spectral properties of globally elliptic operators
of quantum mechanics [B. Helffer, Théorie spectrale pour des operateurs globalement
elliptiques, Astérisque, Société Mathématique de France, 1984; B. Helffer, D. Robert,
Comportement asymptotique precise du spectre d’operateurs globalement elliptiques
dans Rd , Sem. Goulaouic–Meyer–Schwartz 1980–81, École Polytechnique, 1980, Exposé II],
and hence studied by many other authors, see, e.g., [A. Boulkhemair, Remarks on a Wiener
type pseudodifferential algebra and Fourier integral operators, Math. Res. Lett. 4 (1997)
53–67; F. Concetti, J. Toft, Schatten–von Neumann properties for Fourier integral operators
with non-smooth symbols I, Ark. Mat., in press]. An example is provided by the resolvent of
the Cauchy problem for the Schrödinger equation with a quadratic Hamiltonian. We show
that Gabor frames provide optimally sparse representations of such operators. Numerical
examples for the Schrödinger case demonstrate the fast computation of these operators.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Fourier integral operators (FIOs) are a powerful tool to study a variety of problems arising in partial differential equations
(see, e.g., [2–4,11,12,21–24] and references therein). The Fourier integral operator T we work with is given by
T f (x) =
∫
Rd
e2π iΦ(x,η)σ (x, η) fˆ (η)dη.
The phase function Φ(x, η) is smooth real-valued on R2d , fulﬁlls the estimates |∂αz Φ(z)| Cα , |α| 2, z = (x, η) ∈ R2d , and
the nondegeneracy condition in (11) below (Section 3). The symbol σ is a function on R2d satisfying some smoothness and
boundedness properties. Namely, there exists an integer N ∈ N such that∣∣∂αz σ(z)∣∣ Cα, a.e. z ∈ R2d, |α| 2N, (1)
here ∂αz denotes distributional derivatives.
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i∂tu + Δu = 0
with initial condition u(0, x) = u0(x), x ∈ Rd , d 1. The solution u(t, x) is
u(t, x) =
∫
Rd
e2π i(xη−2πt|η|2)û0(η)dη,
that is, u(t, x) = Ttu0(x), where T = Tt is the FIO with phase Φ(x, η) = xη − 2πt|η|2 and symbol σ ≡ 1.
More generally, one can replace the Laplacian Δ by an operator H given by the Weyl quantization of a quadratic form
on R2d . For instance, H = − 14π Δ + π |x|2 or H = − 14π Δ − π |x|2 (see, e.g., [1,8,15]).
Let us emphasize that, as opposed to Hörmander’s FIOs [11,12,24], where the phase function is assumed homogeneous of
degree one with respect to the dual variables, our FIOs posses quite different properties of the phase, basic example being
a quadratic form in x and η.
The operator T can be seen as an inﬁnite matrix Tm′,n′,m,n via its action on frames. Namely, a system {gm,n}m,n , with
indices m,n varying in a suitable lattice Λ, is a frame for L2(Rd) if there exist constants 0 < A  B < ∞ such that
A‖ f ‖2L2 
∑
m,n∈Λ
∣∣〈 f , gm,n〉∣∣2  B‖ f ‖2L2 , ∀ f ∈ L2(Rd).
Here we shall consider the Gabor case gm,n(x) = e2π inx g(x−m), (m,n) ∈ Λ = αZd ×βZd , α,β > 0 [14]. This relation implies
the reconstruction formula (see Section 2.2)
f =
∑
(m,n)∈Λ
〈 f , gm,n〉γm,n =
∑
(m,n)∈Λ
〈 f , γm,n〉gm,n
where {γm,n}m,n is the dual Gabor frame and the equality holds in the L2 norm.
The inﬁnite matrix Tm′,n′,m,n above is then given by
Tm′,n′,m,n = 〈T gm,n, gm′,n′ 〉,
and the properties of T can be equivalently studied via those of the matrix above. Indeed, Tm′,n′,m,n completely determines
the operator T (Section 4).
We shall prove that the Gabor frame representation yields optimally sparse representation for the class of FIOs object of
our study. In [9, Theorem 3.3] it was shown that if the symbol σ satisﬁes (1) for every integer N > 0, and the Gabor atom
g belongs to the Schwartz class S , then there exists a constant CN > 0 such that∣∣〈T gm,n, gm′,n′ 〉∣∣ CN 〈χ(m,n) − (m′,n′)〉−2N , ∀N ∈ N, (2)
where χ is the canonical transformation generated by the phase function Φ . Using this result we obtain the sparsity of the
matrix Tm′,n′,m,n . Namely, let a be any column or raw of the matrix, and let |a|n be the n-largest entry of the sequence a.
Then, for each M > 0, |a|n satisﬁes
|a|n  CMn−M .
Notice that Hörmander’s FIOs, arising as solution operators to Cauchy problems for hyperbolic differential equations, have
been widely studied in the papers of [3–5,21], where the authors prove that curvelet and shearlet frames almost diago-
nalize such operators and provide the sparsest possible representation of those ones. Our results prove that Gabor frames
are the right choice of frames when studding such operators. Moreover, differently from the frames studied in [3–5,21],
Gabor frames may be employed to characterize (quasi-)Banach and Hilbert spaces different from the L2 case. Consequently,
boundedness properties of FIOs acting on these spaces may be obtained via the continuity properties of the inﬁnite matrix
Tm′,n′,m,n . To give a ﬂavor of these spaces and the related results, consider a Gabor frame {gm,n}m,n , with the Gabor atom
g ∈ S . The frame coeﬃcient operator Cg maps S ′ to sequences as follows:
(Cg f )m,n := 〈 f , gm,n〉, f ∈ S ′,
where the brackets extend the inner product in L2. The modulation spaces Mp , 0 < p ∞, can be deﬁned as the subspace
of tempered distributions such that ‖ f ‖Mp  ‖Cg f ‖lp < ∞ (see the notation below for the deﬁnition of the sequence norm
lp and Section 2.1 for a more general deﬁnition of modulation space s, involving weight functions).
Given a f ∈ Mp , we deduce a formula to compute T f by nonlinear approximation, namely a formula which recovers T f
via a ﬁnite sum of Gabor atoms gm,n and an error term. Setting ν := (m,n), bν := 〈 f , gm,n〉, we consider a non-increasing
rearrangement |bν1 | |bν2 | · · · . For N ∈ N and B  1, we introduce the index sets
J N = {ν1, . . . , νN }, IN,B =
{
λ ∈ Λ: ∃ν ∈ J N ,
∣∣λ − χ(ν)∣∣ B},
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T f =
∑
λ∈IN,B
∑
ν∈IN
Tλ,ν〈 f , gν〉 gλ + eN,B ,
where the error eN,B satisﬁes the estimate
‖eN,B‖Mq  C Bdmax{1,1/q}−N ′ ‖ f ‖Mq + N1/q−1/p‖ f ‖Mp ,
for every 0 < p < q∞, N ′ ∈ N, with N ′ > dmax{1,1/q} and the constant C > 0 is independent of f , B,N . Hence, the error
term decays faster of any negative (ﬁxed) power of N and B , as N, B → +∞. This is easily seen by ﬁxing N ′ conveniently
large and p small enough, provided that f ∈ Mp .
As a side result, we also study the boundedness property of the FIO T on Mp , 0 < p < 1 (Theorem 4.1). Notice that the
continuity properties of T , for p  1, were already studied in [9].
Next we focus on the solution u(t, x) to the Schrödinger equation for the free particle case with initial datum given
by u0(x) = e2π imxe−π |x−n|2 , where (m,n) ∈ αZd × βZd . We choose a Gabor frame {gm,n}m,n , (m,n) ∈ αZd × βZd , αβ < 1,
generated by the Gaussian g(x) = e−π |x|2 (see, e.g., [17, Theorem 7.5.3]). In this special case, the entries of {Tm′,n′,m,n}m′,n′,m,n
can be computed explicitly, see (25). Using Maple software, we present several numerical examples concerning the time–
frequency concentration of the solution u(t, x), varying in time, according to the law (2). Indeed, they demonstrate the
accuracy of (2). Moreover, numerical experiments on the coeﬃcient decay, achieved in dimension d = 1 and d = 2, display
the same results as for the curvelet case in [5]. Of course, either when the Gabor frame is not generated by the Gaussian
or the initial datum for the Schrödinger propagator is a function on L2 different form time–frequency shifts of the Gaussian
again, the numerical computation of Tm′,n′,m,n is not easy. A forthcoming work is addressed to developing algorithms for
fast computations of Tm′,n′,m,n .
Finally, in other directions, the off-diagonal decay of the matrix Tm′,n′,m,n could be used either in the framework of the
ﬁnite section method [19] or in adaptive application of operators [7]. Moreover, an interesting issue is also the resolution of
the wavefront set of a distribution using Gabor frames, instead of shearlet frames [27].
The paper is organized as follows. In Section 2 we recall some time–frequency tools employed in this context, the
deﬁnition of modulation spaces and Gabor frames. In Section 3 we present the FIOs we are going to study and some of
their basic properties. In Section 4 we study the continuity properties of such FIOs on weighted modulation spaces (the
quasi-Banach case 0 < p < 1). Section 5 contains the main results of the paper, that is the sparsity of the Gabor matrix
Tm′,n′,m,n and the nonlinear approximation result. Section 6 is devoted to the study of the solution to the Schrödinger
equation and exhibits the numerical experiments.
Notation. We deﬁne |x|2 = x · x, for x ∈ Rd , and xy = x · y is the scalar product on Rd .
The Schwartz class is denoted by S(Rd), the space of tempered distributions by S ′(Rd). We use the brackets 〈 f , g〉 to
denote the extension to S(Rd) × S ′(Rd) of the inner product 〈 f , g〉 = ∫ f (t)g(t)dt on L2(Rd). The Fourier transform is
normalized to be fˆ (η) = F f (η) = ∫ f (t)e−2π itη dt , the involution g∗ is g∗(t) = g(−t) and the inverse Fourier transform is
fˇ (η) = F−1 f (η) = fˆ (−η).
Translation and modulation (time and frequency shifts) are deﬁned, respectively, by
Tx f (t) = f (t − x) and Mη f (t) = e2π iηt f (t).
We have the formulas (Tx f )ˆ = M−x fˆ , (Mη f )ˆ = Tη fˆ , and MηTx = e2π ixηTxMη . For α = (α1, . . . ,αd) ∈ Zd+ , recall the multi-
index notation Dα and Xβ for the operators of differentiation and multiplication
Dα f =
d∏
j=1
∂
α j
t j f and X
β f (t) =
d∏
j=1
t
β j
j f (t),
where t = (t1, . . . , td). We write dx∧ dξ =∑dj=1 dx j ∧ dξ j for the canonical symplectic 2-form.
The spaces lp,qμ = lqlpμ , with weight μ, are the Banach spaces of sequences {am,n}m,n on some lattice, such that
‖am,n‖lp,qμ :=
(∑
n
(∑
m
|am,n|pμ(m,n)p
)q/p)1/q
< ∞
(with obvious changes when p = ∞ or q = ∞).
Throughout the paper, we shall use the notation A  B to indicate A  cB for a suitable constant c > 0, whereas A  B
if c−1B  A  cB for a suitable c > 0.
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2.1. Modulation spaces
First, we need to recall the following time–frequency representation. The short-time Fourier transform (STFT) of a distri-
bution f ∈ S ′(Rd) with respect to a non-zero window g ∈ S(Rd) is
V g f (x, η) = 〈 f ,MηTxg〉 =
∫
Rd
f (t)g(t − x)e−2π iηt dt.
The STFT V g f is deﬁned on many pairs of Banach spaces. For instance, it maps L2(Rd) × L2(Rd) into L2(R2d) and
S(Rd) × S(Rd) into S(R2d). Furthermore, it can be extended to a map from S ′(Rd) × S(Rd) into S ′(R2d).
The modulation space (quasi-)norms are a measure of the joint time–frequency distribution of f ∈ S ′ .
For the quantitative description of decay properties, we use weight functions on the time–frequency plane. In the se-
quel v will always be a continuous, strictly positive, even, submultiplicative weight function (in short, a submultiplicative
weight), hence, up to a multiplicative factor, v(0) = 1, v(z) = v(−z), and v(z1 + z2)  v(z1)v(z2), for all z, z1, z2 ∈ R2d .
A positive weight function μ on R2d belongs to Mv , that is, is v-moderate if μ(z1 + z2) Cv(z1)μ(z2) for all z1, z2 ∈ R2d .
For our investigation of FIOs we assume v ∈ S ′(R2d) and we shall mostly use the polynomial weights deﬁned by
vs(z) = vs(x, η) = 〈z〉s =
(
1+ |x|2 + |η|2)s/2, z = (x, η) ∈ R2d.
Banach modulation spaces were introduced by H. Feichtinger in 1980; for their basic properties we refer, for instance,
to [13], [17, Chapters 11–13] and the original literature quoted there. The quasi-Banach cases were ﬁrst introduced in [16],
then studied in [25,28]. In particular, these spaces are examples of the general coorbit space theory for quasi-Banach spaces
studied in [28]. There it is shown that also the quasi-Banach modulation spaces enjoy the same deﬁnition and the main
properties of the Banach cases.
Given a non-zero window g ∈ S(Rd), μ ∈ Mv , and 0 < p,q∞, the modulation space Mp,qμ (Rd) consists of all tempered
distributions f ∈ S ′(Rd) such that V g f ∈ Lp,qμ (R2d) (weighted mixed-(quasi-)norm spaces). The (quasi-)norm on Mp,qμ is
‖ f ‖Mp,qμ = ‖V g f ‖Lp,qμ =
(∫
Rd
(∫
Rd
∣∣V g f (x, η)∣∣pμ(x, η)p dx)q/p dη)1/p (3)
(with obvious changes when p = ∞ or q = ∞). If p = q, we write Mpμ instead of Mp,pμ , and if μ(z) ≡ 1 on R2d , then we
write Mp,q and Mp for Mp,qμ and M
p,p
μ , respectively.
Then Mp,qμ (Rd) is a Banach space for 1  p,q ∞ and a quasi-Banach space in the other cases, whose deﬁnition is
independent of the choice of the window g . Moreover, if μ ∈ Mv , 1  p,q ∞, and g ∈ M1v \ {0}, then ‖V g f ‖Lp,qμ is an
equivalent norm for Mp,qμ (Rd) (see [17, Theorem 11.3.7]):
‖ f ‖Mp,qμ  ‖V g f ‖Lp,qμ .
2.2. Gabor frames [14]
Fix a function g ∈ L2(Rd) and a lattice Λ = αZd × βZd , for α,β > 0. For (m,n) ∈ Λ, deﬁne gm,n := MnTmg . The set
of time–frequency shifts G(g,α,β) = {gm,n, (m,n) ∈ Λ} is called Gabor system. Associated to G(g,α,β) we deﬁne the
coeﬃcient operator Cg , which maps functions to sequences as follows:
(Cg f )m,n =
(
Cα,βg f
)
m,n := 〈 f , gm,n〉, (m,n) ∈ Λ, (4)
the synthesis operator
Dgc = Dα,βg c =
∑
(m,n)∈Λ
cm,nTmMng, c = {cm,n}(m,n)∈Λ,
and the Gabor frame operator
Sg f = Sα,βg f := Dg Sg f =
∑
(m,n)∈Λ
〈 f , gm,n〉gm,n. (5)
The set G(g,α,β) is called a Gabor frame for the Hilbert space L2(Rd) if Sg is a bounded and invertible operator on
L2(Rd). Equivalently, Cg is bounded from L2(Rd) to l2(αZd × βZd) with closed range, i.e., ‖ f ‖L2  ‖Cg f ‖l2 . If G(g,α,β) is
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so-called canonical dual frame of G(g,α,β)). Every f ∈ L2(Rd) possesses the frame expansion
f =
∑
(m,n)∈Λ
〈 f , gm,n〉γm,n =
∑
(m,n)∈Λ
〈 f , γm,n〉gm,n (6)
with unconditional convergence in L2(Rd), and norm equivalence:
‖ f ‖L2  ‖Cg f ‖l2  ‖Cγ f ‖l2 .
This result is contained in [17, Proposition 5.2.1]. In particular, if γ = g and ‖g‖L2 = 1 the frame is called normalized tight
Gabor frame and the expansion (6) reduces to
f =
∑
(m,n)∈Λ
〈 f , gm,n〉gm,n. (7)
If we ask for more regularity on the window g , then the previous result can be extended to suitable (quasi-)Banach spaces,
as shown below ([14,18] and [28, Theorem 8.3]).
Theorem 2.1. Let μ ∈ Mv , G(g,α,β) be a frame for L2(Rd), with lattice Λ = αZd × βZd, and g ∈ S . Deﬁne μ˜ = μ|Λ .
(i) For every 0 < p,q ∞, C g : Mp,qμ → lp,qμ˜ and Dg : lp,qμ˜ → Mp,qμ continuously and, if f ∈ Mp,qμ , then the Gabor expansions (6)
converge unconditionally in Mp,qμ for 0 < p,q < ∞, and weak∗-M∞μ unconditionally if p = ∞ or q = ∞.
(ii) The following (quasi-)norms are equivalent on Mp,qμ :
‖ f ‖Mp,qμ  ‖Cg f ‖lp,qμ˜ . (8)
3. Fourier integral operators
For a given function f on Rd the FIO T with symbol σ and phase Φ can be formally deﬁned by
T f (x) =
∫
Rd
e2π iΦ(x,η)σ (x, η) fˆ (η)dη. (9)
For simplicity ﬁrst we take f ∈ S(Rd) or, more generally, f ∈ M1. If σ ∈ L∞ and the phase Φ is real, then the integral
converges absolutely and deﬁnes a function in L∞ .
Assume that the phase function Φ(x, η) fulﬁlls the following properties:
(i) Φ ∈ C∞(R2d);
(ii) for z = (x, η),∣∣∂αz Φ(z)∣∣ Cα, |α| 2; (10)
(iii) there exists δ > 0 such that∣∣det ∂2x,ηΦ(x, η)∣∣ δ. (11)
If we set{
y = ∇ηΦ(x, η),
ξ = ∇xΦ(x, η), (12)
and solve with respect to (x, ξ), we obtain a mapping χ , deﬁned by (x, ξ) = χ(y, η), which is a smooth bi-Lipschitz canon-
ical transformation. This means that
– χ is a smooth diffeomorphism on R2d;
– both χ and χ−1 are uniformly Lipschitz continuous;
– χ preserves the symplectic form, i.e.,
dx∧ dξ = dy ∧ dη.
Indeed, under the above assumptions, the global inversion function theorem (see, e.g., [26]) allows us to solve the ﬁrst
equation in (12) with respect to x, and substituting in the second equation yields the smooth map χ . The bounds on the
derivatives of χ , which give the Lipschitz continuity, follow from the expression for the derivatives of an inverse function
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the second equation in (12) with respect to η one obtains the map χ−1 with the desired properties.
The almost diagonalization results for FIOs as above with respect to a Gabor frame are contained in [9]. Precisely, for a
given N ∈ N, we consider symbols σ on R2d satisfying condition (1). The decay properties of the matrix of the FIO T with
respect to a frame G(g,α,β), with g ∈ S(Rd), are contained in the following result [9, Theorem 3.1].
Theorem 3.1. Consider a phase function satisfying (i) and (ii) and a symbol satisfying (1). There exists CN > 0 such that∣∣〈T gm,n, gm′,n′ 〉∣∣ CN 〈∇zΦ(m′,n) − (n′,m)〉−2N . (13)
Here is the decay property in terms of the canonical transformation χ [9, Theorem 3.3].
Theorem 3.2. Consider a phase function Φ satisfying (i), (ii), and (iii), and a symbol satisfying (1). Let g ∈ S(Rd). There exists a
constant CN > 0 such that∣∣〈T gm,n, gm′,n′ 〉∣∣ CN 〈χ(m,n) − (m′,n′)〉−2N , (14)
where χ is the canonical transformation generated by Φ .
4. Continuity of FIOs on Mpμ, 0 < p < 1
The continuity of FIOs on the modulation spaces Mpμ , 1 p ∞, associated with a weight function μ ∈ Mvs , s 0, was
studied in [9, Section 4]. Here we study the remaining cases of the quasi-Banach spaces Mpμ , 0 < p < 1. The outcome will
be used in the next section to deal with the nonlinear approximation problem.
We need the following classical result.
Lemma 4.1. Consider an operator K deﬁned on sequences by the matrix Kλ,ν . Then,
‖Kc‖p 
{
(supν
∑
λ |Kλ,ν |p)1/p‖c‖p , 0 < p  1,
(supλ
∑
ν |Kλ,ν |)1/p′(supν
∑
λ |Kλ,ν |)1/p‖c‖p , 1 p ∞,
whenever the right-hand sides are ﬁnite.
Proof. The case 1 p ∞ is the so-called Schur’s test (see, e.g., [17, Lemma 6.2.1]). The case 0 < p < ∞ is also classical,
but we brieﬂy recall the proof for the convenience of the reader.
Since, for any sequence b = (bλ), we have ‖b‖1  ‖b‖p if 0< p  1, it turns out
‖Kc‖pp 
∑
λ
(∑
ν
|Kλ,ν ||cν |
)p

∑
λ
∑
ν
|Kλ,ν |p|cν |p
=
∑
ν
∑
λ
|Kλ,ν |p|cν |p 
(
sup
ν
∑
λ
|Kλ,ν |p
)
‖c‖pp .
Our result is as follows.
Theorem 4.1. Consider a phase function satisfying (i), (ii), and (iii), and a symbol satisfying (1). Let 0 s < 2N − 2d/p, 0 < p < 1,
and μ ∈ Mvs . Then T extends to a continuous operator from Mpμ◦χ into Mpμ .
Observe that μ ◦ χ ∈ Mvs . Indeed, vs ◦ χ  vs , due to the bi-Lipschitz property of χ .
Proof. We set Tm′,n′,m,n = 〈T gm,n, gm′,n′ 〉 and use Theorem 2.1. For T = Cγ ◦ Tm′,n′,m,n ◦ Dγ , the following diagram is com-
mutative:
Mpμ◦χ
Cγ
T Mpμ

p
μ˜◦χ
Tm′,n′,m,n

p
μ˜
Dγ
where T is viewed as an operator with dense domain S(Rd). Whence, it is enough to prove the continuity of the inﬁnite
matrix Tm′,n′,m,n from 
p into p˜.μ˜◦χ μ
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Km′,n′,m,n = Tm′,n′,m,n μ(m
′,n′)
μ(χ(m,n))
.
That is, we need to prove
sup
m,n
∑
m′,n′
|Km′,n′,m,n|p < ∞.
In view of (14) we have
|Km′,n′,m,n|p 
〈
χ(m,n) − (m′,n′)〉(−2N+s)p (μ(m′,n′))p〈χ(m,n) − (m′,n′)〉sp(μ(χ(m,n)))p p 〈χ(m,n) − (m′,n′)〉(−2N+s)p,
where the quotient above is bounded because μ is vs-moderate. Since, by assumption, (−2N + s)p < −2d, the series∑
m′,n′
〈
χ(m,n) − (m′,n′)〉(−2N+s)p
converges with sum uniformly bounded with respect to (m,n), yielding the desired result. 
5. Sparsity of the Gabor matrix and nonlinear approximation
Given a FIO T as above and f ∈ Mq we are going to present a suitable formula to compute T f by nonlinear approxi-
mation, namely a formula which expresses T f as a ﬁnite sum of Gabor atoms, modulo an error whose size is estimated in
terms of its time–frequency concentration.
Let α,β > 0, g ∈ S , be such that the set
G(g,α,β) = {gm,n := TmMng, (m,n) ∈ Λ = αZd × βZd}
is a frame of L2(Rd). Assume the symbol σ fulﬁlls (1) for every N ∈ N.
Set λ = (m′,n′) ∈ Λ and ν = (m,n) ∈ Λ. Let moreover
Tλ,ν = 〈T gν, gλ〉.
Then, Theorem 3.2, i.e., [9, Theorem 3.3], shows that, for every N ′ ∈ N,
|Tλ,ν | CN ′
〈
λ − χ(ν)〉−N ′ . (15)
This gives at once that the Gabor matrix Tλ,ν is sparse, in the sense precised by the following proposition (cf. [4,21]).
Proposition 5.1. The Gabor matrix Tλ,ν is sparse. Namely, let a be any column or raw of the matrix, and let |a|n be the n-largest entry
of the sequence a. Then, for each M > 0, |a|n satisﬁes
|a|n  CMn−M .
Proof. We have
n1/p · |a|n  ‖a‖p ,
for every 0 < p ∞. Hence it suﬃces to prove that every column or raw is in p for arbitrarily small p. This follows
immediately from (15) (and was also already veriﬁed in the proof of Theorem 4.1). 
We now turn to the nonlinear approximation problem. We need some preliminary results.
Given a non-increasing sequence b j , j = 1,2, . . . , and 0 < p ∞, deﬁne
σN,p(b) =
( ∑
jN+1
|b j |p
)1/p
.
The quantity above satisﬁes the following estimate.
Lemma 5.1. For every 0 < p < q∞ it turns out
σN,p(b) CN1/p−1/q‖b‖q ∀b ∈ q,
for a constant C = Cq depending only on q.
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j=1
[
j1/q−1/pσ j,p(b)
]q 1
j
)1/q
 Cq‖b‖q .
Hence the desired estimate is a consequence of this elementary fact: if a numerical series
∑∞
j=1 a j converges and the
sequence a j is non-increasing and non-negative, then a j  C/ j for some constant C > 0. 
We also need the easy estimate below.
Lemma 5.2. For γ > d,∑
λ∈Λ: |λ−y|B
〈λ − y〉−γ  (1+ B)d−γ ,
uniformlywith respect to B  0, y ∈ Rd. Precisely, the constant implicit in the notation depends only on d, γ and the Gabor constants
α, β .
Proof. By shifting the index in the summation we can suppose that y ∈ α[0,1)d × β[0,1)d . Then 〈λ − y〉  〈λ〉 and it is
enough to prove that∑
λ∈Λ: |λ|B
〈λ〉−γ  (1+ B)d−γ .
Now, we can consider the partition of Rn deﬁned by the boxes
∏d
j=1[k j,k j + 1), k j ∈ Z (having diameter
√
d). The number
of points of Λ which fall into any such a box is uniformly bounded and we also have 〈λ〉  〈x〉, if λ, x belong to the same
box. Hence, let {Q ′} be the boxes that intersect the set |x| R . Then,∑
λ∈Λ: |λ|B
〈λ〉−γ =
∑
Q ′
∑
λ∈Λ∩Q ′
〈λ〉−γ 
∑
Q ′
inf
x∈Q ′
〈x〉−γ 
∑
Q ′
∫
Q ′
〈x〉−γ dx
∫
|x|B−√d
〈x〉−γ dx (1+ B)d−γ ,
as an explicit computation shows. 
Given N ∈ N and B  1, we associate to any function f ∈ Mqμ two index sets J N and IN,B deﬁned as follows. Let bν be
the sequence of weighted Gabor coeﬃcients of f , namely bν = 〈 f , gν〉μ(ν), and let |bν1 | |bν2 | · · · be a non-increasing
rearrangement. We then deﬁne
J N = {ν1, . . . , νN }
and
IN,B =
{
λ ∈ Λ: ∃ν ∈ J N ,
∣∣λ − χ(ν)∣∣ B},
where χ is the canonical transformation generated by Φ . The approximation result can be formulated as follows.
Theorem 5.2. Let 0 < p < q ∞, and f ∈ Mpμ◦χ , with μ ∈ Mvs , s 0. Let J N , and IN,B be the index sets associated to f as above.
Then, for every N ′,N ∈ N, with N ′ > dmax{1,1/q} + s, and B  1, we have
T f =
∑
λ∈IN,B
∑
ν∈IN
Tλ,ν〈 f , gν〉 gλ + eN,B ,
where the error eN,B satisﬁes the estimate
‖eN,B‖Mqμ  Bdmax{1,1/q}+s−N
′ ‖ f ‖Mqμ◦χ + N1/q−1/p‖ f ‖Mpμ◦χ .
Here the constant implicit in the notation is independent of f , B and N.
Hence, given f , the error term decays faster of any negative ﬁxed power of N and B , as N, B → +∞. This is seen by
ﬁxing N ′ conveniently large and p small enough.
Proof. Let cν = 〈 f , gν〉. We have
eN,B = e(1) + e(2)N,B N,B
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e(1)N,B =
∑
λ/∈IN,B
∑
ν∈ J N
Tλ,νcν gλ,
and
e(2)N,B =
∑
λ
∑
ν /∈ J N
Tλ,νcν gλ.
We shall show the estimate∥∥e(1)N,B∥∥Mqμ  Bdmax{1,1/q}+s−N ′ ‖ f ‖Mqμ◦χ (16)
and ∥∥e(2)N,B∥∥Mqμ  N1/q−1/p‖ f ‖Mpμ◦χ , (17)
where, as in the statement, the constant implicit in the notation  is independent of f , B and N .
Let us prove (16). We have∥∥e(1)N,B∥∥Mqμ 
( ∑
λ/∈IN,B
∣∣∣∣∑
ν∈ J N
Tλ,νcν
∣∣∣∣qμ(λ)q)1/q.
Now, we want to apply Lemma 4.1 with Kλ,ν := Tλ,νμ(λ)/μ(χ(ν)). To this end, we observe, as in the proof of Theorem 4.1,
that
|Tλ,ν |μ(λ)
μ(χ(ν))

〈
λ − χ(ν)〉−N ′+s.
Hence, Lemma 4.1 together with Lemma 5.2 (applied to γ = q(N ′ − s), if 0 < q  1, and γ = N ′ − s, if 1 q ∞), and the
equivalence |λ − χ(ν)|  |χ−1(λ) − ν| (which follows from the bi-Lipschitz continuity of χ ) gives
∥∥e(1)N,B∥∥Mqμ 
⎧⎨⎩ B
d/q+s−N ′ ‖c‖q
μ˜◦χ
, 0 < q 1,
Bd+s−N ′ ‖c‖q
μ˜◦χ
, 1 q∞.
Since ‖c‖q
μ˜◦χ
 ‖ f ‖Mqμ◦χ , we deduce (16).
Let us now verify (17). From the continuity of the matrix Tλ,ν from 
q
μ˜◦χ into 
q
μ˜ it follows
∥∥e(2)N,B∥∥Mqμ 
(∑
λ
∣∣∣∣∑
ν /∈ J N
Tλ,νcν
∣∣∣∣qμ(λ)q)1/q  ( ∑
ν /∈ J N
|cν |qμ
(
χ(ν)
)q)1/q
.
By Lemma 5.1, applied to the non-increasing rearrangement of {cνμ(χ(ν))}, this last expression is
 N1/q−1/p‖c‖p
μ˜◦χ
.
Since ‖c‖p
μ˜◦χ
 ‖ f ‖Mpμ◦χ , we deduce (17). 
6. Application to the solution to the Schrödinger equation
We now turn our attention to some important examples of the class of FIOs studied here, represented by solution
operators to the Cauchy problem for Schrödinger equations.
6.1. The free particle
Consider the Cauchy problem for the Schrödinger equation{
i∂tu + Δu = 0,
u(0, x) = u0(x), (18)
with x ∈ Rd , d 1. The explicit formula for the solution is
u(t, x) = (Kt ∗ u0)(x), (19)
where
Kt(x) = 1 d/2 ei|x|
2/(4t). (20)(4π it)
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u(t, x) =
∫
Rd
e2π ixηF(Kt ∗ u0)(η)dη =
∫
Rd
e2π ixηF(Kt)(η)û0(η)dη =
∫
Rd
e2π i(xη−2πt|η|2)û0(η)dη,
for, as an easy computation shows, F((ai)−d/2e−π |x|2/(ai))(η) = e−πai|η|2 , a ∈ R \ {0}. Whence, u(t, x) = Tu0(x), where T is
the FIO with phase Φ(x, η) = xη − 2πt|η|2 and symbol σ ≡ 1.
The smooth bi-Lipschitz canonical transformation χ associated with the phase Φ is given by
χ(y, η) = (y + 4πtη,η).
Hence, the matrix decay (15), for λ = (m′,n′), ν = (m,n), is given by
|Tλ,ν | CN ′
(
1+ ∣∣(m′ − (m + 4πtn),n′ − n)∣∣)−N ′ . (21)
In what follows we shall compute the matrix entries explicitly.
Lemma 6.1. For c ∈ C, c = 0, consider the function φ(c)(x) = e−πc|x|2 , x ∈ Rd. For every c1, c2 ∈ C, with Re c1  0, Re c2 > 0, n ∈ Zd,
we have
φ(c1) ∗ Mnφ(c2)(x) = (c1 + c2)−d/2φ(
1
c1+c2 )(n)M c1n
c1+c2
φ
(
c1c2
c1+c2 )(x). (22)
Proof. This is a straightforward computation. Set z2 = z21 + · · · + z2n , for z = (z1, . . . , zn) ∈ Cd . Then,
(
φ(c1) ∗ Mnφ(c2)
)
(x) =
∫
e−πc1|x−t|2+2π itn−πc2|t|2 dt
= e−πc1|x|2
∫
e−π [(c1+c2)|t|2−2(c1x+in)t] dt
= e−π(c1|x|2−
(c1x+in)2
c1+c2 )
∫
e
−π((c1+c2)1/2t− c1x+in
(c1+c2)1/2
)2
dt
= (c1 + c2)−d/2e−π
c1c2 |x|2+|n|2
c1+c2 e
2π i
c1n
c1+c2 x,
as desired. 
Corollary 6.1. Let Kt(x) be the kernel in (20), then for g0 = e−π |x|2 , n ∈ Zd, we have
(Kt ∗ Mng0)(x) = 1
(1+ 4π it)d/2 e
− 4π2 |n|2 it1+4π it M n
1+4π it e
− π1+4π it |x|2 . (23)
Proof. Since
(Kt ∗ Mng0)(x) = 1
(4π it)d/2
(
φ((4π it)
−1) ∗ Mnφ(1)
)
(x),
the result follows at once from Lemma 6.1. 
Corollary 6.2. Let u(t, x) be the solution of the Cauchy problem (20), with u0(x) = MnTme−π |x|2 . Then,
u(t, x) = (1+ 4π it)−d/2e− 4π
2nt(2m+in)
1+4π it M n
1+4π it Tme
− π1+4π it |x|2 . (24)
Proof. The convolution operator commutes with translations and MnTm = e2π imnTmMn , so that
u(t, x) = (Kt ∗ MnTmg0)(x) = e2π imnTm(Kt ∗ Mng0)(x).
Using (23),
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u(t, x) = (1+ 4π it)−d/2e2π imne− 4π
2 |n|2 it
1+4π it TmM n
1+4π it e
− π1+4π it |x|2
= (1+ 4π it)−d/2e2π imne− 4π
2 |n|2 it
1+4π it e−2π im
n
1+4π it M n
1+4π it Tme
− π1+4π it |x|2
= (1+ 4π it)−d/2e− 4π
2nt(2m+in)
1+4π it M n
1+4π it Tme
− π1+4π it |x|2 ,
that is (24). 
Hence, we have a more explicit formula for the matrix entries
{Tm′,n′,m,n}m′,n′,m,n =
〈
T (MnTmg0),Mn′ Tm′ g0
〉
.
Indeed,
Tm′,n′,m,n = (1+ 4π it)−d/2e−
4π2nt(2m+in)
1+4π it
〈
M n
1+4π it Tme
− π1+4π it |·|2 ,Mn′ Tm′ g0
〉
. (25)
We now present some numerical examples concerning (18). We choose the Gabor frame {MnTmg0}, with (m,n) ∈ Zd ×
(1/2)Zd and g0(x) = e−π |x|2 [17, Theorem 7.5.3].
First, we study the one dimensional case (d = 1), taking the initial datum u0(x) = M1T2g0(x) = e2π ixe−π(x−2)2 . Figs. 1–8
represent the magnitude of the STFT of the solution u(t, x) for t = 0,1,2,10, respectively. Indeed, the propagator eitΔ moves
the time–frequency concentration of the solution u(t, x) when t increases, according to the law in (21) (with ν = (m,n) =
(2,1)).
Figs. 9–12 represent the magnitude of the coeﬃcients (sorted in decreasing order) of one column of the matrix Tm′,n′,m,n .
Namely, that obtained by ﬁxing m = n = 0. Notice that choosing the column corresponding to m = n = 0 does nor rep-
resent a loss of generality. Indeed, as one can verify by a direct computation, Tm′,n′,m,n = Tm′−m−4πtn,n′−n,0,0, for every
(m,n), (m′,n′) ∈ Zd × (1/2)Zd , so that, for all columns essentially the same ﬁgures as those presented hold.
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Finally, Fig. 13 shows a similar analysis in dimension d = 2, for the column corresponding to m = (0,0), n = (0,0). Notice
that we need about 106 coeﬃcients to reach the threshold 10−25. The same type of decay was obtained in [5, Fig. 15] for
the curvelet representation of the wave propagator.
6.2. The harmonic oscillator
This is the case of the Cauchy problem for the Schrödinger equation below:{
i
∂u
∂t
− 1
4π
Δu + π |x|2u = 0,
u(0, x) = u0(x).
(26)
The solution is the metaplectic operator (hence FIO) given by [8,15]
u(t, x) = (cos t)−d/2
∫
d
e2π i[
1
cos t xη+ tan t2 (x2+η2)] fˆ (η)dη, t = π
2
+ kπ, k ∈ Z. (27)
R
E. Cordero et al. / Appl. Comput. Harmon. Anal. 26 (2009) 357–370 369Coeﬃcient magnitude of Tm′,n′,0,0 at different instant time t for d = 1.
Fig. 9. Time t = 0. Fig. 10. Time t = 1.
Fig. 11. Time t = 2. Fig. 12. Time t = 10.
Here u(t, x) = Tt , where Tt is a FIO with symbol σ ≡ 1 and phase
Φ(x, η) = 1
cos t
xη + tan t
2
(
x2 + η2).
The canonical transformation χ is then obtained by solving (12). So that
χ(y, η) =
(
(cos t)I (−sin t)I
(sin t)I (cos t)I
)(
y
η
)
.
Since ∣∣det ∂2x,ηΦ(x, η)∣∣= 1| cos t|d > 0, t = π2 + kπ, k ∈ Z,
the assumptions of Theorem 3.2 are fulﬁlled and we get the estimate∣∣〈T gm,n, gm′,n′ 〉∣∣ CN(1+ ∣∣(cos t)m + (sin t)n −m′,−(sin t)m + (cos t)n − n′∣∣)−N ,
for every N ∈ N, if t = π + kπ , k ∈ Z.2
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