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ABSTRACT We describe a computer algorithm to predict native structures of proteins and peptides from their primary
sequences, their known native radii of gyration, and their known disulfide bonding patterns, starting from random confor-
mations. Proteins are represented as simplified real-space main chains with single-bead side chains. Nonlocal interactions
are taken from structural database-derived statistical potentials, as in an earlier treatment. Local interactions are taken from
simulations of (4,qi) energy surfaces for each amino acid generated using the Biosym Discover program. Conformational
searching is done by a genetic algorithm-based method. Reasonable structures are obtained for melittin (a 26-mer), avian
pancreatic polypeptide inhibitor (a 36-mer), crambin (a 46-mer), apamin (an 18-mer), tachyplesin (a 17-mer), C-peptide of
ribonuclease A (a 13-mer), and four different designed helical peptides. A hydrogen bond interaction was tested and found
to be generally unnecessary for helical peptides, but it helps fold some sheet regions in these structures. For the few longer
chains we tested, the method appears not to converge. In those cases, it appears to recover native-like secondary structures,
but gets incorrect tertiary folds.
INTRODUCTION
Computational protocol that can fold a protein to its native
conformation from its primary sequence information alone
has not been successfully developed. It has been realized
that simplified models of protein structure and interactions
are needed to overcome the enormous complexicity of this
protein folding problem, which in part is due to many
degrees of freedom of a protein structure, complicated in-
teractions among amino acids and their environment, and
multiple minima in the free energy landscape for such a
system. Great effort has been devoted to develop different
simplified models and conformational search strategies in
the past decades (Levitt and Warshel, 1975; Levitt, 1976;
Kuntz et al., 1976; Hagler and Honig, 1978; Tanaka and
Scheraga, 1976; Crippen and Viswanadhan, 1984, 1985;
Wilson and Doniach, 1989; Skolnick and Kolinski, 1989,
1991; Kolinski and Skolnick, 1994; Covell and Jernigan,
1990; Fiebig and Dill, 1993; Yue and Dill, 1995; Sippl et
al., 1992; Hinds and Levitt, 1992; Unger and Moult, 1993;
Bowie and Eisenberg, 1994; Dandekar and Argos, 1992,
1994; Sun et al., 1992; Sun, 1993, 1995), and the successful
structural predictions are limited to small proteins that con-
tain most helical and/or strand structures.
We recently developed a computational procedure that
attempts to find the three-dimensional native structures of
proteins and peptides given the amino acid sequence, the
native radius of gyration, and the disulfide bonding pattern
of the protein (Sun, 1993). It used a real-space but simpli-
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fied representation of amino acid chains, a genetic search
algorithm, and a simple potential function. In that work, the
potential function consisted of two nonlocal interaction
terms and two local interaction terms. The nonlocal inter-
action was a statistical potential derived from a database of
known protein structures. The two local terms were also
derived from populations observed in a structural database:
one term described the torsion angle preferences of each
amino acid monomer; the other term described dipeptide
pair conformational preferences.
Here we use the same chain representation and search
strategy and show that predictions can be both improved
and given a firmer physical basis by now using a much
simpler local interaction term. Now for local interactions,
we simply use (4,qi) energy maps that were generated using
the Biosym (San Diego, CA) torsional forcing method and
the Discover force field. We have generated all 20 such
maps for each amino acid. The nonlocal interactions remain
represented by a database-derived statistical potential func-
tion. Here we perform the conformation searches for melit-
tin, apamin, avian polypeptide inhibitor, crambin, and some
small designed peptides. We find the results to be sensibly
consistent with the known crystal structures, circular di-
chroism (CD), and nuclear magnetic resonance (NMR)
measurements. We also discuss a few larger molecules
where the method fails to generate native tertiary structures,
although in those cases it usually does fairly well in pre-
dicting the a-helix and ,3-strand elements.
SIMPLIFIED CHAIN REPRESENTATION
The protein chain is represented as follows (Sun, 1993;
Wilson and Doniach; 1989, Sun, et al., 1992) (Fig. 1). 1) All
backbone bond lengths and bond angles have their ideal
values (Corey and Pauling, 1953). 2) All the peptide bond
dihedral angles are fixed in the trans (w = 1800) confor-
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FIGURE 1 Current reduced representation model of /
protein structure (from Sun, 1993). Full backbone and Non Locc
side chain centroids have been preserved in the model tnteractio
bond lengths, and bond angles are held to their ideal
values, dihedral angle w = 1800, and the geometric
variables are q, 4) at both sides of Ca. A side chain is
represented by a point located at the average position of
the side chain-heavy atoms. A statistical nonlocal po-
tential function and a physical averaged local potential
function are used as the objective functions of the
system in the genetic algorithm conformation minimi-
zation.
mation. 3) A single spherical virtual atom is used to repre-
sent each side chain at the center of mass of the heavy atoms
in the side chain. 4) Conformational freedom is represented
by the backbone dihedral angles 4 and if.
The (0,4') internal coordinate representation has the ad-
vantages 1) of fewer variables than cartesian coordinates, 2)
of simplifying the neglect of covalent bond stretching that
allows us to eliminate a large background energy that oth-
erwise obscures other more important conformational ener-
gies, and 3) of simplifying the use of Ramachandran plot
information about torsional preferences of amino acids.
We use both the root mean square (RMS) and the dis-
tance matrix (DME) errors to compare differences among
structures. The RMS and DME values are computed for the
backbone atoms. They are defined by
RMS = {N E (r1i-r92}
DME = {N(N )E (ri -rc)2}
(1)
(2)
where superscript c indicates a reference conformation,
which we usually take to be the known native structure from
Local Interactions
N.
crystallography or NMR. We also consider two other measures
of similarity, which are radius of gyration and the total number
of contacts among all the residues. A contact arises when the
C' carbons of two residues are separated less than 10.0 A.
POTENTIAL FUNCTION
Fig. 1 defines the local and nonlocal interactions in the
model. Local interactions are those along the peptide bond
among nearest neighboring amino acids. They are functions
of the backbone dihedral angles (4),i). Nonlocal interac-
tions occur among monomers separated in the primary
sequence by at least two intervening residues. The nonlocal
interaction depends on the spatial separations between two
residues 1) of the C' carbons, and 2) between the centroids
of the side chains. The total energy is:
H = Elocal({4)i, ifi}) + Enonlocal({rcj, rijc}) (3)
= I19Eki((i4, i) + /2 E E C(ri) + y33 EC(ri)
i i<j-2 i<j-2
where i or j is the sequence position of a residue, ki is the
amino acid type of residue i, r47F is the distance between the
C' atoms of the residues i and j, .sjc is the distance between
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the side chain centroids of the residues i and j, ES is the
singlet local interaction potential, Ekc,k; is the C' interaction
potential, and .01c is the side chain centroid interaction
potential. ys are empirical coefficients that represent the
relative importance of the various terms in the potential
energy function.
This model-potential function Eq. 3 differs from the one
in our previous studies (Sun, 1993; Sun et al., 1992) in two
aspects. First, it uses a physical local potential function to
replace the statistical local potential function, and secondly,
it does not include the local dipeptide interaction term.
Computing a dipeptide term is much more involved, and we
have no evidence that the added complexity is warranted.
MODELING THE LOCAL INTERACTIONS
In the present work we use the Consistent Valence Force
Field (CVFF) force field from Biosym to generate the
torsional energy landscape, E ((A,4,) for each of the 20 amino
acids. In these simulations, we have not included solvent.
Each such energy is computed by the method of torsional
forcing (Stern et al., 1983). The torsional-forcing strategy
systematically biases the torsion angle toward each given 4
and 4, value by adding a penalty function to the total
molecular energy. The penalty function is harmonic in the
deviation of the forced angle from its target value, i.e.,
Total energy = V(4 ,0) + K(o - 4)0)2 + K(tp - 4,)2 (4)
where V(O,tp) is the energy of the all-atom representation of
the molecule, (404,0) are the desired target dihedral angles,
and K is the force constant that scales the strength of the
biasing function. By minimizing the total energy over all
degrees of freedom including the penalty weights, the struc-
ture can respond to the forced torsion. Typically, the final
structure is lower in energy than if only the (4,tP) angles had
been allowed to change and is therefore a more realistic
representation of the true energy surface.
The force field we use is the CVFF in the Discover
program of Biosym:
Ept= I DJ(1 - e a(b bo))2 + 1/2 H(O - 00)2
b 0
+ 1/2 E Ho[1 + s - cos(n)] + 1/2 HxX2
41 x
+ E Fbb'(b-bo)(b' - bo)
b b'
+ E EF -(0 )(O -O) (5)
+ E E Fbo(b-bo)(6- 00)
b O
+ ,F400(6- O0)(O' - 00) + E E>FxxXX
, x x
The first four terms are the diagonal terms of the valence
force field and represent the energy of deformation of bond
lengths, bond angles, torsional angles, and out-of-plane
interactions, respectively. The Morse potential (term 1) is
used for bond stretching. Terms 5-9 are off-diagonal terms
and represent couplings between deformations of internal
coordinates. Terms 10 and 11 describe the nonbonded in-
teractions. Term 10 represents the van der Waals interaction
with a Lennard-Jones function. Term 11 is the Coulombic
representation of electrostatic interactions.
We set the parameters as follows: the forcing constant in
equation (4) K = 500.0 kcal; and a forcing constant of 100.0
kcal is used to hold the peptide bond planar, w, = w2 =
1800 (trans conformation). The dielectric constant equals
one in our calculations. The (4,qi) energy surface is com-
puted on a 36 X 36 grid (10° interval for both 4) and 4,).
Each point on the grid in (4,4,) is first optimized by a
steepest descent minimization method to have a maximum
derivative less than 1.0 kcal/A, and is then further optimized
by a quasi-Newton-Raphson minimization procedure
(Fletcher, 1972) so that the maximum derivative is less than
0.05 kcal/A.
The (),4) map is then further refined by interpolating to get
a grid of 72 x 72 (5° intervals for both 4) and 4,). Interpolation
reduces computer time by 75%. On average, a dipeptide (4,4,)
energy surface calculation takes about 2.0 CPU h on an SGI
personal Iris for a 36 X 36 grid energy surface.
The energy scaling coefficients ('yl, 'Y2 -y3) between the
local and the nonlocal terms have been set to 1.0, 1.0, and
1.0, respectively, as before (Sun, 1993). In comparison with
the database-derived local potentials we used before, the
present energies vary over a larger range. For the two
nonlocal terms in Eq. 3, we use a cut off distance of 15 A;
beyond that, pair energies equal zero.
CONFORMATIONAL SEARCH ALGORITHM
We use a genetic algorithm (Holland, 1975; Goldberg,
1989) for conformational searching. The details of our al-
gorithm are described in (Sun, 1993); other implementa-
tions of genetic algorithms to protein folding are described
in (Tuffrey et al., 1991; Blommers et al., 1954; Dandekar
and Argos, 1992, 1994; Bowie and Eisenberg, 1994). Ge-
netic algorithms are patterned after natural selection and
genetic processes (Holland, 1975; Goldberg, 1989). Our
method works as follows.
A structure of a protein having a given primary sequence
is represented by a sequence of ($) values, called the con-
formational string. The genetic algorithm search involves
three steps:
1) Set up the initial population of conformations. Ran-
domly create a population of ($) conformational strings.
Each string represents one specific conformation. Compute
the conformational energy for each string.
2) Genetic operations-replication, mutation and cross-
over-are used to change certain ($) values in the population
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of the conformation strings. The mutation operation ran-
domly chooses one or several ($) sites and changes their
values randomly. Replication generates a population of such
mutated conformational strings. The crossover operation
randomly selects two conformational strings and cuts them
at a random site, then generates two new strings by inter-
changing the parts from the old strings. Replication is also
used here to generate a population of crossed-over strings.
The strings from a previous generation are copied to the
next generation by replication.
3) Select the new generation of conformational strings.
Compute the conformational energy for each string in rep-
lication, mutation, and crossover populations, and select a
new population of strings that have lowest energies. To
further facilitate the conformational search, we used a seg-
mental mutation method in which a group of ($) changes
simultaneously according to the Ramachandran distribution
(Sun, 1993).
The number of starting conformations is 90 for the
melittin simulation, so the mutation population is 180.
We start with 200 conformations for crambin and the
other small proteins, so the mutation population size is
400. A random monogamy crossover is performed among
different conformational species in each generation to
create a crossover population. The crossover population
is created between the last generation and the newly
created mutation conformation population, and has a size
that is twice as large as the initial population (180 for
melittin and 400 for others). The monogamy crossover is
defined that one conformation species can only crossover
with one and only one other conformation species. Initial
conformations were created randomly from the primary
segmental conformation pools with an additional random
perturbation on each (4,qi) angle.
The overall segmentation probability (see Appendix) is
(P2, P3, P4, P5) = (0.4, 0.3, 0.2, 0.1), except when noted
otherwise. This choice is based on the fact that the larger
the probability for the shorter segments, the higher the
variability in the constructed conformations. The same
segmentation probabilities have been used in the muta-
tion operation in which both of the segmental lengths and
the mutation sites in a conformational species are ran-
domly chosen. We have chosen 1 as the number of
simultaneous mutation sites for the mutation operation in
a conformational species. The partition of the segmenta-
tion for any conformational species in different genera-
tions is uncorrelated; in other words, we repeat the ran-
dom segmentation for all conformational species in every
generation. The search process is terminated when no
lower energy conformations are found in 20 consecutive
generations of the search.
EXTRA CONSTRAINTS
The conformational space of most proteins is too vast to be
explored efficiently using our present combination of sim-
plified chain representation, genetic search algorithm, and
potential function. Hence, we limit the present study to
peptides and only the smallest proteins, and we apply ad-
ditional constraints. For learning the limitations of potential
functions and search strategies, constraints are helpful be-
cause if a method does not succeed under appropriate con-
straints, it will surely not succeed without them. In some of
the cases tested below, we use an additional energy term to
bias the conformational search toward the native radius of
gyration:
Erg = A(Rg
-Rnative)2 (6)
where
N
Rg= (1/N) E (Ca - CM)2
k=l
(7)
A is a penalty coefficient, and CM are the center of mass
coordinates. We previously found that chains can often fold
to near native compactness without this constraint (Sun,
1995); however, this term increases the efficiency of the
conformational search.
Second, we introduce known disulfide bond constraints
for crambin and tachyplysin-I. For disulfide bonds, we
assume an energy
m
ESS= E As(Dc -ds) (8)
i=l
where ASS is a penalty coefficient, DCc_c. is the distance
between two cysteine side chain centroids that form the
disulfide bridge, ds is the optimal CSc- CSc distance for a
disulfide bond. We use ds = 2.71 A and we found ASS =
20.0 kcal/A to work well.
In some cases, which are mentioned explicitly, we have
also included a model hydrogen bond interaction term. A
hydrogen bond is a 5.0 kcal/mol attraction when the dis-
tance between main-chain hydrogen bonding atoms 0 and
H is <2.5 A, and the N-H-0 angle is 120-180°.
RESULTS
We report here the results of simulations on melittin, a
membrane protein of 26 residues; 36-residue avian pan-
creatic polypeptide inhibitor (APPI); crambin, a protein
of 46 residues with three disulfide bonds; apamin, an
18-residue polypeptide component of bee venom contain-
ing two disulfide bonds; tachyplesin, a 17-mer antimi-
crobial cationic polypeptide with two disulfide bonds;
C-peptide, the first 13-residue segment of ribonuclease
A, two short a-helix sequences designed by Marqusee
and Baldwin (1987); a short a-helix designed by Hill et
al. (1990); and a 26-mer a-helix sequence designed by
Klaus and Moser (1992). We also compute the a-helix
formation probability of the N-terminus fragment of Bar-
nase, which has been studied experimentally by CD and
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NMR by Fersht and colleagues (Sancho et al., 1992;
Fersht et al., 1992). We discuss results for a zinc finger
protein, ubiquitin, and cytochrome 256, where the
method failed to generate the native structures.
Melittin
We computed the structure of melittin and compared it
to the crystal structure, which has a resolution of 2.0 A
(Terwilliger and Eisenberg 1982). The results, shown in
Table 1, were based on using the radius of gyration as a
constraint, with penalty coefficient A in Eq. 6, set to 200
kcal/A. The hydrogen bonding energy term was not used.
The random perturbation d on (4,qi) angles was chosen to
be 100. 90 structures have been optimized simulta-
neously. The initial total energy Estartv of each of the 90
initial structures ranges widely from 471.32 to 14,628.35
kcal. The average starting energy of 90 structures is
1856.04 kcal with a standard deviation of 1952.37 kcal.
The total energy at the end of the simulation converges to
a mean value of 358.39 kcal with a standard deviation of
0.30 kcal/kcal units (Table 1). The average DME and
RMS errors of the 90 computed structures to the crystal
structure are 0.66 A and 0.85 A, respectively. The num-
ber of contacts averaged over all 90 optimized structures
is 307.4 with a standard deviation of 1.7. The average
radius of gyration is 10.8 A. These values correspond
closely to the crystal structure, which has 300 total con-
tacts and a radius of gyration of 11.1 A. The computed
structures converge uniformly not only in their final
energies, but also in their three-dimensional conforma-
tions. The same has been found in our previous study
(Sun, 1993). There is high degree of similarity among the
90 computed structures. The RMS error between any two
of the 90 computed melittin structures is <0.20 A (Fig. 2
e). Fig. 2 shows a stereo plot of the backbone and side
chain centroid for the melittin crystal structure (Fig. 2 a)
and one of the computed structures (Fig. 2 b). In all the
computed structures, there is a bending at the middle of
the structure due to proline 14, consistent with the melit-
tin crystal structure.
The present model gives improved structures com-
pared to the earlier model. Fig. 2 c is one of the computed
melittin structures by the all-statistical potential. The
folding around the N-terminal end in the melittin struc-
tures by the statistical potential is not as helical as that
shown in the crystal structure of melittin. The physical
potential does better in that regard, and it leads to smaller
DME and RMS errors in comparison with the crystal
structure.
When the explicit hydrogen bonding energy is added,
the computed structures become slightly worse: they
have an average DME of 1.0 A, an average RMS 1.7 A,
and an average number of total contacts of 298.4. Fig. 2
d shows one of the computed structures with hydrogen
bonding.
If we use the (4,qi) angles taken directly from the
melittin crystal structure to compute a melittin structure
in the current model, the resultant backbone RMS error is
-1.5 A compared to the original crystal structure.
Apamin
Apamin is an 18-residue polypeptide component of bee
venom containing disulfide bonds between residues 1 and
11 and between 3 and 15. No x-ray crystal structure is
available, but there are NMR structures (Wemmer and Kal-
lenbach, 1983). To establish the "experimental" native
structure, we used the apamin backbone dihedral angle data
from Freeman et al. (1986) and energy-minimized it using
the Discover force field.
In the simulations for apamin, the segmentation proba-
bilities have been set to P2 = 0.6, P3 = 0.4, P4 = P5 = 0.0
(see Appendix). Random perturbation of (4,qi) was used
with d = 100. Input to the algorithm was the primary
sequence and disulfide bond constraints. We included the
hydrogen bonding term in this case and the disulfide bond
penalty energy term but not the radius of gyration con-
straint.
Starting from randomly created initial conformation
population, 200 structures are computed. Table 2 lists the
average properties of these computed structures. As ex-
pected, the initial energy profiles are high and the stan-
dard deviation is large. The energy profiles for the opti-
mized structures are uniform and have a small standard
deviation. The a-helical region of the C-terminal part
appeared naturally as the result of the conformational
search. The computed structures have an average total
TABLE I Simulations for melittin, a protein of 26 residues
Total Radius of
Parameters Estart Eend Eca Esc EPs DME (A) RMS (A) contacts gyration (A)
Average 1856.04 358.39 306.04 317.77 -265.87 0.66 0.85 307.4 10.8
af 1952.37 0.30 0.48 0.57 0.23 0.02 0.02 1.7 0.0
Crystal Structure 418.09 324.82 339.79 -246.52 300.0 11.1
90 structures have been computed simultaneously. E. is the energy of starting conformations, Eend the energy of the structures after the RRM genetic
algorith..i minimization, and ECs, ESc, and EPs are the energy components of Ca-Ca interaction, sidechain-sidechain interaction, and the local physical
averaged singlet interaction, respectively, of the minimized structures. No explicit hydrogen bonding term is used. DME and RMS (unit in A) are computed
by using the crystal structure as the reference. o- denotes the standard deviation. The penalty coefficient A in the Erg has been set to 200 kcalVA. The starting
conformations were randomly created.
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FIGURE 2 Backbone and side chain centroid stereo plot for melittin. (a)
Crystal structure. (b) One of the 90 computed structures (RMS = 0.85 A,
DME = 0.65 A to the crystal structure). (c) One of the computed structures
generated by using the statistical potential of both local and nonlocal
interaction (RMS = 1.64 A, DME = 0.98 A to the crystal structure). (d)
One of the computed structures generated by using the physical potential
and the explicit hydrogen bonding energy term (RMS = 1.7 A, DME = 1.0
A to the crystal structure). (e) Superposition of 30 computed melittin
structures; these are all very similar and have an RMS <0.20 A between
any two structures.
contacts of 252 and an average radius of gyration of 5.95
A, which are close to the corresponding values of 238 and
6.4 A for the apamin NMR structure. In comparison with
our previous results on apamin (Table 5, case b in Sun,
1993), the computed structures are substantially im-
proved in terms of both DME and RMS. The computed
structures are quite similar to each other. The RMS
between any two computed structures is <1.0 A (most of
them are <0.5 A).
Fig. 3 plots the DISCOVER-minimized apamin NMR
structure (Fig. 3 a), and one of the computed apamin struc-
tures (Fig. 3 b). It was found experimentally (Pease et al.,
1990) that if the nine residues at the apamin C-terminal half
are replaced with those from the S-peptide from ribonucle-
ase-A, this hybrid sequence folds to apamin like conforma-
tions. The S-peptide, consisting first 20 amino acids from
the ribonuclease A has been shown to have a helix-forming
propensity (Kim et al., 1982). As a test, we have computed
the structure of the hybrid, using the same simulation con-
ditions.
The apamin sequence and the hybrid sequence are listed
below:
C-N-C-K-A-P-E-T-A-L-C-A-R-R-C-Q-Q-H Apamin se-
quence
C-N-C-K-A-P-E-T-A-A-C-K-F-E-C-Q-H-M Hybrid se-
quence
It would be desirable to carry out a computational exper-
iment of the same kind. All the simulation conditions have
been kept the same as those in the apamin simulation.
Table 3 summarizes the results. All the computed
structures for the hybrid apamin sequence are like native
apamin, the average DME and RMS values for 200
computed structures being 1.70 A and 2.17 A relative to
the NMR apamin structure. Energies and three-dimen-
sional structures converge. Fig. 3 c is a stereo plot of one
of the computed structures for the hybrid apamin se-
quence. The C-terminal end forms naturally an a-helix as
a result of the energy minimization, in agreement with
the experimental data.
Tachyplesin-I
Tachyplesin-I is a cationic peptide of 17 residues with
two disulfide bonds. Its structure is probably fairly rigid
because of the restriction imposed by the two disulfide
bonds at (3-16 and 7-12). It has no x-ray structure but an
NMR study by Kawano et al. (1990) indicates that it forms
an anti-parallel (3-sheet-like structure.
We computed the structure of tachyplesin-I. We input the
primary sequence and the disulfide bonds. Explicit hydro-
gen bonding term and disulfide bonding terms were used in
the simulation.
Fig. 4 shows a backbone and side chain centroid stereo
plot for one of the computed structures of tachyplesin-I. It
shows an anti-parallel 3-sheet-like conformation, consistent
with the NMR experiment. We found that residues 8-11
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TABLE 2 Simulations for apamin, a polypeptide of 18 residues with two disulfide bonds
Total Radius of
Parameters Estan Eend Ec. Esc EPs DME RMS contacts gyration
Average 10301.49 -115.40 104.99 150.59 -389.49 1.83 2.14 252.3 5.95
Of 6411.28 3.65 3.74 1.81 1.79 0.04 0.06 1.6 0.07
Crystal Structure -66.72 158.24 174.38 -398.43 238 6.4
200 structures have been computed simultaneously. The reference structure used in the calculation of DME and RMS of the optimized structures was a
DISCOVER-minimized NMR structure of apamin. oa denotes the standard deviation. Radius of gyration constraint is not used in the simulation. An explicit
hydrogen bonding and disulfide bridge interaction energy terms are used.
formed a (3-turn between strands 3-8 and 10-14, although
Fig. 5 shows that the distance between residues 4-6 and
residues 13-15 is too far to form hydrogen bonding. Be-
cause no experimental structure is available, these are un-
tested predictions.
APPI
APPI is a small protein of 36 residues, the structure of
which is known at a resolution of 1.37 A (Blundell et al.,
1981; Glover et al., 1983). Inputs to the algorithm were only
the primary sequence and the radius of gyration from the
crystal structure, with penalty coefficient A set to 200
kcal/A. The size of the conformation population was set to
90. Table 4 summarizes the results for the computed struc-
tures. The computed structures have an average number of
total contacts of 448, which is much less than the value of
530. The computed structures are less compact than the
crystal structure (Fig. 5) and have large DME and RMS
errors to the crystal structure. We also found that the com-
puted structures had a much lower energy than the crystal
structures. The crystal structure has higher nonlocal inter-
action energy than the computed structures. This indicates
the inadequacy of the statistical nonlocal potential function
used in this study, and it should be further improved. Nev-
ertheless, the computed structures have correct a-helix mo-
tif found in the APPI crystal structure. The computed struc-
tures have a-helices from residues 14-28, while the crystal
structure has a a-helix from residues 14-31.
Crambin
The crambin crystal structure has a resolution of 1.5 A
(Hendrickson and Teeter, 1981). For crambin simulation,
we use the amino acid sequence, native radius of gyration
A = 200 kcal/A), and the three known pairs of disulfide
bonds (between 3 and 40, 4 and 32, and 16 and 26).
The disulfide bond potential function, Eq. 8, is applied in
the simulation with the following parameters: the penalty
coefficient, ASS = 10.0 units/A, and the side chain centroid
distance between two disulfide bridge forming cysteines,
ds = 2.71 A. For crambin simulation, the total energy
function is
Etotal - Elocal + Enonlocal + Erg + Ess
FIGURE 3 Backbone and side chain centroid stereo plot for apamin. (a)
DISCOVER-minimized apamin NMR structure. (b) One of the computed
structures (RMS = 2.13 A, DME = 1.83 A to the DISCOVER minimized
apamin NMR structure). (c) One of the computed structures for the hybrid
apamin sequence (RMS = 2.12 A, DME = 1.65 A).
(9)
The size of the conformational population was set to 200, so
that there were 400 conformations in the mutation and
crossover population, respectively, and a total of 1000 con-
formations that were simultaneously computed in each gen-
eration of the minimization process.
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TABLE 3 Simulations for hybrid apamin sequence, a polypeptide of 18 residues with two disulfide bonds
Total Radius of
Parameters Estart Eend Eca Esc EPs DME RMS contacts gyration
Average 5949.76 -31.27 72.43 88.69 -166.42 1.70 2.17 234.9 6.21
Of 3911.61 4.95 2.17 4.76 1.62 0.10 0.16 3.8 0.05
200 structures have been computed simultaneously starting from random conformations. The simulation conditions are the same as that in Table 2.
The initial energy profiles of the 200 computed structures
have a mean value of 31,850.99 units with a standard
deviation of 22,162.93 units (Table 5). The energy profiles
of the final optimized 200 structures have a average value of
2084.60 units and a standard deviation of 1.12 units. The
lowest energy is 2081.47 units, and the highest is 2085.89
units. The convergence of the energy profile in the genetic
algorithm optimization is thus very good. The average DME
of the 200 computed structures is 2.29 A (with the smallest
2.24 A and the largest 2.34 A), the average RMS of the
computed structures is 2.93 A (with the smallest 2.82 A and
the largest 3.09 A). The computed structures have a high
degree of structural convergence. The RMS difference be-
tween any two of the computed structures is <0.6 A. All the
computed structures have the same topology as that in the
crystal structure. The average total contacts of the 200
computed structures are 780 and the average radius of
gyration is 9.7 A. The corresponding values of the crambin
crystal structure are 876 and 9.7 A. Obviously, the com-
puted structures are more compact than that of the crystal
structure.
The crystal structure of crambin has two a-helical regions
(fragments 7-19 and 23-29) and an antiparallel ,B-sheet
(fragments 1-4 to 32-35), these secondary structure regions
in the computed structures appear naturally as a result of
structural the optimization. Fig. 6 shows stereo backbone
and side chain centroid plot of the crambin crystal structure
(Fig. 6 a) and one of the computed structures (Fig. 6 b).
They have very similar folding topology and the secondary
structure regions. However, there are qualititive differences
FIGURE 4 Backbone and side chain centroid stereo plot for tachyple-
sin-I: one of the computed structures.
in the secondary structure formation between the native and
the computed structures. In the computed structures,
whereas the second a-helix (fragment 23-29) formed in
agreement with the crystal structure, the first a-helix did not
form completely; only the fragment residue 6-15 formed
correctly, which is about four residues short in comparison
with that in the crystal structures. In the ,B-sheet regions,
although the individual fragments (1-4, 32-35) formed a
correct ,3-strand, the distance between these two strands is
too far to form proper hydrogen bonding in the computed
structures (Fig. 6 b). These problems are fixed by the
inclusion of the explicit hydrogen bonding energy term in
the energy function.
Table 6 summarizes the results for simulation with the
explicit hydrogen bonding energy term. The average DME
of the computed structure is improved. The average total
a
FIGURE 5 Backbone and side chain centroid stereo plot for APPI. (a)
Crystal structure. (b) One of the 90 computed structures (RMS = 5.17 A,
DME = 3.05 A to the crystal structure).
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TABLE 4 Simulations for APPT, a peptide of 36 residues
Total Radius of
Parameters Estart E..d Eca Esc EPs DME (A) RMS (A) contacts gyration (A)
Average 4830.82 609.76 671.30 695.17 -687.71 3.05 5.17 448.0 10.5
cr 4083.87 1.21 3.02 2.28 0.29 0.08 0.09 11.2 0.0
Crystal Structure 875.35 786.97 833.94 -661.56 530.0 10.7
90 structures have been computed simultaneously. DME and RMS are computed by using the crystal structure as the reference. or denotes the standard
deviation. The penalty coefficient A in the Erg has been set to 200 kcal/A. Hydrogen bond term was used (Ehh =-7.0 kcal). The starting conformations
were randomly created.
contacts for the computed structure is 833.6, which is much
closer to the corresponding value of the crystal structure
than that in the previous simulation without the explicit
hydrogen bonding energy term. More importantly, all the
secondary structure elements are formed correctly in com-
plete agreement with those in the crambin crystal structure.
Fig. 6 c shows one of the computed structures of this
simulation. The RMS difference between the computed
structures and the crystal structure is primarily due to the
difference in the relative position of C-terminal segment to
the (3-sheet region, as can be clearly seen from Fig. 6, a and
c. Fig. 6 d is the stereo superposition of 30 computed
crambin structures and they show a very high degree of
structural convergence.
In the computed structures of crambin, all the secondary
structure elements (a-helix) formed correctly. The two he-
lical regions folded correctly even without the disulfide
bond term, and to a large extent the segment between
residues 5 and 30 folded to a native-like conformation (RMS
< 3.5 A). The disulfide bond energy term was needed to
bring Cys-4 and Cys-32 nearby to form a disulfide bond;
otherwise the anti-parallel /3-sheet region (fragment 1-4 to
32-35) would not fold properly.
Helix-forming peptides
Several small helices have been designed (Degrado, 1988).
We apply our computational method, using as the only input
the primary sequence. We find that for these short peptides,
including the explicit hydrogen bonding energy term makes
little difference to the quality of the results. The (4,)
angles of the starting conformations are randomly assigned.
Baldwin peptides
Several peptides have been designed by the Baldwin group
(Scholtz and Baldwin, 1992; Marqusee and Baldwin, 1987).
We study two 17-mer alanine-based peptides that are known
to be highly a-helical in water (Scholtz and Baldwin, 1992;
Marqusee and Baldwin, 1987), but for which no specific
three-dimensional structures are available. Their sequences
are AEAAAKEAAAKEAAAKA and AKAAAEKAAAE-
KAAAEA (Marqusee and Baldwin, 1987). The second se-
quence is just a reversal of the first one. These two se-
quences have hydrophobicity periodicity, which fits the
a-helix conformation. Fig. 7 shows that both Baldwin he-
lix-1 (top) and Baldwin helix-2 (bottom), are helical. A bend
occurs near the N-terminal of the Baldwin helix-2.
a-1
Hill et al. (1990) designed a helix-forming peptide, a-1, and
have crystal structures with 2.7 A resolution. The sequence
is GLU-Leu-Leu-Lys-Lys-Leu-Leu-Glu-Glu-Leu-Lys-Gly.
Fig. 8 shows the crystal structure of a-1 (top) and one of the
computed structures (bottom). The RMS deviation between
these two structures is 1.78 A. The main difference between
the crystal structure and our computed structures is at C-
terminal residues 10 and 11, which adopt more extended
conformation in the crystal structure than in the computed
structures.
Helical erythrocyte lysing peptide (HELP)
HELP is a 26-mer peptide found by NMR experiments
(Klaus and Moser, 1992) and CD (Moser, 1992) to be a
stable a-helix. Its sequence is GLGTLLTLLEFLLEELLE-
FLKRKRQQ. Fig. 9 shows one of the computed structures,
which is similar to all the others (RMS <0.5 A) and similar
to the NMR structure of Klaus and Moser (1992; Moser,
1992). Since we do not have the NMR coordinates, detailed
comparison with the NMR structure is not possible. Con-
sistent with the NMR results, we find that the N-terminal 3
residues are not a-helical.
TABLE 5 Simulations for crambin, a protein of 46 residues with three disulfide bonds
Total Radius of
Parameters Estart E Eca Esc EPs DME RMS contacts gyration
Average 31850.99 2084.60 1116.43 1322.19 -448.15 2.29 2.93 781.1 9.94
cr 22162.93 1.12 1.79 1.61 0.93 0.03 0.08 1.6 0.04
Crystal Structure 2123.09 1277.21 1290.38 -444.77 876 9.7
200 structures have been computed simultaneously. DME and RMS (unit in A) are computed by using the crystal structure as the reference. o- denotes the
standard deviation. The penalty coefficient A in the Erg has been set to 200 kcal/A. An explicit disulfide bridge interaction energy is used (Eq. 8).
Biophysical Journal348
Genetic Algorithm and Protein Structure
a N-terminal of Barnase
Barnase (Sancho et al., 1992, Fersht et al., 1992) has an
N-terminal fragment (residues 1-36), which encompasses
two a-helices (residues 6-18 and 26-34) in the native
structure and forms native-like secondary structure in iso-
lation, as determined by CD and NMR experiments (Sancho
et al., 1992). We computed helical probabilities for the
36-residue N-terminal fragment.
The input to the simulation was only the amino acid
sequence. Explicit hydrogen bonding was included in the
potential function. We performed 10 independent runs,
with 200 conformations per run. The a-helix formation
probability for a residue was computed as the fractional
population in a-helix conformation in all the computed
structures normalized by the number of total optimized
conformations.
Fig. 10 a plots the computed a-helix formation prob-
ability for the Barnase N-terminal fragment. Fig. 10 b
shows experimental results of Sancho et al. (1992), the
crystal structure, and a hypothetical nucleation site cal-
culation result by Moult and Unger (1991). Our com-
puted a-helix formation probability agrees in general
with both the NMR data of Sancho et al. (1992) and the
Barnase crystal structure data; it also covers the region of
the hypothetical nucleation site computed by an algo-
rithm that minimizes the surface exposure of hydropho-
bic residues. Our result indicates that there are two heli-
cal segments in conformations that this N-terminal
fragment may adopt, a-helix, (residues 10-23) and a-he-
d lix2 (residues 26-33). It is worth pointing out that the
a-helix2 forms with a high probability from our calcula-
tion, whereas the NMR measurement predicts a much
weaker helical formation, and the Moult and Unger
(1991) algorithm predicts no helix formation. Our result
apparently agrees with the crystal structure data (helix
residues 26-34) better.
Zinc finger motif, ubiquitin, and cytochrome
256B
FIGURE 6 Backbone and side chain centroid stereo plot for crambin. (a)
Crystal structure. (b) One of the 200 computed structures (RMS = 2.85 A,
DME = 2.26 A to the crystal structure). (c) One of the 200 computed
structures in minimization with the explicit hydrogen-bonding energy term
(RMS = 3.03 A, DME = 1.94 A to the crystal structure). (d) Superposition
of 30 computed crambin structures; these are all very similar and have an
RMS <0.60 A between any two structures.
Using the primary sequence as the input, we also com-
puted the conformations of the C-peptide, the 13-residue
N-terminus fragment of ribonuclease A, which was shown
to adopt the a-helical conformation in aqueous solution
(Brown and Klee, 1971), and found that it formed a-helix
after minimization from random starting conformations
(structures are not shown here).
Zinc finger motif, binding a zinc ion through the
conserved a pair of Cys and a pair of His residues, is
believed to responsible for the DNA-binding activity of
the transcription factor (Evans and Hollenberg, 1988).
Models of the three-dimensional structure were proposed
by homology modeling (Gibson et al., 1988). The NMR-
determined structure (Pavletich and Pabo, 1993;
Omichinski et al., 1992) indicates that it has an a-helical
segment in the C-terminal end and a 1B-sheet segment in
the N-terminal end (Fig. 11 a). In the simulation, we only
used the primary sequence as the input. The hydrogen-
bonding term was also used besides the local and the
nonlocal interaction. The computed structures have an
average (over 200 computed structures) DME 3.68 A and
an average RMS 5.35 A. The computed structures have
an average radius of gyration of 8.2 A and a total contact
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TABLE 6 Simulations for crambin, a protein of 46 residues with three disulfide bonds
Total Radius of
Parameters Etrt Eend Ec. Esc EPs DME RMS contacts gyration
Average 54299.21 1942.24 1148.94 1246.39 -456.52 2.02 3.20 833.6 9.50
0f 39098.91 1.27 2.90 1.45 0.65 0.04 0.07 4.3 0.00
Crystal Structure 2038.09 1277.21 1290.38 -444.77 876 9.7
In addition to all the conditions in the above simulation, the explicit hydrogen bonding energy term is used in this simulation.
number of 418; the corresponding values of the NMR
structure are 8.9 A and 430, respectively. The best com-
puted structure has a DME 3.55 A and an RMS 5.23 A
compared with the NMR structure. Fig. 11, b and c shows
the stereo plots for two of the computed structures. One
can immediately see from the computed structures that
the C-terminal a-helix is formed correctly; however, the
N-terminal (3-sheet between the two strands 2-4 and
10-12 is not formed properly, although these two seg-
ments do form a strand-like structure. It seems that there
was not enough attractive interaction to bring these two
strands together to form a proper ,8-sheet. This seems a
typical phenomenon in our present computational model
that was also found in the ubiquitin simulation.
FIGURE 8 Backbone and side chain centroid stereo plot for a-1, (top)
FIGURE 7 Computed structures for Baldwin helices, (top) helix-1, (bot- the crystal structure of a-1, (bottom) one of the computed structures
tom) helix-2. (RMS = 1.78 A).
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FIGURE 9 One of the computed structures of HELP.
The crystal structure of cytochrome 256b, a 106-resi-
due protein, shows that it is a tightly packed four-helix
bundle (Lederer et al., 1991). We used the primary se-
quence of 256b as the only input in our simulation for
cytochrome 256b. The computed structures (Fig. 12) are
not as compact as in the crystal structure. This shows that
the nonlocal potential is not strong enough to drive the
protein to sufficient compactness. Although the folding
topology is incorrect in this case, the local secondary
structure elements are formed correctly as shown in Fig.
12. When the radius of gyration constraint was intro-
duced, the computed structures were more globular and
contained many short a-helices. Because cytochrome
256b is not spherical, the use of an isotropic radius
constraint is not helpful in this case.
Native ubiquitin has an a-helix and a (3-sheet that con-
sists of five barrel-like (3-strands (Vijay-Kumar et al., 1987).
Although the computed structures have correct secondary
structural elements, the tertiary structures are incorrect. We
find that the computed structures have higher final energy
than the native structure. This seems to suggest that both the
current nonlocal potential function and the current search
strategy have their limitations.
CONCLUSIONS
We describe a procedure for computing the structures of
peptides and small proteins. It uses a low-resolution
chain representation, a genetic algorithm search strategy,
and a simple potential function consisting of three parts.
1) The local interactions are modeled using the Biosym
Discover force field. 2) The nonlocal interactions are
modeled using statistical potentials derived from the Pro-
tein Databank. 3) A hydrogen-bonding potential was also
tested. In some cases, we also used constraints from
disulfides (apamin and crambin) and radius of gyration
(melittin, APPI, crambin). The method computes reason-
ably good structures for several peptides and small pro-
teins covering different architectures, starting from ran-
dom conformations. The computer time is not excessive
(for melittin, the population converges after 42 genera-
tions, which takes about 6.0 min on a VAX-6400, and for
crambin, the population converges in 58 generations,
which takes about 17.0 min) and the genetic algorithm
based minimization scheme converses fast (Fig. 13). We
do not view our method at its current stage an ab initio
method of protein folding. Rather, the simulations de-
scribed in our present work as well as in our previous
work (Sun, 1995; Sun, 1993) focus on the possibility that
we can compute a reasonable tertiary structure given the
primary sequence of a protein and certain low order
constraints. These low order constraints, such as radius of
gyration and the S-S bridges, can be obtained from many
experiments other than x-ray crystallography. Methods
such as these will be useful to understand computation-
ally how protein folds.
APPENDIX
Here is a description of the genetic algorithm. Using the reduced
geometric representation adopted for a protein described in section II,
a population of conformations (Sun 1993) for a given primary sequence
is represented by
{(+n) j [1, N]; j E [1, p] (10)
where hn is an index for the possible (4,qi) pairs in the internal coordinate
space for a given residue. The index .n E ([-180,+180],[-180,+180])
for (4,4') is a continuous angular variable for a given type of amino acid
residue; however it can be made a grid integer variable in the Ramachan-
dran map, or a discrete state variable in the Ramachandran map in which
its density distribution is in accordance with the (4,4i) distribution of the
known protein structures. i is the index for residue position along the
primary sequence of a protein, while j is the index for the j-th conformation
in the conformational population of size p. Different conformations in the
population have different local (4,4') values for a given primary sequence
and each conformation of the protein is characterized by a string structure
of ($) and this string structure is considered to be a genetic species in the
conformation population which contains a set of ($) string structures as
indicated above. The genetic operations in this conformation population are
defined as
{
n(0hnj {¢>hn' jReplication: hn E- [hl,,hT]
i E [1,N],j E [l,p]
M {(4O)hn}j {(4 )hm}[j
i E [1,N],j E [1,p]
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FIGURE 10 Helix formation in the N-terminal fragment (1-36) of Barnase. (a) Computed a-helix formation probability. (b) Secondary structure of the
N-terminal fragment (1-36) in NMR experiment, crystal structure, and the hypothetical nucleation site (adopted from Sancho et al., 1992).
Crossover: ({(4) i {(4)yr}k) =>({(#:)i} {Qk:)7})
hn E= [hb hT] i 1 E~[1, N], j, k E [1, p] (11)
with{( )} {( ;7}(phn k { (4/)hm}j {h(d)m}k
iE [1, a:]
a{(qi)hn} I {(Pt )h} , {I(D )hm}k { (4)hm}k
i E [a, N]
where { (*) denotes the conformations after the mutation operation,
({($I) {($:)4}k) denotes the conformations after the crossover
operation, the symbols > and mean copying the corresponding (4,yf)
values in the sites of the target conformations. a is the crossover site for
two conformations.
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FIGURE 12 One of the computed structures of cytochrome 256b. The
simulation input is the primary sequence only. It is not compact; however,
the local secondary structure elements seem to agree with the crystal
structure, which is a four-helix bundle.
FIGURE 1 Backbone and side chain centroid stereo plot for zinc finger
motif. (a) The NMR structure. (b) One of the 200 computed structures
(RMS = 5.23 A, DME = 3.55 A to the NMR structure). (c) Another
computed structure.
where zi E [-1, + 1] are uniform random numbers, and d is the range of
the perturbation, which is set to be 100 in this study. The conformations
generated by the perturbed segmental method satisfy the Ramachandran
distribution for each individual amino acid, furthermore these randomly
generated conformations have high probability to avoid the local van der
Waals conflicts, and therefore effectively reduces the phase space to be
searched. The segmentation is carried out randomly, and its probability Pm,
m = 2, 3, 4, 5 (di-, tri-, tetra-, pentapeptide segments) satisfies:
P2 + P3 + P4 + P5 = 1.0 (14)
and
After the three basic genetic operations, a new conformation population
is selected from the populations of replication, mutation, and crossover
according to their energy profiles:
replication mutation
i crossover
i
new
hn E [h1, hT] i E [1,N], j E [1, p] (12)
where E is the reduced potential function.
We have further used the dictionary-assisted segmental mutation con-
formational search method and the random perturbation procedure (Sun
1993) so that the accessible conformations for a given protein sequence are
much greater than the possible combinations of those in the segmental
conformations dictionaries: This perturbation procedure can be expressed
as
At.. A¢* {++ d * z,8 { + d * Z2k-1A,k i + d ' Z2 q+ 2k' Z k
=2,3,4,5 (13)
P2> P3 > P4> P5 > 0.0 (15)
The overall segmentation probability used in the simulations is (P2, P3,
P4, P5) = (0.4, 0.3, 0.2, 0.1), except when noted otherwise. This choice
is based on the fact that the larger the probability for the shorter
segments, the higher the variability in the constructed conformations.
We have used the same segmentation probabilities for the mutation
operation in which both of the segmental lengths and the mutation sites
in a conformational species are randomly chosen. We have chosen 1 as
the number of simultaneous mutation sites for the mutation operation in
a conformational species. The partition of the segmentation for any
conformational species in different generations is uncorrelated; in other
words, we have to repeat the random segmentation for all conforma-
tional species in every generation. Termination of the minimization
process occurs when no lower energy conformation can be found in 20
consecutive generations of the conformation search.
A share mechanism described in (Sun, 1993) has also been used to
forbid premature convergence during the optimization so that a larger
region in the conformational space can be searched. We have set the size
of the mutation population to be twice as large as the initial population, so
the crossover population.
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Total energy of the ensemble at different generation
FIGURE 13 Total ensemble energy of the se-
lected new conformation population at each gener-
ation during the genetic optimization process (in
the case of the crambin simulation). The initial ,
conformation population has a very high energy,
which is due to the fact that 1) all the initial con-
formations are created randomly, and 2) these ran-
domly created structures have high energy because _
of radius of gyration constraints and the steric hin-
drance. The total ensemble energy converges to
416,920.7 at the 58th generation and remains un-
changed for 20 consecutive generations until the
minimization is terminated.
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