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Abstract
Cold-pool-driven convective initiation is investigated in high-resolution,
convection-permitting simulations with a focus on the diurnal cycle and organi-
zation of convection and the sensitivity to grid size. Simulations of four different
days over Germany were performed using the ICON-LEM model with grid sizes
from 156 to 625 m. In these simulations, we identify cold pools, cold-pool bound-
aries and initiated convection. Convection is triggered much more efficiently in
the vicinity of cold pools than in other regions and can provide as much as 50%
of total convective initiation, in particular in the late afternoon. By comparing
different model resolutions, we find that cold pools are more frequent, smaller
and less intense in lower-resolution simulations. Furthermore, their gust fronts
are weaker and less likely to trigger new convection. To identify how model res-
olution affects this triggering probability, we use a linear causal graph analysis.
In doing so, we postulate a graph structure with potential causal pathways and
then apply multi-linear regression accordingly. We find a dominant, systematic
effect: reducing grid sizes directly reduces upward mass flux at the gust front,
which causes weaker triggering probabilities. These findings are expected to be
even more relevant for km-scale, numerical weather prediction models. We thus
expect that a better representation of cold-pool-driven convective initiation will
improve forecasts of convective precipitation.
K E Y W O R D S
causal effect estimation, numerical weather prediction, convection organization
1 INTRODUCTION
Convection-permitting models have become increasingly
prominent for numerical weather prediction in recent
years (Baldauf et al., 2011; Clark et al., 2016). Such
models have a grid size of several hectometres to a few
kilometres which is sufficient to run without the use of
a convection parametrization. Due to the many underly-
ing approximations and systematic biases of convection
schemes (e.g., Gentine et al., 2018), being able to simulate
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deep convective overturning without the need for such a
parametrization significantly improves forecasts of con-
vective precipitation (Clark et al., 2016; Baldauf et al.,
2011). Nonetheless, there remain systematic deficiencies
in convection-permitting simulations: the diurnal cycle of
convection is still often not correct (Baldauf et al., 2011);
a strong sensitivity has been observed of convective cell
sizes, intensity and initiation time to the mixing-length
parameter of the subgrid turbulence scheme (Hanley et al.,
2015); and frequent grid cell storms and a lack of persistent
organization into the night was identified by Rasp et al.
(2018) and confirmed by Hirt et al. (2019). Significantly, the
diurnal cycle of precipitation is improved during the night
when resolution is increased to a few hundred metres
(Stevens et al., 2020).
A substantial part of these deficiencies is likely related
to planetary boundary-layer processes and the initiation
of convection (Baldauf et al., 2011; Kober and Craig, 2016;
Yano et al., 2018; Hirt et al., 2019), processes which are
still inadequately represented in these models. On sum-
mertime convective days, large amounts of convective
available potential energy (CAPE) may be present, a neces-
sary prerequisite for deep convection. Yet the atmospheric
boundary layer is often capped by a temperature inver-
sion which inhibits the initiation of convection (convective
inhibition, CIN). For air parcels to overcome this CIN,
local triggering processes are necessary, such as lifting by
boundary-layer turbulence, low-level convergence, orog-
raphy or convective cold pools (e.g., Doswell, 1987; Johns
and Doswell, 1992). These triggering processes are often
sub-grid processes even in convection-permitting models,
which restricts the models' ability to simulate convective
initiation (CI). Consequently, the quality of simulated con-
vection itself is affected. Kober and Craig (2016) addressed
these issues by introducing stochastic perturbations to
reintroduce missing variability of boundary-layer turbu-
lence. This approach was extended by Hirt et al. (2019)
who also accounted for lifting by subgrid-scale orography.
In this work we will focus on the role of cold pools in driv-
ing CI and their representation in convection-permitting
models.
Convective cold pools are volumes of negatively buoy-
ant air that originate from precipitating downdraughts.
Evaporation of precipitation in the sub-cloud layer, com-
bined with the weight of the condensed water, cre-
ates negative buoyancy and accelerates the downdraught.
When these cold, moist air masses hit the surface, they
spread in near-circular patterns and interact strongly with
the surface (Gentine et al., 2016; Drager and van den
Heever, 2017; Peters and Hohenegger, 2017; Grant and
van den Heever, 2018). This spreading is often led by a
gust front, where lifting occurs which fosters the initia-
tion of new convection. In recent decades, three major
mechanisms have been proposed as explanations for this
secondary CI. First, Rotunno et al. (1988) and Weisman
and Rotunno (2004) proposed that horizontal vorticity
linked to cold-pool-induced buoyancy gradients at the
gust front interacts with the vorticity generated by the
background wind shear to yield approximately vertical
updraughts. This pattern of convergence and ascent is opti-
mal for initiating new convection and thereby allowing the
reinforcement and propagation of squall lines (Rotunno
et al., 1988; Weisman and Rotunno, 2004; Markowski and
Richardson, 2011). We will refer to this mechanism as
mechanical lifting. Second, collisions of cold pools have
been identified as a major contributor to new CI (e.g.,
(Purdom, 1976; Droegemeier and Wilhelmson, 1985; Feng
et al., 2015; Cafaro and Rooney, 2018; Haerter et al., 2018;
Torri and Kuang, 2019)). The collision of two cold pools
can cause a superposition of their updraught velocities,
resulting in stronger updraughts. Collisions of three cold
pools can trap non-cold-pool air between the colliding
fronts, which results in even stronger vertical motion
(Haerter et al., 2018). Third, Tompkins (2001) proposed a
mechanism based on buoyancy-driven initiation: decaying
cold pools accumulate moisture from the perished precip-
itation downdraughts at their boundaries. This increased
moisture can compensate the effect of low temperatures on
buoyancy (especially for "old" cold pools, where entrain-
ment has depleted the cold air) and thereby reduce the
CIN, which supports the initiation of new convection.
Torri et al. (2015) investigated the relative importance of
the mechanical and thermodynamic mechanisms in ideal-
ized studies, and found that mechanical lifting drives the
vertical motion near the surface, whereas higher in the
boundary layer, moisture seems to be relevant for verti-
cal acceleration. Independently of the specific mechanism,
the effect of cold pools is to trigger convection in the vicin-
ity of already existing convection, leading to organization
of convective cells and a more clustered precipitation pat-
tern. Cold pools may also influence the diurnal cycle of
convection since they are a relevant triggering mechanism
only after initial precipitation events have occurred. Espe-
cially in the late afternoon/evening, when other mecha-
nisms like surface heating are no longer strong, cold-pool
triggering may dominate. For instance, Maurer et al. (2017)
found that 35% of all CI in the afternoon in the Sahel was
attributable to cold-pool gust fronts.
Given the weaknesses of convective forecasts from
convection-permitting models, the question arises
whether such models can simulate cold-pool-related trig-
gering processes with sufficient accuracy. Grant and van
den Heever (2016) have revealed a resolution dependence
of cold-pool gust fronts in idealized, two-dimensional
large-eddy simulations (LESs) with grid sizes of 50–400 m,
i.e., weaker maximum vertical velocities in coarser
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models. This is consistent with studies showing a general
sensitivity of vertical velocity to model resolution (e.g.,
Heinze et al., 2017; Jeevanjee, 2017). Squitieri and Gal-
lus (2020) recently identified a resolution sensitivity of
cold pools in mesoscale convective systems with a higher
frequency and larger areas in higher-resolution simula-
tions. However, these studies have not investigated how
well the thermodynamic triggering mechanisms are rep-
resented in convection-permitting models. Perhaps as a
result of these errors, convection-permitting models strug-
gle with two aspects of convection that can potentially
be ascribed to cold pools, namely the diurnal cycle and
organization of convection. The difficulty of capturing
the diurnal cycle of convection has been documented in
a variety of convection-permitting km-scale models (Bal-
dauf et al., 2011; Hanley et al., 2015; Clark et al., 2016).
In contrast to convection-parametrized models, where
convection occurs too early during the day (Leutwyler
et al., 2017), convection in convection-permitting mod-
els starts too late during the day (Baldauf et al., 2011;
Clark et al., 2016). This error can be improved by tun-
ing the model, for example, with the turbulent mixing
length, but at the expense of other biases (Baldauf et al.,
2011; Schraff et al., 2016; Leutwyler et al., 2017). Using a
more physically based approach, Kober and Craig (2016)
and Hirt et al. (2019) were able to improve the onset of
convection using stochastic perturbations to account for
boundary-layer turbulence. However, a lack of precipita-
tion in the late afternoon and evening remained. A similar
behaviour was documented by Rasp et al. (2018) based on
a 12-day summertime convective period over Germany.
In addition, a lack of convective organization and struc-
tural deficits in cloud sizes were found (Rasp et al., 2018;
Senf et al., 2018; Panosetti et al., 2019). Considering the
characteristics of cold pools as described in the preceding
paragraph, we expect cold pools to be relevant for this lack
of late afternoon/evening precipitation and organization.
A quantitative understanding of how cold pools and the
associated circulations depend on model resolution could
potentially provide the basis for an improved treatment in
km-scale models, similar to the improved representation
of marginally resolved boundary-layer turbulence given
by the stochastic schemes of Kober and Craig (2016) and
Hirt et al. (2019).
In this study we address the following three research
questions:
1. Are cold pools a significant factor for the diurnal cycle
and the organization of convection for midlatitude,
continental weather?
2. Can convection-permitting models adequately repre-
sent cold-pool-driven CI processes?
3. If not, which misrepresented processes are responsible
for the deficiencies in cold-pool-driven CI?
Since observations of cold pools are sparse and often
incomplete, we base our work on high-resolution sim-
ulations of realistic weather situations over Germany.
Simulations with 156 m grid sizes are available from the
High-Definition Clouds and Precipitation for advancing
Climate Prediction project (HD(CP)2; Heinze et al., 2017).
The simulations have been thoroughly compared to obser-
vations, confirming that their turbulence profiles or cloud
distributions are sufficiently comparable to observations
(Heinze et al., 2017). We assume that cold-pool dynamics
will be sufficiently resolved as well. The 156 m simula-
tion can be compared with additional simulations at 312
and 625 m grid spacing. By comparing cold-pool and CI
characteristics between these resolutions, we draw con-
clusions regarding the ability of convection-permitting
models to represent cold-pool-driven CI. In doing this,
we assume that higher resolution produces more real-
istic cold pools and cold-pool-driven CI, and that the
simulations with 625 m grid spacing are sufficiently rep-
resentative of convection-permitting simulations – or at
least its higher-resolution end of the spectrum. Due to the
the immense computational cost of the high-resolution
simulations, we are only able to analyse four summer-
time convective days. These days have been selected
with a range of large-scale meteorological conditions
which we believe are representative of the diversity typ-
ically found in nature. To address the question of which
processes are responsible for the differences between
the simulations at different resolutions, we apply lin-
ear causal effect estimation based on Pearl's causality
(Pearl, 2009) and the graphical representation of causal
structures (Wright, 1921; Pearl, 2013; Chen and Pearl,
2014). This enables a formalized estimation of different
direct or indirect causal effects in the model data. While
this framework is not yet commonly applied in atmo-
spheric sciences, some climate studies have applied and
developed related causality concepts (e.g., Ebert-Uphoff
and Deng, 2012; Runge et al., 2015; Kretschmer et al.,
2016; Samarasinghe et al., 2019). A recent review of
causality inference in Earth system science can be found
in Runge et al. (2019).
The paper is structured as follows. In Section 2 we
lay out relevant details of the numerical simulations and
the days to be investigated, how we identify cold pools,
cold-pool boundaries and CI, and the applied diagnostic
and causal methods. Section 3 presents the results of this
study organized around the three research questions. In
Section 4 we provide a summary of our results and discuss
their underlying assumptions and implications.
2208 HIRT et al.
2 DATA AND METHODS
2.1 ICON-LEM simulations
The basis of this study is a set of high-resolution sum-
mertime simulations over Germany performed with the
large-eddy version of the ICOsahedral Non-hydrostatic
atmosphere model (ICON; Dipankar et al., 2015; Zängl
et al., 2015) in limited-area model configuration (Heinze
et al., 2017) as part of the HD(CP)2 project. Simulations
have been performed at horizontal resolutions of 156, 312
and 625 m on a number of days with a range of mete-
orological conditions. Details of the model set-up and a
comprehensive evaluation of the simulations can be found
in Heinze et al. (2017). The meteorological situations, ther-
modynamic conditions and cloud and precipitation prop-
erties seen in observations are generally well captured
in the ICON-LEM simulations, and show improvements
when compared to km-scale simulations (Heinze et al.,
2017). For comparability, the model output is interpo-
lated onto a common 1.2 km latitude–longitude grid for
all three resolutions. We select a region of 5.503–14.496◦E
and 47.599–54.496◦N for our analysis, for all dates and
resolutions. The simulation output is available from 0600
to 2400 UTC with 5-min output frequency (simulations
start at 0000 UTC). The simulated data have been anal-
ysed using the Python environment with frequently used
packages specified in Appendix A.
2.2 Selected days and their synoptic
situations
We have selected four days that represent diverse
large-scale conditions and exhibit summertime convection
and cold pools, namely 5 July 2015, 29 May, 6 June and 1
August 2016. Snapshots of buoyancy intensity (as defined
in Section 2.3.1), precipitation and cold-pool boundaries
are shown for each day in Figure 1. Time series of selected
domain-aggregated variables that capture the large-scale
convective situation are displayed in Figure 2.
On 5 July 2015, Germany lay in the warm sector of
a frontal system that had approached from France. The
approaching front was led by a convergence line and rel-
atively strong southwesterly winds were present. High
CIN, CAPE, bulk Richardson number (BRN) 1 and signif-
icant wind shear were present over the simulated domain
(Figure 2a,b,e,f). Squall line-like structures developed in
the simulations, travelling over Germany from west to
1The bulk Richardson number is computed as specified by Markowski
and Richardson (2011). For the 0–6 km mean wind, the model levels 76
to 150 are used, and for the 0–500 m mean wind, model levels 139 to 150
are used.
F I G U R E 1 Example snapshots of buoyancy intensity (m⋅s−1;
colour shading; Section 2.3.1), cold-pool boundary regions (grey
shading) and precipitation intensity (white 1 mm⋅hr−1 to black
20 mm⋅hr−1) are displayed for each day from the 156 m grid size
simulations. Dotted and solid black lines show country borders and
coastlines respectively
east, accompanied by two enormous cold pools (Figure 1a;
the second enormous cold pool entered the domain from
the west at this time). On 29 May 2016, a low pressure
system connected to an omega block was centred over
Germany. Cyclonic rotation, large-scale lifting (Figure 2d)
and intense and damaging flooding occurred, especially in
Braunsbach, Baden-Württemberg. Several cold pools are
found in the simulations. The high pressure system of the
omega block slowly shifted subsequently to fully enclose
Germany on 6 June 2016, supressing large-scale lifting
(Figure 2d) and wind shear (Figure 2f), but leaving high
values of CAPE and BRN (Figure 2b,e). During the day,
widespread scattered convection was simulated, and an
organized band formed from merged cold pools and spread
over southeastern Germany during the afternoon. Due
to the intense convective activity and high variability in
underlying forcing, the period spanning 29 May to 6 June
2016 has been considered in a number of studies on con-
vection (Hirt et al., 2019; Rasp et al., 2018; Keil et al., 2019;
Baur et al., 2018; Bachmann et al., 2020) and analyzed in
detail by Piper et al. (2016). On 1 August 2016, a low pres-
sure system over Scandinavia and a small high pressure
system over Switzerland dominated the synoptic situation
over Germany. Relatively small CAPE values (Figure 2b),
a deep boundary layer, some large-scale subsidence, and
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F I G U R E 2 Time series of domain-aggregated variables describing the synoptic situation: (a) mean layer convective inhibition (J⋅kg−1,
direct model output); (b) mean layer convective available potential energy (J⋅kg−1, direct model output); (c) height of the planetary boundary
layer (m a.s.l., direct model output); (d) vertical velocity at approximately 5 km (m⋅s−1); (e) Bulk Richardson number (BRN, computed
according to Markowski and Richardson, 2011); (f) 0–6 km wind shear (m⋅s−1, using model levels 150 and 76). For BRN, the domain median
has been computed due to the occurrence of high outlier values. Otherwise, domain averages are displayed
significant shear were simulated (Figure 2c,d,f). The sim-
ulations produced many small cold pools over northern
Germany (Figure 1d).
2.3 Detection of cold pools and their
edges
2.3.1 Cold pool detection
We identify cold pools using the density potential tem-
perature perturbation and precipitation at the lowest




1 + 0.608rv − rw − ri − rr − rs − rg − rh
)
(equations (4.3.2) and (4.3.6) of Emanuel, 1994, using
an approximation to first order in r analogous to
equation (4.3.1)). Here 𝜃 denotes the potential tempera-
ture, rv the water vapour mixing ratio and rw, ri, rr, rs, rg
and rh the mixing ratios of liquid cloud water, cloud ice,
rain, snow, graupel and hail respectively.
We calculate the local perturbation in density poten-
tial temperature, 𝜃′
𝜌,0, relative to a moving average, 𝜃𝜌
m
, of
filter size 166 pixels (≈ 200 km) horizontally and 8 hr in
time. The moving average is computed with reflection at
the boundaries. This combination of spatial and tempo-
ral filtering enables the identification of large cold pools
(especially on 5 July 2015) while background 𝜃𝜌 gradients
at the coast are still sufficiently resolved to detect cold
pools there. A small sensitivity analysis with different spa-
tial filtering scales and with/without temporal filtering
showed no strong influence on the qualitative behaviour
of our results. We further calibrate the perturbations by
subtracting the domain-mean density potential tempera-
ture perturbation: 𝜃′𝜌 = 𝜃′𝜌,0 − 𝜃
′
𝜌,0. We then identify regions
where the density potential temperature perturbation 𝜃′𝜌
is below −2 K and apply the watershed-merge segmenta-
tion method of Senf et al. (2018) to identify cold pools.
The segmentation algorithm partitions these cold areas
into cold-pool objects by first shrinking the objects to
identify object cores and assigning each edge pixel to the
nearest core. If part of the interface between two objects
thus found is farther from the environment than half of
the maximum distance to the environment in one of the
objects (i.e., the interface passes through an inner part
of the object), they are merged again, otherwise (if the
interface lies close to the outer edge), they are kept sep-
arate (appendix A in Senf et al., 2018). Cold-pool objects
smaller than 20 pixels, that is, with an equivalent diameter
of ≈6 km, are excluded. Following Senf et al. (2018), this
criterion has been chosen to include only cold pools with
an equivalent diameter larger than the effective model res-
olution of the coarsest model (≈5 km; Heinze et al., 2017).
In order to exclude cold areas like sea breezes or valley
inversions that are not connected to convection, we stipu-
late that precipitation in at least one pixel of the cold-pool
object must exceed 10 mm⋅hr−1, and discard objects other-
wise. This method successfully identifies roughly convex
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cold-pool areas connected to convective precipitation. It is
not very sensitive to the choice of thresholds, and is more
robust than more complex cold-pool identifiers suggested
by Drager and van den Heever (2017). However, given our
selected criteria, we will not be able to identify very weak
cold pools (with regard to buoyancy anomaly), very small
cold pools or non-/weakly precipitating cold pools, which
may especially exclude very young and old cold pools. This
may have some implications for our results, but due to
the small size and the weakness of young and old cold
pools, we expect to have captured most cold pools that
are relevant for CI. The expectation that dissipating cold
pools trigger fewer new convective cells is also supported
by results from Fournier and Haerter (2019).
For each air column, we define the cold pool intensity I











This definition is chosen to agree with the cold-pool inten-
sity used by Feng et al. (2015), except for the sign which
we choose to be positive for positively buoyant air (and
therefore negative within cold pools). We choose fixed
model layers as cold-pool depth for simplicity. The lowest
five model layers (∼150 m) were selected as they include
the buoyancy perturbation of most cold pools; integrating
slightly higher than the cold-pool top does not affect the
result, since the buoyancy anomaly is small at these levels.
Figure 1 shows snapshots of intensity for a selected time
on each of the four days.
2.3.2 Cold-pool boundary regions
It is not the cold pool itself but the leading gust front with
thermodynamic or mechanical lifting that drives the initi-
ation of new convection. However, detecting the gust front
is not trivial in an automated framework and associating
it to a specific cold pool is also ambiguous. For instance,
using horizontal wind speed or vertical velocity above a
threshold to identify cold-pool gust fronts will also cap-
ture other phenomena like land–sea breezes, orography or
convergence lines. Recently, Fournier and Haerter (2019)
and Henneberg et al. (2020) developed two approaches for
detecting cold-pool gust fronts based on horizontal wind
speeds which may provide better alternatives in the future.
Using the above cold-pool definition, the gust fronts tend
to lie just outside the identified cold pools (Figure 3). To
avoid the difficulties of objectively identifying gust fronts,
we define a cold-pool boundary region as a zone around
F I G U R E 3 Example snapshots of vertical velocity (m⋅s−1,
colour shading) at ≈1 km, cold-pool boundaries in grey shading and
locations of convective initiation in yellow for each model resolution
on 6 June 2016 at 1300 UTC. The black box in (a) marks the displayed
region for (b), (c) and (d). In (b), A and B mark cold-pool gust fronts
each cold pool with ≈25 km width, which is the region
most likely to contain the gust front. With this definition,
large buoyancy gradients and forced ascent will occupy
only a fraction of this region. To characterize the gust
front itself, we consider 95th percentile values, rather than
averages over the entire gust front region. An advantage
of considering this cold-pool boundary region is that the
thermodynamic lifting will be included, which may not
necessarily be located directly at the gust front. Grid points
belonging to the original cold pool or other cold pools
are excluded from the boundary region. However, over-
lap with other cold-pool boundary regions is possible. We
will consider overlapping boundary regions as a proxy for
cold-pool collisions.
Comparing cold-pool boundaries with vertical velocity
in Figure 3, many line structures of strong vertical velocity
can be identified as cold-pool gust fronts (e.g., A and B in
Figure 3b) and generally they are positioned somewhere
within the defined cold-pool boundary region. This con-
firms that such cold pool-boundaries are a useful proxy for
their gust fronts.
2.4 Defining convective initiation
There is no standard definition for identifying CI. In this
study, our goal is to relate the initiation of a convective
cloud to properties in the boundary layer, such as the gust
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front vertical velocity. Hence, to obtain an independent
identification of vertical velocity at the gust front and of
CI, we refrain from using vertical velocity as an indicator
for CI. We also avoid using quantities such as precipita-
tion particles, which occur later in the convective cloud life
cycle and may be difficult to associate with boundary-layer
features due to advection of the cloud to neighbouring grid
points. With these conditions in mind, we choose the deci-
sive variable for CI to be the temporal change of cloud
water content in the mid-troposphere. The onset of deep
convection is associated with a rapid generation of cloud
droplets extending through a large part of the tropospheric
depth; hence large values of the temporal change of cloud
water content 𝜕rw∕𝜕t = 𝜕trw are associated with CI. The






> br∗w . (1)
The temporal change is computed offline at 5 min time
intervals. To eliminate the effect of high cirrus clouds and
low stratocumulus, we consider only mid-tropospheric
levels and compute the sum of 𝜕trw over the model lev-
els 60–110, corresponding approximately to 2.5–8 km. To
reduce noise and to allow for some spatial displacement,
we apply a Gaussian filter G using two grid boxes as stan-
dard deviation for the Gaussian kernel. CI is determined to
have occurred at grid points where r∗w exceeds a threshold
br∗w which depends on day and resolution. The threshold
value is defined as the 𝛼-percentile of the r∗w field, where
𝛼 = 1 − fprec with fprec being the relative frequency of pre-
cipitating grid points for that day and model resolution.
A grid point is identified as precipitating if the rain rate
exceeds 1 mm⋅hr−1. In this way, we identify as many grid
points as having CI as we have precipitating gridpoints for
that day and model resolution. We note that single grid
points can be identified as CI for subsequent time steps as
long as the criterion holds.
Example fields of CI are displayed in Figure 3. Further
visual comparisons with precipitation fields (not shown)
reveal that most identified CI is indeed related to an onset
of precipitation at later times and that advection of deep
convection is only rarely identified as CI.
2.5 Diagnostic approaches
2.5.1 Grid point classification
With the criteria defined above, we can partition the hor-
izontal domain into four categories, namely (a) no cold
pools, (b) cold pools, (c) cold-pool edges, and (d) overlapping
cold-pool edges, as schematically illustrated in Figure 4a.
F I G U R E 4 Schematic illustration of (a) classification of
gridpoints into cold pools, cold-pool boundaries and no cold pools;
and (b) cold-pool populations
Overlapping cold-pool edge regions are also included in
the cold-pool edge category, as discussed below.
2.5.2 Cold-pool objects
We can further identify each single cold pool as an object
and compute cold-pool characteristics averaged or inte-
grated over its cold-pool region (Figure 4b). To each cold
pool we associate a cold-pool edge, which represents the
25 km wide boundary region defined above. Recall that
gridpoints belonging to a cold pool are excluded from
the cold-pool edge. Regions that overlap with another
cold pool's edge region are included. This means that
some gridpoints may be counted as part of the cold-pool
edge region for more than one cold pool. Again, for each
cold-pool edge, area-averaged or -integrated quantities
can be computed, but also 95th percentiles to represent
the more extreme behaviour of the actual gust fronts. As
defined in Table 1, eight quantities are used to describe
the essential characteristics of cold pools and their bound-
aries. For the cold pool, these are intensity, downdraught
mass flux, radius and precipitation, while for the cold-pool
edge region, we use vertical velocity, mass flux, and
buoyancy. The relative frequency of gridpoints where CI
occurs defines the probability of CI, P[CI], or triggering
probability.
2.5.3 Cold-pool populations
Given these characteristics, we can compare the distribu-
tions of cold-pool properties (populations) between model
resolutions. For this purpose we will generally show the
median of the cold-pool distributions and vertical bars for
the 95% confidence interval which is computed via boot-
strapping with 1,000 draws. We note that cold pools from
5 min output are used and that the same temporally cor-
related cold pools appear more than once in the cold-pool
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T A B L E 1 Quantities that represent essential characteristics of cold pools and their gust fronts
Variables Region Description
Intensity Cold pool Buoyancy anomaly 𝜃′𝜌 integrated vertically over the five lowest model levels
(≈ 150 m). Area averages (mean) or integrals (sum) are considered.
D mass flux Cold pool Downward mass flux, i.e., negative values of 𝜌w at ∼1 km, integrated over
each cold-pool area (sum).
Radius Cold pool Equivalent radius, estimated as the radius of a circle with the same area as
the cold pool.
Precipitation Cold pool Precipitation inside cold pools, integrated over the cold-pool area.
Gust front vertical velocity Edges 95th percentile of vertical velocity in the cold-pool boundary region at
∼1 km height. This height was visually identified as the height of most
pronounced gust fronts.
Gust front mass flux Edges Upward mass flux inside the cold-pool edge regions at 1 km height. Both
the area integrated (sum) and area average (mean) are used.
Buoyancy Edges 95th percentile of buoyancy at∼150 m height. Potential temperature, mois-
ture or surface fluxes are not considered, as buoyancy is expected to hold
most of their information relevant for convective initiation.
Triggering probability, p[CI] Edges Number of grid points with convective initiation divided by the number of
grid points in the cold-pool edge region.
populations. Hence the data are not independent and the
significance of our results will likely be overestimated.
This possibility has been briefly tested and confirmed by
sub-sampling the data every full hour.
2.6 Estimating linear causal effects
To determine the processes through which model reso-
lution affects cold-pool-driven CI, we apply linear causal
effect estimation. In general, associational expressions
like regression estimates do not prove causal relation-
ships – correlation is not causation2 – because common
drivers may produce associations between two variables
without one causing the other. Furthermore, in com-
plex systems, there may be a chain of causality through
different variables, and it is of interest to quantify and
compare different pathways from the original cause to the
effect, since they may represent different physical mech-
anisms. To do this, we follow the framework reviewed by
Chen and Pearl (2014) and Pearl (2013), based on Pearl's
causality (Pearl, 2009) and the graphical representation
of causal structures, first proposed by Wright (1921). This
framework is based on the causal graph of the underlying
phenomenon which has to be determined using a priori
process understanding. We will assume that all variables
are linearly related, so that multiple linear regressions can
be used to determine single causal effects. The graphical
2But they are correlated.
analysis can also be applied for nonlinear relationships,
but for this work we will avoid the additional complex-
ity. Importantly, the required predictors for the multiple
linear regressions are selected based on the structure of
the causal graph by the so-called single-door criterion.
The remainder of this section will more carefully define
a causal effect, and illustrate the analysis method with
some simple examples of causal graphs. To define the
single-door criterion, we will need to introduce addi-
tional concepts, including directed acyclic graphs, collider
and d-separation. Note that these latter concepts are not
needed to understand the application of causal analysis
to our cold-pool experiments in Section 3.3, provided that
the reader is willing to accept the structure of the multi-
ple linear regressions that results from the analysis. For a
more thorough introduction to linear causal analysis, we
refer the reader to Chen and Pearl (2014).
A causal effect of X on Y can be defined as the change
of the expected value of Y when X is changed actively (by
intervention) from X = x to X = x+Δx. The active interven-
tion is crucial because it eliminates any factors that oth-
erwise impact X . Consequently, randomized experiments
or model sensitivity studies are commonly performed to
quantify causal effects. For example, X can be the wetness
of grass and Y the wetness of the adjacent street. If one
wants to test the hypothesis that the wet grass causes the
wet street (Figure 5a), simply computing the correlation
of the wetness of the street with the wetness of the grass
will give a biased estimate, because the common cause of
rain has not been included. One way to avoid such a spu-
rious correlation is by active intervention. If the grass is














(a) F I G U R E 5 Examples of
directed acyclic graphs illustrating
the concepts of a collider,
d-separation or the single-door
criterion. The text gives details
actively moistened, for example by using a sprinkler, the
correlation with a wet street will be reduced.
Fortunately, under certain circumstances, it is possible
to determine causal effects solely from associations, with-
out doing any intervention. In the simple example of wet
grass and street, the solution would be to condition on the
presence of rain, e.g. by including rain as an additional
predictor in a linear regression. On rainy days, everything
will be wet, but on dry days, the wetness of the grass and
street is determined by sprinklers and street cleaners and
will not be correlated, thus reducing the overall spurious
correlation. For more complex systems, it can be difficult
to determine a set of parameters that can be conditioned
on to allow a causal connection to be identified, or even if
such a set of parameters exists. Here we identify these cir-
cumstances with the so called single-door criterion, which
makes use of the following concepts.
Directed acyclic graphs are graphs with directed
edges and no cyclic structures. They are powerful tools
to visualize causal structures and enable graphical crite-
ria to estimate causal effects. Example graphs are shown
in Figure 5. In this application, the nodes of a directed
acyclic graph represent variables of a causal model, which
are causally influenced by their parent nodes and them-
selves cause changes in child nodes. Parents and children
of a node are determined by the direction of the arrows
connecting them: arrows pointing towards a node emanate
from its parent nodes and arrows emanating from a node
point to its child nodes. In the example of Figure 5b, Z is a
child of both X and Y, whereas in Figure 5c, Z is a parent
of X and Y. The concepts of ancestors and descendants of a
node follow naturally. Assuming linearity, a directed edge
connecting a parent and a child node can be associated
with single path coefficient representing the direct causal
effect, that is, the rate of change of the child variable, when
the parent is actively perturbed. It is these path coefficients
which we wish to estimate by appropriate multiple linear
regressions.
A collider is a special element on a path in a causal
graph, where two arrow heads collide at one node. If a path
between X and Y passes through a collider, that path is
said to be blocked: despite its connection by the colliding
edges, no information will pass through this pathway. In
Figure 5b, for instance, Z is a collider for the path connect-
ing X and Y through Z. Collider nodes will have important
consequences as described in the following paragraph.
Directed separation, or d-separation encapsulates the
graphical conditions that correspond to a missing causal
relationship. There are three rules for two variables to be
d-separated (Chen and Pearl, 2014):
1. If there is no active path between X and Y, the variables
X and Y are d-separated. An active path refers to any
path that is not blocked by a collider. In Figure 5b X
and Y are d-separated as the only path is blocked by the
collider Z. In Figure 5c–e, X and Y are not d-separated
as active paths exist.
2. X and Y can also be d-separated conditioned on a set of
nodes Z, if there is no active path between X and Y with-
out traversing Z. Meaning, if Z is included in all active
paths from X to Y, X and Y are d-separated conditioned
on Z. In Figure 5c,d, X and Y are only d-separated if con-
ditioned on Z, as the only active path between X and Y
is via Z.
3. If a conditional set Z contains a collider or a child of
a collider, X and Y cannot be d-separated conditioned
on Z. Hence, X and Y in Figure 5b are not d-separated
conditioned on Z.
If two variables X and Y are d-separated conditioned
on a set of nodes Z, the partial correlation coefficients
between X and Y, where Z is accounted for, vanish (e.g.,
Chen and Pearl, 2014). By applying this concept, causal
graphs can be linked to statistical (conditional) indepen-
dence.
With these concepts, we can now state the condi-
tions under which we can determine causal effects from
non-interventional data. In a linear framework this is for-
mally given by the single-door criterion. It states that the
direct causal effect of X on Y within a causal graph G is
identifiable if a set of variables Z exists with the following
criteria:
(a) Z contains no descendent of Y, and
(b) X and Y are d-separated conditioned on Z in the
hypothetical graph G' where the direct path from X to Y is
removed (this implies that Z does not contain a collider or
a child of a collider).
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F I G U R E 6 (a) Domain- and time-integrated precipitation for the 156 m resolution simulation outside cold pools, within cold pools
and within cold-pool boundaries. (b) Time series of domain-integrated precipitation within cold pools and outside cold pools. A 3 hr running
mean has been applied to smooth the data
Most importantly, such identifiable path coefficients
are equal to the regression coefficient that is obtained from
multiple linear regression predicting Y using not just X but
also Z as predictors. We will refer to Z as the adjustment
set. The aggregated causal effects of parallel or sequential
paths can then be derived from single-path estimates by
addition or multiplication, respectively.
Considering the example graph in Figure 5e, Z
d-separates X from Y in the graph where the direct X–Y
path is removed (here corresponding to Figure 5d). Hence
the direct effect of X on Y is identifiable and can be esti-
mated via the regression estimate of X from a linear regres-
sion where both X and Z are used as predictors and Y is the
predictand. To estimate the direct causal effects between X
and Y in Figure 5b,c,d (which are all zero due to missing,
direct links) Z has to be included in Figure 5c,d, whereas
it must not be included in Figure 5b. Returning to the
example in Figure 5a, the single-door criterion shows that,
to estimate the causal effect of the wetness of grass on the
wetness of the street from observational data (no inter-
vention), the rain amount has to be included in the linear
regression. 3
In summary, this framework enables a graphical cri-
terion, namely the single-door criterion, which specifies
if and how causal conclusions can be drawn from purely
statistical associations. However, the causal, graphical
structure must be provided using apriori understanding
3The single-door criterion is a sufficient, but not a necessary, criterion to
identify causal effects. Further criteria – the backdoor criteria and
instrumental variables – enable additional identification (Chen and
Pearl, 2014). However, in our case, the single-door criterion is adequate.
It is also possible to identify different indirect causal effects for
nonlinear or non-parametric models (Pearl, 2014). However, the
necessary conditions for identification are more restrictive and the
required estimation methods more complex.
of the governing processes. We apply this framework to
identify the impact of model resolution on cold pools and
CI in Section 3.3.
3 RESULTS
3.1 Linking precipitation
and convective initiation with cold pools
The first question we address is the relevance of cold pools
for precipitation and especially for its diurnal cycle and
organization. We focus on the 156 m grid size simulations
as the qualitative results are mostly similar for the other
two resolutions. We compare temporally and spatially inte-
grated precipitation amounts inside cold pools (cp_mask)
and outside cold pools (no coldpool) in Figure 6a for each
day using the gridpoint classification described previously.
First, we consider some general behaviour of precipitation
inside and outside cold pools on these four days. The mag-
nitude of total precipitation clearly depends on the day,
with 29 May 2016 showing the highest total amplitude
and 1 August 2016 the lowest. But the relative impor-
tance of precipitation inside cold pools also varies: on 6
June 2016 precipitation inside cold pools (cp_mask) was
approximately three times greater than outside cold pools
whereas on 29 May 2016 precipitation outside cold pools
dominates. Nonetheless, precipitation inside cold pools
contributes substantially for all days, ranging from approx-
imately 50 to 300% of precipitation outside cold pools. This
corroborates that precipitation predominantly produces
cold pools and indicates the potential importance of cold
pools. Figure 6a also shows that significant amounts of
precipitation occur in cold-pool edge regions, which pro-
vides a first indication of the role of cold pools in initiating
convection.
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F I G U R E 7 (a) Triggering probability in the four grid point categories. (b) Ratio of convective initiation inside cold-pool boundaries or
overlapping cold-pool boundaries to total convective initiation for each day and model resolution. A 3 hr running mean has been applied to
reduce noise
Time series of domain-integrated precipitation for the
different model resolutions are shown in Figure 6b. Again,
we find a strong dependence of the diurnal cycle on the
synoptic conditions. In general, cold-pool-related precipi-
tation, but also no coldpool precipitation, tends to be more
dominant during the day and decreases in the evening.
Also, the phase and amplitudes of the diurnal cycles do not
completely coincide with the diurnal cycle of precipitation
outside cold pools. On 5 July 2015, when two enormous
cold pools develop, cold-pool precipitation increases until
the early afternoon without noteworthy precipitation out-
side cold pools. On 29 May 2016, the increase in precipi-
tation during the day occurs both inside and outside cold
pools. However, precipitation outside cold pools continues
to increase throughout the night, likely related to synop-
tically driven ascent. Interestingly, on the other two days,
the rapid evening decline of cold-pool-related precipita-
tion tends to occur later than for precipitation outside cold
pools, again suggesting a role for cold pools in maintaining
convection.
We now focus on the connection between cold-pool
gust fronts and convective initiation, which indicates the
influence of cold pools on precipitation. Figure 7a shows
the triggering probability as a function of gridpoint classi-
fication and day. In no_coldpool regions, we find the lowest
probability of convective initiation for all days. Trigger-
ing is substantially enhanced inside cold pools. Note that
this behaviour is based on our definition of convective
initiation as strong increase in cloud water content and
several possible explanations exist for convective initiation
inside cold pools.4 As expected, the cold-pool edge regions
4These explanations include: (a) merged cold pools which may still have
active gust fronts within the identified cold-pool regions, (b) gust fronts
have even higher triggering probability. Depending on the
day, from 7% to almost 20% of gridpoints inside cold-pool
boundaries initiate convection. The highest triggering
probability on most days is found for overlapping edges,
with an increase in probability of CI of approximately 3% in
comparison to all cold-pool edges. These findings are con-
sistent with previous studies showing that cold pools are
very efficient at initiating new convection nearby.
To estimate the absolute impact of cold pools on total
convective initiation, Figure 7b displays the diurnal cycle
of convective initiation within cold-pool edges and over-
lapping edges relative to total convective initiation. We find
that triggering by cold-pool edges account for up to 50%
of total triggering. For the last two days this is especially
strong in the afternoon and evening. Although we have
seen a high efficiency in triggering by overlapping edges,
their contribution to the total convective initiation is small
(Figure 7b), being usually well under 10%.
The results address the first research question, showing
that cold-pool-driven convective initiation plays a sub-
stantial role for the diurnal cycle and the organization of
convection. Strong links between precipitation and cold
pools are observed, with cold pool triggering contributing
up to 50% of total convective initiation with a particu-
lar relevance in the evening in some synoptic situations.
Cold-pool boundaries are found to be particularly impor-
tant for triggering of convection. In two cases this impact
is felt strongly during the evening, when non-cold-pool
triggering has decreased in strength.
at the edge, but still inside identified cold-pool regions, and (c) rapid
growth or propagation (not advection) of existing cells within the cold
pool. A further reason could be the wrong identification of advected cells.
2216 HIRT et al.
F I G U R E 8 Overview of differences in cold-pool populations: (a) number of cold pools, (b) equivalent cold-pool radius (derived from
cold-pool area), (c) cold-pool mean intensity, (d) cold-pool integrated intensity, (e) cold-pool integrated precipitation and (f) cold-pool
integrated downward mass flux. Except for the cold-pool frequency, the median of the distributions is displayed with 95% confidence
intervals estimated by bootstrapping
3.2 Sensitivity of cold-pool properties
to resolution
Having established strong indications for the influence
of cold pools on the initiation and diurnal cycle of con-
vection, it follows that the appropriate representation of
cold-pool dynamics in convection-permitting models is
vital. We will evaluate whether cold pools and the related
CI are indeed appropriately represented at all resolutions
and hence insensitive to model resolution.
For the first two days in Figure 6b, no systematic differ-
ences in the diurnal cycle of precipitation between model
resolutions are visible. For the third case, 6 June 2016,
the coarsest model shows a higher peak in the early after-
noon and increased model resolution results in a shift
of cold-pool-related precipitation towards the evening. A
similar, but less pronounced behaviour is also visible for
the last day, 1 August 2016. Surprisingly, on this day,
precipitation outside cold pools shows a relatively strong
sensitivity to model resolution, related to many small, scat-
tered precipitation cells over Northern Germany in the
coarsest model, which become less frequent at higher res-
olutions.
To investigate the resolution dependence of cold pools
more systematically, we now examine distributions of
cold-pool properties. Figure 8 summarizes the most evi-
dent differences between resolutions. For all four days,
the number of cold pools is reduced at higher resolutions.
The size of cold pools (i.e., the equivalent radius), on the
other hand, increases with resolution. These observations
are also in accordance with the visual impression given
in Figure 3. Cold pools are generally more intense (inte-
grated or averaged over their areas), and have stronger
precipitation (mainly on the first and last days) and inte-
grated downward mass flux at higher resolutions. Some of
these differences between model resolutions are relatively
small compared to the day-to-day variability. Especially the
first day (5 July 2017) is different, since it has only a few,
enormous, cold pools (Figure 1). Overall, the dependencies
of cold-pool properties are quite systematic, despite the
large differences in their absolute values from day to day.
Having seen systematic dependencies of cold-pool
properties on resolution, we now look for correspond-
ing sensitivities in CI and cold-pool edge properties that
may impact initiation. Comparing the model resolutions
in Figure 7b, the last two days show a substantial sensitiv-
ity to the relative importance of cold-pool-driven CI in the
cold-pool boundary region. This sensitivity becomes espe-
cially evident in the evening, when the higher resolutions
are associated with more persistent convective activity (6
June 2016), or simply a higher peak (1 August 2016). Again
we consider cold-pool objects and focus now on the char-
acteristics of their edges. Medians of CI-related variables
are displayed in Figure 9, namely triggering probability,
mean and total upward mass flux, and 95th percentiles of
vertical velocity and buoyancy. Figure 9 shows a modest
tendency towards increasing triggering probability with
higher model resolution. Mean and total upward mass flux
and 95th percentile of vertical velocity increase systemati-
cally with resolution, although the strength of the increase
varies between days. In contrast, the 95th percentile of
buoyancy at the cold-pool edge does not show a systematic
dependence. While the first day shows enhanced buoyancy
in higher resolutions, the buoyancy on the other three days
is relatively insensitive, or even decreases slightly with
model resolution.
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F I G U R E 9 Overview of differences
in cold-pool populations with regard to
their boundary regions and convective
initiation: (a) triggering probability, (b)
upward mass flux averaged over each
cold-pool boundary (1 km), (c) upward
mass flux integrated over the cold-pool
boundary area, (d) 95th percentile vertical
velocity (1 km) at cold-pool boundaries,
and (e) 95th percentile of buoyancy
(150 m) at cold-pool boundaries. Median
of the distributions is displayed with 95%
confidence intervals estimated by
bootstrapping
Concerning our second research question, we find that
coarser models have more, but smaller and less intense,
cold pools. Their cold pools also have weaker gust fronts
(with respect to upward mass flux/vertical velocity) and
a tendency towards reduced initiation of convection. The
combination of these differences are also evident in diur-
nal cycles of total cold-pool precipitation.
3.3 Identifying causes of the resolution
dependence of convective initiation
Given the results from the previous section, can we con-
clude that the weaker vertical velocity in coarser models
causes a reduction of CI? Figure 10a shows that higher
mean upward mass flux is related to higher triggering,
which would endorse such a conclusion. However, the
triggering differences might be caused by differences in
cold-pool intensities. And while we observe differences
between gust front strengths for all days, the difference
in CI is only clear for the last two days. Figure 10b fur-
ther seems to suggest that an increase in buoyancy at the
cold-pool boundaries is related to more CI. Can we still
neglect buoyancy because differences between resolutions
are not as systematic?
To disentangle such different aspects, we follow the
approach of Pearl (2013) and Chen and Pearl (2014) to
investigate the causal pathways under the assumption
of linearity (as described in Section 2 for a short intro-
duction). Our goal is to identify how model resolu-
tion R impacts convective initiation P[CI]. We distin-
guish between the formulation of our causal model
(Section 3.3.1) and the estimation of causal path coef-
ficients (Section 3.3.2). In subsection 3.3.1, we describe
the design of a causal graph representing our conceptual
understanding of the relevant pathways through which
changes in model resolution may impact CI. We identify
which indirect effects are reasonable and which confound-
ing variables exist, and specify a causal graph structure
with several acyclic, directed pathways from resolution
R to triggering probability p[CI]. In subsection 3.3.2, we
quantify these different pathways by applying multi-linear
regression. After normalizing the data by subtracting
the mean and dividing by standard deviation, we esti-
mate each path coefficient using a linear regression and
include additional variables as predictors, as specified by
the single-door criterion. Aggregated pathways are then
derived by multiplication or addition of sequential or
parallel paths. For statistical uncertainty quantification,
we apply bootstrapping (N =1,000). The magnitudes of
the different, aggregated pathways allow us to draw con-
clusions about the relative importance of each pathway.
To evaluate the robustness of our causal model and the
subsequent estimated causal effects, we further evalu-
ate the sensitivity of our model to some modifications.
(Section 3.3.3).
3.3.1 Causal structure
To determine the dominant effect of model resolution
on triggering probability by cold pools, we propose a
causal structure as illustrated in Figure 11. The selected
variables of interest are model resolution (R), cold-pool
integrated intensity (I), cold-pool boundary 95th per-
centile buoyancy (B), mean upward mass flux at cold-pool
boundaries (G), and triggering probability (P) at cold-pool
boundaries.
Model resolution Our goal is to identify the main path-
way through which model resolution (R) impacts convec-
tive initiation (P). A direct effect is represented by the
arrow from R to P. This pathway could also incorporate
indirect pathways that are not represented in the causal
model, for example, differences in vertical acceleration,
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F I G U R E 10 Dependence of triggering probability at cold-pool boundaries on (a) mean upward mass flux (1 km) and (b) 95th
percentile buoyancy (150 m). Triggering probability has been binned according to mass flux and buoyancy. To reduce sparse data ranges,
values below or above the displayed ranges of mass flux and buoyancy have been set to the threshold values
condensation processes or entrainment/detrainment due
to model resolution. We have further observed that model
resolution affects cold-pool intensity and vertical veloc-
ity. These dependencies can be related to microphysical
processes, surface fluxes or vertical acceleration. For buoy-
ancy, the influence was not found to be very systematic,
but we evaluate its strength in this model anyway. These
causal relationships are represented by the arrows from R
to I, G and B.
Cold-pool intensity It is reasonable to assume that
stronger cold pools have different buoyancy (B) or vertical
velocity (G) at the cold-pool boundary. Hence, we draw two
paths IB and IG. We have further included a direct arrow
from cold-pool intensity to CI to evaluate whether we are
missing some important processes that are not captured by
buoyancy or vertical velocity (IP).
Buoyancy Buoyancy certainly influences vertical veloc-
ity, but there might also be a direct effect on trigger-
ing. These effects are represented by the arrows BG
and BP.
Gust front The impact of gust front upward mass flux
(mean) on CI is represented by the arrow GP.
Triggering We don't consider any impact of triggering
on other variables. Hence there is no feedback and we
consequently have a directed acyclic graph. This is a nec-
essary feature to enable the following estimation of causal
pathways.
Furthermore, we have included the synoptic situation
and diurnal cycle (D), as represented by the variables given
in Figure 2. This is necessary because we expect them
to be common drivers for cold-pool intensity, buoyancy,
gust front and CI. However, time of day is not taken into
account explicitly.
Several noteworthy assumptions have been made with
regards to the causal structure. First, no temporal evo-
lution or time lag is considered. Hence we assume that
the autocorrelation time-scale of the variables of interest
F I G U R E 11 Conceptual causal model of how model
resolution can impact convective initiation. Black arrows are used
to emphasize their role as common driver. Blue/red arrows are used
for paths that influence how model resolution (R) impacts
convection initiation (P). The red paths display the identified
dominant pathway. The text gives further explanation
is longer than the time it takes for stronger cold-pool
intensities to affect gust fronts, buoyancy or CI. This also
means that the data are not independent, as subsequent
time steps may include the same, temporally correlated,
cold pool. The causal time series approach introduced
by Runge et al. (2015) is likely better suited for time
series and we consider its application to tracked cold pools
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in the future. We also neglect any feedback cycles, for
example, that stronger CI might lead to a strengthen-
ing of cold pools. This is justified if the autocorrelation
time-scale of the variables of interest is expected to be
smaller than the 15–30 min time-scale for precipitation
development. Furthermore, no impact of model resolution
on synoptic conditions is assumed (no link between R and
D). This is justified by the small resolution sensitivity of
the domain-aggregated, large-scale variables in Figure 2.
Finally, we assume that we have captured all major vari-
ables that have a strong influence on at least two of the vari-
ables of interest (assumption of no unobserved common
drivers).
3.3.2 Estimating causal effects
To estimate the path coefficients of the causal graph, we
apply multiple linear regression based on the single-door
criterion using all identified cold pools at all time steps.
The predictor sets considered for each path are listed
in Appendix B. The resulting average path estimates are
illustrated in Figure 12a. As expected, strong paths are
observed between buoyancy and gust front upward mass
flux, and also between gust front mass flux and triggering
probability. However the impact of buoyancy on trigger-
ing probability seems to be completely mediated by the
gust front. More intense cold pools lead to an increase in
buoyancy and a small decrease in upward mass flux (the
signs of these paths arise from the fact that intensity is
negative). The graph further shows that, in comparison
to synoptic conditions, model resolution is of secondary
importance for the variables of interest. Hence, all mod-
els are able to capture the dominant, physical processes.
This is to be expected and does not undermine the impor-
tance of comparably small, systematic biases due to model
resolution.
To evaluate dominant direct and indirect pathways
between resolution and triggering probability, aggregated
path estimates are displayed in Figure 12b. The ∗ in R ∗ B ∗
P denotes that all possible direct or indirect paths between
the two specified variables are accounted for. This shows
that the RP, RIP, RIGP and R ∗ B ∗ P paths are relatively
small. Hence, the dependence of the cold-pool intensity
and the buoyancy on resolution do not play an impor-
tant role for triggering probability. The RGP path clearly
dominates: larger grid sizes decrease upward mass flux at
the cold-pool boundaries, which consequently reduces CI.
The displayed, de-normalized value of −0.017 means that
if model grid size is increased from 156 to 625 m, trigger-
ing probability will be reduced by 0.017. This is somewhat
less than some of the differences observed in Figure 9,
but is still of comparable magnitude. Furthermore, this
T A B L E 2 Estimation of direct path
coefficients. To allow the estimation of path
coefficients by multiple linear regression,
adjustment sets need to be included
Path Adjustment set
R→I [ D ]
R→B I, D
I→B R, D
R→G I, B, D
I→G R, B, D
B→G R, I, D
R→P I, B, G, D
I→P R, B, G, D
B→P R, I, G, D
G→P R, I, B, D
Note: The necessary adjustment sets are given by
the single-door criterion. They are then used as
additional predictors (together with the parent of
the direct path) within the multiple linear
regression for predicting the child of the given
path. For the R→I path, the adjustment set [D] is
not strictly necessary, since no link between RD is
assumed.
corresponds to a difference of 10–30% in median triggering
probability.
3.3.3 Robustness
The statistical robustness of the results and their sensitiv-
ity to several of the assumptions made in constructing the
causal graph are examined in Appendix C3. This includes
tests of the statistical significance of the linear regression
results, the linearity of the response to changing model
resolution, selecting different variables as proxies for gust
front or cold-pool intensity, sensitivity to stratification by
days, and of the impact of model resolution on the synoptic
conditions. One noteworthy concern arises from some-
times relatively small R2 values, which can imply that
several informative variables may not be included in our
causal graph. This can increase the likelihood of miss-
ing a common driver, which causes biased causal effect
estimates (Appendix C3. gives more details).
Nonetheless, the causal effect estimates vary moder-
ately under most modifications with no strong dependence
on the specific resolution range or the selected variables.
Only the stratification of the data into the four individ-
ual days substantially influences the causal effects. The
path estimates computed for each of the four days are
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F I G U R E 12 (a) Causal structural model of how model resolution can impact convective initiation. Single estimated path coefficients
(normalized) are displayed and qualitatively visualized by the thickness of the various paths. Negative arrows (red) indicate that an increase
in the parent variable results in a decrease of the child variable. The paths from the diurnal/synoptic variables display the sums over all
diurnal/synoptic variables for better visualization and are coloured in grey. (b) Aggregated path estimates, de-normalized to represent the
causal effect of changing model resolution from 625 to 156 m on triggering probability. (c) is as (b), but with stratification by days. Note that
(b) cannot be obtained simply as the average over the four days of (c). The whiskers of the box plots correspond to the 95% confidence
intervals from bootstrapping
illustrated in Figure 12c. The estimates for the paths RIP
and RIGP show some variability between days, but the
values are all close to zero. The path estimates of the
R*B*P path show stronger variability among the days,
although centred around zero. The RGP path, which we
have earlier identified as the dominant path, shows mod-
erate variability between the days, with values ranging
from –0.02 to –0.04. Thus, this effect is relatively robust to
the stratification by days and is consistently stronger than
other indirect effects. On the other hand, the direct effect
of resolution on triggering (RP) shows a strong sensitiv-
ity to the day, ranging from 0.03 to –0.01. Since the direct
RP path includes influences of causal processes not rep-
resented explicitly in the graph, it is interesting to note
that it is strongest on 29 May 2016, when the diurnal cycle
of precipitation is disturbed by strong synoptic forcing. In
such situations the initiation of convection may be less
influenced by cold-pool effects.
Overall, we conclude that the relatively robust
RGP path predominates in most situations. Hence,
to answer our third research question, the reduction
in cold-pool-driven CIin coarser models is a direct
result of reduced upward mass flux at cold-pool bound-
aries. However, the eventual impact on precipitation
is very dependent on the weather situation, since the
dominant RGP path can be partially compensated by other
processes.
4 SUMMARY AND DISCUSSION
The aim of this work is to identify the relevance of
cold pools for the diurnal cycle and the organiza-
tion of convection; whether convection-permitting mod-
els can adequately represent cold-pool-driven CI; and
which misrepresented processes dominate the deficien-
cies in cold-pool-driven CI. To do so, we compared avail-
able high-resolution ICON simulations with grid sizes
156, 312 and 625 m of four selected days over Germany
and identified cold pools, cold-pool boundaries and CI
locations.
The first research question was to determine whether
cold pools are a significant factor for the diurnal cycle
and organization of convection. To address this, we have
evaluated identified cold pools and quantified the related
precipitation and CI. We found strong links between pre-
cipitation and cold pools. Although day-to-day variability
is high, cold-pool-driven CI can be as much as 50% of
the total CI. For two of the four days, this is especially
prominent in the late afternoon and evening. Cold-pool
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boundary regions, where gust fronts occur, were identi-
fied as very efficient convection initiators, with triggering
probabilities several times higher than outside cold pools.
Consistent with previous studies (e.g., Böing et al., 2012;
Schlemmer and Hohenegger, 2014; Feng et al., 2015), these
results demonstrate the importance of cold pools for con-
vection organization and the diurnal cycle of convection,
but also the strong role of the synoptic environment.
The second research question asks whether
convection-permitting models can accurately represent
the CI process. This was addressed by evaluating the sen-
sitivity of cold-pool-related properties to model resolution,
using simulations with grid sizes from 156 m, where there
is some hope of resolving the relevant processes, to 625 m,
where the characteristic errors of convection-permitting
models should be apparent. For two of the four days, we
identified a significant sensitivity of the diurnal cycle of
precipitation and CI to model resolution. The cold pools
themselves were found to be smaller and less intense at
coarser resolutions, which is in agreement with the results
from Squitieri and Gallus (2020). Regarding the influence
of model resolution on CI, a reduced triggering probabil-
ity with increasing grid size was found for two of the four
simulated days. Vertical velocity and upward mass flux
at the gust fronts was reduced with increasing grid sizes,
while buoyancy in this region did not show a systematic
sensitivity. These findings show that coarser models have
difficulties in representing cold-pool-driven CI. However
the specific character seems to depend on the large-scale
situation.
The third research question is concerned with which
errors in the coarse-resolution simulations lead to the
observed differences in CI with changing model resolu-
tion. To evaluate the relative importance of different causal
mechanisms, we applied a linear causal effect estimation
based on causal graphs. Again the day-to-day variability
is large, but a systematic and dominant causal effect was
identified: coarser models yield weaker updraughts at the
cold-pool gust fronts which then cause reduced CI. Since
the intensity of the cold pools and the buoyancy of the
lifted air do not appear to play a role in the sensitivity, it is
likely that the reduced upward motion at the boundary is
simply a result of increased numerical diffusion at the gust
front.
The causal analysis is based on several assumptions of
the underlying model, which have been mentioned and
tested to some extent in Sections 3.3.1, 3.3.3 and Appendix
C3. Open issues include the possibility of missing com-
mon drivers, for example, due to neglecting the temporal
evolution of cold pools or due to missing other variables.
This possibility is strengthened by moderately high R2 val-
ues (Appendix C3.). Furthermore, by using identified cold
pools from 5 min model output, subsequent time steps
include the same cold pools and the data are not indepen-
dent. This may cause an overestimation of the significance.
Extensive testing of the robustness of the causal analy-
sis revealed one important sensitivity, namely the depen-
dence on the different synoptic conditions present on the
four days. This resulted in large variability of the direct
effect of model resolution on triggering probability (RP).
On some days, this direct effect partially compensates the
effect of reduced CI by weaker gust fronts (RGP), whereas
on other days, the effect is negligible or complements the
RGP path. Since the direct path includes the effects of
mechanisms not represented in the causal graph (which
was focused on cold-pool processes), it may become impor-
tant when strong synoptic forcing leads to convective
quasi-equilibrium and local triggering processes are less
relevant (Keil et al., 2014). To investigate such processes
thoroughly will require a much larger number of sim-
ulation days than are currently available. However, it is
worth recallingthat there was no day in the current anal-
ysis where the RP path became as strong as the dominant
RGP path.
While we investigated the causes for the reduced trig-
gering probability for our third research question, we have
not addressed the causes for the differences in cold-pool
sizes and intensities. We speculate that the following pro-
cesses may be relevant. First, the representation of cloud
microphysics can have a substantial influence on precip-
itating downdraughts or on sub-cloud layer evaporation,
which can in turn influence cold-pool numbers, sizes and
intensities. Entrainment or detrainment into or from the
downdraught or the cold pool can also be relevant. They
are mostly determined by turbulence parametrizations,
which show substantial deficiencies even in models with
resolutions of a hundreds of metres, often denoted as the
grey zone of turbulence parametrization (e.g., Honnert,
2016). Surface fluxes have also been found to have a sig-
nificant impact on cold pools (Gentine et al., 2016; Grant
and van den Heever, 2018) and can be sensitive to the res-
olution of small-scale surface features. Finally, stronger
CI at the gust front can result in reinforcement of the
original cold pool and thereby increase cold-pool size and
intensity (Böing et al., 2012; Schlemmer and Hoheneg-
ger, 2014). Further analysis of the statistics of cold pools
and the mechanisms that influence them within the ICON
simulations is planned for a future publication.
The original motivation for this study came from sys-
tematic errors observed in km-scale numerical weather
prediction models. The extrapolation of the present results
to such models is based on two critical assumptions. First,
the highest-resolution simulation examined here must
behave sufficiently similarly to the real atmosphere to
serve as reference. A thorough evaluation of the ICON con-
figuration used here (Heinze et al., 2017) confirms that
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the highest-resolution configuration is able to reproduce
observed turbulence profiles well, and generate cloud-size
distributions that are more realistic than for the coarser
resolutions. Pscheidt et al. (2019) still find some deficits
in precipitation and cloud coverage, but convective orga-
nization seems to be well captured. Second, the errors
in the coarser resolution runs must be representative of
errors found in the NWP models, if the results are to
provide guidance for correcting those errors. There is
one concern regarding the different approaches for tur-
bulence parametrizations. While a three-dimensional tur-
bulence closure (Heinze et al., 2017) was employed in
the hectometer-scale simulations analysed, most km-scale
models are equipped with a one-dimensional planetary
boundary-layer scheme (e.g., Kealy, 2019). However, both
hectometer- and km-scale models suffer from similar defi-
ciencies: the lag in timing of the diurnal cycle of convection
and a relative lack of convective organization, especially
late in the day (e.g., Baldauf et al., 2011; Clark et al.,
2016; Rasp et al., 2018). Hence we conclude that the biases
obtained here in cold-pool-driven CI for hectometre sim-
ulations are valid and likely even more pronounced in
km-scale models, and that they are partially responsible
for biases in precipitation forecasts. However, given the
large day-to-day variability seen here, future studies using
much longer time periods are desirable.
One feature of this study is the relatively uncommon
application of linear causal analysis in atmospheric sci-
ences. The main advantage lies in the formal framework,
which specifies how causal effects can be estimated from
non-interventional data without the need for complex
methods. As we have demonstrated, such methods are also
helpful for simulation datasets where focused interven-
tions are often not feasible. The increasing availability of
computationally expensive high-resolution model output
(Heinze et al., 2017; Stevens et al., 2019; Stevens et al., 2020)
and very large ensembles of simulations (e.g., Necker et al.,
2020) will provide new opportunities to explore the phys-
ical processes controlling cumulus convection and many
other weather phenomena across a wide range of scales.
Causal methods such as applied here have great potential
to give insight into these complex datasets.
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A Computational set-up and data processing
The simulated data have been analysed using mostly open
source tools within the Python environment. The pack-
ages used include numpy (van der Walt et al., 2011), scipy
(Virtanen et al., 2019), xarray (Hoyer and Hamman, 2017),
pandas (McKinney, 2010), seaborn (Waskom et al., 2018),
matplotlib (Hunter, 2007) and enstools5. The final data
analysis has been conducted within two Jupyter notebooks
which are available on github (Hirt, 2020). The data rele-
vant for these notebooks are published as (Mirjam et al.,
2020).
B Single-door criterion for the causal model
We provide the outcome of applying the single-door crite-
rion (Section 2) to our causal structure (Figure 11). Each
set of adjustment variables that are necessary to estimate
the direct causal effects by means of linear regression
is given in Table 2. The D in brackets for the RI path
marks a special situation: It is not necessary to include the
5Enstools is a python package for processing of atmospheric, ensemble
simulations currently under development within the Waves to Weather
project (www.wavestoweather.de). It can be made available on request.
diurnal/synoptic variables for the RI path, because we
have postulated that model resolution does not impact
the large scale situation. However, including it should not
affect the regression estimate either, unless this hypothesis
is violated. In the following section, we will also evaluate
this hypothesis by comparing the regression estimates of
RI when the diurnal/synoptic conditions (D) are included
or excluded.
C Sensitivity and robustness of the causal analysis
In this section we test the robustness of our causal anal-
ysis to some of the more important assumptions used in
constructing the graph.
C.1 Evaluation of linear regression
By evaluating some standard properties of the applied
linear regressions, some weak conclusions for our causal
model can be drawn. We focus here on the p-values, which
contain similar information as the bootstrapping, and the
coefficients of determination R2 (Wilks, 2011).
The p-values, displayed in Figure 1a,b, are mostly small
(below 0.05), which suggest that the estimated correla-
tion coefficients differ significantly from zero. This implies
that the corresponding variables, which we have identi-
fied, are indeed correlated. It follows that the variables
are not d-separated under the adjustment sets given in
Table 2. Consequently, there must be some causal connec-
tion between the selected variables. However, this causal
connection does not have to correspond to our causal
structure (Pearl, 2009). Note that the RP and BP path
(Figure 1a) and a few path coefficients for single days
(Figure 1b), do not yield small p-values and no causal
connection can be inferred.
The R2 values are given in Figure 1c,d and character-
ize the relative amount of variability that can be explained
by the predictors. For gust front mass flux and trigger-
ing probability as predictands, the R2 values are approx-
imately 0.4 (Figure 1c), which implies that a substantial
part of their variability is included in our model. If sep-
arate days are considered, the highest R2 values are ∼0.8
(Figure 1d). Such high values confirm that a substantial
part of the information necessary to determine the predic-
tor has been included. It is consequently less likely that we
have missed influential common drivers. Unfortunately,
not all cases show such high R2 values. This can be prob-
lematic, if the missing informative variables also influence
other variables of our causal model (common driver).
C.2 Stratification by model resolution
We can further evaluate the causal effects by using
only two of three model resolutions. Corresponding causal
effects are displayed in Figure 2. We find that no sub-
stantial differences exist whether 156–312 m, 312–625 m or
2226 HIRT et al.
F I G U R E A1 The (a, b) p and (c, d) R2 values of the estimated path coefficients. (a, c) are for all cold pools and (b, d) when stratified by
the four different days. The whiskers of the box plots correspond to the 95% confidence intervals from bootstrapping
F I G U R E A2 Aggregated path coefficients computed using
only two of the three model resolutions. The whiskers of the box
plots correspond to the 95% confidence intervals from bootstrapping
156–625 m are compared. Hence, within the given range
of model resolution, the sensitivity to model resolution is
indeed sufficiently linear.
C.3 Stratification by days
As described in Sections 3 and 4, the causal effects can
also be evaluated for each day. The high variability in the
RP path implies that the large-scale conditions influence
the RP effect, violating our linearity assumption. Since this
is an important sensitivity, it is discussed extensively in the
main text.
F I G U R E A3 Normalized path estimates for the impact of
model resolution on cold-pool intensity (RI path) by including or
excluding the diurnal/synoptic variables (D) as adjustment set for
the linear regression. The whiskers of the box plots correspond to
the 95% confidence intervals from bootstrapping
C.4 Sensitivity of chosen synoptic variables
We have specified six synoptic variables which we
use to describe the synoptic and diurnal situation.
We have also considered several other variables (e.g.,
specific humidity, virtual potential temperature) and used
each variable separately. However, these modifications
in the synoptic variables did not lead to any substantial
deviations in the estimated direct and indirect path
coefficients from model resolution to triggering probability
(not shown).
C.5 Different variables
The choice of variables used to specify the I- and
G-node is not unambiguous. Consequently we have evalu-
ated several reasonable possibilities. We have determined
the I-node by the area-averaged intensity, area-integrated
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intensity or the effective radius of the cold pools. To mea-
sure the gust-front strength, we have considered 95th per-
centile vertical velocity and area-averaged or -integrated
upward mass flux within the cold-pool boundaries.
However the different combinations of variables did not
substantially impact the results of the causal path esti-
mates (not shown).
C.6 Impact of resolution on synoptic conditions
Properly evaluating the effect of model resolution
on the diurnal/synoptic conditions (RD) is not trivial,
because links between the different large-scale variables
are to be expected (this complicates the identification).
An indication that this RD effect is small is provided
by the small, mostly unsystematic, differences between
resolutions of each large-scale variable (Figure 2). Addi-
tionally, we can include or exclude the large-scale variables
when estimating the RI path. If there is indeed no link
between model resolution and diurnal/synoptic condi-
tions, then both estimates will be equal. The corresponding
two estimates for the RI path are displayed in Figure 3.
The strongly overlapping distributions of the bootstrap-
ping sample suggest that the two estimates are not sig-
nificantly different. Thus, it is reasonable to neglect a
causal connection between model resolution and synoptic
conditions.
