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Abstract: In this paper, we developed the group analysis to the time Fractional
Porous Medium Equation (FPME) and the time Fractional Dual Porous Medium Equa-
tion (FDPME). The symmetry groups and the corresponding optimal systems of these two
equations are obtained. Based on the above results, similarity reductions are performed
and some explicit group invariant solutions are constructed.
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1 Introduction
Fractional calculus plays a significant role in various fields such as electrochemistry, vis-
coelasticity, rheology, biology and physics [1, 2, 3, 4]. Though it is a generalization of the
calculus with integer order, it almost emerges at the same time as classical calculus, which
can be traced back to Newton and Leibniz. In recent years, fractional calculus has drawn
considerable attention because it is more reasonable to use the models with the fractional-
order derivative to describe the nonlinear phenomena than the integer-order models [5].
A multitude of methods such as variational iteration method [6], homotopy perturbation
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method [7], Adomian decomposition method [8], differential transform method [9, 10] and
the invariant subspace method [11] have been used to solve the Fractional Partial Differen-
tial Equation (FPDE) and the study of the FPDE has made substantial progress.
It is acknowledged that Lie symmetry analysis is an effective and systematic method for
the study of the Partial Differential Equation (PDE) [12]. This method was first proposed
by Sophus Lie in nineteenth century and further generalized by Ovsianikov [13] and others
[12, 14, 15]. Symmetries of ordinary differential equation have been studied by Kasatkin
and his collaborator [16, 17]. The time fractional linear equation under scaling transfor-
mation and its solutions have been represented in [18]. Recently, some time fractional
nonlinear equations have been studied, such as fractional heat conduction equation [19],
fractional diffusion equation [20], fractional Burgers equation and Korteweg-de Vries equa-
tion [21, 22, 23], fractional Harry-Dym Type equation [24, 25] .
Porous Medium equation (PME) has a wide range of applications in physics, diffusion pro-
cess and engineering science [26, 27, 28, 29]. PME is derived from the flow of isentropic
gas which is governed by the equation of state, conservation of mass and Darcy’s law [30].
Darcy’s law can be derived from the resistance relationship encountered in laminar flow in
porous media [31, 32, 33]. So we can get the one dimensional PME ∂u
∂t
= (ur)xx by eliminat-
ing the p, v in Darcy’s law. In recent years, this type equations have aroused widespread
concern. Estevez and Qu constructed functional seperation of variables solutions of the
generalized PME by the generalized conditional symmetry approach [34]. Bonforte and
Grillo studied the asymptotics of the PME using Sobolev inequalities [31]. Caffarelli and
Vazquez introduced the one dimensional fractional version of the porous medium equation
and proved the existence of weak and bounded solutions propagating with finite speed [35].
Carrillo and Huang deduced the exponential convergence towards stationary states for the
one dimensional PME with fractional pressure [32]. Stan and Teso investigated the type of
solutions by the transformations of Self-Similar solutions [36]. Pablo and Quiros developed
a theory of existence, uniqueness and regularity for the PME with fractional diffusion and
constructed an L1-contraction semigroup [37]. It were Biler and Imbert who showed the
existence of sign changing weak solutions and constructed explicit compactly supported
self-solutions of nonlocal PME [38]. And the Dual Porous medium equation has been dis-
cussed in [11] with the invariant subspace method.
For the sake of obtaining more information to comprehend the Porous Media type equa-
tions, by the Lie symmetry analysis, we consider the following one dimensional time FPME
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and time Fractional Dual Porous Medium equation (FDPME) which read:
∂αt u = (u
r)xx = r(r − 1)u
r−2u2x + ru
r−1uxx, (1.1)
and
∂αt u = a(uxx)
2 + buxuxx + c[uuxx −
2
3
(ux)
2], (1.2)
respectively, where u = u(x, t) is the unknown and represents the scaled density. 0 < α <
1, r > 0, r 6= 1 and a, b, c are real numbers, ∂αt is the Riemann-Liouville fractional derivative
operator with order α.
This paper is organized as follows. In section 2, we introduce the definition of Riemann-
Liouville derivative with related properties and the approach of Lie symmetry analysis.
In Section 3, we use the Lie symmetry analysis to solve the time FPME. In addition, we
construct the optimal system of subgroups admitted by the FPME. Also, the similarity
reduction is performed and group-invariant solutions of FPME are obtained. In section
4, the symmetry algebra admitted by FDPME and the corresponding optimal system are
derived. Furthermore, the group-invariant solutions to FDPME is established after finishing
the similarity reduction .
2 Notation and Preliminaries
Definition2.1: Suppose n ∈ N . The Riemann-Liouville fractional derivative is defined by
∂αt u =


∂nu
∂tn
, if α = n,
1
Γ(n− α)
∂n
∂tn
∫ t
0
(t− s)n−α−1u(t, s)ds, if 0 < n− 1 < α < n.
(2.1)
Where ∂
n
∂tn
is the usual partial derivative of integer order n and Γ(x) =
∫∞
0 t
x−1e−tdt. Some
useful formulas and properties of Riemann-Liouville derivative were summarized in [5] and
one of them is listed as follows:
∂αt t
γ =
Γ(γ + 1)
Γ(γ + 1− α)
tγ−α, γ > 0, (2.2)
Consider the general time FPDE with the form
∂αt u = F (t, x, ux, uxx, · · · ). (2.3)
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Assume (2.3) is invariant under a one parameter Lie group of point transformations
t∗ = t+ ǫτ(x, t, u) +O(ǫ2),
x∗ = x+ ǫξ(x, t, u) +O(ǫ2),
u∗ = u+ ǫη(x, t, u) +O(ǫ2),
∂αt∗u
∗ = ∂αt u+ ǫη
0
α(x, t, u) +O(ǫ
2),
∂x∗u
∗ = ∂xu+ ǫη
x(x, t, u) +O(ǫ2),
∂2x∗u
∗ = ∂2xu+ ǫη
xx(x, t, u) +O(ǫ2).
(2.4)
Where τ , ξ, η are infinitesimals and η0α, η
x, ηxx are extended infinitesimal of orders α, 1
and 2, respectively. The formulas of η0α, η
x, ηxx are
η0α = D
α
t (η) + ξD
α
t (ux)−D
α
t (ξux) +D
α
t (uDt(τ))−D
α+1
t (τu) + τD
α+1
t (u)
=
∂αη
∂tα
+ (ηu − αDtτ)
∂αu
∂tα
− u
∂αηu
∂tα
+ µ+
∞∑
n=1
[Cnα
∂nηu
∂tn
− Cn+1α D
n+1
t (τ)]D
α−n
t (u)
−
∞∑
n=1
CnαD
n
t (ξ)D
n
t (ξ)D
α−n
t (ux).
(2.5)
where
Cnα =
Γ(α+ 1)
Γ(n+ 1)Γ(α + 1− n)
,
µ =
∞∑
n=2
n∑
m=2
m∑
k=2
k−1∑
r=0
CnαC
m
n C
r
k
1
k!
tn−α
Γ(n+ 1− α
[−u]r
∂m
∂tm
[uk−r]
∂n−m+kη
∂tn−m∂uk
,
ηx = Dx(η)− utDx(τ)− uxDx(ξ), (2.6)
ηxx = Dx(η
x)− uxtDx(τ)− uxxDx(ξ), (2.7)
and the symbolsDt andDx indicate the total derivatives with respect to t and x respectively,
that is
Dt = ∂t + ut∂u + utt∂ut + uxt∂ux + · · · ,
Dx = ∂x + ux∂u + utx∂ut + uxx∂ux + · · · ,
with the infinitesimal generator
V = τ∂t + ξ∂x + η∂u, (2.8)
where
τ =
dt∗
dǫ
|ǫ=0, ξ =
dx∗
dǫ
|ǫ=0, η =
du∗
dǫ
|ǫ=0.
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According to the infinitesimal invariance criterion, (2.3) admits (2.4) if and only if the
prolonged vector field pr(α,2)V annihilates (2.3) on its solution manifold [14], namely,
pr(α,2)V (△1)|△1=∂αt u−F=0 = 0,
And the operator pr(α,2)V takes the form
pr(α,2)V = V + η0α∂∂αt u + η
x∂ux + η
xx∂uxx , (2.9)
where η0α, η
x, ηxx satisfy (2.5), (2.6), (2.7), respectively.
Since we intend to construct the group-invariant solution, the definition of invariant solu-
tions is given as follows.
Definition 2.2 u = Θ(x, t) is an invariant solution of (2.3) corresponding to (2.8) if and
only if (i) u = Θ(x, t) is an invariant surface of (2.8), i.e
ξ(x, t,Θ)Θx + τ(x, t,Θ)Θt = η(x, t,Θ).
(ii) u = Θ(x, t) solves (2.3).
We can find the following results from [39], which will help us solve equations later.
Lemma 2.1[39] (i) Let α > 0. If β+α1−r > −1, λ, β ∈ R, then the α-th order fractional
differential equation
∂αt g(t) = λ(t− a)
β [g(t)]r, (t > a;m > 0,m 6= 1), (2.10)
has the following explicit solutions:
g(t) = [
Γ(α+β
r−1 + 1)
λΓ(αr+β
r−1 + 1)
]
1
r−1 t
α+β
1−r . (2.11)
(ii) Let α > 0. If 2(α + β) > −1, then the α-th order fractional differential equation
∂αt g(t) = λ(t− a)
β [g(t)]
1
2 , (t > a;λ, β ∈ R,λ 6= 0), (2.12)
has the exact solution
g(t) = [
λΓ(α+ 2β + 1)
Γ(2α+ 2β + 1)
]2(t− a)2(α+β). (2.13)
(iii) Let α > 0. If α+ β < 1, then the α-th order fractional differential equation:
∂αt g(t) = λ(t− a)
β[g(t)]2, (t > a;λ, β ∈ R,λ 6= 0), (2.14)
has the exact solution
g(t) =
Γ(1− α− β)
λΓ(1− 2α− β)
(t− a)−(α+β). (2.15)
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3 Lie symmetry analysis, optimal system and similarity re-
duction for the time FPME
In this section, we will employ the symmetry analysis method introduced above to construct
the symmetry group of the time FPME. Then we establish the optimal system of the
obtained algebra and the group invariant solutions.
3.1 Lie symmetry analysis for the time FPME
For the time FPME (1.1), the invariance criterion takes the form
[η0α−2r(r−1)u
r−2uxη
x−rur−1ηxx−r(r−1)(r−2)ur−3ηu2x−r(r−1)u
r−2ηuxx]|∂αt u=(ur)xx = 0.
Taking the coefficients of linearly independent derivatives ut, ux, uxx, · · · , and ∂
α−n
t ux,
∂α−nt u to be zero in the above relation, we can obtain the following determining equations.
Cnα∂
n
t (ηu)− C
n+1
α D
n+1
t (τ) = 0, n = 1, 2, 3, ...,
(r − 1)ηx + u(ηxu − ξxx) = 0,
αDt(τ)u− 2uξx + (r − 1)η = 0,
α(r − 1)uτt + (r − 1)uηu − 2(r − 1)uξx + u
2ηuu− 2u2ξxu + (r − 1)(r − 2)η = 0,
τx = τu = ξt = ξu = ηxx = 0,
Solving the above determining equations yields the following general solutions:
τ = C1t+ C2, ξ = C3x+ C4, η =
2C3 − αC1
r − 1
u. (3.1)
At the same time, in order to satisfy the invariant condition of Lie symmetry for fractional
differential equation (3.1), we have
τ(x, t, u)|t=0 = 0,
Thus, the infinitesimal generator of (1.1) is
V = C1t∂t + (C3x+ C4)∂x + (
2C3 − αC1
r − 1
)u∂u.
Therefore, we can obtain the following result on the symmetry group of equation (1.1):
Theorem 3.1 The symmetry group of the time FPME (1.1) is spanned by the following
vector fields
V11 = t∂t −
α
r − 1
u∂u, V12 = x∂x +
2
r − 1
u∂u, V13 = ∂x. (3.2)
6
3.2 Optimal system for algebra (3.2) of the time FPME
In order to find group-invariant solutions of (1.1), we need establish the optimal system of
(3.2) first. The nonzero commutators of the algebra (3.2) read:
[V12, V13] = −V13, [V13, V12] = V13. (3.3)
The action of the adjoint operator is given by the following Lie series
Ad(exp(ǫVi))Vj = Vj − ǫ[Vi, Vj ] +
ǫ2
2
[Vi, [Vi, Vj ]]− · · · , (3.4)
where [Vi, Vj ] (i, j = 1, 2, 3) is the commutator and ǫ is a parameter. By the commutation
relationship (3.3) and the formula (3.4), we can get the adjoint action listed in Table 1.
Table 1: The adjoint representation of H1 on h1.
Ad(ε·) V11 V12 V13
V11 V11 V12 V13
V12 V11 V12 e
εV13
V13 V11 V12 − εV13 V13
Following the approach of Ovsiannikov [13], we obtain the one-dimensional optimal
system of the algebra (3.2).
Theorem 3.2 The one-dimensional optimal system of (3.2) is given by
r11 = V11, r12 = V12, r13 = V13, r14 = V11 + V13, r15 = V11 − V13, r16 = V11 + γV12, (γ 6= 0).
(3.5)
3.3 Similarity reduction and the group invariant solutions of time FPME
In this subsection, according to the optimal system obtained above, we intend to construct
the group invariant solutions to FPME (1.1). For each inequivalent subalgebra in Theo-
rem 3.1, we perform the similarity reduction and deduce the reduced nonlinear fractional
determining equations and construct the corresponding group-invariant solutions to (1.1).
Case 1: r11 = t∂t −
α
r−1u∂u. Integrating the invariant surface condition
dt
t
= du
− α
r−1
u
= dx0 ,
we can get the invariant solution (1.1) with the form
u(t, x) = t−
α
r−1 f(x). (3.6)
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In order to find the explicit expression of the function f(x), substituting (3.6) into (1.1),
we have
f(x)∂αt t
− α
r−1 = rt−
αr
r−1 f r−2(x)[(r − 1)f ′2(x) + f(x)f ′′(x)]. (3.7)
Applying the formula (2.2) to (3.7) yields
r
Γ(α− αr
r−1 + 1)
Γ(αr+11−r )
f r−2(x)[(r − 1)f ′(x)2 + f(x)f ′′(x)] = f(x). (3.8)
Therefore, the solution of time FPME (1.1) has the following form
u(t, x) = t−
α
r−1 f(x),
where f(x) is determined by (3.8).
Case 2: r12 = x∂x +
2
r−1u∂u. According to the vector field V2, we can get the invariant
solution of time FPME (1.1) with the form
u(t, x) = x
2
r−1 g(t). (3.9)
Substituting (3.9) into (1.1), we obtained
∂αt g =
2r(r + 1)
(r − 1)2
gr(t). (3.10)
Thus, with the help of Lemma 2.1, we can find some special solutions to (1.1).
Theorem 3.3 The time FPME (1.1) has the following solutions:
(i) When α1−r > −1, solutions of (1.1) are:
u(t, x) = x
2
r−1 [
(r − 1)2
2r(r + 1)
Γ( α
r−1 + 1)
Γ( αr
r−1 + 1))
]
1
r−1 t
α
1−r .
(ii) When r = 12 , α > −
1
2 , solution of (1.1) is:
u(t, x) = x−4[6
Γ(α+ 1)
Γ(2α + 1)
]2t2α.
(iii) When r = 2, α < 12 , solution of (1.1) is:
u(t, x) =
1
12
x2
Γ(1− α)
Γ(1− 2α)
t−α.
Proof: (i) Take λ = 2r(r+1)
(r−1)2
, β = 0 into (2.11). In Lemma 2.1 (i) for α1−r > −1, we can get
the solution of equation (1.1)
g(t) = [
(r − 1)2
2r(r + 1)
Γ( α
r−1 + 1)
Γ( αr
r−1 + 1))
]
1
r−1 t
α
1−r .
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Putting the above equation into (3.9), we verify case 1.
(ii) Substituting a = 0, β = 0, r = 12 , λ = 6 into (2.12) in Lemma 2.1 (ii). For α > −
1
2 ,
equation (3.10) has exact solution
g(t) = [6
Γ(α+ 1)
Γ(2α + 1)
]2t2α.
And the solution of equation (3.9) has the exact form:
u(t, x) = x−4[6
Γ(α+ 1)
Γ(2α + 1)
]2t2α.
(iii) In Lemma 2.1 (iii), substituing a = 0, β = 0, r = 2, λ = 12 into (2.14), we can get that
for α < 1, the equation (3.10) has the exact solution
g(t) =
1
12
Γ(1− α)
Γ(1− 2α)
t−α.
Then the equation (3.9) has the exact form:
u(t, x) =
1
12
x2[
Γ(1− α)
Γ(1− 2α)
]2t−α.
Case 3: r13 = V13 = ∂x. According to the invariant surface condition, we get the similarity
variables t, u. Thus we have u = g(t). Putting it into (3.10) yields the fractional ODE
∂αt g(t) = 0,
which implies that for λ ∈ R, g(t) = λtα−1 is a solution of (3.10). So, the equation (1.1)
has the solutions of the following form
u(t, x) = λtα−1. (3.11)
Case 4: r14 = V11 + V13 = t∂t −
αu
r−1∂u + ∂x. Since the characteristic equation is
dt
t
=
du
−αu
r−1
=
dx
1
,
we can get the similarity variables e
α
r−1
x
u and te−x. Denote β = rαr+r−1
r−1 . The group
invariant solution has the form
u(t, x) = f(te−x)e−
α
r−1
x,
where f(z)(z = te−x) satisfies:
∂αz f(z) =
(αr)2
(r − 1)2
f r +
αr2
r − 1
zf r−1f ′ + r(r − 1)z2f r−2f ′2 + rz2f r−1f ′′(z) + βzf r−1f ′.
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Case 5: r15 = V11− V13 = t∂t−
α
r−1u∂u− ∂x. We arrived at the two similarity variables te
x
and ue−
α
r−1
x. The group-invariant solution has the form
u = f(tex)e−
α
r−1
x
,
where f(z)(z = tex) is determined by
∂αz f(z) =
(αr)2
(r − 1)2
f r +
αr2
r − 1
zf r−1f ′ + r(r − 1)z2f r−2f ′2 + rz2f r−1f ′′ + βzf r−1f ′.
Case 6: r16 = V11 + γV12 = t∂t + γx∂x +
2γ−α
r−1 u∂u. Since the similarity variables are tx
− 1
γ
and ux
−
2γ−α
γ(r−1) , we get the solutions with the following form
u = f(tx−
1
γ )x
2γ−α
γ(r−1) ,
where f(z)(z = tx−
1
γ ) satisfies the following fractional ODE
∂αz f(z) =
(2γ − α)r
γ(r − 1)
γr − αr + γ
γ(r − 1)
f r(z)−
(2γ − α)r2
γ2(r − 1)
zf r−1(z)f ′(z) +
r(r − 1)
γ2
z2f r−2(z)f ′2(z)
+
r
γ2
z2f r−1(z)f ′′(z) −
r(γr − αr − r + 1 + γ)
γ(r − 1)
zf r−1(z)f ′(z).
4 Lie symmetry analysis, optimal system and group-invariant
solutions for the time FDPME
In this section, we study the dual porous medium equation by the Lie symmetry analysis.
4.1 Lie symmetry for the time FDPME
For the time FDPME (1.2), the invariance criterion takes the form
η0α − 2auxxη
xx − bηxuxx − buxη
xx − cηuxx − cuη
xx +
4
3
cuxη
x = 0.
The determining equations of (1.2) are
− bηxx − cu(2ηxu − ξxx) +
4
3
cηx = 0,
2
3
cηu +
2
3
cαDt(τ)− 2bηxu + bξxx − cuηuu + 2cuξxu −
4
3
cξx = 0,
− αcuDt(τ)− 2aηxx − bηx − cη + 2cuξx = 0,
10
− aηu + 4aξx − aDt(τ) = 0,
− αbDt(τ)− 4aηxu + 2aξxx − bηu + 3bξx = 0,
Cnα∂
n
t (ηu)− C
n+1
α D
n+1
t (τ) = 0, n = 1, 2, 3, ...,
τx = τu = ξt = ξu = ηuu = 0,
Solving the above determining equations, we obtained
τ = (D1t+D2)∂t, ξ = D3∂x, η = (−αD1u+D4)∂u.
According to the invariant condition of Lie symmetry, we find that the infinitesimal gener-
ator of (1.2) is
W = D1t∂t +D3∂x + (−αD1u+D4)∂u.
Therefore, we can obtain the following result on the symmetry group of equation (1.2).
Theorem 4.1 The symmetry group of the time FDPME (1.2) is spanned by the following
vector fields
V21 = t∂t − αu∂u, V22 = ∂x, V23 = ∂u. (4.1)
4.2 Optimal system and the similarity reduction for the FDPME
Similarly, in order to find group-invariant solutions of (1.2), we need establish the optimal
system of (4.1) at first. The nonzero commutators of the algebra (4.1) are
[V21, V23] = αV23, [V23, V21] = −αV23. (4.2)
By the commutation relationship (4.2) and the formula (3.4), we can get the adjoint action
listed in Table 2.
Table 2: The adjoint representation of H2 on h2.
Ad(ε·) V21 V22 V23
V21 V21 V22 e
−αεV23
V22 V21 V22 V23
V23 V21 − αεV23 V22 V23
And the optimal system of (4.1) follows from the method introduced in [5].
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Theorem4.2 The one-dimensional optimal system of (4.1) is given by
r21 = V21, r22 = V22, r23 = V23, r24 = V22 + V23, r25 = V22 − V23, r26 = V21 + ρV22, (ρ 6= 0).
(4.3)
With the help of the obtained algebra, we can construct the group-invariant solutions to
equation (1.2) as follows.
case 1: r21 = V21 = t∂t − αu∂u. The characteristic equation of r21 is
dt
t
=
du
−αu
=
dx
0
.
And the invariance of r21 are ut
α and x. Thus the group-invariant solution of (1.2) is
u = t−αf(x),
where for 0 < α < 12 , f(x) is defined by
Γ(1− α)
(1− 2α)
f(x) = af ′′2(x) + bf ′(x)f ′′(x) + cf ′′(x)−
2
3
cf ′2(x).
case 2: r22 = V22 = ∂x. Since the characteristic equation of r22 is
dt
0
=
du
0
=
dx
1
,
we obtained the group-invariant solution of (1.2) with the form: u = g(t), where g(t)
satisfies ∂αt g(t) = 0. Then we get g(t) = κt
α−1. So, for κ ∈ R,
u = κtα−1.
case 3: r24 = V22 + V23 = ∂x + ∂u. Since the characteristic equation of r24 is
dx
1
=
dt
0
=
du
1
,
the invariant variables is u− x and t and the invariant solution of (1.2) is
u(t, x) = x+ f(t)
where ∂αt f(t) = −
2
3c.
case 4: r25 = V22 − V23 = ∂x − ∂u. The characteristic equation of r25 is
dx
1
=
dt
0
=
du
−1
.
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The invariant variables are u+ x and t. And the invariant solution of (1.2) is
u(x, t) = −x+ f(t),
where ∂αt f(t) = −
2
3c.
case 5: r26 = V21+ ρV22 = t∂t−αu∂u+ ρ∂x. According to the characteristic equation of r26
dt
t
=
du
−αu
=
dx
ρ
,
we arrive at the invariant variables te−
x
ρ and ue−
α
ρ
x, and the invariant solution of (1.2)
u(t, x) = f(te−
x
ρ )e−
α
ρ
x
,
where f(z)(z = te−
x
ρ ) satisfies
∂αz f(z) = a(
1 + 2α
ρ
zf ′(z) +
1
ρ2
f ′′(z) +
α2
ρ2
f(z))2 −
2
3
c(zf ′(z) + f(z))2
+ c(
1 + α
ρ2
zf ′′(z)f(z) +
1
ρ2
z2f(z)f ′′(z) +
α2
ρ2
f2(z) +
α
ρ2
zf ′(z)f(z))
− b(
1 + α
ρ2
z2f ′2(z) +
1
ρ3
z3f ′(z)f ′′(z) +
α2
ρ3
zf(z)f ′(z) +
α
ρ3
z2f ′2(z)
+
α(1 + α)
ρ3
zf ′(z)f(z) +
α
ρ3
z2f ′′(z)f(z) +
α3
ρ3
f2(z) +
α2
ρ3
zf(z)f ′(z)).
(4.4)
5 Concluding remarks
In this paper, we investigated the Lie algebra, the optimal system, similarity reductions,
and group-invariant solutions for the time FPME and time FDPME. Through the similarity
reductions, some group-invariant solutions which are determined by fractional ODEs have
been obtained. We perform elaborate analysis of subalgebra structure admitted by time
FPME and time DPME with Riemann-Liouville derivative. Through investgating, we find
that Lie symmetry is an efficient way for solving the FPDEs. Solving the reduced fractional
ODEs is a challenging problem. In order to obtain more explicit solutions, one need to
develop some approach to overcome it. This work will be done in the future.
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