The enormous amount of genetic data that is currently being produced with the explosion of genome-wide association studies is yielding an important effort in the construction of genetic-based predictive models for individual susceptibility to complex diseases. However, a constant pattern of low accuracy is observed in most of them. We hypothesize that a main cause of their low accuracy is the strong reduction of genetic information considered by the classifiers, and propose a three-fold solution that considers haplotype instead of genotype individual data, whole-genome markers instead of a more stringent selection and several-marker risk variants instead of only one or two. We have compared the performance of our approach with current approaches to predict individual genetic risk to multiple sclerosis, and have found that our method yielded significantly more accurate classifiers.
INTRODUCTION
Building genetic-based risk models to predict individual susceptibility to a complex trait is a challenging problem that nowadays can be tackled for some complex diseases as more and more data from genomewide association studies (GWAS) are available. However, predictive accuracy from current models seems to be very low, considering the role that genetic plays in some diseases, such as diabetes or autoimmune diseases (Wray et al., 2007; Evans et al., 2009 ). The very little success obtained so far may help to explain a lack in clinical application of these predictive models. Most of these genetic-based predictive model use a genetic risk score (GRS). There are two main modalities of a GRS. One is an unweighted GRS defined as the sum of all the allele risk variants (x i , i = 1..n) an individual has: GRS(x) = ∑ n i=1 x i , with n being the number of genetic risk positions and x i being a threevalue variable representing the genotype of an individual at position i, i.e. the number of risk variants (0, 1 or 2) the individual may have at this position. By considering h i a binary variable representing the two different alleles at a given position i, x i = h i1 + h i2 holds for every i = 1..n, with h i1 and h i2 being respectively the two alleles making up the genotype x i for an individual at position i. The other modality is a more accurate weighted GRS whose weights are computed as the logarithm of odds ratio at each risk position: wGRS(x) = ∑ n i=1 w i x i , with
where D andD indicate an individual having or not having the disease, respectively, and h i refers to any of the two alleles.
As an example to predict multiple sclerosis (MS) susceptibility, two different models using a weighted GRS (wGRS) have been recently published (Jager et al., 2009; Wang et al., 2011) . The ability of the first of the models (Jager et al., 2009) , composed of only 16 MS susceptibility loci as independent variables, to discriminate between affected and control individuals -C statistic or area under the receiver operating characteristic curve (AUC)-, was 0.64 in two different replication data sets of MS. In the second work (Wang et al., 2011) , AUC rose from 0.68 to 0.769 in the replication data set when the model increased the number of independent variables from 16 to 350 genes. Still predictive capacity is too low for the model to be used for a clinical purpose. In both works, and in others performed for other complex diseases (Wray et al., 2007; Evans et al., 2009) , AUC and accuracy (sensitivity and specificity) are always measured for case/control data sets.
The clinical situation highly departs from a case/control study, in which controls may have a very low number of risk loci and cases a very high number of risk loci while in the clinic, relatives of affected individuals may have a larger number of risk loci even if they are still not large enough to develop the disease. To differentiate these healthy individuals from affected ones is a much more challenging task worth for clinical purposes that is still an open research problem. Therefore in most of the cases, the population prone to need a test consists of individuals, may be newborns, with a relative having a complex disease, for whom it may be worth to know their disease susceptibility. It has to be noted, that the closer the relationship with the relative, the more specific the predictor has to be to avoid false positives. A data set that may resemble more accurately to this population is a familial trio data set with affected offspring and, usually unaffected, parents. We focused on MS, a complex disease whose genetic component is important, as there are 30% pairwise concordance for monozygotic twins (Kuusisto et al., 2008) but only 14.3% in dizygotic twins. Although there have not been many GWAS conducted on trio data sets because of the high costs required compared with case/control samples, we have been able to use genotype data from MS GWAS performed on 931 nuclear families ((IMSGC), 2010).
To build a clinically-usable predictive model for a complex disease from genome-wide data sets is a huge challenge because many loci with different relative risks may be involved in a complex disease and the environment also interacts with genetics for the final outcome. Therefore, in the construction of a predictive model, i.e., a classifier able to ascertain whether an individual will develop a complex disease, all their components must be carefully chosen.
In this paper we present results obtained when using as a risk predictor one based on the wGRS, the best of the current approaches, and show its inability to distinguish between healthy parents and affected offspring. Our conjecture to explain the lack of accuracy is that current approaches disregard genetic information by (1) only considering genotypes instead of haplotypes so that they have to use a rough inference mechanism imposed by the use of genotype data, (2) filtering loci so that only those with higher relative risk to the disease are chosen and (3) using too simple loci with only one or two simple nucleotide polymorphism (SNP) so that marker dependencies are ignored.
For those models trying the difficult task of predicting susceptibility of complex diseases using genome data, reason (1) is enough of a reason to explain their low accuracy. As a consequence of using genotypes they have to use a rough inference mechanism that yields models with a low predictive capacity. By using haplotypes, we can improve the inference mechanism so that we can assume a recessive genetic model between haplotypes, which is the genetic model on which the powerful transmissiondisequilibrium test (TDT) and their multimarker extensions rely on (BickeBöller and Clerget-Darpoux, 1995; Sham and Curtis, 1995; Abad-Grau et al., 2010; Zhang et al., 2003; Yu et al., 2005; Sevon et al., 2006; Moreno-Ortega et al., 2011) . In addition, by filtering loci (2) we disregard those ones with a small effect on a polygenic disease ((IMSGC), 2010) but that may be relevant for some individuals, so that sensitivity will decrease.
In the last instance, it is well-known that multimarker haplotype-based association tests (Yu et al., 2005; Abad-Grau et al., 2010) usually provide a higher power than monomarker tests as in many cases only one marker is not enough to tag a gene variant or to capture a non-recombinant variant in linkage with it. Therefore, (3) may be another reason for its low accuracy.
In this work we also develop an strategy to face these three issues. Section 2 details this strategy so that the three issues above mentioned are handled. In Section 3 we show how only by using this three-fold strategy, the predictive accuracy increases enough for the predictor to be clinically-usable. Conclusions are written in Section 4.
METHODS
We first describe the current state-of-the-art solutions (Wray et al., 2007; Evans et al., 2009; Jager et al., 2009 ) (Section 2.1). We later explain the first strategy in our solution: to use haplotypes instead of genotypes (section 2.2) and the analytical relationship between the two approaches (Section 2.3). Finally we provide a description of the way our approach goes beyond the above-mentioned simplifications (2) and (3) made by the current approaches (Section 2.4).
Currently used Predictive Models
The most widely-used approach is based on the use of genotypes and the wGRS from which a simple logistic regression model (Wang et al., 2011) is defined:
In terms of AUC, a classification rule based on a Naive Bayes classifier (NBC) (Domingos and Pazzani, 1997) has been shown to be equivalent to a classification rule based on a wGRS logistic regression (Equation 2) and any choice of parameters α 0 and α 1 (Sebastiani and Solovieff, 2011) , i.e. this relationship is independent of the regression coefficients.
We now show that under the assumption of independent loci given the disease outcome, an assumption that yields the NBC, and by considering that h i j , j = 1, 2 are indentically distributed and are conditionally independent given D, α NBC 1 = 1 and α NBC 0 is:
which becomes
In effect, under the assumption made by NBC, the odds of the risk of a genome-wide genotype x turns out to be:
If I k (x i ) is the indicator function (i.e I k (x i ) is equal to 1/0 whether x i is equal to k or not respectively) and by considering that h i j are identically distributed and are conditionally independent given D, then the following expression holds:
being the first two addends the intercept α NBC 0 and the last one the weighted genetic risk score wGRS(x), so that the coefficient α NBC 1 = 1. A simpler genotype-based approach assumes α 1 = 1 and α 0 = 0 (Jager et al., 2009) .
We compared both models with our haplotypebased absolute-risk recessive model approach explained below. To avoid zero probability values because of small sample sizes, we estimated probabilities p(D) and p(h i ), i = 1..n by using a Bayesian estimator, and considered a discrete uniform distribution with n = 1 as the prior distribution for all of them, in all the approaches.
Strategy 1: Haplotype-based Absolute-risk Recessive Model
We performed two modifications to the simple logistic regression model: a haplotype-based approach instead of a genotype-based approach and a recessive model on the absolute risk of the genome-wide haplotypes instead of a multiplicative model of the genomewide haplotypes on the odds of the disease.
Haplotype-based Approach
We will first introduce the concept of genetic risk score of an haplotype (hwGRS), i.e. the relative risk score of the genetic material the individual inherits from only one of their two parents:
The relationship between the two haplotype-based scores and the genetic score of an individual is:
with h i1 and h i2 being the two haplotypes making up the individual's genotype x i . The odds for the disease are computed independently for each of the two genome-wide haplotypes, h 1 , h 2 , the genome-wide genotype x of an individual has:
j = 1, 2.
As it has been done for the genotype-based approach, the intercept α h 0 and α h 1 were computed by assuming loci are independent given the disease outcome (i.e. by using NBC). Under this assumption, and in the case of window size of 1, it is straightforward to show that α NBCh 1 = 1 and
The relationship between the haplotype odds and the genotype odds for the disease is:
and it becomes
Absolute-risk Models
However, our proposal also changes the inference procedure, so that the odds of the disease an individual has is not computed as the product of the odds for each haplotype, as it occurs in the commonly used approaches. In those approaches, the absolute individual risk is computed by assuming a multiplicative effect on the odds of each haplotype (see Equation 12):
In the case p(D) = 1 − p(D) holds it will become:
The main problem of this approach is that the odds of the disease for an individual with genotype x only considers the odds of having the two genome-wide haplotypes being high-risk haplotypes versus being low-risk haplotypes but it is disregarding those cases in which the genotype may have one high risk haplotype and other low risk haplotype.
Instead of that, we apply the genetic model on the absolute individual risks, as we are assessing the absolute individual risk in order to infer individual disease susceptibility. Depending on the genetic model assumed between haplotypes (recessive, additive and dominant) we have defined three different modalities explained below.
Absolute-risk Recessive Model. Therefore, assuming a recessive effect on the haplotype risks, i.e. the same assumption done by the TDT so that the two genome-wide haplotypes have to be considered of high risk for the individual to be at risk:
so that we compute:
Absolute-risk Additive Model. Other genetic model assumptions is the additive model, which means
. (18) Absolute-risk Dominant Model. Under the dominant model, in which at least one high risk haplotype is required to have the disease,
and thus
In our experiments, we only used the recessive model, as it is the model on which TDT relies on and the test has been proved to be very powerful to detect association loci in several GWAS conducted on polygenic diseases, including MS.
Analytical Relationship between Genotype-based Classifiers and Haplotype-based Classifiers
In order to reduce computation time, we have analytically assessed the relationship between the estimation of individual risk made by the state-ofthe-art genotype-based classifier (p G (D | x) ) and by our haplotype-based classifier (p H (D | x) ), under the assumption of conditional independence made by NBC. Therefore, we will compute both of them from the haplotype-based weighted GRS (hwGRS) defined above.
Genotype-based Predictors built from the Haplotype-based and Weighted hwGRS

By considering Equation 12
, it is straightforward to show that
with
.
In the situation p(D) = 1 − p(D)
, it becomes:
In the situation of no intercept, the risk is estimated as:
The Haplotype-based Predictor built from the Haplotype-based and Weighted hwGRS
As explained above, the individual predictive model was defined by assuming a recessive genetic model, i.e. a multiplicative effect of the haplotype risks (Equation 17) and therefore by combining them to obtain the individual risk. An individual-risk classifier has a binary class representing whether the individual has the disease. The final score p(D | x) represents the probability for an individual susceptibility to MS and is obtained by computing the joint probability for an individual of having both high risk haplotypes. We computed the probability of having the two high risk haplotypes because TDT assumes that both haplotypes in affected individuals are high risk haplotypes while in unaffected parents, only one haplotype is a high risk haplotype.
. (25) 
Strategies 2 and 3: Multimarker Variables and Loci Selection
Instead of considering single markers, we tested the three approaches by grouping consecutive markers into binary variables (low and high risk) so that each variant is coded as high or low risk by using the 2G algorithm . 12 different amounts of consecutive markers were tried: 1, 2, 5, 10, 15, 20, 25, 30, 40, 50, 100, 150 . To test the effect of loci selection (strategy 3), we performed different levels of loci filtering, by imposing different upper-limits in the p-value (0.8, 0.6, 0.4, 0.2, 0.15, 0.1, 0.050, 1e-2, 1e-3, 1e-4, 1e-5, 1e-6, 1e-7) obtained by the multimarker TDT mT DT 2G , which measures whether there are significant differences in the amount of high risk haplotypes that are transmitted to the affected offspring compared with those non-transmitted ones. Therefore T DT 2G was applied along the genome by using sliding windows with the 12 different configurations of window sizes and offset of 1 and the 13 p value upper limits above mentioned. By combining the 12 different window sizes, the 13 different p value upper limits and the three approaches compared we produced 12×13×3 predictive models. Since our approach was based on haplotypes and the relationship between haplotype-based and genotype-based odds in the current approaches has been established above, we estimated as a first step the log odds for each genome-wide haplotype. We considered as high/low risk genome-wide haplotypes those that were transmitted/not transmitted to the offspring (the 22 autosome transmitted/non-transmitted chromosomes).
In a second step, the log odds for each genomewide homologous chromosome of an individual were combined in order to estimate the individual risk
holds in a logistic regression model, being O(x) the odds of D | x, and the way each of the methods work.
Once individual predictive models were built, we used them to measure their generalization capacity, i.e., how accurate would be a model when used in a different data set. To encode, in a replication data set, whether a haplotype at a given sliding window was a high (1) or low (0) risk one, we computed the similarity between it and every haplotype in the list of high risk and low risk haplotypes for the corresponding sliding window in the training data set. Therefore, we classified it as 1 or 0 depending on whether the closest haplotype belonged to the set of high or low risk haplotypes respectively. For the similarity measure we used the length measure (Tzeng et al., 2003) , which computes the largest number of consecutive matching alleles.
RESULTS
We computed the training and predictive accuracies and C-statistics (AUC) for all the individual-risk predictive models built using the 13 different p-value upper limits and 12 different window sizes. Predictive accuracies and AUCs are results obtained when different independent data sets are used to learn the model and to predict risk. We randomly selected 500 family trios as the training data set and the remaining 431 as the test data set.
Results (predictive accuracy) shown in Figure 1 compares results between our approach (values at the right side of the "Haplotype-all" and brown line) and the standard multiplicative genotype-based model using wGRSs ("Genotype-filtering" and blue line). The current approach is not able to perform a good prediction and neither did it succeed when we applied only the strategy of no genetic filtering ("Genotype-all" and orange line). However, we found a substantial accuracy increase when trying the three-fold strategy at a time consisting on a recessive haplotype-based model with no filtering and large multimarker variables (values at the right side of the "Haplotype-all" and brown line) instead of shorter multimarker variables or single marker variables (values at the left side), or risk-based filtering ("Haplotype-filtering" and green line) alone. We used NBC to build all the models. To make sure that the haplotype-based strategy was crucial for the results obtained, we randomly flipped positions and found an AUC decay to values around 0.5 (data not shown). Figure 2 compares results between our approach and the standard multiplicative genotype-based model using wGRSs and no intercept. With this plot we wanted to check whether the intercept is important for the outcome and, as it can be seen in the plot, accuracy is lower than when using the intercept (Figure 1 ). 
CONCLUSIONS
These results shed light on the challenging task of building predictive models of individual genetic risk in complex diseases. Using allelic association between SNPs, a recessive genetic model and several markers at a time seem to be all essential to obtain a disease predictor enough accurate to be used in the clinic. However, this is only a first step in a new direction in the search of genome-wide predictors of complex diseases. New wet-lab or in-silico methods to accurately reconstruct very long haplotypes instead of using the expensive nuclear family data sets have to be defined. Moreover, the method needs to be tested in other polygenic diseases.
