Abstract. Privacy-preserving data mining techniques could encourage health data custodians to provide accurate information for mining by ensuring that the data mining procedures and results cannot, with any reasonable degree of certainty, violate data privacy. We outline privacypreserving data mining techniques/systems in the literature and in industry. They range from privacy-preserving data publishing, privacypreserving (distributed) computation to privacy-preserving data mining result release. We discuss their strength and weaknesses respectively, and indicate there is no perfect technical solution yet. We also provide and discuss a possible development framework for privacy-preserving health data mining systems.
Introduction
Health information, according to the Australian Commonwealth Privacy Act [1] , is defined to be
information or an opinion about:
(a) the health or a disability (at any time) of an individual; or (b) an individual's expressed wishes about the future provision of health services to him or her; or (c) a health service provided, or to be provided, to an individual; that is also personal information; or 2. other personal information collected to provide, or in providing, a health service; or 3. other personal information about an individual collected in connection with the donation, or intended donation, by the individual of his or her body parts, organs or body substances.
As important personal information, health information is classified as being one type of sensitive information [1] .
With the development of powerful data mining tools/systems, we are facing the dilemma that a health data mining system should satisfy user requests for discovering valuable knowledge from databases [2, 3, 4, 5, 6] , while guarding against the ability to infer any privacy about individuals. The identification of an individual person or organisation (by the third party) should not be able to be made from mining procedures or results that we release. Furthermore, information attributable to an individual person or organisation should not be disclosed. We should develop policy, procedures as well as new techniques for privacy confidentiality with the aim of meeting legislative obligations. We only concentrate on technical issues in this paper.
Unfortunately, privacy faces changes over time, and a common understanding of what is meant by "privacy" is still missing [7] . For example, it is not directly defined in the Australian Commonwealth Privacy Act [1] . This fact has led to the proliferation of a wide variety of different techniques for privacy-preserving data mining. They range from privacy-preserving data publishing, privacy-preserving (distributed) computation, and privacy-preserving result release, as illustrated in the middle of Fig. 1 . These techniques are crucial to develop privacy-preserving health data mining systems. We review their typical techniques and discuss their pros and cons in Sections 2, 3 and-4, respectively. We try to answer the question whether they are sufficient for a privacy-preserving health data mining system in practice. In last section, we suggest a system development framework in order to make use of their strength to protect health data privacy thoroughly.
Privacy-preserving Data Publishing
The first category of privacy-preserving data mining techniques are for privacypreserving data publishing. These techniques mainly de-identify, perturb, swap, re-code, anonymise, or even simulate raw data before conducting data mining or publishing [8, 9] .
A typical real-world example is Public Use Microdata Sample (PUMS) files, provided by U.S. Census Bureau [10] . These data files have been edited to protect the confidentiality of all individuals. For example, they may have been de-identified by -removing name, address and any other information that might uniquely identify any individual; -controlling the amount of detail (say, data items that are most likely to be used for identifying unit records are only released in broad categories); -changing a small number of values -particularly unusual values -and removing very unusual records; -changing a small number of values or their combinations, adding noise to continuous attributes and suppressing cell counts in tabulated data; -controlling the modes of access to restrict access to more detailed data.
Similar examples may be found from other statistical agencies including Confidentialised Unit Record Files (CURF) provided by the Australian Bureau of Statistics (ABS) [11] and Statistics New Zealand [12] . The CURF microdata are used widely by universities, government and private sector researchers and analysts.
Latanya Sweeney [13] argued whether such kind of de-identification is enough for data privacy protection. She showed that such kind of protection of individual sources does not guarantee protection when sources are cross-examined: a sensitive medical record, for instance, can be uniquely linked to a named voter record in a publicly available voter list through some shared attributes. To eliminate such opportunities of inferring private information through link threats, Latanya Sweeney [13] introduced a very important model for protecting individual privacy, k-anonymity, a notion that establishes that the cardinality of the answer to a quasi-identifier will be at least k. The larger the k, the more difficult it is to identify an individual using the quasi-identifier. There are several techniques to randomise data to satisfy the k-anonymity. For example, starting from a very generalised data set, Bayardo and Agrawal [14] proposed an efficient technique to specialise the data set to satisfy the k-anonymity. This top-down specialisation is natural and efficient for handling both categorical and continuous attributes. Fung et al. [15] presented an efficient algorithm for determining a generalised version of data that masks sensitive information and remains useful for modelling classification. Compared to [14] , this approach is greedy, thus does not guarantee optimality. However, they shew that the optimality is not needed for some problems such as classification. Actually the optimal data is the raw data without any generalisation, but such data is overfitting. The greedy algorithm is significantly faster than the one in [14] . However, optimal k-anonymisation is computationally expensive in general [14] . Data mining researchers have also established other randomisation techniques for specific data mining functionality, such as association analysis [16] .
Along the direction of k-anonymity [17] , data mining researchers have proposed k-anonymity model for continuous attributes [18] , templates to limit sensitive inferences [19, 20] , l-diversity model [21] and (α, k)-anonymous model [22] . The latter two models mainly aim to handle the uniformity for individuals with the same quasi-identifier value, which can bring privacy threats. Template-based privacy-preservation [19, 20] used 'confidence' to handicap the dominance of a sensitive value in an equivalence class (with the same quasi-identifier value). These models can increase privacy protection level.
Strength
Privacy-preserving data publishing techniques are found to be efficient, useful and appropriate for a data custodian (such as statistical agencies) who may make the same dataset available to many thousands of different users. The data custodian only needs to prepare one anonymised version of raw data, and doesn't have to consider which analyses will be conducted. There is no fear of litigation. For example, in Australia, under the Census and Statistics Act 1905, the ABS is authorised to release unit record data provided that it is done in a manner that is not likely to enable identification of a particular person or organisation to which it relates.
Weaknesses
For data privacy protection, there are several weak points if we would like to anonymise raw health data for publishing.
1. The quasi-identifiers required in the k-anonymity, the l-diversity and the (α, k)-anonymity models are quite difficult to specify beforehand, especially when we don't know what kind of information adversaries may have. This renders privacy-preserving data publishing techniques difficult for verification in practice. 2. Data mining results based on these published data can be rather different from the true, and we may have to develop special or complicated data mining techniques to compensate for anonymised or perturbed data. 3. In general, optimal anonymisation, say, k-anonymisation, is computationally expensive [14] in order to maintain health data accuracy as high as possible.
Privacy-preserving (Distributed) Computation
In this paper, our definition of privacy-preserving (distributed) computation implies that nothing other than the final computation result is revealed during the whole computation procedure. In other words, intermediate computation results in a data mining procedure don't disclose privacy of the data. This definition is equivalent to the "security" definition used in the Secure Multiparty Computation (SMC) literature. Developing privacy-preserving (distributed) computation techniques is the mainstream of privacy-preserving data mining in the literature. Vaidya and Clifton [23] gave a summary of these SMCbased techniques for vertically partitioned or horizontally partitioned data. For these SMC-based techniques, there exists a general solution based on circuit evaluation: Take a Boolean circuit representing the given functionality and produce a protocol for evaluating this circuit [24] . Circuit evaluation protocol scans the circuit from input wires to output wires, processing a single gate in each basic step. When entering each basic step, the parties hold shares of the values of the input wires, and when the step is completed they hold shares of the output wire. Thus evaluating the circuit "reduces" to evaluating single gates on values shared by both parties. This general solution is elegant in its simplicity and generality and proves the existence of a solution, but, is highly inefficient! The reason for this inefficiency is the all-to-all communication operations required during the protocol. Such operations are very costly in large-scale distributed networks [25] . Typically, specific solutions for specific problems can be much more efficient [23] . A key insight is to trade off computation and communication cost for accuracy, i.e., improve efficiency over the generic SMC method. Extending the SMC protocol, Gilburd et al. [25] have recently proposed the k-privacy definition and k-TTP concepts in order to scale-up SMC to hundreds of parties, where k-privacy is defined as the privacy attained when no party learns statistics of a group of less than k parties.
Some privacy-preserving (distributed) computation approaches lies on canonical encryption techniques. Comparing with other techniques, a stronger encryption scheme can be more effective and acceptable in protecting data privacy. For example, homomorphic encryption is a powerful cryptographic tool where certain computation operators are allowed to performed on encrypted data without prior decryption. Wright and Yang [26] used a homomorphic encryption technique to construct Bayesian networks from two parties but without revealing anything about their data to each other. O'Keefe et al. [27] used it to establish several protocols for privacy-preserving data linkage and extraction across databases of sensitive information about individuals, in an environment of constraints on organisation's ability to share data and a need to protect individuals' privacy and confidentiality.
A third possible strategy is to only release aggregate data from a party to the others rather than unit records. For example, only data summaries of at least k unit records will be released for final clustering [18] . There are a couple of techniques available to generate clusters based on summary statistics of groups of unit records, such as [28, 4] .
Strength
This category of techniques are easy for the data mining community to accept since they lie on well-developed secure computation and encryption techniques.
Weaknesses
There are several issues should bear in mind when we deploy privacy-preserving (distributed) computation as a solution.
1. Most of the privacy-preserving computation protocols lie on the semi-honest model, which assumes that participating parties follow the prescribed protocol but try to infer private information using the messages they receive during the protocol. Although the semi-honest model is realistic in many settings, there are cases where it may be better to use the "malicious model" in which we try to prevent any malicious behaviour by using more expensive cryptographic techniques. 2. Encryption/decryption operations are usually very costly in large-scale distributed networks [25] [29] . We turn to this problem in the next section.
Privacy-preserving Results Release
This category of techniques attempt to disseminate data mining results without undue risk of disclosure of individual information. Put it in other words, the disclosure of discovered knowledge do not open up the risk of privacy breaches, especially indirect privacy divulgence. Indirect privacy divulgence can take place by performing inference on pieces of superficially "insensitive" information (say, rules or patterns). In other words, inference is the process of deducing sensitive/private information from the legitimate responses received to user queries or data mining results [30] . A privacy inference channel indicates a series of released information from which it is probable to infer sensitive information such as identification or sensitive attribute values. Huang et al. discussed how to infer private information from randomised data by considering data correlation. In this section, we only discuss the privacy inference from data mining results. A real-world privacy-preserving result release scenario is to protect the patients' privacy, such as identification and health status, in the healthcare sector. In Australia, for example, the government agency Medicare Australia holds data on drug prescriptions, while each state government holds local hospitalisation data including diagnoses [31, 6] . To enhance healthcare quality, government agencies could analyse the health events and release knowledge discovered, e.g., frequent itemsets. These frequent itemsets represent a number of individuals as required by the minimum support threshold, and seemingly do not compromise privacy. However, these released frequent itemsets alone can indirectly divulge privacy. For example, Bob can easily infer that if a patient took Drugs a and b, he/she most likely suffered Condition c, which can be sensitive like HIV. In addition, Bob knows one and only one patient in the databases suffering c but not taking Drugs a and b. Through linkage with other data sources, this patient can be re-identified. This results in privacy leakage via linking attacks [22] .
There are several strategies we may use in order to present results in a privacy-preserving way. One is result perturbation or sanitisation, where results are perturbed or sanitised to remove possible inference channels for privacy disclosure before releasing. They can be rounded up, recoded, dropped, suppressed, or perturbed. The second one is result restriction, where certain sensitive analyses are restricted if the disclosure of their results casting high risk on privacy. There are a volume of literature in statistical databases about how to restrict statistical analyses or queries [32] . Normally, a privacy-preserving health data mining system needs to use both strategies.
The Remote Data Access Laboratory (RADL) [33] provided by the ABS gives a good industrial example. It provides secure online access to a range of basic CURFs that have previously been released on CD-ROM, as well as new expanded datasets that contain more CURF data than those can be made available on CD-ROM. Using the RADL, at any time from their desktops, researchers are able to interrogate/query CURF data that they are approved to access. The ABS imposes a number of privacy and confidentiality preserving restrictions on the nature of queries and the nature and size of the outputs returned. For example, outputs will only be returned automatically if they pass print/table limit checks and the total output size check [33] . A similar system, Privacy-Preserving Analytics TM [34, 35] , was developed by CSIRO. Different from query support in the RADL, Privacy-Preserving Analytics TM provides a set of data analytic tools (e.g., exploratory analysis and regression) with the objective of ensuring that no unit record is released and also ensuring that information released about unit records is insufficient to make identification of any individual likely. The system also contains some data mining functionalities like sequential pattern mining [29] .
In the data mining community, there are mainly two kinds of research efforts to release data mining results without compromising privacy, based on whether or not system designers have a priori knowledge of what is private (or sensitive).
(1) If private information is given before hand, new technologies are developed to perturb original data in order to protect these sensitive information [36, 37] . Unfortunately, these techniques may inevitably introduce some fake knowledge, e.g., infrequent itemsets may become frequent. (2) The other efforts focus on individual's privacy, which is mainly concerned with the anonymity of individuals.
That is, without any background knowledge of what is sensitive, we have to protect the anonymity of individuals in the analysed data [13] . This is a concrete objective. For example, Atzori et al. [38] proposed the k-anonymous patterns concept, where a pattern P is said to be k-anonymous if its support is 0 or larger than an anonymity threshold k for a given binary database. A pattern, such as (a∨b)∧¬c, is defined as a logical sentence built by AND (∧), OR(∨), and NOT (¬) logical connectives on binary attributes in the database. For instance, supp((a ∧ b) ∧ ¬c) = 1 in Example 1. Atzori et al. [38] studied privacy inference channels that involve only frequent itemsets. They further developed two methods for blocking these privacy inference channels by distorting released frequent itemsets [39, 38] . However, there exists more complicated inference channels. For example, Fienberg and Slavkovic [40] discussed possible inferential disclosure following the release of information on one or more association rules. Jin et al. [29] proposed k-anonymous sequential patterns and α-dissociative sequential patterns as two concrete objectives for privacy protection in order to release frequent sequential patterns.
Strength
Privacy-preserving result release is an essential component of a privacy-preserving health data mining system. As we discussed above, privacy-preserving (distributed) computation alone cannot construct a privacy-preserving data mining system.
Compared with privacy-preserving data publishing techniques in Section 2, there is no need for special and complex analysis techniques to compensate for anonymised data. Standard statistical analysis or data mining tools are generally applicable, therefore the analysis and the interpretation of the results are made easier. For example, there is no need to adjust data mining techniques just because noise has been added to one or more attributes.
The released results can be generated from original raw data, and they can be quite accurate even after sanitisation [29] .
Sometimes it is easier to sanitise or restrict data mining results rather than anonymise data for privacy protection.
Weaknesses
Some possible weaknesses of privacy-preserving result release techniques are listed as follows.
1. The result sanitisation procedures can be computationally expensive, though there exist some efficient sanitisation techniques for specific data mining functionalities, say, privacy-preserving sequential pattern release [29] . 2. The sanitised results may still disclose some sensitive information even after deliberate computation. For example, there exist privacy inference channels for frequent itemsets besides those discussed and blocked by Atzori et al. [39, 38] .
3. At this stage, the sanitisation procedures are mostly developed for a specific form of knowledge, for example, privacy-preserving sequential pattern release [29] . There is little investigation for privacy-preserving result release when data mining results from different functionalities are released. 4. Sometimes, a denial of service in a privacy-preserving system can be informative for privacy divulgence too.
Discussions and Possible Solutions
There are a number of research and development efforts on privacy-preserving data mining techniques/systems, ranging from privacy-preserving data publishing, privacy-preserving (distributed) computation, and privacy-preserving result release. We have discussed that they are suitable for different scenarios, e.g., most of privacy-preserving result release techniques have been developed for specific patterns or rules. They need to be incorporated with different legislation and policy. Usually such a single technique alone cannot provide an ideal technical solution [41] for privacy-preserving health data mining systems. One possible privacy-preserving health data mining system development framework is illustrated in Fig. 1 . The main motivation is to integrate various existing techniques together in order to take use of their strength at the appropriate time. The basic idea is to add a privacy-preserving data mining controller to determine which kinds of techniques should be used for a coming analysis query. An original data set may be first de-identified and/or k-anonymised, then the analysis is computed in a privacy-preserving way if data are distributed, and final data mining results are examined and sanitised before releasing. It must assess risk, especially taking into account interactions between different forms of releases (data or data mining results). It also can assess utility, accounting for data or analyses that become unreleasable. Such a health data mining system may as well be developed from a single data mining functionality first, and then add more functionalities. It stops when it is becomes impossible to include more data mining functionalities. For a set of users with different data mining requirements, a privacy-preserving health data mining system may provide modes of access appropriate to the level of data mining available.
Besides developing privacy-preserving data mining techniques, we still need to placing restrictions on how the data mining results or released data are used. For example, every organisation and individual user may sign a legal undertaking with the data mining service provider. A user should -not attempt to identify particular persons or organisations implied in the released data or data mining results or both; -not disclose, directly or indirectly, the private information to individuals or organisations who have not signed an appropriate legal undertakings with the service provider; -not attempt to match, with or without using identifiers, the information with any other list of persons or organisations;
-comply with any other direction and requirements specified by the data mining service provider.
