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Abstract
Resonating sensors are commonly used for various measurement tasks, e.g., as microbalances as well as for
viscosity and density measurements of viscous or viscoelastic media. The resonance frequency and the quality (Q)
factor of these sensors is typically determined electrically and can be disturbed by parasitic eﬀects caused by the
sensor or the interface circuit. To achieve high accuracy the resonator behavior is recorded in vicinity of the resonant
frequency and the desired parameters are calculated from this spectral information. For the determination of resonance
frequency and Q–factor the use of estimator algorithms which are insensitive to parasitic eﬀects is preferable. We
demonstrate advantageous estimator strategies and assess the performance of the speciﬁc estimators by evaluating the
spectral data of a strongly damped resonant sensor evaluated with two diﬀerent analyzer instruments.
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1. Introduction
The most important sensor parameters of resonating sensors are usually the resonance frequency and the quality
(Q–)factor of the electro–mechanical resonator, which are measured at the electrical terminals and hence, are inﬂu-
enced by parasitic eﬀects induced by the sensor design (depending on the sensor principle) but also by the electrical
analyzer circuitry. Typically, measurement setup induced systematic errors (bias and phase) aﬀecting the measured
impedance, are handled by a calibration process. Nevertheless these errors can not be neutralized completely due to
imperfect calibration models as well as the ﬁnite measurement precision during the calibration procedure. In many
applications the operating conditions allow very high Q-factors where these parasitic inﬂuences can be neglected
without impairing the measurement precision noticeable. For signiﬁcantly damped resonators (e.g. quartz crystal
resonators (QCR) for liquid viscosity measurement) parasitic inﬂuences can even dominate the sensor signal [1]. For
this reason, any post processing of measured data has to be robust against bias and phase errors, even if a calibration
has been performed.
2. Motivation
The behavior of an electro–mechanical resonators is generally governed by more or less complicated partial dif-
ferential equations. However, almost always a lumped element electrical equivalent network, which approximates the
actual system suﬃciently, can be found. In the majority of cases, such resonators can be modeled by dominant series
or parallel resonant circuits (also known as motional branch), accompanied by parallel and/or series components. We
specialize our investigations in the remainder of the paper to quartz crystal resonators (QCR) which, in vicinity of a
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resonant frequency, can be modeled by a motional branch consisting of a series RLC circuit and a shunt capacitance
C0 in parallel. The (spectral) motional branch admittance YMBR in terms of Q-factor, resonant frequency ωR and peak
admittance (Ymax = 1/R) is given by
YMBR(ω) =
Ymax
1 + jQ
(
ω
ωr
− ωr
ω
) . (1)
Parasitic sensor eﬀects (like the parallel capacitance C0 as well as certain unwanted signal components induced by the
interface circuitry) can be represented by additional conductance G and susceptance B which may be functions of the
frequency. Furthermore the signal can be aﬄicted with a phase shift ϕ.
Y(ω) = (YMBR(ω) +G(ω) + jB(ω)) e jϕ (2)
= YMBR(ω) e jϕ + Gˆ(ω) + jBˆ(ω)
Resonant sensors typically operate in a narrow frequency range and hence it is reasonable to assume G and B being
ﬁrst order functions in ω
G(ω) + jB(ω) = G′ + ωG′′ + j(B′ + ωB′′). (3)
When evaluating the sensor signal YMBR has to be separated from the parasitic signal components. Depending on
sensor type and operating conditions, G and B may be inﬂuenced during the measurement process (e.g., by properties
of the sample liquid). In general it is not possible to cover their inﬂuence only by a setup calibration rather these
parameters have to be determined (or tuned) online. This can be done by measuring the sensors signal at certain
frequencies Δω below and above the resonant frequency and solving for Gˆ and Bˆ. With these parameters the parasitic
sensor behavior is described and can be subtracted from the acquired resonance (Fig. 2). The phase shift on the
captured signal is not aﬀected by this operation and remains on the motional branch admittance YMBR.
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Figure 1: Admittance locus plot (left) and Bode plot (right) of a resonance aﬄicted with parasitic signals (G + jB and ϕ). The markers indicate the
resonant frequency and the -3dB points of the motional branch admittance. The dashed curve shows the separated motional branch resonance. Plot
span is 5×ωR/Q.
In a next step the parameters of the electro–mechanical resonator can be determined by choosing an appropriate
algorithm for estimating the parameters of the resonance. With respect to the phase shift a nonlinear least squares ﬁt
of the magnitude of the motional branch admittance
|YMBR(ω)| = Ymax√
1 + Q2
(
ω
ωr
− ωr
ω
)2 (4)
(because it is not aﬀected by phase errors), or of its argument
∠
(
YMBR(ω) e jϕ
)
= ϕ − arctan
(
Q
(
ω
ωr
− ωr
ω
))
(5)
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(because the phase error ϕ can be estimated) is preferable.
The implementation of this approach is quite simple but causes a dilemma. On one hand, if Δω is chosen too small,
the measurements are strongly inﬂuenced by the resonance of the motional branch yielding improper estimations for
G and B. On the other hand, the larger Δω gets the more the accuracy of the linear approximation suﬀers from higher
order errors.
2.1. Group Delay Error
A common error is induced by a improper calibration of group delays τ (e.g., caused by cables) resulting in a
frequency dependent phase shift ϕ(ω) = −ωτ. The characteristics of the motional branch are determined by narrow-
band measurements (e.g., Δω = ±5 × ωr/Q) and hence, errors due to frequency dependent phase shifts are of minor
relevance. However, for the determination of the parasitic components G and B it is suitable to acquire measurements
at frequencies where the eﬀect of the resonance has suﬃciently decayed (e.g., Δω = ±20 × ωr/Q). Therefore, esti-
mations of G and B are likely to be aﬀected by group delays. Estimates of these errors are given in the following,
starting with the data model in Eq. 2. It is advantageous to introduce the substitutions ϕ = ϕR − τω′, where ϕR is the
phase shift at the resonant frequency, and ω′ = ω − ωR the deviation from the resonant frequency. Equation 2 can be
approximated by1
Y(ω) ≈ YMBR(ω) e jϕR + (G(ω) + jB(ω)) e j(ϕR−τω′). (6)
For the determination of G and B it is beneﬁcial to choose the measurement frequencies equidistantly above
(Yhi = Y(ωR + Δω)) and below (Ylo = Y(ωR − Δω)) the resonant frequency. This yields equal phase deviations Δϕ
from ϕR at Yhi and Ylo, respectively. Consequently, the frequency dependent part of the spurious admittance can be
calculated by
G′′ + jB′′ =
Yhi − Ylo
2Δω
=
ΔYhi e− jω
′τ − ΔYlo e jω′τ
2Δω
, (7)
where ΔYhi,lo is Y(ωR ± Δω) − (Y(ωR) − YMBR(ωR)). With |ΔYhi| ≈ |ΔYlo| and the identity
e jA − e jB = a e j A+B+π2 ∃ a ∈ R ∀ A, B ∈ R (8)
one can see that τ  0 has virtually no eﬀect on the estimation of G′′ + jB′′. Consequently the circular shape in
the locus plot of the admittance is not disturbed but only shifted in the complex plane. This shift can be removed by
estimating the center of the circle (e.g., by using Taubin’s approach [2]) and can be shifted to the origin. For the circle
of resonance with its center in the origin the equation for the argument (Eqn.5) changes to
∠Y = ϕ − 2 arctan
(
Q
(
ω
ωr
− ωr
ω
))
. (9)
3. Measurement Results
Measurements were conducted using an 1.8432 MHz thickness shear mode QCR exposed to a S200 viscosity
standard2 at a temperature of 20◦C. To minimize drift errors the sensor was switched between a 4294A impedance
analyzer and a E5061B network analyzer (both Agilent) using high frequency relays. At the beginning of the experi-
ment both instruments were calibrated according to the measurement setup. As reference clock a 10 MHz rubidium
standard was used and connected to both instruments and consequently the deviations in resonant frequency estima-
tions are caused only by calibration errors and signal processing algorithms. The sensor admittance was recorded at in
vicinity of the resonant frequency (201 points in a span of 100 kHz) and at frequencies below and above the resonant
frequency. From the oﬀ–resonance measurements the parasitic signal components were calculated (Fig. 2) and then
subtracted from the resonances (Fig. 3). After calculating the center of the circles and shifting them to the plot origin
(Fig. 4) the arguments of the resulting curves were ﬁtted to Eqn. 9 using a nonlinear least squares approach.
1The narrowband character of YMBR allows to neglect the e− jτω
′
part.
2Viscosity: 602.2 mPa s, density: 0.8870 g/cm3 at 20◦C.
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Figure 2: Locus plot of the resonances
as recorded with the instruments. The
markers show the oﬀ–resonance mea-
surements.
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Figure 3: Resonance after removing
linear parasitic components. Both mea-
surements are still aﬄicted with a shift
and rotation.
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Figure 4: Resonances after centroid
shift. The diﬀerence in diameter can be
a result of an amplitude calibration er-
ror.
This procedure was repeated for a set of 50 admittance spectra acquired with the experimental setup. Resonant
frequency and quality factor were estimated ﬁtting (a) Eqn. 4 to the magnitude of the data after compensating for
G + jB (as shown in Fig. 3) and (b) applying Eqn. 9 to the shifted circles (as shown in Fig. 4). As can be seen from
Tab. 3 the deviation between the measurement results of both instruments is reduced signiﬁcantly.
f in Hz Q
4294A E5061B deviation 4294A E5061B deviation
(a) 1,835,187.0 (3.0) 1,835,272.8 (9.8) 85.77 (10.87) 98.357 (0.058) 98.402 (0.176) 0.0459 (0.1798)
(b) 1,835,740.6 (2.3) 1,835,737.8 (8.4) 2.77 (8.75) 99.945 (0.029) 99.973 (0.088) 0.0285 (0.0814)
Table 1: Comparison of measurements acquired with two diﬀerent instruments and processed with the two described evaluation methods (a) and
(b). The values denote the mean and (in brackets) the standard deviation of the calculated resonance frequency f = ω/(2π) and the quality factor
Q for both instruments, as well as the absolute deviation between the instruments.
4. Conclusions
The results of resonant sensor measurements (in particular when evaluating strongly damped resonators) may
be severely disturbed by various inﬂuences. Even if the instruments are calibrated before the measurements are
performed, the measurement results may be clearly disturbed but can be improved by choosing appropriate algorithms
for calculation of the desired parameters.
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