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CHAPTER I 
INTRODUCTION 
The optimization of antenna arrays has been studied fo r  malny 
years. Many types of c r i t e r i a  and parameters have been used as 
the variable t o  be optimized b u t  most of the work has been con- 
cerned only w i t h  properties of the antenna pattern. For example 
i n  1946 Do1 ph[1] developed a synthesis technique which minimized 
the beamwidth subject t o  a specified s4delobe level. About the 
same time UzkovCZ] showed how t o  maximize the gain of a uniformly 
spaced array. In part icular ,  he showed tha t  the optimum gain of 
an endfire array of isotropic sources was equal t o  the square of 
the number of elements (and occured when the  interelement spacing 
approached zero). In addition he showed tha t  f o r  half-wavelength 
spacing the optimum gain was equal to  the number of elements. 
TaiL31 determined the optimum broadside gain of uniformly spaced 
arrays of directive elements (dipoles). Jennettic41 maximized 
gain w i t h  the constraint of a pattern n u l l  i n  a specified 
direction.  
For receiving arrays, such as those used i n  communication and 
radar systems, the most important parameter i s  not simply gain 
but output signal t o  noise r a t i o  (SNR). For a specified modu- 
l a t fon  scheme t h i s  parameter can a lso  be related t o  probability 
of error .  
I t  is highly desirable tha t  t h i s  optimization be automatic. 
That t s  f o r  each change i n  the array's  environment (e.g., change 
i n  angle of* arr ival  of the signal)  or operating condition (e.g., 
changes in  the properties of the electronic components) the 
system should adapt i t s e l f  t o  t h i s  new condition by sui table  
internal  feedback modifications until the SNR i s  again optimum. 
ThPs c lass  of antenna systems is called adaptive arrays. 
The f irst  adaptive array of t h i s  type was the phase lock 
loope5 $61 or  se l f  -phasing array. This. type of array operates by 
aligning the phase of the signal from each element with that  of 
a reference before they are combined, thus assuring that  coherent 
add i t i on  occurs. This type of processing forces the main beam 
to point i n  the direction of the incident signal and automatically 
t rack  it as its angle of arr ival  changes. I t  will be shown i n  
Chapter I I  t ha t  t h i s  type o f  processing does maximize the output 
SNR if the array consists of widely spaced (no mutual coupling) 
identical  elements and the noise i s  generated in ternal ly  by 
fdentical components i n  each channel. Unfortunately the phase 
locked array does not have the ab i l i t y  t o  re jec t  undesired signals 
which are incident upon it. Even worse, i f  the interfering signal 
is stronger than the desired signal the array has a tendency t o  
"lock-*onu t o  the interference and track i t  ra ther  than the desired 
signal (the so-called capture ef fect)[6]. 
ShorC73 was one of the f i r s t  to suggest an adaptive process 
which maximized the SNR of an array of hydraphones, with bo th  
desired and undesired signals present. W i  drowC81 e t  a1 suggested 
a technique which minimized the mean square error between an array 
output and a reference signal, also fo r  the case of b o t h  desired 
and undesired signals present. I t  will be shown in Chapter III 
that for  certain conditions this  i s  equivalent to maximizing SNR, 
The techniques suggested by Shor and Widrow are b o t h  i terat ive 
processes using a steepest descent optimization approach and b o t h  
tend to  point the main beam i n  the direction of the desired s i g n a l ,  
while simultaneously generating antenna pattern n u 1  Is in the d i  - 
rection of undesired or interfering signals. 
The basic problem t o  be studied here i s  how to  organize or 
process the elements of an array in order to achieve optimum SNR, 
fo r  two dis t inct  situations, Chapter I1 considers the case of 
spat ia l ly  uncorrelated sky noise in the array's environment p l u s  
noise generated internal l y  by electronic components. Specifi c 
examples are presented which quantitatively show the pedomance 
of an array when mutual coupling effects are considered, 
Chapter 111 considers the case of coherent interference or 
jaming signals. The scheme suggested by Widrow i s  discussed; 
i n  particular the behavior of the LMS algorithm for  communication 
type (i.e., modulated) signals i s  analyzed. An actual array based 
on t h i s  technique was constructed and experimental results (arotenna 
patterns, power spectra, etc.) are presented i n  Chapter I V  to 
demonstrate that the principles upon which this  theory is 
based are correct and w i t h i n  s t a t e  o f  the a r t  technology. 
CHAPTER I1 
OPTIMIZATION OF SNR FOR BACKGROUND SKY NOISE 
I n  t h i s  chapter the array weighting coefficients which yield 
max output SNR are derived fo r  the case of uncorrelated back- 
ground sky noise w i t h  internally generated noise, That i s ,  the 
array fs  assumed to be operating i n  an environment where no co- 
herent interference or jamming signals are present; the only 
noise from the environment i s  "antenna.or sky noise". Intuitively 
it f s  expected that the improvement i n  SNR due to  signal processing 
w i l l  be less than when "plane wave" interference from a particular 
spatfal  angle is incident upon the array. 
The basic array system i s  shown i n  Fig. 1. The output of 
each antenna element is weighted by a complex weighting coefficient 
wi before being added together to  form the array output. The actual 
weighting coefficient component may be an amp1 if  i e r  w i t h  complex 
(i.e., magnitude and phase) voltage gain or an attenuator and 
phase sh i f t e r  and may be continuously changing due to  internal 
feedback control circuitry. 
A. Output Signal Power 
The signal power a t  the output may be expressed as 
where: wi is the complex voltage weigh ti ng coefficient  which 
may be seperated in to  i t s  amp1 itude and phase com- 
j tJi 
ponents, i .e., wi = Aie 
xi i s  the complex signal voltage appearing a t  the  
3 $i 
terminals of the i t h  antenna element, xi = Vie 
N= number of elements i n  the array. 
COMBINER- 
v 
ARRAY OUTPUT 
Fig. l--Basi c array system. 
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Unity o u t p u t  impedance has been assumed in the above equation; 
since the rat io  of signal to  noise i s  the parameter of interest. the 
impedance will cancel , so this represents no l oss of general i ty,  
Note that  the terminal voltage i s  a function of spatial angle e ,  
the direction from which a lane wave i s  incident upon the arra~y, 
j+i (0 
That h Xi(e) = Vi(e)e . 
Based on simple array theory (neglecting any mutual coup1 i n g )  
the expression fo r  Xi due t o  a constant amplitude plane wave w i t h  
identical antenna elements and identical l oad t emi  nati ons would 
have the form: 
Xi(e) = V e - jk( i - l )d  sin e 
where V = a constant 
k = 2 a / ~  = propagation factor 
d = separation distance between elements (assumed equal) 
A = wavelength of incident source. 
That i s ,  the voltage a t  each element would have the same mag- 
nitude (determined by the strength of the incident wave and physical 
properties of the antennas) and differ  from one another only i n  
phase. However, fo r  many arrays the effects of mutual coupla"ng 
from element to element cause this  simple theory to  yield poor 
results. When mutual coupling i s  significant the simp1 ified 
expression for Xi cannot be used, instead the more general fom 
must  be retained. The manner in which the actual Xi's are 
obtained fo r  thPs case i s  discussed in more detail  in Appendices I1 
and IV, 
B, O u t p u t  Noise Power 
The noise power a t  the array output consists of two dis t inct  
tries, a contribution generated by the array system, and a com- 
ponent which originates from outside the system and enters the 
system via the antennas. The component generated by the system 
Tncludes shot noise from electronic components (mixers, amplifiers, 
etc.) as well as thermal noise produced by lossy materials (coax 
lines,  etc.). For convenience a1 l of these internally generated 
contributions can be referred to the input of the device which 
~ e r f o m s  the weighting operation, so that the output noise power 
due t o  this  type i s  given by 
where 
Ng = total  output noise power generated by the system 
2 - 2 I wi I - wi * w* = Ai the power gain of the weighting 1 
coef f i ci en t dev i ce 
Ni = total  mean square noise voltage generated in 
the i t h  channel and referred to  the i n p u t  
of the weighting coefficient device. 
A common source of noise N i  i s  the amplifier i n  each channel. 
I f  the noise figure Fi of channel i is known then 
where k = Bol tzmann's constant = 1.38 x joule /O~ 
Fi = noise figure of i t h  channel 
To = 290'~ 
bf = bandwidth of the channel. 
I f  the internally generated noise i s  due t o  lossy materials, say 
a length of transmission l ine  w i t h  power t ransfer  r a t i o  a then the 
available noise is given by 
where N t h  = available thermal noise 
a = the power transmission 
output power from transmission l ine  
= input power in to  transmission l ine  
T, = physical temperature of transmission l ine  i n  OK 
I f  both of these sources of internal noise are present the tot91 
nolse i n  the channel will be the sum of each contribution. The ad- 
di t ion i s  done on a power basis rather than voltage due t o  the 
uncorrelated nature of these two types of noise. 
I n  addition t o  th i s  internally generated noise there exis ts  a 
component due t o  noise sources i n  the environment of the antenna, 
i.e., antenna o r  sky noise. T h i s  component i s  extremely d i f f i c u l t  
t o  describe i n  practice because i t  may vary considerably w i t h  time, 
location, direction,  and frequency, In principal the output noise 
power due t o  external sky noise sources can be expressed as: 
[for a more complete description of sky noise see Appendix I )  
where B ( e \ $ "  i s  the brightness of the sky i n  the direction 
s t  ,+"with dimensions watts 
rn2 - sterad 
A,(e ' . + I )  i s  the effective col lecting aperture of 
2 array ( m  ) which may also be expressed i n  
terms of i ts normal'i zed power pattern 
f(e\+8")s  A f ( e l , + ' )  with A themaximum 
ern em 
value of A e ( e  ,$ ) 
dn = element of solid angle = sin e ' d e ' d 4 '  
If vt(e' ,+') i s  the voltage induced on element i due to  a 
prir.acTpal polarized plane wave which has unit power density ( i  .e., 
1 w a t t / m L )  from direction e \ + '  then the effective aperture i s  given by 
C, zation of SNR 
I t  i s  now possible t o  write the expression for  o u t p u t  SNR as: 
swbsti tu tins the expression fo r  Ae yields 
or  w r i t i n g  the complex quantities i n  terms of the i r  amplitude and 
jmi jqb' 3@) 
phase functions, i.e., wi = Aie xi(e' , + ' I  = Vi(el ,+ ' ) e  
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In principal those values of Ai and m i  ( i  = I , * *  ON) which 
maximize the output SNR can be found by sett ing the partial 
derivatives of Eq .  (10) w i t h  respect to  Ai and m i  equal to  zero. 
T h i s  would yield a system of 2N equations containing integral 
expressions which must be solved. Unfortunately a completely 
general solution val i d  for  arbitrary brightness, array geometry, 
e tc , ,  cannot be found. Rather some specific cases must be 
considered. 
One of the most important cases (because i t  frequently 
occurs i n  practice) i s  that of uniform noise background. For 
t h i s  case B(st ,$I" becomes a constant and can be taken outside 
the integral sign. In addition maximum SNR will occur fo r  this  
case when a l l  the signal components are added coherently a t  the 
output, i.e., when 
or 
+i(Oo,+o) ++i = constant. 
Equatton (10) can then be written i n  a much simpler form as 
vU(et  ,+')v"(e' ,@I) Real R 
To f i n d  the amp1 i tude of the optimum weigh ti ng co0ff f cients the par t i  a1 
derivative of Eq. (12) w i t h  respect t o  Ai is  equated t o  zero yielding 
for  the i t h  component 
o r  the following system of N equations 
,I + B I IAmAnCmn 
where K = 
,I AiVi  
Since only the re la t ive  values of Ai can be determined (i - e e  
mu1 t iplying a l l  the Airs by a constant wil l  not change the SNR) 
the above system of equations can be solved, Alternatively the 
equations can be written more compactly i n  matrix notation as 
'11 '12 5 3  .* .  
C21 C22 C23 e * e  a symmetric square matrix 
'31 '32 '33 . * *  
1 0 0 * * *  
0 N 2  0 e e e  a diagonal matrix 
0 0 N 3  -- 
Hence the formal solution of weighting values which maximize 
SNR f o r  uniform background antenna noise is  
(16) [A] = K [V] provided the inverse exists 
U, 
In order t o  quanti tat ively study the optimization of SNR a 
part icular  antenna array model was selected f o r  analysiS, namely, 
a 1 inear array of half -wavelength dipoles placed a quarter-wave- 
l e n g t h  over a ground plane. This choice of study model was made 
for two reasons. F i r s t  i t  i s  an antenna array commonly used i n  
practice,  and secondly i t  lends i t s e l f  t o  mathematical analysis 
qufte we1 1. 
For this model the assumption of uniform background noise i s  
quite reasonable. For example, Fig. 2 shows the pattern of a 
sfngle dipole element i n  the H-plane. In the E-plane the pattern 
is even more narrow so tha t  the antenna collects  nearly a l l  of 
i t s  power from a sector of space w i t h i n  +70° from zenith. 
Figure A2 i n  Appendix I shows tha t  a t  microwave frequencies the 
sky noise remains f a i r l y  constant over t h i s  sector. In addition 
the magnitude of background noise will be much less  than the 
noise generated by the electronic components. For example a 
typica'l value of antenna temperature will be of the order of lo0K 
while the effect ive  noise temperature of say a t rans i s to r  amp1 i-  
f fe r  will be of the order of 300 '~  ( 3  dB noise f igure) .  The 
noise power i s  related to  effective temperature by 
P = kTeff Af 
Thus f o r  t h i s  par t icular  model the noise from the array's  en- 
vironment is much less  than from internally generated contributions. 
Fig. 2--Power p a t t e r n  of 0.51 d i p o l e  p laced 0.251 o v e r  
ground p lane  ( e  = 900).  
For t h i s  cond i t ion  Eq. (16) y i e l d s  
That l's, when the noise i n  each channel i s  uncorrelated 
each weighting coefficient shculd be made proportional to  the 
ms value of signal voltage i n  that channel and inversely pro- 
portional to  the noise power i n  the channel. I t  is interesting 
to po fn t  out that this particular example i s  analogous to  the 
"optimum combiner" studied by othersC91. The corresponding value 
of optimum SNR i s  easily found from Eq. (17) as 
or the optimum output SNR i s  simply the sum of the SNR's i n  each 
channe'l . 
In order to  evaluate the actual weighting coefficients and 
deternine the optimum value of SNR i t  i s  necessary to  calculate the 
voltage induced a t  each element due t o  an incident plane wave signal 
generated by some distant transmitter. A convenient method of 
analysis f o r  this problem i s  the Z-parameter technique commonly 
used tar c i rcu i t  theory.* Figure 3 shows a transmitting antenna 
and an N element receiving array. Since everything inside the 
dot ted  l ine i s  linear, passive, and bi la teral ,  the terminal 
voltages and currents a t  each terminal can be represented by a 
system of N + 1 linear equations of the form 
*One of the f i r s t  to use this approach fo r  antenna problems was 
Silver i n  his book Microwave Antenna Theory and Design, Radiation 
Laboratory Series - McGraw Hi1 1. 
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Pig, 3--Transmi tter-receiver geometry. 
where 
vo = terminal voltage of transmitter 
v i ( i= l  ,N) = terminal voltage of t h e  i t h  receiving element 
- Zmn - Z n m  mutual impedance between element m and n 
'nn = self impedance of the n t h  element w i t h  a l l  
other elements open ci rcui ted 
ZLi = load impedance a t  i t h  terminals 
An alternate se t  of equations which completely describe the prop- 
er t ies  of a receiving array when a plane wave i s  incident on i t  
can be expressed as: 
where 
\rYC i s  the open circui t  voltage a t  terminals i w i t h  a l l  other 
receiving elements also open circuited. 
Note that the voltages and currents depend on the angle of arrival 
OC 
v Vi ( 6 )  I i (eo))  of the incident plane wave and load 
impedance b u t  the mutual impedances, or Z-parameters, are fixed 
constants fo r  a given frequency and array geometry (element 
spacing, height over ground plane, etc.) .  Once the s e t  of Z- 
parameters and open circui t  voltages have been determined (see 
Appendix IV) i t  i s  possible to  calculate the output SNR fo r  a l l  
conditions of load impedance, scan angle, channel noise figure,  
weighting coefficient, etc. 
Due t o  mutual coupling effects the terminal currents (and 
hence the voltages) and SNR i n  each channel will differ  from 
element to element. For example Fig. 4 shows th is  variation o f  
termfnal currents, and Fig. 5 shows the variation of SNR f o r  the 
case of equal channel noise i n  a 4 element array w i t h  0 . 5 ~  spacing, 
I t  can be seen that 4 dB variations may exis t  between elements, 
Hence according t o  Eq.  (17), i t  i s  necessary to  adjust both the 
magnitude and phase of each weighting coefficient i n  order to 
achieve the optimum o u t p u t  SNR. I t  is interesting to  note however 
that  t h i s  optimum condition i s  only slightly better than simple 
coherent combination (adding the signals together in-phase wi thou$ 
regard fo r  amp1 i tude) . Figure 6 compares the optimum value of 
output SNR v s  e w i t h  that obtained by this uniform amplitude - 
inphase case. I t  can be seen that the improvement i s  typically 
less  than 0.1 dB. This result  i s  quite important because i t  
shows that the considerably more complex system hardware required 
t o  achieve optimum SNR yields very l i t t l e  improvement over a 
relatively simple system (e.g., a phase lock scheme). 
As the interelement spacing decreases the mutual coupling 
ef fec ts  become more significant, For example Fig. 7 shows the 
variations i n  terminal currents as the angle of arrival changes 
when the element spacing i s  . l x ;  Fig. 8 shows the corresponding 
variations of SNR i n  each channel. Even for  this  extreme case 
there is s t i l l  l i t t l e  differ-ence between optiii~um combining 
and uniform amplitude coherent combining (see Fig. 9). 
ANGLE FROM BROADSIDE 8 O  
Fig. 4--Magni tude of element load currents 
vs angle of arrival. 
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Fig. 5--Comparison of the SNR i n  each channel 
vs angle o f  arr ival .  
Fig. 6--Variat ion i n  o u t p u t  SNR vs a n g l e  o f  a r r i v a l .  
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Fig. 8--Comparison of the  SNR i n  each channel 
vs angle of a r r i v a l .  
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Fig. 9--Variation i n  output SNR vs angle of arrival .  
As the number of elements increases the difference i n  SNR 
between these two processing schemes become less  and less.  T h i s  
was verif ied by studying a 10 element array. In f a c t  Floquets 
theorem can be used to show that  th i s  difference goes t o  zero 
as the number of elements becomes inf ini te .  
The SNR curves shown i n  Fig. 6 and 9 have both been normali- 
zed t o  0 dB . a t  broadside s ince i t  was on ly  intended t o  show de- 
gradat ion i n  SNR as the  array was scanned. Ac tua l l y  f o r  the 
p a r t i c u l a r  load impedance case shown (50n) the broadside SNR f o r  
0 . 1 ~  spacing was 6.9 dB below t h a t  f o r  0.51 spacing. For a h igher  
load terminat ion of 10 Kn there was e s s e n t i a l l y  no d i f fe rence 
i n  SNR from 101 spacing t o  0.11 spacing, i n d i c a t i n g  very l i t t l e  
s t r u c t u r a l  sca t te r i ng  ex is ted  f o r  the  d ipo le  array. 
CHAPTER I1  I 
OPTIMIZATION FOR COHERENT INTERFERENCE 
I n  the previous chapter the weigh ti ng coef f i c ien ts  which 
optimized output  SNR were determined f o r  an a r ray  operat ing i n  a 
uni form background noise environment w i t h  i n t e r n a l l y  generated 
noise contr ibut ions.  The array could be made adaptive by i n -  
corporat ing a phase lock  loop t o  automat ica l ly  s e t  the phase, 
and feedback gain cont ro l  t o  s e t  the amp1 i tude o f  each weight. 
I n  t h i s  chapter an adaptive array capable o f  r e j e c t i n g  coherent 
in te r fe rence i s  discussed. This in te r fe rence could be from un- 
i n t e n t i o n a l  sources, f o r  example from nearby sys tems which j u s t  
happen t o  be us ing the same frequency, o r  from h o s t i l e  jamming 
sources. 
The basic  form o f  the adaptive array i s  shown i n  Fig. 10. 
The voltage a t  the terminals o f  each element i s  passed through 
a weight ing device, f o r  example an ampl i f ie r  w i t h  con t ro l l ab le  
gain and phase. The weighted outputs o f  each element are then 
added t o  produce the array output  S ( t )  . To make the  array 
adaptive, S ( t )  i s  compared w i t h  a reference s igna l  R( t )  , and 
the d i f ference,  the e r r o r  s ignal  ~ ( t )  , forms the i n p u t  t o  a feed- 
back system t h a t  cont ro ls  the weights wi. The feedback i s  de- 
< 
signed t o  ad jus t  the weights so the mean-square value o f  ~ ( t )  
PUT 
DESIRED 
OUTPUT 
Fig. 10--Basi c adaptive feedback system. 
i s  miraimized. This has the e f f ec t  of forcing the output of the 
arraag, S ( t )  t o  approximate the reference signal R(t)  as closely 
as possible on a mean-square basis. T h u s ,  any received signal 
t h a t  is  - not represented i n  R(t)  appears as an e r ro r  s ignal ,  and 
the feedback adjusts the weights t o  remove i t  from the output. 
The r e su l t ,  i n  antenna parlance, is  a pattern nu1 1 i n  the direction 
from which this signal comes. I f  the received signal - i s  represented 
i n  W(t), the feedback retains this signal i n  the output (with ampli- 
tude and phase the same as R( t ) ) .  T h u s ,  one can discriminate be- 
tween "desired" and "undesired" signals (e.g., between a desired 
communication signal and an in terfer ing signal ) by means of what 
i s  used fo r  the reference signal R(t) .  
The feedback concept discussed above was suggested by Widrow, 
e t  a1 ,[8]. The work described here differs from their  work, however, 
i n  several respects. First ,  we are interested mainly i n  the problem 
of interference rejection in radio communications. To t rea t  this 
problem real is t ical ly ,  i t  must be assumed that the desired signal 
contains modulation components that are unknown a t  the receiver. 
Hence the reference signal R ( t )  cannot be made exactly equal t o  the 
desired signal, b u t  can only approximate i t  in some sense. Some 
experiments i n  which the desired signal contains modul ation com- 
ponents not present on the reference signal are described i n  
Chapter IV. Widrow, e t  a1 . t rea t  the case where the desired signal 
is known exactly a t  the receiver, so an exact replica can be used 
for  the reference R(t). Second, the feedback system discussed 
here i s  a continuous, analog system. Widrow, e t  al .  , consider a 
digt ta l ,  sampled-data feedback loop. A1 though this  i s  only a minor 
difference, the problems of feedback loop s tab i l i ty ,  which are 
discussed i n  some detail in[8], arise only with a sampled loop, W 
continuous loop, based on the feedback algorithm discussed below, i s  
stable fo r  a l l  gain settings. T h i r d ,  the work reported here con- 
tains considerable experimental results,  whereas the work in[8] i s  
theoretical. 
A,  The LMS Feedback Algorithm 
Assume for the moment that the weighting coefficients wl ,  
wN shown i n  Fig. 10 are real. That i s ,  we ignore the possibility 
06 varying the phase of each element. This represents no loss of 
generality since phase control can also be achieved with two real 
weighting coefficients for  each channel. This will be discussed in 
more detail l a te r  on. The array output may then be written 
The error signal i s  
and hence the squared error i s  
The mean-square error i s  t h u s :  
- - 
2 2 N N N (24) E ( t )  = R ( t )  - 2 1 wi R( t )x i ( t )  + 1 1 wiwj(t)xi( t )x.( t )  
i = l  i=1 j=1 J 
where the bar indicates the time average. Equation (24) may be written 
more conveniently i n  matrix form as 
P - 
2 T (25) ~ ~ ( t )  = R ( t )  - 2wTrn(x,~) + W ~(x,x)W 
where w and (x,R)  are column matrices, 
(x,x) i s  an N x N matr ix ,  
T and W denotes t he  transpose of W. 
I t  may be seen f rom Eq. (24) o r  (25) t h a t  z2 ( t )  i s  a quadra t i c  
f u n c t i o n  o f  the  weights. Thus, i f  i t  i s  assumed t h a t  and 
'm are constant, the sur face obta ined by p l o t t i n g  
the weights is a bowl-shaped surface, as i l l u s t r a t ed  i n  F i g .  11 f o r  the 
case of two weights. (The case where x i ( t )  x . ( t )  and x i ( t )  R(t) change J 
with time* may be viewed as a motion of the bowl.) The quadratic nature 
sf Eq, (24) is important, because i t  indicates tha t  the bowl has a well- 
defined minimum, and furthermore i t  has only one m i n i m u m .  Thus, 
saddle-points or  re la t ive  minima are not possible. 
Fig. 11--The error  surface. 
"These time averages are understood to  be taken over an interval 
long compared w i t h  the fluctuations of x i ( t )  and R ( t )  , b u t  s t i l l  
f i n i t e ,  so gradual changes i n  the characterist ics of the signals 
result i n  time-changi ng averages. 
I t  i s  c lear  on physical grounds that  the extremum of the bowl i s  
a min imum,  not a maximum, since the e r ror  can be made a rb i t ra r i ly  large 
by a sui table  se t t ing of the weights. The value of the weight vector 
2 giving minimum E ( t ) ,  denoted by w , may be found by se t t ing  opt. 
where ow denotes the gradient w i t h  respect t o  w. Since 
then 
(32) w opt. = Q ( X , X ) - '  m(x,R), 
where i t  i s  assumed tha t  m(x,x) i s  nonsingular so i t s  inverse m(x,x)-" 
exists .  I f  the weight vector w i s  s e t  equal to  w , the result ing opt. 
m i n i m u m  mean-square e r ror  i s  found from E q .  (25) t o  be 
- - 
(33) E 2 2 T m i  n = R ( t )  - m ( x , ~ )  @-'(x,x) m(x ,~) .  
This resu l t  may be used t o  rewrite Eq. (25) i n  the form 
- - 
(34) 2 + (w-w lT m(x,x) (w-w 1, E ( t )  = E m i n  opt. opt. 
2 which places the quadratic dependence of E ( t )  on the weights wi 
c lear ly  i n  evidence. Finally, i t  may be seen t ha t  the "bowl" does 
not necessarily have i t s  principle axes oriented parallel  t o  the 
we-axes. A coordinate system whose axes do l i e  parallel  to  the 1 
principle axes may be defined by the relation: 
where R i s  an N x N rotation matrix of elements ri j: 
rll 5 2  . . . r l ~  
. 
( 3 6 )  R = 
... 
r~~ 
and .t i s  an N-element column matrix whose elements Li are the "normal 
coordinates" of the bowl : 
Substituting Eq.  (35) in to  E q .  (34)  gives 
T and when R i s  chosen so R @ ( x  ,X)R i s  diagonal , 
2 then the ti are normal coordinates. Since the E ( t )  surface has a 
m i n i m u m  for  w = wept., the eigenvalues h i  are nonnegative. The f a c t  
that hi  - > 0 may also be shown directly from m(x,x). 
The justification fo r  using m i n i m u m  mean-square error as the 
criterion for  optimizing array performance will now be discussed, 
In general, the o u t p u t  from the array consists of three types of 
contributions: a desired signal, an undesired interfering signal , 
and random noise. One may write 
where 
Sd( t )  = a desired signal 
Su( t )  = an undesired or interfering signal 
n ( t )  = random noise 
and where a ,  6, and y are constants representing the combined e f fec t  of 
the weights wi on these signals. Assume for the moment that the wave- 
form of the desired signal i s  known exactly a t  the receiver. Then  if 
the reference signal R ( t )  i s  s e t  equal to  a replica of the desired 
signal, 
the error signal becomes 
where the terms Sd( t )  , Su( t )  and n ( t )  are assumed uncorrelated, so the 
cross-product terms, such as S d ( t )  S , , ( t ) ,  are zero. Thus, to minimize 
- 
2 2  2 2 the sum of (I-a) Sd( t )  and S u ( t )  + y2 n2( t )  must be mini- 
mized, In general terms, this quantity will be minimum i f  a i s  nearly 
2 2  
unity and 6 and y are as small as possible. B u t  this condition i s  
constraining the power in the desired signal to be constant. Stated 
- 
another way, minimizing r2 i s  equivalent t o  maximizing the signal-to- 
noise rat io ,  where "noise" i s  interpreted as including the interference. 
This argument, a1 t h o u g h  generally correct, does over1 ook certain 
limitations. F i rs t ,  in practice one cannot s e t  R(t) = Sd( t )  because 
the exact form of the desired signal i s  unknown a t  the receiver. 
However, i n  many cases ~ ( t )  can be made t o  approximate Sd( t )  in some 
sense. For example, when Sd( t )  i s  a signal with amplitude modulation, 
i t  i s  possible to use the carrier component of Sd( t )  for  R ( t )  and 
s t i l l  obtain suitable operation (as will be seen in the experiments 
described la te r ) .  The presence of the sideband components in Sd( t )  
- 
2  increases the min imum mean-square error E ~ ~ ~ ,  b u t  minimizing 7 s t i  11 
corresponds t o  maximizing signal-to-noise ratio.  
A second limitation i s  that the above arguments may be over- 
simp1 if fed fo r  very low signal-to-noise ratios i n  the elements. 
A t  low SNR8s, the array may n o t  tend t o  constrain a 2 I ,  i f  the Sd( t )  
2 tern contributes only negligibly to E ( t ) .  Thus f o r  low SNR conditions, 
- 
m i n i m u m  c2 may no longer correspond to maximum SNR. However, fo r  most 
- 
cases, minimizing r2 i s  equivalent t o  maximizing SNR. 
6. Re1 ationship between SNR and LMS Error 
Using the above definition of noise i t  i s  possible to o b t a i n  an 
expression for  SNR when the weighting coefficients are adjusted to 
yield m i n i m u m  squared error. Again l e t  the total  voltage X i  w h i c h  
appears a t  the input of the i th  amplifier consist of three corn- 
ponen t s  , 
where i Xd = desired component in the i th  channel 
i Xu = undesired component in t h e  i th  channel 
i X n  = random noise in i th channel 
or i n  matrix notation 
(44) cxl=cxdl+CX, PCXn1 
where 
similarly for  Xu and X n .  
The total  output power i s  then 
Substituting the expression (Eq. ( 3 2 ) )  fo r  W which minimizes mean 
squared error yields 
w h i c h  contains both signal and noise. 
The desired signal component i s  
The noise component consisting of both undesired signals plus 
random noise i s  
so that the output SNR i s  given by 
which can also be expressed i n  terms of autocorrelation and cross- 
correlation functions as 
mT(x,~)  mml(x,x) m(xd,xd) m-l(x,x) @(X,R) 
(50) SNR = ,- 
m (x,R) m-1(x ,~ ) (m(xu3~u)  + m(xn,xn)) m-l(x,x) m ( x , ~  
where 
Similar  relat ionships a re  obtained f o r  @(XU ,Xu) and m(Xn .Xn) 
Unfortunately Eq. (50) i s  so formidable i t  gives l i t t l e  ins ight  
i n t o  the actual behavior of SNR as a function of the other  parameters, 
In order  t o  quant i ta t ive ly  show the e f f e c t  of undesired and randon 
noise s ignals  a pa r t i cu la r  example, namely a two element a r ray ,  
was investigated. For this case ( see  Fig. 10) 
where 
X19X3 = d i r e c t  component of t o t a l  voltage i n  element 1 and 2 
respect ively 
X2,X4 = quadrature component of to t a l  voltage i n  element 
1 and 2 respectively 
A,B = amplitude of desired and undesired signal  
m i  > e i  = phase of desired and undesired signal i n  element i 
T = time delay corresponding t o  h / 4  o r  90' a t  ad 
The reference signal is  assumed t o  be a t  the same frequency 
a s  the desired s ignal ,  i.e., A cos odt. r 
Four weighting coefficients  and four  values of X i  a re  required 
for a two element array i n  order t o  a1 low both ampli tude and phase 
cont ro l ,  After a considerable amount of matrix algebra the f i na l  
expression f o r  SNR i s  then 
where 
B~ C = - + -  
2 2  2 COS 8 
B 
C3 = 2- sin e 
A broadside signal ( = m2) has been assumed w i t h  equal 
- - - 
2 2 
random noise (nl = ng  = n ) i n  each channel. 
Figure 12 is  a 3 dimensional plot  showing the response of output 
SNR to an undesired signal incident upon the array w i t h  variable 
amplitude and phase parameters. I n i t i a l l y  no undesired signal is 
present (B = 0)  and only random noise corresponding t o  a 10 dB signal 
PHASE DIFFERENCE OF INTERFERING SIGNAL 
Fig. 12--SNR degradation due t o  coherent interference 
(LMS a1 gori t h m )  . 
to noise rat io  i s  present in each channel. As the undesired or 
ja~ming signal i s  increased t o  a value 13 dB higher than the 
desired signal Fig. 12  shows how this in i t i a l  SNR condition is 
degraded. A t  e = '180' (endfire for  a ~ / 2  spaced array) there is  
no degradation, i .e, ,  the interference can be completely rejected, 
A t  e = 0' (broadside condition) no signal processing improvement 
i s  possible since the desired signal i s  also coming from this 
direction, i .e., rejecting the undesired signal would also re ject  
the desired signal and no improvement would be gained. F o r  
comparison F i g .  13 shows the performance of a conventional phased 
array (pointed a t  the desired signal)  under the same conditions. 
I t  can be seen that  the LMS er ro r  c r i t e r i a  gives superior performance 
for a l l  values of e except 0' where no improvement is possible, and 
e = +180° the part icular  angle where the phased array has an antenna 
pattern null i n  the direction of the interference. 
PHASE DIFFERENCE OF INTERFERING SIGNAL 
Fig ,  13--SNR degradation due t o  coherent interference 
(conventional phased array). 
C. The Steepest Descent Optimization 
Now consider the method by which the weights are to be s e t  
equal t o  their  optimum values. One approach i s  to  measure the 
quantities x i ( t )  x . ( t )  and x i ( t )  R ( t )  f o r  a l l  i , j ,  and thus de- J 
termine the matrices m(x,x) and m(x,R) . +(x,x)-I may then be 
computed, and the optimum weights evaluated by means of Eq, (321, 
From a practical standpoint, this approach i s  not appealing, because 
of the difficulty i n  measuring m(x,x) and computing m-'(x,x) , 
especially i f  the number of elements i s  large. Furthermore, the 
object i s  t o  build an adaptive array, so that,  f o r  example, changes 
i n  the angle of arrival of the interfering signal will be automatically 
"tracked" by the weight settings. To adapt to such changes by the 
above method would require that the measurement of + ( x , x )  and +(x,T) 
and the computation of +(x,x)-I be repeated periodical ly. 
A more attractive alternative i s  t o  use the feedback algorithm 
suggested i n  [8]. This feedback rule i s  based on a steepest descent 
- 
2 2 
minimization of E ( n o t  E ). Specifically, each weight wi i s  t o  be 
adjusted according t o  the rule: 
2 2 
where v ~ - [ E  ( t ) ]  denotes the i th  component of the gradient of E (t) 
1 
w i t h  respect t o  the weight vector w ,  and ks i s  a negative constant. 
2 Since the gradient measures the sensit ivity of E ( t )  t o  each of the 
weights, the feedback rule s ta tes  that a given weight wi will be 
2 
changed a t  a rate proportional t o  the sensit ivity of the E ( t )  surface 
t o  t ha t  weight. The gradient of a surface i s  a vector i n  the maximum 
2 u p h i l l  direction, so ksvN[& ( t ) ]  points i n  the maximum downhill direc- 
t i on ,  Hence t h i s  i s  a steepest-descent algorithm, and i t  has a lso  
been referred to as the LMS algorithm. 
Evaluating the gradient gives 
and from E q .  (22),  
Hence the feedback rule becomes 
or i n  integral form 
T h i s  feedback may be instrumented as shown i n  Fig. 14, which shows 
one 1 oop of the system. 
So f a r  i t  has been assumed that  the weighting coefficients i n  
the array are real ,  so that  only the amplitudes of the signals xi ( t )  
a r e  adjusted. Actually, i t  i s  necessary t o  adjust  the phase of each 
s i g n a l  x i ( t )  as well, to  make use of the f u l l  f l e x i b i l i t y  available 
i n  the pattern. Phase control can be achieved by sp l i t t i ng  the 
s ignal  from each element in to  an in-phase component and a quadrature 
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Fig. 14--Basi c feedback a1 g o r i  thm. 
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Fig. 15--Feedback c i r c u i t  f o r  each element. 
component and then adjusting each w i t h  a real weighting coeffi cient ,  
as shown i n  Fig. 15. The signal i s  used di rect ly  f o r  the in-phase 
component, and is delayed one quarter wavelength* t o  produce the 
quadrature component. Independent control of the two weights 
is  then equivalent t o  control of both magnitude and angle. 
P 
*The system t o  be described i n  Chapter IV i s  re la t ively  narrowband 
(3 MHz bandwidth a t  an IF center frequency of 65 MHZ) and the 
delay required was one-quarter wavelength a t  65 MHz. 
CHAPTER IV 
EXPERIMENTAL RESULTS 
In this  chapter some experimental results of the adaptive 
array discussed i n  Chapter I11 are discussed. The measurements 
are presented here to  demonstrate the correctness of the princi- 
ples upon which the LMS algori t h m  are based, and to demonstrate 
that  the physical implementation i s  well within present s ta te  o f  
the a r t  technology. The measured results should n o t  be inter- 
preted as either basic limitations or best possible values, b u t  
merely typical results which could be obtained rather easily. 
A. Description of Equipment 
The Processing Units 
Two signal processing units based on the feeaback scheme shown 
i n  F ig .  15 were designed and built.  Figure 16 shows a photograph of 
one of these units. Figure 17 shows the various electronsc functions 
i n  this  u n i t  i n  more detail. The signal from the element i s  s p l i t  
into an inphase channel and a quadrature channel, as discussed above, 
Each channel i s  then s p l i t  again into two parallel paths, one t o  pro- 
vide positive gain and the other negative gain. To achieve a f u l l  
360' phase control in the u n i t  requires both the in-phase channel and  
the quadrature channel t o  be capable of having either positive or 
negative gain. In practice, this i s  most easily accomplished by 
Fig. 16--Electroni cs uni t for one element. 
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Fig. 17--Adaptive processing u n i t .  
u s i n g  two amplifiers "back-to-back", one with positive gain and the 
other with negative gain. 
The amp1 i f ie rs  used were dual-gate f i e ld  effect transistors (FET's) , 
which were found to be superior t o  integrated circui t  AGC amplifiers or 
current control 1 ed diode attenuators with regard to cross-modul ation, 
1 in~earity and phase stability*. In addition, FET amp1 i f ie rs  have the 
helpful property that the input impedance a t  the control gate i s  es- 
sentially inf ini te ,  so i t  i s  possible to "freeze" the weighting coeffi- 
cients i n  the array by simply disconnecting the control voltages. 
The processing units operate a t  a center frequency of 65 MHz 
with an RF bandwidth of approximately 3 MHz. A complete schematic 
of the processing units i s  shown in Appendix 111. 
Figure 18 shows some experimentally measured gain curves fo r  one 
of the "back-to-back" amplifiers. The plot shows the RF o u t p u t  voltage 
from the amplifiers as a function of the control voltage, for  various 
i n p u t  signal levels. Although the curves are not completely linear a t  
1 obver power levels, the performance was acceptable. 
B, Description of Measured Resul t s  
In  t h i s  section the results of several experiments performed on 
a two-element adaptive array, using the processing units described 
above, zre given. 
"The phase sh i f t  of the amplifiers should not change as the gain i s  
adjusted. In practice, i t  was found that with FET's the phase sh i f t  
could be held to within 10' over a 25 dB range of gain control. 
V O L T S  
Fig. 18--Amp1 i f i e r  gain characterist ic.  
1 Phase Tracking 
F i r s t ,  consider the following experiment. An unmodulated signal 
is fed in to  both processing units and also in to  the reference signal 
p o r t ,  The adaptive feedback should then adjust both the amplitude 
and phase of the output signal until  they match those of the reference 
s ignal  ( i t  must minimize the error) .  Figure 19 shows the measured dif-  
ference i n  phase and amplitude between the array output and the 
reference signal as the phase difference between the two elements i s  
varied over a 360' range. (This i s  equivalent t o  varying the angle of 
a%-rival o f  the signal .) I t  i s  seen tha t  the phase error  varied between 
-5' and 9' and the amplitude r a t i o  varied over a range of -0.5 dB t o  
+0,4 dB, 
i i ,  Amp1 i tude Tracking 
Next, Fig .  20 shows the resul ts  of an experiment i n  which the 
amplitude of the signal was .varied, while the reference signal was 
h e l d  constant. The curve shows the amplitude of the error  signal 
e(t), re la t ive  to  the reference signal amplitude. (The lower the 
error, the bet ter  the array processing units are performing.) I t  may 
be seen that  the e r ror  was maintained 20 dB o r  more below the reference 
over a range of input signal levels of approximately 23 dB. 
C, Interference Rejection 
Next  we discuss a number of experiments dealing w i t h  the in ter-  
ference rejection capability of the array. As discussed above, any 
s igna l  n o t  represented i n  the reference signal R(t )  contributes 
d i rec t ly  t o  the error  signal ,  and the feedback system adjusts the 
weights  t o  minimize it. 
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Fig. 19--Response of output amplitude and phase 
t o  input phase changes. 
INPUT SIGNAL LEVEL ( d B m  ) 
Fig.  20--Erro'r level vs signal level. 
The  f i r s t  experiment involved a simulated t e s t  of interference 
rejection by the array. Two CW signals were injected directly i n t o  
the processing units ( i  .e., no actual antenna elements were used), 
The signals were separated 10 kHz i n  frequency. First ,  one of them 
was injected with equal phase on each processing unit, corresponding 
t o  a desired signal arriving from broadside. This signal was also used 
for  the reference signal R ( t )  . The weighting coefficients were a1 lowed 
t o  a d a p t ,  and the final values were noted and used to  compute the pat- 
tern labelled "before adaptation" i n  Fig. 21. Next, a second signal 
(an interfering signal) was also injected, with an electrical phase 
angle between the units corresponding t o  a signal incident from 40' 
off broadside with half-wavelength spacing between elements. After 
t h i s  signal was turned on, the weighting coefficients changed to new 
values, These values were then used to  compute the second pattern, 
label led  "af ter  adaptationN i n  Fig. 21. I t  may be seen how the adaptive 
feedback causes the antenna to  form a nu1 1 on the interfering signal. 
The second experiment performed was a measurement of the improve- 
ment i n  the rat io  of desired signal power to  interfering signal power 
a t  the output of the array due to  the adaptive feature. Firs t ,  a 
desired signal arriving from broadside was injected in the array. After 
the weighting coefficients reached their  final values, they were frozen 
and the interfering signal was turned on. The rat io  of desired signal 
power t o  ~nter fer ing  signal power a t  the output of the array was meas- 
ured, T h e  array coefficients were then allowed to readapt, and af te r  
they reached their  new final values, the rat io  of the powers of the 
desired and interfering signals was again measured. This rat io  i s  
Fig.  21--Patterns be fo re  and a f t e r  a d a p t a t i o n ,  
called adaptivi ty. That i s ,  
D 
af te r  adaptation 
Adaptivity = 
before adaptation 
where 
D = desired signal power 
1 = interfering signal power 
Figure 22 shows the adaptivity in dB versus the electrical phase 
angle difference between elements f o r  the interfering signal. 
The desired signal arrived from broadside ( in  phase in both elements) 
f o r  the ent i re  curve. The adaptivity i s  shown f o r  f ive different 
interfering signal power levels a t  the input to  the array. For a l l  
cuwes (except the 0 dB one) the interfering signal power i s  higher 
than that of the desired signal. The type of feedback used (see 
Eq, (57)) has the property that i t  tends to hold the error signal 
a t  a re1 atively constant level , regardless of the power level of the 
inteHering signal .* T h i s  property projects into the adaptivi ty curves 
in Figg. 22. When the interfering signal power i s  increased 5 dB, the 
error signal remains constant, so the adaptivity increases 5 dB. 
For the case where the interfering signal power i s  20 dB higher 
t h a n  the desired signal power, the processing uni t s  have been driven 
beyond the i r  linear limits and the units no longer operate properly. 
*The feedback loop for  each element i s  a Type I (coupled) loop with 
loop gain proportional to the signal intensity squared. See 
Section D below. 

I t  is  noted tha t  the adaptivity drops t o  zero a t  both ends of the 
curve, where the e lec t r i ca l  phase angle between the in terfer ing signal 
i n  the two elements approaches 0' o r  180'. Near 180°, t h i s  r esu l t  i s  
s imply  due t o  the fact  t ha t  the array pattern,  when maximized fo r  
broadside, has a null i n  the endfire direction anyway. That i s ,  a 
desired signal incident from broadside resu l t s ,  i n  the absence of 
interference,  i n  a pattern w i t h  a null i n  the endfire direction. 
tihen the interference is  then turned on, i t  i s  already in a nu1 1 ,  so 
the adaptive feedback makes very l i t t l e  change. T h i s  r e su l t s  i n  a 
measured adaptivity of nearly zero, but i t  represents no real l imitat ion 
t o  array perfornrance. 
The drop i n  adaptivity near oO, on the other hand, represents the 
actual  l imitat ion i n  the system. T h i s  end of the curve defines how 
close the interfering signal can come to  the desired signal in space 
and s t i l l  be nulled o u t .  
These curves show tha t  10 dB improvement of signal-to-interference 
r4a t io  -is qui te  eas i ly  achieved i n  such an array f o r  most interference 
angles ,  and 30 dB i s  even possible under some conditions. Furthermo're, 
t h i s  improvement is based on only two elements, and one may hope t o  do 
be t t e r  w i t h  more elements. 
Next we consider some interference rejection experiments i n  which 
actual  antenna elements were used, and antenna patterns were taken on a 
pat tern recorder. The antennas used were a pa i r  of ~ / 4  monopoles* 
*A. i s  the wavelength. 
spaced x/2 apart on a rectangular ground plane. The patterns were 
recorded a t  2.1 gHz. Each element was connected directly to a mixer, 
where the frequency was converted to  65 mHz and p u t  into the two 
processing units. A common local oscil lator fed b o t h  mixers. 
In Fig. 23, a single desired signal illuminates the antenna from 
the direction shown. The weighting coefficients were allowed to a d a p t ,  
and were then frozen. With the weights frozen, the pattern was r u n ,  
and Fig. 23 shows the result. 
In Fig. 24, the experiment was the same as f o r  Fig. 23, except 
that now the array weighting coefficients were a1 lowed to  adapt as 
the pattern recorder turned. In this case the weighting coefficients 
were varying as the recorder turned, and the pattern beam tracked 
the signal, resul t i n g  in an "omnidirectional" pattern. 
In Figs. 25, 26, and 27, both a desired signal and an interfering 
signal illuminated the antenna. The weights were allowed to adapt 
and were then frozen. The patterns shown i n  the figures were r u n  
w i t h  the weights fixed. These patterns show three different sets  of 
incidence angles for the desired and interfering signals. I t  may be 
seen how the adaptive feedback forced a null in the direction of the 
interfering signal. 
Finally, Fig. 28 shows the depth of the null on the intelrfering 
signal as a function of i t s  angle of arrival,  when the desired signal  
remains a t  broadside. (This i s  not an instantaneous pattern, bu"c  
, 
plot of null depth.) 
Fig. 23--Adapti ve antenna p a t t e r n ;  d e s i r e d  s i  gnal only.  
Fig. 24--Adaptive antenna pat tern;  desired signal  tracked. 
Fig. 25--Adaptive antenna pattern; desired signal 
plus interference. 
Fig. 26--Adaptive antenna pattern; desired signal 
p l u s  interference. 
Fig. 27--Adaptive antenna pattern; desired signal 
plus interference. 
Fig.  28--Depth of interference null. 
D, Speed of Response 
To study the transient behavior of the weighting coefficients, one 
may examine the differential equations which they satisfy.  Since 
and  
we f i n d  
b iv j t ten  i n  matrix form, this  i s  
where w i s  defined i n  Eq .  (26), 
*bdod;e t h a t  +(x,x) = ys +(x,R) = 'm. 
6 6 
Unfortunately, Eq .  (62) i s  a system of differential equations for 
which no method of constructing a general solution i s  known. For the  
special case where there i s  only one weight, say wl ,  Eq. (62) becomes 
A general solution fo r  this  equation i s  easily obtained by use of an 
integrating factor, with the resul t  
where C i s  a constant of integration. B u t  when more than one w e i g h t  i s  
involved, no general solution for the system (62) can be constwdcted, 
There are certain special cases, of course, where the system can be 
solved. For example, i f  the matrix X i s  constant, a solution i s  eas i ly  
found. Or, i f  the signals happen to be such that  the product of the 
matrices X and dX/d t  commutes, then a matrix integrating factor can be 
used t o  construct a solution analogous to Eq .  (66). However, these 
- 
*Note that $(x,x) .=  X ,  $(x,R) = R7t)x. 
6 7 
cases do not appear to  correspond to a meaningful s e t  of signals i n  
the adaptive array problem. 
Other approaches to  solving the system (62) are of course possible. 
The equations can be solved on an analog computer or a digital  computer. 
Various techniques fo r  obtaining approximate analytical solutions, such 
as series solutions or perturbation techniques, seem promising. 
One important case which can be analyzed i s  the response of a 
single signal processing u n i t  to the introduction of a desired signal 
or an abrupt change in i t s  amplitude or phase. 
For this  case x l ( t )  = A cos ( w d t  + 4) t - > 0 
x2(t)  = A sin {wdt + 4) t - > 0 
R(t) = Ar COS w d t  
where A = amplitude of voltage a t  the i n p u t  of the signal 
processor due to an incident signal 
4 = phase of this voltage relative to reference. 
Equation (62) then becomes 
where A a = k s ~  
""1 
d t  + awl = b cos 
- d w 2 +  aw2 = b s in  
d t 
A solution can eas i ly  be found, f o r  example by variation of 
parameters, as 
3 
b A,- 
= - (l-e-at)cos + = - (1-e 
"1 a A ) cos + 
where i t  has been assumed tha t  wl(0) = w2(0) = 0. 
I t  can be seen tha t  both wl ( the  d i rec t  component) and w2 
(the quadrature component) have the same time constant and d i f f e r  
only i n  t he i r  f ina l  value. The inverse square de.pendence of t h i s  
2 time constant (2/ksA ) on i n p u t  signal amplitude can be seen i n  
Fiq. 29A, an analog computer solution of Eq. (69) f o r  various A, 
The larger the A the smaller the time constant, o r  al ternatively the 
fas ter  the system response. The e f fec t  of phase changes can be 
seen i n  Fig. 29B, also an analog computer resul t .  I n i t i a l l y  an i n p u t  
signal with 4 = 0 is turned on and the processor i s  allowed to  
reach a f inal  value. A t  time t = 6 seconds an abrupt phase jump1 
of 90' i s  made i n  the i n p u t  signal and the signal processor i s  
again allowed t o  reach a steady s t a t e  condition. 
F i g ,  29A--Re1 ationshi p between system response and signal amp1 i tude. 
Fig.  29B--Response of system to phase changes. 
The actual physical implementation of the algorithm was based 
on a s l  i'ghtly modified version of Eq.  (62).  The pure integrator,  
having Laplace transform l / s  was replaced by a transfer function 
l /(s+a) t o  assure s t a b i l i t y  f o r  high signal to noise conditions, 
This can be understood by considering, f o r  example, a two element 
array w i t h  only a desired signal present. Suppose the signal 
arrives from the broadside direction w i t h  e lec t r i ca l  phase equal 
to  the reference , i .e., 
l e t  XI = X3 = A cos w d t  
X 2  = X4 = A s in  w d t  
R = A r  COS w d t  
Then a correct solution f o r  the weights w which yield zero 
e r ror  i s  
However the s l igh tes t  difference or unbalance i n  the two elements 
together w i t h  the i n f i n i t e  dc gain of the integrator may cause an 
equally correct b u t  highly undesirable solution of the form: 
- 1 2 3 
W 1 - ~  T i -  + k l t  + k 2 t  + k 3 t  + - * *  
t = time k 's  are arbitrary constants, 
7 1 
For th i s  solution the weighting coefficients also produce zero 
error b u t  increase i n  magnitude without bound unti l  the electronic 
components saturate and the system i s  no longer able to  function 
correctly. This type of behavior i s  shown i n  Fig. 30, the resu l t  of 
an analog computer simulation of Eq.  (62) f o r  the example discussed 
above, Replacing the ideal integrator by a network with t ransfer  
function l /s+a,  having a dc gain of l / a ,  eliminates t h i s  diverging 
weighting coefficient  phenomenon. Note tha t  this condition only 
occurs f o r  very high SNR cases. The presence of internally generated 
system noise fo r  example will force a solution of the type given i n  
(70). 
Fig.  30--Divergi ng weighting coefficients f o r  pure 
integration and high SNR. 
Certain general conclusions about time response are possible. 
B4hen this system i s  viewed as a problem i n  feedback control, i t  i s  
clear that  the response time of the system depends on the amplitudes 
of both the desired and interfering signals,  because of the 
xi(t) x . ( t )  terms i n  the d i f f e r e n t i a l  equations. Stated another way, J 
the feedback loop has a gain constant propor t ional  t o  the square o f  
the s ignals xi(t). Hence the l a r g e r  the s ignals xi(t), the t i g h t e r  
the loops. This i s  the reason t h a t  the e r r o r  s igna l  amplitude is 
approximately independent o f  the i n p u t  s igna l  l eve l ,  as we prev iously  
remarked. I n  a l i n e a r  feedback loop, a l a r g e r  i n p u t  s ignal  would 
imply a l a r g e r  steady s t a t e  er ror .  But  f o r  t h i s  loop, a l a r g e r  
i n p u t  r e s u l t s  i n  a t i g h t e r  loop, w i t h  the r e s u l t  t h a t  the e r r o r  
stays constant. 
Figure 31 shows a measured t rans ien t  response o f  one o f  t he  
weight ing coef f i c ien ts  i n  the array, This curve i s  a t y p i c a l  result, 
and has a t ime constant o f  approximately 20 m i  1 l iseconds. 
E. Experiments w i t h  Modulated Signals 
Next we consider some experiments where the  s ignals i n  the array 
conta in modulation b u t  the reference s igna l  i s  unmodulated. For a 
desired s ignal  having amplitude modulation o f  the  form 
(721 S(t) = a ( t )  cos o0t 
= A. [l + 2km cos o,tl cos wet, 
and a reference s ignal  o f  the  form 
(731 R(t)  = A,. cos wet, 
2 the mean-square e r r o r  E ( t )  i s  found t o  be 
MILLISECONDS 
Fig. 31--Time response o f  weight ing coef f ic ient .  
2 The value of A, giving least  r ( t )  may be found by setting 
which yields 
Hence the minimum mean-square error criterion does n o t  force the carrier 
component of the AM signal to  be equal t o  the reference signal carrier,  
Instead the carrier of the AM signal i s  suppressed relative to  the 
reference carrier,  by an amount dependent on the modul a t i  on factor kIn. 
Figure 32 compares this calculated suppression with the results 
measured on the processing units, for  two different signal levels, For 
km = 0, A. should be equal to  Ar and no suppression should occur. For 
km = 3 (100% modulation) A. = 213 A r  and the carr ier  of the signal 
should be about 3.5 dB lower than the reference signal. The experi- 
mental results shown in Fig. 32 agree reasonably well with this .  
Next, we consider the interference rejection properties of the 
array with modulated signals. Figures 33-35 show photographs taken 
of the trace of a spectrum analyzer connected t o  the output of the 
array. In Fig .  33, the desired signal consists of a carrier com- 
ponent and two sidebands separated 50 kHz from the carrier. The 
carr ier  of the desired signal was used for  the reference signal 
( that  i s ,  the reference signal did not contain the modulation com- 
ponents). A CW interfering signal was added 10 KHz below the 
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Fig. 32--Effect of modulation on desired signal. 
carrier of the desired signal. The top photo shows the output 
spectrum before the weighting coefficients are a1 lowed t o  adapt, 
and the bottom curve shows i t  a f t e r  adaptation. I t  may be seen 
how the interference i s  removed from the output by the adaptive 
feedback. In Figs. 33-35, the spectrum analyzer has a l inear  voltage 
scale,  In Fig. 33, the interfering signal has approximately 4 times 
the vsl tage of the desired signal ca r r ie r ,  o r  16 times the power. 
Figure 34 shows a case i n  whi'ch both the desired signal and the 
interfering signal are modulated. The desired signal has sidebands 
50 kHz from the ca r r ie r ,  and the ca r r ie r  alone is a lso  used fo r  the 
reference signal ,  as before. The interference has a ca r r ie r  approxi- 
mately 8 kHz below the ca r r ie r  of the desired s ignal ,  and modulation 
DESIRED 
SIDEBANDS 
BEFORE ADAPTATION 
AFTER ADAPTATION 
Fig. 33--Adaptive rejection of interfering signal. 
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Fig.  34--Adaptive rejection of interfering signal. 
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sidebands 20 kHz each side of the carr ier .  The pictures again show 
the spectra before and a f t e r  adaptation. 
Finally, Fig. 35 shows a case involving noise modulation on t h e  
in terfer ing signal. Photo (a)  shows the spectrum of the desired s igna l  
alone. (The ca r r ie r  of the desired signal was used f o r  the reference 
signal .) Photo (b) shows the output from the array when the in ter-  
ference is added, b u t  before adaptation. Photo ( c )  shows the output 
again a f t e r  adaptation. 
The photograph i n  Fig. 35 appears blurred because the spectrum 
analyzer i s  approaching the l imi t  of i t s  frequency resolution capa- 
b i l i ty .  I n  order to determine how close i n  frequency the in ter-  
fer ing signal could be t o  the desired signal and s t i l l  be rejected, 
a Collins 75S2 receiver was used t o  obtain the spectra of Figs. 36 
through 38. This receiver was able to  resolve 65 MHz signals sepa- 
rated by l KHz. 
Figure 36 shows the typical resul ts  obtained when the in ter-  
ference is outside the information band. Figure 37 shows the per- 
formance when a modulated interfering signal i s  inside the i n -  
formation band. Finally Fig. 38 shows the capability of the system 
t o  r e j e c t  an undesired signal only 1 KHz away from the desired 
carr ier .  I t  i s  expected that  the interference would be rejected 
a s  long a s  the frequency separation between the desired and inter-  
ferfng signals i s  more than the feedback loop bandwidth; t h i s  was 
about 50 Hz fo r  the measurements reported here. For a part icular  
system this bandwidth i s  chosen as a compromise between desired 
( a )  SPECTRUM OF DESIRED SIGNAL 
( b )  ARRAY OUTPUT SPECTRUM BEFORE ADAPTATION 
(DESIRED) SIGNAL PLUS 1NTERFER1NG SIGNAL 
(6) ARRAY OUTPUT SPECTRUM AFTER ADAPTATION 
(DESIRED) SIGNAL PLUS INTERFERING SIGNAL 
Fig.  35--Adaptive r e j e c t i o n  o f  i n t e r f e r i n g  s i g n a l ,  
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Fig. 37--Improvement i n  i n t e r f e r e n c e  r e j e c t i o n  over  a  
convent iona l  phased a r r a y  ( i n t e r f e r e n c e  
i n s i d e  i n f o r m a t i o n  bandwidth) . 
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Fig. 38--Improvement in interference rejection over 
a conventional bandwidth). 
speed of response, minimum frequency offset  between desired and 
interfering signals, and maximum frequency offset  between the de- 
sired carr ier  and reference signal. 
The manner i n  which the adaptive feedback cleans out the inter- 
ference i n  these tes t s  i s  very impressive, and i t  i s  clear that these 
antennas have considerable potenti a1 for applications where inter- 
Cerence rejection i s  needed. 
CHAPTER V 
CONCLUSIONS 
This report has shown how i t  i s  possible to  improve the o u t p u t  
SNR of receiving arrays w i t h  signal processing techniques. 
In Chapter I1 the element weighting coefficients (amp1 i tude  
and phase) which maximize SNR were derived f o r  the case of unifom 
background sky noise plus internally generated noise. A particular 
array model, dipoles over a ground plane, was analyzed in detail 
to show the effect of such phenomena as mutual coupling. In 
particular i t  was shown that this optimum SNR was only slightly 
better than that which could be obtained by a much simpler tech- 
nique of uniform amp1 i tude-coherent combining ( i . e. , phase l ocki n g )  , 
In Chapter I11 the case of coherent jamming signals was con- 
sidered. A signal processing scheme based on a feedback algorithm 
determined by a steepest descent minimization of error was de- 
scribed. I t  was shown that this  i s  equivalent to maximi z i n g  out- 
put SNR for  many cases. The array was found to be capable of 
automatically tracking a desired signal, while automatically re- 
jecting an interfering signal. 
In Chapter IV experimental verification of the theory de- 
scri'bed i n  Chapter I1 I was presented. 
A number of experiments were performed on a two-element 
S-band array, including 
(1) measurements of the ab i l i ty  of the processing units t o  
track phase and amplitude of the desired signal (Figs. 19 
and 20), 
( 2 )  measurements of the "adaptivity" of the array (Figs. 21  
and  22), 
(3) measurements of antenna patterns obtained with interference 
present (Figs. 23-27), 
$4) measurements of the transient response of the system 
(Fig.  31), and 
(5) measurements of the interference rejection capabilities 
w i t h  modulated signals (Figs. 33-38). 
The tests  described show that these antennas have considerable 
potential for  applications where interference rejection i s  needed. 
The signal processing equipment i s  straightforward and can be con- 
structed w i t h  readily avai 1 able components. 
APPENDIX I 
BACKGROUND SKY NOISE 
T h i s  appendix presents some additional information about the 
background sky noise and antenna temperature concept which was dis-  
cussed earl  i e r  i n  Chapter I I .  
A1 1 objects above zero degrees Kelvin emi t electromagneti c 
radiation. The amount of radiation emitted can be calculated qui te  
accurately by using the Rayleigh-Jeans low frequency approximation 
t o  Planck's law of radiation. Planck's law f o r  a blackbody 
radiator i s  given by the equation 
(77) 2hf3 Af J = -  1 watts 
C 2 - hf ] m2 - s t e ~ a d  
EkT - 1 
where 
J = emitted power per u n i t  area of i t s  surface per u n i t  
so l id  angle 
8 c = velocity of l igh t  = 3 x 10 meters/sec 
h = 6.623 x joule-sec (Planck's const) 
k = 1.38 x lomz3 j ou l e / ' ~  (Eoltzmann's const) 
T = thermonietric temperature of the radiating body i n  
degrees Kelvin 
A f  = incremental bandwidth. 
The Rayleigh-Jeans approximation then makes use of the f a c t  
t h a t  h f  << kT fo r  temperatures above a few degrees Kelvin i n  the 
microwave region, t o  provide a much simpler expression fo r  emitted 
power, The exponential term can be expanded in to  a power se r ies ;  
only the f i r s t  two terms need be retained so that  
( 7 8 )  2hf J = -  2k2k~af - 2kTnf watts 2 -  
C C 2 h2  m2 - sterad 
I t  i s  now necessary to  re la te  the power emitted by an object 
t o  the power received a t  the terminals of a single antenna. Con- 
s ider  an i dea l  antenna which has a very small uniform beamwidth 
"0 t steradians and no other side o r  back lobes, The small beam 
area of the antenna assures tha t  the object wil l  present a con- 
s t a n t  temperature to  the antenna. I f  the blackbody object i s  a t  
To degrees Kelvin then the power received a t  the terminals of the 
antenna i s :  
'ant ' $ 'ant 
Aem i s  the maximum effective collecting aperture of the antenna 
and i s  given by 
- X 
- - x2 2 (801 - -  4n Dmax 4n [maximum directivity] . 
The fac tor  of i s  due to  the assumed randomness of polari- 
na t ion  of the emitted radiation, so tha t  only half the incident 
power will be absorbed by the antenna. Thus 
Using the expression f o r  Aem and cancelling 
Since the standard definition of antenna temperature Ta i s  given by 
'ant = k Tahf, the antenna temperature a t  the receiving temina l s  
of the ideal antenna i s  exactly equal to  the physical temperature 
of the blackbody radiator. 
Since blackbody radiators are rarely encountered i n  practice 
it i s  necessary to introduce the concept of equivalent brightness 
temperature of a real body. The equivalent brightness or apparent 
radiometric temperature (T ) of any body i s  defined as the tem- 
eq 
perature of an ideal blackbody si tuated a t  the same position as 
the original body and emitting the same radiation intensity t o  the 
point of observation. The power density from a real body i s  then 
2kT 
J =+ ~f watt 
A m2 - sterad , 
Returning again t o  the relationship between the antenna tem- 
perature and the effective brightness temperature, consider an 
ideal antenna ( re fe r  t o  Fig.  A l )  which has only a single pencil 
beam, described by i t s  normalized antenna pattern function f ( e  * ,$ ') ,  
Assuming tha t  the object under observation i s  large enough so t h a t  
i ts equivalent temperature i s  constant over the area covered by 
OBJECT UNDER OBSERVATION 
\ANTENNA WITH EFFECTIVE 
COLLECT1 NG APERTURE A, (8: +') 
AND PATTERN FUNCTION f (6: +') 
DESCRIBED BY 
Fig.  Al--Antenna d e s c r i p t i o n .  
t h e  a n t e n n a  beam, t h e  power r e c e i v e d  a t  t h e  t e r m i n a l s  o f  t h e  
a n t e n n a  is  
but 
- - 
s o  t h a t  o n e  o b t a i n s  Pant = kT e q  ( e , + )  ~f a n d  t h e  e q u i v a l e n t  b r i g h t n e s s  
t empera tu re  of t h e  body is  equal t o  t h e  antenna temperature  of  an 
i d e a l  antenna.  
I t  must be r e a l i z e d ,  however, t h a t  i n  p r a c t i c e  antennas  do no t  
have t h e  i d e a l  p a t t e r n  assumed above, b u t  f n f a c t  a c c e p t  some rad i -  
a t i o n  from e v e r y  d i r e c t i o n .  For t h i s  case  t h e  e q u i v a l e n t  b r i g h t n e s s  
t empera tu re  is  r e l a t e d  t o  t h e  antenna temperature  by* 
12' (* T(e)  f ( e W , ( ' )  s i n  e 8  d e t  dm' 
(87)  ~ ~ ~ ~ ( 0 , )  = ' O  ' O  (" 1' f ( e t , ( ' )  s i n  e '  de '  d( '  
o r  more g e n e r a l l y  t h e  antenna temperature  i s  the weighted average  
o f  a1 1 r a d i o m e t r i c  tempera tures  where 
- 
*In f a c t ,  E q .  (87)  should  be r e p l a c e d  by 
T i ( e ) f i ( e ' , ( ' ) s i n  e 8  de '  d(' 
i=1 
(86) 0 Tant(eo) = 
f I. f i ( e ' , ( ' )  s i n  e m  de' d('  
i=l 0 0 
where f l ( e l  , ( I )  i s  t h e  antenna p a t t e r n  measured w i t h  t h e  des ign 
p o l a r i z a t i o n  and T l (e )  i s  t h e  temperature  o f  r a d i a t i o n  inipi ngi ng 
on t h e  antenna wi th  t h a t  p o l a r i z a t i o n ;  f 2 ( e i  , $ I )  is  t h e  antenna 
p a t t e r n  f o r  p o l a r i z a t i o n  s t a t e  or thogonal  t o  t h e  des ign p o l a r i z a t i o n  
and Tp(e) i s  t h e  i n c i d e n t  r a d i a t i o n  of corresponding p o l a r i z a t i o n .  
I n  p r a c t i c e  t h e  c r o s s  p o l a r i z e d  term is  smal l  f o r  a well des igned 
an tenna ,  and c o n t r i b u t e s  o n l y  a degree  o r  two t o  Tant. 
(e ) i s  the antenna temperature i n  the direction eo Tant o 
T(e> i s  the radiometri c temperature distribution 
f (e ',$ ') is the normalized antenna power pattern function 
which acts as the weighting function 
sin e v e t  d@' i s  the element of solid angle. 
The above discussion has been concerned w i t h  a single antenna 
b u t  the results apply equally well for  an array of antennas i f  that 
system i s  passive, lossless, and reciprocal. For th is  case f ( e t  ,@) 
would be the power pattern function of the entire array rather than 
the pattern of a particular antenna element. 
If the array i s  lossy, non-reciprocal, or contains active 
devfces , such as amp1 i f iers,  then the appropriate expression f o r  
o u t p u t  power due to sky noise i s  
where 
B(e,$) i s  the brightness or power density per solid angle 
i n  the direction e,@ 
A,(ef,$') i s  the effective receiving aperture of the array i n  
the direction e '  , + I  
In practice i t  i s  quite d i f f icu l t  to  determine the actual values of 
brightness or radiometric temperature to use i n  these expressions 
for output noise power. There are, however, several sky and surface 
models whose radiometric temperature can be predicted. 
Sky Model 
In the microwave region almost a l l  of the atmospheric radiation 
i s  due  to oxygen and water vapor absorption. The percentage 06 
Oxygen i n  the atmosphere remains almost constant as a function 
of time b u t  the water vapor content may have a seasonal variat ion 
of twenty to one; hence the radiometric temperature of the sky i s  
not a constant, b u t  if the pressure, temperature, and water vapor 
are  known the attenuation per u n i t  length and hence the radiometric 
temperature can be computed using formulas derived by Van Vleck,ClO] 
The most commonly used model f o r  determining sky temperature 
distr ibutions i s  to assume a planar earth; f o r  t h i s  case the p a t h  
length over which absorption occurs i s  proportional to  the secant 
of the angle from zenith. This assumption of a plane earth g ives  
good accuracy f o r  angles less  than about 80' from zenith. 
A convenient form for  determining the sky temperature as a 
function of angle i s  given by Wulfsberg[llJ 
secant e (89) T, .~~(B) = (1-a. ) 'm 
where 
a is fractional  transmission of atmosphere a t  zenith (e=B) 0 
Tm i s  the mean absorption temperature, which fo r  c lear  sky 
conditions can be expressed as Tm = 1.2 Tground - 5o01<, 
Extensive experimental measurements of sky temperature a t  
several microwave frequencies have been made by Air Force 
Cambridge LaboratoriesCll] under various meteorologi cal conditions 
and the resul ts  agree quite well w i t h  calculations based on t h i s  
simple model. 
Smooth Surfaces 
Another model which can be analyzed quite eas i ly  i s  the very 
smooth surface. Consider an antenna looking a t  a smooth planar 
surface a t  some angle of incidence eo. For t e r r e s t r i a l  surfaces 
the transmissibil i ty  i s  zero so that  the radiometric temperature 
is  composed of two components, radiation which i s  emitted by the 
surface, and radiation from the atmosphere which i s  reflected by 
the surface. 
The radiometric temperature can then be computed from the 
reflection coefficient  since 
where 
. . 
r,rh = reflection coefficient  f o r  vert ical  and horizontal 
polarization 
5, lTrh = ver t i ca l ly  and horizontally polarized components 
of radiometric temperature 
v ( e  ) = ver t ical ly  and horizontally polarized Tsky(eo) ' T ~ k y  o 
components of radiometric sky 
temperature i n  direction eo 
T = thermodynamic temperature of object. 
9 
. 
p COS - 1-1 
; COS €I0 4- u A m i  
2.9 2 2 ;ko cos eo - Ed( W - ko s i n  e 
. 
r.. = 
where 
. 
rh = complex ref 1 ection coeffi c ient  f o r  hori zontal pol ar i  z a t i  on 
tv = complex reflection coefficient  f o r  vert ical  polarization 
; = complex permeability of object 
= complex d ie lec t r i c  constant of object 
uo = f ree  space permeability 
E = f ree  space permittivity 0 
A case of part icular  in te res t  i s  when the object i s  non-magnetic, 
t ha t  i s  u = uo. Under t h i s  condition the radiometer equations for a 
smooth surface reduce t o  
where r r  = re la t ive  d ie lec t r i c  constant. 
E 0 
It i s  interesting to note that the reflection coefficient f o r  
vertical polarization i s  zero when tan e = 6 (Brewster's angle) 
and for this particular angle the radiometric temperature s h o u l d  be 
exact ly equal to the thermal temperature of the object. 
Figures A 2  and A3 show some typical calculated and measured 
resul ds for the sky model and the smooth surface model. 
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Fig.  A2--X band sky profile. 
DEGREES FROM GRAZING 
X-BAND ASHALT Er = 4.3+j .  1 
Fig. A3--X band asphal t .  
APPENDIX I1 
ARRAY IMPEDANCE 
This appendix contains some addi tional comments about array 
impedance. I t  was pointed out i n  Chapter I1 tha t  one s e t  of 
parameters which gave a complete description of the receiving array. 
perfornlance was the s e t  of open c i r cu i t  voltages plus the mutual 
impedance matrix. This matrix consists of the se l f  impedance Z i i  
of each element and the mutual impedance Zi between the i t h  and 
j t h  element. For a specified frequency and array geometry ( i  .e., 
element type, spacing, etc.) these impedances are constant. That 
i s ,  they are independent of load termination and angle of arrival  
of the incident wave. For completeness tables 1 t h r p u g h  4 present 
a l i s t  of these impedances computed (see Appendix Iv )  for several 
in tere l  ement spacings , number of elements, and dipole d i  ameters . 
Another system of parameters which form a complete s e t  f o r  the 
description of the receiving properties of the array i s  the Thevenin 
equivalent c i rcui t .  Figure A4 shows th i s  c i r c u i t  representation; 
here E i  represents a voltage generator and zTY represent the 
Thevenin impedance of the i t h  element. The procedures required 
t o  evaluate these parameters can be seen by considering a two 
element array. 
TABLE 1 
Mutual impedances  f o r  h a l f - w a v e l e n g t h  d i p o l  es p l a c e d  
q u a r t e r - w a v e l e n g t h  o v e r  a g round  p l a n e .  
1.0000000 115.4476111 68.2558241 
( a/X = 0.007 ) 
1.0000000 90.2554493 73.0602 198 (~/,=o.oooool) 
1.0000000 114.1435442 71.0355806 
2. (1900000 3.7978095 -45.3746324 
3.0000000 -9.7650292 17.2897501 
4.0300000 7.0951731 -7.6637405 
2.0000000 113.4529676 73.7050257 
3.0000000 4.3404632 -46.2369814 
4.0000000 -9.7650372 17.2897396 
3.0000000 113.4529581 73.7050266 
4.0000000 3.7973113 -45.3746357 
4.0000000 114.1435194 71.0355635 
(0.5A SPACING , vA= 0.007 ) 
1.0000000 90.0107689 73.2942381 
2.0000000 11.3742318 -32.94315415 
3.0000000 -9.6041082 9.2256449 
4,0000000 5.6664523 -3.4311553 
2.0000000 89.8296089 73.5404062 
3.0000001) 11.4600917 -32.9991550 
4.0000000 -9.6041104 9. '2256366 
3.0000000 89.8296022 73.5404387 
4.0000000 11.3742332 -32.9435444 
4.0000000 90.0107574 73.2942991 
( 0.5 X SPACING , O/X = 0.000001) 
1.0000000 107.8230095 41.7797103 
2.0000000 106.6896753 -4.3821549 
3.0000000 87.3056936 -44.5983925 
4.0000000 55.6918511 -65.9761267 
2.0000000 119.7950525 26.9127116 
3.0000000 112.6154957 -13.2782221 
4.0000000 87.3057003 -44.5984051 
3.0000000 119.7950506 26.9126925 
4.0000000 106.6896753 -4.3821793 
4.0000000 107.822996 1 41.7796679 
(0.1 A SPACING, = 0.0007) 
u
r
n
 
s
 
EC 
3
 
t
'
o
 
m
 L
 
s
 
cn 
a, 
P
 ru 
a, 
>
 5- 
rd 
a, 
7 $ 
z
s
 
rd t' 
.s
 
m
 
c
 
5- 
aJ 
G
'z 
TABLE 3 
Mutual impedances for half-wave1 ength dip01 es placed 
quarter-wave1 ength over ,a ground plane 
1.0000000 i . o o n ~ ~ 0 0  90.0059433 73.288fisgfi 
1. 0000000 2.0000000 11.3828173 -37.9356408 
1 .0000000 3,000000r) -9.6220fiG4 9.2147846 
1.0000000 4 .0000r300 5.7179207 -3.4257744 
1.000Or)OO 5.0000000 -3.5914099 1.5770701 
1.0000000 6. 00000n0 7.4220351 -0.8405679 
1.0000000 7.0G30C00 - 1.7294828 0.4973517 
1.0000000 8.0000000 1.2909504 -0.3182052 
1.0000000 3.0000000 -0.9967629 0.216679 1 
1.0000000 10.0000000 0.7871012 -0.1546112 
2.0000000 2.0000000 89.3145847 73.5294914 
2.0000000 3.0000000 11.4909278 -32.9853501 
2.0000000 4.0000000 -9.6804985 9.2271054 
2.0000000 5.0000000 5.747926 1 -3.4287584 
2.0000000 6.0000000 -3.6142225 1.5773940 
2.0000000 7.0000000 2.4377499 -0.8402748 
2.0000900 8.0000000 -1.7404720 0.4972012 
2.0000000 9.000r)000 1.2977906 -0.3186495 
2.0000000 10.0000noo -0.9967627 0.2166821 
3.0000000 3. 0r100000 89.7686853 73.5779083 
3.0000000 4.0000000 11.5130903 -32.9795890 
3.0000000 5.0000000 -9.6928717 9 .72229n0 
3.0000000 6.0000000 5.7555121 -3.4252595 
3.0000000 7.0000000 -3.6190215 1.5750789 
3.0000000 8.0000000 2,4404396 -0.8390769 
3.0000000 9. Q000000 - 1.7404770 0.4972012 
3.0000000 10.0000000 1.2909498 -0.3182189 
4.0000000 4.0000000 39.7586546 73.5278643 
4.0000000 5.0000000 11.5183567 -32.9761457 
4 .0000000 6.0000000 -9.6958163 9.2201569 
4.0000000 7.00r)OOOO 5.7569752 -3.4241930 
4 .0000000 8.0000000 -3.6190210 1.5750818 
4.0000000 9.0000000 2.4377502 -0.8402652 
4 .OOOOOOO 10.0000000 -1.7294829 0.4973518 
5.0000000 5.0000000 89.7561321 73.5207987 
5.0000000 6.0000000 11.5194577 -32.9751816 
5.0000000 7.0300000 -9.6953179 9.2201517 
5.0000000 8.0000000 5.7555121 -3.4252595 
5.0000000 9.0000000 -3.6142229 1.5773987 
5.0000000 10.0000000 2.4220355 -0.8405751 
6.0000000 6.0000000 89.7561226 73.5206397 
6. 0000000 7.00011000 11.5183645 -32.9761467 
6.0000000 8.0000000 -9.6928740 9.2222815 
6.0000000 9.0000000 5.7479772 -3.4287401 
6. 0000000 10.01300000 -3.5914093 1.5770644 
7.000r)OOO 7.0000000 89.7586365 73.5778596 
7.0000000 8.0000000 11.5130889 -32.9795814 
7.0000000 9.0000000 -9.6504947 9.2271050 
7.0000000 10.0000000 5.7129217 -3.4257562 
8.0000000 8.0000000 89.7686701 73.5279598 
8.0000000 9 .0000000 11.4909285 -32.9853473 
8. 000G000 10.0000000 -9.6720694 9.2147779 
9 .OOOOOOO 9.0000000 89.G145514 73.5795401 
9.0000000 10.0000000 11.3828716, -37.9356413 
10.0000000 10.0000000 90.0059128 73.2887220 
(0.5 SPACING, @/A 0.007) 
TABLE 4 
Mutual impedances f o r  half-wave1 ength  d i p o l e s  p laced  
quar ter -wavelength  over  a ground p lane  
I ;I F-4 ( I ,  J) X (1, J) 
1.0000000 1.0000000 108.5694008 47.5149937 
1.0000000 2.3000000 104.8336029 1. 9040360 
1.0000000 3. OOOGOOO 82.2832748 -39.3902106 
1.0000000 4.0000000 47.5651307 -63.7575197 
1.0000000 5. 0000000 9.5742015 -67.3936434 
1.0000000 6.0000000 -22.6763697 -52.2415347 
1. '3000000 7.0000000 -42.4302673 -24.8814468 
1.0000000 8.0000000 -46.8388135 5.5613376 
1.0000000 9.0000000 -37.4422045 30.0353756 
1.0000000 10.0000000 -19.3915830 41.9230771 
2.0000000 2.0000000 114.9727516 32.5586176 
2.0000000 3.0000000 105.0093057 -10.2410731 
2.0000000 4.0000000 77.8872147 -46.1373061 
2. C)000000 5.0000000 40.4836049 -64.1831132 
2.0000000 6.0000000 1.7817396 -62.3697081 
2.0000000 7.0000000 -29.5050471 -44.0920849 
2.0000000 8.0000000 -47.2008996 -16.7071426 
2.0000000 9.0000000 -49.1454520 10.7511064 
2.0000000 10.0000000 -37.4422178 30.0353892 
3.0000000 3.0000000 110.8170729 25.9226706 
3.0000000 4.0000000 98.3512259 -10.8208605 
3.00OOOr10 5.0000000 70.4526167 -41.6133494 
3.0000000 6.0000000 33.7844133 -56.7907524 
3.0000000 7.0000000 -3.0905012 -54.9883113 
3.0000000 8.0000000 -31.9828107 -39.4697952 
3.0000000 9.0000000 -47.2009153 -16.7071011 
3.0000000 10.0000000 -46.8388305 5.5613940 
4.0000000 4.0000000 103.4871559 30,2575455 
4.0000000 5.0000000 91.7004814 -3.8080320 
4 .OOOOOOO 6.0000000 65.5209513 -34.6820970 
4.0000000 7.0000000 31.2075570 -52.4955344 
4.0000000 8.00000r)O -3.0905417 -54.9882894 
4.0000000 9.0000000 -29.5050998 -44.0920324 
4.0000000 10.0000000 -42.4303088 -24.8813868 
5.0000000 5.0000000 98.5409002 37.C384464 
5.0000000 6.0000000 89.0946733 0.2257525 
5.0000000 7.0000000 65.5209227 -34.h820865 
5.0000000 8.0000000 33.7843471 -56.7907252 
5.0000000 9.0000000 1.7811590 -62.3696680 
5.0000000 10.0000000 -22.6764336 -52.2414856 
6.0000000 6.0000000 98.5408735 37.0384526 
6.0000000 7.0000000 91.7004328 -3.8080202 
6.0000000 8.0000000 70.4525423 -41.6133451 
6 .0000000 9.0000000 40.4835086 -64.1881132 
6.0000000 10.0000000 9.5741208 -67.3936310 
7.0000000 7.00000'30 103.4870796 30.2575352 
7.0000000 8.0000000 98.3511400 -10.8208807 
7.0000000 9.0000000 77.8871136 -46.1379504 
7.00r)OOOO 10.0000000 47.5650411 -63.7575436 
8.0000000 8.0000000 110.8169870 75.9225991 
8.0000000 9.0000000 105.0097265 -10.2411596 
8.0000000 10.0000000 82.2331994 -39.3902802 
9 .0000000 9.0000000 114.9726906 32.5584688 
9. 0000000 10.0000000 104.3335505 1.9039469 
10.0000000 10.0000000 108.5693150 47.5148735 
(0 .5  SPACING, O/X 0.007) 
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Fig.  A4--Thevenin equivalent c i rcu i t  representation 
of receiving array. 
z i H  the impedance seen looking into the terminals of element 
1 can be found by evaluating the rat io  Vl/I1 w i t h  a l l  internal 
sources s e t  to  zero. (An alternate method i s  to  compute the r a t i o  
of open circui t  voltage to  short c i rcu i t  current.) For this con- 
dition 
v 2 = z  I + z  I =-12zL2 2 1 1  2 2 2  
where V1,V2 = terminal voltage a t  element 1 and 2 due to  a 
single generator placed a t  the terminals of 
element 1. 
- Z i j  - Zj i  = the mutual impedance between the i th  and 
j t h  element. 
ZL2 = load impedance placed across the terminals of 
element 2. 
S o l v i n g  this system of equations yields 
Similarly the expression for  Z2  i s  given by 
To f i n d  El, the open c i rcu i t  voltage, we s e t  I = 0 hence from 
E q ,  (201 
I t  can be seen that the Thevenin impedance i s  again a constant; 
-i,e,, i t  i s  independent of amplitude or angle of arrival of an incident 
plane wave b u t  does depend on the load termination of the other 
elements. The voltage generator varys in magnitude both with 
angle of arrival and load impedance. 
APPENDIX I11 
CIRCUIT DIAGRAM FOR PROCESSING UNIT 
T h i s  section presents the circui t  diagram fo r  a signal proces- 
sor and briefly describes the components used. The schematic i s  g i v e n  
i n  Fig. A5. Except for  the x/4 delay l ine both the upper and lower 
halves are symmetrical. 
A double-balanced mixer using four matched hot carrier diodes  was 
used to  perform the mu1 t iplication operation. The excel lent ba!ance 
of the mixer eliminated the need for  nu1 1 balance adjustment and 
minimized the interaction between the incoming and error signals, 
A h i g h  gain discrete component operational amplifier with RC 
feedback was used for the integrator. A unity gain integrated cir-  
cu i t  amplifier provided the required sign inversion. 
Dual gate f ie ld effect transistors were used bo th  t o  provide 
gain and to  vary the weighting coefficient. for  each of the four 
channels of the signal processor. A single gate FET could have 
been used t o  provide power gain b u t  the dual gate version i s  re- 
ported to have superior cross-modulation performance and greater 
dynamic range. 
Fig.  A5--Circui t diagram f o r  s i g n a l  processor .  
The nearly inf ini te  dc gate impedance of this device provides 
an excel lent means fo r  "freezing" the weighting coefficients. By 
simply disconnecting the control voltage from the gate, w i t h  a 
switch, the amplifier gain remains constant and one can then run 
an antenna pattern. The amplifier gain remains constant for several 
hours w i t h  no measurable change from the previous closed loop value, 
APPENDIX IV 
COMPUTER PROGRAM 
For completeness th i s  appendix contains the Fortran IV computer 
program used t o  compute the SNR curves of Chapter 11. I t  consists 
primarily of a modification t o  a mutual impedance program previously 
written by Dr. J.H. Richmond. This program calculates the s e t  of 
open c i r cu i t  voltages ( V O C )  , mutual impedances (ZMN) , 1 oad currents 
( C U R ) ,  optimum SNR (SNO) , and SNR resulting from uniform combining 
(SNU) fo r  a l inear  array of parallel dipoles over a ground plane. 
Input data include the number of dipoles (NDIP), interelement 
spacing i n  wavelengths ( X C )  , height over ground plane i n  wave- 
lengths (YC) , diameter of dipoles i n  wavelengths (AL) , halflength 
o f  dipole i n  wavelength (HL), and load impedance ( Z L ) .  
W detailed description of the electromagnetic principles 
involved i n  the numerical analysis can be found i n  Reference 12. 
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