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OVERVIEW OF THE PROBLEM AND ITS IMPORTANCE
The Kelvin-Helmholtz instability (KHI) is one of the fundamental instabilities observed in plasmas. Originally studied in fluids [62, 61] , the plasma KHI nowadays plays an important role in such diverse fields as Astrophysics [22, 57, 54] , Space Physics [35, 39] , Solar Physics [17, 40, 19] , Planetary Physics [51, 13] , Fusion Research [9, 53] , and Laser-Plasma Physics [30, 34, 55] .
In this work we study the KHI between two relativistic, unmagnetized streams of hydrogen plasma. The KHI occurs when two streams of plasma flow past each other. Protons and electrons in the stream flow at a velocity corresponding to a relativistic -factor of 3. At the interface between the streams, shear forces break up the flow and the plasma flow becomes turbulent, forming current filaments. These filaments amplify a magnetic field that again leads to a stronger perturbation of the shear surface creating a feedback loop. During this phase, certain electromagnetic wave modes grow and periodic magnetic field structures appear, interacting with the density modulations. Finally, a quasi-steady state is reached which manifests in a periodic density and field modulation along the interface between the streams.
The onset and development of the instability is of great interest in astrophysical scenarios where a relativistic particle jet passes through background plasma. Kinetic simulations using the particle-in-cell (PIC) technique give insight into the interplay between particle kinetics responsible for the density perturbations and the formation of the fields. Only recently, large-scale particlein-cell simulations revealed that transverse KHI dynamics and, for the relativistic case, strong DC fields are observed [3] that have not been seen in hydrodynamic KHI simulations.
The dynamics of the relativistic KHI in astrophysical scenarios cannot be observed directly, however, the radiation emitted by the electrons during the temporal evolution of the KHI can serve as a signature of the plasma dynamics [42] . Up until now, kinetic simulations of the relativistic KHI did not include the computation of the far field radiation emission, thus missing an essential diagnostic for understanding astrophysical particle acceleration.
For the first time a 3D fully -relativistic particle-in-cell simulation of the KHI is attempted which includes the far-field radiation of the electrons. The radiation emitted by the electrons is computed for the full wavelength range of interest which spans over three orders of magnitude. Radiation spectra are recorded for 481 directions, each including 512 frequencies in a range between 1.4% of the plasma frequency to 14 times the plasma frequency  p . One quadrant of the full solid angle is covered as the region of emission, making use of the intrinsic symmetry of the system.
Our calculation was performed in the rest frame of the streams, which enables us to compute the KHI dynamics in a large volume that contains 9 vortices excited by the KHI. It furthermore reduces the demands on the field solver. At high relativistic gamma factors, denoting high jet energies, field solvers in particle-in-cell codes suffer from so-called numerical Cherenkov radiation that can only be suppressed by heavy filtering of electromagnetic waves or by reducing the accuracy of the charge conservation method [23] . Such schemes may influence the particle wave interaction. We compute the spectrally -resolved radiation power in one quadrant of the full solid angle and thus keep the system size large in order to minimize statistical noise in the spectra. Our results can in principle be transformed into Lorentz-boosted frames of reference to compare to the emission of high energy jets [42] .
The simulation volume consists of 8000 x 768 x 768 cells with 8 protons and 8 electrons per cell with a mass ratio of 1836:1 and a charge ratio of 1:1. This results in a total number of 7.5 x 10 10 particles simulated, while half of all electrons are used for calculating the far field radiation. This gives an unprecedented spatial resolution of 0.06 classical skin depths ( p /c) with a total volume of 480 x 46 x 46 classical skin depths computed, thus including a total of 9 KHI wavelengths. The total simulation time covers 62 p -1 or a total of 2000 time steps. We chose the field solver of Yee [67] , the Boris particle push [5] and the Esirkepov current deposition method [16] with a TSC macro-particle shape function [28] for all simulations. Such a large-scale particle-incell simulation of the Kelvin-Helmholtz instability with angular resolved spectra has to our best knowledge never been attempted before and allows for the first time to connect the microscopic electron dynamics to the radiated spectrum with unprecedented angular and spectral resolution. With our results it will become possible to understand in detail the electron dynamics in relativistic counter-streaming plasmas by observing their spectral signature, opening new paths in observation-based astrophysics.
CURRENT STATE OF THE ART
The Particle-in-Cell (PIC) algorithm [12] computes the interaction between charged macro-particles by solving the field equations on a mesh. Unlike hydrodynamic plasma codes, PIC codes do not assume a certain plasma equation of state. Local plasma density, temperature and pressure changes can be resolved by the macroparticle densities, kinetic energies and momenta. Turbulent and nonlinear wave phenomena can be much better resolved than in magneto-hydrodynamic (M HD) plasma simulations, albeit at a much greater computational cost, as the plasma phase space has to be sampled by a large amount of macro-particles. Thus, up until very recently, large-scale PIC simulations of the KHI have not been feasible at all [3, 36, 42] .
To our knowledge, the largest KHI simulation yet reported simulated a volume of 1000 x 320 x 320 cells with a spatial resolution of 0.25 classical skin depths [3] . In comparison, the cell volume simulated in this work is 46 times larger and the spatial resolution is 4.2 times higher. This makes it possible to observe the collective emission of 9 longitudinal vortices formed in the KHI with unprecedented resolution. For certain angles of observation, the radiation emitted by the vortices generates a combined signal, which requires a large number of p articles and vortices to be included in the simulation in order to correctly estimate the spectral power of the signal.
The PIC algorithm is hard to parallelize on many-core systems mainly due to two reasons. First, data locality requires resorting of particle and field data, as particles propagate between the mesh cells over the course of the simulation. Thus, domain decomposition of both particle and field data results in particle data becoming nonlocal over time. Second, the computation of the current from the individual charged particle motion is a local reduction operation and thus always has a serial part. This socalled current deposition is one of the most computational intense algorithmic steps of the particle-in-cell algorithm. For these reasons, particle-in-cell codes that make efficient use of many-core architectures are sparse. M oreover, the intrinsic serial nature of the current deposition does normally not allow for good strong scaling. Nevertheless, some particle-in-cell codes have shown close-to Petaflop performance, such as the OSIRIS code on Sequoia [18] , and the VPIC code on Roadrunner [6] . VPIC cited 0.374 Pflop/s sustained performance, while for OSIRIS 97% weak scaling efficiency and 75% strong scaling efficiency was reported using up to 256,000 cores on Sequoia, albeit no peak performance results have been published.
As of today, many-core parallelization has been integrated into PIC codes [60, 7, 66, 32, 37, 38, 10, 33, 4, 26] for both nonrelativistic and relativistic plasma computations. Although Graphic Processing Units (GPUs) have gained ground in accelerated high performance computing, the problem of preserving data locality has prohibited the wide spread of PIC implementations on the GPU. M ost GPU-enabled PIC codes implement some of the steps of the PIC algorithm, while very few implement the complete PIC algorithm on GPUs [29] . Published scaling and performance results for GPU-enabled PIC codes are thus almost non-existent. As an example, the code Picador showed a weak scaling efficiency of 64% on 512 GPUs while estimating a maximum 14% of the peak performance [4] . To our best knowledge, only PIConGPU [7, 29] , the code used for this simulation, makes use of both data-parallelism and taskparallelism to saturate the load on the GPU, see the Innovations section for details.
As relativistic PIC codes are limited to computing the near-field emission of radiation inside the simulated volume [15] , any information on the far-field is missing. M oreover, radiation is usually only accounted for up to the resolution of the mesh on which the electric and magnetic fields are discretized [14] . Only recently, the computation of far-field radiation has been included into relativistic PIC codes [59, 52, 26, 42] . The spectral power density emitted into each single direction is computed via Liénard-Wiechert potentials, incoherently adding all contributions of all particles. This operation is essentially a Fourier Transform over the macro-particle trajectory with respect to retarded time. Accurate spectra can only be obtained by using a large amount of particles and non-equidistant sampling of the trajectories, while random selection of macro-particles to compute spectra [43] does not give the desired resolution and can result in strong aliasing effects, distorting the spectra [52] . The largest number of macroparticles used to compute spectra has been 10 6 [20] , 4 orders magnitude less than in this work. Offline calculation of radiation [11] using such a large number of macro-particles is simply prohibited by storage size and file system performance.
INNOVATIONS
PIConGPU [8] is a three-dimensional, fully relativistic electromagnetic particle-in-cell code. It is written in CUDA [45] C++ using meta-programming techniques and compile-time polymorphism [2] in order to abstract from hardware-dependent code while maintaining maximum performance. It can thus run in single-precision, double-precision and mixed-precision mode for optimizing floating point performance and adopt the code to a certain CUDA compute capability [48] . It uses parallel HDF5 [27] file output and online visualization.
Physics model
PIConGPU solves electric and magnetic fields on a regular rectangular Cartesian mesh following the Yee finite difference time domain method [67] . The equation of motion of the particles is solved in the so-called particle push step of the PIC algorithm. PIConGPU implements the methods proposed by Boris [5] and Vay [63] . The calculation of the current, the current deposition step, is fully charge-conserving and can be performed via the Villasenor-Buneman [64] scheme or the Esirkepov scheme [16] . M acro-particle shapes implemented include NGP, CIC, TSC and PCS [28] . From now on, macro-particles will often be simply called particles. PIConGPU has introduced vectorized data structures for both cellbased field data and particle-based data. M eta-programming allows us to define multiple physical values discretized on staggered meshes, using a single abstract data type to handle electric field, magnetic field and current data. Similarly, particle data is represented by a single abstract data type to which particle attributes such as mass or charge state can be added, thus allowing for various particle species to be described efficiently.
Vectorized cell and particle data
Cell data is stored in a fixed-size data structure called super cell, a name introduced with PIConGPU now widely adopted by the community. It is located in shared memory and contains as many cells as there are threads executed in parallel in a thread block -in our simulation this amounts to 256 cells. When accessing cell data, each thread accesses the value in a single cell computed from its thread ID.
Particle data is stored in so-called attribute tiles. Unlike cell data, which should be accessible by more than one thread, particle data is usually accessed by a single thread and not shared between threads. M oreover, there are usually more particles than cells and fast memory access is vital. Thus, particle data is stored in register memory. Each attribute tile consists of the same number of elements as a super cell, namely the number of threads in a thread block. If there are more particles than cells in a super cell, additional attribute tiles are added. All attribute tiles are interconnected via a doubly-linked list and the first and last tile in the list are linked to the super cell. Each particle includes its current cell index in the super cell as an attribute. The attribute tile, like the super cell, is fully templated and particle attributes can be of any type, allowing for adopting the vectorized data types to the users needs.
Attribute tiles are fixed in size, which in the worst case leaves 99.6% of the memory allocated for the last tile unused if the particle number in a super cell is not an integer multiple of the number of threads in a thread block. This memory is used when particles enter the super cell. When a particle leaves the super cell, the entry in the tile is deleted, leaving a hole. For each tile holes are stored in a bitmap and are filled up on the end of each time step by reordering.
Data parallelism
With the super cell and attributes defined as above, easy threadwise memory access to cell and particle data is ensured, as the thread ID can be directly associated to a single cell in a super cell or a single particle in an attribute tile, allowing for easy switching between cells and particles in a thread context. Global memory access is fully coalesced and optimized by aligning particle and cell data in global memory to 128 Byte size. Each thread block is assigned to a super cell and the corresponding attribute tile list, thus allowing for coalesced memory access. As long as particles stay inside the super cell, no memory has to be copied and all memory access is done via indexing. Thus, complete data parallel execution is achieved.
The most demanding algorithmic step in PIC is the current deposition. Depending on the macro-particle shape function, current data from a single particle has to be written to the cell in which the particle is centred and to its surrounding neighbour cells. As all particle-wise threads write current data in parallel to their according cell neighbourhood, write conflicts can occur. In PIConGPU, these conflicts are prevented by using atomic additions. As these act on the current data stored in shared memory only, the current deposition still performs well. Tests with an optimally sorted particle list and employing a parallel reduction over particles to compute the current did not yield much better performance than using atomic operations. M oreover, even parallel reduction becomes complex to implement if macroparticles deposit current to up to 64 cells (TSC macro-particle shape as used in the production run).
Asynchronous communication
The compute domain on each GPU is divided in a core and border region and is surrounded by ghost cells that provide memory for inter-GPU communication. This division of the compute domain allows for concurrent computation and communication. Kernels for cells in the border region are executed after those for the core, thus each step of the PIC algorithm can assume total data locality and memory transfer between GPU domains is hidden. Both hostdevice communication via cudaM emcpyAsync and inter-node communication via the M essage Passing Interface (M PI) [41] Isend and Irecv are, thus, asynchronous. Individual ghost buffers for copying memory are introduced for each boundary to neighbouring GPUs and for each individual particle species and cell data. All data, especially higher-dimensional data, is copied to one-dimensional copy buffers as this yields better cudaM emcpyAsync performance. For each GPU a single thread on the CPU takes care of the communication and no computational tasks are carried out on the CPU. For parallel file output via HDF5 we invoke a second thread.
Task-parallelism
PIConGPU includes a complete event system that invokes parallel execution of kernels via CUDA streams. The PIC algorithm is divided into independent steps that can be executed in parallel [29] . Host-device communication between GPU and CPU is executed in parallel for all directions, individual particle attributes and individual cell data such as magnetic fields, electric fields and currents independently. Data dependencies are described by task graphs that define which kernels can run in parallel and which need input from other kernels. Task parallelism and thread parallelism together allow for an optimal load on the GPU.
As an example, consider the current deposition for a number of super cells performed by kernel A, containing more particles than the super cells handled by kernel B. The thread block for kernel A will usually take longer to execute than that for B. Kernels A and B can be executed in parallel. If B finishes earlier than A, it can update its current data for use by other kernels. This allows a potential third kernel C which requires current data from B but not from A to use this data for further calculations, resulting in optimum GPU load. The event system is defined in an abstract manner which allows us to replace cudaM emcpy Async and asynchronous M PI calls by other means of communication. A discrete Fourier transform is used to allow for non-equidistant sampling of the trajectory and to minimize the memory used for storing trajectory information. Thread-wise parallelization over particles in a super cell is employed to calculate i A and ret i t for each particle i . These results are stored in shared memory and used by each thread to compute the spectral intensity for a set of frequencies. Thread-block-wise parallelization is used to compute various observation angles. The total radiation is computed by incoherently summing up the results of all GPUs using M PI. We measure the total execution time of one complete time step of the simulation by using the C function gettimeofday. With this information we compute the floating operations per second, FLOP/s, measuring the execution time for each total time step on the Cray XK7 TITAN. We were thus able to calculate the actual number of FLOP/s on TITAN although no GPU FLOP metrics were available on the Cray XK7 TITAN. Our communication system requires fixing the number of cells to a multiple of 8 in xdirection and y-direction and a multiple of 4 in z-direction. Moreover, we require a minimum of 24 x 24 x 12 cells per GPU. Thus, our maximum number of nodes and, accordingly, GPUs that we used was 18432. This also required adopting the number of cells in some of the scalings as detailed in the performance results section of this paper. For the 18432 nodes data entry we extended the simulated volume to a total of 2048 x 2048 x 1152 cells. The only significant increase in execution time of 4% was observed when scaling from 16 to 32 nodes. This increase does not coincide with the number of nodes per blade (4) or the number of blades per cabinet (24) in TITAN. We thus attribute this to the GPU coverage of the simulation volume which changes from 4 x 2 x 2 GPUs on 16 nodes to 4 x 4 x 2 GPUs on 32 nodes. The weak efficiency when scaling from 1 to 16384 nodes was 96.06%, when scaling from 1 to 18432 nodes it was 95.61%. 
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With new results from production runs in July and August 2013 we have determined the duration for one time step by averaging over the time for steps 175 to 200 and 1020 to 1040, respectively. In the first case, the 25 time steps chosen took 425s, resulting in 17s per time step, while in the latter case 20 time steps took 372s, resulting in 18.6s per time step. Close to the end of the simulation one time step, averaged over step 1980 to 2000, took 30.7s.
This increase reflects the system's change from an ordered initial state into a fully unordered state driven by the KHI. These numbers do not include HDF5 output, which is usually totally asynchronous to computation. We have measured the duration of steps 980 to 1080 to be 2439s, including one HDF5 output, amounting to 24.39s per time step. Both the increase in time step duration including HDF5 output and the duration of a time step being longer for the production run than for the scaling runs stem from the fact that on TITAN no CUDA 5.5 drivers were available.
Older drivers have proven to be unstable with non-blocking operations. We decided for blocking execution of all kernels and deactivated asynchronous file output, increasing the stability of the simulation tremendously and allowing for long production runs without software failure. The total run time for 2000 time steps amounted to 16h. This includes 3h of I/O (checkpoints and restarts).
The file I/O strategy adopted for the production run will be replaced by fully asynchronous, parallel HDF5 file output and non-blocking kernel execution once CUDA 5.5 drivers are available. Figure 8 . Visualization of our KHI simulation setup including radiation. Magnetic fields are given in blue and red while projections of the electron density are shown in yellow. The radiation emitted into one octant is projected onto a surrounding sphere.
FIRST RESULTS ON RADIATIVE SIGNATURES OF THE RELATIVISTIC KELVIN-HELMHOLTZ-INSTABILITY
Our setup uses periodic boundary conditions in all directions of the simulation volume. The inner plasma stream moves at a velocity corresponding to a relativistic -value of three in negative x-direction. The counter propagating outer stream is divided in two streams of half the width of the inner stream, one above the inner stream in y-direction, the other below. The z-axis lies in the plane of the interface between the streams and is normal to the plasma streams.
The KHI dynamics arise by an interplay between the electron motion and the generation of magnetic fields due to this motion, as these fields in turn drive the electrons via the force, where v denotes the electron velocity and B the magnetic field strength.
A schematic of the simulation setup is depicted in Figure 8 . The magnetic fields forming at the interface between the plasma streams are shown in blue and red. The electron density at the interfaces is shown in yellow in two projections. The radiation spectra are shown in projection onto a sphere surrounding the simulation volume.
As the KHI evolves, the energy spectrum of the electrons spreads out, see Figure 9 . In the simulation we set the electron to ion mass ration to 1:1836, giving both particle species the same initial velocities. As the total energy in the simulation was conserved to a value better 99%, additional energy gained by the electrons mainly comes from the ions, consequently creating turbulence in the interface between the two plasmas due to local perturbations of the charge density. We have set the initial conditions for the relativistic KHI such that the simulation volume contains a total of nine turbulent vortices forming at the interface between the two counter-propagating plasma flows due to shear forces [3, 25] .
We reproduce these well-known KHI vortices developing in the electron density as seen in Figure 10 as well as the strong longitudinal magnetic fields forming along the shear surface depicted in Figure 12 similar to what has been observed in 3D M HD simulations [68] .
The dominant longitudinal structure of these vortices is disturbed by an early onset of strong transverse magnetic dc-fields, see Figure 12 , qualitatively confirming the results in [24] . These magnetic fields couple the longitudinal electron motion to the degree of motion transverse to the shear surface, driving the growth of a dominantly transverse instability as seen in Figure 11 . These dynamics have transverse velocities of up to β y =0.25 and are reflected in the far field radiation spectra computed during the evolution of the KHI.
In our simulation the magnetic dc-field saturates with a final strength of , a higher value than seen by [24] , which might originate from electrons crossing the shear surface, as our phase space resolution is different to the one in [24] , resulting in differing electron dynamics. This difference will be subject to further investigations beyond the scope of this publication. From the results presented here it is obvious that the transverse electron dynamics are equally important to the longitudinal dynamics. In the following we will consequently concentrate on the far field radiation emitted in both of these directions. The electromagnetic far field radiation shows clear spectral signatures that can be associated with the electron dynamics. In the following we discuss the temporal evolution of the spectra, concentrating on the radiation emitted into three different observation planes depicted in Figure 14 , in the following referred to as 1 st cut, 2 nd cut and 3 rd cut. The 1 st cut (red) lies in the x-y plane and covers both radiation emitted along the flow direction of the plasma streams denoted by the x-axis and perpendicular to it in the direction of the y -axis. The 2 nd cut (blue) is a plane normal to the plasma flows and covers radiation emitted perpendicular to the initial particle momenta. The 3 rd cut (green) is similar to the 2 nd , but also covers radiation emitted in the direction of the plasma flow. For the sake of simplicity, the spectral intensities have been given in SI-units for an initial electron density of n 0 =10 25 m -3 .
During the buildup of the KHI, the electrons at the interface between the streams start to oscillate. This oscillation of relativistic electrons causes radiation in both the forward and transverse direction. Figure 15 shows the temporal evolution of the angular spectrum observed in the plane denoted by 1 st cut in Figure 14 . As this plane lies in the x-y plane and thus overlaps with the shear surface, we see a strong increase in radiation intensity during the evolution of the instability as the flow at the interface becomes more turbulent. This is expected as the shear forces act on the electrons, causing them to radiate.
We observe a strong peak in intensity in direction perpendicular to the direction of plasma flow at , contrary to the naive expectation of strong radiation at the plasma frequency. This broad peak coincides with the frequency of the most unstable mode that is responsible for the formation of the nine vortices of the KHI. It is accompanied by higher harmonics indicating nonlinear motion of the electrons at the interface. At later times, the strong peak at extends far into the plane orthogonal to the plasma flow, see Figure 16 , correlating with an increasing transversal motion of the electrons. The closer the direction of emission of the radiation points into the direction of the plasma flow, the lower the frequency of the radiation is. This can be seen in Figure 17 . Here, the emission into the plane denoted by "3 rd cut" in Figure 14 is presented for time t 34 1 p , corresponding to the same time as the third graph from the top in Figure 15 . Clearly, one can see the radiation peak at , and seen in Figure 15 at t 34 1 p lying on a band bending towards higher frequencies for increasing , see Figure  17 . We attribute this shift towards lower frequencies for and or to the plasma flow, as it is strongest when the direction of emission of the radiation and the direction of the plasma flow coincide.
As can be seen from this first preliminary study, the dynamics of the electrons in the development of the KHI can be connected to the signatures in the radiation spectra. An analysis of the rich features of both the spectra and the turbulent electron motion, is well beyond the scope of this text and will be addressed in a subsequent publication.
IMPLICATIONS FOR FUTURE SYSTEMS AND APPLICATIONS
Plasma physics can greatly profit from the developments presented in this work. We show that it is possible t o use the radiation emitted by all particles in a plasma as a new diagnostic to study the inner dynamics of the plasma. With this it is possible to give quantitative results on the spectral intensities observed, as they include coherence effects affecting the radiation pattern when electromagnetic waves from two regions of the plasma superimpose. This enables us to use relativistic Lorentz transformations to obtain the spectra for jets that have a highly relativistic velocity relative to the observer. Spectra of such detail can only be obtained when calculated during the simulation, as storing the trajectory data needed to compute the spectra can easily amount to tens to hundreds of Petabyte, while limiting the performance of the simulation by the bandwidth of the file system. Our results prove that the complex particle-in-cell algorithm algorithms can be efficiently vectorized and implemented on accelerator hardware such as graphic processing units. Furthermore, the straightforward encapsulation of the physics model in CUDA kernels would have to be extended by supplying the same algorithms as a multi-threaded host function, thus resulting in unnecessary code redundancy. Hence, it was avoided at this time. As we only require the CPU for communication and file system access, the CPUs can potentially be replaced by processors with less power consumption and reduced capabilities, such as ARM processors [58, 1] . Communication via remote direct memory access (RDM A) in principle can allow for direct GPU to GPU communication [49] , even across nodes via network using M PI [65] . From these developments one can imagine to have high performance computing systems consisting solely of GPUs or other accelerator hardware. Codes such as PIConGPU would strongly benefit from this development as they are fully vectorized and make optimum use of the large bandwidth and floating point performance that vector computations can provide.
Although PIConGPU is an implementation of the particle-in-cell algorithm used for relativistic plasma simulations, the techniques presented in the section on innovations can be directly adopted for optimizing general particle-mesh codes [56] for many-core systems. As all of the techniques presented in this paper can be described by abstract concepts, consequent use of compile-time polymorphism and meta-programming techniques helps to isolate those parts of the code that have to be adapted to a specific hardware for optimizing performance. Demanding data locality ensures that communication can be abstracted and all parts of the simulation only have to touch the data in a single super cell. As an example of hardware-dependent optimization, one could use the size of the super cell as a parameter that is adjusted to the hardware-specific size of a vector.
M oreover, vectorized data structures such as the super cell and the attribute tile can be utilized to optimize load balancing when using task-parallel execution. For future systems, resilience could be achieved by computing subsets of the overall simulation volume more than once, distributing the vectorized data structure to the nodes. For Exascale compute systems communication latency potentially increases and thus it could be favourable to compute rather than communicate, thereby duplicating results.
Copies of the data residing on different nodes could then be used if any of the nodes fail. This however requires the number of nodes that communicate with each other to change dynamically.
