ABSTRACT Limited energy of the sensors is one of the key issues towards realizing a reliable wireless sensor network (WSN), which can survive under the emerging WSN applications. A promising method for conserving the energy of these sensors can be implemented by applying a sleep-wake scheduling while distributing the data gathering and sensing tasks to a dominating set of awake sensors while the other nodes are in a sleep mode. Producing the maximum possible number of such disjoint dominating sets, called the domatic partition problem in unit disk graphs, can further prolong the network lifetime. This problem becomes challenging when the initial energy of the nodes varies from one to another. In this paper, we introduce multiple local search algorithms that can improve the total lifetime of WSNs consisting of nodes with varying initial energy. We discuss the performance of the existing dominating set algorithm and introduce three more algorithms which can be applied on multiple disjoint dominating sets with nodes having varying initial energy. We discuss the efficiency of each of the algorithms through extensive simulations.
I. INTRODUCTION
Recent advancement in electronic components along with increasing need to obtain information about any system that needs to be monitored has allowed the development of new kinds of computer networks. A Wireless Sensor Network (WSN) is an ad-hoc network where the sensors possess sensing and processing capabilities. It can be used in a wide range of survivability applications, such as the forestry fire monitoring, intelligent transport systems (ITS), security of our daily life, environmental monitoring and many others. It is widely believed that wireless networks would be an ideal and important part of the next generation networks to provide flexible deployment and mobile connectivity. WSNs have been presented in several fields that require ubiquitous access in both real-and non-real-time data [1] , [2] . For example, the new emerging ITS systems are demanding continuous access to traffic images/videos for safety and/or security purposes [3] - [5] . These images/videos are supposed to be exchanged in a timely manner in between static/mobile sensors attached to cars/roads in risky situations like overtaking on a bridge/sharp corners. Of course the WSN should be clever enough to activate selected nodes of the network only when needed. And thus, provide the most accurate information to understand the situation with casualties, or people who are in need etc. However, WSNs usually consists of low-cost and low-power nodes that can communicate untethered short distances [6] and do not require existing infrastructures to function properly. The nodes that make up the WSN also have sensing, data processing, and communication capabilities.To accommodate such demands with regular WSNs, the network designer may encounter energy-related challenges that affect the data routing and network function.
The limited energy budget of the used sensors in WSNs makes them also prone to several failures and survivability issues. Survivability of a WSN can be defined as the ability to meet the targeted tasks in a ubiquity of failures and challenges that can face the network. Based on this definition, survivability is counted as a measure of how the WSN can endure the failures to achieve resilience and prolong the network lifetime [7] . Different types of energy conservation algorithms have been introduced in order to assure the coverage of a WSN and also to increase its lifetime. One of the common methods of energy conservation is to change the state of the nodes from sleep to awake and vice versa. Generally, the sensors in the network are deployed in such a way that every region is covered by multiple nodes. In these cases, it is possible to provide coverage to a region by making one of the nodes in the region awake while making the rest of the nodes in a sleep state. In the sleep state, the sensors stop radio transmissions and environment sensing.
The radio transmission in a WSN is considered the main power consumer and uses considerable power. When the energy of the awake sensor is completely depleted one of the sleep state sensors can be made awake to continue providing coverage to the area. Guha and Khuller [8] are the first to use the dominating set algorithm to control the sleep-wake schedule of the nodes in a WSN. Later on, Islam et al. [9] introduce the concept of producing maximum number of disjoint dominating sets called the domatic partition problem in unit disk graphs. They consider that each node in the network have same amount of initial energy.
Further development in the technology of WSN has made rechargeable nodes common and usable. If a WSN uses rechargeable nodes then the initial energy of the nodes in the network is different from each other which [9] fails to address.
The contributions of this paper is as follows:
• We address the problem of energy conservation in a WSN with nodes having varying initial energy and show that the existing algorithm for multiple disjoint dominating set does not always produce good results for sensors having different initial energy.
• We introduce three local search based algorithms to increase the lifetime of WSNs where sensors can have different initial energy. The proposed algorithms produce multiple disjoint dominating sets, each of which provides full coverage of the network. Local search algorithm requires an initial feasible solution which it tries to improve [10] . Our proposed algorithms will therefore require multiple disjoint dominating sets as their feasible solution which they will try to improve. We use the algorithm of [9] for the initial feasible solutions of our proposed algorithms.
• We also show that simple modification of the existing algorithm [9] also does not work well in practice. The paper is organized as follows: section 2 defines the system model and the problem that is being addressed; the state of the art is discussed in section 3; The existing dominating set algorithm and our proposed algorithms are discussed in section 4. Section 5 demonstrates the results from our extensive simulations. Finally, section 6 concludes the paper with future research directions.
II. SYSTEM MODEL AND PROBLEM STATEMENT
We model the wireless sensor network using an undirected graph G = (V , E) where the vertex set V denotes the set of all nodes in the network and the edge set E denotes the communication link (v 1 , v 2 ) ∈ E between node v 1 and v 2 where v 1 , v 2 ∈ V and they are within the communication range of each other. In our system, all the nodes have the same communication range. Any subset S ⊆ V is considered to be a dominating set if every vertex v ∈ V \ S has at least a neighbor in S.
The research question that we address in this paper is to improve the total lifetime of a WSN having nodes with varying initial energy. The lifetime of a dominating set is the lifetime of the node having the minimum energy in that set divided by the rate at which the energy of the node is depleted. In our system, we assume that the rate of energy depletion is constant for every sleeping node and it is also constant for every awake node. The total lifetime of the network is then calculated by summing the lifetime of each of the disjoint dominating set.
Let, for the given set of nodes V , we find a list of subsets S 1 , S 2 , S 3 ,. . . , S m such that each S i ⊆ V is a dominating set and S i ∪ S j = ∅, i = j. Our goal is to maximize m i=1 lifetime(S i ). Here, lifetime(S i ) is the minimum initial energy of any node v divided by the rate at which the energy of the node is depleted where v a ∈ S i . The calculation of the lifetime is described with the help of an example below. 
III. RELATED WORK
Different types of solutions have been proposed to address the energy constraint problem in WSN based on various factors that affect energy management. Implementing a sleep/awake schedule for the nodes is a common approach for energy conservation of the nodes. This scheduling problem can be represented as a NP-hard minimum dominating set problem. Guha and Khuller [8] introduces approximation algorithms which guarantees a O(logn) approximation factor where n is the number of nodes in the graph. Distributed algorithms to find connected dominating sets are discussed in [11] and [12] .
Islam et al. [13] proposes a distributed algorithm to construct connected dominating sets without the direct use of maximal independent set.
Mohanty et al. [14] propose a degree based three-phase centralized greedy approximation algorithm to construct smaller connected dominating sets(CDS) using 2-hop information. In the first phase they calculate pseudo dominating sets (PDS) which helps in identifying maximal independent sets (MIS) of smaller sizes and in the second phase they construct an improved Steiner tree to interconnect the PDS nodes whereas in the third phase some of the selected PDS nodes are deleted to reduce the CDS size further without any hamper of connectivity or coverage. In [15] a non-trivial potential function is proposed to increase the connectivity of a CDS. The proposed greedy algorithm works for the minimum (3, m)-CDS problem on a general network with a guaranteed performance ration (α + 8 + 21n(2α − 6)) for α >= 4 and a guaranteed performance ratio (3α + 21n2) for α < 4, where α is the approximation ratio for the minimum (2, m) CDS problem. The proposed algorithm is based on a decomposition of a 2-connected graph into 3-connected components, which is commonly known as Tutte's decomposition.
A connected dominating set produces a set which can act as a virtual backbone in a sensor network, as the connectivity of the set allows for message transmission throughout the nodes that make up the network. Since there is a lack of infrastructure in the formation of a wireless sensor network, the network hierarchy is flat. To make the network scalable and increase efficiency, a virtual network base station must be created. This virtual backbone of the network (VBN) organizes the network into a hierarchical structure and is also used in routing and broadcasting [16] , [17] . In [18] Shi et al. present the concept VBN under the energy harvesting condition (CDSEH). They work in WSNs equipped with both rechargeable and non-rechargeable nodes where the number of energy harvesting nodes is much less than the nonrechargeable nodes. They make the rechargeable nodes the CDS nodes to enhance the network lifetime. They prove that CDSEH is an NP-Complete problem and propose both centralized and distributed algorithms to the problem.
Further improvements are made by considering the dominating set problem as a domatic partition problem where multiple disjoint dominating sets determined are [19] . Islam et al. [9] investigates the domatic set problem in a unit disk graph. They introduce an approximation algorithm to address the domatic set problem.
The variable depth search method was introduced by Kernighan and Lin [20] as an improvement over traditional local search techniques. The technique was applied in various optimization problems including the traveling salesman problem and the graph partitioning problems. This algorithm always finds a single favorable swap if one exists making it locally optimal to the swap neighborhood. The main focus of the algorithm is to adaptively change the size of the swap neighborhood, so the algorithm can traverse a large computational space with minimal time trade-offs.
IV. ALGORITHMS
In this paper, we propose three local search algorithms. They vary from each other in terms of complexity and performance. A local search algorithm starts working with an initial feasible solution and tries to improve upon it. Our proposed algorithms use the minimum dominating set algorithm proposed by Islam et al. [9] for their initial feasible solution The minimum dominating set algorithm is a centralized algorithm which finds multiple dominating subsets S 1 , S 2 , S 3 , ..., S m for a given set of nodes V . Initially, the algorithm finds the node v i from V such that v i has the largest number of neighbors among all nodes in V . Now the algorithm repeats the same process by disregarding the node v i from the previous step and all of its neighbors. In this way, the algorithm finds the minimum dominating set. The algorithm repeats the process again while discarding all the nodes that were selected in the previous steps. The algorithm continues to find additional dominating sets and stops when no such set can be found anymore. Now this list of sets is used by our proposed algorithms which are discussed below.
A. LOCAL SEARCH TECHNIQUE
The local search algorithm initially requires a feasible solution which are the dominating sets S 1 , S 2 , ..., S m . Now, a swap is attempted between the nodes v i and v j which are two nodes of two different dominating sets S k and S l respectively. If S k and S l remain dominating sets and the sum of the lifetimes of S k and S l increases, then the attempted swap is made permanent. Otherwise, the swap is not made. In this way, the algorithm attempts swaps between every node of every dominating set where the two nodes are from two different subsets. The algorithm continues as long as lifetime improvements can be made by making new swaps. The pseudocode is given in algorithm 1.
Algorithm 1 Local Search
Input: dominating sets S 1 , S 2 , S 3 , ..., S m while improvement do for any
lifetime of the sets S k and S l while not violating dominating sets constraints then make the swap (S
The fixed depth algorithm is a variant of the local search algorithm. Here instead of making the first swap that meets the two conditions, it lists all such swaps in a swap list. After finding all the swaps, it makes the swap that provides the greatest increase in the lifetime of the network. Next, the algorithm repeats the previous steps. The process stops when no such swaps is found. It is illustrated in algorithm 2. 
The variable depth algorithm builds on the fixed depth algorithm introduced in the previous section. It generally provides better performance compared to the fixed depth algorithm at the cost of longer runtime due to its increased complexity. Algorithm 3 illustrates the variable depth algorithm. The variable depth algorithm lists all the feasible swaps. Here, few of the listed swaps can decrease the lifetime of the network. However, it makes the swap that provides the maximum increase of the network lifetime and adds this swap to a swap list. This process continues as longs as feasible swaps can be found. If a swap is made between two nodes v i and v j in any of the steps, the subsequent steps will not have a swap involving the same two nodes.
In the next step, the algorithm finds a continuous subsequence from the swap list. This subsequence will always start from the beginning of the swap list and try to maximize the sum of the increase of network lifetime. Now, the algorithm makes all the swaps in the subsequence.
V. RUNTIME ANALYSIS
The time complexity (in the worst case) of all three local search algorithms are O(|V | 2 T ) where |V | is the total sensors and T is the maximum possible network life time since the local search can start with lowest value of T which is 0 and improve the solutions until it reach T . In theory,
ed where e i is the initial energy of the sensor i and ed is the energy depletion rate which is same (a constant value) for each sensor. Hence, in the worst case, this algorithm is pseudo-polynomial. In theory, we can get an (1 − 1/ ) approximate solution for any local search algorithm in time that is polynomial in input size and (1 − 1/ ) [21] . It is to be noted that though in theory the complexity of these three algorithms are same, the fixed depth algorithm (algorithm 2) takes more time than the simple local search (algorithm 1) and the variable depth algorithm (algorithm 3) takes the time most in practise due the slow improvement of the lifetime in each step.
Algorithm 3 Variable Depth Search
Input: dominating sets S 1 , S 2 , S 3 , ..., S m initialize swap array, slist and gain array, glist while true do initialize the temporary gain array, tgains for any 
to glist make the temporary swap find k which maximizes g_max, the sum of glist [1] , ..., glist [k] if g_max > 0 then make the swaps for glist [1] ,..., glist[k] else break;
VI. SIMULATION RESULTS
We compare the performance of the existing dominating set algorithm [9] and the max first algorithm (which is a simple variant of [9] algorithm considering varying energy) with our three proposed algorithms. The max first algorithm selects the node with the highest energy in the network first instead of the node with the highest number of neighbors like in the dominating set algorithm. Here the node with the highest amount of energy remaining is selected first. The max first algorithm can also be used as the initial feasible solution for the newly introduced local algorithms. We consider both sparse and dense type graphs for our experiments. A node (sensor) of a graph has been assigned a random real value between 0 and 1 as the initial energy. We consider 0.05 as the energy depletion rate for each sensor. We consider graphs with 50, 100,150,200, and 250 sensors for our experiments. We run each scenario 20 times and the average of these results are shown in Tables 1-5 . algorithm is significantly inferior to that of the minimum dominating set algorithm proposed in [9] . Please note that in our local search algorithms we could consider the Max First Algorithm as the initial feasible solutions. However, we have found that if we consider the Max First as the initial feasible solution, our local search algorithms does not perform well.
Similarly, fixing the total sensors of the network same, we increase the average number of neighbors to 20, 25, 30,and 35 and we can see that Variable Depth Algorithm performs the best among all other algorithms.
We perform similar experiments on other scenarios (Tables 2, 3 Simulation result suggests that all three local search algorithms could improve the solutions given by the minimum dominating set algorithm. However, among these three local search, Variable Depth Local search performs the best. From the description of our local search algorithms, we can easily see that Variable Depth local search can take more time to provide solutions compared to other two local search algorithms and Fixed Depth Algorithm can take more time than the simple local search algorithm (Algorithm 1) since at each step of the algorithms the lifetime improvement can vary a lot. In the algorithm 1 as soon as we get any improvement of the lifetime, we consider that in the solution whereas in other two algorithms we tend to consider that swap that gives the highest improvement.
In summary, we can conclude that variable depth algorithm provides the best result. However, since it takes more time, we can consider fixed depth or simple local search algorithm which also can give competitive results in a reasonable amount of time.
The simulation results show that the variable depth algorithm offers the best improvement for the lifetime of the network among the three proposed algorithms. On the other hand, the fixed depth algorithm slightly outperforms the local search algorithm. The slowest algorithm, in regard to time complexity and running time, is the variable depth search which is very slow on the larger network tests when faced with more and larger sets. Therefore, the variable depth algorithm provides better performance at the cost of longer run time. The local search algorithm performs the fastest, with the fixed depth algorithm having a slightly slower running time. These patterns appear to scale with the network size and density of the networks, so more nodes or a higher density should provide greater improvements, but also increase the running time of the improvement algorithms.
All of the proposed algorithms tested (local search, fixed depth, and variable depth) gave an improved or at least equal network lifetime compared to the lifetime of the original sets (minimum dominating set and max first).
VII. CONCLUSION
In this paper, we maximize the lifetime of the wireless sensor network. We discuss the existing dominating set algorithm and discuss its limitation of not being able to work with nodes having varying initial energy. We introduce three new algorithms which try to make swaps among the nodes of the different dominating sets to increase the total lifetime of the network. The nodes considered in these algorithms can have initial energies that are different from each other. We compare the performance and discuss the trade-offs among them. Our proposed algorithms significantly improve the lifetime of the wireless sensor network that is provided the dominating set algorithm. The proposed algorithms can only swap the nodes among the existing dominating sets. However, further, improvement might be possible if the number of dominating sets can be increased by the algorithms. This is an interesting research problem that we want to address in the future. Another intriguing open question is to come up with an algorithm for connected dominating sets where the vertices in the dominating set are connected to each other.
