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Abstract
In this paper we propose a method for the automatic detection of hemangioma regions, consisting of a cascade of algorithms: a 
Self Organizing Map (SOM) for clustering the image pixels in 25 classes (using a 5x5 output layer) followed by a morphological 
method of reducing the number of classes (MMRNC) to only two classes: hemangioma and non-hemangioma. We named this 
method SOM-MMRNC. To evaluate the performance of the proposed method we have used Fuzzy C-means (FCM) for 
comparison. The algorithms were tested on 33 images; for most images, the proposed method and FCM obtain similar overall 
scores, within one percent of each other. However, in about 18% of the cases, there is a significant increase of the overall score 
for SOM-MMRNC (over 3.5%). On average, the results obtained with the proposed cascade are 1.06% better for each image.
© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
Hemangioma is an inflammation of blood vessels in the skin that occurs up to the age of one year (it may be 
present at birth or can appear in the first months of life). Infantile hemangioma is the most frequent type of benign 
tumour for children. A hemangioma can occur anywhere on the body, but most often on the face and neck areas 
(56%), on the body (23%), on the extremities (19%) and even on the genital area (2%)1. In general, after a period of 
development, the tumours start to regress by themselves, but sometimes they can leave marks on the body. When the 
hemangioma appears on the face of the baby, it might affect the functioning of certain organs such as the eyes and it 
may also have a powerful influence on the psychology of the child. 
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An objective computer-assisted monitoring and evaluation system would be a very helpful tool for physicians in 
predicting the development of the tumour and taking the most suitable decision regarding the treatment. However, 
until now, only few results are reported on this subject2,3. The first step for such an automatic monitoring system 
consists in the detection of the hemangioma region.
The remainder of the paper is organized as follows: section 2 describes the database; section 3 contains the pre-
processing steps; section 4 presents the proposed algorithm (Self Organizing Map followed by a Morphological 
Method of Reducing the Number of Classes); section 5 is for results and section 6 presents the concluding remarks. 
2. Database
The database consists of 33 pictures with hemangioma in different regions of the body. The pictures were taken 
in different conditions of illumination, with different cameras, and with the child standing naturally in different 
positions. For each image, the surface affected by hemangioma was framed in a rectangular region of interest (ROI) 
and manually labeled by an expert in 2 classes: pixels of hemangioma and pixels of non-hemangioma. The labeled 
images are used for reference, to evaluate the performances of the algorithms.
a b c
Fig. 1. a) Image with hemangioma; b) ROI; c) ROI labelled by an expert
3. Pre-processing steps
The ROI contains both hemangioma and non-hemangioma pixels, which are in most of the cases skin (but can 
also be hair, clothes, ruler etc.). Because of the redness of hemangioma regions, each ROI was converted from RGB 
into CIE-L*a*b* color space and the a* layer was kept; the a* layer contains the color positioning between red and 
green, with green having lower and red having higher values. Also, as part of pre-processing, a contrast stretching
has been performed, so that the values lie between 0 and 255.
ܫே =
255
ܯ௔ െ݉௔
ή (ܫ௔ െ ݉௔) (1)
where: Ma and ma represent the maximum and minimum value in the a* layer respectively, Ia represents the 
original value of pixel intensity in a* layer and IN represents the value obtained after contrast stretching. Higher 
values of a* have better chances that the corresponding pixel is part of hemangioma. From now on, in this article, 
we used only the a* layer of the ROI, after applying contrast stretching.
4.  Segmentation using SOM-MMRNC (Self Organizing Map followed by a Morphological Method of Reducing the 
Number of Classes) 
The task is the automatic segmentation of hemangioma regions from everything else; so, at the end, we need only 
two classes (hemangioma and non-hemangioma). The use of SOM clustering with only two classes (two neurons in
the output layer) does not achieve better results than statistical methods. Therefore, the SOM network is oversized to 
K x K classes, which achieves a finer clustering (algorithm described in section 4.1). In doing so, the hemangioma 
pixels are also split into several classes, so after the SOM clustering the next step is the automatic separation 
between hemangioma classes and non-hemangioma classes. 
The SOM-MMRNC method can be applied because hemangiomas usually develop rather smooth rounded edges 
without sharp turns and with few “gulfs” or slender “tentacles”.
4.1. SOM architecture and clustering results
For clustering we used the Self Organizing Map developed by T. Kohonen4,5. Self-organization is a process of 
unsupervised learning through which a system is capable of discovering and learning significant features or patterns 
about the input data. The particular implementation of SOM clustering used in this article relies on the properties of 
the hemangioma. In our case, the input layer is represented by the a* component from CIE-L*a*b* color space, so it 
is a scalar. The output layer neurons are arranged in a hexagonal lattice of 5 x 5 neurons, shown in Fig. 2. 
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So, there are 25 classes in which a pixel can be classified and each neuron from the output layer represents a 
class. The weight associated with each neuron represents the prototype of the class.
Legend
                        neuron from input layer
neuron from output layer
       connections between neurons 
                         from output layer
           connections between the neuron 
       from input layer and neurons 
                         from output layer
Fig. 2. The proposed SOM architecture and connections between neurons
SOM neural network algorithm particularized for our problem is described below:
Step 1. Initialization: the weights of the 5 x 5 output neurons are initialized with small pseudo-random values; the 
duration of training is 50 epochs.
Step 2. A new input value (the a* value of a new pixel from ROI) is applied to the input layer.
Step 3. The distance between the input value and the output neurons’ weight vectors is computed:
ܦ௜ = |ܽ(ݐ)െ ݓ௜(ݐ)|, ݅ = 1 ÷ 25, (2)
 ݓ௜ is the weight of the neuron i* from output layer; t represents the epoch, ݐ = 1 ÷ 50.
Step 4. The winner neuron i* has  the minimum Di among all neurons.
Step 5. The weight of winner neuron i* and its neighbours’ are updated using next equation:
ݓ௜(ݐ + 1) = ݓ௜(ݐ) + ߟ(ݐ)(ܽ(ݐ) െݓ௜(ݐ)) (3)
The learning rate ߟ(t) is a function inversely proportional to time.
Step 6. Go to step 2 for the next input value (next pixel). In case there is no further input value, a training epoch has 
just ended. Depending on the number of epoch, another epoch is started or the training algorithm is ended and all 
weights are frozen.
After completing the training, all distances are computed between input pixels and neuron prototypes (weights). 
Each pixel is classified in the class ck for which the minimum distance Dk was obtained. According to the SOM 
clustering, a ROI is therefore segmented in 25 classes, an example of which is shown in Fig. 3.
a b C
Fig. 3. a) original image; b) a* layer from CIE L*a*b*; c) image segmented in 25 classes using SOM clustering
We ordered the nodes of the SOM according to the values of the prototypes. Let the order of the neurons to be 
N1, N2, ... N25, where N1 is the neuron with the most hemangioma-like prototype and N25 is the neuron with the least 
hemangioma-like prototype. Using these descending values, we computed a set of cumulative masks; these are 
black-and-white masks created according to the following rules: Mask_1 highlights only pixels that are clustered 
under neuron N1; Mask_2 highlights only pixels that are clustered under neurons N1 and N2 ... and so on. As 
expected, Mask_25 highlights all pixels. An example of a set of masks is represented in Fig. 4.
The next step is to determine the mask which generates the optimal segmentation.
4.2. Determine the optimal mask
In most of the cases we have noticed that the hemangioma regions usually have smooth rounded edges (and very 
few sharp „gaps” or „tentacles”). Staring from this observation we computed the smoothness and then determine the 
mask with the cleanest edges.
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Fig. 4. Example of a set of 25 masks obtained for the image from Fig. 3; a) Pixels clustered under neuron N1;
b) Pixels clustered under neuron N1 and  N2 …. y) Pixels clustered under all the neurons (all pixels)
4.2.1. Computing the smoothness of masks
The smoothness of each mask is computed using the algorithm described below:
For each Mask_k:
x Compute the closed mask Mask_closed_k by morphological closing
x Compute the Num_closed(k), which is number of pixels that differ between Mask_k and Mask_closed_k
x Compute the opened mask Mask_opened_k by morphological opening
x Compute the Num_opened(k), which is number of pixels that differ between Mask_k and Mask_opened_k
x Compute the smoothness of the image using formula:
Smoothness(k) = Num_closed(k)  + Num_opened(k) (4)
The expected pattern is that the smoothness measure is starting from a low number (because the white region in 
Mask_1 is small, it cannot have very many differing pixels after opening or closing), then reaches a local maximum 
because some hemangioma pixels are still left out, which creates a rugged edge (see for example Fig. 5, Mask_2), 
then starts to decrease to a local minimum (because more and more hemangioma pixels are highlighted, approaching 
the optimal split between hemangioma and non-hemangioma pixels) then starts to increase again (because some 
non-hemangioma pixels are highlighted as well, creating a rugged edge between non-hemangioma pixels, (see for 
example Fig. 5 Mask_21), then decreases again (because by now most of the pixels are highlighted, so there are very 
few black pixels in the mask to make a difference). For a graphical representation of Smoothness, see the blue line
from Fig. 5. A local maximum is identified at Mask_k if the smoothness value at point k is bigger than the previous
and next two values. For the purpose of the algorithm, we are only interested in the first and last local maximum.
4.2.2. Applying a quasi-median filter to Smoothness
As described in section 4.2.1, the objective is to find the minimum of the valley between the first and the last 
local maximum. However, there are cases when the minimum on the blue line (Fig. 5) appears in another location 
than where the general trend of the valley would suggest. In order to correct freak minima like this, we used a quasi-
median filter of Smoothness.
qmSmoothness(k) = medianSmoothness(k) · 0.75+meanSmoothness(k) · 0.1+Smoothness(k) · 0.15 (5)
where medianSmoothness is the result of applying a median filter of length 3 and meanSmoothness is the result of 
applying a mean filter of length 3. The qmSmoothness is drawn in Fig. 5 with a green line.
By applying a median filter, we removed the extremes and got the general trend of the smoothness, hence the 
median component has the largest coefficient. If we were using only the median component, we would have gotten 
the situation that the minimum of the valley is at two or three adjacent locations; therefore we needed to have a 
mean filter component and a sample component to be able to distinguish between those equal values of the median 
component.
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4.2.3. Exclude extremes
All the qmSmoothness values up to the first local maximum or after the last local maximum are excluded from 
the search of the local minimum, because they are not in the valley. Furthermore, it is unlikely that all hemangioma 
pixels are all clustered under the first few neurons so the first 2 neurons would be excluded from the search. It is 
also unlikely that the hemangioma pixels are clustered in more than 70% of the neurons, therefore the last 8 values 
are excluded from the search as well. In Fig. 5, the excluded values are marked with red stem. 
Fig. 5. blue line = smoothness for each mask; green line = qmSmoothness for each mask;  
red lines = excluded masks; magenta disc = selected mask (in this case Mask_14)
4.2.4. Decision
The decision is based on the location of the global minimum on the green line (after excluding the extremes),
marked by a magenta disc. Most of the time, the minimum on the blue line and the minimum on the green line are in 
the same location, but in cases where these differ, the green minimum confers a better clustering.
5. Results
The SOM-MMRNC algorithm was tested on 33 images and the results were compared with Fuzzy C-means 
(FCM)6. In order to evaluate the performances of the algorithms, the True Negative score (TN) and the True Positive
score (TP) were computed for each ROI, as defined in equations (6) and (7).
ܶܰ =  ݊ݑܾ݉݁ݎ ݋݂ ݊݋݄݊݁݉ܽ ݌݅ݔ݈݁ݏ ݈ܿܽݏݏ݂݅݅݁݀ ܽݏ ݊݋݄݊݁݉ܽ
ݐ݋ݐ݈ܽ ݊ݑܾ݉݁ݎ ݋݂ ݊݋݄݊݁݉ܽ  ݌݅ݔ݈݁ݏ ή 100
(6)
ܶܲ =  ݊ݑܾ݉݁ݎ ݋݂ ݄݁݉ܽ ݌݅ݔ݈݁ݏ ݈ܿܽݏݏ݂݅݅݁݀ ܽݏ ݄݁݉ܽ
ݐ݋ݐ݈ܽ ݊ݑܾ݉݁ݎ ݋݂ ݄݁݉ܽ  ݌݅ݔ݈݁ݏ ή 100
(7)
The Overall score is computed as the mean between the TP and TN scores. The scores vary between 75% and 
99.4%, depending on the ROI, as shown in Fig. 6. For a better visualisation of the results, Fig. 7 highlights the 
differences between the two methods in percentages, with positive values indicating the relative improvement 
introduced by SOM-MMRNC over FCM and negative values indicating better FCM scores.
Fig. 6. Overall Scores obtained with SOM-MMRNC and FCM for each ROI. On the Ox axe is represented the number of the ROI
Fig. 7. Difference between Overall Score obtained with SOM-MMRNC and Overall Score obtained with FCM
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In Fig. 8 shows examples of segmentation using both methods: SOM-MMRNC and FCM.
ROI
ROI 13 ROI 16 ROI 18 ROI 20 ROI 21
Segmented 
ROI using
SOM-
MMRNC
99.26% 98.73% 97.14% 89.21% 92.51%
Segmented 
ROI using
FCM
99.14% 99.32% 92.99% 82.28% 87.97%
Fig. 8. Segmentation with SOM-MMRNC and FCM
6. Conclusions
In this article, we proposed a method of detecting hemangioma regions based on a cascade of SOM and 
morphological operations for reducing the number of classes. By using the unsupervised SOM with 25 neurons, we 
obtained a much finer clustering, and the challenge was to reduce the number of classes to two (hemangioma and 
non-hemangioma). Based on the fact that hemangioma regions are usually smooth, with few “gaps” or sharp 
“tentacles”, the morphological method described in here tries to determine the best grouping of the finer classes into 
the desired classes of hemangioma and non-hemangioma.
For about 48% of the cases (16 images), the proposed method and FCM obtain similar overall scores, within one 
percent of each other. However, using SOM-MMRNC, in about 24% of the cases (8 images), there is an increase 
between 1% ÷ 3.5% of the overall score and in about 18% of the cases (6 images), there is an increase of the overall 
score over 3.5%; for only 3 images, the overall score of FCM is better with more than 1% (up to 2.6%). On average, 
the results obtained with the proposed cascade SOM-MMRNC are 1.06% better than the results obtained with FCM.
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