Introduction
The Laplacian matrix of a graph can be used to express different connectivity measures of a graph. In the simplest way, the multiplicity of the eigenvalue to the all-1 eigenvector equals the number of connected components of the graph. Or, most famously, it can be used to compute the number of spanning trees of a graph (or its connected components). The eigenvalues of the Laplacian matrix play an important role in different areas of mathematics and, of course, also in graph theory. The second smallest eigenvalue is also known as the algebraic connectivity of the graph. This definition is due to Fiedler (1975) who proved as one of the first results that the vertex connectivity is an upper bound for the eigenvalue. The name has its origin in the correspondence between the eigenvalue and the connectivity of the graph, that is it is equal to zero if and only if the graph is not connected. There has been wide interest on the bounds on this eigenvalue (see for example Kirkland (2001 Kirkland ( , 2000 , Lu et al. (2005) , Ghosh & Boyd (2006) ), whose importance is '[. . . ] difficult to overemphasize', since the larger the algebraic connectivity of a graph G, '[. . . ] the more difficult it is to cut G into pieces, and the more G expands' as Bollobas (1998) writes.
This gives the motivation for this paper where we derive a new upper bound for the algebraic connectivity of a regular graph using the Higman-Sims technique introduced by Haemers (1980) . We show that this bound is tight, by giving an example of a regular graph meeting this bound. Together with a result on the connectivity of the neighbourhood graph of strongly regular graphs our result gives a characterization of a class of strongly regular graphs that maximize the algebraic connectivity among regular graphs which includes the complete multipartite graph.
Preliminaries
Let G be a graph given by a set of vertices V (G) and a set E(G) of edges, i.e. two-element subsets of V (G). We do not allow any loops or multiple edges and all graphs we consider are assumed to be connected. The number of edges incident with a vertex u ∈ V (G) is called the degree of u and denoted by δ u . If the degrees of all vertices of G are all equal to a constant δ, then G is called δ-regular. The adjacency matrix of a graph G, that is the symmetric |V (G)| × |V (G)| matrix whose ij-entry is 1 if vertices i and j are joined by and edge and 0 else, is denoted by A(G). We will denote the eigenvalues of the adjacency matrix by ν 1 (G) ≥ ν 2 (G) . . . ≥ ν v (G). Note that the row and column of A(G) corresponding to a vertex u sum both to δ u and if the graph is δ-regular, then ν 1 (G) = δ. The Laplacian matrix of a graph with v vertices is defined as
where I v denotes the v × v identity matrix.
The all-one vector is always an eigenvector of Λ(G) with eigenvalue 0 and its multiplicity is the number of connected components of G. Due to this we call all other Laplacian eigenvalues non-trivial. All non-trivial Laplacian eigenvalues are positive and strictly positive if G is connected. The smallest non-trivial eigenvalue is also called the algebraic connectivity of the graph. Note that if G connected, the multiplicity of the eigenvalue 0 is 1 and therefore the algebraic connectivity is strictly positive.
For a vertex u of G, the neighbourhood graph of u is the graph G u with vertex set
A strongly regular graph with parameters (δ, λ, µ) is a connected δ-regular graph such that each pair of adjacent vertices has exactly λ common neighbours and each pair of non-adjacent vertices has exactly µ ≥ 1 common neighbours. The parameters λ and µ of a strongly regular graph G on v vertices and degree δ satisfy
The eigenvalues of the adjacency matrix are δ with multiplicity 1 and
with multiplicities
We will use the technique of using partitions of the graph's adjacency matrix to study subgraphs as introduced in Haemers (1980) . At the heart of this lies the notion of interlacing eigenvalues. Suppose L is an m × m matrix with m ≥ n, having eigenvalues
for all i ∈ {1, . . . , n}, then we say that the eigenvalues of M interlace the eigenvalues of L. If there exists an integer j ∈ {0, . . . , n} such that
then the interlacing is called tight.
Theorem 1 (Haemers (1980) ). Let L be a symmetric real square matrix partitioned as follows
such that L ii is square for i = 1, . . . , m. Let M be the m × m matrix whose ij-entry is the average row sum of L ij for i, j = 1, . . . , m.
1. The eigenvalues of M interlace the eigenvalues of L.
2. If the interlacing is tight, then L ij has constant row and column sums for i, j = 1, . . . , m.
3. If for all i, j ∈ {1, . . . , m} the matrix L ij has constant row and column sums, then any eigenvalue of M is also an eigenvalue of L with not smaller a multiplicity.
A new bound on the algebraic connectivity of regular graphs
We will need the following lemma.
Proof. For x ≥ 0 and 2δ ≤ v the statement is of course true. Now, let v < 2δ and
Then the derivative f ′ (x) has root
For v < 2δ and v ≥ 3 we have
Therefore, x 0 > 0 and since f (x) is a quadratic polynomial with positive leading coefficient , f (x) attains its minimum at x 0 . Since v > δ − 1,
and the lemma follows.
Proposition 3. Let v ≥ 3 and let F : R ≥0 → R,
.
Further, let G be a regular graph with degree δ. For a vertex u ∈ V (G) let G u denote the neighbourhood graph. If G u is not connected, letδ C(Gu) denote the average degree of the connected component C(G u ) and η u = max
If G u is connected, letδ u denote the average degree of G u and
is a lower bound for ν 2 (G) and therefore δ − ̺(G) is an upper bound for the algebraic connectivity of G.
Proof. Case 1: G u is connected We divide the adjacency matrix of G into 9 block matrices M ij according to u and the vertices of G u and G \ {u, G u }. Withδ u denoting the average degree of G u , the matrix of average row sums is
and has the characteristic polynomial
The eigenvalues of M are δ, F (δ u ) and
Note that by Lemma 2 all eigenvalues of M are real. By Theorem 1 the eigenvalues of M interlace the eigenvalues of the adjacency matrix of G, hence ν 2 (G) ≥ F (δ u ). This is true for any vertex u with connected neighbourhood graph, in particular if the right hand side of the above inequality is maximized. Case 2: G u is not connected For any connected component C(G u ) we divide the adjacency matrix of G into 16 block matrices M ij according to u and the vertices of C(G u ), G u \ C(G u ) and G \ {u, G u }. Let γ denote the size of C(G u ) andδ C(Gu) denote the average row sum of M ij . Then the matrix of average row sums is
By Theorem 1 the eigenvalues of M interlace the eigenvalues of the adjacency matrix of G, hence
This is true for any connected component C(G u ), in particular if the right hand side of the above inequality is maximized.
The following lemma gives us a little more information on how the function F (x) in Proposition 3 behaves and what the values for η u are in the different cases.
Lemma 4. Let v ≥ 3, 1 < δ < v − 1 and F : R ≥0 → R,
Then
• F is increasing on R ≥0
• F is strictly convex on R ≥0
• if 2 < δ < v − 1 then
and F (x) > x else;
for 1 < δ < v − 1 and x ≥ 0, and with Lemma 2 the derivative of F is
Suppose there existsx > 0 such that
Squaring both sides and elimination of common terms gives
a contradiction to 0 < δ < v − 1. Therefore, F ′ (x) > 0 for all x ∈ R >0 and the map F (x) is strictly increasing for all x ≥ 0.
Since second derivative
is strictly positive for all x ≥ 0 by Lemma 2, it follows that F (x) is strictly convex on R ≥0 . We want to solve the equation
Squaring both sides and subtracting the right hand side gives
The equation has the solutions
First of all we note that for v > 1 4 (δ + 2) 2 and δ ≥ 2 there are no solutions of equation 2 in R, and therefore F (x) > x for all x ∈ R ≥0 in this case.
Suppose 4v ≤ (δ + 2) 2 . We start with the case δ = 2: here, there are no solutions for v > 4. If v = 4, then the only solution of equation 2 is x = 0 and indeed F (0) = 0. Now let δ > 2. If v ≤ 2δ, then (δ + 2) 2 − 4v ≥ (δ − 2) 2 and the positive solution of equation 2 is In fact, we show that 1 2 (δ − 2 + y) are solutions to F (x) = x for y ∈ {± (δ + 2) 2 − 4v}. As in Lemma 2, let
and for y ∈ {± (δ + 2) 2 − 4v} 4f (
Since F is increasing and convex on R ≥0 , for solutions x 1 ≤ x 2 of F (x i ) = x i for i = 1, 2, it follows F (x) ≤ x for x ∈ [x 1 , x 2 ] and F (x) > x else. For v ≤ 2δ there are solutions x 1 < 0 and x 2 ≥ 0 for
We will conclude this section with an example of a class of graphs that meet the bound in Proposition 3 showing that this bound can not be improved.
Let v + 1 = 2δ. By the Handshaking Lemma, which states that a simple regular graph with odd degree must have an even number of vertices, δ must be even and therefore v + 1 ≡ 0 mod 4. Let G be the graph obtained from the complete bipartite graph with parts of size The second largest eigenvalue of its adjacency matrix is 1 with mutliplicity ≥ 1. The corresponding eigenvectors are the vectors of the form
For a vertex in the part of size (v + 1)/2, the neighbourhood graph is always connected. In fact, it is the star graph with (v − 1)/2 + 1 vertices. The average degree is 2(v − 1)/(v + 1). For a vertex in the part of size (v − 1)/2, the neighbourhood graph has (v + 1)/4 components corresponding to the disjoint edges that pair up the vertices of the part of size (v + 1)/2. The average degree of all these components is 1. For v = 2δ − 1 we have 1 2 (δ − 2 + (δ + 2) 2 − 4v) ≥ 1 and therefore F (1) ≤ 1. For δ > 2 also F (2(v − 1)/(v + 1)) ≤ 1 and Proposition 3 gives us the lower bound
v+1 ) = 1 on the second largest eigenvalue, which is tight in this case.
A class of SRGs maximizing the algebraic connectivity
Lemma 5. Let G be a strongly regular graph with degree δ and parameters λ and µ. The neighbourhood graph G u for any vertex u ∈ V (G) is regular and has degree λ.
Proof. Any vertex in G u has exactly λ common neighbours with u since G is strongly regular.
Lemma 6. Let G be a strongly regular graph with degree δ and parameters λ and µ. If
Proof. Suppose there is a vertex u such that G u is not connected and let C(G u ) be a connected component of G u of size γ < δ. We divide the adjacency matrix of G into 16 block matrices M ij according to u and the vertices of C(G u ), G u \ C(G u ) and G \ {u, G u }. Then the matrix of average row sums is
With equation 1 we can write the characteristic polynomial of M as
The eigenvalues of M therefore are δ, λ,
By Theorem 1, the eigenvalues of M interlace the eigenvalues of the adjacency matrix of G and it follows directly that ν 2 (G) =
Corollary 7. Let G be a strongly regular graph with degree δ and parameters λ and µ. If λ = ν 2 (G), then the size of every connected component of G u is divisible by λ + 1.
, that is δ = µ(λ + 1). Let u be a vertex of G and G u the neighbourhood graph. Now, if G u is connected, then the size of G u is δ which is divisible by λ + 1. Suppose G u is not connected. Then we can divide the adjacency matrix of G into 16 block matrices M ij according to u and the vertices of a connected component C(G u ) of G u of size γ < δ, G u \ C(G u ) and G \ {u, G u }. The 4 × 4 matrix of the average row sums of these block matrices is exactly the matrix M in the proof of Proposition 6. Again, the eigenvalues of M interlace the eigenvalues of the adjacency matrix of G. Since λ is an eigenvalue of G, the interlacing is tight. It follows with Theorem 1 that all matrices M ij have constant row sums, in particular
hence γ is divisible by λ + 1.
Theorem 8. Let v ≥ 3. Let G be a strongly regular graph with degree δ and parameters λ and µ such that λ ≥ 1 2 (λ − µ + (λ − µ) 2 + 4(δ − µ)). If λ minimizes the average degree of the connected components of all neighbourhood graphs in a class of δ-regular graphs on v vertices, then G maximizes the algebraic connectivity among all graphs in that class.
Proof. Let u ∈ V (G). Any connected component of G u has average degree λ, since any neighbour of u has exactly λ common neighbours. Let F : R ≥0 → R,
With Proposition 3 it follows that for all u ∈ V (G)
) is a lower bound for the second largest eigenvalue of G, and in fact we have equality.
From Lemma 4 follows that F (x) is increasing for all x ≥ 0 and if λ is the minimal average degree of the neighbourhood graph of any δ-regular graph in the class, then F (x) attains its minimum at x = λ among all regular graphs in the class. Note, that F (λ) = ν 2 (G) ≤ λ by assumption.
Let G ′ be any δ-regular graph and ̺(G ′ ) the lower bound for the second largest eigenvalue ν 2 (G ′ ) of G ′ from Proposition 3. Then ̺(G ′ ) is either an average degree x ≥ λ or ̺(G ′ ) = F (x). Since x ≥ λ ≥ F (λ) and since F (x) ≥ F (λ) for all x ≥ λ, the eigenvalue ν 2 (G ′ ) is at least as large as F (λ) = ν 2 (G), the second largest eigenvalue of G. Therefore, G maximizes δ − ν 2 (G) among all δ-regular graphs in the class. Proposition 9. Suppose there exists a SRG with degree δ and parameters λ and ν. If v ≤ 2δ − λ and λ ≥ 1 2 (λ−µ+ (λ − µ) 2 + 4(δ − µ)), then the SRG maximizes the algebraic connectivity among all δ-regular graphs.
Proof. Let G be any δ-regular graph on v vertices. For any vertex u the neighbourhood graph G u has δ vertices. Suppose w is a vertex in G u and its degree in the neighbourhood graph is δ u (w) < λ. Since λ > 0 = 1 2 (λ − µ + (λ − µ) 2 + 4(δ − µ)) and v = αm = 2δ − λ, the conditions of the above proposition are satisfied. It follows the known fact (Takeuchi (1961) ) that K m,m,...,m maximizes the the algebraic connectivity among all (α − 1)m-regular graphs on αm vertices.
