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Abstract: Nowadays, wine has become a very popular item to purchase. There are a lot of brands
and a lot of different types of wines that have different prices and characteristics. Since there is a lot
of options, it is easy for buyers to feel lost among the high number of possibilities. Therefore, there is
a need for computational tools that help buyers to decide which is the wine that better fits their
necessities. In this article, a decision support system built over a fuzzy ontology has been designed
for helping people to select a wine. Two different possible architecture implementation designs are
presented. Furthermore, imprecise information is used to design a comfortable way of providing
information to the system. Users can use this comfortable communication system to express their
preferences and provide their opinion about the selected products. Moreover, mechanisms to carry
out a constant update of the fuzzy ontology are exposed.
Keywords: decision support systems; fuzzy ontologies; computing with words
1. Introduction
Wines are a popular item to purchase. Depending on the manufacture, they can have different
characteristics. For instance, there are wines with different levels of alcohol, acidity, year, etc.
Therefore, finding the perfect wine for a specific buyer is a quite difficult task. There is not a perfect
wine for everybody since each person has different tastes and searches for a specific experience.
The high number of brands and wines that are available on the market make it difficult for the buyers
to select the wine that better fits their necessities. They cannot handle by themselves the high amount
of information about all the features, prices and brands. Therefore, there is a need for designing
decision support systems (DSS) [1–4] that allow them to choose the wine that better fulfils their needs.
This process must be carried out in an organized and fair way. The system should ask the buyers for
parameters about what they need and provide them with a short list of wines that fufil them. This way,
buyers can decide which wine they should buy based on objective criteria. Thanks to this, they avoid
being misled by the high amount of information. Furthermore, they do not rely on criteria that may
make the wrong choice.
In this paper, a novel DSS whose main purpose is to help buyers to choose a wine is designed.
Users provide information to the system and they obtain several suggestions that they can use to
select their most preferred wine. Fuzzy ontologies (FOs) are used to store all the information in
the system. For the DSS to work properly, the set of elements stored on the FO must be constantly
updated. For this purpose, two different updating information processes are described. For testing
purposes, the method is applied over a real case example. Concretely, the Wine Fuzzy Ontology [5]
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that contains real information about 623 different wines is used. Linguistic modelling (LM) [6–8] is
employed for storing wines features in the FO and for buyers to provide preferences. LM provides
a fluid user-system commutation for the buyers. When an item is requested from the FO, users are
usually not capable of providing accurate features values. Instead, they prefer to communicate and
express themselves using imprecise words instead of numbers. For instance, if users are interested
in a high alcohol wine, they probably would like one with around 15% alcohol. On the contrary,
they would not like a wine that only has 5% alcohol. Our system takes into account this issue and
allows users to specify every feature value in an non-accurate way avoiding the troublesome task of
providing numerical values to the system. Moreover, the novel designed DSS implements a feedback
process that allows users to benefit from the opinion of other users that have already tested the device.
Furthermore, to implement the system, two different architecture schemes are proposed. In conclusion,
a novel DSS system that allows users to choose a wine fairly and impartially is designed in this article.
Our method relies only on the wines’ features and quality. Thanks to this, the system can be trusted.
It is possible to adapt the designed system to solve other problems. That is, the FO can be adapted
to deal with other data related to other decision making problems. For instance, it is possible to build
a DSS that help buyers in renting a flat on a location. Thanks to this, the tenant can reduce the high
number of possible houses into the ones that really fit their needs. Another possible application of the
presented design would be, for instance, in deciding among different films.
The organization of the paper is done in the following way. Section 2 presents several concepts
that the novel developed method uses. In Section 3, the DSS is exposed in detail. In Section 4, a brief
use example is shown. In Section 5 the method is discussed in detail. The paper ends with conclusions.
2. Preliminaries
Some concepts needed to correctly comprehend the method are introduced here.
Concretely, in Section 2.1, basis of LM are introduced. In Section 2.2, FOs are exposed.
2.1. Group Decision Making and Linguistic Modelling
Linguistic modelling [6,7,9,10] has had a clear impact over Group Decision Making methods
over the years. Its main purpose is to allow experts to communicate using words instead of numbers.
This way, the communication gap between users and the computational system that manage the
decision process is reduced. In our system, LM is used to design a framework that allows users to
provide information to the FO reasoner in a comfortable way. Words and expression like Very high,
Low, Very low or Medium are employed by them to send their preferences to the system. Since FOs
can deal with imprecise information, they can effectively manage the data. Thanks to LM, users do not
have to provide accurate numerical information. On the contrary, they can just indicate more or less
the importance and the values that each characteristic of the alternative have for them. The relations of
the FO also use LM for storing the information.
LM uses linguistic variables that contain different terms. Each term represents a different grade of
the variable. Formally, a linguistic variable can be defined as a quintuple 〈L, T(L), U, S, M〉, where L is
the variable name, T(L) is a set that contains the labels that conform the linguistic variable, U is the
universe of discourse, M(X) is a subset of U and S is a set of rules that associates the set X with M(X).
To express the meaning of a fuzzy set M(X) from U, it is possible to define a membership function
such that:
µM(X) : U → [0, 1] (1)
where µM(X)(z) is membership degree of z. It should be noticed that z ∈ U [11].
In Figure 1, a graphical representation of the linguistic variable Acidity is shown.
This representation is the one used on the Wine FO.
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Figure 1. Representation of the linguistic variable Acidity.
LM is an area that nowadays is still having a high impact in the recent literature [12–15]. Most of
the articles describe application research that employs LM to represent imprecise information. DSS are
also a prime example of this as can be stated in [16–20]. Furthermore, this field has had a clear impact
over FOs [21–24].
In the Group Decision Making area, it is very important that the experts are provided with means
that allow them to provide information in a comfortable way. That is why LM has been of great use on
the area. Formally, a Group Decision Making method can be defined as follows:
Let us define two sets, of experts and alternatives respectively, E = {e1, . . . , en} and
X = {x1, . . . , xm}. The main aim of a group decision making methods is to rank elements from
X using the preferences values Pk, ∀k ∈ [1, n], that has been provided by experts in E.
A typical Group Decision Making method follows the next steps [2]:
• Providing preferences: Experts carry out a thorough debate in which they discuss about the
advantages and drawbacks of the alternatives. Afterwards, they provide their preferences to
the system.
• Calculating the collective preference value: All the preferences provided by the experts are
aggregated into a single collective piece of information containing the overall opinion of all
the experts.
• Calculating consensus: Consensus is a helping feature that allows Group Decision Making
processes to be fair and include all experts’ points of view on the decision process. The main idea
of applying consensus is to promote that experts make their opinion closers in order to reach
a final result as consensual as possible. Consensus measures analyze the experts’ preferences
and indicate how similar two experts’s preferences are. This way, it is possible to know which
experts have different opinions than the others. Furthermore, it is possible to measure the overall
consensus reached. If the consensus is high enough, it is possible to calculate the final ranking
of alternatives. On the contrary, experts should carry out more debate in order to bring their
opinions closer.
• Ranking alternatives: By using the collective preference piece of information, alternatives are
ranked. The first alternative on the ranking is considered the most promising one.
In Figure 2, a graphical representation of this process is shown.
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Figure 2. Group Decision Making general scheme.
2.2. Fuzzy Ontologies
Ontologies [25,26] are a very interesting tool that allows the information to be represented in
a conceptual way inside a computational system. Nevertheless, they require the information to be
accurate and numerical. Consequently, they do not allow data to be represented using LM. For this
reason, there is a need to update ontologies in a way that they can work using imprecise information.
FOs [27–30] were designed to achieve this goal. A FO can be formally defined by using a
quintuple OF = {I, C, R, F, A}. I is the element that represents the set of individuals. C contains a set
of concepts that are used to describe the individuals. R establishes the relationships between sets I
and C. Furthermore, elements in I can be related. These relationships are crisp making them unable
to employ LM on them. F represents fuzzy relationships among elements. In this case, a fuzzy set is
employed to relate the different elements. Therefore, F values are typically used when establishing
imprecise relationships among the FO elements. Finally, A represents the set of axioms.
The described scheme is shown in Figure 3. All the elements of the quintuple that conform the
FO are depicted.
Figure 3. How elements in a FO interact.
There exist some variations of FOs such as the known as Fuzzy Grassroots Ontologies (FGOs) [31].
They employ clustering in order to create groups of similar elements. The further an element is from
the center of the cluster, the less similarity it has. Formally, a fuzzy grass ontology is a quintuple
< X, C, T, N, A > where X indicates the set of normalized terms, C the set of fuzzy clusters, N the set
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of non-taxonomy relations among the clusters and A a set of axioms. Each cluster is built as a fuzzy set
on the dataset X. Some Fuzzy Grassroots Ontology applications can be seen on [32,33]. In these articles,
Fuzzy Grassroots Ontologies are used for extracting information about weblogs and for improving
social semantic web search respectively.
Before ending the subsection, some papers that are part of the recent research carried out in the
FO area are shown. For example, Huitzil et al. [21] employ FOs and Kinect sensor data to recognize
gait. In [34], authors use FOs to manage fuzzy roles in risk-based environments. In [35], a DSS that
uses a fuzzy OWL 2 ontology is presented. In [36], description logics are used in order to define
the multi-criteria group decision making problem. In [37], FOs are used to define the necessary
semantic for controlling smart homes using the internet of Things. In [38], Sumathi et al. propose an
ontology that stores information about an information processing technique for query recommendation
applications. It can be concluded that FO is a quite recent field that is evolving and changing due to
the research made on the area. In [39], authors present some algorithms for information retrieval and
realization in fuzzy ontologies. In [23], authors review several constructions referring to type-2 fuzzy
ontologies. That is, fuzzy ontologies that employ type-2 fuzzy sets in order to represent their elements.
3. A Novel Decision Support System for Assisting Users in the Selection of a Wine
The novel designed DSS is thoroughly described in this section. Concretely, in Section 3.1, the wine
FO is described in detail. In Section 3.2, the DSS procedure for generating recommendations is exposed.
In Section 3.3, two possible architectures that can be used to carry out the DSS implementation are
analysed. In Section 3.4, the users’ feedback process is exposed. Finally, in Section 3.5, two possible
ways of carrying out the updating information task of the FO are exposed.
3.1. The Wines’ Fuzzy Ontology
All the data that are used to support the users in their decision is stored in a FO. Thanks to it, it is
possible to have an overview of the wine that are present in the market in a concrete time. To provide
up to date information to buyers, it is necessary to constantly update the FO. In this paper, two different
ways of carrying out this update process are presented. The first one is to let wine experts to do it
without any computational intervention. This option is not a good one in cases like the tackled one
where there is a high amount of information available. On the other hand, it is possible to design an
automatic process that analyses certain Webpages to extract information about the new wines that
keep appearing in the shops. This computational process would be in charge of deleting wines that
are no longer available and include the new ones that appear on the market. The complete updating
process is thoroughly described in Section 3.5.
For testing purposes, a real case example has been chosen: the Wine FO. Wine FO contains
623 individuals related to six different concepts. The fuzzy ontology is built in a way that each
individual of I represents one wine and each concept of C represents a wine characteristic. The set
of concepts that appear in the FO have been obtained by studying which are the features that
wine buyers care the most. Finally, F and R indicates how each wine on I is related to the
features in C. The relations related information have been obtained from different famous webpages
(alko.fi, winesfromspain.com, snooth.com). The used FO can be accessed and downloaded on the
following webpage [5]. The elements that are part of the wine FO set C are described below:
• Year: This feature indicates the wine year. Older wines have different tastes than recent
ones. Therefore, it is important to take into account the wine year on the reasoning process.
The associated labels for this concept include wines from 1999 in advance. A linguistic label set of
four different labels, {NovelloYear, RegularYear, OldYear, ExclusiveYear} is used.
• Acidity: It indicates the level of acidity of the wine. Acid wines have different properties than
sweet ones. The concept is defined in the interval [0, 10]. A linguistic label set of seven different
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labels, S7 = {s1, . . . , s7} is used. A graphical representation of how the labels are distributed on
the scale can be seen in Figure 1.
• Alcohol: This feature indicates the level of alcohol that the wine has. The level of alcohol has a
high impact on the wine final taste. Values related to this feature are located on the interval [0, 20].
A linguistic label set of seven different labels, S7 = {s1, . . . , s7} is used. The same distribution
than the one used for acidity is employed. Concretely, values {3.33, 6.66, 10, 13.33, 16.66} are used
for defining the support of the fuzzy sets used for representing the labels.
• Price: Indicates how much the wine costs. This concept main purpose is to provide buyers
with options whose price matches with the amount of money that the buyers want to spend.
The range of the values of this concept are located on the interval [6.5, 23]. In order to represent
this concept, a linguistic label set of three different labels, S3 = {s1, s2, s3} is used. Fuzzy sets
used for representing S3 labels are shown in Figure 4.
• Wine color: Indicates the color of the wine. This concept is related to the individuals by
using a crisp relation instead of a fuzzy one. There are three different values for this option:
red, white and rose.
• Other users’ opinions: This fuzzy concept stores the overall experience that other users have had
with the wine. This value is in constant update since it summarizes the values obtained on the
feedback process. The range of values used in defining the linguistic labels is [0, 10], being 10 the
maximum punctuation that can be given to a wine and 0 the worst one. More information about
its representation and how the feedback process is performed can be seen on Section 3.4.
Figure 4. Representation of the linguistic variable Price in the Wine FO.
3.2. Decision Support System Design
This subsection describes how the designed DSS for choosing wines works. Let X = {x1, . . . , xn}
be the overall set of alternatives and C = {c1, . . . , cm} the overall set of criteria. The main purpose of
the process is to obtain a ranking set, R = {r1, . . . , ro} that includes the o best options among the set
X. It should be noticed that o < n. In order to carry out this process, the following steps are followed:
1. Preferences providing step: Buyers provide their preferences according to the features that they
want the selected wine to have. They can choose which features they want to provide information
for and which labels they want to associate to them. Thanks to this, only the features that matter
to the buyers are used on the search. Buyers express themselves using LM. They can choose
labels from the linguistic label sets that conform the FO to provide information to the system.
Let S = {Sc1 , . . . , Scm} be the linguistic label sets used for describing the criteria specified in C.
In case that a specific criterion is crisp instead of fuzzy, the possible values that the relation can
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have are listed. In the preference providing step, buyers provide the sets W, QC and QS to the
system where:
W = {w1, . . . , wm1} (2)
QC = {qc1, . . . , qcm1} (3)
QS = {sqc1i , . . . , s
qcm1
j } (4)
where m1 is the number of features selected by the buyers, QC is the set of features that have
been selected and sqc1i indicates the label whose index is i inside the linguistic label set S
qc1 .
Finally, W is the set of weights.
2. FO search: The preferences that the buyers have sent to the system are used for retrieving the
individuals that better fulfil them. To carry out this task, the following steps are used:
• Buyers determine the importance that each feature has to them by providing the set of
weights W. If buyers do not want to provide this information or they feel unsure about
it, it is possible to assign the same importance to all the features included on the query.
Weights have an important role in the presented DSS. This is because they are the tools
that buyers employ in order to determine the importance that should be given to each
FO concept. In the Wine FO, the represented information is subjective and more related
to tastes. Therefore, there not exist objective good solutions. Nevertheless, there can be
other applications where this statement is not fulfilled. For instance, imagine a FO filled
with information about smartphones and their characteristics. It is clear that everyone
would want a smartphone with a high screen resolution, fast and cheap. In this case,
the importance given to each concept will determine the set of smartphones that the
buyers will receive. For instance, if the price has the highest weight on the query,
cheap smartphones will be highlighted over the ones that have, for instance, a high screen
resolution. Concretely, the query will end up returning cheap smartphones whose screen
resolution is the highest possible one. This behavior is interesting in DSS environments that
have a high number of alternatives. This is because the FO will focus on pareto-optimal
smartphones, that is, the smartphones that, by fulfilling all the desired characteristics,
have higher values for all the mentioned features. Smartphones that are worse in every
sense to this pareto-optimal set, will be discarded.
• The weighting values along with the preferences conform the user query. This query is
taken by the FO reasoner to process it and generate a result. The query can be formally
represented as:
Q = {w1 · [qc1, s
qc1
i ], . . . , wk · [qck, s
qck
l ], . . . , wm1 · [qcm1 , s
qcm1
j ]}, k = 1 . . . , m1. (5)
• The FO reasoner uses an aggregation operator to calculate the similarity that each individual
of the FO has with the query. Depending on the type of relation, the similarity of the
individual according to one of the concepts included in the query is calculated as follows:
– Crisp relation: Crisp relations are employed for binary relations, that is, the concept is
fulfilled or not by the FO individual. If the query includes one of these concepts,
the similarity is 1 if the individual fulfils the concept included on the query or
0 otherwise.
– Fuzzy relation: In the case of fuzzy relations, the similarity is calculated as a number
in the interval [0, 1]. The similarity value of the FO individual is calculated using the
membership function to the fuzzy set that represents the linguistic label specified for
the concept included on the query.
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To calculate the similarity that alternative xh has to the query Q and the feature Cqk,
the following expression can be used:





l } indicates the membership value that alternative xh has for the label s
qck
l
and the concept qck. By using the weighted mean operator, it is possible to calculate the
similarity value for xh and the query Q using the following expression:
Sim(xh, Q) = φ(wk, SimC(xh, Cqk, Q)), k = 1, . . . , m1. (7)
Once that the similarity value for each alternative is calculated, it is possible to select the o




rank(Sim(xh, Q)), h = 1, . . . , n, (8)
where rank is a function that sort all the results according to their similarity value.
⋂
o takes
the first o elements of the set.
3. Feedback advice: The users opinion system is called for the recommended wines. If one of
the resulting wines have a low opinion value and a reasonable number of provided opinions,
this issue is showed to the user as a warning. This way, users are alerted that the recommended
wine did not fulfil other users expectations.
4. Providing opinion: After buying and testing the selected wine, the user is asked to carry out the
feedback process. This process is exposed in more detail in Section 3.4. Its main purpose is to
warn other users about problems with the selected choices.
In Figure 5, this process is presented schematically.
Figure 5. Designed DSS scheme.
3.3. Architecture Scheme
Two possible architecture scheme options for implementing the process described in Section 3.2
were analysed: a client-server architecture and a distributed architecture. Both of them have their own
advantages and drawbacks. Therefore, implementers should choose one or the other according to
their needs.
The client-server architecture design has the following advantages:
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• All the information is concentrated in a single point. This way, carrying out changes to the stored
information is easy since only the server values have to be modified. In cases when the FO is in
constant update, this is a really important point that should be taken into account.
• All the calculations are carried out in the server. This way, users do not have to carry out any
computations or install anything in their client devices. Easing the way that users interact and
manage the designed system is critical if we want to encourage them to use it.
Nevertheless, the use of a client-server architecture presents the following disadvantages:
• Since all the information is concentrated in the same point, if the server fails or a connection
error occurs between the server and the client devices, the system will stop working.
Consequently, users will be unable to use the system until the error is fixed.
• Since a single server holds all the computations, if a very high number of users access the system
at the same time, the server may collapse.
The main advantages of using a distributed architecture for carrying out the process are
exposed below:
• Distributed architectures are a good option when a high number of accesses are expected to
the system. Due to the fact that the computational effort is divided among the different nodes,
the system is rarely overcharged.
• When there are several requests at the same time, the overall system response time is increased
since several user petitions can be carried out at the same time.
• One of the most important advantages of distributed architectures is the scalability that they
provide. This way, it is easy to add and remove nodes from the computational network as needed.
Furthermore, information from the FO becomes scalable since new information storing nodes can
be added with new FO information in an easy way.
• If the information is replicated in each information node, the system is more fault-tolerant. This is
due to the fact that, if one of the network nodes fail, the system can rely on the other nodes to
continue the operations as usual.
The main drawbacks of using a distributed architecture are exposed below:
• Maintaining a computational network is more expensive than maintaining a single server holding
all the computations. If a very high number of users is not expected, to use a distributed
architecture may not be worth it due to the expenses that it entails.
• The overall computation of a single request is increased since time is lost during the network
nodes communication. Therefore, using a distributed architecture can slow down the overall
request resolving time when a low number of requests are being resolved by the system.
• When the stored information is replicated in different nodes, making changes to the information
is costly since all the nodes that stores the data must be modified. On the other hand, if the
whole information is distributed in different nodes, this problem is solved but the overall network
becomes less fault-tolerant. This is due to the fact that, for every request, all the information must
be accessed. Therefore, if one of the information storing nodes fails, all the user client requests
cannot be resolved.
3.4. Feedback Process
In order to increase the reliability of the designed DSS, an user feedback process has been added
to the system. Its main purpose is to aid users who are unsure about what wine they should choose.
Thanks to this module, they can get benefit from the experience that other users that own their chosen
wines had. The idea consists of allowing the users to provide an opinion about the wine after buying
and trying it. The feedback process follows the next steps:
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1. The users, using their client devices, indicate that they want to provide their opinions to the DSS.
They should carry out this process after choosing the wine that they prefer and having some time
to test it.
2. In order to make this process as simple as possible and for avoiding users to lose a high amount
of time, they only have to answer a single question. That question is: did the wine fulfil your
expectations? The chosen wine will be recommended to people with similar tastes as the user
who has already bought it. Therefore, the answer to this question will confirm if the DSS has
done a good job recommending that specific wine according to that user type.
3. The user provides their opinion using the linguistic label set
B = {verylow, low, medium, high, veryhigh}. This way, the users can provide their opinion
using words instead of numbers.
4. The users opinions are dealt as another wine feature inside the FO. Therefore, the provided value
is aggregated to the previously stored ones and assigned as the relation value for the individual
representing the wine. For this purpose, it is handy to store the actual number of users that have
already provided their opinion for each wine. Having this value stored as a wine feature allows
users to include it in their FO queries.
A scheme of this process along with a small example is showed in Figure 6.
Figure 6. Feedback process example.
3.5. Updating Wine Data Procedure
The wine market is in a constant update. Wine companies keep creating and presenting new
labels and options. Therefore, in order for our DSS to be useful, information stored in the FO must be
periodically updated. In this subsection, two different updating information methods are proposed.
The first one takes automatically the information from the internet. In the second one, the updating
process is made manually by a wine expert. These two processes are described in more detail below:
• Automatic updating information process: The next steps are followed:
1. The system searches for new wines on the internet using a set of predefined web pages.
It should be noticed that, in order to ensure that the information is reliable, it is necessary
that the web pages that are used are reliable and recognized.
2. For each web page, the system uses a text analyser script in order to automatically retrieve
the wines information that is specified there. For each web page, the text analyser knows
where each of the required piece of data. For each web page, the text analyser knows where
each of the data is specified, which will then be used to establish the relationships between
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the individuals and the concepts. Once the information is collected, the text is automatically
analysed to determine if the values obtained are correct. In order to make the quality of the
information more reliable, it is possible to generate a report with the data obtained from the
internet and make an expert to revise it.
3. For each wine, the system checks if it is already loaded in the FO. If the system cannot find
it, the wine and all its features are added to the FO.
4. When all the specified web pages and their wines are analysed, the automatic updating
information process finishes. This process will automatically start again when a predefined
amount of time has passed.
The main advantage of this updating method is that all the operations are performed automatically.
Therefore, there is no need for human supervision. Its main disadvantage is that, due to the fact
that no supervision is made, there is some chance of errors occurring during the process.
• Manual updating information process: The manual updating information process is carried
out by a wine expert that introduces the new individuals into the FO. For each individual,
they manually specifies the relationships values for each of the FO concepts. The main advantage
of this method is that all the data is validated and checked by a human expert. Its main
disadvantage is that this process can become long and tedious due to the amount of information
that the expert has to deal with. It is important that the expert uses information that comes from
reliable sources.
It should be pointed out that both processes are non-exclusive. Therefore, the automatic process
can be used to carry out periodic updates while the manual one can be performed in order to refine the
automatic process and for finding and delete old wines that are no longer available in the market. A
Strength-Weaknesses-Opportunities-Threats (SWOT) analysis of both processes can be seen on Tables 1
and 2.
Table 1. SWOT analysis for the automatic approach.
Strenghts It does not require human intervention making it a fast process that can
deal with high amount of information.
Weaknesses The information is less reliable since there is not human checking on
the process. The information must be extracted from a predefined set
of webpages since the method needs to know where the information
is located.
Opportunities It can work well for FOs that represent a high amount of information.
Threats Its use may introduce false data on the FO if the information is not
properly analyzed or the webpages are incorrect or fail.
Table 2. SWOT analysis for the manual approach.
Strenghts All the information is checked by the person who introduces it.
Therefore, the information is very reliable. There is no limits of where the
information may come from. It is up to the expert to check the sources.
Weaknesses Requires human intervention since the information must be extracted
and introduced manually.
Opportunities This is a good option in cases where the information that is represented
on the FO must be reliable and checked before their use.
Threats This is not a good option in cases where there is high amounts of
information to deal with.
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4. Illustrative Example
This section presents a brief use example to enhance the comprehension of the presented process.
Imagine that some buyers want to search for a wine. They want to debate options that have certain
characteristics. First, they need to decide which features they matter the most. After debating,




Linguistic label sets exposed in Section 3.1 are used for describing the features. As commented,
only the features indicated by the buyers are used on the query. The rest are discarded and do not
influence the selection of the final alternatives.
After providing values for the features, buyers need to decide the importance that each of them
must have on the decision process. For this purpose, they decide to use the following set of weights:
w = {0.43, 0.33, 0.23}. (9)
This selection indicates that alcohol is more relevant than acidity. Furthermore, acidity should
have more weight on the decision than price.
Once that the query is formulated, it is resolved by the FO reasoner. Formally, the query, Q, can be
expressed as follows:
Q = {0.43 · alcohol_high, 0.33 · acidity_low, 0.23 · price_medium}.
By using the provided query, similarity values for all the wines on the FO is calculated. For the
sake of simplicity and a better understanding of the designed method, only the 10 most similar
alternatives are shown on this example. Table 3 depicts their features’ values.
Table 3. Relation values for the individuals and concepts in the wine FO.
idWine Name HA LA MP User Opinions
172 GerardBertrandReserveSpecialePinotNGR 0.900901 0.802395 0.23 9.1
528 GerardBertrandB.BonCabernetMerlot 0.900901 0.838323 0.49875 8.3
103 GewurztraminerHugel 0.900901 0.718563 0.530588 8.8
295 TurningLeafChardonnay 0.948949 0.419162 0.49875 9.2
230 RosiereSyrah 0.900901 0.598802 0.31125 8
389 MarquesdeCaceresCrianza 0.900901 0.179641 0.87 9
101 Regolo 0.948949 0 0.99875 9.6
127 BeringerFoundersEstateMerlot 0.948949 0 0.99875 9.7
191 ColumbiaCrestTwoVinesCabernetSauvig. 0.948949 0.239521 0.6225 8.8
554 LaDamedeJacquesCoeur 0.900901 0.0598802 0.967059 8.7
In order to calculate the similarity values, the weighted arithmetic mean operator is used.
Results are shown in Table 4.
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Table 4. Obtaining the similarity value for each item in the FO.
Wine id Operations Similarity
172 0.43× 0.900901 + 0.33× 0.802395 + 0.23× 0.6225 0.7953528
528 0.43× 0.900901 + 0.33× 0.838323 + 0.23× 0.49875 0.77874655
103 0.43× 0.900901 + 0.33× 0.718563 + 0.23× 0.530588 0.74654853
295 0.43× 0.948949 + 0.33× 0.419162 + 0.23× 0.49875 0.661084
230 0.43× 0.900901 + 0.33× 0.598802 + 0.23× 0.31125 0.6565796
389 0.43× 0.900901 + 0.33× 0.179641 + 0.23× 0.87 0.646769
101 0.43× 0.948949 + 0.33× 0 + 0.23× 0.99875 0.6377606
127 0.43× 0.948949 + 0.33× 0 + 0.23× 0.99875 0.6377606
191 0.43× 0.948949 + 0.33× 0.239521 + 0.23× 0.6225 0.630265
554 0.43× 0.900901 + 0.33× 0.0598802 + 0.23× 0.967059 0.6295715
After calculating the similarity value for all the wines, the following wines occupy the top 5 in
the ranking:
R = x172  x528  x103  x295  x230.
It is possible to observe that x172 is the wine whose features values are more similar to the specified
ones. Although x528 has reached good results on the desired values for alcohol and acidity, it has a
lower value for the price. Since alcohol has a high weight on the decision, that is why most of the
results show a high similarity in this aspect. Since all the wines that are included on the ranking have
high user opinion values, no warning is shown to the buyers.
5. Discussion
This paper employs a FO to aid users in decisions that are made over a high number of
alternatives. The FO query search can reduce the high initial amount of alternatives into a feasible
set of promising alternatives that the buyers can carefully analyze. Therefore, in the designed
method, there is no pair-to-pair comparison like in other decision approaches [40,41]. Instead of
that, similarity values between the buyers necessities and the wines features are calculated. The main
advantage of this approach is that the buyers only need to provide information about the wines’
features. Therefore, they do not have to directly deal with the high number of alternatives that are
available on the system. It should be noticed that making a pairwise comparison among a high
number of alternatives could be a long and complex process that can turn unaffordable for the buyers.
Moreover, they have access to other users opinions about the selected wines to make the decision.
Thanks to LM, the way that the users provide their needs to the system becomes more comfortable
for them. Users are more accustomed to working with conceptual and imprecise information than
with numerical and precise data. Therefore, they are more comfortable if they deal with a system
that uses words instead of accurate numbers. The designed DSS can work with imprecise opinions
and concepts and, at the same time, can perfectly assist the users in their decisions. In the world of
opinions, users usually tend to provide inexact information. Therefore, there is a need for methods that
are capable of dealing with that kind information and provide the required results to the users. If users
are asked to provide accurate information and they do not know how to do it, they will provide false
information that will spoil the whole DSS process.
Since the wine market constantly grows, there is a need for methods that carry out constant
updates in the wines FO. Two different methods are proposed, one that is automatic and does not need
human supervision and another one that relies totally on humans to carry out the process. The first
one is faster since the process is carried out automatically running scripts. Nevertheless, since there
is no human supervision, it is less error-tolerant. On the other hand, the human supervised method
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can become tedious if a high amount of information must be added. Nevertheless, fewer errors are
produced since the information is validated by the human experts that introduce it.
It is important to develop means that allow the experts to deal and process all the information
in a comfortable way. For instance, it is impossible for experts to deal with 600 alternatives at a time.
When comparing the presented method with others on the literature, it is possible to find several
papers that deal with the same issue. When these methods are analyzed, it is possible to sort them into
the following categories:
• Clustering methods over the set of experts: In this category, clustering methods are used in
order to create groups of experts that have a similar way of thinking or that fulfil a certain criteria.
Thanks to this, it is possible to carry out a better management of them. Some examples can be seen
on [42–45]. In [42], authors develop a Group Decision Making method that focuses on applying
consensus in environments with a high number of experts. In [43], authors employ hesitant fuzzy
sets in order to solve a large scale Group Decision Making environment. Clusters are used in
order to deal with the high number of experts. Finally, in [44], they focus on defining personalized
individual semantics for decision environments that have a high number of experts. For this
purpose, clustering among the experts is performed. In [45], a process to handle minority opinions
over environments with high number of experts is presented.
• Clustering methods over the set of alternatives: In this category, it is possible to find methods
that manage a high number of alternatives. Again, clustering methods are used for this purpose.
These methods create groups of alternatives making it easier for the experts to identify and
comprehend them. Some examples can be seen in [46,47]. In [46], an alternative ranking base
method based on clustering methods is used in order to rank the alternatives in a Group Decision
Making environment. In [47], authors classify alternatives in different groups using a hierarchical
clustering method in order to allow experts to carry out a double Group Decision Making process
in order to select the best alternative.
• Clustering methods over the set of experts and alternatives: These methods combine
both approaches creating what it is called a double-large scale group decision making
method. Some examples can be seen in [48] where the authors present an application in an
e-commerce environment.
• Using networks to relate the DSS elements: The methods that are classified in this category
uses networks in order to establish relations among the elements. Thanks to this, it is possible
to establish relations among the elements and analyze the network in order to extract useful
information. Some example of methods that use this approach can be found in [49–52]. In [49],
social networks are used in order to perform a Group Decision Making method for a high number
of experts. In [50], a trust network is built in order to connect experts based on their opinions.
It considers situations with a high number of experts. In [51], type-2 fuzzy trust propagation
operators that work over social networks are used in order to aggregate information coming from
a large set of the experts that are linked among them. In [52], a Group Decision Making method
for dealing with minority opinions of a set of experts that are organized in a social network
is presented.
Compared to the presented approaches, our method presents the following advantages:
• Advantages over the clustering approach: While clustering approaches require the information
to be classified into groups, FO queries do not. In an FO, the information is classified according
to the properties they meet. Our method only looks for those alternatives that best meet the
indicated characteristics. Therefore, it is not necessary to establish similarity criteria between
the elements of the FO. Another disadvantage of the clustering approach is that those methods
do not totally hide alternatives which are not promising for the experts. Therefore, they are less
comfortable. With the FOs, experts do not have to know which alternatives are represented since
they only have to provide a query specifying the most desirable characteristics.
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• Advantages over the network approach: Although networks between different elements that
influence decision making can be very useful for experts, they have to understand and interpret
them. The method presented does not require this type of action on the part of the experts. They act
as a black box leaving the experts with the only duty of providing the desirable characteristics to
the FO query. After obtaining the reduced set of alternatives, they can discuss over a reduced set
of alternatives. Moreover, as with clustering methods, experts have to deal with all alternatives.
Therefore, these methods are less comfortable to the experts than the FO presented one. The less
elements the experts have to deal with, the most comfortable is the method for them.
The main disadvantages of the FO approach are that experts do not really analyze all the
alternatives that are available. The comfortable environment provided has the cost of not allowing
the experts to go over all the alternatives. Experts need to rely on the system and the query provided.
In cases where the criteria are clear, not going over all the alternatives is not really a problem at all.
Moreover, the FO approach requires precise information about the alternatives. This is because this
information is needed for building the FO.
Finally, the presented work will be improved. The presented wine FO is in an initial state and has
been designed for testing purposes. More features and conceptualization will be added to it.
6. Conclusions
This article presents a DSS that help buyers to make decisions using an FO for generating
recommendations. Buyers provide preferences to the system using LM and they receive the set of
alternatives that better fulfil their needs according to the provided information. To test the system,
an application that aid users in the choosing wines task has been designed. It is important that the FO
that contains all the related information has the last items stored on it in order to provide updated
information to the buyers. In order to carry out the updating task, two different processes have
been designed.
The designed DSS works with imprecise information. For this purpose, LM is used as follows.
First, to allow buyers to provide the information to the system. Second, for storing the data in the FO.
The designed query process for obtaining recommendations is flexible. This is because the buyers can
choose the features that they matter most and they can select the importance that the features will have
in the searching process. The FO reasoner works well with imprecise information and it is capable
of providing high-quality results. The designed system also benefits from wines users’ opinions.
The opinion of the users that have already tried the wines is extremely valuable since new buyers
can learn about their experience. This information is included in the FO. Moreover, two different
architectures that can be used to implement this design are presented. Both of them have different
advantages and drawbacks and they should be selected according to the system use.
As future work, it is possible to modify the query in order to provide more flexibility to
the users. For instance, it would be possible to modify the query in a way that some of the
specified characteristics must be met and some other are met but not required. In order to do this,
asymmetric disjunction and conjunctions can be used [53]. The use of weighted mean has several
drawbacks [54]. For instance, it is possible for a user to provide full neutrality for all the concepts
involved on the query. Furthermore, weights of the most important concepts on the query can become
quite low since all of them need to sum 1. In the future, we will try to improve the query by employing
aggregation operators that do not have these disadvantages.
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