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Abstract
Analysis of DNA Sequence motifs is becoming increasingly important in the study of gene regulation, and the identiﬁcation of
motif in DNA sequences is a very complex problem in computational biology. In this paper, we propose a method that employs
the general GA framework and computes the motifs from the shot motif length to the standard length with three operation in GA
and a new operation called Addition proposed by us. The experiment results on simulated data and real biological data show that
the obtained motifs are consistent with the real ones. Moreover, our method gets higher score than the other three methods: Gibbs
Sampler, Genetic Algorithm (GA) and GARPS algorithm in terms of the data CRP. In addition, our algorithm is a parallel random
search that is beneﬁcial to implement parallel computing to increase computational eﬃciency of the algorithm.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Program Committee of IES2013.
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1. Introduction
With the increasing volume of biological sequences in public databases, motif discovery has been one of the funda-
mental problems in computer science and molecular biology, which has important applications in locating regulatory
sites and drug target identiﬁcation. Genes are segments of the DNA that cooperate to produce diﬀerent proteins for
some particular functions. In order to start the protein decoding process (gene expression), transcription factors nor-
mally should bind to regulatory sites on DNA sequence proceeding the gene. These transcription factor binding sites
on DNA sequence are called motifs, which are usually located in the upstream regions. And the actual instances of
motifs on DNA sites corresponding has the same length, while they may be not exactly same with each other.
Motifs are generally relative short, recurring, conservative patterns in the regulatory regions. Compared with
background distribution, the motif alignments contained in the data set are those whose letter distribution much more
diﬀerent. Accurate identiﬁcation motifs is a challenging problem. Because the lengths of motifs are usually very short
(up to 30 nucleotides), while that of the regulatory regions which contain motifs are very long (range from several
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hundreds to several thousands nucleotides). In addition, the mutations of the actual instances of motifs are adding to
the burden.
So far, many algorithms are proposed to predict motifs. Some stochastic searching algorithms are very popular,
such as Gibbs sampler and MEME1. They have many advantages, the consuming time of Gibbs sampler is lower, and
MEME is superior to the other methods by its prediction accuracy. However, these algorithms have their drawback of
dropping into local optimum easily. Therefore, other stochastic approaches introduced heuristics into their algorithms.
Huo et al. 2 proposed an original algorithm (GARPS) in order to solve the problem of motif discovery, which combines
Genetic Algorithm (GA) with Random Projection Strategy (RPS). In addition, there are many other heuristic methods
to predict motifs, such as particle swarm optimization3,4,5, tabu search algorithm6 and simulated annealing7.
In this paper, we propose a new approach that employs genetic algorithm to ﬁnd motifs in DNA sequences. The
approach started with short motifs whose length is only three, then added a site by three operators until the length of
optimal motif is up to the standard length. The experiment results on simulated data and real biological data show
that the obtained motifs are consistent with the real ones. Moreover, our method gets higher score than the other three
methods: Gibbs Sampler8, GA9 and GARPS algorithm in terms of the data CRP.
This paper is divided into four sections. The new algorithm is described in Section 2. Supporting numerical
experiments are presented in Section 3. In Section 4, a conclusion of the new algorithm is given.
2. Method
2.1. Population initialization
In this paper, we choose three as the length of initial individuals. As each site is chosen from {A,C,G,T }, there are
totally 64 diﬀerent initial individuals. Then the length of individuals will add one every epoch until it reaches to the
standard length. And keep the population number of individuals of 64 throughout the algorithm.
2.2. Fitness score function
Deﬁnition 2.1. We consider the ﬁtness score function of one single sequence. For each region in the sequence S km, it
matches the given motif Pn and then has a ﬁtness score which is calculated by the ﬁtness score function, deﬁned as
follows:
FS (Pn, S km) = (
L∑
i=1
match(Pin, S
ki
m))/L, n = 1, 2, 3 · · · , and m = 1, 2, 3 · · · ,M (1)
where
match(Pin, S
ki
m) =
{
1, i f Pin = S
ki
m
0, i f Pin  S
ki
m
(2)
n is the index of motifs, M is the number of the sequences, m is the index of sequences, k is the position of matched
regions in the sequence, i is index of the position within the motif and matched regions in the sequence, and L is the
length of motifs.
Deﬁnition 2.2. For a sequence S m, the ﬁtness score of motif pattern Pn, deﬁned as follows:
FS (Pn, Sm) =
K
max
k=1
{FS (Pn, S km)} (3)
where there are K subsequences in sequence S m, whose length is equal to the length of motif. We select the highest
score as the ﬁtness score of motif Pn.
Deﬁnition 2.3. For the set of sequences S = (S 1, S 2, · · · S M), the ﬁtness score of motif Pn, deﬁned as follows:
TFS (Pn, S ) =
M∑
m=1
FS (Pn, S m)/M (4)
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2.3. Operators
Our algorithm contains three operators, which are the Mutation, the Addition and the Deletion.
2.3.1. Mutation
The mutation in our algorithm is almost similar with traditional genetic algorithm. We choose one site of nu-
cleotides, and randomly change it into one of {A,C,G,T }. The only diﬀerence is that the initial 3 sites of nucleotides
remain unchanged throughout the algorithm, in order to keep the variety of the individuals. It is the key reason why our
method can avoid dropping into local optimum. Actually, the suitable mutation probability has no general criterion,
which are usually gotten by experiments. In this paper, mutation probability choose 0.2.
2.3.2. Addition
In this step, for a given motif of length L, one nucleotide randomly selected from {A,C,G,T } is added to the front
of it.Similarly, one nucleotide randomly selected from {A,C,G,T } is added to the back of it, and then we can get two
new motifs of length L+ 1. Compare the two new motifs, then reserve the supervisor one which has the higher ﬁtness
score.
2.3.3. Deletion
For the new motif PL+1, delete the last added nucleotide, and becomes the motif PL.
2.4. Program implementation
Suppose a set of m DNA sequences {S 1, S 2, · · · , S m}, the standard length of motif is maxL, the maximum loop
times is maxloop, and the mutation probability is pm. pseudo-code of our algorithm is given as follows:
Input: {S 1, S 2, · · · , S m}, maxL, maxloop, pm
Output: Best Moti f , Best S core
Initialization : {P31, P32, · · · , P364}, compute the ﬁtness score {TFS 1,TFS 2, · · · , TFS 64}, L = 3
1.while L <= maxL
2. for i=1:64
3. get PL+1i1 by implementing Addition on P
L
i
4. compute the TFS L+1i1 from motif P
L+1
i1
5. for loop=1:maxloop
6. get PLi1 by implementing Deletion on P
L+1
i1
7. if L > 3
8. get PLi2 by implementing Mutation on P
L
i1
9. get PL+1i2 by implementing Addition on P
L
i2
10. else
11. get PL+1i2 by implementing Addition on P
L
i1
12. end
13. compute the TFS L+1i2 from motif P
L+1
i2
14. if TFS L+1i1 < TFS
L+1
i2
15. TFS L+1i1 ← TFS L+1i2
16. PL+1i1 ← PL+1i2
17. end
18. end
19. TFS L+1i ← TFS L+1i1
20. PL+1i ← PL+1i1
21. end
22. Let L = L + 1
23.end
Select the highest ﬁtness score of motif PLi and its score as Best Moti f and Best S core
28   Yetian Fan et al. /  Procedia Computer Science  24 ( 2013 )  25 – 29 
3. Results
In this section, we execute some experiments on both simulated data and biological data, in order to demonstrate
the eﬀectiveness of our algorithm.
3.1. Test on simulated data
The algorithm are tested on three simulated data sets, and each data set contains 8 random sequences of 500 length.
Then one mutated motif is inserted into each sequence. Each experiment has diﬀerent motifs, lengths of motifs and
mutation probabilities. These data sets are described in Table 1.
Table 1. Speciﬁcations of simulated data
Motif Length Motif Mutation Site Actual Instance Motif
8 CTTGAGTA 1
CTTGCGTA, CTTGTGTA,
CTTTAGTA, CTTGAGGA,
CTTGAGTT, CTTCAGTA,
CTTTAGTA, CTTGACTA
10 GCATATGTGG 2
GTCTATGTGG, GCATATGCGT,
CCATCTGTGG, GCATCTGCGG,
GTATATGGGG, GCATAGGTGT,
CCATAGGTGG, GCAAATGAGG
15 CGCGAAGGTATAGAT 3
CGCGAAGGTATAATC, CGCGATGGTCTATAT,
CGCGACGGGCTAGAT, CGCGCGGGTATCGAT,
CCCGGAGGTATAGTT, CGCGAAGAGAAAGAT,
TGCGAAGGAATAAAT, CGGGAAGATCTAGAT
The results in Table 2 show that the algorithm can ﬁnd the inserted motif patterns exactly.
Table 2. Results on simulated data
Motif Length Motif Mutation Site Result Score
8 CTTGAGTA 1 CTTGAGTA 0.875
10 GCATATGTGG 2 GCATATGTGG 0.800
15 CGCGAAGGTATAGAT 3 CGCGAAGGTATAGAT 0.800
3.2. Test on biological data
The biological data set is downloaded form SCPD data base10(http://rulai.cshl.org/SCPD/index.html). The results
of test on the MCB, PDR3,REB1 sequences are showed in Table 3. Some motifs contain the IUPAC degenerate code.
Table 3. Results on biological data
Transcription Factor Total Sequences Sequence Length Motif Length Motif Result Score
MCB 6 500 6 WCGCGW ACGCGT 1
PDR3 7 500 8 TCCGYGGA TCCGCGGA 0.982
REB1 10 500 7 YYACCCG TTACCCG 0.957
In Table 3, the results show that the obtained motifs are consistent with the real ones.
3.3. Test on data CRP
In addition, we also conduct experiments to ﬁnd known motif CRP11 in real biological data. The CRP data set
contains 18 sequences, each of which has 105 nucleotides. We compared our algorithm with some other famous
approaches, and its results are shown in Table 4. Because the result obtained by Gibbs Sampler method contains the
IUPAC degenerate codes, the ﬁtness score of motif shown in table is the highest of all the possible scores. From the
table 4, the results show that our method gets higher scores than the other three methods
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Table 4. Compared results on data CRP
Methods Motif Score
Ours TGTGATACTGTTCACA 0.6701
GARPS TGTGAAAAAGTTCACA 0.6597
GA TGTGATCGAGGTCACA 0.6528
Gibbs Sampler 12 TGTGATCNTGRTCACA 0.6493
4. Conclusion
In this paper, we successfully identify the motifs inserted into simulated sequences, which reﬂects that the good
performance of our algorithm. It is easy to ﬁnd that our algorithm is a parallel random search, which can be beneﬁcial
to implement parallel computing to increase computational eﬃciency of the algorithm. Furthermore, compared with
some other famous approaches, our algorithm gets higher score in terms of the data CRP.
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