Abstract. This paper investigates enhancements of decision tree bagging which mainly aim at improving computation times, but also accuracy. The three questions which are reconsidered are: discretization of continuous attributes, tree pruning, and sampling schemes. A very simple discretization procedure is proposed, resulting in a dramatic speedup without signi cant decrease in accuracy. Then a new method is proposed to prune an ensemble of trees in a combined fashion, which is signi cantly more e ective than individual pruning. Finally, di erent resampling schemes are considered leading to di erent CPU time/accuracy tradeo s. Combining all these enhancements makes it possible to apply tree bagging to very large datasets, with computational performances similar to single tree induction. Simulations are carried out on two synthetic databases and four real-life datasets.
Introduction
The bias/variance tradeo is a well known problem in machine learning. Bias relates to the systematic error component, whereas variance relates to the variability resulting from the randomness of the learning sample and both contribute to prediction errors. Decision tree induction 5] is among the machine learning methods which present the higher variance. This variance is mainly due to the recursive partitioning of the input space, which is highly unstable with respect to small perturbations of the learning set. Bagging 2] consists in aggregating predictions produced by several classi ers generated from di erent bootstrap samples drawn from the original learning set. By doing so, it reduces mainly variance and indirectly bias, and hence leads to spectacular improvements in accuracy when applied to decision tree learners. Unfortunately, it destroys also the two main attractive features of decision trees, namely computational e ciency and interpretability. This paper approaches three topics on which improvements can be obtained with tree bagging either in terms of computation time or in terms of accuracy: discretization of continuous attributes, tree pruning, and sampling schemes. A very simple discretization procedure is proposed, resulting in a dramatic speedup without signi cant decrease in accuracy. Then a new method is proposed to prune an ensemble of trees in a combined fashion, which is signi cantly more e ective than individual pruning. Finally, di erent resampling schemes are considered leading to di erent CPU time/accuracy tradeo s.
The paper is organized as follows. Section 2 introduces bagging. Section 3 describes the proposed enhancements and Section 4 is devoted to their empirical study, reporting results in terms of accuracy, variance, tree complexity and computation time.
Bootstrap Aggregating (Bagging)
Let us denote by X the random input variable (attribute vector) and Y the (scalar) output variable, and by P(X; Y ) the probability distribution from which the data are sampled. We assume that the learning sample is a sequence (LS = f(x 1 ; y 1 ); :::; (x N ; y N )g) of independent and identically distributed observations drawn from P(X; Y ). Let us denote by f N (x) the (random) function which is produced by a learning algorithm in response to such a sample and by f N (x) = E LS ff N (x)g the averaged model over the set of all learning sets of size N. Bias denotes the discrepancy between the best model (the one which minimizes a given loss criteria, also called the bayes model) and the averaged model while variance denotes the variability of the predictions with respect to the learning set randomness. Both, bias and variance, lead to prediction errors and thus should be minimized.
The averaged model f N (x), by de nition, has no variance (as it does depend on a particular learning set) and the same bias as the original model. So, if we could compute it, it would certainly have smaller prediction errors than a single model. In this context, bagging 2] has been suggested as a way to approximate this averaged model. As we do not have access to an in nite source of learning sets, the process of sampling from nature is approximated by bootstrap sampling from the original learning set. More precisely, starting from a learning set (LS) of size N, bagging consists in randomly drawing n subsamples of size N with replacement from LS. Let us denote by ls 1 ,...,ls n these subsamples. Then from each ls i , a model is learned denoted by f lsi (x). Finally, the bagged model f LS (x) is obtained by aggregating the f lsi (x). When output Y is discrete (classi cation), the nal prediction is determined either by voting:
(f lsi (x); C j ))g; (1) or by averaging class-conditional probability estimates if they are available: f LS (x) = fC k jk = arg max j (P LS (C j jx)) = arg max j ( 1 n n X i=1P lsi (C j jx))g; (2) where C k denotes one of the classes andP lsi (C k jx) the class-conditional probability estimates given by the i th model. The two approaches have been shown to give very similar results.
For a xed individual model complexity, this way of doing indeed reduces signi cantly variance while having little e ect on the bias term. So bagging is mostly e ective in conjunction with unstable predictors like decision trees which present high variance.
Proposed enhancements of decision tree bagging
While very e ective, bagging in conjunction of decision trees learners destroys also the two main attractive features of decision trees, namely computational e ciency and interpretability. In this section we propose three enhancements of the tree bagging algorithm which try to improve its performance in terms of computation time or prediction accuracy only, not taking into account interpretability.
Median discretization
In another paper 8], we have investigated di erent ways to reduce the variance due to the discretization of continuous attributes in the context of top down induction of decision trees. It turns out from this paper that a very simple discretization algorithm which always chooses the median to split a local learning subset gives at least comparable results to the classical discretization algorithm. At the same time, the use of the median allows to reduce signi cantly variance of the probability estimates of the trees and computation times. However, we point out that the median comes with a loss of interpretability as the threshold is not even related to the class in the learning subset. While this loss of interpretability is a drawback in the context of single decision tree induction, it has no importance in the context of bagging.
Usually node splitting is carried out in two stages: the rst stage selects for each input attribute an optimal test and the second stage selects the optimal attribute. In the case of numerical attributes, the rst stage consists in selecting a discretization threshold for each attribute. Denoting by a an attribute and by a(o) its value for a given sample o, this amounts to selecting a threshold value a th in order to split the node according to the test T(o) a(o) < a th ]. To determine a th , normally a search procedure is used so as to maximize a score measure evaluated using the subset ls = fo 1 ; o 2 ; :::; o n g of learning samples which reach the node to split. Supposing that the ls is already sorted by increasing values of a, most discretization techniques exhaustively enumerate all thresholds a(oi)+a(oi+1) 2 (i = 1:::n?1). Denoting the observed classes by C(o i ); (i = 1; : : : ; n), the score measures how well the test T(o) correlates with the class C(o) on the sample ls. In the literature, many di erent score measures have been proposed.
In our experiments we use the following normalization of Shannon information (see 13] for a discussion):
where H C denotes class entropy, H T test entropy (also called split information by Quinlan), and I T C their mutual information. Our modi cation of this classical discretization algorithm simply consists in evaluating for each numerical attribute only one threshold value, the one which splits the learning set into two sets of the same size. According to the previous notation, we can compute this threshold as
if n is odd. We then split the node according to the pair attribute-threshold which gives the test receiving the best score. The median discretization is of course faster than the classical one. First, we only have to compute the score for one threshold value when we need to do this computation n times in the classical algorithm. Second, we do not have to sort the local learning set for each numerical attribute. Indeed, there exist algorithms linear in the number of samples which is obviously better than the N log(N) order needed for sorting. Actually this second argument is not always relevant as it is necessary to sort the learning set only once for each attribute before any splits are made. However this pre-sorting has the disadvantage of needing a lot of memory space to store the sorted learning sets (pointers) and thus is not always possible to implement in the case of very large databases. In our implementation, we use pre-sorting to compute the median and so the di erence between the two discretization algorithms is essentially due to the number of score computations. To give a rst idea of the time which can be saved, we discretized 50 random samples of size 1000 from the Waveform database. Classical discretization took about 5000 ms while the median discretization only took 300 ms.
Combined pruning
Decision tree pruning. Like bagging, pruning is a way to handle the biasvariance tradeo in decision tree induction. Pruning aims at cuting useless part of decision trees. By doing so, it reduces complexity signi cantly and variance to some extent, but it also increases bias. Thus, it generally improves only slightly interpretability and accuracy.
There are two ways to prune a tree : stop-splitting and post-pruning. The former approach consists in evaluating best test signi cance on the current learning set and decide whether to split or not the node according to this measure. One problem of this approach is that it often relies on a parameter, the signi cance threshold, and the optimum value of this parameter could be application dependant and di cult to appreciate. The latter approach consists rst in building a full tree and then use cross-validation to prune useless parts of the tree in a bottom-up fashion. This approach is not parametric anymore but it is necessary to save some samples to form the validation set.
In our implementation of DT induction, stop-splitting is based on a hypothesis test. Indeed, assuming the independence of the test with respect to the classi cation in the learning sample, Kv alseth ( 9] ) has shown that the following quantity:
follows a -square distribution with (m ? 1)(p ? 1) degrees of freedom, where m is the number of classes and p is the number of test issues. Thus we choose not to split a node if the probability of G 2 being greater than the observed value is larger than an a priori xed value . To = 1:0 correspond fully developed trees and to = 0:0 correspond only trivial trees.
Post-pruning usually relies on a quality measure of trees where a parameter weights complexity versus reliability of a tree. The quality measure we used is: Q (T ; LS) 4 = NÎ T
C (LS) ? : (T );
where N is the number of learning states in the learning set LS,Î T C (LS) the information provided by the tree T about the classi cation in the learning set, (T ) the tree complexity which is de ned as the number of terminal nodes of the tree minus one. Then for increasing values of from 0 to 1, we compute the optimally pruned tree T which maximizes Q (T ; LS). From the additive nature of the quality criterion, it follows that the -optimal pruned trees form a nested sequence for increasing (and thus there are at most k of them, if k is the number of test nodes) and that the sequence of trees can be computed by a simple recursive bottom up algorithm (see 13] for a complete discussion). This yields the sequence S = f( 1 ; T 1 ); ( 2 ; T 2 ); : : : ; ( k ; T k )g where i < i+1 , T 1 is the full tree, T k the trivial tree and T i (1 < i k) is the best pruned tree for i?1 < i . Among this sequence of trees, we extract the one which gives the best result on the pruning cross-validation sample.
Pruning with bagging. In the context of DT ensembles, we could imagine two ways of decreasing the model complexity: rst by removing some trees from the ensemble, second by pruning the constituting trees. The rst approach has been successfully applied to boosted ensembles in 10] but we believe it is not likely to give good results with bagging as models are i.i.d. and generalization errors have been shown to be monotone functions of the number of aggregated models. To decrease constituting trees complexity, we could rst apply the above pruning techniques individually to each tree of the ensemble, i.e. not taking into account their future averaging. However, because bagging reduces variance, the optimal complexity of averaged trees should be higher than the optimal complexity of a single tree induced from the same learning set. So individual pruning should yield trees which are not complex enough given the new bias/variance tradeo resulting from averaging. So we propose here a new method to post-prune the trees from a bagged ensemble in a combined way.
The algorithm proceeds as follows. First, we compute for each tree T j of the ensemble the sequence S j = f( j;1 ; T j;1 ); ( j;2 ; T j;2 ); : : : ; ( j;kj ; T j;kj )g according to the previously de ned single tree post-pruning algorithm. We then let increase from 0 to 1 and get from each individual pruning sequence S j the tree T j;i such that j;i?1 < j;i . This yields a sequence of pruned trees ensembles. Among this sequence, we select the ensemble which yields the best error rates on the validation set. Of course, only critical values of (i.e. corresponding to a j;i ) need to be considered and if there are n trees with maximum k test nodes each, the length of the sequence will be less than kn.
In our experiments, we will compare stop-splitting and individual postpruning in the context of bagging to combined pruning. We expect that pruning the ensemble in a combined way would give better results than individual pruning and also, because of the non zero variance, will be better than no pruning at all. 
Empirical studies
In this section, we evaluate the proposed enhancements. We rst consider two arti cial problems where thorough experiments are pursued and then look at four real-life datasets. A description of the databases is given in Table 1 . All input variables are numerical and the datasets were selected to provide large enough samples.
Arti cial problems (Omib and Waveform) Experimentation protocol. To evaluate variants of decision tree induction
and tree bagging and be able to assess their variance, we carried out experiments in the following way. First, the database is split into three disjoint parts: a set used to pick random samples for tree growing (LS), a set used for cross-validation during tree pruning (P S) and a set used for testing (T S) ( { Average test set error rate P e and complexity C of the 50 models are computed. Mi (Cjo)) 2 g:
We also give the average CPU time 1 in seconds needed to build one model of each type. The complexity of a single tree is the total number of nodes and the complexity of a bagged ensemble is the sum of the complexities of the component trees. The conditional class-probability estimates for bagging are computed by averaging the conditional class-probability estimates of each tree:
where T i;j ; j = 1; :::; n are the trees constituting the model M i . The predictions on test samples are done according to these estimates (attributing the maximum probability class to each case).
Results
Discretization: median vs classical score. Table 2 presents results obtained with classical discretization and median discretization, on one hand with single decision tree induction and pruning, and, on the other hand with bagging of full trees. The median does not decrease or increase the error rates signi cantly but it decreases the variance especially with single trees. On the other hand, the complexity of the resulting trees are multiplied by a factor 2 (when we do not use pruning). Note here also the positive e ect of tree bagging which decreases dramatically the variance and signi catively the error rates. In terms of computation times, we observe that given our (non optimal) implementation, median 1 The system is implemented in Common Lisp and runs on a SUN Ultrasparc 2 -300MHz microprocessor. makes bagging about three times faster than classical discretization although the resulting models are two times bigger.
Stop-splitting vs individual pruning vs combined pruning. To assess the e ect and usefulness of pruning in the context of bagging, we made experiments using stopsplitting with di erent values of , with individual tree pruning, and two versions of combined tree pruning (classical discretization and median discretization). These results are summarized in Table 3 .
Results are di erent from one dataset to the other. On the Omib dataset, it appears that the more complex the trees are, the better are the error rates. On the Waveform database, we observe an optimal value of smaller than 1.0 which justi es pruning in this case. However, the interest of combined pruning with respect to individual pruning does not yet appear from these experiments, as it gives more complex trees without really improving error rates. Nevertheless, together with median discretization it allows to decrease error rates and variance.
With replacement vs without replacement. Table 4 Without replacement, combined pruning, classical dis. regulated this time by p. From this tradeo results an optimal value of p of 0.5 on the Waveform database while on the Omib database the optimal value seems to be the greatest. These experiments show that it is possible to tune this parameter, on one hand to get better results and on the other hand to decrease the computation times. One other interesting fact is that, whatever the dataset, using 10 times smaller learning sets to build 10 decision trees is better (slightly for Omib, signi cantly for Waveform) than building a big one using the whole learning set. While CPU times are similar, building a big tree should be more demanding in terms of resources.
Real-life datasets
We also have pursued experiments on four real-life datasets (the last four datasets of Table 1 ). Each database was split into three disjoint parts: a learning set (LS), a pruning set (P S) and a test set (T S). Results are summarized in Table 5 (from top to bottom): { A single decision tree was built from LS, then post-pruned using PS with classical and median discretization. { Using the same 25 bootstrap samples, we built 25 fully developed trees ( = 1:0) with classical discretization, we pruned them individually, then in a combined way and tested the three bagged sets of trees using classprobability estimates averaging. We also report the result of the same experiment with median discretization in the context of combined pruning only. Results on each dataset are summarized in terms of error rates, complexity and CPU times in seconds (which include building and pruning). When bagging was used, displayed values are the average of ten experiments with di erent sets of bootstrap samples. We comment here these results separately in terms of the three enhancements.
Median discretization. On all datasets, median discretization gives signi cantly worse error rates than classical discretization while building single trees. On the other hand, in conjunction with bagging, median still allows to obtain competitive results with respect to the classical discretization. Anyway the main interest of median discretization is the saving of time which is already signi cant on the Satellite and Pendigits datasets but becomes very impressive on the other two datasets (we gain a factor three). The smaller gain in computation time with the rst two examples can be explained by the fact that on these datasets numerical attributes are integer valued between 0 and 256 and so the number of discretization thresholds to evaluate is much smaller than (and not related to) the number of samples in the learning set.
Since the naive median discretization works well with bagging, we pursued some more experiments with an even more naive splitting procedure in order to see how far we can go. To select a test, we rst draw randomly an attribute, then compute the threshold. To ensure not to choose attribute too much unrelated to the classi cation, this procedure is repeated until we nd an attribute which yields a score greater than an a priori xed threshold (here 0:1). Table 6 shows results obtained with this random splitting on the four datasets, rst with single trees, then with bagging of 25 trees (10 experiments). While random splitting deteriorates signi cantly error rates in the case of single trees, we obtain better results with bagging on the rst three domains with a strong reduction of computation times but an increase of complexity. Our feeling at this point is that, in the context of bagging, the optimality of node splitting can be very much relaxed, thus allowing to decrease very strongly computation times.
Combined pruning. From Table 5 , it is clear that individual pruning tends to produce trees which are not complex enough given the reduction of variance due to bagging. On the other hand, combined pruning always decreases complexity (by 20% on average) without notable change in accuracy with respect to full trees. However, individual pruning still could be preferred as it decreases much more complexity (50% on average) without very important decreases in error rates.
Resampling. without replacement bagging with p = 0:5 gives similar results than with replacement bagging but is better in terms of CPU times because learning sets and thus trees are a bit smaller. On the other hand, the sampling fraction p allows to make a tradeo between ensembles accuracy (and ensembles complexity) and computation times. As on the two arti cial problems, averaging ten small trees sometimes is better than building a single big one (as on Dig44) but we see here that it can also signi cantly reduces accuracy (as on Pendigits). On the other hand, even if building ten small trees is done in the same amount of time as building a big one, the latter is more demanding in terms of memory space and real computation times should be higher in this case.
Discussion
In this paper we have investigated three enhancements of decision tree bagging on which we give the following conclusions and future work directions: Discretization. While the \median" discretization method does not work generally as good as the classical one when building single decision trees, the loss it introduces vanishes when we use it in conjunction with bagging. Our feeling is that bagging has the e ect of counterbalancing the sub-optimality of the nodesplitting procedure used to build the individual trees. Thus, there is de nitely an opportunity here to reduce computing times of tree bagging, without sacri cing accuracy, especially when dealing with large datasets. Although we did mainly focus in this paper on the discretization part of node splitting, our results with random-splitting suggest that further simpli cation of the node-splitting algorithm can be obtained without notable degradations of accuracy. This opens a new eld of investigations to design ad hoc tree growing procedures in the context of bagging.
Pruning. Breiman 4] and others 1] have come to the conclusion that unpruned trees were better than individually pruned trees in the context of bagging, since bagging reduces variance only. However, our experiments have shown that in some problems (e.g. the Waveform database) pruning the trees in a combined way taking into account the model aggregation step, may lead to more accurate models than fully grown trees. We thus believe it is a good idea to use it in conjunction with tree bagging since it never decreases signi cantly performances in terms of error rates, and it is still very e cient in terms of computing time.
Resampling scheme. Our experiments with di erent resampling schemes agree with the theoretical developments in 6]. Sampling without replacement can give similar results than sampling with replacement but with decreased computation times. From these experiments comes the idea of alternative uses of bagging already proposed in 3], for example as a way to handle very large datasets or to learn incrementally a model. In the rst goal, we could randomly partition a large database into several small parts (say ten times smaller than the whole set), build a tree from each part and then average the resulting models. Our experiments and the one in 3] show that this procedure would work at least as well as building only one tree. On the other hand, the appropriate use of the scheme in an incremental and adaptive way to handle time-varying data has still to be investigated, but seems to be a very promising direction of complementary work.
Allover, the various improvements suggested in this paper can be combined to make tree bagging a very attractive procedure in the context of data mining of very large databases, more accurate than classical tree induction and of the same or even higher computational e ciency and scalability.
