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波数成分で最も顕著なものは 8～13Hzの成分で α波と呼ばれる [10]．この α波は静かな暗室内で目
を閉じなるべく何も考えていないようにしていると最も規則的に大きな振幅で現れる．しかし，物を
見つめたり考えたりすることにより α波が減少し，不規則な細かい波が目立つようになる．これは α
波減衰とよばれる現象で，この状態のときに相対的に目立つ 13Hz以上の成分を β 波という．また，
成人男性において，特に睡眠時には 0.5～8Hzの低周波成分が目立つようになる．これらは δ 波と θ
波と区別される．α波や θ 波は感情状態との関連が報告されてる．[11, 12] このように脳波は感覚入
力，運動，覚醒状態の変化，認知活動などによって周波数成分が変わることが知られている．各周波
数帯域の範囲については大まかな基準しか決まっておらず，本研究では 4～8Hzを θ波，8～10Hzを
low-α波，10～13Hzを high-α波，13～20Hzを low-β 波，20～30Hzを high-β 波と分類する．









徴 xと，目的変数 y が与えられたとき，重み w とマッピング関数 φ(·)を用いて，
y = wTφ(x) (2.1)




それぞれの目的変数 (ya, yb)が与えられたとする．ただし，(ya 6= yb)である．新たな特徴ベクトル
xを，
x = xa − xb (2.2)
8とし，そのラベル y を
y = H(ya − yb) (2.3)




1 (φ(wTx) > 0))
0 (otherwise)
(2.4)
となる w を 2値分類問題と同様の手法で学習する．テストデータに対しては．同様の重みを用いて
得られた y が 2つのデータの順位付けを表しているため，その情報をもとに全体の順位付けを行う．
2.3 サポートベクトルマシン (SVM)
2.3.1 サポートベクトルマシン (SVM)







を獲得する問題といえる．n個の訓練データを {(xi, yi)}i∈[n] と表す．i ∈ [n]はi = 1, 2, 3, · · · , nを
表す．ここで xi を特徴ベクトル，yi をラベル，ある xi と yi の組を事例と呼ぶ．識別器はある xが
与えられたとき，その y の予想値を返す関数であると解釈できる．
2.3.1.2 ハードマージン SVM
n個の事例からなる訓練集合 {(xi, yi)}i∈[n] が d次元実数ベクトル xi ∈ Rd と 1か-1の値をとる




1 (f(x) > 0)
−1 (f(x) < 0) (2.5)
ここでは f(x)として以下の一次関数を考える．
f(x) = wTx+ b (2.6)
ここで，w ∈ Rd，b ∈ Rである．訓練集合内の全てのデータが線形分離可能であるならば全ての iに
対して yif(xi) > 0となる f(x)が存在する．一般にこの f(x)は複数存在するが，SVMにおいては













Txi + b) ≥M , i ∈ [n] (2.8)

















Txi + b) ≥ 1 , i ∈ [n] (2.10)
このような SVMはハードマージン SVMと呼ばれる．(2.10)の最適解を求めると，yi(wTxi+b) = 1















Txi + b) ≥ 1− ξi , ξi ≥ 0 , i ∈ [n] (2.11)
(2.11)の定数 C はコストパラメータと呼ばれ，事前に設定が必要なハイパーパラメータである．C













s.t. − 1(yi(wTxi + b)− 1 + ξi) ≤ 0 ,−ξi ≤ 0 , i ∈ [n]


































αiyi = 0 (2.14)
0 ≤ αi ≤ C, i ∈ [n]









i x+ b (2.15)
bは αを用いて次のように計算される．





i′xi , i ∈ {j ∈ [n]|0 < αj < C} (2.16)
ここで入力 xを何らかの特徴空間 F へ写像する関数 φ : Rd → F を考える．ここで φ(x)を新たな
特徴ベクトルと解釈し，f(x)を次のように変化させる．
f(x) = wTφ(x) + b (2.17)
φが非線形であれば f(x) = 0によって定義される識別の境界はもとの xの空間では非線形となる．
















αiyi = 0 (2.18)
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αiyi = 0 (2.20)





αiyiK(xi,x) + b (2.21)
これにより非線形分類を行う SVMが実現できる．
2.3.2 ランキングサポートベクトルマシン (Ranking SVM)
ランキングサポートベクトルマシンは，ペアワイズのランキング学習手法である [7]．N 組の訓練
データ (xi, yi)Ni=1 が与えられたとき，不等式
yi > yj ⇒ wTφ(xi) > wTφ(xj) (2.22)
を満たす重み w を求める．Ranking SVMでは，次の最適化問題の解として w が与えられる．
min 12 ||w||2 + C
∑
i,j ξij
s.t. wT(φ(xi)− φ(xj)) ≥ 1− ξij , ξij ≥ 0, ∀i 6= j




トル xi(i = 1, 2, · · · , N)が与えられたとき，出力 yi は次のように求まる．
yi = w















題が生じる可能性があるため，サポートベクトル回帰では  > 0に対して次のように定式化される．





s.t. wTφ(xi) + b− yi ≤ − ξi
　　　　　　　 yi −wTφ(xi)− b ≤ − ξ∗i
　　　　　　　　　 ξi, ξ∗i ≥ 0, i = 1, 2, · · ·N




を複数個連結したものである． 一般的なニューラルネットワークは図 2.3のように 3つの層からな
り，それぞれ入力層，中間層，出力層と呼ばれる． n 個の入力層のユニットと m 個の出力層のユ
ニットを持つ順伝播型ニューラルネットワークを考える．このとき，出力層からの出力 y は入力 x
を用いて次式のように表される．
y = f2(W2f1(W1x+ b1) + b2) (2.24)
ここで，f1, f2(·)は活性化関数，W1,2 は重み，b1,2 はバイアスと呼ばれる．活性化関数は非線形関



















手法を超える結果を示した [20, 21]．L個の層を持つ，多層のネットワークについて考える．l, l + 1
層のユニット数をそれぞれ，I, J とする．l層から l + 1層への伝播は，l層の出力を z(l) として，
z(l+1) = f(W (l+1)z(l) + b(l+1)) (2.25)
と書ける．ニューラルネットワークにおけるパラメータの更新の指標として，誤差関数が用いられる．































伝播法が広く用いられている．l − 1層目の i番目のユニットから l 層目のユニットへの伝播にかか











































































































1つ目のネットワーク (RDNN1)を図 3.1に示す．Data Aと Data Bはペアワイズ学習を行う 2
つの入力データである．RDNN1は第 1層目でランキングサポートベクトルマシンのように各データ
からの特徴抽出を行う．重みW1 は 2つの入力データで共通した値をとるため，入力の順序を入れ
替えたとしても同様の特徴抽出が行われる．第 2層目では，重みを ±1または 0とすることで 2つの
入力データの対応した特徴量の差をとる．第 2層目の重みは学習時に更新されることはない．得られ
た差を一般の深層学習の入力として扱い，順伝播させ出力を得る．











































































































実験は 5人の健康な 20代男性に対して行った．脳波は Guger technologies製のアクティブ EEG
を用いて測定し，電極を拡張国際 10-20法に従って Fp1，Fp2，F5，Fz，F6，FT7，FT8，C5，Cz，



















P [k] = |X[k]|2 (4.2)
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図 4.1 電極配置図
前に述べた θ帯域，low-α帯域，high-α帯域，low-β 帯域，high-β 帯域の 5つの帯域におけるパワー















θ − PC2θ (4.5)






Pairwise Methods DRNN1 DRNN2 DRNN3 RSVM
nDCG 0.73 ± 0.13 0.81 ± 0.14 0.63 ± 0.12 0.54 ± 0.13
Pointwise Methods 線形 SVR ANN
nDCG 0.46 ± 0.22 0.15 ± 0.13
は，差分をとったものを 1つのデータとして扱うため，最大で NP2 個のデータを扱うことができる．
ランキング学習に用いるランキングは，被験者により与えられたスコアに基づいて行った．ポイント




RDNN のパラメータの設定は以下のようにした．学習率  を 0.005，パラメータの更新回数を
100-1000回，層数は 6層，各層のユニット数は入力層と出力層を除いて前の層の半分となるように
決定した．プログラムは Pythonを用いて作成した．RSVM，SVRは線形カーネルを用いた．コス
トパラメータ C は 0.1 < C < 100から最適なパラメータを選択した．ANNは中間層の数を 2層と
し，出力をシグモイド関数を用いて 1から 10の範囲とした．
4.2 結果
ランキング学習手法の有効性を normalized discounted cumulative gain (nDCG)と順位付け精度
の 2つの指標で評価する．また，RDNNのパラメータの検討を行った結果を示す．
4.2.1 normalized Discounted Cumulative Gain (nDCG)
順位付けから推薦を行う場合，上位の候補から推薦が行われる．従って，上位の候補が利用者の好
みと一致している場合に高い評価値となる指標が好ましい．情報検索の分野で用いられる指標とし












ここで reli は i番目の提案の関連度，k を順位付けを行う最大数，idealDCGは正しく順位付けでき
た場合の DCGである．DCGが idealDCGと等しくなる時，nDCG=1となり，最も高い性能であ
ることを示す．本研究では，reli は被験者が付けた楽曲の評価値，k は 3とした．nDCGによる評価
を表 4.1に示す．　
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表 4.2 Classification Accuracy [%]
Pairwise Methods DRNN1 DRNN2 DRNN3 RSVM
Accuracy 85.62± 8.33 82.53± 12.45 79.21± 7.98 64.80± 13.40
Pointwise Methods 線形 SVR ANN
Accuracy 62.9 ± 18.5 38.1± 23.3
表 4.3 DRNN1のバッチサイズ毎の平均識別率 [%]
バッチサイズ 1 3 5 7 9
識別率 61.19 ± 11.52 74.80 ± 7.71 76.02 ± 8.70 78.20 ± 9.49 77.83 ± 9.85
表 4.4 DRNN2のバッチサイズ毎の平均識別率 [%]
バッチサイズ 1 3 5 7 9
識別率 69.00 ± 9.26 74.11± 8.47 76.49 ± 7.41 76.63 ± 6.81 78.10 ± 10.00
表 4.5 DRNN3のバッチサイズ毎の平均識別率 [%]
バッチサイズ 1 3 5 7 9

































図 4.2 DRNN1: バッチサイズ毎の訓練誤差
表 4.6 特徴量ごとの識別率の変化 [%]
特徴量 PSD ShortTimePSD DASM






























図 4.3 DRNN1: バッチサイズごとののテスト精度
ワイズ手法では少なくとも 4000個のデータを作ることができ，RSVMと比較し DRNN1,2,3は高い
性能を示した．








また，k の値を増加させることで，DRNN1が DRNN2よりも nDCGの値が高くなった．これは
識別率が DRNN1の方が高いことからわかる．本研究においては nDCGの計算の k は 3であるが，

























図 4.4 DRNN1: バッチサイズごとののテスト精度の移動平均
だと言える．






図 4.5，4.6，4.7と表 4.4より，RDNN2では，バッチサイズ 9のとき，最も安定しており，精度
も最も高かった．963回目の更新時に，今回の識別で最も高い 98.57%の識別率が得られた．


























図 4.5 DRNN2: バッチサイズ毎の訓練誤差
られる．


























図 4.6 DRNN2: バッチサイズごとののテスト精度
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図 4.7 DRNN2: バッチサイズごとののテスト精度の移動平均
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図 4.8 DRNN3: バッチサイズ毎の訓練誤差
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図 4.9 DRNN3: バッチサイズごとののテスト精度
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