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ABSTRAK 
“Biometrikai merupakani salahi satui tekniki identifikasii seseorangi berdasarkani bentuki fisiki ataui 
karakteristiki yangi dimilikinya.i Salahi satui contohi darii biometrikai adalahi dauni telinga.i Dauni 
telingai seseorangi dapati mengenalii identitasi pemiliknyai berdasarkani bentuki darii dauni telingai 
masing-masingi individui tersebut.i Dalami penelitiani inii dilakukani pengenalani polai dauni telingai 
seseorangi dengani menggunakani metodei ekstraksii cirii PCAi (Principali Componenti Analysis)i dani 
prosesi klasifikasii menggunakani metodei BPNNi (i Backporpagationi Neurali Network).i Ekstraksii 
cirii PCAi digunakani untuki mereduksii citrai dauni telingai tanpai kehilangani informasii didalamnya,i 
hinggai mendapatkani nilaii PCi (Principali Component)i darii masing-masingi citrai sebelumi masuki 
kei prosesi klasifikasii dengani menggunakani metodei BPNN.i Darii 400i citrai dauni telingai yangi 
terkumpuli akani dibagii sesuaii dengani rasioi pengujiani yaitui dengani perbandingani datai latihi dani 
datai ujii 90%:10%,i 80%:20%i dani 70%:30%.i Hasili akhiri darii aplikasii yangi dibanguni dalami 
penelitiani inii adalahi berupai pengenalani identifikasii pemiliki darii citrai dauni telingai yangi diprosesi 
tersebuti apakahi berhasili dikenalii ataui tidak.i Berdasarkani pengujiani akurasii menggunakani 
metodei confusioni matrix,i makai didapatkani hasili akurasii tertinggii yaitui sebesari 100%i padai 
pembagiani datai latihi dani datai ujii 90%:10%i dengani nilaii Ni =i 20,i learningi ratei 0,5,i dani neuroni 
hiddeni 20.i Olehi karenai itui dapati disimpulkani bahwai metodei PCA-BPNNi dapati digunakani untuki 
pengenalani polai dauni telingai seseorang”. 
 
Kata Kunci: Backpropagation Neural Network, Biometrika, Daun Telinga, 
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ABSTRACT 
“Biometricsi isi ai techniquei toi identifyi ai personi basedi oni theiri physicali formi ori characteristics.i 
Onei examplei ofi biometricsi isi thei earlobe.i Ai person'si eari lobei cani identifyi thei identityi ofi thei 
owneri basedi oni thei shapei ofi thei earlobei ofi eachi individual.i Ini thisi study,i identificationi ofi ai 
person'si earlobei patterni wasi carriedi outi usingi thei PCAi (Principali Componenti Analysis)i featurei 
extractioni methodi andi thei classificationi processi usingi thei BPNNi (Backporpagationi Neurali 
Network)i method.i PCAi featurei extractioni isi usedi toi reducei thei earlobei imagei withouti losingi thei 
informationi ini it,i toi obtaini thei PCi (Principali Component)i valuei ofi eachi imagei beforei enteringi 
thei classificationi processi usingi thei BPNNi method.i Ofi thei 400i collectedi earlobei images,i iti willi 
bei dividedi accordingi toi thei testi ratio,i namelyi thei comparisoni ofi trainingi datai andi testi datai ofi 
90%:i 10%,i 80%:i 20%i andi 70%:i 30%.i Thei finali resulti ofi thei applicationi builti ini thisi studyi isi thei 
identificationi ofi thei owneri ofi thei processedi earlobei imagei whetheri iti isi successfullyi recognizedi 
ori not.i Basedi oni accuracyi testingi usingi thei confusioni matrixi method,i thei highesti accuracyi 
resultsi arei 100%i oni thei sharingi ofi trainingi datai andi testi datai ofi 90%:i 10%i withi ai valuei ofi Ni =i 
20,i learningi ratei 0.5,i andi hiddeni neuronsi 20.i Thereforei iti cani bei concludedi thati thei PCA-BPNNi 
methodi cani bei usedi fori patterni recognitioni ofi ai person'si earlobes. 
Keywords: Backpropagation Neural Network, Biometrics, Earlobe, Principal 
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Cropping prosesi memotongi citrai padai bagiani tertentui sesuaii 
dengani keinginan. 
Eigenface tekniki yangi digunakani untuki mengekstraksii cirii citra,i 
pertamai kalii dilakukani padai citrai wajah. 
Matlab Matriksii Laboratoryii yaituii toolsii komputasiii numerikalii 
yangii digunakanii untukii memanipulasiii matriks,ii pem-
plot-anii fungsiii danii data,ii implementasiii algoritma,ii 
pembuatanii antarii mukaii pengguna,ii danii peng-antar-
mukaanii denganii programii dalamii bahasaii lainnya. 
Pre-Processing teknikii yangii digunakanii dalamii perbaikanii citraii atauii 
gambar.ii dariii berbagaiii sebabii denganii tujuanii untukii 
mendapatkanii hasilii citraii atauii gambarii yangii jauhii lebihii 
baik. 
Resize prosesii mengubahii ukuranii dimensiii citraii menjadiii 
dimensiii citraii tertentuii sesuaiii denganii keinginan. 
Wolfarmii Alpha sebuahi mesini pencariii berbasisi mesini komputasii 
pengetahuani yangi mampui menjawabi pertanyaani yangi 
berkaitani dengani ilmui eksaktai yangi berupai datai dani 
angka.i Wolfarmi Alphai dikembangkani olehi Wolfarmi 
Researchi yangi dikepalaii olehi Stepheni Wolfarmi sejaki 








Terminatorii :ii Simbolii terminatorii (Mulai/Selesai)ii merupakanii 
tandaii bahwaii sistemii akanii dijalankanii atauii berakhir. 
 
Prosesii :ii Simbolii yangii digunakanii untukii melakukanii pemrosesanii 
dataii baikii olehii userii maupunii komputerii (sistem).ii  
 
Verifikasiii :ii Simbolii yangii digunakanii untukii memutuskanii 
apakahii validii atauii tidakii validnyaii suatuii ii kejadian.ii ii  
 
Dataii Storeii :ii Simbolii yangii digunakanii untukii mewakiliii suatuii 
penyimpananii dataii (database). 
 
Dataii :ii Simbolii yangii digunakanii untukii mendeskripsikanii dataii 
yangii digunakan 
 
Laporanii :ii Simbolii yangii digunakanii untukii menggambarkanii 
laporan. 
 
Predefinedii Processii :ii Simbolii yangii digunakanii untukii 





BAB I  
PENDAHULUAN 
1.1 Latarii Belakang 
Kecanggihanii teknologiii untukii pengamananii dataii seseorangii saatii iniii 
sudahii banyakii diterapkanii dalamii berbagaiii aspek,ii salahii satunyaii adalahii untukii 
prosesii identifikasi.ii Identifikasiii digunakanii untukii mengenaliii seseorangii 
berdasarkanii ciri-ciriii atauii identitasii khususii yangii dimilikiii olehii orangii tersebut.ii 
Adaii tigaii metodeii pendekatanii yangii dilakukanii untukii identifikasiii diri,ii yaituii 
possession-based,ii knowledge-based,ii danii biometrics-basedii (Putra,ii 2009).ii 
Kekuranganii dariii metodeii pendekatanii pertamaii danii keduaii adalahii mudahii diii curi,ii 
mudahii dibagikan,ii danii terkadangii beberapaii informasiii bisaii terabaikan.ii 
Sedangkanii metodeii biometrikaii memilikiii kemampuanii yangii lebihii kuatii danii 
hubunganii yangii lebihii permanenii antaraii seseorangii denganii identitasnya.ii Untukii 
menghindariii adanyaii kekuranganii diii atas,ii makaii digunakanii metodeii pendekatanii 
ketigaii yakniii biometrikaii (Istiqamahii etii al.,ii 2016).i  
Teknologii biometrikai saati inii menjadii peranani pentingi dalami prosesi 
identifikasii seseorang.i Identifikasii seseorangi berdasarkani tekniki biometrikai yangi 
dimaksudi disinii bisai diambili darii apai yangi dimilikii olehi seseorangi tersebuti sertai 
berdasarkani karakteristiki darii seseorangi tersebut.i Keunikani masing-masingi 
individui menjadii cirii khasi tertentui yangi dapati dijadikani sebagaii identitasi antarai 
satui individui dengani individui lainnya.i Karakteristiki teknologii biometrikai yangi 
saati inii banyaki digunakani untuki identifikasii seseorangi adalahi fingerprinti (sidiki 
jari),i wajah,i tangani /i jarii geometri,i irisi mata,i retinai mata,i tandai tangan,i gayai 
berjalan,i telapaki tangan,i polai suara,i telinga,i venai tangan,i telinga,i baui dani DNAi 
(Nivsky,i Ernawatii dani Purwandari,i 2016).i  
Perkembangani sistemi biometrikai sudahi banyaki diterapkani dalami berbagaii 
aspeki kegiatan,i mulaii darii prosesi absensi,i keamanani suatui ruangani tertentui dani 
aspeki lainnya.i Selaini itu,i sistemi biometrikai saati inii jugai telahi banyaki 




Emirati Arabi yangi telahi mengimplementasikani sistemi biometrikai kei berbagaii 
aplikasii mulaii darii personali laptopi accessi untuki mengontroli perbatasani 
internasional,i programi US-Visiti yangi menggunakani sidiki jarii seseorangi sebagaii 
identifikasii apakahi orangi tersebuti terdaftari sebagaii pengunjungi yangi sahi dii 
Negarai tersebuti dani penerapani Trackingi Sistemi yangi menggunakani irisi matai 
untuki identifikasii sertai menangkapi individui yangi mencobai untuki masuki 
menggunakani dokumeni ataui datai palsui (Rahman,i Purnamai dani Pudjoatmodjo,i 
2014). 
Padai penelitiani inii akani dilakukani prosesi identifikasii seseorangi dengani 
menggunakani sistemi biometrikai dauni telingai sebagaii prosesi identifikasii yangi 
dipilih.i Keunggulani darii sistemi biometrikai telingai inii adalahi tidaki invasivei yangi 
artinyai tidaki mempengaruhii penampilani secarai langsung.i Selaini itu,i menuruti 
(Rahman,i Purnamai dani Pudjoatmodjo,i 2014)i telingai inii lebihi amani darii efeki 
penuaani dani cukupi besari dikenalii darii jaraki jauh.i Pertumbuhani telingai padai 4i 
bulani pertamai kelahirani adalahi proporsional,i selanjutnyai telingai bisai tumbuhi 
hinggai 5i kalii lebihi besari hinggai umuri 8i tahun.i Setelahi itui ukurannyai tidaki akani 
berubahi hinggai umuri 70.i Hali inii membuktikani bahwai perbandingani cirii fisiki 
telingai dapati digunakani untuki waktui yangi cukupi lamai (Nivsky,i Ernawatii dani 
Purwandari,i 2016).i Kemudiani biometrikai telingai inii dapati digunakani sebagaii 
alternatifi laini dalami prosesi identifikasii seseorangi yangi mengalamii cacati fisiki 
sepertii seseorangi yangi cacati yangi tidaki bisai diambili sidiki jarii ataui tidaki bisai 
diambili polai retinanya,i makai biometrikai telingai dapati digunakani sebagaii solusii 
untuki identifikasii seseorangi yangi mengalamii cacati tersebut.i Sistemi biometrikai 
telingai inii telahi terbuktii sebagaii biometrikai yangi handali untuki identifikasii 
seseorangi (Rahman,i Purnamai dani Pudjoatmodjo,i 2014).i  
Dalami prosesi identifikasii dauni telingai seseorangi dibutuhkani metodei 
ekstraksii cirii yangi cocoki dengani kasusi yangi akani diangkat.i Citrai dauni telingai 
merupakani salahi satui citrai yangi dapati diambili cirinyai berdasarkani ekstraksii cirii 
bentuk.i Salahi satui metodei ekstraksii cirii bentuki yangi cocoki untuki citrai dauni 
telingai adalahi metodei Principali Componenti Analysisi (Sari,i 2014).i Metodei PCAi 




menyusutkani (mereduksi)i dimensii citra,i tetapii dengani tidaki kehilangani banyaki 
informasii pentingi yangi adai didalamnyai (Sari,i 2014).i  
Penelitiani sebelumnyai dengani menggunakani metodei PCAi menghasilkani 
akurasii sebesari 94%.i Kemudiani penelitiani yangi dilakukani olehi (Mahmudi eti al.,i 
2015)i menghasilkani akurasii sebesari 96%.i Padai penelitiani laini yangi dilakukani 
olehi (Kashemi eti al.,i 2011)i menghasilkani akurasii 90%.i Berdasarkani penelitiani 
sebelumnyai yangi menggunakani metodei PCAi dapati dikatakani bahwai metodei PCAi 
menghasilkani akurasii tertinggii dalami kasusi pengenalani polai terutamai untuki kasusi 
biometrika. 
Selaini itu,i penelitiani dengani menggunakani metodei PCAi padai kasusi dauni 
telingai sudahi dilakukani olehi penelitiani sebelumnyai olehi (Pratiwi,i 2018)i 
mendapatkani akurasii tertinggii yaitui sebesari 85%i dani akurasii rata-ratai sebesari 
51%.i Penelitiani inii menggunakani metodei PCAi sebagaii metodei untuki 
mendapatkani cirii darii masing-masingi citrai dani metodei RBFi untuki pengenalani 
polai darii citrai dauni telingai tersebut.i Akurasii yangi tidaki terlalui tinggii untuki kasusi 
biometrikai yangi menjadii dasari dalami penelitiani inii untuki mengembangkani 
metodei laini untuki prosesi klasifikasii Jaringani Syarafi Tiruani dalami pengenalani 
polai dauni telingai sehinggai akurasii yangi didapatkani nantinyai menjadii lebihi baik.i 
Salahi satui metodei klasifikasii Jaringani Syarafi Tiruani yangi baiki untuki kasusi 
pengenalani polai yaitui metodei Backporpagationi Neurali Networki (BPNN).i  
Backpropagationi merupakani sebuahi metodei sistematiki padai Jaringani 
Sarafi Tiruani dengani menggunakani algoritmai pembelajarani yangi terawasii dani 
biasanyai digunakani olehi perceptroni dengani banyaki lapisani untuki mengubahi 
bobot-boboti yangi adai padai lapisani tersembunyinya.i Backpropagationi adalahi 
pelatihani jenisi terkontroli yangi menggunakani polai penyesuaiani boboti untuki 
mencapaii nilaii kesalahani yangi minimumi antarai keluarani hasili prediksii dengani 
keluarani yangi nyatai (Davidi dani Sandii Kosasi,i 2013).i Penelitiani sebelumnyai yangi 
sudahi menerapkani metodei PCAi dani metodei BPNNi dalami kasusi pengenalani polai 
khususnyai kasusi biometrikai wajahi yaitui penelitiani yangi dilakukani olehi (Mahmudi 





Berdasarkani permasalahani dii atas,i makai akani dilakukani penelitiani yangi 
berjuduli “Penerapani Metodei Principali Componenti Analysisi (PCA)i dani 
Backpropagationi Neurali Networki (BPNN)i untuki Pengenalani Polai Dauni 
Telingai Seseorang”.i Padai penelitiani inii diharapkani dapati menghasilkani sebuahi 
sistemi yangi berupai hasili identifikasii darii polai dauni telingai seseorangi dengani 
tingkati akurasii yangi baik.i i  
1.2 Rumusani Masalah 
Berdasarkani uraiani latari belakangi dii atas,i yangi menjadii rumusani masalahi 
darii permasalahani yangi adai padai penelitiani inii adalahi Bagaimanai menerapkani 
metodei ekstraksii cirii Principali Componenti Analysisi (PCA)i dani klasifikasii 
Backpropagationi Neurali Networki (BPNN)i untuki prosesi pengenalani polai dauni 
telingai manusiai sertai mengetahuii tingkati akurasii yangi diperoleh. 
1.3 Batasani Masalah 
Berdasarkani rumusani masalahi dii atas,i yangi menjadii ruangi lingkupi untuki 
batasani masalahi dalami penelitiani inii adalahi sebagaii berikuti : 
1. Citrai masukani berupai citrai dauni telingai laki-lakii yangi berjumlahi 20i 
respondeni dengani masing-masingi citrai diambili 20i kalii pengambilani 
gambari dauni telingai kanani dani kiri. 
2. Totali citrai dauni telingai dalami penelitiani inii sebanyaki 400i citra. 
3. Fotoi telingai yangi diambili beradai padai posisii tegaki lurus,i dani tidaki tertutupi 
rambuti ataui benda-bendai laini sepertii topi.i  
4. Pengambilani gambari menggunakani kamerai DSLRi EOSi 700Di dengani 
resolusii kamerai 18i MPi dani formati penyimpanani gambari .jpeg. 
5. Ukurani citrai dauni telingai yangi digunakani berukurani 300x300i piksel. 
1.4 Tujuani Penelitian 
Adapuni tujuani darii penelitiani Tugasi Akhiri inii adalahi untuki menerapkani 
metodei ekstraksii cirii Principali Componenti Analysisi (PCA)i dani klasifikasii 
Backpropagationi Neurali Networki (BPNN)i untuki prosesi pengenalani polai dauni 





1.5 Sistematikai Penulisan 
Secarai garisi besari laporani penelitiani tugasi akhiri inii terbagii menjadii 6i 
bagiani babi yangi terdirii darii berikuti inii : 
BABi Ii PENDAHULUAN 
 Babi inii berisii latari belakang,i rumusani masalah,i batasani masalah,i tujuani 
penelitiani dani sistematikai penulisan. 
BABi IIi LANDASANi TEORI 
 Babi inii berisii penjelasani darii teori-teorii singkati tentangi hal-hali yangi 
berhubungani dengani juduli penelitiani sertai tentangi teori-teorii yangi mendukungi 
pembuatani sistem.i  
BABi IIIi METODOLOGIi PENELITIAN 
Babi inii berisii rangkaiani tahapani ataui proses-prosesi yangi dilaluii dalami 
penelitiani inii mulaii darii tahapani studii pustaka,i perumusani masalah,i pengumpulani 
data,i analisai dani perancangan,i implementasii dani pengujiani hinggai kesimpulani 
dani sarani darii hasili penelitiani ini. 
BABi IVi ANALISAi DANi PERANCANGANi  
Babi inii berisii tentangi tahapani analisai dani tahapani perancangani darii sistemi 
yangi akani dibanguni sertai penerapani metodei yangi digunakani dalami penelitiani ini. 
BABi Vi IMPLEMENTASIi DANi PENGUJIANi  
Babi inii berisii hasili implementasii darii perancangani yangi telahi dibuati pada 
tahapani sebelumnyai sertai hasili pengujiani darii penelitiani ini.i  
BABi VIi PENUTUP 






BAB II  
LANDASANi TEORI 
2.1 Biometrika 
“Secarai umum,i biometrikai merupakani studii tentangi karakteristiki biologii 
yangi terukuri (Jain,i Rossi dani Prabhakar,i 2004).i Saati inii biometrikai telahi 
diterapkani secarai luas.i Dii bawahi inii beberapai bidangi yangi telahi menerapkani 
sistemi biometrikai antarai laini sebagaii berikuti (Tripathi,i 2011)””: 
1. Pemerintahan,i sepertii passport,i kartui identitas,i kartui pemilih,i dani lainnya. 
2. Transportasi,i sepertii keamanani bandara,i boardingi passes,i SIM,i dani 
lainnya. 
3. Kesehatan,i sepertii kartui asuransii kesehatan,i kartui identitasi 
pasien/karyawan 
4. Keuangan,i sepertii bankcard,i kartui ATM,i kartui kredit,i dani kartui debit.i  
5. Keamanan,i sepertii accessi controli dani verifikasii identitas 
6. Pendidikan,i sepertii absensii  
Adai beberapai persyaratani agari bagiani tubuhi darii seseorangi dalami 
dijadikani sebagaii cirii dalami pengenalani biometrikai yaitui sebagaii berikuti (Jain,i 
Rossi dani Prabhakar,i 2004): 
1. Universali (universality),i yaitui jenisi karakteristiki yangi harusi dimilikii olehi 
setiapi orang 
2. Membedakani (distinctiveness),i yaitui karakteristiki yangi dipilihi memilikii 
kemampuani untuki dapati membedakani antarai individui yangi satui dengani 
yangi lain 
3. Permaneni (permanence),i yaitui karakteristiki yangi dipilihi tidaki bolehi 
berubah-ubahi dalami jangkai waktui pendek 
4. Kolektabilitasi (collectability),i yaitui karakteristiki yangi dipilihi mudahi 





Berikuti adalahi Gambari 2.1i yangi menunjukkani contohi darii tekniki 
biometrikai seseorangi sepertii yangi telihati dii bawahi ini: 
 
Gambari 2.1i Contohi darii Tekniki Biometrikai (Jain,i Rossi dani Prabhakar,i 
2004) 
 Dii bawahi inii contohi penerapani teknologii biometrikai dalami berbagaii aspeki 
sepertii yangi terlihati padai Gambari 2.2i berikut: 
 






Biometrikai merupakani ilmui yangi membanguni identitasi seorangi individui 
berdasarkani fisik,i kimiai ataui atributi perilakui orangi tersebut.i Karkaterisktiki 
biometrikai padai saati inii yangi dapati digunakani untuki identifikasii seorangi yaitui 
fingerprinti (sidiki jari),i wajah,i tangani /i jarii geometri,i irisi mata,i retinai mata,i tandai 
tangan,i gayai berjalan,i telapaki tangan,i polai suara,i telinga,i venai tangan,i telinga,i baui 
dani DNAi (Purawandi,i Ernawatii dani Nivsky,i 2016). 
2.2 Dauni Telinga 
Telingai manusiai padai umumnyai terdirii darii 3i bagiani yaitui telingai luar,i 
telingai tengahi dani telingai dalam.i Telingai luari inii terdirii darii dauni telingai dani 
liangi telingai sampaii dengani membrani timpani.i Telingai tengahi inii berbentuki 
kubusi yangi dibatasii padai batasi luari olehi membrani timpani,i batasi depani olehi tubai 
Eustachius,i batasi bawahi olehi venai jugularis,i batasi belakangi olehi aditusi adi antrumi 
dani kanalisi fasialisi parsi vantrikalis,i batasi atasi olehi tegmeni timpani,i dani batasi 
dalami olehi kanalisi semii sirkularisi horizontal,i kanalisi fasialis,i tingkapi lonjong,i 
tingkapi bundari dani promontorium.i Sedangkani telingai dalami terdirii darii kokleai 
(rumahi siput)i yangi berbentuki setengahi lingkarani dani vestibuleri yangi terdirii darii 
tigai buahi kanalisi semisirkularisi (Widiarni,i Trimartanii dani Wicaksono,i 2009). 
Berikuti inii adalahi Gambari 2.3i yangi menunjukkani bentuki dauni telingai 
manusiai disertaii dengani bagian-bagiani darii dauni telingai tersebuti : 
 






Morfologii dauni telingai menuruti (Benzaoui,i Hezili dani Boukrouche,i 2014)i 
terdirii darii helix,i scapha,i fossa,i antihelicali fold,i antihelix,i antitragus,i concha,i 
externali auditoryi meatus,i tragusi dani lobule.i Berikuti inii penjelasani darii masing-
masingi bagiani dauni telingai sesuaii dengani Gambari 2.3i dii atasi : 
1. Helix 
Helixi merupakani batasi terluari darii telingai yangi memanjangi darii insersii 
superiori padai telingai (kuliti telinga)i sampaii ujungi tulangi rawani lobule.i 
Helixi inii terbagii menjadii 3i bagiani yaitui helixi asendens,i helixi superior,i dani 
helixi desendens. 
2. Antihelix 
Antihelixi merupakani lengkungani tulangi rawani berbentuki Yi yangi berasali 
darii antitragusi dani yangi memisahkani concha,i fossa,i dani scapha. 
3. Antitragus 
Antitragusi merupakani penonjolani tulangi rawani yangi terletaki dii pangkali 
antihelix.i  
4. Concha 
Conchai merupakani daerahi yangi dibatasii olehi tragus,i antitragus,i dani 
antihelix. 
5. Tragus 
Tragusi merupakani penonjolani tulangi rawani yangi dilapisii kuliti dani beradai 
padai anteriori darii liangi telinga. 
6. Lobule 
Lobulei merupakani bagiani noni tulangi rawani yangi beradai dii inferiori darii 
dauni telingai yangi dibatasii olehi helixi dani antitragus. 
Berikuti adalahi contohi pengambilani datai dauni telingai yangi akani dilakukani 





Gambari 2.4i Tekniki Pengambilani Cirii Citrai Dauni Telingai (Benzaoui,i Hezili 
dani Boukrouche,i 2014) 
2.3 Pengenalani Pola 
Polai merupakani entitasi yangi terdefinisii dani dapati didefinisikani melaluii 
ciri-cirinyai (feature).i Sedangkani pengenalani polai (patterni recognition)i 
merupakani prosesi klasifikasii darii objeki ataui polai menjadii beberapai kategorii ataui 
kelasi (Ananggadipa, Hidayatno, & Zahra, 2013).i Tujuani dilakukannyai pengenalani 
polai inii adalahi untuki menentukani kelompoki ataui kategorii darii suatui polai 
berdasarkani ciri-cirii yangi dimilikinya.i Cirii tersebuti digunakani untuki 
membedakani antarai polai yangi satui dengani lainnya.i Pengenalani polai memilikii 
berbagaii macami bagian.i Salahi satunyai adalahi pengenalani polai karakteri sepertii 
hurufi dani angka,i pengenalani suara,i pengenalani sidiki jari,i pengenalani retinai dani 
irisi mata,i pengenalani tulisani tangan,i pengenalani telapaki tangan,i pengenalani dauni 
telingai dani lainnya. 
2.4 Pengolahani Citrai Digital 
Citrai merupakani suatui fungsii lanjutani darii intensitasi cahayai (x,y)i dalami 
suatui bidangi duai dimensi,i dengani (x,y)i menyatakani suatui koordinati spasiali dani 
nilaii fi padai setiapi titiki (x,y)i yangi menyatakani intensitasi ataui tingkati derajati 
keabuani (grayi level).i Dalami bidangi pengolahani citrai digitali (imagei processing)i 
citrai yangi diolahi adalahi citrai digital,i yaitui berupai citrai continuei yangi telahi diubahi 




cahayai melaluii prosesi samplingi dani kuantitasi (Wibowo,i Hidayati dani Sunarya,i 
2016).i  
Berdasarkani sisii konteni visual,i citrai dapati dibedakani menjadii citrai 
berwarna,i citrai grayscalei dani citrai bineri (Sari,i 2014)i sepertii berikuti ini: 
1. Citrai Berwarnai  
Citrai berwarnai (truei colori image)i adalahi citrai yangi secarai manuali 
memilikii kandungani informasii warna,i dimanai warnai inii dii representasikani 
dalami nilai-nilaii pikseli yangi mengandungi komponeni luminance,i hue,i dani 
chrominance/saturation.i Luminancei merupakani ukurani tingkati kecerahani 
suatui warna.i Huei merupakani salahi satui sifati utamai warnai yangi 
direpresentasikani dalami nilaii derajati (0o-360o).i Sedangkan,i chrominancei 
ataui saturationi merepresentasikani tinggi-rendahnyai kandungangani cahayai 
putihi dalami sebuahi warna.i  
2. Citrai Grayscale 
Citrai grayscalei (skalai keabuan)i merupakani citrai dimanai nilaii pikselnyai 
hanyai diwakilkani olehi nilaii luminance,i yangi 0i untuki warnai hitami dani 1i 
untuki warnai putih,i sehinggai setiapi pikseli darii citrai bineri dikodekani 
dengani hanyai menggunakani 1i bit. 
3. Citrai Biner 
Citrai bineri ataui yangi seringi disebuti dengani citrai i B&Wi (Blacki andi White)i 
adalahi salahi satui jenisi citrai digitali yangi hanyai memilikii duai kemungkinani 
nilaii pikseli yaitui hitami dani putih.i Citrai bineri hanyai membutuhkani 1i biti 
untuki mewakilii setiapi pikselnya.i Citrai bineri padai setiapi pikselnyai akani 
dinyatakani dengani 2i kemungkinani nilaii yaitui nilaii 0i dani nilaii 1.i Citrai 
bineri seringi digunakani untuki prosesi pengolahani citrai sepertii morfologi,i 
pengambangan,i segmentasii dani lainnya. 
2.5 Pengolahani Citrai Tingkati Awali (Imagei Pre-processing) 
Pre-processingi merupakani sebuahi prosesi pengolahani citrai tingkati awali 
yangi dilakukani dengani tujuani untuki mempermudahi prosesi pengolahani citrai lebihi 
lanjuti untuki keperluani tertentui (Kadiri dani Susanto,i 2012).i Dii bawahi inii 





Grayscalei dilakukani untuki mempermudahi perhitungani citra.i Citrai yangi 
padai awalnyai terdirii darii tigai warnai dasari yaitui Red-Green-Bluei (RGB)i kemudiani 
diubahi menjadii warnai berderajati keabuan.i Prosesi inii dilakukani dengani 
menggunakani persamaani berikuti (Kadiri dani Susanto,i 2012)i : 
𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 = 0.2989 ∗ 𝑅 + 0.5870 ∗ 𝐺 + 0.1141 ∗ 𝐵  i i i i (2.1) 
Keterangani : 
Grayscale :i Nilaii arrayi keabuani  
R  :i Nilaii untuki komponeni Red 
G  :i Nilaii untuki komponeni Greeni  
B  :i Nilaii untuki komponeni Blue 
2.5.2 Croppingi  
Croppingi adalahi mengambili sebagiani daerahi dani menjadikannyai terpisahi 
darii aslinya.i Prosesi croppingi inii dilakukani dengani menentukani koordinat-
koordinati padai framei gambar.i Tahapani croppingi bisai dilakukani dengani croppingi 
manuali ataui croppingi otomatisi melaluii systemi ataui aplikasi. 
2.5.3 Resizei  
Prosesi resizei artinyai mengubahi ukurani suatui citrai menjadii lebihi besari ataui 
lebihi kecili darii ukurani semula.i Tahapani resizei inii digunakani untuki mengurangii 
noisei ataui gangguani yangi adai padai suatui citra.i Tahapani resizei bisai dilakukani 
dengani resizei manuali ataui resizei otomatisi melaluii systemi ataui aplikasi 
2.6 Principali Componenti Analysisi (PCA) 
PCAi ataui Principali Componenti Analysisi didefinisikani sebagaii sebuahi 
transformasii lineari yangi seringi digunakani untuki klasifikasii dani kompresii data.i 
Carai kerjai darii metodei PCAi inii adalahi dengani menghilangkani korelasii diantarai 
variabeli bebasi dengani carai mentransformasikani variabeli bebasi awali kei variabeli 
bebasi barui yangi tidaki memilikii korelasii samai sekalii (Sari,i 2014).i Variabeli barui 
inilahi yangi berisii nilai-nilaii komponeni utamai ataui Principali Componenti (PC)i darii 




menyederhanakani variabeli yangi diamatii dengani carai menyusutkani (mereduksi)i 
dimensinya.i Inilahi yangi menjadii kelebihani darii PCAi karenai dapati mengurangii 
waktui pengolahani datanyai (Sari,i 2014).i  
Dalami prosesi perhitungan,i metodei PCAi melibatkani nilaii eigeni darii 
matriksi kovarians.i PCAi merupakani algoritmai reduksii dimensii yangi mampui 
menghasilkani komponen-komponeni imagei yangi dimaksudi dengani eigeni imagei 
dengani melibatkani nilaii matrixi covarians..i Padai konsepnyai matrixi covariansi inii 
dibanguni darii sekumpulani imagei trainingi yangi diambili darii beberapai objeki ataui 
kelasi (Sari,i 2014).i PCAi jugai diartikani sebagaii salahi satui metodei yangi banyaki 
digunakani olehi parai penelitii sebelumnyai dalami bidangi multivariatei analysisi padai 
ilmui statistik.i Dalami artiani metodei PCAi inii merupakani metodei yangi 
berhubungani dengani variabeli dalami jumlahi besari padai satui ataui banyaki 
percobaan.i Perhitungani ekstraksii cirii PCAi dilakukani dengani menggunakani 
algoritmai eigenfacei (Sari,i 2014). 
1. Algoritmai Principali Componenti Analysisi (PCA) 
Dalami metodei PCAi adai beberapai langkah-langkahi yangi harusi dipahamii 
dalami prosesi perhitungannya.i Berikuti inii adalahi langkah-langkahi algoritmai PCAi 
untuki ekstraksii ciri: 
a) Membuati matriksi datai seti dengani carai menormalisasii setiapi datai kei dalami 
bentuki matriksi satui dimensi. 
Langkahi pertamai dalami metodei PCAi adalahi menyiapkani datai dengani 
membuati suatui himpunani Pi yangi terdirii darii seluruhi trainingi image.i Setiapi citrai 
diubahi kei dalami sebuahi vektori ni yangi disebuti dengani vektori citrai datai seti (datai 
latih)i dani ditempatkani kei dalami himpunani P.i Matriksi datai seti Pi adalahi adalahi 
matriksi berukurani Ni xi ni yangi setiapi barisnyai berisii vektor-vektori citrai 𝛤𝑖.i Ni 
adalahi jumlahi citra.i Representasii matriksi Pi dapati direpresentasikani sebagaii 
berikut: 
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𝑃 = {𝑖 𝛤1𝑖 , 𝑖 𝛤2𝑖 , 𝑖 𝛤3𝑖 , 𝑖 … , 𝑖 𝛤𝑁}    i i i i (2.3) 
Keterangani : 
Pi =i Matriksi barui yangi berisii nilaii darii seluruhi datai ataui matriksi datai set 
𝛤𝑖 i =i datai ke-i 
Normalisasii setiapi datai kei dalami bentuki matriksi satui dimensii akani berupai 
matriksi barisi ataui matriksi kolomi yangi membentuki matriksi barui yangi akani 
menampungi seluruhi datai yangi adai dii database.i Setiapi datai akani diubahi kei dalami 
matriksi satui dimensii inii panjangnyai tergantungi darii jumlahi datai tersebut.i Dalami 
hali inii akani terbentuki suatui matriksi besari yangi berisii seluruhi datai referensi. 
b) Menghitungi matriksi rata-ratai (mean)i ataui 𝜓i  
Persamaani yangi digunakani untuki perhitungani matriksi rata-ratai adalahi 
sebagaii berikuti : 





𝑛=1      i i i i (2.4) 
 Darii persamaani dii atasi makai akani diperolehi hasili 𝜓 = 𝑖 𝜓1, 𝑖 𝜓2, 𝑖 𝜓3, … , 𝜓𝑚 
Keterangani : 
𝜓i =i matriksi rata-ratai (mean) 
Mi =i banyaknyai datai dii datai seti ataui referensi 
𝛤𝑛 i =i datai ke-n 
c) Menghitungi matriksi selisihi (Φ) 
Matriksi selisihi Φi digunakani untuki mengurangii setiapi elemeni matriksi 𝛤i 
padai kolomi ke-ii dengani matriksi rata-ratai 𝜓i yangi akani menghasilkani nilaii featurei 
PCAi (nilaii cirii data).i Persamaani yangi digunakani untuki mendapatkani nilaii featurei 
PCAi (nilaii cirii data)i darii perhitungani matriksi selisihi Φi adalahi sebagaii berikuti : 
Φ = i 𝛤𝑖𝑖 – 𝑖 𝜓      i i i i (2.5) 
 Darii Persamaani (2.5)i dii atasi makai dapati direpresentasikani perhitungani 
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 i i i i  i i i i (2.6) 
Keterangani : 
Φi =i matriksi selisihi yangi berupai polai hasili ekstraksii datai ke-i 
𝛤𝑖𝑖 i =i datai ke-i 
𝜓i =i datai rata-ratai (mean) 
d) Menghitungi matriksi kovariansi C 
Persamaani yangi digunakani untuki perhitungani matriksi kovariansi Ci adalahi 
sebagaii berikut: 
𝐶 = 𝑖 
1
𝑀
𝑖 ∑ Φi 𝑛 𝑖 Φi 𝑛
𝑇𝑀
𝑛=1 𝑖 = Φi × 𝑖 Φi 
𝑇
𝑖   i i  
 i i i i (2.7) 
Keterangan: 
Ci =i matriksi kovariansi berdimensii ni xi n 
Φi =i isii darii matriksi selisih 
Φi 𝑇 i =i transposei darii matriksi A 
Mi =i jumlahi datai set 
e) Menghitungi eigenvektori (𝜐)i dani eigenvaluei (λ)i darii matriksi kovariansi (C) 
Darii matriksi kovariansi (C)i yangi berisii cirii utamai datai inilahi nantinyai yangi 
akani didapatkani nilaii eigeni dani vectori eigeni yangi selanjutnyai disebuti dengani 
eigenface.i Nilaii eigeni ataui eigenvaluei (λ)i adalahi nilaii karakteristiki darii suatui 
matriksi berukurani ni xi n.i Sedangkani vektori eigeni ataui eigenvektori (𝜐)i adalahi 
vektori kolomi bukani noli yangi apabilai dikalikani dengani suatui matriksi berukurani ni 
xi ni akani menghasilkani vektori laini yangi memilikii nilaii keliparani darii vektori eigeni 
itui sendiri.i  
Persamaani yangi digunakani untuki menghitungi nilaii eigenvaluei darii matriksi 
kovariansi adalahi sebagaii berikut: 
𝐶𝑖 𝜐 = 𝑖 𝜆𝑖 𝜐 




(𝐶 − 𝜆Ι) = 0𝑖 𝑖 𝑎𝑡𝑎𝑢 det(𝜆Ιi − C) = 0  i i i i (2.8) 
Sedangkani persamaani yangi digunakani untuki menghitungi nilaii eigenvektori 
(𝜐)i harusi dilakukani terlebihi dahului prosesi mensubstitusikani nilaii darii eigenvaluei 
(λ)i kei dalami Persamaani (2.9)i sepertii berikuti ini: 
(𝜆Ιi − C)𝜐 = 0    i i i i (2.9) 
 
Keterangani : 
𝜆i =i eigenvaluei ataui nilaii eigen 
𝜐i =i eigenvectori ataui vektori eigen 
Ci =i matriksi kovarians 
Ii =i matriksi identitas 
f) Menghitungi nilaii eigenfacei  
Nilaii eigenfacei didapatkani dengani carai mengalikani fituri dengani eigeni 
vector.i Untuki mencarii nilaii eigenfacei dilakukani dengani menggunakani persamaani 
berikuti inii :i  
𝐸𝑖𝑔𝑓 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑖 × 𝑖 Φi i    i i i i i i i i i i i i i i 
(2.10) 
Keterangan: 
𝐸𝑖𝑔𝑓 i =i Matriksi eigenface 
Φi i =i Matriksi selisih 
eigenvectori =i nilaii eigenvectori  
g) Menghitungi boboti masing-masingi citrai referensii ataui dikenali dengani 
istilahi PCi (Primciplei Component).i  
Untuki mendapatkani boboti masing-masingi citrai referensii dengani 
menggunakani persamaani berikuti inii : 
𝑊 = Φi 𝑖 𝑥𝑖 𝐸𝑖𝑔_𝑓𝑁𝑇 𝑖      i i (2.11) 
Keterangan: 
Wi =i nilaii PCi yangi diperoleh 
Φi =i matriksi selisih 




h) Menentukani nilaii PCi terpilihi sebanyaki N. 
Ni adalahi nilaii PCi yangi akani mewakilii seluruhi citrai referensi.i Untuki 
pengambilani nilaii Ni tidaki perlui menggunakani nilaii PCi secarai 100%,i tetapii cukupi 
sebagiani sajai yanggi akani mewakilii cirii darii citrai referensii tersebut.i Setelahi 
ditentukani nilaii PCi sesuaii dengani nilaii Ni yangi diambil,i makai padai prosesi 
pelatihani untuki klasifikasii menggunakani BPNNi ini,i digunakani nilaii PCi sebanyaki 
Ni terpilihi padai prosesi ekstraksii cirii datai latihi PCAi sebagaii datai masukkani padai 
metodei BPNN.i  
Kemudiani untuki prosesi ekstraksii cirii datai ujii menggunakani PCAi inii 
dilakukani beberapai prosesi yaitui sebagaii berikut: 
1. Membuati matriksi datai seti dengani carai menormalisasii setiapi datai ujii kei 
dalami bentuki matriksi satui dimensi.i  
Setiapi citrai datai ujii diubahi kei dalami sebuahi vektori ni yangi disebuti dengani 
vektori citrai datai seti (datai uji)i dani ditempatkani kei dalami himpunani P.i 
Matriksi datai seti Pi adalahi adalahi matriksi berukurani Ni xi ni yangi setiapi 
barisnyai berisii vektor-vektori citrai 𝛤𝑖.i Ni adalahi jumlahi citra.i Persamaani yangi 
digunakani untuki prosesi normalisasii datai ujii kei matriksi satui dimensii dapati 
merujuki kei Persamaani (2.2)i dani Persamaani (2.3). 
2. Menghitungi matriksi selisihi darii citrai datai uji 
Padai prosesi perhitungani matriksi selisihi darii datai ujii dibutuhkani nilaii 
matriksi rata-ratai padai ekstraksii datai latihi padai prosesi sebelumnyai dani nilaii 
pikseli darii citrai ujii dauni telingai tersebut.i Prosesi perhitungani matriksi selisihi 
untuki ekstraksii cirii datai ujii inii samai dengani perhitungani padai ekstraksii cirii 
datai latihi yangi merujuki kei Persamaani (2.5).i Tetapii nilaii matriksi rata-ratai 
yangi digunakani adalahi nilaii matriksi rata-ratai padai ekstraksii cirii datai latih. 
3. Menghitungi nilaii PCi  
Padai prosesi perhitungani nilaii PCi untuki citrai datai ujii inii menggunakani 
persamaani yangi samai padai ekstraksii cirii datai ujii yaitui merujuki kei 
Persamaani (2.11).i Namuni nilaii matriksi selisihi yangi digunakani untuki prosesi 
perhitungani nilaii PCi padai citrai datai ujii inii adalahi nilaii matriksi selisihi darii 




digunakani padai prosesi perhitungani nilaii PCi inii adalahi nilaii eigenfacei darii 
hasili ekstraksii cirii datai latih.i  
4. Menentukani nilaii PCi terpilihi sebanyaki N. 
Ni adalahi nilaii PCi yangi akani mewakilii seluruhi citrai referensi.i Untuki 
pengambilani nilaii Ni tidaki perlui menggunakani nilaii PCi secarai 100%,i tetapii 
cukupi sebagiani sajai yanggi akani mewakilii cirii darii citrai referensii tersebut.i 
Setelahi ditentukani nilaii PCi sesuaii dengani nilaii Ni yangi diambil,i makai padai 
prosesi pengujiani untuki klasifikasii menggunakani BPNNi ini,i digunakani nilaii 
PCi padai prosesi ekstraksii datai ujii sebagaii datai masukkani padai metodei 
BPNNi yangi kemudiani akani dilakukani prosesi pengenalani darii citrai dauni 
telingai tersebut.i  
2.7 Jaringani Syarafi Tiruan 
Jaringani Syarafi Tiruani (JST)i merupakani suatui systemi pemrosesani 
informasii yangi mempunyaii karakteristiki menyerupaii jaringani syarafi biologi.i JSTi 
terciptai sebagaii suatui generalisasii modeli matematisi darii pemahamani manusiai 
(humani cognition)i yangi didasarkani padai asumsii sepertii berikuti inii (Wuryandari & 
Afriyanto, 2012)i : 
1. Pemrosesani terjadii dii bagiani neuron 
2. Sinyali mengaliri diantarai seli saraf/neuroni melaluii penghubung 
3. Setiapi sambungani penghubungi memilikii boboti yangi bergunai untuki 
menggandakan/i mengalikani sinyali yangi dikirimi melaluinya 
4. Setiapi seli syarafi akani menerapkani fungsii aktivasii kepadai sinyali yangi telahi 
melakukani penjumlahani berboboti yangi masuki kepadanya,i dimanai fungsinyai 
untuki menentukani sinyali keluaran 
Berikuti adalahi modeli strukturi neuroni padai jaringani syarafi tiruani sepertii 





Gambari 2.5i Modeli Strukturi JSTi (Wuryandari & Afriyanto, 2012) 
Semuai keluarani darii hasili pemrosesani jaringani syarafi tiruani didasarkani 
padai pengalamani selamai mengikutii prosesi pembelajaran.i Dimanai padai prosesi 
tersebuti systemi hanyai bisai mengaksesi dalami bentuki numerici sehinggai datai yangi 
tidaki berbentuki numerici harusi diubahi menjadii datai numerik.i Adapuni karakteristiki 
yangi dimilikii jaringani syarafi tiruani antarai laini (Wuryandari & Afriyanto, 2012): 
1. Polai hubungani antari neuroni (arsitekturi jaringan) 
2. Metodei penentuani bobot-boboti sambungani (pelatihan) 
3. Fungsii aktivasi 
Prosesi pembelajarani dalami JSTi dapati dikelompokkani menjadii tigai bagiani 
yaitui sebagaii berikuti : 
1. Supervisedi Learningi (pembelajarani terawasi)i adalahi prosesi pembelajarani 
yangi menggunakani sejumlahi pasangani datai masukkani dani keluarani yangi 
digarapkan.i Contohi darii Supervisedi Learningi adalahi metodei perceptron,i 
Backpropagation,i Learningi Vectori Quantizationi dani lainnya. 
2. Unsupervisedi Learningi (pembelajarani tidaki terawasi)i adalahi prosesi 
pembelajarani yangi hanyai menggunakani sejumlahi pasangani datai 
masukkani tanpai adai contohi keluarani yangi diharapkan.i  
3. Metodei Pelatihani Hybridai merupakani penggabungani metodei pelatihani 
terbimbingi ataui terawasii dengani metodei pelatihani tidaki terbimbing. 
2.8 Backpropagationi Neurali Networki (BPNN) 
Menuruti (Desianii dani Arhami,i 2006)i metodei backpropagationi (propagasii 
balik)i merupakani metodei pembelajarani lanjuti yangi dikembangkani darii aturani 
perceptroni adalahi tahapani dalami algoritmai jaringan.i Metodei backpropagationi inii 
dikembangkani olehi Rumelhart,i Hintoni dani Williamsi sekitari tahuni 1986i yangi 
mengakibatkani peningkatani kembalii minati terhadapi Jaringani Syarafi Tiruani 
(JST).i Metodei inii terdirii darii duai tahap,i yaitui tahapi feedforwardi yangi diambili darii 
perceptroni dani tahapi backpropagationi error.i Salahi satui hali yangi membedakani 
antarai Backpropagationi dengani perceptroni adalahi arsitekturi jaringannya.i 




backpropagationi memilikii lapisani jamaki (multii layer)i dengani satui lapisani 
tersembunyi. 
Lapisani masukani ditunjukkani dengani unit-uniti 𝑋𝑖,i sementarai lapisani 
outputi ditunjukkani dengani 𝑌𝑘.i Lapisani tersembunyii ditunjukkani dengani unit-uniti 
𝑍𝑗.i Biasi untuki satui uniti 𝑌𝑘i diberikani olehi 𝑊0𝑘.i Biasi inii bertindaki seolahi sebagaii 
boboti padai koneksii yangi berasali darii satui uniti keluarannyai selalui 1.i Unit-uniti 
tersembunyii jugai dapati memilikii bias.i Alirani sinyali padai gambari dinyatakani 
dengani arahi panah.i Adapuni padai fasei backpropagation,i sinyali dikirimi padai arahi 
berlawanani dani umumnyai menggunakani arsitekturi Multilayeri Feedi Forward.i 
Kemudiani keluarani errori digunakani untuki mengubahi nilaii bobot-bobotnyai dalami 
arahi mundur,i sehinggai errori yangi dihasilkani olehi bagiani keluarani kei bagiani 
tersembunyii padai saati prosesi pembelajarani dilakukani akani di-backpropagation.i 
Prosesi inii akani dilakukani terusi hinggai errori yangi dihasilkani bisai ditolerir. 
Sinyali keluarani darii beberapai neuroni padai lapisani masukani merupakani 
sinyali masukani bagii beberapai neuroni padai lapisani tersembunyi,i dani sinyali 
keluarani darii beberapai neuroni padai lapisani keluaran.i Jumlahi lapisani tersembunyii 
padai backpropagationi ditentukani dengani percobaan.i Semakini banyaki jumlahi 
lapisani tersembunyii diharapkani jaringani akani memberikani hasili yangi lebihi 
akurat,i tetapii prosesi pelatihannyai lebihi rumiti dani butuhi waktui lama.i Penentuani 
jumlahi neuroni padai lapisani tersembunyii disesuaikani dengani jumlahi neuroni padai 
lapisani masukan.i Ketentuani penentuani jumlahi neuroni padai lapisani tersembunyii 
adalahi dengani rumusi (Putra,i 2010):i  
𝑙i i ≤i 𝑚i ≤i 2𝑙i      i i (2.12) 
Keterangan:i  
𝑙i =i jumlahi neuroni padai inputi layeri  
𝑚i =i jumlahi neuroni padai hiddeni layeri  
Selanjutnya,i fungsii aktivasii padai metodei backpropagationi inii tidaki hanyai 
menggunakani sebuahi fungsii aktivasi,i melainkani jugai turunani darii fungsii tersebut.i 
Backpropagationi bisai menggunakani fungsii aktivasii sigmoidi bineri maupuni 




kepadai kebutuhani nilaii keluarani jaringani yangi diharapkani bilai keluarani jaringani 
yangi diharapkani adai yangi bernilaii negatifi makai sebaiknyai menggunakani fungsii 
sigmoidi bipolar.i Sebaliknya,i bilai nilaii keluarani jaringani yangi diharapkani positifi 
ataui 0i (nol)i makai sebaiknyai menggunakani sigmoidi biner. 
Dii bawahi inii adalahi bentuki darii arsitekturi jaringani BPNNi sepertii yangi 
terlihati padai Gambari 2.6i berikut: 
 
Gambari 2.6i Arsitekturi Jaringani BPNNi (Cynthiai dani Ismanto,i 2017) 
a. Algoritmai Pelatihani Backpropagartioni Neurali Networki (BPNN) 
Algoritmai pelatihani untuki BPNNi adalahi sebagaii berikut:i  
Langkahi 0:i inisialisasii boboti (ambili nilaii randomi yangi cukupi kecil)i  
Langkahi 1:i selamai kondisii berhentii bernilaii salah,i makai kerjakani langkahi 2-9i  
Langkahi 2:i untuki setiapi pasangan,i lakukani langkahi 3-8 
Tahapi perambatani majui (forwardi propagation)i  
Langkahi 3:i setiapi uniti inputi (𝑥𝑖 i ,i i=1,2,3,…n)i menerimai sinyali inputi 𝑥𝑖i dani 
meneruskani sinyali tersebuti kei semuai uniti padai lapisani tersembunyi.i  
Langkahi 4:i setiapi lapisani tersembunyii (𝑍𝑖 i ,i j=1,2,3,…p)i menjumlahkani boboti 




𝑧_𝑖𝑛𝑗 = 𝑣0𝑗 + ∑ 𝑥𝑖
𝑛
𝑖=1 𝑖 . 𝑖 𝑣𝑖𝑗 i      (2.13) 





      (2.14) 
Biasanyai fungsii aktivasii yangi digunakani adalahi fungsii sigmoid,i 
kemudiani mengirimkani sinyali tersebuti kei semuai uniti output. 
Langkahi 5:i Setiapi uniti outputi (𝑌𝑘,i 𝑘=1,2,3,…,𝑚)i menjumlahkani boboti sinyali 
input:i  
𝑦_𝑖𝑛𝑘 = 𝑤0𝑘 + ∑ 𝑧𝑖
𝑝
𝑖=1 𝑖 . 𝑖 𝑤𝑗𝑘 i     
 (2.15) 




i       (2.16) 
Tahapi perambatani baliki (backpropagation)i  
Langkahi 6:i setiapi uniti outputi (𝑦𝑘,i 𝑘=1,2,3,…,𝑚)i menerimai polai targeti yangi 
berhubungani dengani polai pelatihani inputi ,i kemudiani hitungi errori 
dengani persamaani berikut:i  
δ𝑘 = (𝑡𝑘 − 𝑦𝑘) ∗ 𝑦𝑘 ∗ (1 − 𝑦𝑘)i     (2.17)i  
f’i adalahi turunani darii fungsii aktivasii  
Kemudiani hitungi koreksii bobot:i  
Δ𝑤𝑗𝑘 = 𝛼 ∗ δ𝑘 ∗ 𝑧𝑗 i       (2.18)i  
Kemudiani hitungi koreksii bias:i  
Δ𝑤𝑗𝑘 = 𝛼 ∗ δ𝑘 i       (2.19)i  
Mengirimi hargai δ𝑘 i kei unit-uniti lapisani palingi kanan. 
Langkahi 7:i setiapi uniti tersembunyii (𝑧𝑗,i 𝑗=1,2,3,…,𝑝)i menjumlahkani deltai inputi -




δ_𝑖𝑛𝑗 = ∑ δ𝑘
𝑚
𝑗=1 𝑖 . 𝑖 𝑤𝑗𝑘 i      (2.20)i  
untuki menghitungi informasii error,i kalikani nilaii inii dengani turunani 
darii fungsii aktivasinya:i  
δ𝑗 = δ_𝑖𝑛𝑗 ∗ 𝑧𝑗 ∗ (1 − 𝑧𝑗)i      (2.21)i  
kemudiani hitungi koreksii boboti dengani persamaani berikut:i  
Δ𝑣𝑖𝑗 = 𝛼 ∗ δ𝑗 ∗ 𝑥𝑖 i       (2.22)i  
setelahi itu,i hitungi koreksii bias:i  
Δ𝑣0𝑗 = 𝛼 ∗ δ𝑗 i        (2.23) 
Perbaruii boboti dani bias:i  
Langkahi 8:i setiapi uniti outputi (𝑦𝑘,𝑘=1,2,3,…,𝑚)i memperbaruii biasi dani boboti 
(j=0,1,2,3,…,p)i dengani persamaani berikut:i  
𝑤𝑗𝑘 𝑖 (𝑏𝑎𝑟𝑢) = 𝑤𝑗𝑘 i (lama) + Δ𝑤𝑗𝑘 i     (2.24)i  
Setiapi uniti tersembunyii (𝑍𝑗,𝑗=1,2,3,…,𝑝)i memperbaruii biasi dani boboti 
(i=0,1,2,…,n)i dengani persamaani berikut:i  
𝑣𝑖𝑗 𝑖 (𝑏𝑎𝑟𝑢) = 𝑣𝑖𝑗 i (lama) + Δ𝑣𝑖𝑗 i i i     (2.25)i  
Langkahi 9:i Pengujiani kondisii berhenti. 
Syarati hentii apabilai kondisii erori telahi tercapai,i makai selanjutnyai pelatihani 





i xi ((i tk1i –i yk1)
2
i +…+(i tkmi -i ykmi )
2)i    (2.26) 
Keterangan:i  
1. Saati umpani majui (feedforward),i setiapi uniti inputi (𝑥𝑖)i akani menerimai sinyali 
inputi dani akani menyebarkani sinyali tersebuti padai tiapi hiddeni uniti (𝑍𝑗).i  
2. Setiapi hiddeni uniti kemudiani akani menghitungi aktivasinyai dani mengirimi 




3. Kemudiani setiapi uniti outputi (𝑌𝑘)i jugai kaani menghitungi aktivasinyai (𝑦𝑘)i 
untuki menghasilkani responsi terhadapi inputi yangi diberikani jaringan.i  
4. Saati prosesi pelatihani (training),i setiapi uniti outputi membandingkani aktivasinyai 
(𝑦𝑘)i dengani nilaii targeti (𝑡𝑘)i untuki menentukani besarnyai error.i  
5. Berdasarkani errori ini,i dihitungi faktori 𝛿𝑘,i faktori inii digunakani untuki 
mendistribusikani errori darii outputi kei layeri sebelumnya.i  
6. Dengani carai yangi sama,i faktori 𝛿𝑗i jugai dihitungi padai hiddeni uniti 𝑍𝑗,i dii manai 
faktori inii digunakani jugai untuki memperbaharuii boboti antarai hiddeni layeri dani 
inputi layer.i  
7. Setelahi semuai faktori δi ditentukan,i boboti utnuki semuai layeri diperbaharui. 
b. Algoritmai Pengujiani BPNN 
Algoritmai pengujiani untuki Backpropagationi Neurali Networki adalahi 
sebagaii berikuti (Cynthiai dani Ismanto,i 2017):i  
Langkahi 0:i inisialisasii boboti (hasili pelatihan)i  
Langkahi 1:i untuki setiapi vektori input,i kerjakani langkahi 2i -i 4 
Langkahi 2:i untuki ii =i 1,2,i ....i ,i ni lakukani seti aktivasii uniti inputi 𝑥𝑖 
Langkahi 3:i untuki ji =i 1,2,i ....,i pi makai gunakani persamaani berikut: 
𝑧_𝑖𝑛𝑗 = 𝑣0𝑗 + ∑ 𝑥𝑖
𝑛
𝑖=1 𝑖 . 𝑖 𝑣𝑖𝑗 i      (2.27) 





      (2.28) 
Langkahi 4:i untuki k-1,i ....,i pi makai gunakani persamaani berikut: 
𝑦_𝑖𝑛𝑘 = 𝑤0𝑘 + ∑ 𝑧𝑖
𝑝
𝑖=1 𝑖 . 𝑖 𝑤𝑗𝑘 i     
 (2.29) 









 Pengujiani ataui testingi bergunai untuki melakukani ujii cobai terhadapi aplikasii 
yangi dibanguni apakahi sudahi sesuaii dengani tujuani penelitiani ataui tidak.i Padai 
penelitiani inii pengujiani dilakukani dengani menggunakani metodei confusioni 
matrix.i Confusioni matrixi (Swastina,i 2013)i merupakani metodei pengujiani yangi 
dilakukani dengani menghitungi tingkati akurasii berdasarkani perhitungani kumulatifi 
darii jumlahi klasifikasii yangi benari dibagii dengani jumlahi darii klasifikasii yangi 
benari ditambahi dengani klasifikasii yangi salah.i  
Berikuti inii adalahi tabeli untuki prosesi pengujiani menggunakani metodei 
confusioni matrixi sepertii yangi terlihati padai Tabeli 2.1: 
Tabeli 2.1i Confusioni Matrix 
Keterangani : 
TPi (Truei Positive) = Banyaknyai datai positifi yangi diklasifikasikani positif. 
FPi (Falsei Positive) = Banyaknyai datai negatifi yangi diklasifikasikani positif. 
FNi (Falsei Negative) =i  Banyaknyai datai positifi yangi diklasifikasikani negatif. 
TNi (Truei Negative) =i  Banyaknyai datai negatifi yangi diklasifikasikani negatif. 
Berdasarkani Tabeli 2.1i dii atas,i makai persamaani yangi digunakani untuki 




i ,i 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝑁
i ,i 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃+𝐹𝑃








   
 (2.32) 
Keterangan: 
TPi  =i Truei Positive 
Classification Predictedi Class 
Actual 
Class 
Class Truei  False 
True TP FN 




TN =i Truei Negative 
Pi  =i Positive 
Ni  =i Negative 





2.10 Penelitiani Terkait 
Berikuti inii beberapai penelitiani sebelumnyai yangi berkaitani dengani 
penelitiani identifikasii seseorangi berdasarkani polai dauni telinga,i penerapani metodei 
PCAi sertai penerapani metodei BPNNi sepertii yangi terlihati padai Tabeli 2.2: 
Tabeli 2.2i Penelitiani Terkait 
No Judul Penelitii dani 
Tahun 
Metode Hasili Penelitian 
1. Penerapani Metodei 
Principali 
Componenti 




Polai Dauni Telingai 
Seseorang 
(Pratiwi,i 2018) Ekstraksii cirii 
dengani 
menggunakani 




tertinggii sebesari 85% 


















No Judul Penelitii dani 
Tahun 
Metode Hasili Penelitian 





























tertinggii sebesari 94% 
5. Facei Recognitioni 







































No Judul Penelitii dani 
Tahun 

































BAB III  
METODOLOGIi PENELITIAN 
Metodologii penelitiani merupakani tahapani ataui proseduri yangi disusuni 
secarai sistematisi dani logisi dalami melakukani suatui penelitiani yangi bergunai untuki 
memenuhii tujuani yangi diharapkan.i Adapuni tahapani penelitiani yangi akani 




• Data Sekunder : 200
• Data Primer   : 200
• Total Data   : 400
Analisa 
1. Analisa Kebutuhan Data 
2. Analisa Proses
    a. Pre-processing 
    b. Processing :
      -Ekstraksi Ciri PCA
      -Klasifikasi (BPNN)
Implementasi dan Pengujian
1.Implementasi








Gambari 3.1i Tahapani Metodologii Penelitian 
3.1 Studii Pustaka 
Tahapani studii pustakai (Libraryi Research)i merupakani tahapani awali yangi 
dilakukani untuki menemukani dani mengumpulkani data-datai ataui informasii melaluii 
membacai buku,i e-book,i jurnal-jurnali terkait,i ataui referensii lainnyai yangi 
berhubungani dengani konsepi biometrika,i kasusi pengenalani pola,i biometrikai dauni 
telingai sertai penerapani metodei PCAi dani penerapani metodei BPNN.i Selaini itu,i 
padai tahapani studii pustakai inii jugai dilakukani pembacaani skripsii dani jurnali terkaiti 
dengani penelitiani sebelumnya.i Penelitiani sebelumnyai yangi mengangkati kasusi 
tentangi dauni telingai yangi dilakukani olehi (Pratiwi,i 2018)i akani menjadii pedomani 




3.2 Perumusani Masalah 
Tahapani perumusani masalahi merupakani tahapani yangi dilakukani setelahi 
banyaki mengumpulkani berbagaii jurnal,i membacai bukui ataui e-booki terkaiti dengani 
pengenalani polai biometrikai dauni telingai sertai referensi-referensii lainnyai yangi 
dijadikani sebagaii pedomani dalami penelitiani ini.i Berdasarkani hasili yangi diperolehi 
dalami tahapani studii pustakai makai dapati dirumuskani permasalahani yangi akani 
dijadikani sebagaii penelitiani yaitui dengani kasusi sistemi biometrikai berdasarkani 
dauni telingai seseorangi dengani menggunakani metodei PCA(Principali Componeti 
Analysis)i dani metodei BPNNi (Backpropagationi Neurali network). 
3.3 Pengumpulani Data 
Pengumpulani datai adalahi tahapani awali yangi harusi dilakukani sebelumi 
memprosesi datai citrai telinga.i Datai yangi digunakani dalami penelitiani inii adalahi 
datai sekunderi yangi didapatkani darii penelitiani Hennyi Pratiwii mahasiswii UINi 
SUSKAi RIAUi sebanyaki 200i datai dani datai primeri 200i datai yangi diambili dii 
lingkungani UINi SUSKAi RIAUi dani masyarakati sekitari sehinggai totali gambari 
dauni telingai seluruhnyai berjumlahi 400i citra. 
Masing-masingi respondeni akani diambili gambari dauni telingai kanani dani kirii 
sebanyaki 20i kalii pengambilani yangi masing-masingi gambari dilengkapii dengani 
biodatai pemiliki dauni telingai sepertii foto,i nama,i tempati tanggali lahir,i alamati dani 
pekerjaan.i Sehinggai totali pengambilani gambari dauni telingai padai tahapani 
pengumpulani datai inii berjumlahi 400citrai dauni telinga. 
 Alati yangi dibutuhkani dalami pengambilani gambari dauni telingai inii adalahi 
sebuahi kamerai DSLRi EOSi 700Di dengani resolusii kamerai 18i MPi yangi disimpani 
dalami formati gambari .jpeg.i Pengambilani gambari dauni telingai inii dilakukani padai 
ruangani terbukai yangi artinyai intensitasi cahayai dalami pengambilani gambari padai 
penelitiani inii adalahi cahayai dii luari ruangani padai waktui siangi hari.i Untuki 
pengambilani masing-masingi gambari akani dilakukani dengani jaraki pengambilani 
darii objeki dauni telingai dengani kamerai yaitui sejauhi satui telunjungi orangi dewasai 
ataui dengani jaraki pengambilani gambari yaitui 10i cm.i Gambari dauni telingai yangi 
diambili adalahi gambari dauni telingai dalami keadaani yangi jelas,i tidaki bluri ataui 




3.4 Analisai Kebutuhani Data 
Tahapi yangi dilakukani padai prosesi analisai kebutuhani datai merupakani 
prosesi untuki mengetahuii jumlahi datai yangi digunakan,i dani prosesi untuki membagii 
datai citrai dauni telingai yangi telahi didapati menjadii datai latihi dani datai uji. 
1. Datai Latih 
Datai latihi merupakani datai yangi digunakani padai prosesi pembelajarani 
penelitiani pengenalani citrai dauni telinga,i dimanai datai inii merupakani datai 
acuani padai prosesi pengenalani citrai dauni telingai seseorang.i  
2. Datai Uji 
Datai ujii merupakani kebalikani darii datai latih,i datai ujii inii digunakani untuki 
pengujiani padai penelitiani agari mendapatkani hasili klasifikasii citrai darii 
prosesi pembelajarani yangi telahi dilakukan.i  
Berikuti inii merupakani Tabeli 3.1i darii pembagiani datai latihi dani datai ujii 
padai penelitiani pengenalani citrai dauni telingai seseorangi yaitu:i  
i Tabeli 3.1i Pembagiani Datai  
Berdasarkani tabeli pembagiani datai latihi dani datai ujii dii atas,i makai akani 
dicarii hasili perbandingani pembagiani datai terbaiki darii pembagiani datai yangi adai 
untuki melihati tingkati keberhasilani darii penelitiani yangi dilakukan.i Setelahi 
melakukani pembagiani data,i makai akani dilanjutkani langkahi selanjutnyai sebagaii 
berikut: 
3.5 Analisai Proses 
Padai tahapani analisai prosesi inii akani dilakukani 2i prosesi yaitui pre-
processing,i dani processingi  
3.5.1 Pre-processing 
Padai subi tahapani pre-processingi akani dilakukani beberapai tekniki 
pengolahani untuki menghasilkani suatui citrai barui yangi dapati mempermudahkani 
Pembagian Data Proses ke-1 Proses ke-2 Proses ke-3 
Data Latih 90% 80% 70% 




dalami prosesi pengambilani ekstraksii ciri.i Kemudian,i dengani tahapani 
preprocessingi inii diharapkani mendapatkani citrai yangi lebihi baiki sehinggai 
informasii yangi terkandungi dii dalami citrai tersebuti dapati diambili secarai maksimal.i 
Proses-prosesi yangi dilaluii padai subi tahapani pre-processingi inii adalahi sebagaii 
berikut: 
1. Cropping 
Prosesi croppingi inii dilakukani untuki menghilangkani noisei darii citrai dauni 
telingai dani membuangi bagiani citrai yangi tidaki diperlukani padai citrai dauni 
telinga.i Prosesi croppingi padai penelitiani inii akani menggunakani softwarei 
pendukungi yaitui Adobei Photoshopi 2020. 
2. Resize 
Prosesi resizei inii dilakukani untuki memaksimalkani ukurani citrai dauni 
telingai sehinggai lebihi mudahi dalami prosesi pengambilani ekstraksii ciri.i 
Prosesi resizei padai penelitiani inii akani menggunakani softwarei pendukungi 
yaitui Adobei Photoshopi 2020.i Penelitiani inii dilakukani dengani 
menggunakani resizei sebesari 300i xi 300i piksel.i  
3. Grayscalei Image 
Prosesi grayscalei imagei dilakukani untuki mempermudahi dalami prosesi 
perhitungani citra.i Citrai yangi padai awalnyai terdirii darii tigai warnai dasari 
yaitui Red-Green-Bluei (RGB)i akani diubahi menjadii warnai berderajati 
keabuan.i Untuki prosesi konversii citrai RGBi kei citrai grayscalei dilakukani 
perhitungani dengani menggunakani Persamaani (2.1). 
3.5.2 Processing 
Tahapi processingi merupakani tahapani yangi dilakukani setelahi 
preprocessing.i Processingi padai penelitiani inii terbagii atasi 2i jenis,i yaknii tahapi 
untuki ekstraksii cirii datai setelahi dilakukannyai prosesi preprocessingi menggunakani 
metodei Principali Componenti Analysisi (PCA)i dani prosesi klasifikasii menggunakani 




3.5.2.1i Ekstraksii Cirii PCA 
Ekstraksii cirii menggunakani metodei PCAi dilakukani setelahi dilakukani 
prosesi pembagiani datai latihi datai datai ujii citra.i Prosesi ekstraksii cirii menggunakani 
metodei PCAi inii terbagii atasi 2i jenis,i yaknii prosesi ekstraksii cirii citrai datai latihi dani 
ekstraksii cirii citrai datai uji.i Ektraksii cirii datai latihi untuki mencarii nilaii perhitungani 
eigenfacei dani projecti image,i sedangkani ekstraksii cirii datai ujii untuki langsungi 
mencarii nilaii perhitungani projecti image.Berikuti inii merupakani langkah-langkahi 
darii prosesi ekstraksii cirii citrai datai latihi menggunakani metodei PCAi yangi dapati 






















Gambari 3.2i Flowcharti Ekstraksii Cirii Citrai Datai Latihi PCA 
Berdasarkani flowcharti dii atas,i berikuti inii merupakani keterangani darii 
prosesi ekstraksii cirii datai latihi PCA: 
1. Nilaii Grayscalei Citra 
 Langkahi pertamai yangi harusi dilakukani untuki mendapatkani hasili ekstraksii 




akani digunakani prosesi PCA.i Setelahi didapatkani nilaii grayscale,i langkahi 
selanjutnyai adalahi membuati matriksi seti (nxn).i  
2. Membuati Matriksi Seti (nxn) 
 Matriksi seti adalahi prosesi yangi dilakukani untuki membentuki matriksi 
mnjadii 1i barisi per-image.i Carai membentuki matriksi seti inii adalahi dengani 
melakukani perkaliani pikseli matriks,i padai penelitiani inii menggunakani 
pikseli 300i xi 300,i sehinggai jumlahi kolomi padai matriksi seti adalahi 90000i 
per-image.i Prosesi pembuatani matriksi seti inii dapati dilakukani dengani 
Persamaani (2.2)i dani (2.3). 
3. Menghitungi ratai -i ratai Matriks 
 Menghitungi nilaii rata-ratai mtriksi inii adalahi prosesi yangi dilakukani untuki 
menghitungi nilaii rata-ratai per-kolomi darii matriki datai seti yangi didapat.i 
Menghitungi nilaii rata-ratai matriksi inii dapati dilakukani dengani Persamaani 
(2.4). 
4. Menghitungi Matriksi Normalisasi 
 Prosesi menghitungi nilaii matriksi normalisasii inii adalahi untuki 
menyederhanakani nilaii matriks.i Prosesi inii dapati dilakukani dengani 
Persamaani (2.5). 
5. Menghitungi Matriksi Kovarian 
 Matriksi kovariani didapati dengani carai melakukani perkaliani antarai matriksi 
normalisasii dengani matriksi normalisasii yangi dii transpose.i Prosesi mencarii 
nilaii matriksi kovariani dapati dilakukani dengani Persamaani (2.7). 
6. Menghitungi Nilaii Eigeni valuei dani Eigeni vector 
 Setelahi didapatkani matriksi kovarian,i makai langkahi selanjutnyai adalahi 
menghitungi nilaii eigeni valuei dani eigeni vectori dengani menggunakani 
Persamaani (2.8)i untuki mencarii nilaii eigeni valuei dani Persamaani (2.9)i 
untuki mencarii nilaii eigeni vector 
7. Menghitungi Matriksi Eigeni face 
 Matriksi eigeni facei dapati dihitungi dengani melakukani perkaliani antarai nilaii 
eigeni vectori dengani matriksi normalisasi. 




 Prosesi menghitungi nilaii projecti imagei dapati dicarii dengani melakukani 
perkaliani matriksi normalisasii dengani matriksi eigeni facei yangi telahi dii 
transpose.i Prosesi perhitungani nilaii projecti imagei dapati dilakukani dengani 
Persamaani (2.10) 
9. Nilaii Projecti Image 
 Setelahi dilakukani prosesi PCAi makai didapatkani nilaii projecti imagei 
sebagaii outputi darii ekstraksii cirii PCA.i Nilaii projecti imagei inii nantinyai 
akani dijadikani acuani padai prosesi klasifikasii BPNN.i  
Setelahi didapatkani nilaii projecti imagei padai prosesi pelatihan,i makai 
dilakukani perhitungani yangi samai untuki prosesi pengujiani PCA,i berikuti inii 
merupakani langkah-langkahi darii prosesi ekstraksii cirii citrai datai ujii yangi dapati 
















Gambari 3.3i Flowcharti Ekstraksii Cirii Citrai Datai Ujii PCA 
Berdasarkani flowcharti ekstraksii cirii citrai datai ujii PCAi dii atas,i makai 
berikuti inii merupakani penjelasani darii proses-prosesi dii atas: 
1. Prosesi Datai Uji 
Prosesi pengambilani datai ujii setelahi dilakukani pembagiani datai latihi 
dani datai ujii dengani 3i jenis,i yaitui 70%:30%,i 80%:20%i dani 90%:10%. 




Merupakani prosesi pengambilani hasili darii matriksi rata-ratai padai prosesi 
pelatihan,i dimanai matriksi rata-ratai tersebuti akani digunakani padai 
prosesi perhitungani matriksi normalisasii datai uji.i  
3. Menghitungi Matriksi Normalisasi 
Melakukani prosesi perhitungani matriksi normalisai,i dimanai prosesi 
perhitungani matriksi normalisasii inii samai dengani prosesi perhitungani 
matriksi normalisasii padai prosesi pelatihan,i hanyai sajai datai yangi 
digunakani adalahi datai uji.i  
4. Menghitungi Projecti Image 
Prosesi menghitungi nilaii projecti imagei datai ujii yaknii dengani 
melakukani perkaliani matriksi normalisasii dengani eigeni facei datai latihi 
yangi telahi dii transposei menggunakani Persamaani (2.10).i  
5. Nilaii Pojecti Imagei Datai Uji. 
Didapatlahi nilaii Projecti imagei datai ujii yangi nantinyai akani digunakani 
untuki klasifikasii menggunakani metodei BPNN. 
3.5.2.2i Klasifikasii BPNNi i  
Klasifikasii menggunakani BPNNi inii merupakani prosesi pengelompokani 
darii hasili ekstraksii cirii PCA,i dimanai prosesi PCAi yangi telahi diakukani prosesi 
pelatihani mendapatkani outputi nilaii projecti imagei (PC),i dimanai nilaii PCi tersebuti 
akani dijadikani acuani padai prosesi klasifikasii menggunakani BPNN.i Prosesi 
klasifikasii menggunakani BPNNi inii terbagii atasi duai macam,i yaknii pelatihani dani 
pengujian.i Berikuti inii merupakani penjelasani darii prosesi tersebut:i  
a. Pelatihani (Training) 
Prosesi inii nantinyai mengambili nilaii outputi PCi pelatihani prosesi ekstraksii 
cirii dani digunakani untuki prosesi pelatihani klasifikasii Backpropagationi 
Neurali Networki (BPNN).i Kemudiani dibuatlahi sebuahi aluri ceritai 























Gambari 3.4i Flowcharti Pelatihani BPNN 
Dii bawahi inii merupakani penjelasani darii flowcharti pelatihani menggunakani 
metodei BPNNi diatas: 
1. Inisialisasii awali dilakukani padai parameteri BPNNi dimulaii darii boboti awal,i 
kemudiani maksimali epoch,i learningi ratei dani terakhiri Hiddeni layer. 
2. Prosesi Datai Latihi dilakukani agari datai pelatihani dapati diambili setelahi prosesi 
normalisasii dilakukani padai datai pelatihani ekstraksii cirii PCA. 
3. Propogasii Majui bergunai untuki prosesi datai dengani menggunakani Persamaani 
(2.13)i hinggai (2.16). 
4. Propogasii Munduri menggunakani persamaani yangi adai diklasifikasii BPNN,i 
Persamaani (2.17)i hinggai (2.23). 
5. Perubahaani boboti dilakukani dengani aturani sesuaii algoritmai BPNN,i 
kemudiani perubahani boboti inii menggunakani klasifikasii BPNNi dengani 
Persamaani (2.24)i dani (2.25). 
6. Syarati Hentii merupakani prosesi pengecekani syarati hentii darii prosesi 
pelatihani BPNN,i yangi apabilai prosesi pelatihani sudahi mencapaii syarati hentii 




tersebuti telahi selesai.i Setelahi itui dilakukani prosesi pengujiani untuki melihati 
tingkati keberhasilani darii prosesi identifikasii dauni telingai seseorang.i Prosesi 
syarati hentii dilakukani dengani persamaani (2.28). 
b. Pengujiani (Testing) 
Prosesi inii bergunai untuki melihati hasili darii pengelompokani klasifikasii 
BPNN.i Prosesi pengujiani dimulaii dengani mengambili nilaii boboti padai prosesi 
pelatihan,i setelahi itui barulahi mengambili datai citrai ujii ekstraksii cirii PCAi yangi 
telahi dinormalisasikan.i Kemudiani didapatkani hasili klasifikasii identifikasii polai 
dauni telingai seseorang.i Dibawahi inii terdapati aluri prosesi pengujiani klasifikasii 





















3.6 Perancangani  
 Perancangani inii bertujuani untuki membuati rinciani sistemi sehinggai sistemi 
lebihi mudahi digunakani dani dipahamii olehi useri yangi menggunakani sistemi 
nantinya.i Dalami tahapani perancangani i inii dilakukani i prosesi yaitui berupai 
perancangani interface.i Perancangani interfacei inii dilakukani untuki 
mempermudahkani dalami prosesi pembuatani tampilan-tampilani yangi adai padai 
sistemi yangi akani dibangun.i Perancangani interfacei inii dibuati dengani 
menggunakani softwarei pendukungi yaitui Microsofti Visioi 2016.i  
3.7 Implementasii dani Pengujian 
Implementasii dani pengujiani merupakani tahapani yangi dilakukani setelahi 
menyelesaikani analisai dani perancangan.i Berikuti inii merupakani tahapani 
implementasii dani pengujiani yangi dilakukan: 
3.7.1 Implementasi 
Dalami penerapani sistemi yangi telahi dirancangi padai tahapani sebelumnya,i 
makai dalami prosesi implementasii dibutuhkani perangkati kerasi (hardware)i dani 
perangkati lunaki (software)i untuki menunjangi prosesi implementasii sistem.i 
Beberapai komponeni pendukungi dalami implementasii penelitiani inii yaitui sebagaii 
berikut: 
1. Perangkati kerasi (hardware)i sebagaii berikuti : 
a) Processor  :i Inteli ®i Corei ™i i5-9300i CPUi @i 2.40GHzi (8i CPUs),i ~2.4GHz 
b) Memory  :i 8192MBi RAM 
c) Tipei Aplikasi  :i 64-biti Operatingi System 
2. Perangkati lunaki (software)i sebagaii berikuti : 
a) Aplikasii Operasi :i Windowsi 10i Homei Single 
b) Tools   :i MatLabi 2018a 
3.7.2 Pengujiani dani Akurasi 
Tahapani pengujiani dani akurasii merupakani tahapani untuki melakukani 




ataui tidak.i Pengujiani dani akurasii i inii dilakukani dengani 2i carai yaitui sebagaii 
berikut: 
1. Pengujiani whitei boxi dilakukani untuki mengetahuii tingkahi lakui dani 
keberhasilani darii hasili imlementasii padai pengkodeani menggunakani metodei 
ekstraksii cirii PCAi dani klasifikasii BPNN.i  
2. Pengujiani akurasii yangi digunakani menggunakani Persamaani (2.32)i sehinggai 
hasili darii pengujiani tersebuti dapati dijadikani tolaki ukuti darii suatui tingkati 
keberhasilani penelitiani yangi dilakukani berdasarkani :i  
a) Pembagiani datai latihi dani datai uji,i pembagiani datai latihi dani datai ujii 
yangi dilakukani dalami penelitiani inii terbagii atasi 3i jenis,i yaitui 70%i :i 
30%,i 80%i :i 20%i dani 90%i :i 10% 
b) Parameteri yangi akani diujii padai penelitiani inii adalahi nilaii Ni (5,i 10,i 15i 
dani 20)i MSEi 0.0001,i learningi ratei (0.1i dani 0.5),i dani neuroni hiddeni 
layeri (10,i 15i dani 20)i sertai maksimali epochi 100 
3.8 Kesimpulani dani Saran 
Tahapani kesimpulani dani sarani merupakani tahapani akhiri darii penelitiani ini.i 
Padai tahapani kesimpulani akani berisii kesimpulani akhiri darii sistemi yangi dibanguni 
apakahi berjalani dengani baik,i hasili akhiri darii sistemi sertai kelebihani darii sistemi 
dengani menggunakani metodei BPNNi berdasarkani tingkati akurasii yangi diperoleh.i 
Sedangkani padai tahapani sarani akani berisii pengembangani ataui perbaikani darii 
hasili penelitiani yangi telahi dilakukani untuki menjadii penelitiani yangi lebihi baiki 





BAB VI  
PENUTUP 
6.1 Kesimpulan 
Berdasarkani seluruhi tahapani yangi dilaluii padai penelitiani Tugasi Akhiri 
dalami pengenalani polai dauni telingai seseorangi ini,i makai dapati diambili beberapai 
kesimpulani yaitui sebagaii berikut: 
1. Sistemi identifikasii pengenalani dauni telingai seseorangi dengani menerapkani 
metodei PCAi (Principali Componenti Analysis)i dani BPNNi (Backporpagationi 
Neurali network)i berhasili dibangun. 
2. Akurasii tertinggii yaitui 100%i terdapati padai pembagiani datai latihi dani datai ujii 
90%:10%.i dengani nilaii N=20,i learningi ratei 0,5,i neuroni hiddeni 20. 
3. Pengambilani nilaii Ni padai nilaii PCi akani berpengaruhi terhadapi akurasii yangi 
diperolehi dimanai nilaii Ni yangi diambili adalahi nilaii PCi yangi semakini kei 
kanani ataui semakini besari nilaii Ni yangi diambil,i makai akani menghasilkani 
akurasii yangi baik. 
4. Pembagiani rasioi pengujiani dalami penelitiani Tugasi Akhiri inii berpengaruhi 
terhadapi akurasii yangi dihasilkan,i dimanai semakini banyaki jumlahi datai ujii 
makai tingkati akurasii cenderungi akani semakini tinggi. 
6.2 Saran 
 Berikuti inii beberapai sarani yangi diberikani penulisi untuki dapati 
dikembangkani lagii kedepannyai yaitui : 
1. Datai penelitiani yangi digunakani untuki penelitiani selanjutnyai dapati 
diprosesi sebaiki mungkini terlebihi dahului padai tahapani preprocessingi 
sepertii dengani menerapkani prosesi segmentasii citra,i meningkatkani kualitasi 
citrai dani prosesi penghilangani noisei yangi lebihi baiki lagi. 
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Tabeli A.1i Datai Identitasi Responden 
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CITRAi DAUNi TELINGAi RESPONDEN 
Berikuti adalahi citrai dauni telingai masing-masingi respondeni dalami 
penelitiani Tugasi Akhiri inii yangi merupakani datai awali sebelumi dilakukani tahapani 
croppingi dani resizei sepertii yangi terlihati padai Tabeli B.1i dii bawahi ini: 
Tabeli B.1i Citrai Datai Telingai Responden 
NO. 
NAMAi PEMILIKi DAUNi 
TELINGA 
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Tablei B.2i Datai Citrai Dauni Telingai Hasili Croppingi dani Resize 





























































































































































































































































































































































































































































































































































































































































































































































































































































































PEMBAGIANi DATAi PENELITIAN 
1. Pembagiani Datai 90:10 
Berikuti adalahi pembagiani datai latihi dani datai ujii padai penelitiani Tugasi Akhiri inii dengani rasioi 90:10i sepertii yangi terlihati padai 
Tabeli C.1i dani Tabeli C.2i dii bawahi ini: 
Tabeli C.1i Citrai Datai Latihi (360i Citra) 






























































































































































































































































































































































































































































































































































































































































































































































































































































































2. Pembagiani Datai 80:20 
Berikuti adalahi pembagiani datai latihi dani datai ujii padai penelitiani Tugasi Akhiri inii dengani rasioi 80:20i sepertii yangi terlihati padai 
Tabeli C.3i dani Tabeli C.4i dii bawahi ini: 
Tabeli C.3i Citrai Datai Latihi (320i Citra) 





























































































































































































































































































































































































































































































































































































































































































































































































































































































3. Pembagiani Datai 70:30 
Berikuti adalahi pembagiani datai latihi dani datai ujii padai penelitiani Tugasi Akhiri inii dengani rasioi 70:30i sepertii yangi terlihati padai 






Tabeli C.5i Citrai Datai Latihi (280i Citra) 
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