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Abstract
In this paper, we focus on image quality assessment (IQA) in sensor networks and propose a novel method named
gradient magnitude and variance pooling (GMVP). The proposed GMVP follows a two-step framework. In this first
step, we utilize gradient magnitude to compute the local quality, which is efficient and responsive to degeneration
when the images are transmitted by sensor networks. In the second step, we propose a weighted pooling operation ,
i.e., variance pooling, which explicitly considers the importance of different local regions. The variance pooling
operation assigns different weights to local quality map according to the variance of local regions. The proposed
GMVP is verified on two challenging IQA databases (CSIQ and TID 2008 databases), and the results demonstrate that
the proposed GMVP achieves better results than the state-of-the-art methods in sensor networks.
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1 Introduction
With the rapid development of wireless communications
and electronics, sensor networks have received much
attention in research fields [1, 2]. The wireless sensor
network (WSN) consists of a variety of sensors, such as
video cameras, microphones, infrared badges and RFID
tags, which drives the applications of WSN in the fields
of surveillance systems, guiding systems, biological detec-
tion, habitat, agriculture, and health monitoring. There
are a mount of images transmitted in sensor networks.
Thus, finding ways to test the performance of sensor
networks about the transmitted image quality has pro-
voked great interests in research fields. In this paper, we
focus on image quality assessment (IQA) for testing sen-
sor network. Human beings are the final observers of the
transmitted images, and therefore, they are entitled to
evaluate the image quality as shown in Fig. 1. Hence, the
target of IQA is to develop automatic methods that can
predict image quality consistently with human subjective
evaluation.
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There are three kinds of IQA models in terms of the
availability of a reference image: full reference (FR) mod-
els where the pristine reference image is available, reduced
reference (RR) models where only a small fraction of ref-
erence information is available, and no reference (NF)
models where the reference image is unavailable. This
paper only discusses FR-IQA models which can be widely
used to evaluate the performance of image transmission
system, e.g., sensor networks, by measuring the quality
of their output images. Generally speaking, FR-IQA mod-
els can be classified into two types. The first one is built
under a bottom-up framework [3–5] which simulates the
various processing stages in the visual pathway of human
visual system (HVS), including just noticeable differences
[6], visual masking effect [7], etc. Nevertheless, HVS is
too intricate to construct an accurate bottom-up FR-IQA
framework. The second one constructs a top-down frame-
work [8–11] which designs to model the overall function
of HVS according to some global assumption. Recent
studies [8, 9] have demonstrated the effectiveness of these
kinds of methods, and thus, many approaches follow the
top-down framework. The structural similarity (SSIM)
[12], as a representative approach of top-down model, is
based on the assumption that HVS is highly adapted to
extract the structural information from the visual scene,
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Fig. 1 The image transmission procedure utilizes sensor networks, and human beings are the final observers of the transmitted images
and thus, a measurement of SSIM should provide a good
approximation of image quality. The improvements of
SSIM, for example, multi-scale structural similarity (MS-
SSIM) [13], three-component weighted SSIM (3-SSIM)
[14], and information-weighted SSIM [15] also employ the
same assumption and achieve better results than original
SSIM. Moreover, information fidelity criteria (IFC) [16]
and visual information fidelity (VIF) [17] regard HVS as
a communication channel. The subjective image quality is
predicted by computing how much the information in the
reference image is preserved in the transmitted one.
From another point of view, many FR-IQA models con-
sist of two stages [15, 18, 19] as shown in Fig. 2. The
first step is local similarity computation which is calcu-
lated by locally comparing the transmitted image with
the reference image according to some similarity func-
tion. Considering the computational complexity, many
approaches adopt image gradient as a measurement fea-
ture [20–22] due to effectively capturing image local
structure which is incentive to HSV. Most gradient-based
FR-IQAmodels [8, 9] are inspired by SSIM [12]. They first
compute the similarity between the gradients of the ref-
erence image and transmitted image and then compute
some additional information, such as the difference of gra-
dient orientation and luminance similarity, to combine
with the gradient similarity. The second stage is the pool-
ing operation which obtains a single overall quality score
calculated from local similarity computation. The pool-
ing operations, which aggregate similarity map or vectors
into a single score or one vector, are widely used in many
fields, such as image quality assessment [23], image clas-
sification [24, 25], human action recognition [26, 27]. The
common used pooling operation is the average pooling,
i.e., calculating the average of all local quality values as
the final quality score. However, the average pooling treats
each local region in an image equally, which neglects
the local contrast information of the reference image.
As a result, some weighted pooling operations, includ-
ing visual attention [28], assumed visual fixation [29], and
distortion-based weighting [30], have been proposed and
achieve better performance than the average pooling.
In this paper, we propose a novel FR-IQA model named
gradient magnitude and variance pooling (GMVP) for
testing sensor networks. First, we utilize gradient magni-
tude, i.e., Sobel filter, to compute the local quality, which
is responsive to artifacts introduced by compression, blur
or additive noise, etc. In addition, natural images usu-
ally have diverse local structures which reflects the degree
of importance of different local regions. Based on the
consideration, we propose a novel pooling operation, i.e.,
Fig. 2 The common flowchart of FR-IQA models
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variance pooling, which assigns different weights accord-
ing to the variance of local regions. Our method is verified
on two challenging IQA databases, and the experimen-
tal results demonstrate that the proposed GMVP achieves
higher prediction accuracy than that of previous methods
on image quality assessment.
The rest of this paper is organized as follows.We present
the proposed GMVP in Section 2, including Sobel similar-
ity and variance pooling. Section 3 shows the experimen-
tal results which outperform the state-of-the-art methods
on the two publicly IQA databases. Finally, in Section 4,
we conclude this paper.
2 Gradient magnitude and variance pooling
2.1 Sobel similarity
Many gradient-based FR-IQA approaches utilize a simi-
larity function to calculate gradient similarity [8, 10, 20].
In addition to gradient magnitude, these approaches also
adopt other similarity features, for example, luminance
similarity and structural similarity. Zhang et al. [8] com-
bined phase congruency, which is a dimensionless mea-
sure of the significance of a local structure, with gradient
magnitude. However, the computation of phase congru-
ency is time consuming.
The proposed GMVP only utilizes gradient magnitude
as the similarity feature to increase computational effi-
ciency. The gradient magnitude is defined as the root
mean square of image directional gradients along two
orthogonal directions. We usually calculate the gradient
by convolving an image with a filter, for instance Sobel,
Prewitt, Roberts filters, or others [31, 32]. In GMVP, we
adopt the Sobel filter, which is a simple and classic 3 × 3
filter, to detect the gradient. The gradient along horizon-


















The reference image (ri) and transmitted image (ti) are
filtered by Sobel operator, and then the gradient mag-
nitudes of ri and ti at location (m, n) are calculated by
gri(m, n) =
√
(ri ⊗ fx)2(m, n) + (ri ⊗ fy)2(m, n) (3)
gti(m, n) =
√
(ti ⊗ fx)2(m, n) + (ti ⊗ fy)2(m, n) (4)
where gri(m, n) and gti(m, n) are the gradient magnitudes
of ri and ti at location (m, n), respectively. ⊗ denotes
the convolution operation. With the gradient magnitude
images gri and gti, the Sobel similarity map (SSM) is
computed by
SSM(m, n) = 2gri(m, n)gti(m, n) + T
g2ri(m, n) + g2ti(m, n) + T
(5)
where T is a positive constant. The SSM reflects the simi-
larity between the reference image and transmitted image.
Specifically, when gri(m, n) and gti(m, n) are the same, the
SSM(m, n) is the maximal value 1.
Some example images about gradient magnitude and
SSM are shown in Fig. 3. The first and second columns
denote reference and transmitted images, respectively.
The third and fourth columns are the gradient magnitudes
of reference and transmitted images, respectively. The last
column indicates the Sobel similarity map which is the
input of pooling stage.
2.2 Variance pooling
The final quality score can be obtained from SSM via pool-
ing operation. The most commonly used pooling opera-
tion is average pooling, i.e., averaging all the SSM values
as the final quality score. However, this pooling opera-
tion equally treats each SSM value, i.e., each SSM value
is assigned the same weight 1 regardless of what the local
structure is. It fails to capture the local contrast informa-
tion in the reference image. Figure 4b shows the variance
map of the 3 × 3 region of Fig. 4a. From this figure, we
can see that the local regions with high contrast contain
much structure information, and therefore, they should
contribute more to evaluate the image quality. In order
to exploit the local contrast information of the reference
image, we define the variance of a local region as a weight
in the pooling stage





(ri(p, q) − θ(m, n))2 (6)




q=n−R ri(p, q) is the
mean value of reference image ri at location (m, n), and R
is the radius of the local region. Here, we set R to 1, i.e.,
we calculate the weight in a 3 × 3 local region. Further-
more, the pooling weight w should be normalized using
the maximum value of w.
There are two advantages about the variance pool-
ing. First, different local regions show different vari-
ance which considers microscopic structures of reference
image. Specifically, when a local region is flat, its vari-
ance is low, while the variance is high at the boundaries of
different regions. Second, the pooling weight w and SSM
are complementary. Their joint distribution can better
Zhang and Liu EURASIP Journal onWireless Communications and Networking  (2016) 2016:15 Page 4 of 6
Fig. 3 Some example images about gradient magnitude and SSM from CSIQ database. ri reference image, ti transmitted image, gri gradient
magnitude of ri, gti gradient magnitude of ti, SSM Sobel similarity map
characterize the difference between reference image and
transmitted image. The final quality score is computed by





w(m, n)SSM(m, n) (7)




We verify the proposed GMVP on two publicly avail-
able databases: CSIQ database [33] and TID2008 database
[34]. It should be noted that we consider the distor-
tion images as transmitted images because the images
will degenerate when they are transmitted by sensor net-
works. The CSIQ database consists of 886 transmitted
images and 30 reference images. The transmitted images
contains six types of distortions at five different distor-
tion levels. Concretely, the six types of distortions involve
JPEG compression, JPEG 2000 compression, Gaussian
blur (GB), additive white noise (AWN), additive pink
Gaussian noise (APGN), and global contrast decrements
(GCD). The TID 2008 database has 1700 transmitted
images and 25 reference images with 17 kinds of dis-
tortions at 4 levels. Note that each image in the IQA
databases has been assessed by human beings under con-
trolled conditions and then assigned a quantitative quality
score: mean opinion score (MOS) or difference MOS
(DMOS).
For fair comparison, we employ three commonly used
criteria to evaluate the proposed GMVP. The first crite-
rion is the Pearson linear correlation coefficient (PLCC)
between MOS and the objective scores after nonlinear
regression. The second criterion is the Spearman rank-
order correlation coefficient (SROCC) which measures
the prediction monotonicity of an IQA approach. The
last one is the root-mean-square error (RMSE) between
MOS and the objective scores. We adopt the nonlinear
regression proposed in [35].
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Fig. 4 a Reference image and b its variance map of the 3 × 3 region
3.2 Performance comparison
The choice of local region size has an impact on the
GMVP performance. They are parameterized by a dis-
crete set {2, 3, 4, 5}. We evaluate different values for RMSE
on the CSIQ database. The value of RMSE is {0.082, 0.070,
0.078, 0.094}, and therefore, we choose 3 as the local
region size.With the optimal parameter, Table 1 shows the
comparative results on the CSIQ database according to
PLCC, SROCC, and RMSE. We show the top three meth-
ods in boldface for each evaluation criterion. Note that
higher PLCC and SROCC values, or a lower RMSE value,
Table 1 Performance of the proposed GMVP and other methods
on the CSIQ database
PLCC SROCC RMSE
IFC [16] 0.837 0.767 0.144
GSD [11] 0.854 0.854 0.137
G-SSIM [9] 0.874 0.872 0.127
SSIM [12] 0.861 0.876 0.133
VIF [17] 0.928 0.919 0.098
GS [20] 0.896 0.911 0.116
MS-SSIM [13] 0.899 0.913 0.115
MAD [33] 0.950 0.947 0.082
IW-SSIM [15] 0.914 0.921 0.106
FSIM [8] 0.912 0.924 0.108
GMSD [22] 0.954 0.957 0.079
GMVP 0.962 0.958 0.070
indicate better performance. From this table, we can see
that the proposed GMVP achieves the best results based
on all three criteria. The proposed GMVP obtains better
performance than the other gradient-based approaches,
i.e., FSIM, G-SSIM, GSD, GS, andGMSD, because the pro-
posed GMVP adopts weighted pooling operation which
explicitly considers the local structure contribution.
We also test the performance of the proposed GMVP on
the TID2008 database. The results are shown in Table 2.
The proposed GMVP achieves better results in all crite-
ria. It is because the proposed GMVP not only utilizes the
Table 2 Performance of the proposed GMVP and other methods
on the TID2008 database
PLCC SROCC RMSE
IFC [16] 0.203 0.568 1.314
GSD [11] 0.707 0.657 0.949
G-SSIM [9] 0.760 0.731 0.873
SSIM [12] 0.773 0.775 0.851
VIF [17] 0.808 0.749 0.790
GS [20] 0.842 0.850 0.723
MS-SSIM [13] 0.845 0.854 0.717
MAD [33] 0.829 0.834 0.751
IW-SSIM [15] 0.858 0.856 0.689
FSIM [8] 0.874 0.880 0.653
GMSD [22] 0.879 0.891 0.640
GMVP 0.882 0.897 0.628
Zhang and Liu EURASIP Journal onWireless Communications and Networking  (2016) 2016:15 Page 6 of 6
gradient information, but also assigns different weights in
the pooling stage. Once again, we prove the effectiveness
of our algorithm on this database.
4 Conclusions
This paper proposes a novel FR-IQA approach named
GMVP to overcome the limitation of traditional average
pooling operation. For computational efficiency, we adopt
the Sobel filter to compute the local quality map. Then, we
explicitly consider the local contrast information of refer-
ence images in the pooling stage. To this end, the variance
of a local region is defined as a weight which is utilized
to reflect the importance of local regions. The experimen-
tal results on CSIQ and TID 2008 databases show that
the proposed GMVP achieves better results than previous
approaches in testing sensor networks.
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