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Abstract 
De Bruin, M.G., A tool for locating zeros of orthogonal polynomials in Sobolev inner product spaces, Journal 
of Computational and Applied Mathematics 49 (1993) 27-3.5. 
In the theory of polynomials orthogonal with respect to an inner product of the form (f, g) = 
&‘f(x)g(x> d$(x) + Cr= 1A, f @k)(O)g(‘*)(O), one is confronted with the following situation: for certain values of 
the parameters, the orthogonal polynomial of degree n does not have all its zeros inside the support of the 
distribution function d$. This paper gives a method to investigate the zero distribution by looking at a type of 
limiting polynomial. For the case m = 2 it is shown that there are exactly two zeros outside the true interval of 
orthogonality for A,, A, large; moreover, it is proved that these zeros are nonreal (complex conjugates) in the 
case i, + 1 = i,. Also several examples are given. 
Keywords: Orthogonal polynomials; Sobolev spaces; zeros 
1. Introduction 
The last years there has been quite some interest in orthogonal polynomials in a Sobolev 
space setting. It is outside the scope of this paper to give a historical review: the reader is 
referred to [l-3] and the references therein. Consider the space _Y of all real functions f on 
[0, m] for which 
IV II* = /6i.W2 d+(x) + k~1~,(f’i”(0))2 < ~0. (1) 
In this formula, + is a distribution function with infinitely many points of increase, A,, . . . , A, 
are positive real numbers and i,, . . . , i, are integers with 1 < i, < i, < . - * < i,. 
2 is an inner product space with respect to the inner product 
(f, s>= (&)g(x) d+(x) + E 4J(ik)(0)g(ik)(O). (2) 
k=l 
The norm in (1) is derived from the inner product (2). 
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Usually the linear space 9 of all polynomials is a subset of the inner product space 
(9, ( . , . )), and orthogonality is introduced by 
fQ * (f, s>=O. 
For the sequel we assume 9 CL?; the well-known Gram-Schmidt orthogonalisation process 
then shows the existence of a sequence (S,(x))~=, of orthogonal polynomials with respect to 
( * ; ), deg S, = ~1, II = 0, 1,. . . (of course depending on A,, i,, $1. 
This time, however, contrary to the case of the classical orthogonal polynomials, these S, no 
longer satisfy a three-term recurrence relation, nor do they have all their zeros in the support 
of l/5! 
The aim of this paper is to introduce a tool that can be used in locating the zeros of the S,; 
specifically those that do not belong to (0, a)): these will be called exceptional. 
Note that it is possible that the support of ti reduces to an interval [a, b] with 0 < a < b < ~0. 
It is only for the sake of simplicity that the delta function type additions to the integral inner 
product are located at 0. The case where the derivatives are taken at a point c E R, without 
giving a priori information on its location with respect to the support of +, can be treated in an 
analogous way. Replace in the sequel the basis {xi)~~,, for the space 9 by ((x - c>~};=, and read 
x - c for x. An example of this type will be treated in the final section of the paper. 
2. The orthogonal polynomials 
From the previous section we know that the orthogonal polynomials exist and that they are 
unique (up to a multiplicative constant). There is an intimate connection between S, and the 
ordinary orthogonal polynomials on [0, m) with respect to x2j d+(x), 0 <j < i, + 1 (cf. [2]); we 
will not go into this matter. 
Using the moments of the distribution $, 
cj=jo,r’d$(x), j>O, 
the polynomials can be given explicitly by the following (n + 1) X (n + 1) determinant: 
d 04 d 0,l **- d 0.n 
d d * * * 130 1,l d l,fi 
S,(x)= : : *. : , 
d,:,,, d,:,,, a*’ d,l~,n 
1 X . . . Xn 
where 
i 
‘i+j’ (i, j) # (ik, ik), k = l,..., m, 
di,j = 
(i,!j2A, +czik, (i, j) = (ik, ik), k = 1,. ..,m. 
(3) 
(4) 
Remark 2.1. It is obvious that the polynomial S, reduces to the ordinary orthogonal polynomial 
of degree II with respect to d+ for II < i,; only for IZ 2 i, + 1 the pattern that arises because of 
the derivatives in the inner product is left undisturbed by a further increase of degree. 
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Example 2.2. Put d+(x) = dx on [l, 21 and d+(x) = 0 for x P [l, 21; m = 2, i, = 1, i, = 2, 
A, = 1, A, = 0.25 in (2). Then, 
S,(x) = &(2740x3 - 2610x* - 852x - 2907) 
with zeros, correct to five decimal places, given by 
x1 = 1.57660, x2,3 = -0.31202 + 0.75866i. 
For A, = & the zeros of S, are independent of A,: 
x1 = -0.73039, x2 = 1.22809, x3 = 1.80230. 
3. The auxiliary polynomial 
The zeros of a polynomial depend continuously on the coefficients; this will be exploited to 
define an auxiliary polynomial connected with S, that in a certain way mimics the zero-be- 
haviour. 
Definition 3.1. The limiting polynomial LS,(x) is given by 
IS,(x) = lim 
%(x) 
A,,...,A,,,*m A,A, * * * A,,, * (5) 
The following theorem is then obvious and will be given without proof. 
Theorem 3.2. Given S,, there exists for every E > 0 a real number G, such that for 
min(A,, A*,..., A,,,) > G the n zeros of S, lie within e-distance of the n zeros of the limiting 
polynomial LS,. 
The polynomial LS, can be calculated from (3) by omitting in the determinant the columns 
and rows with numbers i,, i,, . . . , i,. Now, all of a sudden, the problem at hand reduces to 
finding the zeros of a polynomial 
missing! 
For m=2, i,=r and i,=s for 
C r-l 
C*r-2 
C2r 
C r+s-2 
of exact degree n in which the powers ~‘1, xiz, . . . , xi, are 
instance, this polynomial can be given explicitly by 
C r+l 
C2r 
C*r+* 
C T+S 
C r+s C r+s+* 
C n+r-2 C n+r 
Xr-l 
X 
r+l 
. . . 
. . . 
. . . 
, . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
cn 
C n+r-1 
C tlir+l 
C n+s-1 
C n+s+l 
C*n-1 
X” 
(6) 
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4. Zeros; the case m = 2 
From now on we take m = 2 and label the derivatives that appear in the inner product by r 
and s with Y <s. For n < Y we have the ordinary orthogonal polynomials with respect to d+ 
and for Y + 1 < II < s the results in [2] apply. Therefore we restrict ourselves to n > s + 1. The 
inner product now has the form 
(f, s>= juif(x)w(x) d+(x) +A,f”‘(O)g”‘(O) +~,f’“‘(O)g’“‘(O). 
The following result can be proved (found independently by Meijer). 
Theorem 4.1. Let supp $I = [0, a), where a is finite or infinity. Then S, has at least n - 2 different 
zeros of odd multiplicity in (0, a). 
Corollary 4.2. Let supp $ = [0, a), where a tk finite or infinity. If S, has one or more exceptional 
zeros, it/they belong to ( - w, 0] or are complex conjugates. 
Remark 4.3. Now a criterion is needed to find out whether there are exceptional zeros or not! 
First we have the following result. 
Theorem 4.4. Let supp $ = [0, a), where a is finite or infinity. Then LS, has exactly n - 2 simple 
zeros on (0, a). 
After this, two cases will be treated seperately: the two derivatives in the inner product are 
subsequent or not. 
Theorem 4.5(a). Let s = r + 1; then LS, has two complex conjugate zeros (Y + ip with cx -C 0, 
p # 0. 
Theorem 4.5(b). Let s 2 r + 2; then the two exceptional zeros of LS, are either on ( - ~0, 0) or are 
complex conjugate of the form (Y f ip with (Y < 0, p # 0. 
Corollary 4.6. There exists a real number G such that Theorems 4.4, 4.5(a) and 4.5(b) hold for S,, 
if min(A,, AZ) > G. 
Remark 4.7. In the case of arbitrary m, a counterpart to Theorem 4.4 has not yet been proved 
in full, but in the case 
i,=i,+k, k=l,..., m, with i, 2 0 an arbitrary integer, 
it is possible to show that 
LS, has at least 2[ +m] complex zeros, (7) 
and thus there exists a real number G such that (7) also holds for S,, if min(A,, A,, . . . , A,) > 
G. This will be a matter of continuing research. 
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Example 4.8. We consider the case m = 2 with dt)(x) = dx on [0, l] and vanishing outside this 
interval. The moments are simply c, = l/(n + 1) and we find the following results. For sake of 
simplicity, A,, A, have been replaced by A,/(r!)*, A,/(s!)*. 
l r = 1, s = 3. U,(x), y1= 4, 5, has it - 2 simple zeros in (0, 1) and two in ( - 1, 0). D,(x) has 
four simple zeros in (0, 1) and two conjugate complex zeros in the left half-plane. 
Now we look at S,(X): for A,, A, = 0, we have the ordinary orthogonal polynomial with 
respect to w(x) = 1 on [0, 11; for A,, A, large enough, we find the same behaviour as for 
U,(x). The transition, however, is quite interesting: 
AI-+$, A,=%: two simple zeros in (0, 1) and two in (- 1, 0); 
A, arbitrary, A, = A: three simple zeros in (0, 1) and one in (- 1, 0); 
A, = $, A, = A: two simple zeros in (0, 1) and two complex zeros in the left half-plane. 
l r = 2, s = 4. We have to take the degree greater than or equal to 5 now. U,(x), 12 = 5, 6, has 
n - 2 simple zeros in (0, 1) and two complex conjugate zeros in the left half-plane. 
l r = 1, s = 4. Again we take the degree greater than or equal to 5. ZS,(x), n = 5, 6, 7, 8, has 
12 - 2 simple zeros in (0, 1) and two complex conjugate zeros in the left half-plane. 
Remark 4.9. General theorems (de and y1 arbitrary) about the location of the zeros are not 
simple to prove. An isolated result is: for r = 1, s = 3, S,(x) has zeros -&xi, fx, with 
0 <X1 <X2 < 1. 
5. Proofs 
The proofs will be given using the elementary symmetric polynomials on the zeros of a given 
polynomial and the following lemma. 
Lemma 5.1. Let the polynomial p(x) have k diff erent zeros on (0, ~0); they all have multiplicity 1, 
except for at most one with multiplicity 2. Then, 
(8) 
Proof. Let the zeros be ordered as 0 <x1 <x2 < * * * <x~_~ < xk and consider the case that all 
zeros have multiplicity 1. Look at the case j = 1, i = 2 first. Then p’ has zeros that interlace 
with those of p: 
o<x,<y,<x,<y,< *** <X,&<y&r<X~. 
The lemma now follows from the inequalities 
The case that there is indeed one zero of multiplicity 2 leads to three subcases: xj has 
multiplicity 2 for j = 1, a value 2 <j < k - 1 or j = k. In all three subcases the double zero of p 
is a single zero of p’ and the other zeros of the derivative show an interlacing property, leading 
to the inequality of the lemma in the same manner as before. 
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Iterating the result just found, now there are simple zeros only, we find (8) for i =j + 1; the 
final result is then obvious. 0 
Proof of Theorem 4.1. Let x 1, . . . , xk be the different zeros of odd multiplicity of S, in (0, a) 
and define 4(x) = nf=,( x -xi>. Then S,(X)~(X) does not change sign on [0, a) and can be 
taken positive without loss of generality; the assumption k G II - 3 leads with (S,(X), x’~(x)) 
= 0 for j = 0, 1, 2 to the following set of inequalities: 
A,S;‘(O)$“‘(O) +A,S~‘(O)+‘“‘(O) < 0, (9a) 
&S;)(O)#+-i)(o) + sA*s~‘(o)~‘“-1’(0) < 0, (9b) 
Y(T - 1)A,S~‘(0)~“-*‘(0) + s(s - 1)A,S~‘(0)~‘“-*‘(0) < 0. (9c) 
In the sequel, the following simple facts will be used: 
4(‘)(O) = 0 =$ @)(O) = 0 for i 2 j; 
sign@j)(0)=(-l)k-i, forj=O,l,.,., k. 
For r = 1, the third inequality reduces to one term S~)(O>@-*j(O) < 0, thus SF)(O) # 0, and 
therefore So’@-“(0) > 0 > S~)(O>~cs)(O>. The first and second inequality then lead to 
0 <A,1 S,:(O)@(O) I 4 vv9P(o> I 
and 
0 < AA21 ss;“(o)@-l)(o) 1 <A,I s;(o)c$(o) 1. 
Combination of these last inequalities gives 
~~i<~~~~~~~)~<~~~~~~)~~ 
which is in contradiction with Lemma 5.1 (the strict inequalities that follow from (9) show that 
the quotients are well-defined). 
For Y 2 2, the proof follows checking a number of cases, some of which might be nonexistent 
because of the relative values of 12 and s. 
(1) &‘)(O) # 0 for i = Y, Y - 1 respectively Y - 2 because otherwise the first, second respec- 
tively third inequality given above would lead to a contradiction (s > r). 
(2) If 4(“-*j(O) = 0, then also 4 (“-“(0) = 4(“)(O) = 0. Because the derivatives of order r, 
r - 1, Y - 2 alternate in sign, we find the contradiction that SC’(O) has to be both positive and 
negative. 
(3) If #“-l)(O) = 0, then also 4(“)(O) = 0 and the first and second inequality lead to a 
contradiction. 
(4) If 4(“)(O) = 0, +(“-“(0) # 0, the first inequality gives S$‘(O>+cr)(0) < 0, therefore 
S:)(O)@-l)(O) > 0 and S~)(O>~cr-2)(O> < 0. The second and third inequality then lead to 
respectively 
0 <rA,Is~‘(o)~“-l’(o)I <sA21s~‘(o)~‘“-1’(o)I, 
l(r- l)A,\S~‘(O)~“-*‘(o)~ >s(s - l)A*IS~‘(O)~‘“-2’(0)1> 0. 
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This implies S(“)(O) # 0 and &(“-2)(O> # 0 4 (‘-2)(O> #0; combination of the inequalities shows 
~:::I::i:l~<:~:::~~~~~~~~~:::f~~~~. (10) 
This is in contradiction with Lemma 5.1. 
(5) Finally, we are left with the case that all derivatives of 4(j)(O) in (9) are different from 
zero. It is at once clear that S?)(O) # 0, Sj,s)(O> # 0, because otherwise (9) leads to a contradic- 
tion in view of the alternating signs of the #j)(O). The two terms in (9a) then cannot both be 
positive and if they were both negative, (9b) would lead to a contradiction: therefore they are of 
different signs. Proceeding as in the case Y = 1, we find again (10); a contradiction. 
We conclude that k > n - 2. 0 
Proof of Theorem 4.4. Because two coefficients of the polynomial LS, are equal to zero, not all 
zeros can belong to (0, a). Assume that apart from the (minimal number of> n - 2 zeros of odd 
multiplicity on (0, a) - given by 0 <x1 <x2 < * * * <x,_~ < a - there is one zero y more on 
the nonnegative real axis (i.e., y = 0 or y 2 a is allowed). The last zero z then must be real and 
negative. 
Let the elementary symmetric polynomials in the xi be denoted by 7j, i.e., 
rj = c xi,xi 2”‘xi,, l,<j<n-2, To=l. 
l<i,<i,< ..-i,<n-2 
The fact that the coefficients of xr and xs vanish gives two equations: 
YZ7,_,_2 + (Y +z)7n_r_1 + r,_, = 0, ( 114 
yz7,_,_2 + (Y +z)q-$& + r,_, = 0. ( w 
Introducing the polynomial 
n-2 
PCx) = Cx -Y),cl Cx -xj)y (12) 
with its elementary symmetric polynomials uj, 0 <j ,< n - 1, the equations (11) can be solved for 
z and we find 
u n-r (T n--s ----= 
(T a,-,-, 
(13) 
n-r-1 
Now (j - l)! on_j = ( - 1)” ~j#-“(O), showing that (13) is in contradiction with Lemma 5.1. 
Therefore there must be at least - and thus exactly - two zeros of S, not in the interval 
[O, 03) ( y = 0: omit the factor x - y in (12) and replace in (13) u by 7). q 
Proof of Theorem 4.5(a). The existence of complex zeros follows directly from Theorem 4.4 and 
[4, Part V, Chapter 1, Problem 491. The location in the left half-plane is proved by solving (11) 
for the unknowns yz respectively y + z with Cramer’s rule and checking the sign of the 2 x 2 
determinants which can be found from estimates of differences of quotients of the elementary 
symmetric polynomials rj. 
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As yz = (T,_,_~T,-~ - 7,_,~,_,_~)/(~,_,_~7~_~_~ - T,_,_~T,_,_~), application of Lemma 5.1 
shows that the numerator is negative and the denominator also: thus yz > 0 (here the fact that 
I p(j)(0)/p(i-l)(O) I = Q-~_~/T,_~_~ is used). 
Similarly y +z = (r,_,~,_~_~ - ~,_,-~~,_~)/(7,-,-~7~_~-~  rn-r_1r,-,_2) is a fraction with 
positive numerator and negative denominator: y + z < 0. 0 
Proof of Theorem 4.5(h). This follows with the method used in the proof of the preceding 
theorem. We find yz > 0, y + z < 0. •I 
6. Concluding remarks 
The results given before can give an indication about the number of exceptional zeros; 
method cannot yet be used to deduce monoticity properties for the zeros (with respect to 
values of the parameters Aj). 
the 
the 
The method can be applied to a situation discussed among others in [l] after a slight 
reformulation. 
Consider a closed interval Z on the real axis, a distribution function p with infinitely many 
points of increase on 3; M,, M, > 0, c E rW\X arbitrary. The inner product is given by 
(f, g>=Ixf(x)g(x) h-44 +~of(c)g(c) +~1f’Wd(c). 
The orthogonal polynomials can be given explicitly by 
?I+& ml m2 a** m, 
ml m2+M1 m3 0.. m n+l 
S,(x)= : : : ‘. : ) 
m n-l m, 
. . . 
m2n-1 
1 X-C (;:+Cl)2 . . . (x -c)” 
with the moments 
m,=/ (x-c)jdp(~), j>O. 
27 
Claim. Let n be fixed; then there exists for all E 2 0 a G E R, such that for min(M,,, M,) > G the 
zeros of S, sati+ 
(1) there are II - 2 simple zeros in the interior of 3; 
(2) there are two (complex) zeros within e-distance of c. 
This follows immediately from the fact that 
___ = (x - c)‘P,_~(x; (x-c)” dp), 
&,MIP~ j&$f, 
where P+~(x; (x - c)~ dp) denotes the urdinary orthogonal polynomial on 3 with respect to 
(X - cj4 dp, and the fact that S, has at least n - 2 simple zeros on 37. 
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