Abstract A serious problem encountered during the mining of association rules is the exponential growth of their cardinality. Unfortunately, the known algorithms for mining association rules typically generate scores of redundant and duplicate rules. Thus, we not only waste CPU but also encounter difficulties saving, managing and using the results of these algorithms. The present paper focuses on the discovery of association rules in which the left-handed and right-handed sides contain in two user-supplied maximum single constraints. If the constraints appear on or differ from a lattice of closed itemsets (together with their typically undersized generators and supports) that have been mined and saved once, we quickly extract the corresponding frequent sub one. Using an equivalence relation based on the closure of the two rule sides, the association rule set with maximum single constraints is partitioned into disjoint equivalence classes. Without loss of generality, it is necessary to consider mining each class independently. This helps avoid the wasteful generation of numerous candidates, reduces the burden of storing the support and confidence of rules in the same class and establishes a foundation for mining algorithms in parallel and distributed environments. In each class, the rules are represented as unique and explicit via the corresponding closed itemsets and generators. Due to the low cardinality and size of the generators, mining based on these representations, which does not generate duplicates, is very efficient. In the present paper, all these theoretical results are proven mathematically and used to construct the M AR_Max SC algorithm. The efficiency of M AR_Max SC compared with post-processing methods for mining association rules with maximum single constraints is then verified on several characteristic databases.
Introduction
Mining association rules is useful for applications that examine how often two or more items of interest co-occur. For example, in market basket analysis, we find that the set of milk, bread and eggs occur in 80% of all transactions. This customer behavior gives us clues regarding the store placement of milk, bread and eggs. Further, we can discover rules such as "the proportion of customers who buy eggs among those who bought milk and bread is 90%". This rule can be applied toward marketing strategies; for example, the promotion of milk and bread to increase the sale of eggs. Formally, the problem of mining association rules [2] is stated as follows: Given database T = (O, A, R), m = |A| (where |A| is the cardinality of A), n = |O| and minimum support and confidence thresholds s 0 , c 0 ∈ (0; 1], the task is to mine association rules satisfying s 0 , c 0 . This problem can be solved in two steps: (1) extracting the frequent itemsets with s 0 and (2) generating association rules from these sets for c 0 .
The method used to solve the above second step is simple. We first enumerate all the nonempty, proper subsets of Z: ∅ ⊂ X ⊂ Z. Then, we obtain association rules of the form X → Z\X, compute their confidences and filter out those satisfying c 0 . Hence, most researchers concentrate on mining frequent itemsets (step 1). The Apriori method proposed in [1] and a similar independently developed approach [27] were the first algorithms proposed for mining frequent itemsets. Apriori and its variants (Apriori-Hybrid [1] , DHP [30] ) show reliable performance on sparse databases with simple itemsets such as market databases; however, on complex databases such as those consisting of bio-sequences and telecommunication networks, they typically generate numerous candidates or require several database passes. Recently, algorithms based on frequent pattern trees (FP trees) have been developed [15, 20] , wherein the original database is compressed into an FP-Tree or similar tree structure. Using the divide-and-conquer and depth-first search methods, all the large itemsets are mined from the frequent 1-itemsets without requiring a second database pass. However, in interactive or incremental mining systems, where users often change the minimum support required as well as insert new transactions into the original database, FP-Tree-inspired structures are unsuitable because the trees must be rebuilt. All these algorithms work with horizontal formatted databases. In addition, the Eclat algorithm proposed by [39] executes a transaction identification set (tidset) intersection approach using a vertical data format. A modification of Eclat with "diffsets" called Declat [40] is often applied to solve frequent itemset mining tasks. For an experimental comparison between several of the frequent itemset mining algorithms, see [18] .
The search space of frequent itemsets is frequently vast and grows exponentially with the number of items. In addition, the generation of frequent itemsets produces significant duplication. In particular, a low minimum support threshold can generate a huge number of frequent itemsets. For example, a frequent itemset with m items might produce 2 m−1 subsets. Hence, mining databases that produce several long, frequent itemsets is an impossible task due to its associated computational and storage requirements. An alternative approach is to utilize condensed, lossless representations of frequent itemsets. These representations both reduce CPU and memory requirements and enable the efficient management and storage of the results generated. Two types of condensed representations are maximal and closed itemsets (and their generators). The GenMax algorithm described in [19] mines maximal itemsets using a tidset intersection approach. An Apriori-based alternative algorithm called MaxMiner [10] uses extremely effective itemset pruning with a support lower bound. Other examples can be found in [11, 17] . Having low cardinality, maximal itemsets can be used to reproduce all the frequent itemsets. Unfortunately, we only know their lower support bounds. In addition, the generation of frequent itemsets from maximal itemsets may result in an intractable number of duplicates. Thus, maximal itemsets are unsuitable for association rule mining from frequent itemsets. Hence, it is necessary to find an objective solution. Indeed, the mining of closed itemsets (which is based on the lattice theoretic framework of formal concept analysis [16, 23, 38] ) has received great attention for two reasons. First, the number of closed frequent itemsets is greater than the number of maximal frequent itemsets while typically being orders of magnitude lower than the total number of frequent itemsets. Thus, their discovery can help purge redundant itemsets. Second, the set of all closed frequent itemsets is a condensed representation because we can determine whether an itemset X is frequent as well as the exact support of X. In other words, we can generate all the frequent itemsets based on the closed frequent itemsets. This generation is very effective if we also use closed frequent itemset generators. Charm_L [42] , MinimalGenerator [41] , Touch [34] and GenClose [8] are some typical algorithms for mining them. Constraint-based association rule mining A serious problem encountered during the mining of frequent itemsets and association rules is that, in the worst case (0 < s 0 = c 0 ≤ 1/|n|), the cardinalities of frequent itemset class FS(s 0 ) and association rule set ARS(s 0 , c 0 ) can become unwieldy (e.g.,
. In addition, their generation typically produces an intractable number of duplicates (included in both candidates and solutions) that must then be eliminated. Thus, we not only waste computational and storage resources, but it is difficult to save, manage and use the results generated. Hence, in the interest of increased practicality, it is preferable to mine a suitable number of association rules subjected to user constraints.
One common rule mining approach is to filter the generated rule set via constraints on 'interestingness' measures until its size becomes manageable [12, 24, 35] . An alternative approach is to use inference methods to prune association rules that can be derived from other rules [14, 25] . Zaki [41] proposes an algorithm for mining the "most general" rules with minimal antecedents and consequents (in terms of the subset relation) in a collection of rules with identical support and confidence. The rule for listing all the remaining rules is given in [37] . Pasquier et al. [32] and Tin et al. [36] concentrate on methods to discover rules with minimal antecedents and maximal consequents in rule classes with identical closures.
Several recent studies have focused on the discovery of frequent itemsets and association rules based on constraints (the reader is referred to [29] for details). Indeed, [28] added constraints such as monotone, anti-monotone, etc., to the mining process. The problem of integrating Boolean constraints, referring to the presence or absence of items in rules, was considered by [35] . In contrast, [10] proposed mining with a minimum "improvement" threshold. They also considered association rules with constraints in their right-handed sides. The concept of tree boundaries has been proposed to reduce the running times of the aforementioned mining methods. In addition, algorithms for mining multi-dimension association rules are given in [26] .
Problem statement
We have recently concentrated on frequent itemset and association rule mining with frequently modified constraints, which directly involve support and confidence thresholds in addition to items. For example, online users who know frequent keyword sets contained in a class of keyword sets on a given subject might be interested in association rules between two given subjects. In [4, 5] , we solved the problem of finding frequent itemsets that are contained in a set given constraint C or contain at least one of its items. Hai et al. [21] applied double constraints to the problem. The discovery of association rules with various constraint types (the two-side union contained in a constraint, the intersection of a rule side with a constraint is not empty, the left-handed and right-handed sides contain two constraints, respectively) is considered in [6, 9, 22] .
The present paper focuses on the mining of association rules based on maximum single constraints on both rule sides, which is stated as follows. Given four thresholds, minimum support s 0 , maximum support s 1 , minimum confidence c 0 and maximum confidence c 1 , such that 0 < s 0 ≤ s 1 ≤ 1, 0 < c 0 ≤ c 1 ≤ 1 and two nonempty constraint itemsets in accordance with the two rule sides: ∅ ⊂ L 1 , R 1 , ⊆ A, the task is to discover the association rules r : L → R whose support and confidence are sandwiched by two pairs, (s 0 , s 1 ), (c 0 , c 1 ), and whose sides are contained in L 1 and R 1 , respectively. More formally, we need to determine the set
, c 0 ≤ conf(r)} includes the association rules r with the standard meaning (the support of r and its confidence are written as supp(r) and conf(r)). For s 1 = c 1 = 1 and L 1 = R 1 = A, we return the traditional mining problem. For smaller values of s 1 and greater values of c 0 , we receive robust rules from unusual itemsets that are valuable in special cases.
Related work and approach
The traditional approach to generating association rules solves the problem in two phases: (1) discover frequent itemsets with constraints and (2) generate association rules with constraints from them. Srikant et al. [35] proposed a three-phase algorithm to mine association rules with item constraints. Apriori-based generation creates candidates containing given constraint items. A database pass allows for the computation of the supports of all the subsets of frequent itemsets with constraints. These frequent itemsets, together with their subsets and supports, are used to enumerate all the constrained association rules. However, similar to the different variants of the Apriori algorithm, it produces a large number of frequent itemset candidates as well as duplicates (D1, D2). Han et al. [20] introduced the idea of integrating constraints into the initialization of FP-trees. Pei et al. [33] proposed the concept of convertible constraints and combined them with FPGrowth for mining constrained frequent itemsets. Unfortunately, if the constraints change, the algorithms must be re-executed. Hence, they are unsuitable for user-interactive systems.
Post-processing approach In this approach, the constrained rule set ARS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) is discovered after the following two phases are completed: (1) determining the set of association rules without constraints ARS(s 0 , c 0 ) and (2) checking and filtering out those of the form r : L → R satisfying the constraints, i.e., supp(r) ≤ s 1 
As discussed in the Introduction, we can identify ARS (s 0 , c 0 ) by (1) finding the frequent itemset class FS(s 0 ) using algorithms such as Apriori, dEclat or FPGrowth, and then (2) for each S ∈ FS(s 0 ), listing all the rules r : L → R ∈ ARS(s 0 , c 0 ), with ∅ = L ⊂ S , R ≡ S \L (using the algorithms proposed by [3] or [31] ). However, we encounter the same aforementioned difficulties when using this method.
A more efficient method, which mines ARS(s 0 , c 0 ), is based on a lattice LC of frequent closed itemsets [7, 32, 36, 37, 41] . Rather than extracting all the frequent itemsets, we only extract the closed itemsets and determine the resulting lattice structure. Based on this lattice, the set ARS(s 0 , c 0 ) is split into disjoint equivalence classes of identical closures of left-hand-side and two-side unions. The elements in each class have identical support and confidence and are computed once. Using frequent closed itemset generators (lattice LCG), [32] proposed algorithms for mining rule classes. However, these algorithms generated redundancies and duplicates. In [7, 36, 37] , we completely pruned the generation of duplicates using unique rule representations (based on effective set techniques) in each class. We also discovered rules wherein the two-side union of each rule adheres to a given constraint (see [6] ). This approach is very efficient because (1) we compute LCG once (using well-known algorithms such as CHARM_L and MinimalGegenators), and (2) it is suitable for use with frequently modified support and confidence thresholds.
Because the cardinality of ARS ⊆L 1 ,⊆R 1 (s 0 , s 1 , c 0 , c 1 ) is typically small compared with ARS(s 0 , c 0 ), these post-processing algorithms consume significant computing resources to both discover the rules of ARS(s 0 , c 0 ) and filter out (using set operators) those in ARS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 ). Even in special cases, this solution set can be empty. In addition, if online users modify the support and confidence constraints, ARS(s 0 , c 0 ) must be re-computed, which decreases the speed of mining. Because the size and cardinality of ARS(s 0 , c 0 ) with s 0 = c 0 = 1/n are prohibitive, it becomes too complicated to mine and maintain.
Our approach
We use the lattice LCG of closed itemsets and generators because the cardinality of closed itemsets is typically orders of magnitude smaller than that of the total itemsets FS(s 0 ) (approximately 100 times smaller, as shown in [42] ), and the ratio of the number of generators to the number of closed itemsets is approximately 1:2 (see [34] ; thus, we only mine and save the lattice once. The frequent sub-lattice LCG, with respect to the frequent closed itemsets satisfying specified constraints, can be quickly extracted from LCG whenever constraints emerge or change. To considerably decrease the number of duplicated candidates, it is necessary to partition the association rule set into disjoint classes. Using an equivalence relation on the closures of the two rule sides,
, which contains all the closed itemset pairs satisfying the constraints. This prunes most of the duplicates produced during the generation of candidate rules and reduces the storage of the support and confidence of rules in the same class. In addition, it is also lays a foundation for designing efficient algorithms in parallel and distributed environments. The rules in each rule class, AR
uniquely represented via the two closed itemsets L, S and their corresponding sets of generators G(L), G(S).
These representations help us understand the rule structure and prevent duplicates. We propose an algorithm called M AR Max SC , which mines a complete set of constrained rules in a negligible amount of time compared with post-processing methods.
Organization
The remainder of the paper is organized as follows. Section 2 covers the basic concepts of frequent itemset mining, association rule mining and closed itemset lattices. In Sect. 3, we first describe the partitioning of the constrained association rule set followed by the structure and unique representation of the rules of identical classes via closed itemsets and their generators. Based on theoretical results, the efficient MAR_MaxSC algorithm is proposed to completely and nonrepeatedly mine a complete set of association rules given specific constraints. Section 4 describes the performance of the proposed algorithm compared with two post-processing algorithms. Finally, the conclusions of the study and future work are given in Sect. 5.
Preliminaries
Let T = (O, A, R) be a binary database where O is a nonempty set of objects (transactions), A are attributes (items) appearing in the objects and R is a binary relation on O × A. A subset A of A is called an itemset. We consider the operator λ : 2 O →2 A from the class of all object sets to the class of all itemsets and the operator ρ : 2 A →2 O from the class of all itemsets to the class of all object sets as follows:
is the common itemset of all the objects in O, and ρ (A) is the set of the objects included in A. We define the closure operator h on 2 A as the union mapping of λ and [31] .
is a closed itemset if and only if h(A)=A
The support of an itemset A is defined as the frequency of occurrence of the objects containing A, supp(A) ≡ |ρ(A)|/|O|. The minimum and maximum support thresholds are designated s 0 and s 1 , respectively, with 0 < 1/n ≤ s 0 ≤ s 1 ≤ 1 and n = |O|. We only consider the non-trivial items in A, A F ≡ {a ∈ A : supp({a})s 0 }. The class of all closed itemsets is referred to as CS. As the normal subset containment relation "⊇" on the subsets of A generates an order ≤ on CS, LC ≡ ({(S, supp(S)|S ∈ CS}, ≤) is the lattice of closed itemsets together with their support, which is represented by a Hass diagram. If the support of a nonempty itemset A (for A ⊆ A F ) is greater than or equal to s 0 and less than or equal to s 1 , i.e., s 0 ≤ supp(A) ≤ s 1 , A is called a frequent itemset. By convention, s 1 is identical to 1. Let
∩ CS be the classes of all the frequent and closed itemsets, respectively.
For two nonempty itemsets G, A :
is called a generator [32] of A if and only if 1 h(G) = h(A) and (h(G ) ⊂ h(G), ∀G : ∅ = G ⊂ G). We denote G(A) as the class of all generators of A. Because G(A)
is not empty and finite [8] and |G(A)| = k, all its elements can be numbered as follows: 
The set of all rules that satisfy the two constraint itemsets
This also refers to the class of association rules with maximum single constraints, the association rule set with constraints or the constrained association rule.
3 Mining association rules based on maximum single constraints 3.1 Partitioning an association rule set with maximum single constraints
Rough partitioning
To considerably decrease the number of duplicated candidates, it is necessary to partition the association rule set into disjoint classes using a suitable equivalence relation. 
It follows from Definition 1 that ∼ A and ∼ r are two equivalence relations.
be the equivalence class of the frequent closed itemsets having the same closure L where
Remark 1 (a) Using the properties of h, it is simple to show
In other words, every frequent itemset of the same
, where 
it is straightforward to construct the following rough partition on the rule set with constraints
Proposition 1 (Roughly partitioning the constrained association rule set). We have
where
Based on this rough partition (obtained from the lattice FLCG of frequent closed itemsets), association rules with constraints can be discovered in two steps. For each 
might remain prohibitive and contain numerous redundant rules.
Example 1 (Illustrating the weakness of P P_M AR_Max SC_2). In the remainder of the paper, we always consider the database T in however, it is unaware that these rules only satisfy the constraints of support and confidence.
(a) For the maximum single constraints of 
To overcome the above shortcomings, we propose two necessary condition groups. The first group addresses the nonemptiness of
for which the corresponding rule class
is empty. Next, we describe the rules of
Based on this description, a smoother partition of ARS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 ,  c 1 ) is proposed.
Necessary conditions for the nonemptiness of
We denote the following:
Proposition 2 (Necessary conditions for the nonemptiness of ARS
and -the following necessary conditions are satisfied:
Henceforth, we always assume that (H 1 ) is satisfied. ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) . N FCS (s 0 , s 1 , c 0 , c 1 ) and r ∈ AR ⊆L 1 , ⊆R 1 (L , S) .
It is easy to know that ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) .
Moreover, the fact that
and S) . Thus, we must prove the reverse, i.e., AR
In fact, because ∀r : L →R ∈ AR 
Consequence 1 (The necessary and sufficient condition for the nonemptiness of ARS
⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 )).
(a) If at least one condition of (H 1 ) is violated, then
, and r :
Based on Proposition 2 and Consequence 1, we thus have a partition of ARS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) that is smoother than that in Proposition 1. = S ∩ S * 1 = cegi, the necessary condition ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) ). Hence, we immediately conclude that AR ⊆L 1 , ⊆R 1 (cegi, bcegi) = ∅ without listing all the rules of AR(cegi, bcegi). If the necessary condition tests are executed for all pairs of N FCS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) , we can prune 17 rule classes, i.e., we avoid the generation of 254(302
Smoothly partitioning the association rule set with maximum single constraints

Theorem 1 (Smoothly partitioning the constrained association rule set) Assuming that (H 1 ) is satisfied, we have
ARS ⊆L 1 , ⊆R 1 (s 0 , s 1 , c 0 , c 1 )= (L ,S)∈N FCS ⊆L 1 , ⊆R 1 (s 0 ,s 1 ,c 0 ,c 1 ) AR + ⊆L 1 , ⊆R 1 (L , S).
This partition establishes a foundation for independently mining each equivalence rule class AR
Observing the satisfied rule classes, we see that they retain many redundant candidates that are duplicates or were missed by the constraints. Through Example 3, we will show that all the redundant rule candidates can be completely pruned.
The M FC S_From Lattice(LCG s , C 1 , s 0 , s 1 ) procedure shown in Fig. 2 s 1 , c 0 , c 1 ) , the two sides of each rule r : L → R of rule class AR
have not yet been explicitly represented, and their generation can contain numerous duplicates and redundant candidates.
Non-repeatedly producing all association rules
satisfying the constraints in each class AR s 1 , c 0 , c 1 ) , based on the two generator sets G(L) and G(S), we propose a unique, explicit representation for the constrained rules inAR
. This representation leads to the distinct and complete production of all the constrained rules in each rule class, which is described in the algorithm M AR_Max SC_OneClass.
The unique structure and representation of the equivalence class of frequent sub itemsets restricted on X with upper bound Z 1
The unique structure and representation of the equivalence class of frequent sub itemsets restricted on X with upper bound Z 1 proposed in this section are used to make the unique structure and representation for the right-hand R ∈ FS(S\L ) L ,⊆R * 1 and left-hand sides L ∈ FS ⊆L C 1 of the rules r : L →R in each classAR
(where Z 1 is an upper bound, X is a restriction). Let us call,
Proof (a) We establish this by the method of contradiction.
Assume that there exist two identical sets
which contradicts the selection of R k 2 ( * ) .
(b) . "⊆": First, we consider the case that R min = ∅.
Since B, C are finite and ∅ = B ⊆ C, there exists a minimal set R min,S ≡ Minimal(B) = ∅, R min ≡ Minimal(C) = ∅. Thus, we always acquire the minimum index k of sets R i in R min,S Minimal(B).
On the contrary, assume that
We then have R j ∈ R min,S and R j ⊂ R k ∈ R min,S . This is impossible as the assumption is that R k is the minimal set in B! Therefore,
We also have
and R j ∈ B ∩ R min . Hence, R j ∈ R min,S , i.e., j < k: a contradiction on how to choose index k! We can conclude that R ∈ FS * (Y ) X,⊆Z 1 .
This concludes the proof of Proposition 3, which implies the following remark.
Remark 2 (a) If
For practical purposes, when computing R min , we consider the following two cases:
It is worth noting that, in this case, we are not required to check whether R = ∅ in generating R because it is always true.
(d) (The advantage of ( * ) for exponentially decreasing redundancy). Assume that we are currently forming the sets R . Starting with R k , we grow subsets
Using the necessary and sufficient condition (*), we can perfectly eliminate duplicates when generating the rules r : L → R in each class AR ⊆L 1 , ⊆R 1 (L , S) based solely on minimal sets or generators. Due to their low cardinality and size, the algorithms applied during this generation are fast and efficient. (e) (Modifying the computation of the upper bound sets R U,k and R −,k of R k and R ∼ k , respectively). We can see that, for each k > 1, the operations of R
U must be executed on sets that are potentially non-disjoint. To conserve calculation time, it is important to observe that
In other words,
Thus, for each k ≥ 2, we compute the disjoint union 
Structure and unique representation of the FS ⊆L C1
and
Structure and unique representation of the itemsets of
FS ⊆L C1 For Y ≡ L C 1 , X ≡ ∅ and Z 1 = L C 1 . As L C 1 ∈ FCS ⊆C 1 (s 0 , s 1 ), we know from Corollary 1 that G C 1 (L) = G(L C 1 ) = ∅ and ∀L i ∈ G C 1 (L) : ∅ ⊂ L i ⊆ L C 1 . Thus, FS(L C 1 ) ∅, ⊆L C 1 = {L | ∅ = L ⊆ L C 1 , h(L ) = h(L C 1 )} ≡ FS ⊆L C 1 . Based on the representation of R min in FS * (Y ) X,⊆Z 1 , K min ≡ Minimal{L i , L i ∈ G C 1 (L)} = G C 1 (L), L i U ≡ ∪ L k G C 1 (L),k≤i L k ,L U,i L i−1 U \L i , i f i ≥ 2 ∅, i f i = 1 , L −,i ≡ L C 1 /L i U and FS * ⊆L C 1 ≡ { L ≡ L i + L i + L ∼ i |L i ∈ G C 1 (L), L i ⊆ L U,i , L ∼ i ⊆ L −,i , (L k ⊂ L i + L i , ∀L k ∈ G C 1 (L) : 1 ≤ k < i), L = ∅ }. (1) Because G C 1 (L) = ∅ and L C 1 = ∅, it follows from Propo- sition 3(c) that FS * ⊆L C 1 = ∅.
Structure and unique representation of the itemsets of FS(S
Then,
The following is a consequence of Proposition 3. Consequence 2 (Unique representation and distinct generation of the two sides of the rules in AR
The general procedure M F S_Restrict Max SC(Y, X, Z 1 , G(X + Y )) completely and distinctly generates the itemsets of FS * (Y ) X,⊆Z 1 (shown in Fig. 3 )
Based on Remark 2, we can add Lines 4-7 to the procedure. Furthermore, at Line 21, we do not check if R k +R k + R ∼ k = ∅ (because it is obvious). The special cases of this procedure produce the results shown in Table 1 .
In [9] ). They are also used to generate the rules via the P P_M AR_Max SC_2 post-processing approach as discussed in Sect. 3.1.1. 
Structure and unique representation of rule class AR
The following consequence is deduced from Consequence 2.
Consequence 3 (Necessary and sufficient conditions for the nonemptiness of AR
The M AR_Max SC_OneClass algorithm given in Fig. 4 distinctly generates all the association rules with the constraints AR * ⊆R 1 (s 0 , s 1 , c 0 , c 1 ) . 
we have the following left-hand sides: e + ∅ + ∅, e + ∅ + c, e 
) without any duplicates. Therefore, we have four rules:
The right-hand sides of ch + f + ∅, ch + f + i are not generated again as c f ⊂ ch + f . Finally, we have AR * 
Experimental results
We compare the performance of three methods for mining association rules with constraints as follows. The first method, P P_M AR_Max SC_1, includes three phases: (a) using d Eclat to mine frequent itemsets, (b) integrating the constraints into the Gen_Rules [31] algorithm to generate rule candidates, and (c) post-processing to filter out the rules satisfying the constraints. M AR_Max SC algorithms are also coded in C # . The experiments were carried out on an i5-2400 CPU 3.10 GHz @ 3.09 GHz PC with 3.16 GB of main memory. Four benchmark databases in the FIMDR (Frequent Itemset Mining Dataset Repository, http://fimi.cs.helsinki.fi/data/) were used in the experiments (Table 2) . We fixed the maximum support and confidence thresholds at 1 (as per tradition). For each database and given minimum support, we chose the set A F of all frequent items. Ten pairs of maximum constraints (L 1 , R 1 ), were randomly retrieved from A F of sizes |L 1 | = p 1 % * A F and |R 1 | = p 1 % * A F . We set p 1 = 30% and p 2 = 70% for Connect, Pumsb and Chess, and p 1 = 8%, p 2 = 58% for Mushroom (we achieved similar results for different values of p 1 , p 2 ). We executed the three methods on each database (DB) with two given minimum supports M S (%) and confidences MC (%) and noted the average running times of ten constraint pairs, T _Max
SC_1(D B, M S, MC), T _Max SC_2(D B, M S, MC)
and T _Max SC(D B, M S, MC), called T _Max SC_1, T _Max SC_2 and T _Max SC. All three methods finished their executions on Mushroom, Chess and Pumsb; however, after 12-h running on Connect, P P_M AR_Max SC_1 did not halt. /7 = 10.2. Thus, our M AR_Max SC method is 245 and 10 faster than the post-processing methods using P P_M AR_ Max SC_1 and P P_M AR_Max SC_2, respectively.
The reason is as follows. Two post-processing methods (P P_M AR_Max SC_1 and P P_M AR_Max SC_2) consume significant times to generate large amounts of rule candidates, however, most of them do not satisfy the maximum single constraints. Indeed, we find that the percent ratios of the numbers of redundant candidate rules to the total of all rules generated by P P_M AR_Max SC_1 and P P_M AR_Max SC_2 are both 99%, approximately, for all above experiments.
Conclusions and future work
Two serious problems encountered during the mining of association rules with maximum single constraints are that (1) their cardinality grows exponentially, and the known algorithms for mining them typically generate numerous 
