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Abstract. In this paper we present a new method for clas-
sification of image degradation type based on Riesz trans-
form coefficients and Blind/Referenceless Image Spatial 
Quality Evaluator (BRISQUE) that employs spatial coeffi-
cients. In our method we use additional statistical param-
eters that give statistically better results for blur and all 
tested degradations together in comparison with previous 
methods. A new method to determine level of blur and 
Gaussian noise degradation in images using statistical 
model of natural scene is presented. We defined parame-
ters for evaluation of level of Gaussian noise and blur 
degradation in images. In real world applications refer-
ence image is usually not available therefore the proposed 
method enables classification of image degradation by type 
and estimation of Gaussian noise and blur levels for any 
degraded image.  
Keywords 
Image degradation, Riesz transform, BRISQUE, 
Gaussian noise, blur, level  
1. Introduction 
In recent years, multimedia has attracted more and 
more attention as a research field. Its rapid development 
can be seen from different aspects like content creation, 
delivery and finally presentation to users. With rapid de-
velopment of different multimedia content, new methods 
are required for efficient evaluation of its quality (Quality 
of Experience, QoE). Quality of Experience has been de-
fined as "the general acceptance of an application or ser-
vice" (ITU P.10/G.100) [1], or as "the degree of delight or 
annoyance of the user of an application or service" [2].  
Multimedia quality can be evaluated using different 
methods. Subjective quality assessment is known to be the 
most accurate reflection of user experience (QoE). User 
experience is a combination of psychophysical responses to 
color, motion, texture, audio and context. In a typical sub-
jective quality assessment campaign, test subjects watch 
a number of original and degraded video sequences and 
rate their quality on a numeric scale. Subjective quality is 
often expressed as Mean Opinion Score (MOS) that repre-
sents a quality grade attributed by a standard average ob-
server to a given video sequence. MOS grades are col-
lected following well defined methods and procedures that 
have been proposed in the last decades, such as ITU-R 
BT.500-13 [3], whose goal is to ensure that the same ex-
perimental settings and conditions are used during different 
assessment campaigns. 
However, subjective experiments are time consuming, 
costly and sometimes cannot be used (e.g. to constantly 
monitor final multimedia quality). Objective quality 
measures are often used during the design phase of a video 
communication system and in other applications where 
there is a constant need for assessment of video quality 
such as various algorithmic optimizations, content varia-
tions and transmission conditions. In general, objective 
quality measures can be divided into three categories ac-
cording to the reference information they use:  
 Full reference (FR) measures - require the original 
undistorted or unprocessed signal; 
 Reduced-reference (RR) measures - require infor-
mation derived from the original signal; 
 No-reference (NR) quality - require only the pro-
cessed/degraded signal. 
FR objective measures require the original un-
distorted or unprocessed image, which makes them unsuit-
able for deployments in environments where real time and 
low complexity are required, such as real transmission 
systems. Because of that, RR and NR measures have been 
widely explored in recent years. 
In this paper, we present no-reference image quality 
measure to determine level of blur and Gaussian noise 
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degradation in images, based on statistical model of natural 
scene. The paper is organized as follows. Section 2 sum-
marizes related work regarding NR image objective quality 
measures. Section 3 explains the new method for classifi-
cation of Gaussian noise and blur degradations using sta-
tistics of Riesz transform coefficients and mean subtracted 
contrast normalized (MSCN) spatial coefficients. Section 4 
presents a procedure for Gaussian noise and blur degrada-
tion evaluation. The conclusion is given in Sec. 5. 
2. Related Work 
In recent years several papers propose NR image 
quality measures for different degradation types. Generally, 
in related work no-reference (NR) objective measure was 
developed, to grade (usually with single score) images 
from one or more image datasets, degraded with different 
degradation types. In [4], authors proposed a natural scene 
statistic-based distortion-generic NR image quality assess-
ment model in the spatial domain called BRISQUE (Blind/ 
Referenceless Image Spatial Quality Evaluator). BRISQUE 
is trained and tested using five different image degradation 
types from LIVE image dataset [5]: JPEG2000 and JPEG 
compression, Gaussian noise, Gaussian blur, and a Ray-
leigh fast-fading channel simulation. Results show that 
BRISQUE is highly correlated with MOS, tested on LIVE 
image dataset. In [6], authors proposed a bag of feature-
maps approach which avoids assumptions about the type of 
distortion contained in an image, focusing instead on cap-
turing consistencies of the statistics of real world images. 
The measure is called Feature maps based Referenceless 
Image QUality Evaluation Engine (FRIQUEE). Results 
show that FRIQUEE is highly correlated with MOS, tested 
on LIVE and the Wild Image Quality Challenge Database 
[7], which consists of 1162 naturally distorted images that 
are normally captured using mobile devices under highly 
variable illumination conditions. In [7], authors have pre-
sented Blind Image quality assessment through anisotropy 
(BIQAA). This measure discriminates blur and Gaussian 
noise. In [9], authors presented a new model, called Ori-
ented Gradients Image Quality Assessment (OG-IQA), 
showing highly competitive image quality prediction per-
formance as compared with other quality measures. The 
LIVE image database [5] was used for performance evalua-
tion of the model. In [10], authors developed an efficient 
general-purpose NR image quality assessment model that 
utilizes local spatial and spectral entropy features on dis-
torted images, tested on LIVE image database [5] and 
checked on TID2008 image database [11] (among five 
degradation types from LIVE dataset). In [12], authors 
presented a novel metric for image quality assessment of 
blurred images. The basic idea is to estimate the point 
spread function (PSF) from the line spread function (LSF), 
whereas the LSF is constructed from edge information. The 
proposed metric can be used in blind image quality evalua-
tion for real-time automatic machine vision-based applica-
tions. In [13], authors developed block-based algorithm S3 
which estimates the perceived sharpness of local image 
regions, and which does not require the presence of edges. 
The measure is based on two factors: a spectral measure 
based on the slope of the local magnitude spectrum (S1) 
and a spatial measure based on local maximum total varia-
tion (S2). Unlike in previously described work in which 
measures give one grade per image, the so-called S3 esti-
mator (combination of S1 and S2) can yield a local sharp-
ness map in which greater values correspond to greater 
perceived sharpness within an image and across different 
images. S3 estimator can be used as a single measure of 
image sharpness. In this case the average of the 1% highest 
values in the S3 map is taken into account. 
3. Classification of Image Degrada-
tion: Blurriness and Gaussian Noise 
The new method for classification of image degrada-
tion type combines statistics of MSCN coefficients and 
coefficients of Riesz transform. 18 statistical parameters 
calculated out of MSCN coefficients plus the same 18 
statistical parameters out of coefficients of Riesz transform 
have been used. Besides these 36 parameters, additional 
parameter from Riesz transform coefficients is computed. 
It is standard deviation of Riesz coefficients in high fre-
quency residual band of primary wavelet pyramid.  
3.1 Basic Properties of Riesz Transform 
Riesz transform [14], [15] connects properties of 
wavelet transform by means of invariance to translation 
and dilatation and works with steerable pyramid wavelet 
through rotation invariance. The selection of filter coeffi-
cients is more flexible and usually chosen for specific 
application.  
The first property is that it is translation- and scale-
invariant as described in [14]. Riesz transform is also rota-
tion-invariant. It is changeable with rotations. The third 
property of Riesz transform is inner-product preservation 
and it complies Parseval identity [14]. 
Riesz transform is also suitable for classification of 
types of image degradation used in our new method of 
classification. This new method will be based on statistical 
analysis of Riesz transform coefficients. 
3.2 No-reference Image Quality Measure –
BRISQUE 
BRISQUE is a no-reference image quality measure 
which uses statistics of natural scene in the spatial domain 
by means of statistical analysis of mean subtracted contrast 
normalized (MSCN) coefficients. Among many other ap-
plications it can be used for identification of image degra-
dation. The first step is to compute locally normalized 
luminances in a distorted image through local mean sub-
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traction and normalization [4]. The differences between 
luminance of an object and its close surroundings in rela-
tion to standard deviation are calculated. Spatial MSCN 
coefficients are defined as: 
 
( , ) ( , )ˆ( , )
( , )








  (1) 
where i = 1, 2, …, M, j = 1, 2, …, N are spatial indices, 
C = 1 is a constant, I(i, j) is image intensity, μ(i, j) is local 
mean and σ(i, j) is variance. 
The histograms of original images and images with 
different types of degradations show that some statistical 
properties of coefficients are changed by degradation [4]. 
These changes can be quantified with generalized Gaussian 
distribution (GGD) model and asymmetric generalized 
Gaussian distribution (AGGD) model. GGD is used on 
MSCN coefficients and AGGD on pairwise products of 
neighboring coefficients in horizontal (H), vertical (V), 
main-diagonal (D1) and secondary-diagonal (D2) orienta-
tions (Fig. 1).  
The first two parameters calculated from GGD fit of 
MSCN coefficients are the parameter that describes the 
shape of distribution and the parameter that controls the 
variance. Next 16 parameters are estimated from AGGD fit 
of products in H, V, D1 and D2 orientations, i.e. four pa-
rameters are calculated per orientation. These parameters 
are: parameter that controls the shape of distribution, left 
and right variance (scale parameters) that control the 
spread on each side of the mode and mean value [4]. The 
total of 36 parameters is consisted of 18 parameters calcu-
lated on the original image scale and 18 on a reduced res-
olution. For mapping from feature space to quality scores 
LIBSVM packet [16] is used. 
3.3 Method for Classification of Image Degra-
dation Type 
For the Riesz transform number of scales and filters 
should be defined. Riesz wavelet tool from [17] generates 
coefficients of Q structure and coefficients of high fre-
quency residual band R. Q structure is composed of cells of 
matrices. Every element of the cell corresponds to one 
wavelet scale. Three different filters are chosen: the first 
wavelet filter is a vertical line detector, the second a diago-
nal line detector, and the third a horizontal line detector. 
For the calculation of Riesz coefficients, scale of two was 
chosen. Q structure is composed of three cells: Q{1,1} cell 
composed of elements that correspond to scale two, Q{1,2} 
cell whose elements correspond to scale one and Q{1,3} 
cell which defines elements of the original image. For each 
scale, elements of image are filtered with each of three 
early mentioned filters (Fig. 2). If dimensions of an image 
are for example 500  500, Q{1,1} cell is consisted of 
500  500  3 elements (each filter is used for 500  500 
elements of image), Q{1,2} cell contains 250  250  3 
elements  and  Q{1, 3}  cell  has  125  125  3  elements. 
 
Fig. 1.  Paired products along four orientations (H, V, D1 and 
D2) at distance of one pixel used for calculating 
neighboring statistical relationships [4]. 
 
                a) Filter1                      b) Filter 2                      c) Filter 3 
Fig. 2.  Filters used for Riesz transform. 
 
                              a) Image  Plane with blur 
    
     b) Q{1,1}-filter 1         c) Q{1,1}-filter 2          d) Q{1,1}-filter 3 
Fig. 3. Q{1,1} cell for image Plane with blur degradation. 
Q{1,1} elements filtered with the third filter are chosen for 
calculation of 18 statistical parameters out of Riesz trans-
form coefficients early mentioned.  
In Fig. 2 channels (filters) for Riesz transform are 
shown. The channels of Q{1,1} cell for image Plane with 
blur degradation are shown in Fig. 3.  
37 parameters are used in LIBSVM in order to deter-
mine the image degradation type. BRISQUE Matlab tool 
from [18] was used for calculation of MSCN coefficients 
and tool from [17] to calculate Riesz wavelet coefficients. 
To test the effectiveness of the proposed method the 
image database consisted of distorted images was divided 
into two different groups: the training (about 80% of all 
images) and the testing group (about 20% of all images). 
37 parameters were extracted from early mentioned dis-
torted images and then used for LIBSVM regressor using 
train-test procedure. This was repeated for 1000 iterations 
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and then mean value was calculated. This was also re-
peated for BRISQUE method and then these two methods 
were compared using McNemar's statistical test [19] for 
LIVE database [20] for different types of degradation: 
JPEG compression, JPEG2000 compression, Gaussian blur 
and white Gaussian noise. McNemar's test calculates sta-
tistical significance of two methods i.e. whether one of the 
method is statistically more significant that the other one. 
We used significance level of 5%.  
Table 1 shows the results of statistical significance 
between BRISQUE method and the new method for classi-
fication of image degradation type.  '+' means that measure 
gives statistically better results, '-' means that measure 
gives statistically worse results, and '×' means that results 
are statistically similar in both measures. 
Table 1 shows that our method shows statistically 
better results than BRISQUE method for Gaussian noise 
and all four types of image degradations when used to-
gether i.e. JPEG2000, JPEG, Gaussian blur and Gaussian 
noise. The accuracy of determining class of Gaussian noise 
distortion with the new method was 98.32% and the accu-
racy for Gaussian blur was 93.60%. When all four distor-
tions were used together the accuracy was 90.83%.  
The numbers in Tab. 2 are numbers of images. For 
example, the number 30464 in the first row and column is 
the number of images that have JPEG2000 degradation and 
were classified as JPEG2000, the number 3422 in the 
second row and the first column is the number of images 
that have JPEG2000 degradation and were categorized as 
images  with  JPEG  degradation.  Then  number  156 in the 
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JPEG2000 30464 3526 10 1281 
JPEG 3422 31083 410 420 
Gaussian 
noise 
156 579 29495 218 
Gaussian 
blur 




34971 36179 30000 30000 
Tab. 2. The accuracy of classification of image degradation for 
1000 iterations for LIVE database. 
third row and the first column is the number of images that 
have JPEG2000 degradation and were classified as images 
with Gaussian noise, and the last number 929 in the fourth 
row and the first column is the number of images that have 
JPEG2000 degradation and were resolved as images with 
Gaussian blur. The results in Tab. 2 show that using the 
new proposed method for classification, Gaussian noise 
was most common wrongly classified as JPEG and Gauss-
ian blur as JPEG2000 degradation. 
Statistical McNemar’s test was performed using test-
ing group consisted of images from LIVE database and 
training group consisted of images from VCL@FER data-
base [21]. VCL@FER database also contains images with 
commonly used JPEG2000 compression, JPEG compres-
sion, Gaussian noise and blur. '+' , '-' and '×' in Tab. 3 have 
the same meanings as in Tab. 1.  
Table 3 shows the case when the training is per-
formed on LIVE database and the testing on VCL@FER 
database. The new method achieves statistically signifi-
cantly better results for images degraded with blur. 
The comparison of the new method and BRISQUE 
for images degraded with Gaussian noise shows that results 
of both methods are very similar. None of the methods 
exhibited statistically better results. For statistical testing 
when all four types of degradation are used together, the 
new method showed statistically significantly better results.  
The accuracy of class determination for Gaussian 
noise distortion was 87.68% with the new method while 
the  accuracy  of  class  determination for Gaussian blur was 
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Gaussian 
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Tab. 3. McNemar’s test for the training on LIVE database and 










JPEG2000 113 3 2 52 
JPEG 15 127 13 10 
Gaussian 
noise 
2 2 121 2 
Gaussian 
blur 
8 6 2 74 
Total image 
number 
138 138 138 138 
Tab. 4. The accuracy of classification of image degradation for 
the training on LIVE database and the testing on 
VCL@FER database. 
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53.62%. For all four distortions used together it was 
78.80%.  
Table 4 presents the results of the new proposed 
method. Gaussian noise was the most common wrongly 
classified as JPEG and Gaussian blur was the most com-
mon wrongly classified as JPEG2000 degradation. The 
results can be interpreted in the same way as the results in 
Tab. 2. 
4. Level of Blurriness and Gaussian 
Noise 
The proposed method for evaluation of level of blur-
riness and Gaussian noise is based on certain parameters of 
statistical analysis of MSCN coefficients described in 
Sec. 3.2. The level of Gaussian noise will be defined by 
standard deviation of noise and the level of blurriness by 
standard deviation of blur. 
For evaluation of Gaussian noise level in image, 
VCL@FER database was used. Six standard deviations of 
Gaussian noise were calculated for six levels of degrada-
tion of images with Gaussian noise degradation. The values 
of 18 parameters of BRISQUE measure calculated for 
images with Gaussian noise degradation on VCL@FER 
database were analyzed to identify regularities for six lev-
els of degradation. It was noticed that few parameters are 
sensitive to level of Gaussian noise and have regularities 
i.e. their values were increasing when the level of Gaussian 
noise was increased. The calculated intervals of parameter 
values for each level of Gaussian noise degradation were 
defined with "mean value   standard deviation of the 
parameter value". The intervals should be non-overlapped. 
The regularity was noticed for the following parameters: 
the variance of MSCN coefficients (parameter 2 in [4]), the 
left variance for D1 diagonal products of MSCN coeffi-
cients (parameter 13 [4]) and the right variance for D2 
diagonal products of MSCN coefficients (parameter 18 
[4]). The optimal curves that should fit mean values of 
each parameter (2, 13 and 18) for each level of Gaussian 
noise degradation were found by Curve Fitting Matlab 
Tool, (2)–(4). The curve fits are used for determination of 
parameter values. 
The curve fit for parameter 2 is:  
 







8.219 10   ( 0.000513,0.0006774),
0.8134         (0.7834,0.8434),
2.121           (1.828,2.414),
7.73             (6.814,8.646).












The curve fit for parameter 13 is:  
 
( ) e e
0.3878   (0.2726,0.503),
0.01077 (0.002142,0.0194),
0.2737 ( 0.3761, 0.1714),
0.15     ( 0.2764, 0.02368).








   
   
   (3) 
The curve fit for parameter 18 is:  
 
( ) e e ,
0.4095      (0.2208,0.5982),
0.002657  ( 0.007877,0.01319),
0.3429    ( 0.5197, 0.1661),
0.08564  ( 0.144, 0.02731).








   
   
   (4) 
Table 5 shows the standard deviation values of each 
level of Gaussian noise degradation.  
To evaluate level of Gaussian noise degradation for 
any image, parameters 2, 13 and 18 are calculated. Then 
for each calculated parameter value, the level of Gaussian 
noise degradation is determined. 
The level of Gaussian noise degradation was deter-
mined as an average of three calculated levels of each pa-
rameter. The equation for evaluation of levels is: 
 2+ 13+ 18  = 
3
L L L
Evaluated level  (5) 
where L2 is the evaluated level for parameter 2, L13 for 
parameter 13, and L18 for parameter 18.  
Figure 4 shows the image Womanhat as original and 
with the 4th level of Gaussian noise which is also 
recognized as level 4 with our new method. 
For evaluation of blur, images from LIVE database 
were used to get suitable description of 18 parameters of 
BRISQUE measure. Six standard deviations of blur were 
calculated for six levels of blur degradations. The 
BRISQUE parameter values were analyzed in order to 
identify regularities for six different levels of blur degra-
dation. It was noticed that few parameters are sensitive to 




1 2 3 4 5 6 
Standard 
deviation
1.0748 4.0374 7.9298 15.9059 27.4920 37.2592 
Tab. 5. The calculated standard deviations for images from 
VCL@FER database for six levels of Gaussian noise 
degradation. 
           
          a) The original image                   b) The 4th level of Gaussian noise 
Fig. 4. Image Womanhat from LIVE database with the 4th 
level of Gaussian noise degradation that was evaluated 
as level 4 with our new method. 
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dation was increasing, the parameter values were decreas-
ing. Similar as for Gaussian noise degradation the calcu-
lated intervals of parameter values for each level of blur 
degradation were defined with "mean value   standard 
deviation of the parameter value". The regularity was no-
ticed for the following parameters: the variance of MSCN 
coefficients using GGD (parameter 2 [4]), the right vari-
ance for vertical products of MSCN coefficients (parameter 
10 [4]) and the right variance for D2 diagonal products of 
MSCN coefficients (parameter 18 [4]) using AGGD. The 
optimal curves to fit mean values of each parameter (2, 10 
and 18) for each level of blur degradation (defined in (6), 
(7) and (8)) were found using the same Matlab Tool as for 
Gaussian noise. The curve fits are used for determination 
of parameter values. Parameters 2 and 18 used for blur are 
used for Gaussian noise, too, but their behavior for blur is 
different so the curves are also going to be different. 
The curve fit for parameter 2 is:  
 
( ) e e ,
0.5662    (0.5319,0.6005),
2.15      ( 2.549, 1.752),
0.08353   (0.05323,0.1138),
0.05449   ( 0.01875,0.1277) .











The curve fit for parameter 10 is:  
 
( ) e e ,
0.3028  (0.2848,0.3206),
2.141  ( 2.495, 1.766),
0.0144  (0.001278,0.02752),
0.1395  ( 0.04372, 0.3227) .







   

  
  (7) 
The curve fit for parameter 18 is:  
 
( ) e e ,
0.2168      (0.1651,0.2684),
2.806      ( 3.835, 1.777),
0.02966     (0.01237,0.04695),
0.06946  ( 0.1934,0.05447).







   

  
  (8) 
Table 6 shows the standard deviation values for each 
level of blurriness.  
The parameters 2, 10 and 18 can be calculated for any 
image to evaluate level of blurriness. Then for each calcu-
lated value of parameter, the level of blurriness is deter-
mined. The level of blurriness was determined as an aver-
age of three calculated levels of each parameter. The equa-
tion for evaluation of levels is: 
 2+ 10+ 18  = 
3
L L L
Evaluated level   (9) 
where L2 is the evaluated level for parameter 2, L10 for 




Level  of 
degradation  
1 2 3 4 5 6 
Standard 
deviation
0.4 0.5 0.6 0.8 1.0 5.0 
Tab. 6. The calculated standard deviations for images from 
LIVE database for six levels of blur degradation.  
       
         a) The original image                            b) The 6th level of blurrines 
Fig. 5. Image Woman from LIVE database with the 6th level 
of blur degradation that was evaluated as level 6 with 
our new method. 
Figure 5 shows the image Woman as original and with 
the 6th level of blur which is also recognized as level 6 with 
our new method. 
Additionally, we tested the performance of the pro-
posed quality measure using Pearson's and Spearman's 
correlation between DMOS (Difference MOS) LIVE data-
set scores for noise degradation, MOS VCL@FER dataset 
scores for blur degradation and results of the proposed 
measure. LIVE dataset consists of 145 noisy images, while 
VCL@FER dataset consists of 138 blurred images. The 
Pearson's correlation was calculated after the application of 
a nonlinear regression step using a 5-parameter logistic 
function as recommended in [22]: 
 
 1 4 52 3
1 1
( )
2 1 exp ( )
Q z b b z b
b z b
            
. (10) 
For Gaussian noise degradation (using LIVE dataset) 
we obtained Pearson's correlation of 0.9686 and Spear-
man's correlation of 0.9752. For blur degradation (using 
VCL@FER dataset) we obtained Pearson's correlation of 
0.7657 and Spearman's correlation of 0.7237. As it can be 
seen from Tab. 2 and 4, blur versus noise degradation can 
be accurately differentiated, so we assumed perfect classi-
fication. 
For comparison, peak signal-to-noise ratio (PSNR) 
correlation with DMOS in LIVE dataset for Gaussian noise 
is 0.9880 (Pearson's correlation) and 0.9854 (Spearman's 
correlation). PSNR correlation with MOS in VCL@FER 
dataset for blur degradation is 0.7868 (Pearson's correla-
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tion) and 0.7791 (Spearman's correlation). PSNR is a full 
reference measure where the original image is available 
while the new measure is a no-reference measure so results 
for the new measure are good enough. 
5. Conclusion 
The purpose of this paper is to find a suitable way of 
classification of image degradation type and to evaluate the 
level of Gaussian noise and blur image degradations. Usu-
ally in real-life applications there is no reference image for 
a degraded image so it is not an easy task to find which 
type and level of degradation exists in the image. The idea 
is to find the type and level of degradation for any de-
graded image without knowing the original one.  
The new method for classification of image degrada-
tion which is based on BRISQUE no-reference quality 
measure and Riesz transform is proposed. Riesz transform 
has properties of rotation, translation and scale invariation, 
and coefficients of the used filters can be chosen more 
flexibly in comparison with wavelet transform. BRISQUE 
quality measure shows statistically better results than most 
standard full-reference and no-reference quality measures. 
The method uses statistical analysis of MSCN coefficients 
and quantifies the loss of natural properties of images when 
certain degradation in the image exists. 18 parameters are 
calculated out of MSCN coefficients and 19 out of Riesz 
transform coefficients. These 37 parameters in total are 
used in support vector machine LIBSVM regressor in order 
to determine the type of image degradation. This new 
method can resolve four types of degradation: JPEG2000 
compression, JPEG compression, blur and Gaussian noise. 
We have shown McNemar’s statistical test results for 
Gaussian noise, blur and a case when all four types of 
degradation are used together. This test compares 
BRISQUE and our new method when the training and the 
testing is made on images in the same LIVE database and 
when the training is done on images from LIVE database 
and the testing on images from VCL@FER database. It is 
concluded that when testing and training is done on images 
in different databases the new method shows better results 
for blur. For Gaussian noise none of the methods was pre-
sented as statistically more significant and both methods 
had similar results. When using all four of types of degra-
dation together, the new method showed better results. 
The new method for evaluation of the level of Gaus-
sian noise and blur is also proposed. For each degradation 
(Gaussian noise and blur), three parameters were selected 
to evaluate the level of blurriness.  
The performance of the proposed quality measure was 
tested using Pearson's and Spearman's correlation with 
DMOS in LIVE dataset and MOS in VCL@FER dataset. 
Results of the proposed NR measure were comparable to 
full reference quality measure. 
When the class of image degradation is determined 
and the level of degradation is evaluated, it is possible to 
use this knowledge for image enhancement and removal of 
degradations in any image without knowing the original 
image. 
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