After a discussion of a space of test functions and the corresponding space of distributions, a family of Banach spaces @,I[ [Is) in standard situation is described.
These are spaces of distributions having a pointwise module structure and also a module structure with respect to convolution. The main results concern relations between the different spaces associated to B established by means of well-known methods from the theory of Banach modules, among them B, and g, the closure of the test functions in B and the weak relative completion of B, respectively. The latter is shown to be always a dual Banach space. The main diagram, given in Theorem 4.7, gives full information concerning inclusions between these spaces, showing also a complete symmetry. A great number of corresponding formulas is established. How they can be applied is indicated by selected examples, in particular by certain Segal algebras and the A,-algebras of Herz. Various further applications are to be given elsewhere.
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While proving results for LP(G), 1 < p < co for a locally compact group G, one sometimes does not need much more information about these spaces than the fact that L'(G) is an essential module over Co(G) with respect to pointwise multiplication and an essential L'(G)-module for convolution. It turns out that similar methods, suitably refined, can be applied to obtain related results for other Banach spaces B of "smooth" functions or "distributions,"
as long as they allow multiplications by a suffkiently rich family of smooth function and have a sufficiently large class of regularizing (convolution) operators acting on them. For example, as will be shown it is 174 possible to approximate any f E B by test functions of the form k * k' * hf in such spaces (under suitable hypotheses). Although such a double module structure on B (one with respect to pointwise multiplication, the other being the convolutive structure) is frequently available for spaces considered in harmonic analysis (such as LP(G), M(G), A(G), P(G), A,('3 in the sense of Herz, strongly character invariant Segal algebras (cf. [ 11 I) , solid, reflexive W-spaces, etc.) or in the theory of functions spaces (Besov-spaces, Bessel-potentials, F&,-spaces, cf.- [27] , etc.), usually only implicit use is made of it. Thus the relevance of the presence of a pointwise structure in the discussion of spaces of multiplier (i.e., operators commuting with translations), and vice versa the implications due to the presence of a convolutive structure in the discussions of spaces of pointwise multipliers is often somewhat hidden. It is one of the purposes of this paper to point out the relevance of such structures, and in particular, to discuss their interdependence. As will be seen the connections and the symmetry between the two structures is quite strong (cf., for example, the main diagram given in Theorem 4.7).
Since we did not want to exploit this symmetry only for simple special cases we have decided to describe a general frame (to be called "standard situation") first, which of course requires the treatment of various technical problems. That the family of Banach spaces (B, ]I &J in standard situation is large is indicated by the list of examples given in [ 12, Sect. 11 . Besides this fact the symmetry of this general frame allows to obtain results pairwise (cf. Section 4), i.e., an assertion and its "dual" version. Nevertheless it is sufficient to discuss one version in detail, the other version following by "dualisation," i.e., by interchanging the roles of multiplication and convolution. For certain Banach spaces of quasi-measures the dual version can be obtained by an application of the extended Fourier transform [ 111. Furthermore, the sum or the intersection, as well as any interpolation space of a pair (B', B*) of such spaces is again in standard situation, as well as the Banach dual B' of a minimal space B. Thus, applying the usual functionalanalytic constructions (with some care) one does not leave the class of spaces under consideration. This paper is organized as follows: In Section 1 the relevant definitions and basic results concerning Banach modules and harmonic analysis are given. In Section 3 the so-called standard situation is described: The spaces B to be considered in the sequel will be a Banach spaces of distributions having two module structures, one with respect to pointwise multiplication and the other with respect to convolution. In order to obtain full generality a description of the possible spaces A, of test functions and their topological dual is required. This is given in Section 2. It will allow to apply the results not only to spaces of (tempered) distributions on R", but also to spaces (of kernels) of multipliers over locally compact groups or spaces of ultra-distributions on IR" (cf. [3, 271) . It should be mentioned here that, nevertheless, the (almost) complete symmetry between these two structures can already be verified if one considers suitable Banach spaces of locally integrable functions, containing X(G) as a dense subspace, having isometric left translations and being Banach modules over Co(G) (pointwise), e.g. Co(G) itself. Having this situation in mind (corresponding to the choice A = Co(G), A, =X(G), A,' = R(G), i.e., space of Radon measures) would allow the reader to appreciate the basic results without forcing him to care about technical problems at a first reading. In Section 3 also the weak relative completion g of B is introduced. It will turn out to be the largest space associated with B is a natural way. Furthermore, it will be proved that fi is always the dual of a Banach space in standard situation.
Section 4 represents the central part of this paper. There both kinds of module operations are considered simultaneously and their connections are clarified. Associated with each space B in standard situation there is a family of spaces, obtained by module theoretic methods. A number of formulas is combined to give Theorem 4.7, the main result of this paper. It contains a simple method of reduction (part A), and the "main diagram," showing that at most ten spaces can arise, which form two chains by inclusion, starting each with B, (closure of the test functions in B), and ending up with g. This diagram also visualizes the inherent symmetry between pointwise multiplication and convolution (in the Abelian case it can be made more concrete using the extended Fourier transforms). A good number of abstract and concrete results (e.g., concerning the Segal algebras of Reiter or the A,(G)-algebras of Herz) can be obtained therefrom, some of them are formulated in Sections 5, 6. In Section 5 various systematic results are stated. Among various possibilities we have tried to select those which are frequently required and useful for establishing the main diagram (and to draw informations from it) for concrete cases. Some of them, in particular Segal algebras, are discussed in Section 6, but the range of applications is much broader as will be explained in subsequent papers.
BANACH MODULES, NOTATIONS FROM HARMONIC ANALYSIS
As we shall treat Banach spaces having two module structures let us shortly recall some definitions and basic facts concerning Banach modules (cf. [7, 15, ]] uJc < C,). There are two Banach spaces associated with a C-modul B in a natural way that we explain for left modules now: The essential part of B, written as B, here, is defined as the closed linear span generated by the complex product CB. The completion of B (with respect to C) will be written as BC, and is defined as the space of all module homomorphisms from C to B: BC := {T ] T: C-+ B, linear, bounded, T(cc,) = cT(c,) for all c, c, E C}. Whenever B is nondegenerate as a Cmodule, i.e., whenever cb = 0 for all c E C implies b = 0, there is a natural injection j, : B 4 BC, mapping b to T,,, given by T,(c) := cb. Clearly this mapping is a continuous one, and allows us to consider B always as subspace of BC. We call (B, 1) 118) a strong C-module whenever B is a closed subspace of BC (i.e., for some equivalent norm it is strong in the sense of [ 151). Finally we also mention that the Banach dual (B', )I llRJ) of a left (right) C-module becomes a right (left) C-module by the transposed action, i.e., by the formula ( 
, II lle~>, en d owed with this module structure will be called the dual C-module for B. It is a basic result due to Rieffel, that a dual Banach module is always complete, and that a reflexive Banach space is complete as well as essential (we assume that C has bounded approximate units [25, Theorem 8.9 
, Corollary 8. IO]).
That the (convenient) convention of writing bc for the "product" in case of a right module may come in conflict with other conventions (which might be stronger, cf. below). Whether B as to be called a left or right C-module only depends on the corresponding law of associativity. In particular, any left module over a B*-algebra (C, ]] ]]c) with involution (satisfying c:cF = (c~c,)* for c,, cr E C) may also be considered as a right C-module by the action (b, c) -+ c*b, and vice versa.
Sometimes it will be convenient to consider locally convex algebras and locally convex modules, in which case the norm continuity simply has to be replaced by ordinary continuity of the module operations with respect to the given topologies. The relevant results concerning Banach modules and "elementary" formulas to be used extensively below are now collected. Concerning equivalent or at least sufficient conditions for B to be a strong C-module we have for C as above II Uyb' Ile; 2 Ibqc b)l = I@'9 bu,)l 2 I@', b)l -I@', buy-b)l 2 llb'll,; -E -IP'II,; II&-bllrr 2 IP'II,; -k
In fact, we have thus shown thatj,, is an isometry in this case.
In order to describe the spaces in "standard situation" below let us now fix some notations from harmonic analysis (cf. [23] ). In the sequel G denotes a locally compact topological group with Haar measure dx, and Haar modul A. The symbols (LP(G), ]I ]]J, 1 < p < co denote the usual Banach spaces of (equivalence classes of) measurable and p-integrable functions on G. Z'(G), the space of all continuous functions with compact support, is a dense subspace of LP(G) for 1 <p < co, and the closure of Z(G) in La(G) is identified with Co(G). The space of continuous functions on G is written as C(G), and C, :
is considered as a Banach convolution algebra, i.e., as an algebra with respect to convolution, and f bff-:fW(x)=d-'(x)f(x-') d f e mes an isometric involution of this Banach algebra. The left and right translation operators are given by
Sometimes we shall use the notations h(x) :=f(xy) and f-(x) :=f(x-'). For locally bounded and locally integrable function w on G satisfying W(X) > 1 and w(xy) < W(X) w(y) for x, y E G is called a weight function on G (cf. [23, Chap. III, Sect. 7). If w(x) = w(x-') for all x E G the weight is called symmetric (we shall only use symmetric weights). The corresponding weighted L'-space L:(G) := {f Ifw E L'(G)} is a Banach convolution algebra, with the norm ]] f Ill,W := II fwll,, called Beurling algebra. If w is symmetric, then LL is also an involutive Banach algebra with respect to f -+ f-. It is well known (cf. [23] ) that a Beurling algebra always has a bounded two-sided approximate unit (eJas, (we shall denote its norm by C,). Observe that ($J,,, is then a bounded two-sided approximate unit as well. Further terminology, in particular concerning Segal algebras, is taken from Reiter's books [23, 241) .
TEST FUNCTIONS, DISTRIBUTIONS, REGULARIZATION
We come now to the description of a family of spaces of test functions on locally compact groups, and the corresponding spaces of distributions, i.e., their duals. Without making use of structure theory it is still general enough to serve as a useful tool for the treatment of Banach spaces "living" on general groups. It will be convenient to take up the convention that the symbol A will only be used to denote a "nice" pointwise Banach algebra on G, or more precisely, a Banach space ( In parficufar, lim, lim, lim, e, * ep * u,h = h in A (of course the limit may be taken in any other order as well).
ProoJ: (A) It is obvious that w(y) := max(L IIJU II4lL ll&'II, llR;'ll) defines a submultiplicative and semicontinuous (hence measurable) function on G, with w(y) = w(y-') for all y E G. By a Baire argument w has to be bounded on some open set, and therefore over compact sets, i.e., w is a symmetric weight. Observing further that the (pointwise defined) convolution products k * h and h * k, k E L:(G), h E A s Co(G) may be interpreted as vector-valued integrals in A, given by
(B) Assuming (A4) and (A5) a bounded approximate unit (V,)j,, in A, can be obtained by replacing its members (given by (AS)) term by term by (sufficiently close) elements from the dense subspace A,. Renorming them if necessary one even may assume that they are of the same norm. That (A45) implies (A4) and (A5) is clear. In order to derive (ABT) therefrom observe the existence of a (possibly unbounded) family of trapezoid function (w,),~~ in A, follows from the existence of positive elements in A, (i.e. A2) and part (A). Using the method of [ 1 ] one verifies that a suitable subfamily of tvj + w/ -Ujwl)(j,OsJxL defines a bounded approximate unit in A, (again it may be renormed to be of norm C,). That any bounded system of trapezoid functions defines a bounded approximate unit for A follows from the fact that one has z,,h = h for h E A,, whenever y ( yo, again by approximation.
(C) Condition (A2) implies that A, contains nonzero, positive functions with arbitrarily small support near the origin. Renorming them in L'(G) one obtains a net (g,),,, in A, satisfying ]] g, ]I, = 1 for all a E Z, and )Igu*k-k(l,+O for a-too, for all k EX(G), but g, * k E A, *.X(G) E A,. The family having common compact support convergence takes place in the topology of X(G). Density of X(G) in L L(G) and Co(G) gives the assertion.
(D) Let h E A, E > 0 be given. Assuming that the bounded approximate units are of norm C,, C,, C, , respectively, it is possible to find a,, /IO, and y. such that one has for all a>a,, j?)/?o, and y>yo, l)e,h-hJI, < 43, II@ -hll, < s/3C19 and ]I u,h -h (IA < s/3C,CJ. Then one has II% * e4 * u,h -hll, < II% * e4 * @,h -h>llA + 11% * (e,h -WA + lIeah -4 < E. Remark 2.1. Since the spaces Z'(G), Co(G), and L;(G) (w symmetric) are "-invariant the same arguments can be used to show density of A,' in these spaces. The same result is obtained using the fact that (A -, 11 /iA -), with 11 h" ]IA -:= /I h lIA as a norm, is again a nice algebra.
Given a nice Banach algebra A as above we consider A, = A nZ'(G) as a topological vector space, endowed with its natural inductive limit topology 7: For a compact set K E G the space A, := {h I h E A, supp h c K} is a Banach space with respect to j] ]IA and A, is the inductive limit over a net of such spaces (the index set being a basis of compact sets ordered by inclusion). Thus, a net (h,),,, is convergent to 0 in this topology if supp h, z K, a E Z, for some compact set K c G, and I] h, IIA + 0 for a --) 0~). For A = Co(G) this gives the usual topology on X((G) = A,.
With this topology A, becomes a locally convex topological algebra, and even a topological module over A (hence ideal in A). It is also a left and right topological module with respect to ordinary convolution algebra .X'(G). For later use let us also mention that the right action of L:,. on A, given by
(it might be called opposed left convolution) when restricted to X(G) and A,, respectively, gives A, a (different) right focally convex X(G)-module structure. It is clear from (2.1) that A, is a locally convex bimodule with respect to *. In general, however, the left action (2.la) does not commute with the right action (2.2).
Our space of distributions will be of course Aof, the topological dual of A,. There are at least two locally convex topologies of interest on A,'. We shall mainly use the weak topology a(Ao', A,) ( 
We thus have again ,B l k = km *p. Furthermore, it is clear that A,' is a locally convex bimodule over X(G) with respect to . . The justification for the use of the symbols * and . (that have been already used for "ordinary" convolutions) is of course the fact that the new defined actions are natural extensions of the old ones. In other words, using essentially Fubini's theorem one shows that the natural embedding of L'(G) 2 L:,(G) 2X(G) 2 A, and
is even a left X(G)-module homomorphism if all spaces are endowed with their natural left *-structure. Of course a similar statement concerning l and pointwise products is valid. Furthermore, we observe that the support of p E A,' is defined in the usual way, and left and right translation operators are extended to A,' by (L,,u, g) := 01, L,-g) and @,A g> := 01, R,-g) for Y E G P E 4,', g E 4,. Using the existence of trapezoid functions in A,, it is not difficult to verify that this is equivalent to hM is bounded in (A', II llA,) for each h E A,, (2.3b) This is the same as equicontinuity in Y(A,, C) = A,,' in the terminology of Schaefer (cf. [26, 111.4 .31).
Now we have to introduce some operators which are compositions of multiplication and convolution operators. Let k, k' EX(G) and h E A be given, Then the following (C = convolution, P = product) operators are well defined on A,,':
As will be seen immediately R stands for "regularization."
Convention. In order to simplify notations let us write k * hp instead of k * (h,u) in the sequel. Thus in more general expressions of a similar form pointwise products are to be evaluated first, and convolutions then.
The basic properties of these operators, making them an extremely useful tool, are collected in the following results: 
, and the continuity of z b N, k as a mapping from G to A,, for k E A,,. That T maps A,,' into C,,,,(G) f 11 o ows now from the relation supp(k * hp) s (supp k)(supp hp) s KK". We know already from (A) that T is o-ucontinuous, and the above formula shows that p = u-lim,pu, implies pointwise convergence of Tp,(x) to Tp(x) for all x E G. If the net (u,),,, belongs to M it is now also clear that (k * hp,&, is bounded and tight in Co(G). The equicontinuity of this net follows now by the estimate using the uniform continuity of z + N, k over KK". That weak convergence implies norm (i.e., uniform) convergence in that case follows from [ 12, Remark 2.11.
The local boundedness and locally uniform equicontinuity of the family k * M suffices in order to show the corresponding result for S.
(C) One has R,u = k' * Tp E (A, n C,,) * CKK,, E (A, * X(G)) n COROLLARY 2.3. Let (eJasl, (e4)4EJ, and (uJyeL be nets in C,, and A,, respectively (for some compact set K, s G), which are two-sided approximate units for L;(G) and A, respectively. Let (R,,),,EM, R,p := e, * e,, * uYy, M=Zx JX L be a net of operators on AD', M being ordered coordinatewise.
Then one has p = u -lim, R,p in A,'. In particular, A,, is u-dense in A,'.
Proof. By the definition of these convolutions one has (R,p, g) = @, r+,(& * E?~ * g)) for all g E A,,. Applying a variant of Proposition 2.1 (D) and observing that the right term has common compact support, weak convergence of R,,u in A,,' follows. The weak density of A,, in A,' is now an immediate consequence of Proposition 2.2(C), using the fact that the density of A,, and A,' in L$(G) ( see Proposition 2.1(C) and Remark 2.1) and (A4), respectively, allow us to choose the approximate units in an appropriate way.
We conclude this section with a result concerning intersections of nice algebras (extending Proposition 2.1(C) that will be useful later (cf. satisfies (A4), or even whether it has approximate units. In particular, we have not been able to show that the intersection of two "nice" algebras is again a "nice" algebra (except one assumes A 'A2 s A'). It also seems to be difficult to find counterexamples. Of course, (A ' n A2, 11 [la, + 11 l[J is a "nice" algebra if (and only if) there exists another nice algebra (A3, )I (IA'), contained in A i n A ' (use the system of trapezoid functions in A3), which will be the case for all "practical" examples.
BANACH SPACES IN STANDARD SITUATION: THEIR WEAK RELATIVE COMPLETION B'
The situation described in Section 2 can be used as a general frame for the description of a class of Banach spaces having two module structures, at a fairly general level, and not only for spaces of locally integrable functions. The spaces considered will be called spaces in standard situation. Associated with each such space there is another, larger space B", called the weak relative completion of B (the use of the definite article will be justified later). It will be shown that usually B" can be characterized as the dual of another space in standard situation. The usefulness of PC-and CP-operators on such spaces will also become clear. It will be convenient to call (A, B) a left standard pair whenever the above conditions are satisfied. It is natural to call (A, B) an essential standard pair whenever B is an essential Banach module with respect to both actions.
The notion of a right standard situation (or a right standard pair) will be used in the case where one has . instead of * in (ST3), i.e., left opposed convolution as a right X(G)-action (cf. (2.2) and (2.lb')).
Remark 3.1. Since one has L I, n L k, = Lk (as Banach spaces), where w(x) := max(w,(x), w2(x)) defines a weight function on G, it is no loss of generality to assume that the weight w arising in Section 2 is the same as that used in (ST 3). Remark 3.2. As for (A, [IllA) itself (cf. Proposition 2.1(A)), an essential left Lk-structure on B can be obtained whenever (STl) is satisfied and B is left invariant with continuous shift, i.e., if L,B c B for all y E G, and y +-t LJ is a continuous mapping from G into (B, II llB) for all f E B. The converse is also true, as a consequence of the factorization theorem. If further A, is dense in B a compatible left LL-module structure on B' can be obtained applying (2.2'). Remark 3.4. Concerning left and right standard pairs it must be said that for symmetric weights (only such weights will be considered) a space B is in a left standard situation if and only if it is in a right standard situation. However, the kind of action of X(G) changes. Therefore we shall speak of a standard pair (A, B) whenever this aspect is without importance. Of course it would be possible (but without interest) to build up a symmetric theory for spaces B having a right convolution (as in (2.lb)) structure (hence a left structure by opposed right convolution).
Remark 3.5. It is important for the development of the theory that the "standard situation" described in [12] is slightly more general than that described here (cf. [ 12, Remark 1.21) . In particular, the results of that paper are available in our situation. The most relevant will be (cf. (ii) It is obvious that 11 II_ defines a seminorm on B. Since (STl) implies that for each compact KE G there exists C, > 0 such that I(g,f,)l < C, Ilf,llB II gljA for all g E A, and all f, E B it is clear by a limiting argument that I( g,p)l < C, )I gIla Il~.~ll-for p E Z?. Therefore B" is continuously embedded in A,' and (I II_ is a norm. The embeddings B, C. B 4 B' are now obvious. The completeness of (8, II II-) can be shown as follows: Given any absolutely convergent series Cz=, Il~,ll-=: C < co it is easily checked that p := CF= i ,u,, is convergent in (AO', a). Working with appropriate approximating nets in B it is a matter of routine to verify that ,u E B, and that IjplII < C + E for any given E > 0, hence Il,uII-< C. The completeness of (B", (I II-) is then obvious.
Multiplication by elements of A as well as convolution by elements of X(G) being u-continuous on A,,' one obtains the A-module structure (i.e., (ST2)) as well as the estimate Ilk * pII, < Ilklll,,, Il,ull_ for ~1 El? and k E X(G). Applying the usual procedure it is possible to extend the action of X(G) on B to an action of L:(G) on B, such that (ST3) is satisfied.
Attention. We shall use the symbol k * p for k E L:,(G) and ~1 E fi in the above sense, even if it does not make sense to interpret it in the sense of Section 2. Since LL * A, is not contained in A, it is also not reasonable to try to interpret k * p as a weak limit of k * f, for general k E Lt, and ,D E 3.
Taking in account the above convention it is now possible to consider the CP-and PC-operators introduced in Section 2, acting on 3, even for k, k' E L:(G). 
In particular, the norms of B and B' are equivalent on A,.
Proof Equation (3.4a) is obvious, and the proof of (3.4b) is left to the reader. One inclusion for (3.5a) is obvious, and in view of (3.4b this inequality can be derived, completing the proof of Proposition 3.3.
Next we give two useful (cf. Section 5) characterizations of B, and B' as subspaces of A 0', respectively. (c) Since R,p E A, G B E B' for all p E ii, and since the norms 11 II8 and II II_ are equivalent on the Banach space (B, II lie), Cauchy nets in B are just the convergent nets in #, and their limit is known to be ,L Remark 3.8. Using the same arguments it can be shown that the existence of one of the iterated limits, such as lim, lima limr ea * e4 * u,,u in B already implies p E B,. In particular the limits (and also the operators) may be interchanged without effecting (the existence of) the limit in that situation.
In the last part of this section we show that B' is always the dual of a space in standard situation. A concrete description of the predual of B is given as well.
For a better understanding of the arguments it will be useful to recall that one always has a continuous embedding of A, into B', whenever B satisfies (STl). (Thus we may take B" as well.) In fact, considering g E A, as a functional on A,' we may restrict it to the subspace B. Identifying A, as a subspace of A,' one can show that the injection is in fact continuous (cf. Remark 3.3). the isomorphism being understood in the sense of Banach spaces.
ProoJ Considered as a subspace of B' the space A, separates points in 8. Therefore, using a theorem due to Kaijser [ 161, we only have to show that the closed unit ball OB of B' is compact in the rr@, A,)-topology. Since we know already (cf. the last part of the proof of Lemma 3.1) that oB is equicontinuous in A,,' we may apply the Alaoglu-Bourbaki theorem (cf. [26,111.4.3] ) in order to select from any given net in B a u-convergent subset, satisfying ,u = a-lim,,uu, for some ,K E A,'. Since for any given E > 0, each ,u, E OB can be obtained as a weak limit of a net (ft)4EJ(a) in (1 + e)oB one can obtain a net (fJyEL in (1 + E)O B such that fi = a-limJY. Hence ,u E I? and ]]pJ(, < 1 + E for each E > 0, and the proof is complete. Remark 3.9. The above theorem also holds true in more general situations. For example, it is sufficient to know that a Segal algebra S is closed in its vague relative completion s" (cf. [9] ) in order to conclude that one has g= (co")'. The proof is the same as above (cf. [5] ).
Since the predual 6"' is not very convenient, the space B"' being usually not in standard situation (and also being difficult to describe) it is of interest to look for an (naturally) isomorphic standard space. Since, given E > 0, any ,u E 02 can be represented as the weak limit of a net (f,>,,, in (1 + s)oB we have I(g,Pr)l = li? I(s,f,>l 6 II gll,41 + e) for all ,u E o B and E > 0. This gives the required estimate. Applying this argument to B, instead of B the second isomorphism is obtained.
In order to give a more precise description of the result concerning B' recall the connection between module structures and duality, in particular the fact that duality interchanges changes "left" and "right." The dual (B', 11 /18,) of a space in standard situation is therefore a right module over A and L:(G). If, furthermore, A, is dense in B, it is not difficult to show that B' satisfies (STl), and that the action of A and Lb(G) obtained by transposition coincides with the ordinary action of A, and the action of X(G), restricted to B'. Starting with the right action . we would have obtained the left action * of X(G) on B'. We thus have, using the terminology of Definition 3.1, LEMMA 3.7. Given a minimal left (right) standard pair, the pair (A, B') is a right (left) standard pair. This allows us to call (A, B,') the dual standard pair to (A, B).
Combining these results we obtain ProoJ Starting with formula (3Sa) we observe that it is sufficient to prove the result for minimal standard pairs, which are known to be closed in B' (cf. Proposition 3.3). Therefore Theorem 3.5 and Lemma 3.6 apply. The assertions concerning the module structures are a consequence of Lemma 3.7. Proof: By (3.9) any dual space B,' coincides with its completion. The converse is Theorem 3.8.
The embedding of A, into the dual B' of a space B in standard situation suggests to define the (combined) symbol B', as to be KB in the above sense. Of course, this notation is consistent with that given in Definition 3.1 (i.e., B', = (B'),) whenever B' is in standard situation (cf. Remark 3.11). Applying this convention one obtains, in addition to formulas (3.4) and (3.5) the following results involving the tilde: Some applications of these results are to be discussed in the last section. We conclude this section with a short discussion of a certain property P (introduced by Krogstad for Segal algebras on Abelian groups, cf. [ 17] ), trying to explain its role in this theory. Adapting the definition to our situation we say Proof. In view of Lemma 3.6 and the density of A, in B', the above norm coincides with the norm of B as a subspace of B,',' = B','. However, by Theorem 3.5 this is just the norm ]I ]I_, restricted to B. In view of Remark 3.6 the proof is complete.
Remark 3.12. This result is also true for symmetric Segal algebras which need not be in standard situation (cf. [5] ). Using an example given in [9, Sect. 4, E] one obtains a Segal algebra without property P. This solves problems raised by Krogstad in [ 171. The fact that a Segal algebra in standard situation always satisfies P explains perhaps why one could not find a counterexample among the Segal algebras considered usually.
ESSENTIAL PARTS, MODULE COMPLETIONS, AND THE MAIN DIAGRAM
Having introduced Banach spaces (B, ] ] ]]a) in standard situation in Section 3, which have two module structures with respect to Banach algebras having bounded approximate units, it makes sense to consider the corresponding essential parts and completions as introduced in Sections 1 in the abstract setting. As we shall see these spaces are again Banach spaces in standard situation, which allows to iterate this procedure. As it will be shown, however, instead of an infinite family of spaces at most ten spaces arise this way, which are nicely related by chains of inclusions (explained by the main diagram). Since AA n Ai is a dense subspace of A2 (cf. Lemma 2.4) it follows that T extends to a continuous multiplier from A2 to B. The assertion now follows for reasons of symmetry.
The main result concerning "essential parts" can now be stated as (ii) In order to prove (4.1) we observe that the inclusions A,EB,,~B,nB, and A,cB,,-A c B n B, are obvious. It therefore remains to show that A, is a dense subspace of (BA n B,, II II,). Since B, n B, is an essential module with respect to both actions one shows (cf. the proof of Proposition 2.1 (D)) that for E > 0 and f E B, n B, there exists a CCP-operator R as in 2.2(C) such that IlRf -f lie < E for any given f E B, n B, . But Rf E R(A,) s A,,, which completes the proof of (A) (4.1). We want to show now that the Banach spaces BA and BG may be considered as Banach spaces in standard situation. In doing this we even obtain more general results. 
Furthermore
Ilclll-< ";I' 11 WQlls < 'A ll Tll.
Conversely, any p E A,' satisfying h,u E B defines an element of BA by the closed graph theorem. The argument for BG is essentially the same (observe that the expressions hp and k * ,u are always well defined). There is another characterization of BA and BG, respectively. 3) it is of interest to note that it would have been sufficient to suppose for (4.3a) to be true that B is a strong Amodule. In fact, one has to replace the first estimate above by II h4lB G c s;P II uy b IIB = c s;P II hU,P JIB < c II h II.4 s;P II U,PllB for hEA.
Since we have used uY h = hu, for this argument the corresponding version for (4.3b) only applies if one has central approximate units in L:,(G). Thus one can say that (4.3b) is also true for standard spaces B on [SIN]-groups (cf. [ 18, 221) which are strong Lk-modules. Remark 4.5. It is easy to derive from (4.3a), using trapezoid functions in A (cf. Proposition 2.1(B)) that one has ,U E BA if and only if there exists C > 0 such that for any K E G, compact, one can tindf E B, llfllB < C, such that (,u -L g) = 0 for all g E A, (i.e., p = f on K).
Because we shall make use of the spaces L?, and L?G let us now give characterizations of these spaces as subspaces of A,' and show inclusions between them and the spaces considered above. Since g= (B,)-by Corollary 3.3 it would be no loss of generality to assume that (A, B) is an essential standard pair. are continuous, and that BA is an A-module (Theorem 1.1(B) ). Using (4.2a) and (4Sb) we obtain (together with the corresponding norm inequality).
Therefore BA is in standard situation and BAG = (BA)' s 3 s 3 = B' and the easy part of (4.2). Using the other direction of Lemma 4.3 we see that the inclusion gc BAG follows if we know h(k * p) E B for each h E A, k E LL(G)k, but this is just Theorem 3.2(B).
It is now clear that it is possible to define, by induction, spaces that can be described by a finite chain of upper or lower "exponents" A and G, such as BAaA'. As its turns out, however, one fortunately does not obtain more than ten different spaces in this way. More precisely, we obtain the following main result of this paper: Remark 4.6. The above diagram will be an important and useful tool for "seeing" and proving the results given in the sequel. It will be helpful for the reader to visualize statements of Section 5 by drawing the corresponding reduced diagrams.
We conclude this section with a short discussion of the question, under what conditions B is closed in B (cf. above). Proof: We only prove (a). Let p E BG be given. Then for E > 0 there exists k E Q L:(G) such that /pllec < II k * ~11~ + E, by the definition of II Ilsci. Assuming that llflls < C llflleA f or some C > 0 and all f E B we can find h E A with II hlJ, < 1 such that II k * PIIB Q Cdl W * cl)lls + ~1. Now applying (3.2) we obtain llPllec< Cllh(k*~)ll,,+ &(C+ l)<Cllhll,, Ilkll,,,llrull-+dC+ 1).
Since E > 0 has been arbitrary we have 11~ llBG < C (1~ (I_. Remark 4.8. Checking the proofs once more it is easy to see that all embeddings are isometric ones whenever A and L;,(G) have approximate units of norm 1 and B % BA and B 4 BG are isometries (which correspond to the situation occurring "in practice").
SYSTEMATIC RESULTS
It is the purpose of this section to present some systematic results. In the first part we collect virtually all results that can be obtained from Theorem 4.7 by purely formal operations. Certain particular cases that are typical for situations arising naturally are discussed a little bit more carefully. Then some formulas concerning sums and intersections of spaces in standard situation, and concerning their duality are given.
In order to keep the description of our results now as short as possible, we take up the convention:
Given a space B in standard situation write E(B) for the subset of { 1, 2,..., 6) corresponding to the equalities. We shall also say that B satisfies Ei (E for equality) of (and only if) i E E(B). Thus, for example E(B) = { 1,2,3,4} indicates that the diagram reduces to exactly two different spaces B' and B, (otherwise, E, and E, would both be true). Any (A-or G-) complete module coincides with B, and any essential module in the diagram coincides with B, in that case (cf. (5.9) in Table I ).
The utility of the main diagram will become clear to the reader by drawing diagrams corresponding to the situations discussed below. Table I shows complete symmetry between "A" and "G", i.e., formally (5.3) can be obtained by interchanging the symbols C and A in (5.1). The same relations holds between (5.2) and (5.4), and (5.5) and (5.6). It is also possible to "obtain" (5.2) from (5.1) and (5.4) from (5.3) by leaving the symbols in their order, but interchanging their positions (up t) down) as well as the order of inclusions. Of course, this symmetry of tables is a consequence of the symmetry between convolution and multiplication that become appearent already in Section 4. Any result that can be interpreted in the diagram for certain spaces in standard situation has, so to speak, a dual companion, which is obtained by interchanging the roles of A and G. In practice it allows us to point out connections between different results in the literature, but also to establish results concerning (Fourier) multipliers, starting from a result on pointwise products, by dualization (of the result and its proof). It is our next aim to describe the spaces that can be obtained by taking intersections of spaces appearing in the diagram. Of course, one obtains closed subspaces of B" whenever B is closed in & but it is surprising that most spaces arising this way coincide with spaces already to be found in the diagram. Since intersections between two spaces belonging to the same chain are obtained in a trivial way, we only have to look for the intersections given in Table II , in which ** indicates that no general identification can be given. PROPOSITION Table II in an obvious way.
Let (A, B) be a standard pair such that B is closed in B. Then one has to interpret
Proof: Referring to the formula describing the intersection of the space in the zth row and jth column as to [i, j], for 1 < i, j < 4 we see that nothing has to be proved if i > 3 and j > 3. Furthermore [4, l] and [ 1, 4] are obvious, since B, E B" and B, c BG. The remaining results being nontrivial we observe first that the spaces have been listed in increasing order. Since B, is in fact the smallest possible space that can arise we see that formulas [i, j], for i + jg 4 will follow from [2, 3] and [3, 2] . Before proving these two results let us recall that [ 1, l] is part of formula (4.1), and that BA G nBG A =l? nl? =B c A 0) thus proving [2, 2] , follows from (4.8) combined with (4.4~). Now [2, 1 ] and [ 1, 2] follow as mentioned. In order to prove [3, 2] (the arguments for [2, 3] are analog) consider ,U E B,' n BA,. It will be sufficient to verify that this implies ,U E B, , because then [ 1, 21 will imply ,U E B,. Applying Lemma 4.3 we observe that ,u E BAG implies k * p E B, for all k E L;(G). But the factorization theorem, applied to BA, shows that there exists ,u' E BA EL? and k, E L:(G) such that ,U = k, *,u'. Now let @,Aer be a bounded approximate unit. Then (e, * P),~, is in B,, but it is also a Cauchy net in @, ]] I]-) (hence (BA, I( IIs)), since II e,*e,~*~II-<II e,*k,-e,,*k,II,,,IICrll,'O for a,a'-+co. Table II coincide with CoA n C,'. If G is nondiscrete and noncompact this is a space different from the six spaces arising in the diagram. In the same situation one obtains for La(G) four different space, but the only one not to be found in the diagram (arising in [3, 3] ) is again CoA n C,".
Combining formulas (5.5) and (5.6) with [2, 31 and [3, 21 , respectively, we obtain two nontrivial results, showing certain connections between E, and 4. (b) Assume that any of the equivalent conditions of (5.6) are satisfied.
Then E, implies E,.
Proof
(a) Assumption (5.5) implies B = BGA. Applying [2, 3] now we obtain from BG =BG nB"=B= f-jB A that ' -hence { 1, 3, 6) c E(B). In iarticufar, E, is s&IiedC. The reasonigAfir>) is quite symmetric.
Remark 5.3. The equivalence of E, and E, follows from the above results only if { 1,2,3,4} C_ E(B). But this can be seen directly observing that in this case, the upper half of the diagram reduces to one space, i.e., to B', and the lower half to B,. We have not been able to prove equivalence of E, and E, under (5.5) or (5.6), not even for Segal algebras. It also seems to be difftcult to find a counterexample.
Just as a special case of the above result we have the following "practical" version, for which a direct proof would be possible as well: , then using Theorem 3.8 it can easy be seen that B, is w*-closed in g. Using standard arguments from functional analysis it follows that B, is isomorph to a dual Banach space.
APPLICATIONS AND CONCLUDING REMARKS
In this section we can only give some ideas how to work with the above results, how to establish the diagram corresponding to a given space, and how to draw new informations from known results, making use of our formulas. Various further examples of spaces in standard situation are given in [ 12, Sect. 11. EXAMPLE 6.1. We start with the discussion of B = C'(G), G a noncompact and nondiscrete group. Here we may take A = Co(G) and w = 1. It is clear that (Co)" = Cb(G), and since X(G) is dense in C,(G) equalities E, and E, are satisfied. Hence at most 6 spaces can arise in the diagram. Since Leo is apparently a dual module (of L'(G)) we have
The spaces BG, =B", and BA G =gG are now easily seen to be just G = IfIfE LYG), f vanishes at infinity), and C'"b(G) (left uniformly continuous, bounded functions). The space (Co)" = (L ', Co) can be identified (cf. [9, Theorem 3.51 or (4.3b)) with (fl f E L"(G), xK *f E C, (G) for each compact set K c G}. By considering f = C L,," f,, where 1) f, )(m = 1, supp f, c K,, f., -+ 0 in the vague topology, and y, + co sufficiently fast one can see that LF is a proper subspace of (CO)", i.e., 6 @ E(B).
Since it is clear that the other spaces do not coincide we have E(C'(G)) = {3,4}. Thus C"(G) represents the "general case" of a space containing the test functions as a dense subspace (hence satisfying E, and E,, cf. Theorem 4.2). EXAMPLE 6.2. Starting now with B being any of the five other spaces appearing in the diagram the reader will find that again all six spaces arise. In fact, all these spaces have of course the same completion (La(G)), and the same kernel (C"(G)). The remaining 4 spaces being derived from these two spaces by "elementary" operations (e.g., C*(G) = (Co)") there have to be at least these 6 spaces. On the other hand there cannot arise a new space due to the reduction method (Theorem 4.7(A)). Checking directly, or better only working with the symbols, assuming that E(B) = {3,4) one can prove that E(g) = (1,2}, E(B',) = (1,4} = E(BAG), and E(BA,) = (2,3) = E(bA 1. , and since A, contains positive functions with small support the same is true for S. In particular, symmetry implies pseudosymmetry for Segal algebras in standard situation (since "most" spaces are in standard situation the nomenclature therefore appears to be justified, although there are examples of symmetric Segal algebras which are not pseudosymmetric; cf. [24] for the terminology). EXAMPLE 6.7. As mentioned above the diagram for Segal algebras concerning the A,-algebras, 1 < p < co, due to Herz see [6] . We suppose that G is amenable. In that case A,(G) is known to be a "nice" Banach algebra with respect to pointwise multiplication, satisfying (Al)-(A5). We consider the standard pair (A,, A&. Therefore it is clear that A, satisfies E, and E,. Denoting Ai" by W, it follows from Proposition 5.5(A) that Wp = (A,) I, i.e., E, holds. According to a result of Cowling ([ 61) translation is continuous in Wp, i.e., ApApG = ApA p, or E, is satisfied. Now, applying Corollary 5.3 we see that A,C = A,, i.e., A, is complete as an L'(G)-module. In particular, sup ]I e, * ,u]lA, < co implies p E A,(G) for any bounded approximate unit in L:(G).
It would be possible to continue with a long list of further examples, showing also connections between certain results in the literature. Instead, we conclude with several remarks.
A list of spaces in standard situation and corresponding algebras A is given in [ 121. We only indicate that it contains many spaces arising in harmonic analysis, Euclidean Fourier analysis and distribution theory, including various types of generalized Lipschitz spaces as well as their duals, and also spaces of ultradistributions (on lea. groups,, cf. [3, 271) .
For the class of strongly character invariant Banach spaces of quasimeasures on an lea. group G (mentioned in [ 12, Sect. 11 ) the symmetry between A(G) and L'(G) action (a left-right symmetry of the diagram) can be made even more explicit, by observing that the Fourier transform (in the sense of S,'(G)) maps the diagram of B bijective on the diagram of XB, interchanging left and right (i.e., convolution and multiplication).
Theorem 5.8, showing that B' is a dual space can be used to show that spaces of multipliers (i.e., the corresponding spaces of convolution kernels) can often be represented as duals of Banach spaces in standard situation. Thus one can show that H,(S, S), the space of multipliers on a Segal algebra in standard situation, coincides with the dual of a Banach space of continuous functions. This extends a result due to Krogstad concerning Segal algebras on Abelian groups satisfying property P. (cf. [ 171) .
Some of the results could have been proved under slightly more general conditions, but at the cost of more technical problems. In particular, it is not always necessary to assume the existence of bounded approximate units in A. It is intended to come back to this problem in a subsequent paper.
Several results (in particular concerning Section 3) can be formulated by means of the theory of generalized L'-algebras as considered by Leptin (see [2 1 I) . Details concerning this different approach are to be given elsewhere.
Under suitable assumptions one can also show that an isomorphism between standard pairs (respecting both structures) can be shown to be always induced from an isomorphism of the underlying groups.
