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In this work, we study a gauge invariant local non-polynomial composite spinor field in
the fundamental representation in order to establish its renormalizability. Similar studies
were already done in the case of pure Yang-Mills theories where a local composite gauge
invariant vector field was obtained and an invariant renormalizable mass term could be
introduced. Our model consists of a massive Euclidean Yang-Mills action with gauge group
SU(N) coupled to fermionic matter in the presence of an invariant spinor composite field
and quantized in the linear covariant gauges. The whole set of Ward identities is analysed
and the algebraic proof of the renormalizability of the model is obtained to all orders in a
loop expansion.
I. INTRODUCTION
The theoretical studies of quantum chromodynamics (QCD) in the low energy regime, where non-
perturbative phenomena like confinement take place, still lack a satisfactory understanding.
Besides quark confinement, let us underline that the gluon confinement is still a challenging, yet
unsolved, issue. Several nonperturbative techniques based on the studies of the Dyson-Schwinger
equations, functional renormalization group, Kugo-Ojima criterion, Gribov-Zwanziger approach
and its refined version, have provided a fruitful ground for a better understanding of the behaviour
of the two-point Landau gauge gluon correlation function in the infrared region, see [1–25]. The
output of these investigations is in quite good agreement with the lattice data on the gluon propa-
gator, which exhibit a violation of the reflection positivity [26–30]. This peculiar behaviour of the
gluon propagator is commonly interpreted as a signal of gluon confinement, due to the impossibility
of attaching a physical meaning to the gluon as an excitation of the spectrum of the theory.
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2In the present work, we pursue the investigation started in [31, 32], by extending it to the matter
sector through the introduction of a gauge invariant composite non-polynomial spinor field. The
latter will be included in the starting action together with the dimension two gauge invariant
operator A2min, obtained by minimizing A
2 along the gauge orbit [33, 35–37], namely
A2min = min{u}Tr
∫
d4xAuµA
u
µ , A
u
µ = u
†Aµu+
i
g
u†∂µu . (1)
The minimization procedure for A2min enables one to introduce a nonlocal gauge field A
h
µ which
turns out to be left invariant by gauge transformations, order by order in powers of the coupling
g [38]. Recently, a localization procedure for Ahµ has been achieved by means of a localizing
Stueckelberg-like field ξ [31, 32]. The resulting non-polynomial action has been proven to be renor-
malizable to all orders thanks to the existence of a Becchi-Rouet-Stora-Tyutin (BRST) nilpotent
exact symmetry.
In the sequel, in analogy with the localized expression for Ahµ, we shall introduce its fermionic
counterpart, i.e. we shall construct a local composite non-polynomial spinor field ψh which is left
invariant by the BRST transformations.
The introduction of such a BRST invariant spinor field ψh might have several practical applications.
Let us quote, for example, the framework devised in [39] where a kind of effective horizon function
for matter fields was employed within the Gribov-Zwanziger setup in order to obtain an analytic ex-
pression for the quark propagator in agreement with the available lattice data in Landau gauge, see
[39] and refs. therein. Another potential fruitful application can be figure out in relationship to the
non-Abelian Landau-Khalatnikov-Fradkin transformations (LKF) along the path outlined in [40],
where the localized BRST invariant composite field Ahµ was employed to interpolate the n-point
correlation functions of the gauge field Aµ between different gauges. In this case, the composite
invariant field ψh could allow to generalize the construction of [40] to the LKF transformations
for correlation functions including spinor fields within a BRST invariant renormalizable framework.
The paper is organized as follows. In Sec. II, we outline the construction of a local and BRST
invariant action including the gauge invariant composite fields Ahµ and ψ
h. In Sec. III, we determine
the Ward identities fulfilled by the resulting quantized action. In Sec. IV, we work out the most
general counterterm and establish the renormalization factors for all fields, composite operators,
3external sources and parameters. In Sec. V, we present our conclusions. In the appendix A, we
describe with details the CPT symmetries.
II. CONSTRUCTION OF A LOCAL AND BRST INVARIANT ACTION
Let us begin with the construction of a complete local BRST invariant action containing the gauge
invariant operators Ahµ, ψ
h and ψ¯h = (ψh)†γ4. The order by order gauge invariant operator Ahµ is
already known in the literature [31, 38], being given by a highly nonlocal expression in the gauge
field, namely
Ahµ =
(
δµν − ∂µ∂ν
∂2
)(
Aν − ig
[
∂A
∂2
, Aν
]
+
ig
2
[
∂A
∂2
, ∂ν
∂A
∂2
])
+O(A3) . (2)
The operators ψh and ψ¯h are the analogous fermionic counterpart of Ahµ and will be discussed
later in the local formulation, in section (II B). In order to establish a local framework for Ahµ, we
introduce an auxiliary localizing Stueckelberg-like field ξ
a
, see Refs. [38, 41–44], as follows
h = eigξ= eigξ
aTa , (3)
where the matrices {T a} are the generators of the gauge symmetry group SU(N). Then, one can
define Ahµ as
Ahµ ≡ Ah,aµ T a= h†Aµh+
i
g
h†∂µh , (4)
provided the transversality constraint,
∂µA
h
µ = 0 , (5)
is fulfilled.
Expanding (4) in power series of ξ, we get a non-polynomial series,
Ah,aµ = A
a
µ −Dabµ (A)ξb −
g
2
fabcξbDcdµ (A)ξ
d +O(ξ3) , (6)
with
Dabµ (A) = δ
ab − gfabcAcµ (7)
being the covariant derivative in the adjoint representation of SU(N). The transversality con-
straint (5) turns out to be thus a constraint on the Stueckelberg field. Indeed, solving iteratively
4the condition ∂µA
h
µ = 0 for ξ, one gets back the non-local expression (2), see [31, 32].
The gauge invariance of expression (4) becomes now manifest. It is easy to check in fact that Ahµ
is left invariant by
Auµ → u†Aµu+
i
g
u†∂µu ,
h → u†h ,
h† → h†u , (8)
(Ahµ)
u = Ahµ , (9)
with u = e−igω ∈ SU(N).
From the local expression for Ahµ a local non-polynomial gauge invariant action is written down as
Sinv =
∫
d4x
[
1
4
F aµνF
a
µν + τ
a∂µA
h,a
µ + η¯
a∂µD
ab
µ (A
h)ηb +
m2
2
Ah,aµ A
h,a
µ
+iψ¯i,α(γµ)αβD
ij
µ (A)ψ
j,β −mψψ¯iαψi,α
]
, (10)
where
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν (11)
is the field strength and
Dijµ (A) = δ
ij∂µ − ig(T a)ijAaµ (12)
is the covariant derivatives in the fundamental representation of SU(N). The action Sinv provides
a local setup for the nonlocal operator Ahµ. The auxiliary field τ
a plays the role of a Lagrange
multiplier, implementing the transversality condition for the gauge invariant composite field Ahµ.
The fields (η¯, η) are a pair of anti-commuting fields needed to take into account the Jacobian
arising from the integration in the functional integral over the multiplier τa. To some extent, these
fields are analogous to the Faddeev-Popov ghosts which will be introduced later on by means of the
gauge-fixing procedure. Finally, the last two terms of Sinv represent the matter sector characterized
by the Dirac fields (ψ, ψ¯), while mψ is the corresponding mass parameter
1.
1 According to the notations adopted here, the Greek indices {µ, ν, ρ, σ} are the vector indices of the Euclidean
space, while the Greek indices {α, β, γ, δ} are the Dirac spinor indices. The Latin indices {a, b, c, d, e}, running
from 1 to N2−1, are the indices of the adjoint representation of SU(N); while the Latin indices {i, j, k, l}, running
from 1 to N , represent the indices of the fundamental representation of the group. The Dirac gamma matrices γµ
in Euclidean space are given by
γ4 =
 0 1
1 0
 , γk = −i
 0 σk
−σk 0
 , γ5 = γ4γ1γ2γ3 =
 1 0
0 −1
 ,
where 1 is the 2× 2 identity matrix, k = 1, 2, 3 and σk are the well known Pauli matrices.
5As pointed out in details in [31, 45], the action (10) displays deep differences with respect to
the conventional non-renormalizable non-Abelian Stueckelberg action [41–44]. The difference lies
precisely in the transversality constraint (5), implemented in expression (10) through the fields
(τ, η¯, η). Condition (5) follows directly from the minimization procedure for the operator A2min.
As such, it has a geometrical meaning while being responsible for a good ultraviolet behavior of
the model which, unlike the case of the standard Stueckelberg action, enjoys in fact perturbative
renormalizability [31, 45].
It is worth observing that the gauge invariant composite operator Ah,aµ A
h,a
µ has been introduced
in the action (10) through the free mass parameter m2. Interestingly, this term plays an essential
role in the construction of effective models which reproduce the infrared behaviour of the Landau
gluon propagator observed in lattice simulation to high accuracy, see [7, 8, 13].
As mentioned before, the action Sinv is left invariant by the following infinitesimal gauge transfor-
mations:
Aaµ → Aaµ −Dabµ (A)ωb ,
τa → τa ,
ηa → ηa ,
η¯a → η¯a ,
ψiα → ψiα + ig(T a)ijωaψjα ,
ψ¯iα → ψ¯iα − igψ¯jα(T a)jiωa ,
ξa → ξa − ωa + g
2
fabcωbξc − g
2
12
famrfmpqωpξqξr +O(ξ3) , (13)
where ωa is the infinitesimal parameter of the gauge transformation. The non-polynomial transfor-
mations of the Stueckelberg field ξa can be evaluated order by order by means of the transformations
of hij = (eigξ)ij and (h†)ij :
hij → hij + igωa(T a)ikhkj ,
(h†)ij → (h†)ij − igωa(h†)ik(T a)kj . (14)
6A. Gauge-fixing and BRST symmetry
Being the action Sinv, eq.(10), a gauge invariant expression, a gauge-fixing condition is required
for its quantization. In the present work we will choose the so-called linear covariant gauge, which
is in fact a general class of covariant gauges depending on a gauge parameter α. Therefore, we
shall consider the following gauge-fixing term:
SFP = Sinv + Sgf . (15)
with
Sgf =
∫
d4x
(
iba ∂µA
a
µ +
α
2
baba + c¯a ∂µD
ab
µ (A)c
b
)
, (16)
where (c¯a, ca) are the Faddeev-Popov ghosts and ba is the auxiliary Nakanishi-Lautrup field imple-
menting the gauge condition, namely
δSgf
δba
= i∂µA
a
µ + α b
a = 0 . (17)
In particular, setting α = 0, the Landau gauge is recovered.
As is well known, with the introduction of the gauge-fixing term Sgf , the gauge invariance of
expression (10) is replaced by the nilpotent BRST transformations which, in the present case, take
the form
sAaµ = −Dabµ (A)cb ,
sca =
g
2
fabccbcc ,
sc¯a = iba ,
sba = 0 ,
sτa = 0 ,
sηa = 0 ,
sη¯a = 0 ,
sψiα = ig(T
a)ijcaψjα ,
sψ¯iα = −igψ¯jα(T a)jica ,
sξa = gab(ξ)cb , (18)
where,
gab(ξ) = −δab + g
2
fabcξc − g
2
12
faecfebdξcξd +O(ξ3) , (19)
7and
sSFP = 0 , s
2 = 0 . (20)
Evidently, we also have
sAhµ = 0 . (21)
Let us end this section by pointing out that the Stueckelberg field ξ is a massless field, whose
propagator behaves like 〈ξξ〉p ∼ α/p4, a feature which might eventually lead to undesired spurious
infrared divergences in some Green functions. Though, as shown in [45], the gauge fixing (16) can
be suitable modified to account for a renormalizable BRST invariant infrared regurlarization for
the field ξ. More precisley, one can introduce a regularizing infrared mass µ2 through the exact
BRST term
Sµgf =
∫
d4x s
(
c¯a(∂µA
a
µ − µ2ξa)− i
α
2
c¯aba
)
=
∫
d4x
(
iba ∂µA
a
µ +
α
2
baba + c¯a ∂µD
ab
µ (A)c
b − iµ2baξa + µ2c¯agab(ξ)cb
)
. (22)
It is easy to see that the gauge parameter µ2 plays the role of an infrared regulator for the ξ field,
whose propagator gets now the infrared safe form 〈ξξ〉p ∼ α/(p2 + µ2)2. Moreover, as much as the
parameter α, also µ2 appears in a BRST exact term, eq.(22). As a consequence, it is a pure gauge
parameter which will not affect the correlation functions of the gauge invariant operators, which
are the object of the present work. Therefore, we shall proceeding by using the gauge fixing of
eq.(16).
B. Introducing the local gauge invariant composite spinor field ψh
We are now ready to face the main task of the present work, namely: the introduction of the local
non-polynomial gauge invariant spinor composite operator ψh which, in terms of the auxiliary
Stueckelberg field ξ, can be defined as
ψh ≡ h†ψ , (23)
where ψ is the Dirac field and h is given by eq.(3). As the Dirac field transforms as ψ → u†ψ and
h† as h† → h†u for a finite gauge transformation u, it is immediate to realize that ψh is gauge
invariant. Of course, the same procedure can be done for the Dirac adjoint field ψ¯, giving rise to
the Dirac adjoint invariant composite field ψ¯h ≡ ψ¯h.
8Expanding in terms of the Stueckelberg field ξa, we have
(ψh)iα = ψ
i
α − igξa(T a)ijψjα −
g2
2
ξaξb(T a)ij(T b)jkψkα +O(ξ3) . (24)
In order to study the composite fields (Ahµ, ψ
h, ψ¯h) at the quantum level, we introduce them in
the starting action by means of BRST invariant external sources which will allow to define the
renormalized functional generators for the Green functions involving the insertions of the afore-
mentioned composite operators [46]. Moreover, besides the invariant composite fields (Ahµ, ψ
h, ψ¯h),
there are some other composite fields related to the nonlinear BRST transformation of the fields
(Aaµ, c
a, ψi, ψ¯i, ξa), eqs.(18), which require the introduction of the corresponding BRST invariant
source.
Therefore, taking into account the whole set of external sources, we write down the following
complete action Σ:
Σ =
∫
d4x
[
1
4
F aµνF
a
µν + τ
a∂µA
h,a
µ + η¯
a∂µD
ab
µ (A
h)ηb + iψ¯i,α(γµ)αβD
ij
µ (A)ψ
j,β
+iba ∂µA
a
µ +
α
2
baba + c¯a ∂µD
ab
µ (A)c
b
]
+
∫
d4x
[
Ωaµ(sA
a
µ) + L
a(sca) +Ka(sξa) + (sψ¯)U + U¯(sψ) + J aµAh,aµ + ψ¯h,iα V iα + V¯ iαψh,iα
+
J
2
Ah,aµ A
h,a
µ + Jψ ψ¯ψ + Ξ
a
µD
ab
µ (A
h)ηb +
ζ
2
J2 + ζ ′ J2ψJ + ζ
′′ J4ψ
]
. (25)
One sees that the sources (J aµ , V, V¯ ) couple to the composite operators (Ahµ, ψ¯h, ψh), while
(Ωaµ, L
a,Ka, U, U¯) to the nonlinear BRST transformations of the fields (Aaµ, c
a, ξa, ψ¯, ψ). For
later convenience, the invariant mass terms (AhµA
h
µ) and (ψ¯ψ) are also introduced through local
sources (J, Jψ). Moreover, it turns out to be useful to introduce also the composite field operator
Dabµ (A
h)ηb by means of its corresponding source Ξaµ. Finally, The last three terms in eq.(25),
containing the free parameters (ζ, ζ ′, ζ ′′), are allowed by power counting. These terms are needed
to reabsorb the ultraviolet divergences appearing in the correlation fuctions 〈(AhAh)x(AhAh)y〉,
〈(AhAh)x(AhAh)y(ψ¯ψ)z〉 and 〈(ψ¯ψ)x(ψ¯ψ)y(ψ¯ψ)z(ψ¯ψ)t〉.
The BRST invariance of Σ is automatically fulfilled by setting
s(Ω, L,K,U, U¯ ,J , V, V¯ ,Ξ, J, Jψ) = 0 . (26)
Finally, the Faddeev-Popov action, eq.(15), is recovered from Σ when the external sources
(Ω, L,K,U, U¯ ,J , V, V¯ ,Ξ) vanish and (J, Jψ) are set equal to:
J(x)
∣∣
phys
= m2 , Jψ(x)
∣∣
phys
= mψ . (27)
9We are now ready to establish the symmetry content of the action (25), a topic which will be faced
in the next section.
III. WARD IDENTITIES
In order to go ahead with the algebraic renormalization procedure [46], we need first to establish
the Ward identities fulfilled by the action Σ, eq.(25), which we enlist below, namely:
A. The Slavnov-Taylor identity
The BRST invariance can be expressed as a functional identity known as the Slavnov-Taylor
identity,
S(Σ) = 0 . (28)
The nonlinear operator S is given, for a general functional F , by
S(F) =
∫
d4x
(
δF
δAaµ
δF
δΩaµ
+
δF
δca
δF
δLa
+
δF
δξa
δF
δKa
+
δF
δU iα
δF
δψ¯i,α
+
δF
δU¯ iα
δF
δψi,α
+ iba
δF
δc¯a
)
. (29)
For further use, we also introduce the so-called linearized Slavnov-Taylor operator BΣ [46],
BΣ =
∫
d4x
(
δΣ
δΩaµ
δ
δAaµ
+
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δU iα
δ
δψ¯i,α
+
δΣ
δψ¯iα
δ
δU i,α
+
δΣ
δU¯ iα
δ
δψi,α
+
δΣ
δψiα
δ
δU¯ i,α
+
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δKa
δ
δξa
+
δΣ
δξa
δ
δKa
+ iba
δ
δc¯a
)
, (30)
enjoying the property of nilpotency,
BΣBΣ = 0 . (31)
B. The equation of motion of the Lagrange multiplier ba
The equation of motion of the Lagrange multiplier ba, i.e.
δΣ
δba
= i∂µA
a
µ + αb
a . (32)
corresponding to the linear covariant gauge-fixing adopted here, has the meaning of a Ward identity
[46]. This follows from the fact that the right-hand side of (32) is linear in the quantum fields. As
such, it represents a linearly breaking term which is not affected by quantum corrections [46].
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C. The antighost equation
The antighost field c¯a combines with the source Ωaµ to give rise to the following identity
δΣ
δc¯a
+ ∂µ
δΣ
δΩaµ
= 0 , (33)
known as the antighost equation [46].
D. The equation of τa
Analogously to the antighost equation, the equation of motion of the τa field and the variation of
the action with respect to the source J aµ , yields the following identity:
δΣ
δτa
− ∂µ δΣ
δJ aµ
= 0 , (34)
which we shall call the τ -equation.
E. The η-ghost equation
Differentiating the action with respect to the ghost ηa and integrating on space-time, gives the
Ward identity:
Gaη (Σ) = 0 , (35)
where Gaη is the linear operator:
Gaη =
∫
d4x
(
δ
δηa
+ gfabcη¯b
δ
δτ c
+ gfabcΞbµ
δ
δJ cµ
)
. (36)
F. The η¯-antighost equation
Similar to the antighost equation, eq.(33), is the η¯-antighost Ward identity, namely
δΣ
δη¯a
− ∂µ δΣ
δΞaµ
= 0 . (37)
Notice that the presence of the composite field operator Dabµ (A
h)ηb, coupled to the source Ξaµ, is
needed in order to establish this identity.
11
Fields Aaµ b
a ca c¯a τa ηa η¯a ξa ψ¯i,α ψi,α
mass dimension (d) 1 2 0 2 2 0 2 0 32
3
2
c-ghost number 0 0 1 −1 0 0 0 0 0 0
η-ghost number 0 0 0 0 0 1 −1 0 0 0
ψ-charge 0 0 0 0 0 0 0 0 −1 1
Nature C C A A C A A C A A
TABLE I. The quantum numbers of the fields
G. The η-ghost number
A ghost number can be assigned to the anti-commuting fields (η¯, η) and to the source Ξµ, resulting
in the following η-ghost number Ward identity
Qη(Σ) =
∫
d4x
(
ηa
δΣ
δηa
− η¯a δΣ
δη¯a
− Ξaµ
δΣ
δΞaµ
)
= 0 . (38)
H. The c-ghost number
Analogously, we have also the usual c-ghost number in the Faddeev-Popov sector, expressed by
Qc(Σ) =
∫
d4x
(
ca
δΣ
δca
− c¯a δΣ
δc¯a
− Ωaµ
δΣ
δΩaµ
− 2La δΣ
δLa
−Ka δΣ
δKa
−U i,α δΣ
δU i,α
− U¯ i,α δΣ
δU¯ i,α
)
= 0 . (39)
I. The fermionic Ward identity
Finally, similarly to the η and c-ghost numbers, we have a Ward identity in the matter fermionic
sector, given by
Qψ(Σ) =
∫
d4x
(
ψiα
δΣ
δψi,α
− ψ¯iα
δΣ
δψ¯i,α
+ U iα
δΣ
δU i,α
− U¯ iα
δΣ
δU¯ i,α
+ V iα
δΣ
δV i,α
− V¯ iα
δΣ
δV¯ i,α
)
= 0 .
(40)
The quantum numbers of all fields and sources are displayed in Tables I and II, where we use the
capital letter (C) for the commuting quantities and (A) for the anti-commuting ones.
As we shall see, this set of Ward identities and the CPT symmetries are enough to prove the
renormalizability of the action eq.(25) by means of the algebraic renormalization procedure [46].
12
Sources Ωaµ L
a Ka J aµ Ξaµ U¯ iα U iα V¯ iα V iα
mass dimension (d) 3 4 4 3 2 52
5
2
5
2
5
2
c-ghost number −1 −2 −1 0 0 −1 −1 0 0
η-ghost number 0 0 0 0 −1 0 0 0 0
ψ-charge 0 0 0 0 0 −1 1 −1 1
Nature A C A C C C C A A
TABLE II. The quantum numbers of the external sources
IV. RENORMALIZATION
In the last section, we presented the set of Ward Identities that action Σ, eq.(25), obeys. We turn
now our attention to determine the most general invariant counterterm preserving such identities,
which will enable us to prove the renormalizability of the starting action Σ in the presence of the
gauge invariant composite fields (Ahµ, ψ
h, ψ¯h).
A. Determination of the most general counterterm
In order to characterize the most general invariant counterterm, we follow the algebraic renormal-
ization setup [46] and perturb the action Σ,
Σ→ Σ + Σcount , (41)
in such a way that  is an expansion parameter and Σcount is, in agreement with the power-counting,
an integrated local polynomial in the fields and sources with dimension four and vanishing c-ghost,
η-ghost and ψ quantum numbers. Demanding that the perturbed action, (Σ + Σcount), fulfills to
13
the first order in the expansion parameter  the same Ward identities of the action Σ, namely
S(Σ + Σcount) = 0 +O(2) ,
δ
δba
(Σ + Σcount) = i∂µA
a
µ + α b
a +O(2) ,(
δ
δc¯a
+ ∂µ
δ
δΩaµ
)
(Σ + Σcount) = 0 +O(2) ,(
δ
δτa
− ∂µ δ
δJ aµ
)
(Σ + Σcount) = 0 +O(2) ,(
δ
δη¯a
+ ∂µ
δ
δΞaµ
)
(Σ + Σcount) = 0 +O(2) ,
Gaη (Σ + Σcount) = 0 +O(2) ,
Qη(Σ + Σcount) = 0 +O(2) ,
Qc(Σ + Σcount) = 0 +O(2) ,
Qψ(Σ + Σcount) = 0 +O(2) , (42)
we obtain the following constraints on the local invariant counterterm Σcount:
BΣΣcount = 0 , (43)
δΣcount
δba
= 0 , (44)
(
δ
δc¯a
+ ∂µ
δ
δΩaµ
)
Σcount = 0 , (45)
(
δ
δτa
− ∂µ δ
δJ aµ
)
Σcount = 0 , (46)
(
δ
δη¯a
− ∂µ δ
δΞaµ
)
Σcount = 0 , (47)
Gaη (Σcount) = 0 , (48)
Qη(Σcount) = 0 , (49)
Qc(Σcount) = 0 , (50)
Qψ(Σcount) = 0 , (51)
14
where BΣ in eq.(43) is the linearized Slavnov-Taylor operator, as defined in eq.(30). From the
nilpotency of BΣ, it follows that the first condition, eq.(43), implies that the counterterm Σcount
belongs to the cohomology [46] of the operator BΣ in the space of the integrated local polynomials
in the fields, sources and parameters, of dimension four and vanishing c-ghost, η-ghost and ψ
quantum numbers.
Making use of the general results on the cohomology of Yang-Mills theories, see [46], it turns out
that Σcount can be written as
Σcount = ∆cohom + BΣ∆(−1) ,
∆cohom 6= BΣMˆ(−1) . (52)
for some local Mˆ(−1). The terms ∆cohom and ∆(−1) are, respectively, the nontrivial and trivial
solutions of (43). Also, according to the quantum numbers of the fields, ∆(−1) is an integrated
polynomial of dimension four, c-ghost number−1 and both vanishing η-ghost number and ψ-charge.
Taking into account the BRST invariance of (Ah, ψh, ψ¯h, η, η¯, τ), it follows that the term ∆cohom
can be parametrized as
∆cohom =
∫
d4x
[
a0
4
(
F aµν
)2
+ a1 Jψψ¯
i
αψ
i,α + a2
(
∂µA
h,a
µ
)(
∂νA
h,a
ν
)
+ a3
(
∂µA
h,a
ν
)(
∂µA
h,a
ν
)
+a4 f
abcAh,aµ A
h,b
ν ∂µA
h,c
ν + a
abcd
5 A
h,a
µ A
h,b
µ A
h,c
ν A
h,d
ν +
(
∂µτ
a + J aµ
)
F aµ (A, ξ)
+a6
(
∂µη¯
a + Ξaµ
)
(∂µη
a) + fabc
(
∂µη¯
a + Ξaµ
)
ηbGcµ (A, ξ) + JI (A, ξ) + J
2
ψ I
′ (A, ξ)
+V¯ i,αF iα(ψ, ξ) + F¯ iα(ψ¯, ξ)V i,α + a7
ζ
2
J2 + a8 ζ
′ J2ψJ + a9 ζ
′′ J4ψ
]
, (53)
where the coefficients (a0, a1, a2, a3, a4, a
abcd
5 , a6, a7, a8, a9) are free constant dimensionless parame-
ters and where we have already imposed the constraints (44)–(47) and (49)–(51)2. The quantities
F aµ (A, ξ), G
a
µ (A, ξ), I (A, ξ), I
′ (A, ξ), F iα(ψ, ξ) and F¯ iα(ψ¯, ξ) stand for local functionals which can
be expanded in powers of ξa.
2 We will leave the constraint (48) at the end.
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Requiring now that ∆cohom fulfills the constraint (43), we obtain
BΣF aµ (A, ξ) = sF aµ (A, ξ) = 0 , (54)
BΣGaµ(A, ξ) = sGaµ(A, ξ) = 0 , (55)
BΣI(A, ξ) = sI(A, ξ) = 0 , (56)
BΣI ′(A, ξ) = sI ′(A, ξ) = 0 , (57)
BΣF iα(ψ, ξ) = sF iα(ψ, ξ) = 0 , (58)
BΣF¯ iα(ψ, ξ) = sF¯ iα(ψ, ξ) = 0 . (59)
The quantities F aµ (A, ξ), G
a
µ(A, ξ), I(A, ξ) and I
′(A, ξ) have been already worked out in [31, 32],
being given by
F aµ (A, ξ) = a10A
h,a
µ , (60)
Gaµ(A, ξ) = a11A
h,a
µ , (61)
I(A, ξ) =
a12
2
Ah,aµ A
h,a
µ , (62)
I ′(A, ξ) =
a13
2
Ah,aµ A
h,a
µ , (63)
with (a10, a11, a12, a13) free coefficients. Let us turn thus to the solutions of eq.(58) and eq.(59).
Let us first analyze eq.(58). According to Table I, the quantity F iα(ψ, ξ) has the quantum numbers
d = 3/2, vanishing ghost and η number, ψ-charge equals to 1 and is of anticommuting nature. It
also has two indices: one related to the internal symmetry group in the fundamental representation
of SU(N), (i), and the other being a spinor one (α). Therefore, taking into account all these
properties, we are led to consider the following expression
F iα(ψ, ξ) = σijαβ(ξ)ψjβ , (64)
with σijαβ(ξ) being a dimensionless quantity in the Stueckelberg field ξ
ij = ξaT a,ij , given by
σijαβ(ξ) = σ
ij
1 (ξ)δαβ + σ
ij
2 (ξ)(γ4)αβ + σ
ij
3 (ξ)(γ1)αβ + σ
ij
4 (ξ)(γ2)αβ + σ
ij
5 (ξ)(γ3)αβ
+σij6 (ξ)(γ5)αβ + σ
ij
7 (ξ)(γ4γ5)αβ + σ
ij
8 (ξ)(γ1γ5)αβ + σ
ij
9 (ξ)(γ2γ5)αβ
+σij10(ξ)(γ3γ5)αβ + σ
ij
11(ξ) [γ4, γ1]αβ + σ
ij
12(ξ) [γ4, γ2]αβ + σ
ij
13(ξ) [γ4, γ3]αβ
+σij14(ξ) [γ1, γ2]αβ + σ
ij
15(ξ) [γ1, γ3]αβ + σ
ij
16(ξ) [γ2, γ3]αβ . (65)
where γ’s are the Dirac matrices in Euclidean space.
Thanks to eq.(23), we can proceed as in [31, 32] and perform a convenient change of variables in
equation (64), which consists in the replacement of ψiα by the gauge invariant composite field ψ
h,i
α .
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Accordingly, the quantity σijαβ(ξ) will be redefined, namely:
F iα(ψ, ξ) = σˆijαβ(ξ)ψh,jβ , (66)
with
σˆijαβ(ξ) = σ
ik
αβ(ξ)h
kj
= σˆij1 (ξ)δαβ + σˆ
ij
2 (ξ)(γ4)αβ + σˆ
ij
3 (ξ)(γ1)αβ + σˆ
ij
4 (ξ)(γ2)αβ + σˆ
ij
5 (ξ)(γ3)αβ
+σˆij6 (ξ)(γ5)αβ + σˆ
ij
7 (ξ)(γ4γ5)αβ + σˆ
ij
8 (ξ)(γ1γ5)αβ + σˆ
ij
9 (ξ)(γ2γ5)αβ
+σˆij10(ξ)(γ3γ5)αβ + σˆ
ij
11(ξ) [γ4, γ1]αβ + σˆ
ij
12(ξ) [γ4, γ2]αβ + σˆ
ij
13(ξ) [γ4, γ3]αβ
+σˆij14(ξ) [γ1, γ2]αβ + σˆ
ij
15(ξ) [γ1, γ3]αβ + σˆ
ij
16(ξ) [γ2, γ3]αβ , (67)
where σˆijp (ξ), with p = 1, .., 16, are power series in ξa.
Let us now look again at the constraint (58), i.e.:
BΣF iα(ψ, ξ) =
∫
d4x
(
δΣ
δU¯ iα
δF iα(ψ, ξ)
δψi,α
+
δΣ
δKk
δF iα(ψ, ξ)
δξk
)
=
∫
d4x
δΣ
δKa
∂σˆijαβ(ξ)
∂ξa
ψh,jβ
=
∫
d4x gab (ξ) cb
∂σˆijαβ(ξ)
∂ξa
ψh,jβ = 0 , (68)
which immediately gives
∂σˆijαβ(ξ)
∂ξa
= 0 . (69)
Moreover, from the so-called discrete symmetries: parity, time-reversal and charge conjugation, we
have the following result 3,
σˆij1 (ξ) = a14 δ
ij , σˆijn (ξ) = 0 , (70)
where a14 is a constant and n = 2, . . . , 16. Thus, we finally conclude that the most general
expression for F iα(ψ, ξ) is given by
F iα(ψ, ξ) = a14 ψh,iα . (71)
The same procedure can be repeated for F¯ iα(ψ¯, ξ), yielding:
F¯ iα(ψ¯, ξ) = a15 ψ¯h,iα , (72)
3 For instance, see more details in appendix A.
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with a15 being a constant. Therefore, for the most general expression for ∆cohom we get
∆cohom =
∫
d4x
[
a0
4
(
F aµν
)2
+ a1 Jψψ¯
i
αψ
i,α + a2
(
∂µA
h,a
µ
)(
∂νA
h,a
ν
)
+ a3
(
∂µA
h,a
ν
)(
∂µA
h,a
ν
)
+a4 f
abcAh,aµ A
h,b
ν ∂µA
c
ν + a
abcd
5 A
h,a
µ A
h,b
µ A
h,c
ν A
h,d
ν + a10
(
∂µτ
a + J aµ
)
Ah,aµ
+a6
(
∂µη¯
a + Ξaµ
)
(∂µη
a) + a11 f
abc
(
∂µη¯
a + Ξaµ
)
ηbAh,cµ +
a12
2
J Ah,aµ A
h,a
µ +
a13
2
J2ψ A
h,a
µ A
h,a
µ
+a14 V¯
i,αψh,iα + a15 ψ¯
h,i
α (ψ¯, ξ)V
i,α + a7
ζ
2
J2 + a8 ζ
′ J2ψJ + a9 ζ
′′ J4ψ
]
. (73)
Let us turn now to the trivial part of the cohomology of BΣ, i.e. to ∆(−1). Taking into account
the quantum numbers of the fields and sources given by Tables I and II, ∆(−1) can be written as:
∆(−1) =
∫
d4x
[
fab1 (ξ, α) ξ
aKb + fab2 (ξ, α)L
acb + fab3 (ξ, α) ξ
a
(
∂µΩ
b
µ
)
+fab4 (ξ, α) (∂µξ
a) Ωbµ + f
ab
5 (ξ, α)A
a
µΩ
b
µ + f
ab
6 (ξ, α)A
a
µ
(
∂µc¯
b
)
+fab7 (ξ, α)
(
∂µA
a
µ
)
c¯b + fab8 (ξ, α) (∂µξ
a)
(
∂µc¯
b
)
+ fab9 (ξ, α) ξ
a
(
∂2c¯b
)
+fab10 (ξ, α) c¯
abb + fab11 (ξ, α) c¯
aτ b + fabc12 (ξ, α) η¯
aηbc¯c + fabc13 (ξ, α) c¯
ac¯bcc
+f ij14 (ξ, α) ψ¯
i,αU jα + f
ij
15 (ξ, α) U¯
i,αψjα
]
, (74)
with the arbitrary quantities (f1, ..., f15) being functionals of the field ξ and of the gauge parameter
α4.
Imposing the constraints (44)–(47), ∆(−1) becomes
∆(−1) =
∫
d4x
[
fab1 (ξ, α) ξ
aKb + fab2 (ξ, α)L
acb + fab3 (ξ, α) ξ
a∂µ
(
Ωbµ + ∂µc¯
b
)
+fab4 (ξ, α) (∂µξ
a)
(
Ωbµ + ∂µc¯
b
)
+ fab5 (ξ, α)A
a
µ
(
Ωbµ + ∂µc¯
b
)
+f ij14 (ξ, α) ψ¯
i,αU jα + f
ij
15 (ξ, α) U¯
i,αψjα
]
. (75)
We are left thus with the remaining constraint (48). Nevertheless, observing that BΣ∆(−1) is
independent from (ηa, τ,J aµ ), i.e. Gaη
(BΣ∆(−1)) = 0, it turns out that
Gaη (∆cohom) = 0 , (76)
4 The terms f ij14 ψ¯
i,αU jα and f
ij
15 U¯
i,αψjα could be written in an even more general form being replaced by f
ijαβ
14 ψ¯
i
αU
j
β
and f ijαβ15 U¯
i
αψ
j
β , with f
ijαβ
14 and f
ijαβ
15 expanded in the basis {1, γµ, γ5, γ5γµ, [γµ, γν ]} of the 16 independent 4× 4
matrices, as in the construction of σijαβ in eq.(65). But, applying the discrete symmetries (parity, time-reversal and
charge conjugation) one can find that f ijαβ14 = f
ij
14 δ
αβ and f ijαβ15 = f
ij
15 δ
αβ .
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giving the condition
a11 = ga10 , (77)
so that
∆cohom =
∫
d4x
{
a0
4
(
F aµν
)2
+ a1 Jψψ¯
i
αψ
i,α + a2
(
∂µA
h,a
µ
)(
∂νA
h,a
ν
)
+ a3
(
∂µA
h,a
ν
)(
∂µA
h,a
ν
)
+a4 f
abcAh,aµ A
h,b
ν ∂µA
c
ν + a
abcd
5 A
h,a
µ A
h,b
µ A
h,c
ν A
h,d
ν + a10
[ (
∂µτ
a + J aµ
)
Ah,aµ
+gfabc
(
∂µη¯
a + Ξaµ
)
ηbAh,cµ
]
+ a6
(
∂µη¯
a + Ξaµ
)
(∂µη
a) +
a12
2
J Ah,aµ A
h,a
µ +
a13
2
J2ψ A
h,a
µ A
h,a
µ
+a14 V¯
i,αψh,iα + a15 ψ¯
h,i
α V
i,α + a7
ζ
2
J2 + a8 ζ
′ J2ψJ + a9 ζ
′′ J4ψ
}
. (78)
Furthermore, following [31], one realizes that setting the external sources J,
J ≡ Ka,J aµ ,Ξaµ, J, Jψ, V iα, V¯ iα , (79)
to zero in the action of eq.(25), we obtain
Σ
∣∣
J=0
=
∫
d4x
[
1
4
F aµνF
a
µν + τ
a∂µA
h,a
µ + η¯
a∂µD
ab
µ (A
h)ηb + iψ¯i,α(γµ)αβD
ij
µ (A)ψ
j,β
+iba ∂µA
a
µ +
α
2
baba + c¯a ∂µD
ab
µ (A)c
b
]
+
∫
d4x
[
Ωaµ(sA
a
µ) + L
a(sca) + (sψ¯)U + U¯(sψ)
]
. (80)
The fields (τ, η, η¯) can now be integrated out giving a unity [31, 32]. As a consequence, the action
above becomes that of the ordinary Yang-Mills theory in linear covariant gauges with massless
fermions. As such, when the sources J are set to zero, the counterterm we are looking for must
reduce to that of the standard Yang-Mills theory in linear covariant gauges [46]. This implies that
a2 = a3 = a4 = a
abcd
5 = 0 , (81)
a6 = −a10 , (82)
as well as
fab2 (ξ, α) = δ
ab a16 , (83)
fab5 (ξ, α) = δ
ab a17 , (84)
f ij14(ξ, α) = δ
ij a18 , (85)
f ij15(ξ, α) = δ
ij a19 , (86)
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where (a16, a17, a18, a19) are free coefficient which may depend on the gauge parameter α, due to
the fact that they appear in the exact cohomology solution for the operator BΣ. In addition, we
also have
fab3 (ξ, α) = f
ab
4 (ξ, α) = 0 . (87)
Therefore, for the expressions of ∆cohom and ∆
(−1), we find, respectively
∆cohom =
∫
d4x
{
a0
4
(
F aµν
)2
+ a1 Jψψ¯
i
αψ
i,α + a10
[ (
∂µτ
a + J aµ
)
Ah,aµ − (∂µη¯a + Ξaµ)Dabµ (Ah)ηb
]
+
a12
2
J Ah,aµ A
h,a
µ +
a13
2
J2ψ A
h,a
µ A
h,a
µ + a14 V¯
i,αψh,iα + a15 ψ¯
h,i
α V
i,α
+a7
ζ
2
J2 + a8 ζ
′ J2ψJ + a9 ζ
′′ J4ψ
}
, (88)
∆(−1) =
∫
d4x
[
fab1 (ξ) ξ
aKb + a16 L
aca + a17 (Ω
a
µ + ∂µc¯
a)Aaµ + a18 ψ¯
i,αU iα + a19 U¯
i,αψiα
]
. (89)
For later convenience, it is helpful to rewrite the whole counterterm, eqs.(88),(89), in parametric
form.
From expressions eqs.(88), (89), it is easy to show that:
Σcount = ∆cohom + BΣ∆(−1)
= −a0 g2 ∂Σ
∂g2
+ 2a17 α
∂Σ
∂α
+ (a7 + 2a12) ζ
∂Σ
∂ζ
+ [(a8 + 2a1 + a12) ζ
′ + a13 ζ]
∂Σ
∂ζ ′
+[(a9 + 4a1) ζ
′′ + a13 ζ ′]
∂Σ
∂ζ ′′
+
∫
d4x
[
a1 Jψ
δΣ
δJψ
+ (a12 J + a13 J
2
ψ)
δΣ
δJ
−a10 τa δΣ
δτa
+ a10 J aµ
δΣ
δJ aµ
+ a10 η¯
a δΣ
δη¯a
− a10 Ξaµ
δΣ
δΞaµ
+ a14 V
iα δΣ
δV iα
+a14 V¯
iα δΣ
δV¯ iα
+ a16 L
a δΣ
δLa
− a16 ca δΣ
δca
+ a17A
a
µ
δΣ
δAaµ
− a17 Ωaµ
δΣ
δΩaµ
−a17 ba δΣ
δba
− a17 c¯a δΣ
δc¯a
+ a18 U
iα δΣ
δU iα
+ a18 U¯
iα δΣ
δU¯ iα
− a18 ψiα δΣ
δψiα
−a18 ψ¯iα δΣ
δψ¯iα
+ fab1 (ξ)ξ
a δΣ
δξb
−
(
∂f cb1 (ξ)
∂ξa
ξc + fab1 (ξ)
)
Kb
δΣ
δKa
]
, (90)
where we have considered, without loss of generality, a14 = a15 and a17 = a18, due to the fact the
terms V¯ i,αψh,iα and ψ¯
h,i
α V i,α are conjugates of each other, implying that (ψ¯, U¯ , V¯ ) renormalize as
(ψ,U, V ).
In equation (90) we have also performed the following rescaling5:
(A, ξ, α, b, τ,J , J)→
(
A
g
,
ξ
g
,
α
g2
, gb, gτ, gJ , g2J
)
. (91)
5 It is actually the same as replacing SYM by g
−2SYM, so that the coupling constant g does not appear anymore in
the expression for Σ.
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The parametric form of the counterterm, eq.(90), will significantly simplify the analysis of the
renormalization factors, as we shall see in the next section.
B. Analyzing the counterterm and renormalization factors
We notice that Σcount, eqs.(89),(90), contains a large quantity of free coefficients, which need to
be shown to correspond to renormalizations of the fields, coupling constant, masses, composite
operators and external sources. In other words, we have to prove that Σcount can be reabsorbed
into the original action by means of a redefinition of all its arguments, which will be generically
denoted as {Φ}, namely
Σ(Φ) + Σcount(Φ) = Σ(Φ0) +O(2) , (92)
where {Φ0} stand for the so-called bare quantities. Thanks to the parametric form, eq.(90),
equation (92) can be also rewritten as
Σ(Φ0) = (1 + R)Σ(Φ) +O(2) , (93)
where R denotes the operator
R = −a0 g2 ∂
∂g2
+ 2a17 α
∂
∂α
+ (a7 + 2a12) ζ
∂
∂ζ
+ [(a8 + 2a1 + a12) ζ
′ + a13 ζ]
∂
∂ζ ′
+[(a9 + 4a1) ζ
′′ + a13 ζ ′]
∂
∂ζ ′′
+
∫
d4x
[
a1 Jψ
δ
δJψ
+ (a12 J + a13 J
2
ψ)
δ
δJ
−a10 τa δ
δτa
+ a10 J aµ
δ
δJ aµ
+ a10 η¯
a δ
δη¯a
− a10 Ξaµ
δ
δΞaµ
+ a14 V
iα δ
δV iα
+a14 V¯
iα δ
δV¯ iα
+ a16 L
a δ
δLa
− a16 ca δ
δca
+ a17A
a
µ
δ
δAaµ
− a17 Ωaµ
δ
δΩaµ
−a17 ba δ
δba
− a17 c¯a δ
δc¯a
+ a18 U
iα δ
δU iα
+ a18 U¯
iα δ
δU¯ iα
− a18 ψiα δ
δψiα
−a18 ψ¯iα δ
δψ¯iα
+ fab1 (ξ)ξ
a δ
δξb
−
(
∂f cb1 (ξ)
∂ξa
ξc + fab1 (ξ)
)
Kb
δ
δKa
]
. (94)
This means that the quantities {Φ} and {Φ0} are related by
Φ0 = (1 + R)Φ +O(2) . (95)
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Defining the renormalization factors {Z} as
A0 = Z
1/2
A A , b0 = Z
1/2
b b , c0 = Z
1/2
c c , c¯0 = Z
1/2
c¯ c¯ ,
η0 = Z
1/2
η η , η¯0 = Z
1/2
η¯ η¯ , τ0 = Z
1/2
τ τ , ξa0 = Z
ab
ξ (ξ) ξ
b ,
ψ0 = Z
1/2
ψ ψ , ψ¯0 = Z
1/2
ψ¯
ψ¯ , U0 = ZU U , U¯0 = ZU¯ U¯ ,
V0 = ZV V , V¯0 = ZV¯ V¯ , L0 = ZL L , Ω0 = ZΩ Ω ,
g0 = Zg g , α0 = Zα α , J0 = ZJ J , Ka0 = ZabK (ξ)Kb (96)
and  J0
J2ψ,0
 =
ZJ ZJ,Jψ
0 Z2Jψ
 J
J2ψ
 ,

ζ0
ζ ′0
ζ ′′0
 =

Zζ 0 0
Zζ′ζ Zζ′ 0
0 Zζ′′ζ′ Zζ′′


ζ
ζ ′
ζ ′′
 , (97)
we have, from eq.(95), that
Zg = 1−  a0
2
, Z
1/2
A = 1 +  a17 , Z
1/2
η¯ = 1 +  a10 , Z
1/2
η = 1 ,
ZV = 1 +  a14 , Z
1/2
c = 1−  a16 , Z1/2ψ = 1 +  a18 ,
Zabξ = δ
ab +  fab1 (ξ) , Z
ab
K = δ
ab − 
(
∂f cb1 (ξ)
∂ξa
ξc + fab1 (ξ)
)
,
ZJ = 1 +  a12 , ZJ,Jψ =  a13 , ZJψ = 1 +  a1 ,
Zζ = 1 +  (a7 + 2a12) , Zζ′ = 1 +  (a8 + 2a1 + a12) , Zζ′′ = 1 + (a9 + 4a1) (98)
and
Z
1/2
τ = ZJ = Z−1Ξ = Z
1/2
η¯ ,
Z
1/2
α = Z
−1/2
b = Z
−1/2
c¯ = Z
−1
Ω = Z
1/2
A ,
Z
1/2
ψ¯
= Z−1U = Z
−1
U¯
= Z
1/2
ψ ,
ZV¯ = ZV , Zζ′ζ = Zζ′′ζ′ = ZJ,Jψ . (99)
One sees thus that the whole counterterm can be reabsorved into the starting action Σ. This
concludes the proof of the renormalizability of the action Σ to all orders of perturbation theory. As
usual, see also [31, 32], the auxiliary Stueckelberg field ξa, being dimensionless, renormalizes in a
nonlinear way through the quantity fab1 (ξ), which is a power series in ξ
a. Taking finally the physical
values of the sources J and Jψ, eq.(27), we obtain the renormalization of the corresponding mass
parameters, namely
m20 = m
2 +  (a12m
2 + a13m
2
ψ) ,
mψ,0 = mψ +  a1mψ . (100)
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As one can observe, there is a mixing between the mass parameters in the renormalization process.
This suggests that even if we do not include the gauge invariant operator AhµA
h
µ from the beginning,
i.e. (m2 = 0), it would show up through quantum corrections if the theory contains a fermionic
mass parameter like mψ.
V. CONCLUSIONS
In the present work, we have pursued the previous investigation started in [31, 32] by introducing,
in addition of the gauge invariant composite fields Ahµ and A
h
µA
h
µ, their spinor gauge invariant
counterparts (ψh, ψ¯h), eq.(23).
The main result obtained is that the starting action Σ in presence of the gauge invariant composite
operators (ψh, ψ¯h) is renormalizable to all orders in perturbation theory.
As underlined in the introduction, the gauge invariant composite operators (ψh, ψ¯h) might give
rise to several applications of interest.
The operators (ψh, ψ¯h) could be employed in order to construct an effective kind of matter horizon
function, in analogy with the so-called Gribov-Zwanziger horizon function [20] enabling to restrict
the functional integral to the Gribov region Ω, to get rid of the Gribov copies. More precisely, the
operators (ψh, ψ¯h) allow us to write down the following non-local term
Hψ(A
h, ψh) = g2
∫
d4xd4y (ψ¯h)iα(x)T
a,ij
{
−[∂µDµ(Ah)]−1
}ab
(x, y)T b,jk(ψh)kα(y) . (101)
Expression (101) provides a manifest BRST invariant generalization of the term already introduced
in [39]. In particular, once including (101) in the starting action and after a suitable localization
procedure [39], it yields an analytic form for the quark propagator which is in qualitative agreement
with the available lattice data in the Landau gauge [48]. Moreover, the manifest BRST invariance
of expression (101) would enable us to study the so-called effective momentum dependent quark
mass function M(p2), see for example [39, 47, 48], in a BRST invariant way.
Another potential application of the operators (ψh, ψ¯h) is that of allowing for a renormalizable non-
Abelian Landau-Khalatnikov-Fradkin (LKF) transformations which include spinor fields, within
the setup worked out recently in [40]. In fact, due to the BRST invariance of (Ahµ, ψ
h, ψ¯h), it
23
follows that the correlation functions 〈Ahµ1(x1)...Ahµi(xi)ψh(y1)....ψ¯h(yj)〉 are independent from the
gauge parameter α, namely
〈Ahµ1(x1)...Ahµi(xi)ψh(y1)....ψ¯h(yj)〉α 6=0 = 〈Ahµ1(x1)...Ahµi(xi)ψh(y1)....ψ¯h(yj)〉α=0 . (102)
Once expanded in powers of the Stueckelberg field ξ, equation (102) enables one to evaluate the
Green function 〈Aµ1(x1)...Aµi(xi)ψ(y1)....ψ¯(yj)〉α 6=0 in a given α-gauge, with α 6= 0, from the
knowledge of the corresponding Green function evaluated in the Landau gauge, α = 0, yielding
thus the LKF transformations within a renormalizable environment.
Finally, let us point out that equations (102) might also be employed to sheed some light on
nonperturbative aspects of gauge theories, like the infrared behaviour of the gauge and fermion
propagators. As such, those equations could be exploited in order to show the gauge-independence
of quantities like the chiral condensate, an issue of great relevance for the actual researches done
in this field.
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Appendix A: Discrete Symmetries of the Dirac Theory
In addition to the continuous Ward Identities described in section (III), there are three other
symmetries which helped us to constrain the final counterterm (90). The so-called CPT symme-
tries: specified as parity, time-reversal and charge conjugation. These symmetries enabled us to
restrict a large set of fermionic terms. In the next subsections, we will present in details, following
[49], their action on the fermionic bilinears so as to render our renormalization procedure as much
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clear as possible 6.
1. Parity
Parity is a space-time symmetry, which assigns (x4, xi) → (x4,−xi), where i = 1, 2, 3. Therefore,
to establish the transformations laws under parity (P ) for each Dirac bilinear fields, one has the
transformations for ψ and ψ¯ characterized as
Pψ(x4, xi)P = −i(γ)4ψ(x4,−xi) , (A1)
Pψ¯(x4, xi)P = iPψ
†(x4, xi)Pγ4 = i(Pψ(x4, xi)P )†γ4 = iψ¯(x4,−xi)γ4 . (A2)
For the fermionic gauge invariant quantities ψh and ψ¯h, one has the same symmetries, namely
Pψh(x4, xi)P = −iγ4ψh(x4,−xi) , (A3)
Pψ¯h(x4, xi)P = iψ¯
h(x4,−xi)γ4 . (A4)
Then the scalar bilinear transforms as
Pψ¯ψP = ψ¯(x4,−xi)(iγ4)(−iγ4)ψ(x4,−xi) = ψ¯ψ(x4,−xi), (A5)
while for the vector one, we have
Pψ¯γµψP = ψ¯(iγ4)γµ(−iγ4)ψ(x4,−xi) =

ψ¯γµψ(x4,−xi), µ = 4;
−ψ¯γµψ(x4,−xi), µ = 1, 2, 3.
(A6)
Here, the vector displays the same minus sign on the spatial components as does the space-time
vector xµ. Analogously, the symmetries of the pseudo-scalar and pseudo-vector 7 are given by
Piψ¯γ5ψP = iψ¯(iγ4)γ5(−iγ4)ψ(x4,−xi) = −iψ¯γ5ψ(x4,−xi) , (A7)
Pψ¯γµγ5ψP = ψ¯(iγ4)γµγ5(−iγ4)ψ(x4,−xi) =

−ψ¯γµγ5ψ, µ = 4;
+ψ¯γµγ5ψ, µ = 1, 2, 3.
(A8)
It is important to remember that the word “pseudo” ensures an extra minus sign in the parity
symmetry case. Therefore, to study the equation (67) we used the following bilinear quantity
ψ¯ [γµ, γν ]ψ = 2ψ¯σµνψ , (A9)
6 In order to be most detailed as possible, in this appendix we will work with all the possible Dirac bilinear fields,
such as ψ¯ψ, ψ¯γµψ, iψ¯[γµ, γν ]ψ, ψ¯γµγ5ψ, and ψ¯γ5ψ.
7 Both bilinears have an extra negative sign in the parity transformation.
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where under parity symmetry, we have
iP ψ¯ [γµ, γν ]ψP = iψ¯(x4,−xi)γ4 [γµ, γν ] γ4ψ(x4,−xi) . (A10)
Using the commutation relations for the gamma matrices: γ4 [γ4, γi] γ4 = − [γ4, γi], γ4 [γi, γj ] γ4 =
[γi, γj ]and σµν =
1
2 [γµ, γν ], one gets
iP ψ¯(x4, xi)σµνψ(x4, xi)P =

−ψ¯(x4,−xi)σ4jψ(x4,−xi), µ = i = 4, ν = j = 1, 2, 3;
ψ¯(x4,−xi)σijψ(x4,−xi) µ = i, ν = j = 1, 2, 3.
(A11)
2. Time-Reversal
The time-reversal is a discrete symmetry which acts as ψ(x4, xi) → ψ(−x4, xi), with i = 1, 2, 3,
where the time Euclidean time component has been identified with x4. The time-reversal transfor-
mations for the Dirac and the fermionic gauge invariant fields are:
Tψ(x4, xi)T = (−γ1γ3)ψ(−x4, xi) , (A12)
T ψ¯T = (TψT )†(−iγ4)∗ = ψ†(−x4, xi)(−γ1γ3)†(iγ4) = ψ¯(−x4, xi)(γ1γ3), (A13)
Tψh(x4, xi)T = (−γ1γ3)ψh(−x4, xi) , (A14)
T ψ¯hT = (TψhT )†(−iγ4)∗ = ψ¯h(−x4, xi)(γ1γ3). (A15)
The transformation law for the scalar bilinear is described by
T ψ¯ψ(x4, xi)T = ψ¯(γ1γ3)(−γ1γ3)ψ(−x4, xi) = ψ¯ψ(−x4, xi) , (A16)
while for the pseudo-scalar one gets:
Tiψ¯γ5ψT = −iψ¯(γ1γ3)γ5(−γ1γ3)ψ(−x4, xi). (A17)
For the vector, one has
T ψ¯γµψT = ψ¯(γ1γ3)(γµ)
∗(−γ1γ3)ψ =

ψ¯γµψ(−x4, xi), µ = 4;
−ψ¯γµψ(−x4, xi), µ = 1, 2, 3.
(A18)
Under time-reversal the pseudo-vector has the same transformation of the vector, given by
T ψ¯γ5ψT = ψ¯(γ1γ3)(γ5)
∗(−γ1γ3)ψ =

ψ¯γ5ψ(−x4, xi), µ = 4,
−ψ¯γ5ψ(−x4, xi) µ = 1, 2, 3.
(A19)
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The case ψ¯ [γµ, γν ]ψ = 2ψ¯σµνψ is characterized by
T ψ¯σµνψT =
1
2
ψ¯(−x4, xi)(γ1γ3) [γµ, γν ]∗ (−γ1γ3)ψ(−x4, xi)
=

ψ¯(−x4, xi)σ0jψ(−x4, xi), µ = 0, ν = j = 1, 2, 3;
−ψ¯(−x4, xi)σijψ(−x4, xi) µ = i, ν = j = 1, 2, 3.
(A20)
3. Charge Conjugation
Finally, let us present the charge conjugation C, which acts on the the Dirac and fermionic gauge
invariant fields in the following way
Cψ(x)C = (−ψ¯γ4γ2)T , (A21)
Cψ¯(x)C = Cψ†C(−iγ4) = (−iγ2ψ)T (−iγ4)
= (−i(−iγ4)γ2ψ)T = (−γ4γ2ψ)T (A22)
Cψh(x)C = (−ψ¯hγ4γ2)T , (A23)
Cψ¯h(x)C = (−γ4γ2ψh)T . (A24)
Let us now consider the bilinears. For the scalar type, one has
Cψ¯ψC = (−γ4γ2ψ)T (−ψ¯γ4γ2)T = (γ4)αβ(γ2)δβψδψ¯ϑ(γ4)ςϑ(γ2)ςα
= −ψ¯ϑ(γ4)ςϑ(γ2)ςα(γ4)αβ(γ2)δβψδ = ψ¯γ2γ4γ4γ2ψ
= −ψ¯ψ . (A25)
For the pseudo-scalar:
Ciψ¯γ5ψC = i(−iγ0γ2ψ)Tγ5(−iψ¯γ0γ2)T = iψ¯γ5ψ. (A26)
The γ0and γ2 are symmetric matrices while γ1and γ3 are antisymmetric. Thus for the vector and
pseudo-vector one gets:
Cψ¯γµψC = ψ¯γµψ; (A27)
Cψ¯γµγ5ψC = −ψ¯γµγ5ψ. (A28)
For the bilinear iψ¯ [γµ, γν ]ψ = 2ψ¯σµνψ, we get
Cψ¯σµνψC =
1
2
(−γ4γ2ψ)Tσµν(−ψ¯γ4γ2)T = −ψ¯γ4γ2(σµν)Tγ4γ2ψ, (A29)
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using again the symmetry properties of the gamma matrices. Finally,
Cψ¯(x4, xi)σµνψ(x4, xi)C = ψ¯σµνψ. (A30)
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