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Re´sume´. — Un feuilletage holomorphe singulier, en dimension deux, est localement
de´fini par un champ de vecteur holomorphe a` ze´ro isole´ : les feuilles sont les trajec-
toires complexes du champ de vecteur. L’e´tude des singularite´s de ces feuilletages,
de´bute´e a` la fin du XIX-ie`me sie`cle avec les travaux de Poincare´ et Dulac a connu
un fort de´veloppement a` partir des anne´es 80. Outre les proble`mes de classification
analytique, le the`me qui nous inte´resse particulie`rement dans cet ouvrage est le lien
entre l’existence d’un certain type d’inte´grale premie`re (multiforme) pour le feuille-
tage et la finitude de la dimension du pseudo-groupe d’holonomie. Par exemple, le
feuilletage admet une inte´grale premie`re dans la classe de Liouville si et seulement si
le pseudo-groupe est affine, de dimension deux.
La dimension est celle de la cloˆture du pseudo-groupe pour une topologie
ade´quate : nous comparerons dans cet ouvrage la cloˆture pour la convergence uniforme
de´veloppe´e par l’auteur ces dernie`res anne´es et la cloˆture de type Zariski re´cemment
introduite par Bernard Malgrange pour de´finir le groupo¨ıde de Galois du feuilletage.
Si la seconde conduit a` une caracte´risation simple et comple`te de l’inte´grabilite´ du
feuilletage, la premie`re a l’avantage d’eˆtre de nature topologique/dynamique ; les
deux approches co¨ıncident sur une large classe de feuilletages.
La premie`re partie du texte est consacre´e a` l’e´tude des groupes de germes de
diffe´omorphismes analytiques fixant 0 ∈ C, i.e. des sous-groupes de Diff(C, 0). Apre`s
avoir rappele´ les re´sultats de classifications formelle et analytique, nous donnons une
description comple`te de la dynamique du pseudo-groupe induit sur un voisinage de
0 ainsi que ses cloˆtures pour les deux topologies pre´ce´dentes. Comme re´surgence du
The´ore`me de Lie sur la classification des ge´ome´tries de la droite, nous obtenons la
dichotomie suivante : ou bien le pseudo-groupe est de dimension 2 et sa dynamique est
affine, ou bien il est de dimension infinie et sa cloˆture est le pseudo-groupe de toutes
les transformations conformes ; la seconde alternative est spe´cialement spectaculaire
dans le cas de la topologie de convergence uniforme. Ces re´sultats reposent sur une
e´tude comple`te des germes de diffe´omorphismes tangents a` l’identite´ : ils apparaissent
naturellement comme commutateurs des e´le´ments de Diff(C, 0) ; c’est le cœur de notre
ouvrage.
Dans la seconde partie, nous rappelons la classification analytique des singularite´s
re´duites (ou non de´ge´ne´re´es) puis expliquons, a` l’aide de la re´solution des singula-
rite´s par e´clatements, comment de´cortiquer le pseudo-groupe d’holonomie le long du
diviseur exceptionnel. L’holonomie des composantes invariantes du diviseur en sont
des ingre´dients essentiels : ce sont des sous-groupes de Diff(C, 0). Nous terminons par
le re´sultat principal : un crite`re topologique d’inte´grabilite´ pour une large classe de
singularite´s. On y utilise toutes les notions de´veloppe´es durant ce livre ainsi que les
re´sultats re´cents obtenus par Guy Casale sur la classification des groupo¨ıdes de Galois
et sur les inte´grales premie`res d’un feuilletage.
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Abstract (Pseudo-group of singularities of holomorphic foliations in di-
mension two)
A singular holomorphic foliation, in dimension two, is locally defined by a holo-
morphic vector field with isolated zero: leaves are trajectories of the vector field. The
study of their singularities, begun at the end of the 19th century through Poincare´
and Dulac works, had a huge development from the 80’. Beside analytic classification
problems, we are mainly interested in this book by the links between the existence of
(multiform) first integrals of a certain kind for the foliation and finitness of the dimen-
sion of the holonomy pseudo-group. For instance, the foliation admits a liouvillian
first integral if, and only if, the pseudo-group is affine, of dimension two.
The dimension is that of the closure of the pseudo-group for a convenient topology:
we will compare the closure of uniform convergence developed past years by the author
and the Zariski like closure recently introduced by Bernard Malgrange in order to
define the Galois groupoid of the foliation. If the later approach leads to a simple and
complete characterization of the integrability of the foliation, the former one has the
advantage to be of topological/dynamical nature; the two definitions actually coincide
for a large class of singularities.
The first part of the book is devoted to studying groups of germs of diffeomor-
phisms fixing 0 ∈ C, i.e. subgroups of Diff(C, 0). After recalling formal and analytic
classification results, we provide a complete descrition of the dynamics of the pseudo-
group induced on the neighborhood of 0 as well as its closures for both topologies
above. A resurgence of Lie’s classification of the geometries of the line arise in the
following dichotomy: either the pseudo-group has dimension two and is affine, or it
is infinite dimensional and its closure is the whole conformal pseudo-group. Those
results relie on a complete study of tangent to the identity diffeomorphisms: they
naturally appear as commutators of elements of Diff(C, 0) ; this is the center of the
book.
In the second part, we recall the analytic classification of reduced (or non degen-
erate) singularities and then explain how to recover the holonomy pseudo-group of
a general singularity from the resolution by blowing-ups. The holonomy of the in-
variant components of the exceptional divisor after blowing-up the main generators
of the pseudo-group: they are subgroups of Diff(C, 0). We end-up by the main result
: a topological criterium of integrability for a huge class of foliation singularities.
Here, we use most of the tools developped along this book as well as recent results
obtained by Guy Casale on the classification of Galois groupoids and first integrals
for foliations.
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Introduction
La notion de feuilletage a e´te´ introduite a` la fin du 19ie`me sie`cle dans les travaux de
Paul Painleve´, dans le but d’e´tudier de manie`re qualitative les solutions des e´quations
diffe´rentielles analytiques
F (x, y, y′, . . . , y(n)) = 0
ou` F est polynomiale (e´ventuellement analytique dans la variable x). Par exemple,
l’e´quation diffe´rentielle y′ = f(x,y)g(x,y) de´finit un feuilletage holomorphe singulier la` ou` f
et g sont de´finies, holomorphes : les feuilles sont les trajectoires complexes du champ de
vecteurX = f(x, y)∂x+g(x, y)∂y , les singularite´s sont les points d’inde´termination du
second membre, i.e. les ze´ros de X . On peut supposer f et g sans facteur commun de
sorte que les singularite´s sont isole´es dans le plan. L’e´tude du feuilletage au voisinage
d’un point singulier s’est tout d’abord de´veloppe´e dans les travaux de H. Poincare´
(the´ore`me de line´arisation), puis de H. Dulac, notamment motive´s par le 16ie`me
proble`me de Hilbert sur les cycles limites des champs de vecteurs re´els polynomiaux
du plan. Ensuite, il a fallu attendre plus d’un demi sie`cle avant que ces feuilletages
singuliers ne soient reconside´re´s. Entre temps, la the´orie des feuilletages re´guliers sur
les varie´te´s compactes s’est de´veloppe´e de manie`re tout a` fait inde´pendante, motive´e
par la topologie de ces varie´te´s, a` partir des anne´es 50 avec les travaux de G. Reeb,
C. Ehresmann et A. Haeﬄiger. L’e´tude des feuilletages analytiques singuliers n’est
re´apparue que dans le courant des anne´es 70, en France avec les travaux de R. Moussu,
J.-F. Mattei, D. Cerveau, J. Martinet et J.-P. Ramis, en Russie avec V.I. Arnol’d, Yu.
Ilyashenko, A.A. Scherbakov, S. Voronin et P. Elizarov et au Bre´sil avec I. Kupka, C.
Camacho, A. Lins Neto et P. Sad. A` partir des anne´es 80, des re´sultats profonds ont
e´te´ de´montre´ notamment sur les proble`mes de classification analytique.
En 1980, suite a` des questions de R. Thom, J.-F. Mattei et R. Moussu de´montrent
dans l’article fondateur [MM80] qu’un germe de feuilletage singulier admet une
inte´grale premie`re holomorphe si et seulement si toutes les feuilles sont ferme´es sur
un voisinage e´pointe´ du point singulier et si un nombre fini d’entre elles seulement
adhe`rent au point singulier. Ceci nous donne une caracte´risation topologique de l’exis-
tence d’inte´grale premie`re holomorphe. Depuis, de nombreux travaux ont cherche´ a`
caracte´riser les feuilletages admettant des inte´grales premie`res d’un type plus ge´ne´ral
telles que les fonctions multiformes de Darboux, de Liouville, etc... Citons notamment
[CM82], [Lor94], [Tou00], [Pau99], [Sca´97], [BT99], [Tou03b] et tre`s re´cemment
[Cas05] qui semble clore le sujet. Comme il est remarque´ dans [Mou98], le crite`re
de Mattei-Moussu revient a` dire que le quotient Hausdorff d’un voisinage e´pointe´ de
la singularite´ par la relation induite par le feuilletage est un disque : c’est l’espace des
feuilles. En ge´ne´ral, l’espace des feuilles d’un feuilletage est un objet a` la fois tre`s riche
et tre`s complique´ dont le plus petit quotient Hausdorff est bien souvent re´duit a` un
point. On pre´fe`re alors travailler avec le pseudo-groupe d’holonomie : c’est la donne´e
d’une transversale comple`te T au feuilletage (i.e. intersectant toutes les feuilles) et de
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la collection G des “applications de retour” partielles induites par le feuilletage sur T ;
le quotient de T par l’action de G est l’espace des feuilles. C’est un pseudo-groupe to-
talement discontinu (essentiellement de´nombrable modulo prolongement analytique)
tre`s difficile a` e´tudier en toute ge´ne´ralite´.
Le cas des pseudo-groupes continus et transitifs est comple`tement e´lucide´ par S.
Lie en dimension 1 : un tel pseudo-groupe est localement conjugue´ au pseudo-groupe
des transformations euclidiennes (translations), affines ou projectives de la droite de`s
lors qu’il est de dimension finie. Si le pseudo-groupe du feuilletage conside´re´ plus haut
se plonge dans un des pseudo-groupes de Lie de dimension finie pre´ce´dent, disons le
plus gros, alors le feuilletage est transversalement projectif et la de´veloppante de la
structure transverse nous fournit une inte´grale premie`re multiforme a` monodromie
projective. Dans le cas singulier, de telles inte´grales premie`res deviennent uniformes
et me´romorphes de`s qu’elles sont de´finies sur le comple´mentaire de la singularite´, par
simple connexite´ ; on doit accepter des structures transverses de´ge´ne´rant le long d’un
ensemble de codimension 1 si l’on veut voir apparaˆıtre des exemples non triviaux. Par
exemple, si le feuilletage est de´fini par une 1-forme me´romorphe ferme´e ω, alors le
pseudo-groupe d’holonomie pre´serve cette 1-forme en restriction a` la transversale et,
en l’inte´grant localement, on de´duit que le feuilletage est transversalement euclidien
en dehors des poˆles de ω. Re´ciproquement, si le feuilletage est transversalement eu-
clidien en dehors d’une courbe et si la de´veloppante H est a` croissance polynoˆmiale
le long de cette courbe, alors le feuilletage est de´fini par la 1-forme ferme´e dH , qui
est me´romorphe par Riemann. Ceci nous donne une de´finition naturelle de feuilletage
transversalement euclidien dans le cas singulier. Dans [Sca´97], B. Scardua propose
les de´finitions analogues suivantes, adapte´es au contexte holomorphe singulier : le
feuilletage de´fini par une 1-forme holomorphe ω0 est transversalement projectif s’il
existe des 1-formes me´romorphes ω1 et ω2 telles que
dω0 = ω0 ∧ ω1
dω1 = ω0 ∧ ω2
dω2 = ω1 ∧ ω2
le feuilletage est transversalement affine lorsque l’on peut choisir ω2 = 0. Dans le
cas des feuilletages re´guliers, se donner une structure affine ou projective est en effet
e´quivalent a` se donner de telles 1-formes re´gulie`res (voir [God91]). En 1992, M.F. Sin-
ger de´montre dans [Sin92] qu’un germe de feuilletage holomorphe singulier admet une
inte´grale premie`re dans la classe de Liouville si et seulement si le feuilletage est trans-
versalement affine au sens pre´ce´dent ; la de´veloppante, donne´e par H =
∫
e−
R
ω1ω0,
est dans la classe de Liouville. C’est ce re´sultat qui a motive´ la de´finition pre´ce´dente
et tous les de´veloppements qui ont suivi.
E´tant donne´e une singularite´ de feuilletage ge´ne´rale, si l’on veut se ramener a` la
discussion pre´ce´dente, on a essentiellement deux possibilite´s : ou bien on arrive a`
plonger directement le pseudo-groupe G du feuilletage dans les pseudo-groupes de Lie
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de la droite, ou bien on cherche d’abord a` de´finir la cloˆture de G pour une topologie
ade´quate, puis son alge`bre de Lie a` laquelle on applique le The´ore`me de Lie. Les deux
approches seront aborde´es ici ; la seconde donnera notamment des crite`res de non
existence d’inte´grale premie`re, lorsque la cloˆture sera de dimension infinie.
Deux topologies seront conside´re´es pour de´finir la cloˆture d’un pseudo-groupe, et
son alge`bre de Lie. La premie`re, de nature dynamique, est donne´e par la convergence
uniforme sur les compacts. Nous de´taillerons la construction de l’adhe´rence G de
G pour cette topologie ainsi que son alge`bre de Lie (re´elle !). Cette approche, de´ja`
implicite dans le travail de Nakai [Nak94], a e´te´ de´veloppe´e dans [BLL01a], [LR03]
et [Lor02b]. Dans [Mal01], B. Malgrange propose une autre topologie de nature plus
analytique : l’adhe´rence G
Lie
de G apparaˆıt comme limite inductive des adhe´rences
de Zariski des releve´s de G dans les espaces de jets. Dans le cas de la dimension 1, les
pseudo-groupes ferme´s pour cette topologie ont re´cemment e´te´ comple`tement classifie´s
Guy Casale dans [Cas04]. L’avantage de cette seconde approche est de donner un
crite`re simple et complet d’existence d’inte´grale premie`re : dans [Cas05], Guy Casale
de´montre qu’un feuilletage singulier est transversalement projectif au sens pre´ce´dent
si et seulement si G
Lie
est de dimension 3 ; en particulier, le feuilletage admet une
inte´grale premie`re dans la classe de Liouville si et seulement si G
Lie
est de dimension 2.
Il est facile de voir que cette topologie est plus grossie`re que la pre´ce´dente, c’est a` dire
G ⊂ G ⊂ GLie. Par contre, l’avantage de l’approche dynamique est qu’elle est stable
par home´omorphisme : si deux feuilletages sont conjugue´s par un home´omorphisme,
alors celui-ci conjugue les cloˆtures respectives G ainsi que leurs alge`bres de Lie et
les dimensions co¨ıncident. En ce sens, on est ici plus proche de l’esprit du crite`re
de Mattei-Moussu pour les inte´grales premie`res holomorphes. Par exemple, lorsque
G est de dimension infinie, nous obtenons un crite`re topologique de non existence
d’inte´grale premie`re a` la Khovanskii (voir [Kho95]).
Une partie consistante du pseudo-groupe d’une singularite´ de feuilletage est
donne´e, apre`s re´solution de la singularite´ par e´clatements, par l’holonomie des
composantes irre´ductibles du diviseur exceptionnel : les applications de retour,
lorsque l’on contourne les nouvelles singularite´s apparaissant le long du diviseur, nous
fournissent une repre´sentation du groupe fondamental dans le groupe des germes
de diffe´omorphismes d’une transversale donne´e, fixant le diviseur. A` travers une
coordonne´e locale, on re´cupe`re un sous-groupe de
Diff(C, 0) = {f(z) = az + · · · ; f ∈ C{z}, a 6= 0} .
L’e´tude de la dynamique d’un e´le´ment de Diff(C, 0) remonte a` la naissance des
syste`mes dynamiques avec les travaux de E. Schro¨der, G. Kœnigs et L. Leau a` la
fin du 19ie`me sie`cle. Le sujet s’est conside´rablement de´veloppe´ avec les travaux de G.
Julia et P. Fatou sur l’ite´ration des polynoˆmes quadratiques. Par contre, l’e´tude de
la dynamique d’un sous-groupe n’est apparue que bien plus tard, motive´e par celle
des feuilletages, dans un cadre global ou local, avec les articles [Il′78], [Cer83] et
4 TABLE DES MATIE`RES
[CM88]. Dans ce dernier papier, un de´but de classification des sous-groupes re´solubles
apparaˆıt ; l’e´nonce´ final, qui est de´montre´ inde´pendamment dans [Lor94, LM94] et
[EISV93], dit qu’un sous-groupe re´soluble de Diff(C, 0) induit une dynamique affine
sur un voisinage e´pointe´ de`s lors que sont premier groupe de´rive´ est de rang ≥ 2. Les
sous-groupe re´solubles ont e´te´ e´tudie´s par A.A. Shcherbakov dans [Shc82a], [Shc84]
et [Shc86, SRGOB98] puis par I. Nakai dans [Nak94] : en ge´ne´ral, les orbites sont
denses sur un voisinage de 0. Rien ne permet alors de distinguer une telle dynamique
de celle d’un sous-groupe re´soluble ge´ne´rique ; c’est dans [BLL01a] qu’apparaˆıt la
dichotomie profonde : la cloˆture d’un sous-groupe non re´soluble de Diff(C, 0) pour la
convergence uniforme est le pseudo-groupe de toutes les transformations conformes.
Un sous-groupe non re´soluble est en ce sens de dimension infinie, meˆme du point de
vue topologique/dynamique.
Le but de la premie`re partie est de de´montrer la dichotomie dynamique pre´ce´dente
entre sous-groupes re´solubles et non re´solubles de Diff(C, 0). La de´monstration de ces
re´sultats repose en grande partie sur une bonne compre´hension des diffe´omorphismes
tangents a` l’identite´. Ils apparaissent naturellement comme commutateurs des
e´le´ments de Diff(C, 0). Nous leurs consacrons une bonne partie du chapıtre 2. Nous y
de´montrons notamment le the´ore`me de classification analytique duˆ inde´pendamment
a` J. E´calle et S.M. Voronin, en adoptant plutoˆt le point de vue de J. Martinet et
J.-P. Ramis sur l’espace des orbites : le chaˆpelet de sphe`res. Un autre ingre´dient
important est le The´ore`me de Nakai sur les dynamiques non re´solubles, que nous
de´montrons dans le chapˆıtre 3 : en particulier, on y de´montre que l’alge`bre de Lie
associe´e a` la cloˆture topologique du pseudo-groupe est non triviale. C’est l’e´tape la
plus difficile. Ensuite, on se rame`ne assez facilement au the´ore`me de Lie pour conclure
a` la dimension infinie. A` la fin de cette premie`re partie, nous abordons sans entrer
dans les de´tails la cloˆture du pseudo-groupe au sens de Malgrange ; ceci est tre`s bien
fait dans le travail de Guy Casale [Cas04] qui vient de paraˆıtre. Modulo ceci et les
proble`mes de sommabilite´ que nous n’avons pas aborde´, cette premie`re partie est a`
notre connaissance le premier texte complet sur les sous-groupes de Diff(C, 0).
Dans la seconde partie, nous expliquons comment utiliser les notions de´veloppe´es
dans la premie`re partie pour e´tudier le pseudo-groupe d’une singularite´ de feuilletage
ge´ne´rale. Il y a moins de de´monstrations mais plus d’exercices. Nous rappelons la clas-
sification analytique des singularite´s re´duites (ou non de´ge´ne´re´es) puis expliquons, a`
l’aide de la re´solution des singularite´s par e´clatements, comment de´cortiquer le pseudo-
groupe d’holonomie le long du diviseur exceptionnel. L’holonomie des composantes
invariantes du diviseur en sont des ingre´dients essentiels : ce sont des sous-groupes de
Diff(C, 0). L’autre ingre´dient que nous de´taillons dans la dernie`re section est l’e´tude
des correspondances de Dulac qui permettent de reconnecter les pseudo-groupes d’ho-
lonomie le long du diviseur. Nous de´crivons rapidement le dictionnaire e´tabli par Guy
Casale dans [Cas05] entre inte´grales premie`res et dimension du groupo¨ıde de Galois.
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Nous terminons ce livre par une application de toutes les notions introduites durant
ce cours : le The´ore`me 7.4.3. On conside`re ici une singularite´ de feuilletage F dont
le diviseur exceptionnel D, apre`s re´solution par e´clatements, est totalement invariant
par le feuilletage releve´ F˜ . On suppose de plus que toutes les singularite´s (re´duites) de
F˜ sont de type col ou hyperbolique, i.e. localement de´finies par xdy+αydx+ · · · = 0
avec α ∈ C− R− (pas de nœud ni de nœud-col). Alors tout germe de transversale T
au diviseur exceptionnel (en un point re´gulier de F˜) est une transversale comple`te :
elle coupe toutes les feuilles sauf la courbe invariante de F (quitte a` diminuer le
domaine de de´finition de F). Le pseudo-groupe G du feuilletage est alors donne´ par
sa restriction a` T et est d’un des types suivants :
– G est discret, G = G, et est induit par un sous-groupe virtuellement abe´lien de
Diff(C, 0) sur T ,
– G est de dimension finie > 0 (G non discret) et F est transversalement projectif,
– G est de dimension infinie et contient toutes les transformations conformes en
un point ge´ne´rique de T .
Les sous-groupes de Diff(C, 0) apparaissant dans le premier cas sont comple`tement
classifie´s dans la premie`re partie de cet ouvrage. On ne peut pas toujours de´cider de
l’inte´grabilite´ du feuilletage correspondant par un crite`re topologique : les singularite´s
re´duites de type col re´sonnant par exemple nous fournissent des feuilletages topolo-
giquement conjugue´s dont le groupe de Galois peut eˆtre de dimension arbitraire 0, 1,
2, 3 ou ∞.
Dans le second cas, le pseudo-groupe G se redresse en un point ge´ne´rique de T sur
(le pseudo-groupe induit par) un sous-groupe de Lie re´el de PGL(2,C) ; sa cloˆture
G
Lie
en est la cloˆture de Zariski complexe. La de´finition de G e´tant de nature topolo-
gique, tout feuilletage F ′ topologiquement conjugue´ a` F aura meˆme type d’inte´grale
premie`re : leur groupo¨ıde de Galois ont meˆme dimension transverse 1, 2 ou 3.
Dans le troisie`me cas, nous obtenons un crite`re topologique de non inte´grabilite´.
La preuve du The´ore`me 7.4.3 consiste en grande partie a` reprendre la strate´gie
de´veloppe´e par E´. Paul dans [Pau99] en l’adaptant a` notre point de vue topologique :
on montre, en reconstruisant le pseudo-groupe G de proche en proche le long du
diviseur D, qu’il devient de dimension infinie de`s qu’il sort des mode`les liste´s. Puis
nous utilisons fortement les re´sultats de [Cas04, Cas05] pour conclure dans le second
cas que G
Lie
a bien la dimension attendue compte tenu de la nature de G, puis en
de´duire l’inte´grale premie`re. Dans le cas contraire, ou` G est de dimension infinie, les
techniques de [BLL01a] permettent de conclure que G est le pseudo-groupe conforme
sur un ouvert de Zariski re´el de T .
Le The´ore`me 7.4.3 reste vrai en remplac¸ant le diviseur de re´solution d’une singu-
larite´ par tout diviseur connexe invariant par un feuilletage singulier dont les singu-
larite´s sont de type col ou hyperbolique. Par exemple, si D est le diviseur obtenu
apre`s re´solution de F le long d’une courbe invariante dans P2(C), alors on obtient
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une version topologique du genre d’e´nonce´s que l’on trouve dans [CAS00, CAS01] :
Dans ce cas, toute inte´grale premie`re est en fait globale et de nature alge´brique : par
exemple, les 1-formes me´romorphes ω0, ω1, ω2 de´finissant la structure projective sont
rationnelles.
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PARTIE I
SOUS-GROUPES DE Diff(C, 0)
CHAPITRE 1
CLASSIFICATION FORMELLE ET PROPRIE´TE´S
ALGE´BRIQUES
Notons D̂iff(C, 0) le groupe pour la composition des “germes de diffe´omorphismes
formels” fixant 0 ∈ C :
D̂iff(C, 0) = {f(z) = az + · · · ; f ∈ C[[z]], a 6= 0} .
Nous de´crivons les proprie´te´s alge´briques de Diff(C, 0), ou plus ge´ne´ralement de
D̂iff(C, 0). Nous donnons notamment une classification des e´le´ments et sous-groupes
re´solubles de Diff(C, 0) a` conjugaison pre`s dans D̂iff(C, 0) (classification formelle).
Nous terminerons par une description assez sommaire des sous-groupes non re´solubles ;
il reste de nombreuses questions ouvertes dans ce domaine.
1.1. Sous-alge`bres de Lie de X (C, 0)
On note X (C, 0) l’alge`bre de Lie des germes de champs de vecteurs holomorphes
en 0 ∈ C :
X (C, 0) = {X = f(z) · ∂z ; f ∈ C{z}} ;
le crochet de Lie de deux e´le´ments est donne´ par
{f(z) · ∂z, g(z) · ∂z} = (f · g′ − f ′ · g) · ∂z.
Une sous-alge`breL de X (C, 0) est un sous-espace vectoriel complexe stable par crochet
de Lie. On dit que L est transitive si l’un au moins de ses e´le´ments ne s’annule pas
en 0 ; on dira qu’elle est intransitive sinon.
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Commenc¸ons par rappeler le re´sultat classique de Sophus Lie sur la classification
des ge´ome´tries de la droite (voir [Lie75])
The´ore`me 1.1.1 (Lie). — Soit L ⊂ X (C, 0) une sous-alge`bre de Lie transitive de
dimension finie. Alors L est de dimension ≤ 3 et, apre`s changement de coordonne´es,
s’identifie a` l’une des alge`bres suivantes :
1. C · ∂z,
2. C · ∂z + C · z∂z,
3. C · ∂z + C · z∂z + C · z2∂z.
Ceci signifie, par exemple dans le cas 1, qu’il existe ϕ ∈ Diff(C, 0) tel que l’alge`bre
L est engendre´e par ϕ∗∂z = 1ϕ′(z)∂z .
Les groupes de Lie correspondant aux mode`les pre´ce´dents sont les groupes de
transformations des ge´ome´tries euclidienne, affine et projective de la droite :
1. {f(z) = z + t ; t ∈ C},
2. {f(z) = az + b ; a ∈ C∗, b ∈ C},
3. {f(z) = az+bcz+d ; a, b, c, d ∈ C, ad− bc 6= 0}.
Le the´ore`me de Lie sera de´montre´ dans quelques instants en meˆme temps que sa
version intransitive. Avant cela`, disons un mot des sous alge`bres de dimension infinie.
Notons Jk l’application qui a` une se´rie formelle associe son jet d’ordre k :
Jk : C[[z]]→ Ck[z] ;
∑
n≥0
anz
n 7→
k∑
n=0
anz
n.
Proposition 1.1.2. — Soit L ⊂ X (C, 0) une sous-alge`bre de Lie transitive de di-
mension infinie. Alors JkL = Ck[z]∂z pour tout k ∈ N.
On prendra garde que L 6= X (C, 0) en ge´ne´ral (par exemple, L = C[z]∂z). Toute-
fois, il re´sulte de la proposition qu’il n’existe pas de structure ge´ome´trique homoge`ne
complexe autre que les trois ge´ome´tries cite´es plus haut.
Les sous-alge`bres intransitives de X (C, 0) sont celles qui vont donner naissance aux
sous-groupes de Lie de Diff(C, 0). D’abord, commenc¸ons par rappeler la classification
analytique des e´le´ments de X (C, 0) (voir [Sze58])
Proposition 1.1.3 (Szekeres). — Soit X ∈ X (C, 0) un germe de champ de vecteur
holomorphe non trivial. Alors, a` changement de coordonne´es pre`s, on est dans l’un
des cas suivants :
– X = ∂z ;
– X = αz∂z, α ∈ C∗ ;
– X = z
p+1
1+ λ2ipi z
p ∂z, p ∈ N∗, λ ∈ C.
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De´monstration. — Notons X = f(z) · ∂z et conside´rons la 1-forme me´romorphe
duale ω = dzf(z) . Elle est caracte´rise´e par le fait que ω(X) ≡ 1, et est par ce fait
intrinse`quement de´finie. Il est donc e´quivalent de classifier les 1-formes me´romorphes
du type ω = dzf(z) a` changement de coordonne´es pre`s.
Lorsque f(0) 6= 0, la 1-forme ω est holomorphe, re´gulie`re et se redresse sur la forme
constante dz par changement de coordonne´e ϕ(z) :=
∫ z
0
dζ
f(ζ) . Ainsi, X = ϕ
∗∂z .
Lorsque f s’annule a` l’origine, ω a un poˆle. Son re´sidu λ est invariant par chan-
gements de coordonne´e. Lorsque ce poˆle est simple, on cherche a` conjuguer ω a` λdzz .
Pour cela, on e´crit ω = λdzz + dg, avec g(z) holomorphe, puis on e´galise
ω = ϕ∗λ
dz
z
= λ
dϕ
ϕ
.
En posant ϕ = z · u(z), il vient dg = αduu et u := eg/λ convient : u(0) 6= 0 et
ϕ ∈ Diff(C, 0) redresse X sur αz∂z, α = 1/λ.
Enfin, lorsque ω posse`de un poˆle multiple, son ordre p + 1 est aussi un invariant.
On cherche alors a` conjuguer ω a` dzzp+1 +
λ
2ipi
dz
z . Comme pre´ce´demment, on e´crit
ω = λ2ipi
dz
z + d
g
zp , avec g(z) holomorphe, puis on e´galise
ω =
dϕ
ϕp+1
+
λ
2iπ
dϕ
ϕ
.
En posant de nouveau ϕ = z · u(z), il vient
− 1
pup
+
λ
2iπ
zp log(u) = g
et une solution holomorphe non nulle u(z) nous est donne´e par le the´ore`me des fonc-
tions implicites. Ainsi, ϕ redresse X sur le champs de vecteur z
p+1
1+ λ2ipi z
p ∂z.
Remarque 1.1.4. — Dans la suite, on notera Xp,λ la forme normale obtenue dans
le cas de´ge´ne´re´
(1) Xp,λ :=
zp+1
1 + λ2ipi z
p
∂z.
Notons que (zp+1− λ2ipi z2p+1)∂z est conjugue´ a`Xp,λ (voir la de´monstration pre´ce´dente)
et aurait tout aussi bien pu convenir comme forme normale. Cependant, Xp,λ a l’avan-
tage que sa forme duale ωp,λ =
dz
zp+1 +
λ
2ipi admet une primitive bien plus simple, a`
savoir :
ψp,λ = − 1
pzp
+
λ
2iπ
log(z).
Cette transformation (multiforme) redresse Xp,λ sur le champ constant ∂z et sera
maintes fois utilise´e plus loin.
Remarque 1.1.5. — Le champ de vecteur tXp,λ, t ∈ C, est l’image par l’homothe´tie
ϕ(z) = τz, τp = t, du champ Xp,λt
. En particulier, C ·Xp,λ = C ·Xp,1 de`s que λ 6= 0.
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The´ore`me 1.1.6 (Version intransitive). — Soit L ⊂ X (C, 0) une sous-alge`bre
de Lie non triviale intransitive de dimension finie. Alors L est de dimension ≤ 2 et,
a` changement de coordonne´es pre`s, on est dans l’un des cas suivants :
– C · z∂z,
– C · zp+1∂z, p ∈ N∗,
– C · (zp+1 + z2p+1)∂z, p ∈ N∗,
– C · z∂z + C · zp+1∂z, p ∈ N∗.
De´monstration des The´ore`mes 1.1.1 et 1.1.6 et de la Proposition 1.1.2
Si L contient 4 champs de vecteurs inde´pendants (resp. 3 dans le cas intransitif),
alors, par combinaisons line´aires, on peut supposer que L en contient 2 du type :
X = (zp+1 + . . .)∂z et Y = (z
q+1 + . . .)∂z
avec 0 < p < q. Par crochets ite´re´s :
{X,Y } = ((q − p)zp+q+1 + . . .)∂z ,
{X, {X,Y }} = (q(q − p)z2p+q+1 + . . .)∂z,
{X, {X, {X,Y }}} = ((q + p)q(q − p)z3p+q+1 + . . .)∂z , etc...
on de´duit une suite d’e´le´ments de l’alge`bre de´rive´e {L,L} de plus en plus de´ge´ne´re´s.
Dans ce cas, {L,L} est de dimension infinie et, en re´ite´rant cet argument, on de´duit
de plus que L n’est pas re´soluble.
Supposons maintenant L de dimension finie. Dans le cas intransitif, L est de di-
mension 1 ou 2. Dans le premier cas, nous sommes ramene´s a` la Proposition 1.1.3 et
nous utilisons les Remarques 1.1.4 et 1.1.5 pour nous ramener aux 3 premiers mode`les
de l’e´nonce´ du The´ore`me 1.1.6. Dans le second cas, L est engendre´e par deux e´le´ments
de la forme
X = (z + . . .)∂z et Y = (z
p+1 + . . .)∂z
avec p ∈ N∗. On choisit une coordonne´e dans laquelle X = z∂z (voir Proposition
1.1.3) et la condition de stabilite´ par crochet nous dit que Y = zp+1∂z.
Dans le cas transitif, L est de dimension ≤ 3 et engendre´e par un e´le´ment transitif,
disons X = ∂z+ . . ., et par la sous-alge`bre L0 des e´le´ments qui fixent 0. En redressant
L0 sur un des mode`les donne´s soit par la Proposition 1.1.3, soit par la discussion
pre´ce´dente, on ve´rifie que la stabilite´
{X,L0} ⊂ C ·X + C · L0
n’est satisfaite que lorsque L0 = C · z∂z ou C · z∂z + C · z2∂z ; alors, la condition
{X, z∂z} ⊂ C ·X + C · L0
entraine dans chacun des cas que X = ∂z modulo L0.
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Finalement, supposons L transitive et de dimension infinie : elle contient un e´le´ment
de la formeX = ∂z+· · · et des e´le´ments Y = (zp+1+· · · )∂z ∈ L d’ordre arbitrairement
grand. Par crochets ite´re´s {X, . . . {X, {X,Y }} · · · } on construit des e´le´ments Xq =
(zq+1 + · · · )∂z ∈ L de tout ordre q + 1 pour q = 0, . . . , p.
Remarque 1.1.7. — Tous les e´nonce´s pre´ce´dents restent vrai lorsque l’on remplace
X (C, 0) par l’alge`bre de Lie des germes de champs de vecteurs formels en 0 ∈ C :
X̂ (C, 0) = {X = f(z) · ∂z ; f ∈ C[[z]]} ;
les formes normales s’obtiennent alors par conjugaison formelle ϕ̂ ∈ D̂iff(C, 0).
Remarque 1.1.8. — On peut eˆtre plus pre´cis que dans la Proposition 1.1.2 de`s lors
que l’on suppose l’ale`bre de Lie L ferme´e dans X (C, 0) ou X̂ (C, 0) pour une topologie
raisonnable. Par exemple, on peut e´quiper X̂ (C, 0) de la topologie de Krull
fn → f ⇔ ∀k ∈ N, Jkfn = Jkf pour n >> 0
ou mieux par la topologie plus fine
fn → f ⇔ ∀k ∈ N, ‖Jk(fn − f)‖k → 0
ou` ‖·‖k est n’importe quelle norme sur l’espace Ck[z] des polynoˆmes de degre´≤ k. Par
ailleurs, on peut aussi munir C{z} (et par suite X (C, 0)) de la topologie analytique
fn → f ⇔ ∃r > 0, ‖fn − f‖r → 0
ou` ‖f‖r = sup{|z|<r} |f(z)| avec la convention ‖f‖r =∞ lorsque f ne converge pas sur
le disque de rayon r. On de´duit imme´diatement de la Proposition 1.1.2 que ni X (C, 0),
ni X̂ (C, 0) ne contiennent de sous-alge`bre ferme´e transitive stricte de dimension infinie
pour l’une ou l’autre de ces topologies.
Exercice 1. — Donner la liste des sous-alge`bres de Lie re´elles LR ⊂ X (C, 0) modulo
Diff(C, 0). On remarquera que LR est contenue dans une sous-alge`bre complexe LR ⊂
LC ⊂ X (C, 0) de dimension moindre ou e´gale.
1.2. Sous-groupes a` 1 parame`tre de Diff(C, 0)
Tout e´le´ment X ∈ X (C, 0) de´finit un flot holomorphe φtX au voisinage de 0
Proposition 1.2.1. — E´tant donne´ X ∈ X (C, 0), l’e´quation diffe´rentielle
(2)
d
dt
φ(t, z) = f(φ(t, z)), X = f(z)∂z
admet une unique solution holomorphe φ = φtX(z) ∈ C{t, z} satisfaisant φ0X(z) = z.
Elle satisfait en outre la loi de groupe a` 1 parame`tre
(3) φ0X(z) = z et φ
t
X ◦ φsX(z) = φt+sX (z)
pour t, s, z ∈ C suffisamment proches de 0.
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Re´ciproquement, si φt(z) ∈ C{t, z} satisfait (3) pour t, s, z ∈ C proches de 0, alors
φt(z) = φtX(z) ou` X = f(z)∂z est le champ de vecteur de´fini par
(4) f =
[
∂
∂t
φ(t, z)
]
t=0
.
On dit que X est le ge´ne´rateur infinite´simal du flot φtX .
De´monstration. — Conside´rons dans (C2, 0) le germe de champ de vecteurs holo-
morphe ∂t + f(z)∂z. Puisque ce champ est re´gulier et transverse a` la droite verticale
{t = 0}, le the´ore`me de redressement affirme qu’il existe un unique changement de
coordonne´es holomorphe de la forme Φ(t, z) = (t, φ(t, z)) satisfaisant
Φ∗∂t = ∂t + f(z)∂z et Φ(0, z) = (0, z).
Par construction, φ est la solution recherche´e. La loi de groupe se de´duit alors de
l’invariance du champ de vecteur ∂t + f(z)∂z par translations (t, z) 7→ (t + c, z),
c ∈ C.
Re´ciproquement, si φt(z) ∈ C{t, z} satisfait (3) pour t, s, z ∈ C proches de 0, alors
∂
∂t
φt(z) = lim
s→0
φt+s(z)− φt(z)
s
= lim
s→0
φs(φt(z))− φ0(φt(z))
s
= f(φt(z)).
Remarque 1.2.2. — On peut aussi de´finir le flot de X ∈ X (C, 0) par convergence
uniforme, pour t, z ∈ C proches de 0, de
(5) φtX(z) := lim
n→∞
(z +
t
n
f(z))◦n
ou` ϕ◦n de´signe l’ite´re´e nie`me de ϕ. En effet, si f est de´finie et uniforme´ment borne´e
par c > 0 sur le disque Dr = {|z| < r}, r > 0, alors |f(z)| ≤ c · |z| et l’ite´re´e nie`me de
z + tnf(z) est borne´e sur le disque de rayon re
−tc par :
|(z + t
n
f(z))◦n| ≤ ce−tc · (1 + tc
n
)n ≤ c
(ceci montre en meˆme temps que les ite´re´es sont bien de´finies sur Dce−t). Par contre, il
est assez de´licat de ve´rifier poprement que toute suite extraite convergeante (donne´e
par le the´ore`me de Montel) satisfait la loi de groupe a` 1 parame`tre (3).
En ge´ne´ral, le domaine de de´finition de φtX de´croˆıt au fuˆr et a` mesure que t devient
grand, mais il contient toujours un voisinage de 0 de`s lors que X est singulier, i.e.
f(0) = 0. Dans ce cas, on he´rite d’un homomorphisme de groupes
C→ Diff(C, 0) ; t 7→ φtX .
Notons X 0(C, 0) la sous-alge`bre de codimension 1 de X (C, 0) forme´es des germes
champs de vecteurs s’annulant a` l’origine. Un e´le´ment X ∈ X 0(C, 0) agit par
de´rivation sur C{z} ; on notera f 7→ X · f cette de´rivation et f 7→ Xn · f ses ite´re´es :
Xk+1 · f = X · (Xk · f).
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Proposition 1.2.3. — E´tant donne´ X ∈ X 0(C, 0) et f ∈ C{z}, l’expression
(6) exp(tX) · f =
∑
n≥0
tn
n!
Xn · f
converge pour tout t ∈ C de´finissant un ope´rateur diffe´rentiel (d’ordre infini) sur C{z}
qui satisfait
exp(tX) · f = f ◦ φtX pour tout f ∈ C{z}.
En particulier, on a φtX(z) =
∑
n≥0
tn
n!X
n · z.
De´monstration. — Par analyticite´ de X et de f , on peut de´velopper
f ◦ φtX(z) =
∑
n≥0
tn
n!
[
∂n
∂tn
f ◦ φtX
]
t=0
.
Par ailleurs, l’e´quation diffe´rentielle satisfaite par φtX (Proposition 1.2.1) nous donne
∂
∂t
f ◦ φtX = (X · f) ◦ φtX
et plus ge´ne´ralement
∂n
∂tn
f ◦ φtX = (Xn · f) ◦ φtX .
En e´valuant en t = 0, on obtient les coefficients[
∂n
∂tn
f ◦ φtX
]
t=0
= Xn · f.
Les Propositions 1.2.1 et 1.2.3 s’adaptent au cas formel : tout e´le´mentX ∈ X̂ 0(C, 0)
de´finit un unique homomorphisme
C→ D̂iff(C, 0) ; t 7→ φtX
de´fini ou bien comme solution formelle de l’e´quation ddtφ
t
X = f ◦ φtX , ou bien par
φtX(z) =
∑
n≥0
tn
n!X
n · z. En fait, l’ope´rateur diffe´rentiel X et ses ite´re´es commutent
avec la projection
Jk : C[[z]]→ Ck[z]∂z ;
∑
n≥0
anz
n 7→
k∑
n=0
anz
n
et on a JkφtX = J
kφtJkX ce qui montre la convergence de l’exponentielle comme se´rie
formelle φtX(z) ∈ O(Ct)[[z]] dont les coefficients sont des se´ries entie`res en t.
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Conside´rons maintenant un sous-groupe a` 1 parame`tre C → Diff(C, 0) ; t 7→ φt ;
on dira qu’il est holomorphe lorsqu’il est de´fini au voisinage de t = z = 0 par φt(z) ∈
C{t, z}. Une conse´quence imme´diate des Propositions 1.1.3 et 1.2.1 est le
Corollaire 1.2.4. — Soit C → Diff(C, 0) ; t 7→ φt un sous-groupe a` 1 parame`tre
holomorphe. Alors il existe ϕ ∈ Diff(C, 0) et λ ∈ C∗ tels que ϕ∗φλt soit l’un des
groupes a` 1 parame`tre suivants
– t 7→ φt(z) = exp(tz∂z) · z = etz,
– t 7→ φt(z) = exp(tzp+1∂z) · z = z/(1 + tzp)1/p, p ∈ N∗,
– t 7→ φt(z) = exp(t(zp+1 + z2p+1)∂z) · z, p ∈ N∗,
Ici, la racine pie`me (1 + tzp)1/p est choisie de sorte que (1)1/p = 1 ; cette e´criture
n’a bien suˆr de sens que pour tzp proche de 0.
De´monstration. — D’apre`s la Proposition 1.2.1, φt = φtX pour un germe de champ
de vecteur holomorphe X (fixant 0). D’apre`s la Proposition 1.1.3, ϕ∗X est ou bien de
la forme λz∂z, ou bien de la forme (z
p+1 + λ2ipi z
2p+1)∂z avec λ ∈ C et p ∈ N∗. Apre`s
reparame´trisation, on arrive aux mode`les ci-dessus en tenant compte du fait que
φtϕ∗X = ϕ
∗φtX .
Remarque 1.2.5. — Le flot de Xp,λ = t(z
p+1+ λ2ipi z
2p+1)∂z n’est explicite que pour
λ = 0. Des re´sultats de I.N. Baker et J. E´calle montrent qu’aucun e´le´ment du flot
(excepte´ φ0X) ne peut eˆtre alge´brique, ni meˆme conjugue´ dans Diff(C, 0) a` une branche
de fonction alge´brique. On peut toutefois calculer les premiers coefficients avec (6) :
(7) φtXp,λ(z) = exp(t.Xp,λ) · z = z + tzp+1 + (
p+ 1
2
t2 − λ
2iπ
t)z2p+1 + . . .
Remarque 1.2.6. — On peut construire des sous-groupes a` 1 parame`tre artificiels
en composant par exemple n’importe quel mode`le ci-dessus par un homomorphisme
de groupes C → C. C’est pour cette raison qu’un minimum de re´gularite´ sur t est
ne´cessaire. On obtiendra un e´nonce´ plus fort en classifiant tous les sous-groupes
abe´liens de Diff(C, 0) plus loin. Notons tout de meˆme que si les coefficients d’un
homomorphisme
R→ Diff(C, 0) ; t 7→ φt(z) =
∑
n>0
an(t)z
n
de´pendent continuˆment de t, alors ils en de´pendent analytiquement ; en effet, Jkφt
de´finit alors un homomorphisme continu C→ JkDiff(C, 0) dans un groupe de Lie de
dimension finie, et est par suite analytique (re´el).
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1.3. Classification formelle des e´le´ments de Diff(C, 0)
Nous dirons que deux e´le´ments f, g ∈ Diff(C, 0) ou D̂iff(C, 0) sont formellement
conjugue´s s’il existe ϕˆ ∈ D̂iff(C, 0) tel que g = ϕˆ∗f = ϕˆ ◦ f ◦ ϕˆ◦(−1). Un premier
invariant de conjugaison formelle est donne´ par la partie line´aire a = f ′(0) = g′(0).
La Proposition qui suit est un analogue discret de la Proposition 1.1.3.
Proposition 1.3.1. — Soit f = az + . . . ∈ D̂iff(C, 0), a ∈ C∗. Alors f est formelle-
ment conjugue´ a` un et une seul des mode`les suivants :
– f0(z) = az si a ∈ C∗ n’est pas pe´riodique,
– f0(z) = az si a est d’ordre q ∈ N∗ et f◦q = identite´,
– f0 = a · exp(Xkq,λ), k ∈ N∗ lorsque a est d’ordre q ∈ N∗ mais f◦q 6= identite´.
De´monstration. — On e´limine de proche en proche les coefficients non line´aires de f
de la fac¸on suivante. Si f(z) = az + bzn+1 + . . ., alors on pose ϕn(z) = z + cz
n+1 et :
(ϕn)∗f = ϕn ◦ f ◦ (ϕn)◦(−1)(z) = az + (b− a(1− an)c)zn+1 + . . .
de sorte que si an 6= 1, en choisissant c convenablement, on e´limine le coefficient
d’ordre n + 1 et on avance. Si a n’est pas pe´riodique ou encore si, a` chaque fois que
an 6= 1, le coefficient b correspondant est de´ja` nul, l’algorithme permet de construire
une coordonne´e formelle ϕˆ := . . . ◦ ϕn ◦ · · · ◦ ϕ2 ◦ ϕ1 telle que ϕˆ∗f(z) = az.
Sinon, c’est a` dire si, a` un certain moment :
f(z) = az + bzkq+1 + . . . avec a d’ordre q, k ∈ N∗ et b ∈ C∗,
alors, par un changement de coordonne´e line´aire, on normalise b = a puis par un
nouvel algorithme empilant des changements de coordonne´e du type ϕn, on construit
une coordonne´e formelle ϕˆ ramenant f a` la forme polynomiale :
f(z) = az + azkq+1 + acz2kq+1, c ∈ C.
Plus pre´cise´ment, lorsque f(z) = az + azkq+1 + bzn+1 + . . . avec kq < n < 2kq ou,
apre`s, lorsque f(z) = az + azkq+1 + acz2kq+1 + bzn+1 + . . . avec 2kq < n, on e´limine
le coefficient b par un changement de coordonne´e du type ϕn si a
n 6= 1 et du type
ϕn−kq si an = 1. Maintenant, le meˆme algorithme applique´ a` :
a exp(Xp,λ)(z) = az + az
p+1 + (
p+ 1
2
− λ
2iπ
)az2p+1 + . . .
permet d’identifier formellement f a` a exp(Xkq,λ) avec c =
p+1
2 − λ2ipi .
E´tant donne´ f(z) = az +
∑
n≥2 anz
n ∈ D̂iff(C, 0) avec a pe´riodique, il re´sulte
de la de´monstration pre´ce´dente qu’une infinite´ de conditions sont ne´cessaires sur les
coefficients an de f pour assurer la pe´riodicite´ (et donc la line´arisabilite´) de f . On dit
que f est re´sonant lorsqu’il n’est pas line´arisable.
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L’e´le´ment ϕˆ ∈ D̂iff(C, 0) conjugant f a` son mode`le, ϕˆ∗f = f0, est unique a` com-
position pre`s (a` gauche) par le centralisateur formel de f0 :
ϕˆ∗f = ψˆ∗f = f0 ⇔ ψˆ = g ◦ ϕˆ avec f0 ◦ g = g ◦ f0, g ∈ D̂iff(C, 0).
Ceci ne laisse en ge´ne´ral que peu de possibilite´s pour g comme le montre la :
Proposition 1.3.2. — L’ensemble des e´le´ments g ∈ D̂iff(C, 0) qui commutent aux
mode`les formels f0 e´nume´re´s dans la Proposition 1.3.1 sont respectivement donne´s
par :
– Ĉent(f0) = {g(z) = bz ; b ∈ C∗},
– Ĉent(f0) = {g(z) = z.gˆ(zq) ; g ∈ C[[z]]},
– Ĉent(f0) = {g(z) = e2ipip/kq . exp(t.Xkq,λ) · z ; p ∈ Z/kqZ et t ∈ C}.
Notons que le centralisateur est convergent (dans Diff(C, 0)) et abe´lien excepte´
dans le cas ou` f0 est pe´riodique.
De´monstration. — Dans les deux premiers cas, on les calcule directement : on identifie
g(az) = a.g(z) en substituant une se´rie formelle a` g. Dans le troisie`me cas, si g
commute au mode`le formel, il commute aussi a` son ite´re´e qie`me qui est de la forme
f◦q(z) = z + qzkq+1 + . . . ; un calcul imme´diat montre que g(z) = e2ipip/kqz + . . .. On
e´crit g = e2ipip/kqg1 avec g1 tangent a` l’identite´. Visiblement, e
2ipip/kqz commute a`
Xkq,λ et donc a` son flot ; par suite, g1 commute a` f
◦q et un calcul imme´diat montre
que g1(z) = z+ tz
kq+1+ . . .. De nouveau, on e´crit g1 = exp(tXkq,λ) ◦ gn avec gn(z) =
z+czn+1+· · · tangent a` l’identite´ a` l’ordre n > kq ; ce dernier doit lui aussi commuter
a` f◦q et on ve´rifie aise´ment que c¸a ne peut eˆtre que l’identite´.
Conside´rons maintenant l’application exponentielle (ou flot au temps 1)
(8) exp : X̂ 0(C, 0)→ D̂iff(C, 0) ; X 7→ exp(X) · z
de´finie par (6). Comme nous l’avons de´ja` remarque´, elle commute avec la projection
sur les jets d’ordre k dans le sens suivant :
Jk exp(X) = Jk exp(JkX)
et en particulier, nous notons que
(9)
exp(αz∂z + · · · ) · z = eαz + · · · α ∈ C∗
exp(czp+1∂z + · · · ) · z = z + czp+1 + · · · c ∈ C
Une conse´quence des Propositions 1.1.3 et 1.3.1 est que l’application exponentielle
n’est ni injective, ni surjective. Plus pre´cise´ment :
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Corollaire 1.3.3. — Soit f = az+ . . . ∈ D̂iff(C, 0), a ∈ C∗. Alors f = exp(Xˆ) pour
un champ de vecteur formel Xˆ = αz∂z + · · · ∈ X̂ (C, 0) si et seulement si on est dans
l’un des cas suivants
– a n’est pas pe´riodique et dans ce cas, Xˆ = αz∂z + · · · est unique de`s que l’on a
choisit α, a = eα.
– a et f sont pe´riodiques et dans ce cas, l’ensemble des champs Xˆ tels que f =
exp(Xˆ) est de dimension infinie.
– a = 1 et dans ce cas Xˆ est unique.
En particulier, un diffe´omorphisme re´sonant f = a · exp(Xkq,λ) n’est le flot au temps
1 d’un champ de vecteur formel que si a = 1.
De´monstration. — Dans chacun des cas, on conside`re les mode`les formels donne´s
par la Proposition 1.3.1. Lorsque f0(z) = az, bien entendu X0 = αz∂z convient
pour n’importe quel α, a = eα. Soit Xˆ = αz∂z + · un autre champ formel tel que
exp(Xˆ) = f0. Supposons d’abord α 6= 0. Alors d’apre`s la Proposition 1.1.3 (version
formelle), il existe ϕˆ ∈ D̂iff(C, 0) tel que ϕˆ∗Xˆ = X0 et par suite
ϕˆ∗f0 = ϕˆ∗ exp(Xˆ) = exp(X0) = f0.
L’ensemble des champs formels Xˆ = αz∂z + · dont l’exponentielle est f0 est co¨ıncide
donc avec
{ϕˆ∗αz∂z ; ϕˆ∗f0 = f0}.
D’apre`s la Proposition 1.3.2, lorsque a n’est pas pe´riodique, ϕˆ est ne´cessairement
line´aire et commute a` αz∂z, d’ou` l’unicite´ de X ; lorsque a est d’ordre q, on obtient
Xˆ = (αzgˆ(zq))∂z , g ∈ C[[z]], g(0) = 1. Notamment, dans le cas α ∈ 2iπZ∗, nous
notons que exp(αz∂z + · · · ) est l’identite´ quels que soient les termes non line´aires du
champ de vecteur.
Si α = 0 et f0(z) = z, d’apr e`s (9) la seule possibilite´ est Xˆ = X0 = 0.
Supposons maintenant f0 = a exp(Xp,λ) = exp(Xˆ) avec a 6= 1 ; alors Xˆ est formel-
lement line´arisable (α 6= 0) et par suite f aussi : contradiction.
Enfin, si f0 = exp(Xp,λ) alors on raisonne comme dans le cas line´aire avec X0 =
Xp,λ et de nouveau, les diffe´omorphismes formels qui commutent a` f0 commutent
aussi a` X0 ce qui prouve l’unicite´.
En particulier, on peut de´finir sans ambigu¨ıte´ l’ite´re´e complexe d’un germe de
diffe´omorphisme tangent a` l’identite´ f(z) = z + · · · ∈ D̂iff(C, 0) par
(10) f◦t(z) = exp(tXˆ) pour tout t ∈ C
ou` Xˆ est le logarithme formel de f , c’est a` dire l’unique e´le´ment de X̂ (C, 0) satisfaisant
f = exp(Xˆ).
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Remarque 1.3.4. — On prendra garde que la coordonne´e normalisant ϕˆ construite
dans la Proposition 1.3.1 n’est que formelle meˆme si f ∈ Diff(C, 0) est convergent.
Elle est divergente dans de nombreux cas comme nous le verrons plus loin. De la
meˆme manie`re, le logarithme formel d’un diffe´omorphisme f(z) = z+ · · · ∈ Diff(C, 0)
convergent et tangent a` l’identite´ est en ge´ne´ral divergent, ainsi que la plupart des
ite´re´es complexes.
Remarque 1.3.5. — L’invariant formel de l’ite´re´e nie`me f◦n de f(z) = exp(Xp,λ)
n’est pas λ mais λn (voir Remarque 1.1.5). En particulier, si f est conjugue´e a` une de
ses ite´re´es f◦n, n ∈ Z∗,n 6= 1, alors λ = 0.
Remarque 1.3.6. — L’invariant formel λ d’un diffe´omorphisme tangent a` l’identite´
f est quelquefois appele´ re´sidu de f car il est donne´ par la formule :
λ
2iπ
= Re´s0
dz
f(z)− z +
p+ 1
2
.
1.4. Normalisation formelle des sous-groupes re´soluble de Diff(C, 0)
Nous allons de´montrer l’analogue discret du The´ore`me 1.1.6. La notion de sous-
groupes de Lie de dimension finie de Diff(C, 0), ou plus ge´ne´ralement de D̂iff(C, 0),
de´pend de la topologie dont nous allons e´quiper ces derniers. Ne´anmoins, pour toute
topologie raisonnable, un tel sous-groupeG de´finira un sous-groupe de Lie JkG au sens
classique dans JkDiff(C, 0) dont la dimension se stabilisera a` partir d’un certain k(G).
Il est donc naturel de s’inte´resser aux sous-groupes G ⊂ D̂iff(C, 0) de de´termination
finie, c’est-a`-dire dont les e´le´ments sont de´termine´s par leur jet d’ordre k pour un
certain k = k(G) ∈ N. En d’autres termes, on suppose que le seul e´le´ment tangent a`
l’identite´ a` l’ordre ≥ k dans G est l’identite´.
The´ore`me 1.4.1. — Soit G ⊂ D̂iff(C, 0) un sous-groupe. Alors sont e´quivalents :
– G est de de´termination finie,
– G est virtuellement re´soluble,
– G est me´tabe´lien.
Dans ce cas, il existe ϕˆ ∈ D̂iff(C, 0) tel que ϕˆ∗G soit contenu dans l’un des mode`les
– L := {f(z) = az ; a ∈ C∗},
– Ep,λ := {f(z) = a · exp(tXp,λ) ; ap = 1, t ∈ C}, λ ∈ C, p ∈ N∗,
– Ap := {f(z) = az/(1− bzp)1/p ; a ∈ C∗ et b ∈ C}, p ∈ N∗.
Rappelons qu’un groupe G est re´soluble si sa suite centrale de´rive´e est finie :
G ⊃ G′ ⊃ G′′ ⊃ · · · ⊃ G(n) = {identite´}
ou` G(k+1) = [G(k), G(k)] est le sous-groupe de G(k) engendre´ par les commutateurs ;
G est me´tabe´lien lorsque G′ = [G,G] est abe´lien. On dit G est virtuellement re´soluble
s’il admet un sous-groupe re´soluble d’indice fini.
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Les 3 mode`les de l’e´nonce´ sont les sous-groupes de Lie maximaux de D̂iff(C, 0) dont
les alge`bres de Lie respectives sont
– C · z∂z,
– C ·Xp,λ, λ ∈ C, p ∈ N∗,
– C · z∂z + C · zp+1∂z, p ∈ N∗.
(voir Proposition 1.1.6). Rappelons que C ·Xp,λ = zp+11+λzp ∂z.
De´monstration. — E´tant donne´s deux e´le´ments f, g ∈ Diff(C, 0), on de´finit leur com-
mutateur par
[f, g] := f ◦ g ◦ f◦(−1) ◦ g◦(−1).
Un calcul formel imme´diat nous dit que tout commutateur est tangent a` l’identite´ :
[az + . . . , bz + . . .] = z + . . .
et que le commutateur de deux automorphismes observant des contacts d’ordres dis-
tincts 0 < p < q a` l’identite´ est tangent a` l’identite´ a` un ordre strictement supe´rieur
p+ q > q :
[z + czp+1 + . . . , z + dzq+1 + . . .] = z + (q − p)cdzp+q+1 + . . . .
Ainsi, s’il existe, dans le groupe G, deux contacts distincts a` l’identite´, alors on en
construit une infinite´ en emboitant les commutateurs. Par construction, on en retrouve
une infinite´ dans le premier groupe de´rive´ G′ := [G,G] ⊂ Gˆ puisqu’il est engendre´ par
les commutateurs de G et, par re´curence, dans chacun des groupes de´rive´s successifs
G(n+1) := [G(n), G(n)], n ∈ N. En particulier, aucun des groupes de´rive´s n’est trivial :
∀n ∈ N, G(n) 6= {identite´},
et G n’est ni re´soluble, ni de de´termination finie.
Examinons maintenant la situation ou`G ne contient pas d’e´le´ment tangent a` l’iden-
tite´ non trivial. Alors G est abe´lien et la fleˆche :
ρ : G →֒ C∗ ; f(z) = az + . . . 7→ a
est un homomorphisme injectif de groupes. Alors G se line´arise formellement comme
suit. Supposons G line´aire a` l’ordre k ; alors la fleˆche
ρk : f(z) = az + bz
k+1 + · · · 7→ aw + b
ak+1
de´finit un morphisme de groupes a` valeurs dans le groupe affine Aff(C) de la droite.
Notons que si ρk(f) est une translation, alors a
k = 1 et f◦k = z + kbzk+1 + · · · est
tangent a` l’identite´ a` l’ordre k ; par hypothe`se, f◦k = identite´, b = 0 et ρk(f) =
identite´. Ainsi, l’image de G ne contient pas de translation non triviale et, par suite,
se line´arise apre`s conjugaison par un e´le´ment ϕ ∈ Aff(C). Choisissons un e´le´ment
ϕ˜(z) = αz + βzp+1 ∈ Diff(C, 0) relevant ϕ : par construction, ϕ˜∗G a pour image un
sous-groupe line´aire de Aff(C) et est donc lui-meˆme line´aire a` l’ordre k+1. De proche
en proche, on line´arise G. En particulier, G est de de´termination finie.
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Supposons enfin qu’il existe un entier p ∈ N∗ tel que tout e´le´ment tangent a`
l’identite´ dans G l’est pre´cise´ment a` l’ordre p :
∀f ∈ Gˆ, f(z) = z + . . . 6= identite´ ⇒ f(z) = z + czp+1 + . . . , c ∈ C∗.
On peut appliquer l’algorithme de line´arisation pre´ce´dent jusqu’a` l’ordre p : apre`s
changement de coordonne´e (polynomiale), G est line´aire a` l’ordre p. Alors le mor-
phisme de groupes
ρ : G→ Aff(C) ; f(z) = az + bzp+1 + · · · 7→ aw + b
ap+1
est injectif. En effet, si deux e´le´ments distints f, g ∈ G avaient le meˆme jet d’ordre
p+1, alors f ◦ g◦(−1) ∈ G serait un l´e´ment non trivial et tangent a` l’identite´ a` l’ordre
≥ p+1, ce que nous excluons ici. En particulier,G est aussi de de´termination finie. Par
ailleurs, le noyau ker(ρ), constitue´ des e´le´ments de la forme f(z) = az + 0zp+1 + · · · ,
ap = 1, est fini d’ordre ≤ p et commute a` G. Ainsi, G est une extension centrale d’un
sous-groupe de Aff(C) et est par suite me´tabe´lien.
Le sous-groupe G1 ⊂ G constitue´ des e´le´ments tangents a` l’identite´ est visible-
ment abe´lien. Redressons un e´le´ment non trivial f ∈ G1 sur son mode`le formel
f = exp(Xp,λ) par la Proposition 1.3.1. En particulier, G
1 ⊂ Ĉent(f) et on de´duit de
la Proposition 1.3.2 que G1 est un sous-groupe du groupe a` 1 parame`tre
G1 ⊂ {exp(tXp,λ) ; t ∈ C}.
Plus ge´ne´ralement, si G est abe´lien, la meˆme proposition permet de conclure a` la
seconde forme normale de l’e´nonce´. Si par contre G n’est pas abe´lien, G1 est un
sous-groupe normal et tout e´le´ment g ∈ G satisfait
g∗ exp(Xp,λ) = exp(t.Xp,λ).
pour un t = tg ∈ C convenable. Par conse´quent, g∗Xp,λ et t.Xp,λ ont meˆme image
par l’application exponentielle la Proposition 1.3.3 entraine que
g∗Xp,λ = t.Xp,λ.
En repassant a` la 1-forme duale comme dans la preuve de la Proposition 1.1.3, on
de´duit que
g∗(
dz
zp+1
+ λ
dz
z
) = t(
dz
zp+1
+ λ
dz
z
) ;
si G n’est pas abe´lien, alors on peut trouver g ne commutant pas a` f , c’est a` dire
pour lequel t 6= 1. En comparant les re´sidus des deux 1-formes, on de´duit que λ = 0,
puis par inte´gration que g(z) = az/(1− tzp)1/p.
Finalement, si un sous-groupe G ⊂ D̂iff(C, 0) contient un sous-groupe re´soluble G0
d’indice fini, alors G0 est de de´termination finie ainsi que tous ses translate´s g ◦G0 ;
puisque G est union finie de translate´s g ◦G0, G est aussi de de´termination finie.
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Corollaire 1.4.2. — Soit G un sous-groupe de D̂iff(C, 0) et notons G1 le sous-
groupe des e´le´ments tangents a` l’identite´. Si G1 = {identite´}, alors G est formellement
line´arisable.
De´monstration. — C’est une conse´quence imme´diate de l’algorithme de line´arisation
formelle de´veloppe´ dans la preuve du The´ore`me 1.4.1 : si l’algorithme bloque a` l’ordre
k, alors le morphisme
ρk : f(z) = az + bz
k+1 + · · · 7→ aw + b
ak+1
envoit un certain e´le´ment f ∈ G sur une translation non triviale. Alors f◦k est un
e´le´ment tangent a` l’identite´ non trivial de G.
1.5. Sous-groupes non re´solubles de Diff(C, 0) : quelques invariants
Rappelons d’abord qu’une base de voisinages d’un e´le´ment f ∈ D̂iff(C, 0) pour la
topologie de Krull est donne´ par :
Uk(f) = {g ∈ D̂iff(C, 0) ; Jkg = Jkf}
(l’ensemble des dife´omorphismes qui co¨ıncident avec f a` l’ordre k). Ces voisinages
sont a` la fois ouverts et ferme´s.
E´tant donne´ un sous-groupe G ⊂ D̂iff(C, 0), on de´finit :
Gk = {c ∈ C; ∃g = z + czk+1 + . . . ∈ G} pour k ∈ N∗
et
K(G) = {k ∈ N∗; Gk 6= {0}}.
Les Gk sont des groupes additifs et a` peu de choses pre`s des invariants formels :
(11) si ϕ = az + . . . ∈ D̂iff(C, 0), alors (ϕ∗G)k = ak.Gk.
La suite des contacts K(G) de G a` l’identite´ est un invariant formel et a` peu de choses
pre`s un semi-groupe :
si k1, k2 ∈ K(G) avec k1 6= k2,
alors k1 + k2 ∈ K(G) et (k1 − k2).Gk1 .Gk2 ⊂ Gk1+k2 .
En effet, si g1 = z + c1z
k1+1 + . . . et g2 = z + c2z
k2+1 + . . . re´alisent k1, k2 ∈ K(G)
dans G, alors [g1, g2] = z + (k1 − k2)c1c2zk1+k2+1 + . . . re´alise k1 + k2 ∈ G.
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D’apre`s le The´ore`me 1.4.1, sont e´quivalents :
– G est re´soluble
– K a au plus un e´le´ment
– G est discret pour la topologie de Krull.
Lorsque G n’est pas re´soluble, alors K est infini et l’adhe´rence G¯ de G dans D̂iff(C, 0)
pour la topologie de Krull n’est pas de´nombrable. En effet, choisissons une suite
croissante k1 < k2 < . . . < kn < . . . d’e´le´ments de K(G) et pour chaque n un
e´le´ment fn ∈ G re´alisant kn ∈ K(G). Alors pour toute suite (εn)n, εn ∈ {0, 1},
fε11 ◦ fε22 ◦ . . . ◦ fεnn ◦ . . . est dans G¯ :{0, 1}N s’injecte dans G¯. En particulier, la donne´e
des Gk est loin de donner une liste comple`te d’invariants formels pour G : G¯k = Gk et
pourtant G 6= G¯ en ge´ne´ral. Cependant, elle suffit a caracte´riser certaines proprie´te´s
de G que nous utiliserons pour de´montrer le The´ore`me de Nakai. Par exemple, le
centralisateur formel de G
Ĉent(G) = {f ∈ D̂iff(C, 0) ; f ◦ g = g ◦ f, ∀g ∈ G}
est un sous-groupe d’ordre fini de D̂iff(C, 0) ; en effet, tout e´le´ment f doit en particulier
commuter des diffe´omorphismes tangents a` l’identite´ a` des ordres distincts et est par
suite pe´riodique d’apre`s la Proposition 1.3.2 (d’ordre borne´). Ainsi, dans une bonne
coordonne´e formelle, il est engendre´ par la rotation f(z) = e2ipi/qz et tout e´le´ment de
G est de la forme g(z) = zg˜(zq) : par conse´quent, K(G) ⊂ qZ.
Proposition 1.5.1 ([Lor02a]). — Le centralisateur formel d’un sous-groupe
re´soluble G ⊂ D̂iff(C, 0) est d’ordre d ou` d est le diviseur commun aux e´le´ments de
K(G). En particulier, dans une bonne coordonne´e formelle, tous les e´le´ments de G
sont de la forme g(z) = zg˜(zd).
De´monstration. — Il suffit de montrer la dernie`re assertion ; la construction de la
coordonne´e formelle est similaire a` celle de la line´arisante formelle dans la preuve du
The´ore`me 1.4.1. Supposons que les e´le´ments de G soient de´ja` de la forme :
f(z) = a0z + adz
d+1 + · · ·+ akdzkd+1 + akd+lzkd+l+1 + . . .
ou` k, l ∈ N∗, 0 < l < k. Alors la fleˆche
f 7→ a0w + akd+l
(a0)kd+l
de´finit un morphisme ρ de G dans le groupe affine Aff(C). L’hypothe`se kd+ l 6∈ K(G)
signifie que ρ(G) ne contient pas de translation non triviale. Alors ρ(G) devient line´aire
apre`s conjugaison par une translation w 7→ w+ t convenable. Apre`s conjugaison de G
par ϕkd+l(z) = z+ t
kd+l+1, on peut supposer ρ(G) line´aire et le coefficient de zkd+l+1
est maintenant trivial pour tous les e´le´ments de G. On ite`re ce proce´de´.
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Par ailleurs, si G ⊂ Diff(R, 0) est re´el, alors Gk ⊂ R∗ pour tout k ∈ K(G). Cette
proprie´te´ n’est pas stable par changement de coordonne´es, mais chaque Gk reste
contenu dans une droite re´elle Lk ⊂ C.
The´ore`me 1.5.2 ([Lor02a]). — Un sous-groupe non re´soluble G ⊂ D̂iff(C, 0) est
formellement conjugue´ a` un sous-groupe de Diff(R, 0) si et seulement si chaque Gk
est contenu dans une droite re´elle Lk ⊂ C. De plus, si d est le plus grand diviseur de
K(G), alors il existe une coordonne´e formelle dans laquelle tout e´le´ment de G est de
la forme g(z) = zg˜(zd) avec g˜ ∈ R[[x]].
Lemme 1.5.3. — Soient f, g ∈ D̂iff(C, 0) avec f(z) = z + ap+1zp+1 + . . . re´el et
g(z) = b1z + . . . quelconque. Alors sont e´quivalents :
1. g∗f = g◦(−1) ◦ f ◦ g est re´el,
2. [g◦(−1), f ] est re´el,
3. g = f˜ ◦ g˜ ou` f˜ commute a` f et g˜ est re´el.
De´monstration. — Les implications 1⇔ 2⇐ 3 sont imme´diates. Montrons que 2⇒
3. Remarquons d’abord que [g◦(−1), f ] = z+(bp1−1)zp+1+. . . et donc, quitte a` modifier
g par un e´le´ment du centralisateur de f , b1 est re´el. Supposons g non re´el et e´crivons
g = g˜ ◦ f˜ ou` g˜ est re´el et f˜(z) = z+ bq+1zq+1+ . . . avec bq+1 non re´el. Dire que g∗f =
f˜∗(g˜∗f) est re´el, c’est encore dire que [f˜◦(−1), g˜∗f ] = z + (q− p)ap+1bq+1zp+q+1 + . . .
est re´el ce qui n’est possible que si p = q ; mais dans ce cas, on peut de nouveau
modifier g par un e´le´ment du centralisateur de f .
Le Lemme technique suivant m’a e´te´ communique´ par Jean E´calle :
Lemme 1.5.4 (E´calle). — Soient f(z) = z+ap+1z
p+1+. . . et g(z) = z+bq+1z
q+1+
. . . deux e´le´ments tangents a` l’identite´ de D̂iff(C, 0) avec p 6= q. Conside´rons
h1(z) = [g, [f, [f, [f, g]]]] et h2(z) = [f, [g, [f, [f, g]]]].
Alors {
h1(z) = z +m1a
3
pb
2
qz
3p+2q+1 + . . .
h2(z) = z +m2a
3
pb
2
qz
3p+2q+1 + . . .
avec
m1
m2
=
3p+ 3q
2p+ 4q
.
Maintenant, posons h = h
◦(2p+4q)
1 ◦ h◦(−3p−3q)2 . Alors
h(z) = z +
∑
k≥0
c3p+2q+k+1z
3p+2q+k+1
avec :
c3p+2q+k+1 = ∆(p, q, k){(k − p)a3pbqbq+k − (k − q)a2pap+kb2q}
modulo Z[ap, . . . , ap+k−1, bq, . . . , bq+k−1] et ∆(p, q, k) 6= 0 pour k > 0.
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De´monstration. — C’est un calcul imme´diat qui se fait plus facilement au niveau de
l’alge`bre de Lie associe´e. D’apre`s le Corollaire 1.3.3, on peut e´crire :
X := log f = (apz
p+1 + · · · )∂z et Y := log g = (bqzq+1 + · · · )∂z.
On a alors {
log[g, [f, [f, [f, g]]]] = {Y, {X, {X, {X,Y }}}}+ · · ·
log[f, [g, [f, [f, g]]]] = {X, {Y, {X, {X,Y }}}}+ · · ·
En fait, les crochets {Y, {X, {X, {X,Y }}}} et {X, {Y, {X, {X,Y }}}} ont la particula-
rite´ d’eˆtre homoge`nes en X et Y et a` la fois inde´pendants (rappelons par exemple que
{Y, {X, {X,Y }}} = {X, {Y, {X,Y }}}). Notons que si Xl = zpl+1∂z pour l = 1, . . . , k,
alors
{Xk, {Xk−1, . . . {X3, {X2, X1}} . . .}} = C(pk,...,p2,p1)zp1+p2+...pk∂z
ou`
C(pk,...,p2,p1) = (p1 − p2)(p1 + p2 − p3) . . . (p1 + p2 + . . .+ pk−1 − pk).
The coefficient de z3p+2q+k+1 dans le crochet ite´re´ {Y, {X, {X, {X,Y }}}}, k > 0,
est un polynoˆme en les variables ap, . . . , ap+k, bq, . . . , bq+k a` coefficients dans Z. Les
monoˆmes dans lesquels les variables ap+k et bq+k apparaissent sont :
(C(q,p,p,p+k,q) + C(q,p,p+k,p,q) + C(q,p+k,p,p,q))a
2
pap+kb
2
q
et (C(q,p,p,p,q+k) + C(q+k,p,p,p,q))a
3
pbqbq+k.
On obtient des identite´s similaires pour {X, {Y, {X, {X,Y }}}} et ∆(p, q, k) est a` un
facteur pre`s l’un ou l’autre des de´terminants∣∣∣∣C(q,p,p,p,q) C(q,p,p,p,q+k) + C(q+k,p,p,p,q)C(p,q,p,p,q) C(p,q,p,p,q+k) + C(p,q+k,p,p,q)
∣∣∣∣
ou ∣∣∣∣C(q,p,p,p,q) C(q,p,p,p+k,q) + C(q,p,p+k,p,q) + C(q,p+k,p,p,q)C(p,q,p,p,q) C(p,q,p,p+k,q) + C(p,q,p+k,p,q) + C(p+k,q,p,p,q)
∣∣∣∣
On obtient ∆(p, q, k) = (q − p)k(k2 + kp+ 6pq) qui est visiblement non nul sous nos
hypothe`ses.
Lemme 1.5.5. — Soient f(z) = z + ap+1z
p+1 + . . . et g(z) = z + bq+1z
q+1 + . . .
deux e´le´ments tangents a` l’identite´ de G. Si tous les Gk sont re´els et si les p premiers
coefficients (significatifs) ap+1, . . . , a2p de f sont re´els, alors les p premiers coefficients
bq+1, . . . , bq+p de g le sont aussi.
De´monstration. — Supposons d’abord p 6= q ; par hypothe`se, bq+1 est re´el. Le Lemme
1.5.4 applique´ a` f et g nous dit d’une part que bq+2 est lui aussi re´el et d’autre
part que les bq+3, . . . , bq+p sont re´els si et seulement si les p− 1 premiers coefficients
c3p+2q+2, . . . , c3p+2q+p de h le sont. En remplac¸ant g par h et en re´appliquant le
Lemme 1.5.4, on amorce une re´currence qui nous permet de conclure.
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Maintenant, si p = q, le Lemme 1.5.3 nous dit que les p premiers coefficients de g
sont re´els si et seulement si les p premiers coefficents de [f, g] le sont et on est ramene´
au cas pre´ce´dent.
De´monstration du The´ore`me 1.5.2. — Si d > 1, on utilise d’abord la Proposition
1.5.1 pour se ramener au cas ou` tout e´le´ment de G est de la forme g(z) = zg˜(zd).
Alors G est visiblement le rele`vement par l’application z 7→ zd d’un sous-groupe
G ⊂ D̂iff(C, 0), l’e´le´ment g(z) = zg˜(zd) relevant g(z) := z ·(g˜(z))d. On ve´rifie aise´ment
que G n’est pas re´soluble et satisfait aux hypothe`ses du The´ore`me avec d = 1. Il suffit
de construire une coordonne´e formelle dans laquelle G est re´el. On notera encore G
ce groupe dans toute la suite pour ne pas alourdir les notations.
Apre`s conjugaison pre´liminaire par une homothe´tie, on peut supposer tous les Gk
re´els. En effet, de`s que le premier Gk non trivial est redresse´ sur un sous-groupe de R,
la formule (11) nous dit que tous les autres le sont aussi. Notons que la partie line´aire
de G est ne´cessairement re´elle.
Notons G1 le sous-groupe des e´le´ments tangents a` l’identite´ de G et choisissons un
e´le´ment f(z) = z+ap+1z
p+1+ . . . non trivial de G1. Plac¸ons nous dans une coordone´e
formelle pour laquelle f(z) = exp(Xp,λ) = z + z
p+1 + (p+12 − λ2ipi )z2p+1 + · · · (voir
Proposition 1.3.1) ; en particulier, f est re´el modulo z2p+1. Dans cette coordonne´e,
G1 est re´el modulo z
p+2 : si g(z) = b1z+ . . . est un e´le´ment de G1, alors ses p+1 pre-
miers coefficients sont re´els. C’est une application directe du Lemme 1.5.3. Choisissons
maintenant un e´le´ment g(z) = z + bqz
q+1 + . . . de G1 avec p < q. Toujours d’apre´s le
Lemme 1.5.3, les p premiers coefficients (significatifs) bq+1, . . . , bq+p de g sont re´els.
Il existe, d’apre`s la preuve de la Proposition 1.3.1, un changement de coordonne´e du
type ϕˆ(z) = z + czp+1 + · · · pour lequel les q premiers coefficients de g deviennent
re´els : dans cette nouvelle coordonne´e, G1 est re´el modulo z
q+2. De proche en proche,
on construit une coordonne´e dans laquelle G1 est re´el. Ve´rifions que G est re´el dans
cette coordonne´e.
Soit h(z) = c0z + . . . un e´le´ment de G. Conside´rons f(z) = z + apz
p+1 + . . . et
g(z) = z + bqz
q+1 + . . . dans G1 avec p et q premiers entre eux. On peut trouver de
tels e´le´ments puisque nous nous sommes ramene´s au cas d = 1. Alors f , g, [h◦(−1), f ]
et [h◦(−1), g] sont re´els (rappelons que [G,G] ⊂ G1). Le Lemme 1.5.3 nous dit que
h = f˜ ◦ h˜1 = g˜ ◦ h˜2
ou` f˜ commute avec f , g˜ commute avec g et h˜1 et h˜2 sont re´els. D’apre`s le Lemme
1.5.5 et la Proposition 1.3.2, cp0 et c
q
0 sont re´els, et donc c0 l’est aussi. Ainsi, on peut
supposer, quitte a` modifier la de´composition h = f˜ ◦ h˜1, que f˜ est tangent a` l’identite´
a` l’ordre p (Proposition 1.3.2) et, de la meˆme manie`re, g˜ est tangent a` l’identite´ a`
l’ordre q. Maintenant, si (par exemple) p < q, on de´duit que le coefficient de zp+1
dans f˜ est re´el. Alors f˜ (Proposition 1.3.2) tout comme h sont re´els.
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Remarque 1.5.6. — On de´duit facilement de l’e´tude pre´ce´dente que deux e´le´ments
ge´ne´riques f, g ∈ D̂iff(C, 0) (ou f, g ∈ Diff(C, 0)) pour la topologie de Krull engendrent
un sous-groupe G ⊂ D̂iff(C, 0) non re´soluble, non re´el et pour lequel seul 1 est diviseur
de K.
1.6. Relations dans Diff(C, 0)
C’est un proble`me encore ouvert que de de´terminer le type de relations que peuvent
satisfaire deux e´le´ments de Diff(C, 0) ou D̂iff(C, 0) de`s lors qu’ils n’engendrent pas un
sous-groupe re´soluble (dans ce dernier cas, le The´ore`me 1.4.1 nous rame`ne a` l’e´tude
des relations dans le groupe affine). On s’attendait a`
Conjecture 1.6.1 (Alternative de Tits). — Tout sous-groupe G ⊂ D̂iff(C, 0) ou
bien est re´soluble, ou bien contient un sous-groupe libre d’indice fini.
Cette conjecture vient d’eˆtre mise en de´faut dans [EV04]. Les auteurs construisent
une vaste classe de relations re´alisables dans D̂iff(C, 0) et certaines dans Diff(C, 0). La
conjecture reste ouverte dans le sous-groupe de Diff(C, 0) forme´ des e´le´ments tangents
a` l’identite´. Voyons sur quelques exemples illustrant le type de difficulte´s, de re´sultats
et de proble`mes ouverts rencontre´s.
Le premier groupe de´rive´ du groupe libre de rang 2, < a, b >, est le sous-groupe
normal engendre´ par le commutateur [a, b] ; un syste`me libre et complet de ge´ne´rateurs
est donne´ par :
[an, bm], n,m ∈ Z∗.
Ainsi, pour qu’un groupe G =< f, g > soit me´tabe´lien, il faut et il suffit que tous
les commutateurs ci-dessus commutent deux a` deux, ce qui ne´cessite une infinite´ de
conditions inde´pendantes. En fait, dans D̂iff(C, 0), deux relations suffisent :
Proposition 1.6.2. — Soit G =< f, g > un sous-groupe de rang 2 de D̂iff(C, 0).
Alors G est me´tabe´lien si et seulement si [f, g◦2] et [f◦2, g] commutent a` [f, g].
De´monstration. — D’apre`s la Proposition 1.3.1, on peut trouver une coordonne´e for-
melle dans laquelle [f, g] = exp(Xp,λ).
Puisque [f◦2, g] = f ◦ [f, g]◦f◦(−1)◦ [f, g], on obtient que f ◦ [f, g]◦f◦(−1) commute
a` [f, g]. D’apre`s la Proposition 1.3.2, il vient
f∗[f, g] = f∗ exp(Xp,λ) = exp(tXp,λ), t ∈ C∗.
Alors ou bien t = 1 et f = e2ipi
k
p exp(sXp,λ) (toujours la Proposition 1.3.2), ou bien
t 6= 1 et, en raisonnant comme dans la preuve du The´ore`me 1.4.1, on de´duit que
f = a · exp(sXp,λ) (et λ = 0). La commutation de [f, g◦2] avec [f, g] entraine de la
meˆme manie`re que g = b · exp(rXp,λ) ; le groupe G est re´soluble.
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Le premier exemple de relation non triviale dans un sous-groupe non re´soluble de
D̂iff(C, 0) m’avait e´te´ communique´ par Jean E´calle en 1995 :
Proposition 1.6.3 (E´calle-Vallet). — Pour tous p, q ∈ N∗, p < q, il existe une
unique paire de diffe´omorphismes formels
f(z) = z + zp+1 + · · · ∈ D̂iff(C, 0) et g(z) = z + zq+1 + · · · ,
modulo conjugaison dans D̂iff(C, 0) satisfaisant
[g, [f, [f, [f, g]]]]◦(2p+4q) = [f, [g, [f, [f, g]]]]◦(3p+3q).
De´monstration. — La relation de l’e´nonce´ est satisfaite si et seulement si tous les
coefficients c3p+2q+k+1 du Lemme 1.5.4, k > 0, sont nuls. Une fois fixe´ f ∈ D̂iff(C, 0),
la formule pour c3p+2q+k+1 nous montre que le coefficient bq+k de g est de´termine´
par le coefficient ap+k de f et des pre´ce´dents excepte´ lorsque k = p : dans ce cas,
une condition apparaˆıt sur le coefficient a2p, fixant par la` la classe formelle de f , et
le coefficient bq+p est libre ; cette liberte´ vient de la possibilite´ de conjuguer g par un
e´le´ment du centralisateur de f .
On peut construire des sous-groupes libres de Diff(C, 0) de la manie`re suivante (voir
[BCLN96]). D’apre`s [Coh95], le groupe de germes de transformations complexes
engendre´ en (R+,∞) par les deux groupes abe´liens
P = {w 7→ w pq ; p
q
∈ Q>0} et T = {w 7→ w + t ; t ∈ C}
(ou` la racine re´elle positive est choisie sur R+) est le produit libre de P et de T . Notons
que ce re´sultat est non trivial, obtenu apre`s soixante pages de the´orie de Galois. En
relevant T par z 7→ 1zp , p ∈ N∗, on retrouve le groupe a` 1 parame`tre
Gp = {f(z) = z/(1− tzp)1/p ; t ∈ C}.
En particulier, le re´sultat de S.D. Cohen nous dit que le groupe engendre´ par Gp et
Gq dans Diff(C, 0) est le produit libre de ces deux sous-groupes de`s que p 6= q. En
particulier
f(z) = z/(1− zp)1/p et g(z) = z/(1− zq)1/q
engendrent un groupe libre de rang 2. On en de´duit aise´ment que l’ensemble des
repre´sentations fide`les est dense dans l’ensemble des repre´sentations du groupe libre
F2 =< a, b > de rang 2 dans le sens suivant : toute autre repre´sentation
F2 =< a, b >→ Diff(C, 0) ;
{
a 7→ f˜
b 7→ g˜
est approche´e (par exemple au sens d’une quelconque des topologies de la Remarque
1.1.8) par une suite de repre´sentations fide`les. En effet, il suffit pour cela de conside´rer
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la famille de repre´sentations de´finies par
ρt :
{
a 7→ tf˜ + (1− t)f
b 7→ tg˜ + (1− t)g t ∈ C ;
excepte´ pour peut-eˆtre deux valeurs de t, ρt est bien a` valeurs dans Diff(C, 0). Pour
chaque e´le´ment non trivialm ∈ F2, l’ensemble des t pour lesquels ρt(m) 6= identite´ est
un ouvert de Zariski non vide puisqu’il contient t = 0. Comme F2 est de´nombrable,
l’ensemble des t ∈ C pour lesquels ρt est fide`le est le comple´mentaire d’une union
de´nombrable de points.
Dans [CL98], les arguments pre´ce´dents sont re´utilise´s pour construire une
repre´sentation fide`le de
PSL(2,Z) = < a, b | a2 = b3 > .
Plus ge´ne´ralement, si p, q ∈ N∗ premiers entre eux alors la repre´sentation
< a, b | ap = bq >→ Diff(C, 0) ;
{
a 7→ f(z) = e2ipi/pz/(1− zq)1/q
b 7→ g(z) = e2ipi/qz/(1− zp)1/p
est fide`le. En effet, il est facile de voir sur la partie line´aire qu’un mot est non trivial
de`s qu’il n’est pas dans le premier groupe de´rive´. Par ailleurs, ce dernier est engendre´
par les (p− 1)(q − 1) commutateurs
[fk, gl] = [z/(1− λ(l−k+1,l)zq)1/q, z/(1− λ(−k,l−k−1)zp)1/p],
{
k = 1, . . . , p− 1
l = 1, . . . , q − 1
ou`
λn,n+m = λ
n + λn+1 + · · ·+ λn+m, λ = e2ipip/q.
Le re´sultat de Cohen permet encore de conclure a` l’absence de relation entre ces
commutateurs.
Les groupes des triangles < a, b | ap = bq = (ab)r > admettent des repre´sentations
fide`les dans le groupe affine Aff(C) pour
(p, q, r) = (2, 3, 6), (2, 4, 4) et (3, 3, 3).
On de´duit des repre´sentations fide`les dans Diff(C, 0) par exemple en composant par
Aff(C)→ Diff(C, 0) ; aw + b 7→ f(z) = z/(a+ bz).
Par contre, on ne connait pas de repre´sentation fide`le (ni meˆme non re´soluble) des
triangles hyperboliques comme < a, b | a2 = b5 = (ab)10 >. En particulier, son premier
groupe de´rive´ est le groupe fondamental π1(Σ2) de la surface de genre 2 (comme nous
l’apprend la the´orie des reveˆtements ramifie´s) et l’existence d’une repre´sentation fide`le
des groupe de surfaces hyperboliques dans Diff(R, 0) est une vieille question d’E´. Ghys
encore ouverte a` ma connaissance.
CHAPITRE 2
CLASSIFICATION ANALYTIQUE
On dira que deux e´le´ments f, g ∈ Diff(C, 0) sont analytiquement conjugue´s s’il
existe ϕ ∈ Diff(C, 0) tel que g = ϕ∗f = ϕ ◦ f ◦ ϕ◦(−1). Nous passons rapidement
sur les proble`mes de line´arisation et de petits diviseurs pour arriver rapidement au
diffe´omorphismes tangents a` l’identite´ qui jouent un roˆle crucial dans notre e´tude.
Apre`s un survol historique, nous consacrons plusieurs sections a` la construction d’une
liste comple`te d’invariants analytiques libres. Nous en donnons quelques applications
remarquables puis de´duisons la classification analytique des sous-groupes re´solubles
de Diff(C, 0) qui ne sont pas formellement line´arisables.
2.1. Line´arisation et proble`mes de petits diviseurs
E´tant donne´ f = az + . . . ∈ Diff(C, 0), rappelons qu’il existe ϕˆ ∈ D̂iff(C, 0) tel que
ϕˆ∗f(z) = az dans les cas suivants (voir Proposition 1.3.1)
– a n’est pas pe´riodique,
– a et f sont pe´riodiques.
De´barrassons nous rapidement du second cas :
Proposition 2.1.1. — Si G ⊂ Diff(C, 0) est un sous-groupe d’ordre fini, alors il est
analytiquement line´arisable : il existe ϕ ∈ Diff(C, 0) tel que ϕ∗G est un sous-groupe
de {f(z) = az ; a ∈ C∗}.
Bien suˆr, en appliquant la Proposition au groupe engendre´ par un germe de
diffe´omorphisme pe´riodique, on le line´arise.
De´monstration. — On pose ϕ := 1#G
∑
f∈G
1
f ′(0)f . Il est clair que ϕ est un diffe´omorphisme
tangent a` l’identite´ ; on ve´rifie dans n’importe quelle coordonne´e formelle line´arisante
que ϕ ◦ f = f ′(0) · ϕ pour tout f ∈ G.
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Dans toute la suite, nous supposerons f(z) = az+ · · · avec a non pe´riodique. Nous
cherchons donc une coordonne´e ϕ ∈ Diff(C, 0) satisfaisant a` l’e´quation fonctionnelle
de Schro¨der :
ϕ ◦ f = a.ϕ.
D’apre`s la Proposition 1.3.2, toute autre solution sera de la forme ϕˆ = b · ϕ et donc
convergeante aussi.
Ce proble`me a e´te´ e´tudie´ par le mathe´maticien allemand Ernst Schro¨der en 1870
(voir [Sch70]) ; il montre que 0 est un point fixe attractif sur un voisinage de`s que
|a| < 1. Le premier re´sultat de line´arisation a e´te´ de´montre´ par le mathe´maticien
franc¸ais Gabriel Kœnigs en 1884 (voir [Kœn84]) puis ge´ne´ralise´ en toute dimension
par H. Poincare´.
The´ore`me 2.1.2 (Kœnigs). — Si f(z) = az + · · · /inDiff(C, 0) avec |a| 6= 1, alors
f est analytiquement line´arisable (et toute line´arisante formelle ϕˆ converge).
De´monstration. — Quitte a` conside´rer f◦(−1) plutoˆt que f , on suppose |a| < 1. On
cherche alors a` construire ϕ ge´ome´triquement comme valeur d’adhe´rence de la famille
normale :
ϕn := f
◦(−n)
0 ◦ f◦n =
1
an
f◦n,
ou` encore comme limite uniforme des moyennes de Ce´saro :
ϕ := lim
n→+∞
1
n
n∑
k=0
1
ak
f◦k.
Dans les 2 cas, ϕ co¨ıncide avec ϕˆ par unicite´ de la solution formelle tangente a` l’iden-
tite´. On montre la convergence comme suit. Quitte a` conjuguer pre´alablement f par
une homothe´tie re´elle, on peut supposer f ′′(0) < 2ε|a|(1− |a|) pour un 0 < ε < 1 de
sorte que sur un petit disque de rayon 0 < r < 1 on ait :
|f(z)| < |a|.|z|
1− ε(1− |a|)|z| .
Le membre de droite est une transformation de Mœbius ; en calculant son ite´re´e nie`me
il vient :
|ϕn(z)| = |f
◦n(z)
an
| < |z|
1− ε(1− |a|n)|z| <
r
1− εr
et la famille ϕn est normale.
Autre de´monstration. — Il est tre`s facile de voir (supposant comme pre´ce´demment
|a| < 1) que 0 est point fixe attractif pour la dynamique : apre`s majoration |f(z) −
az| < C · |z|2 par le Lemme de Schwarz, on de´duit que |f(z)| < (|a|+ ε)|z| pour ε > 0
arbitrairement petit, pourvu que |z| < r = εC . Par suite, f◦n converge uniforme´ment
vers 0 sur le disque Dr de rayon r.
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f
f0
ϕ
quotient
ψ
ψ0
∼
U/f
Figure 1. Uniformisation de Kœnigs
Le quotient du disque e´pointe´ D∗r = Dr − {0} par f est un tore complexe (de
dimension 1) dont un domaine fondamental est Dr − f(Dr) : il existe une application
holomorphe
ψ : D∗r → C/Z+ τZ
envoyant le lacet fondamental ∂Dr sur la classe d’homotopie du lacet [0, 1] (on a choisi
ℑτ > 0), satisfaisant ψ◦f = ψ et re´alisant le quotient D∗r/f . Par ailleurs, l’application
ψ0 : C
∗ → C/Z+ τZ ; z 7→ log( z
2iπ
)
re´alise le quotient de C∗ par la contraction line´aire f0(z) = e2ipiτz. L’application
ϕ = ψ
◦(−1)
0 ◦ ψ : Dr − f(Dr)→ C∗
obtenue apre`s avoir choisi une de´termination de ψ
◦(−1)
0 sur le domaine fondamental
ψ(Dr − f(Dr)) se prolonge analytiquement sur D∗r par :
ϕ ◦ f(z) = f0 ◦ ϕ(z)
et se prolonge par Riemann en 0 : ϕ est la line´arisante cherche´e. A posteriori, on note
que a = e2ipiτ puisque la partie line´aire est un invariant formel.
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Les difficulte´s rencontre´es lorsque |a| = 1 (a non pe´riodique) sont appele´es
proble`mes de petits diviseurs : les coefficients de l’unique line´arisante tangente a`
l’identite´ ϕˆ = z +
∑
n≥2
unz
n sont donne´s par :
un+1 =
1
an+1 − a [an+1 +
n∑
p=2
ap
∑
k1+...+kp=n+1
ki≥1
uk1 . . . ukp ]
ou` f(z) = az +
∑
n≥2
anz
n et les de´nominateurs an+1 − a sont arbitrairement petits.
En 1917, G.A. Pfeiffer construit un exemple de dynamique non line´arisable (voir
[Pfe17]) puis en 1928, H. Cremer montre qu’il en existe de`s que le multiplicateur
a satisfait une certaine condition arithme´tique (voir [Cre28, Cre38]). Afin de la
de´crire, e´crivons a = e2ipiα et rappelons ce qu’est le de´veloppement de α ∈ R en
fraction continue. On de´finit une suite d’entiers αn ∈ N∗ (excepte´ α0 ∈ Z) et une
suite de nombres 0 ≤ rn < 1 par :
α = α0 + r0 et, pour un n ∈ N, 1
rn
= αn+1 + rn+1
de sorte que :
α = α0 +
1
α1 +
1
α2+
1
α3+...
.
Si α est rationnel, notre algorithme s’arreˆte pour un certain n ∈ N (rn = 0) et α est
donne´ par la nie`me re´duite :
pn
qn
= α0 +
1
α1 +
1
α2...
1
αn
;
sinon, les re´duites pnqn nous fournissent de tre`s bonnes approximations rationnelles de
α (Voir [Mil99], Appendix C). Tout d’abord, la croissance des de´nominateurs qn est
au moins exponentielle (la suite qn est minore´e par une suite ge´ome´trique dont la
raison est le nombre d’or 1+
√
5
2 ). Par ailleurs, le rationnel
pn
qn
est le plus proche de α
parmis ceux dont le de´nominateur n’exce`de pas qn ; en d’autres termes :
|ak − 1| > |aqn − 1| pour k = 1, 2, . . . , qn − 1.
Enfin, l’erreur |aqn − 1| est de l’ordre de qn+1 :
2
qn+1
< |aqn − 1| < 2π
qn+1
.
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The´ore`me 2.1.3 (Cremer). — Il existe f(z) = az + . . . ∈ Diff(C, 0) non
line´arisable de`s que :
lim sup
n≥0
log(qn+1)
qn
= +∞.
De´monstration. — Il s’agit ici de construire f de sorte que la line´arisante tangente
a` l’identite´ ϕˆ = z +
∑
n≥2
unz
n diverge, c’est a` dire que lim sup
n≥0
log(un)
n = +∞. Nous
allons construire les coefficients an de f tous de module 1 afin d’eˆtre assure´ de la
convergence de f ; maintenant, on fixe l’argument de an+1 e´gal a` celui du deuxie`me
terme de la somme entre crochets dans l’expression de un+1 de sorte que :
|un+1| ≥ 1|a|n+1 − |a| .
Maintenant, la sous-suite
log(uqn )
qn
est minore´e par une suite de l’ordre de log(qn+1)qn .
A contrario, C.L. Siegel donne dans [Sie42] une conditions arithme´tique sur a sous
laquelle la dynamique de f est syste´matiquement line´arisable.
The´ore`me 2.1.4 (Siegel). — Si a = e2ipiα, α ∈ R \Q, et s’il existe des constantes
C,M > 0 telles que :
|α− p
q
| > C
qM
,
alors tout e´le´ment f(z) = az + · · · ∈ Diff(C, 0) est analytiquement line´arisable.
De plus, l’ensemble des nombres a du cercle satisfaisant la condition pre´ce´dente
est de mesure pleine.
La condition arithme´tique de Siegel signifie pre´cise´ment que log |an+1 − a| est en
O(log n), i.e. les diviseurs (an+1 − a) apparaissant dans les coefficients de ϕˆ adhe`rent
lentement a` 0. Ainsi, la line´arisabilite´ reste ge´ne´rique lorsqu’on se restreint aux mul-
tiplicateurs a de module 1.
La condition optimale est donne´e par A.D. Brjuno dans [Brj71] :
The´ore`me 2.1.5 (Brjuno). — Si a = e2ipiα, α ∈ R \Q, et si les re´duites pnqn de α
satisfont
(B)
∑
n≥0
log qn+1
qn
<∞.
alors tout e´le´ment f(z) = az + · · · ∈ Diff(C, 0) est analytiquement line´arisable.
Nous noterons B l’ensemble des nombres a satisfaisant a` la condition de Brjuno.
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L’optimalite´ de cette condition est de´montre´e par Jean-Christophe Yoccoz en 1987
dans [Yoc88, Yoc95] :
The´ore`me 2.1.6 (Yoccoz). — Si a = e2ipiα ne satisfait pas a` la condition de Br-
juno (B), alors le polynoˆme quadratique f(z) = az(1 − z) n’est pas analytiquement
line´arisable : il posse`de une suite d’orbites pe´riodiques accumulant 0.
De plus, il existe une infinite´ non de´nombrable de classes de conjugaisons analytique
parmis les germes de diffe´omorphismes de la forme f(z) = az + · · · ∈ Diff(C, 0).
Nous donnerons plus loin une description re´cente des dynamiques non line´arisables
duˆe a` Ricardo Pe´rez-Marco.
Exemple 2.1.7. — On note fa(z) = az(1 − z) le polynoˆme quadratique. Si a est
une racine de l’unite´, fa n’est certainement pas pe´riodique car son ite´re´e n
ie`me est
un polynoˆme de degre´ 2n. Si a = e2ipip/q, alors fa◦q(z) − z a un ze´ro d’ordre q +
1 a` l’origine. D’apre`s le the´ore`me de Rouche´, il existe un voisinage ouvert e´pointe´
U(p/q, n) de p/q dans R tel que, pour α ∈ U(p/q, n) et a = e2ipiα, le polynoˆme
fa◦q(z) − z posse`de q racines autre que l’origine (qui devient racine simple) dans le
disque de rayon 1/n. Ces q racines correspondent a` une orbite finie de longueur q pour
fa. On ve´rifie facilement que la re´union Un des U(p/q, n) lorsque p/q de´crit Q est un
ouvert dense et que l’intersection U des Un est dense et non de´nombrable (the´ore`me
de Baire). Si α ∈ U et n’est pas une racine de l’unite´, alors fa n’est pas line´arisable
car il posse`de des orbites finies arbitrairement proche de l’origine.
Corollaire 2.1.8. — Soit G un sous-groupe abe´lien de Diff(C, 0). Si G contient un
e´le´ment f(z) = az + · · · avec |a| 6= 1 ou encore |a| = 1 et a ∈ B, alors G est
analytiquement line´arisable.
De´monstration. — Soit ϕ ∈ Diff(C, 0) la line´arisante de f donne´e par le The´ore`me
2.1.2 ou 2.1.6 : ϕ∗f(z) = az. D’apre`s la Proposition 1.3.2, ϕ∗G ⊂ Ĉent(ϕ∗f) est
line´aire.
Remarque 2.1.9. — Le Corollaire 1.3.3 permet toujours de plonger f(z) = az +
. . . ∈ Diff(C, 0), lorsque |a| = 1 n’est pas une racine de l’unite´, dans le groupe a` 1
parame`tre formel :
{exp(t.ϕˆ∗(2iπαz. ∂
∂z
)) ; t ∈ C}
ou` a = e2ipiα. Les e´le´ments sont des diffe´omorphismes a priori formels qui convergent
au moins pour les valeurs entie`res de t. Ce groupe a` 1 parame`tre est unique, toujours
d’apre`s le Corollaire 1.3.3, au choix pre`s de la de´termination α du logarithme de a (le
groupe est le meˆme mais sa parame´trisation change). Si f n’est pas analytiquement
line´arisable, alors l’ensemble des t ∈ C pour lesquels ϕˆ∗(z 7→ e2ipiαtz) converge (et
appartient a` Diff(C, 0)) doit satisfaire e2ipitα ∈ S1 − B ou` S1 est le cercle unite´. Le
comple´mentaire de B dans S1 est de mesure nulle mais non de´nombrable.
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En particulier R. Pe´rez-Marco de´montre dans [PM95] le :
The´ore`me 2.1.10 (Pe´rez-Marco). — Il existe des sous-groupes abe´liens non
de´nombrables de Diff(C, 0) qui sont formellement line´arisables mais non analytique-
ment line´arisables.
Remarque 2.1.11. — Nous devons a` S. Lamy l’exemple suivant (voir [Lam01]).
Conside´rons un groupe line´aire G0 infiniment engendre´ par des rotations pe´riodiques :
G0 =< f1, f2, f3, . . . >, fn(z) = e
2ipi pnqn
d’ordre qn arbitrairement grand. Quitte a` remplacer le n
ie`me ge´ne´rateur fn par un
ge´ne´rateur du sous-groupe engendre´ par < f1, f2, f3, . . . , fn >, on peut supposer que
qn divise qn+1 tout n ∈ N∗. On construit un groupG formellement conjugue´ a` G0 mais
non analytiquement conjugue´ de la manie`re suivante. Conside´rons le diffe´omorphisme
formel
ϕˆ(z) = z +
∑
n
qn!z
qn+1 ∈ D̂iff(C, 0).
Visiblement, ϕˆ diverge. Par contre, G = ϕˆ∗G0 est bien un sous-groupe de Diff(C, 0).
En effet, seul le jet d’ordre qn affecte fn et par suite ϕˆ
∗fn est convergent. Cependant,
toute autre conjugaison formelle de G a` G0 s’e´crit ψ◦ϕˆ avec ψ ∈ D̂iff(C, 0) commutant
a` G0 ; mais ceci implique que ψ est line´aires et ψ ◦ ϕˆ diverge.
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2.2. Les diffe´omorphismes tangents a` l’identite´ depuis Leau : un sie`cle
d’histoire
L’e´tude des diffe´omorphismes tangents a` l’identite´ a de´bute´ il y a un sie`cle avec
l’article de Le´opold Leau et n’a cesse´e de se de´velopper depuis. Les articles de P.
Fatou, G.D. Birkhoff, J. Hadamard, G. Szekeres, P. Erdo¨s, E. Jabotinsky, I.N. Baker,
T. Kimura, J. E´calle, C. Camacho, S.M. Voronin, B. Malgrange, J. Martinet, J.-P.
Ramis, I. Nakai, J. Rey, J.-M. Tre´preau, P. Ahern, X. Gong et, plus re´cemment, G.
Casale sur donnent un ide´e de l’importance du sujet. Nous verrons dans les lec¸ons
suivantes que ces diffe´omorphismes jouent un roˆle central dans la the´orie et nous
allons leur consacrer la principale partie de ce chapˆıtre. Nous nous livrons ici a` un
petit historique.
En 1897, Le´opold Leau publie dans [Lea97] la premie`re e´tude consacre´e a` la
re´solution de l’e´quation d’Abel :
ψ ◦ f = ψ + 1
ou` f(z) = z+zp+1+ . . ., et ϕ est l’inconnue. Il commence par construire une collection
de 2p ouverts sectoriels, dispose´s autour de l’origine comme les pe´tales d’une fleur, sur
lesquels f est tantoˆt contractante, tantoˆt dilatante. C’est le the´ore`me de la fleur. En-
suite, Leau construit sur chaque pe´tale une solution ψ a` l’e´quation d’Abel, conjugant
ainsi la dynamique de f avec celle de la translation w 7→ w+1. C’est la premie`re ver-
sion du lemme de normalisation sectorielle. On comprend bien la de´marche de Leau si
l’on se place dans la coordonne´e w = − 1pzp : la dynamique de f est proche de la trans-
lation w 7→ w+ 1 au voisinage de l’infini et l’est d’autant plus que l’on s’approche de
l’infini. Les pe´tales invariants par f et f◦(−1) apparaissent clairement. Ensuite Leau
construit une forme diffe´rentielle holomorphe invariante par f , par exemple sur un
pe´tale attractif, en allant chercher la forme dw a` l’infini, invariante par la translation,
et en la ramenant par f : la famille de formes (f◦n)∗dw = df◦n converge uniforme´ment
sur le pe´tale vers une forme ω invariante par f . En inte´grant l’identite´ f∗ω = ω, il
vient ψ ◦ f = ψ + constante ou` ψ := ∫ ww0 ω ; par construction, ψ est tangente a` une
translation a` l’infini et la constante d’inte´gration doit eˆtre 1. Finalement, on re´cupe`re,
sur chaque pe´tale, une solution ψ a` l’e´quation d’Abel de la forme ψ(z) = − 1pzp + . . ..
En 1919, Pierre Fatou tente de rede´montrer ce re´sultat en suivant la meˆme
de´marche que celle que nous avons expose´e dans la preuve du the´ore`me de Kœnigs :
il s’agit, dans la variable w, de construire ψ comme limite de f◦n − n. Il commence
par re´duire f sous la forme w 7→ w+1+ λ2ipip 1w + . . ., ou` λ est pre´cise´ment l’invariant
formel de´fini dans la Proposition 1.3.1. Lorsque λ = 0, f◦n−n converge uniforme´ment
vers une solution ψ a` l’e´quation d’Abel. He´las, de`s que λ 6= 0, on voit apparaitre dans
f◦n − n un terme de l’ordre de λ2ipip log(n) qui fait diverger le proce´de´. Fatou s’en
sort en montrant que f◦n−n− λ2ipip log(n) converge et la limite ψ est encore solution
de l’e´quation d’Abel.
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Ensuite, suivront de nombreuses variantes, notamment de G.D. Birkhoff, G. Sze-
keres, T. Kimura, J. E´calle, S.M. Voronin, B. Malgrange, J. Martinet et J.-P. Ra-
mis, Y. Ilyashenko et I. Nakai. En 1975, Jean E´calle apporte un nouveau point de
vue. Si f = exp(Xp,λ), une solution a` l’e´quation d’Abel est donne´e par ψp,λ(z) =
− 1pzp + λ2ipi log(z). Dans le cas ge´ne´ral, la solution ψ se de´compose naturellement sous
la forme ψ = ψp,λ ◦ ϕ, ce qui nous donne une conjugaison sectorielle ϕ entre f et
son mode`le formel exp(Xp,λ). Il montre alors que ϕ admet la coordonne´e formelle ϕˆ
comme de´veloppement asymptotique a` l’origine. Des de´veloppements asymptotiques
apparaissent de´ja` chez Birkhoff, Szekeres et Kimura mais pour la solution ψ.
C’est la` la seule ame´lioration visible du re´sultat de Leau apporte´e par les multiples
de´monstrations. Le corollaire essentiel de la trivialisation setorielle que nous allons
utiliser a` tours de bras est que l’image de ψ contient un domaine fondamental pour
w 7→ w + 1, c’est a` dire que le quotient de chaque pe´tale par f est un cylindre
isomorphe a` C∗. Ce fait se de´duit de´ja` de l’article de Leau.
En 1939, George D.Birkhoff donne les premiers exemples de diffe´omorphismes qui
ne sont pas plongeables dans un groupe a` 1 parame`tre, i.e. pour lesquels la coor-
donne´e formelle normalisante ϕˆ construite dans la Proposition 1.3.1 diverge ; il refait
la construction de Leau et de Fatou et en de´duit une liste comple`te d’invariants ana-
lytiques pour les diffe´omorphismes re´sonnants. La seconde partie de son article pose
le proble`me inverse, a` savoir comment re´aliser tous ces invariants par des dynamiques
re´sonnantes : l’auteur conjecture que oui apre`s avoir construit une de´formation a` un
parame`tre de germes tangents a` l’identite´ dont les invariants varient continuˆment.
Dans la dernie`re partie, Birkhoff donne des conditions ne´cessaires et suffisantes a`
l’existence de fonctions me´romorphes multiformes invariantes par un sous-groupe de
Diff(C, 0) ; il donne l’e´criture ge´ne´rale de ces inte´grales premie`res dans certains cas. Ce
me´moire tre`s complet n’a pas attire´ l’attention a` l’e´poque et est tout de suite tombe´
dans l’oubli ; Jean-Pierre Ramis a sorti ce travail de l’ombre il y a quelques anne´es
de cela et il est surprenant de voir combien de de´cennies ont e´te´ ne´cessaires pour
que tous ces re´sultats aient de nouveau e´te´ rede´montre´s. Notamment, le proble`me
des inte´grales premie`res est toujours d’actualite´. Oublions le travail de Birkhoff et
regardons comment se sont de´veloppe´es les diffe´rentes ide´es.
Le proble`me de l’ite´ration, tel qu’il e´tait pose´ dans [Kœn84], [Le´v28] ou [Sze58],
consistait, e´tant donne´e une transformation f re´elle ou complexe, d’une ou plusieurs
variables, a` construire un groupe a` un parame`tre (t, z) 7→ f◦t(z) de´crivant expli-
citement pour t ∈ Z les ite´re´es successives de f ; dans un second temps, on cher-
chait a` e´tendre cette fleˆche aux temps t non entiers. De`s la fin du sie`cle dernier, il
e´tait clair que ce proble`me e´tait intimement lie´ a` la re´solution de l’e´quation d’Abel
(voir [Abe92]). En effet, toute solution ψ nous fournit le groupe a` un parame`tre
f◦t(z) = ψ(ψ◦(−1)(z)+ t). Re´ciproquement, Paul Le´vy remarque qu’un point z0 e´tant
fixe´, on re´cupe`re ψ en inversant la fleˆche t 7→ f◦t(z0).
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Le the´ore`me de Leau nous dit que tout diffe´omorphisme tangent a` l’identite´ est plei-
nement ite´rable sur chaque pe´tale ; la question restait ouverte au voisinage de l’origine.
Ce proble`me a e´te´ conside´re´ du point de vue formel par Eri Jabotinsky vers 1942 dont
le travail est relate´ par Hadamard (voir [Had44]) : il montre que f◦t(z) ∈ C[t][[z]].
Ce groupe a` 1 parame`tre est donne´ par ϕˆ∗ exp(t.Xp,λ) si l’on reprend les notations
de la Proposition 1.3.1. Hadamard rapproche ce travail de celui de Luntz qui cher-
chait a` de´crire les diffe´omorphismes formels tangents a` l’identite´ commutant avec f
et remarque que ces proble`mes sont les meˆmes. I.N. Baker reprend ces ide´es de fac¸on
syste´matique en 1962 et montre que l’ensemble des valeurs de t pour lesquelles la
se´rie f◦t(z) converge est discret ou plein dans C. Il avait lui-meˆme donne´ un exemple
explicite de germe non pleinement ite´rable deux ans plus toˆt : il montrait que seules
les ite´re´es entie`res de z 7→ ez − 1 convergeaient. La question de l’existence de germes
pour lesquels l’ensemble d’ite´ration effective est un re´seau e´tait pose´e et restera ou-
verte jusqu’en 1973 ou` J. E´calle et L.S.O. Liverpool montrent inde´pendament que cela
n’arrive pas. Simultane´ment au travail de Baker, Erdo¨s et Jabotinsky construisent, en
1962, le ge´ne´rateur infinite´simal formel Xˆ du flot f◦t(z) et montrent que f est plei-
nement ite´rable si et seulement si Xˆ converge. Avec nos notations, Xˆ est le champ
de vecteurs formel de´fini par ϕ∗Xp,λ. En 1963, Jabotinsky donne les formules combi-
natoires liant les coefficients de f a` ceux de Xˆ et, en 1966, il borne la divergence de
Xˆ. Pendant ce temps, les exemples de germes non pleinement ite´rable se multiplient.
En 1964, Szekeres montre que les germes donne´s par des fonctions rationnelles ou
entie`res ne sont pas pleinement ite´rables (excepte´ z 7→ z/(1 + tz)) ; la meˆme anne´e,
Baker e´tend ce re´sultat aux fontions me´romorphes et, trois ans plus tard, aux germes
admettant un prolongement analytique en dehors d’un ensemble de´nombrable sur C
avec un nombre fini de de´terminations avec λ 6= 0. En fait, Baker le montre dans le
cas p = 1 et c’est E´calle qui le de´montre en toute ge´ne´ralite´ en 1975. Un corollaire de
ceci est que les mode`les formels a · exp(Xp,λ) ne sont pas alge´briques pour λ 6= 0 et
qu’il n’existe pas de mode`les plus jolis.
Si une the´orie formelle s’est de´veloppe´e au cours des travaux pre´ce´demment
cite´s, a` aucun moment il n’est explicitement question de re´duction formelle des
diffe´omorphismes. Celle-ci n’est en fait apparue qu’en 1971 (si l’on oublie que c’e´tait
fait chez Birkhoff !) dans le travail de Kimura et, sous la forme de´finitive expose´e ici,
dans l’article de Jean E´calle de 1975. Ce dernier montre qu’un diffe´omorphisme est
pleinement ite´rable si et seulement si ϕˆ converge et le lien est fait avec ce qui pre´ce`de.
La classification analytique des diffe´omorphismes re´sonnants consiste a` exhiber une
liste exhaustive et non redondante d’invariants holomorphes. La liste comple`te de ces
invariants a e´te´ trouve´e par G.Birkhoff en 1939 puis oublie´e et retrouve´e par J. E´calle
en 1973. La re´alisation de tous ces invariants a e´te´ faite inde´pendamment par J. E´calle,
B. Malgrange et S.M. Voronin en 1981.
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La pre´sentation de ces invariants diffe`re selon la litte´rature choisie ; la plus clas-
sique consiste a` interpre´ter les coordonne´es sectorielles ψ comme un atlas trivialisant
la dynamique et a` conside´rer les changements de cartes ; cette ide´e e´tait de´ja` sugge´re´e
chez Leau et c’est essentiellement celle de Birkhoff, E´calle (dans son article de 1975),
Malgrange et Voronin a` quelques nuances pre`s ; par exemple, chez Birkhoff, ces chan-
gements de cartes sont vus a` travers les inte´grales premie`res de la dynamique triviale
(celle de la forme normale formelle), point de vue que l’on retrouve chez Martinet
et Ramis, alors que chez Voronin, ils sont vus a` travers leurs coefficients de Fourier ;
par contre, la pre´sentation ulte´rieure d’E´calle via les fonctions re´surgentes en 1981
tranche radicalement avec les pre´ce´dentes et il n’est pas facile de faire le lien entre les
coefficients de re´surgence d’E´calle et les coefficients de Fourier de Voronin.
En 1983, J. Martinet et J.-P. Ramis re´e´crivent cette classification en termes de
chaˆpelets de sphe`res. C’est cette pre´sentation que nous allons adopter : elle est, a` nos
yeux, la plus ge´ome´trique et la plus adate´e a` nos proble`mes.
Le corollaire fondamental du the´ore`me de Leau est que le quotient de chaque
pe´tale par f est un cylindre infini, isomorphe a` la sphe`re de Riemann e´pointe´e C∗ =
C \ {0,∞}. On obtient alors le quotient d’un voisinage e´pointe´ de l’origine U∗ :=
U \ {0} par f en effectuant sur ces 2ν sphe`res les identifications impose´es par les
chevauchements des pe´tales. La structure analytique de ce quotient, baptise´ chaˆpelet
de sphe`res par J. Martinet et J.-P. Ramis, ne de´pend que de la classe analytique de
f . La classification analytique des diffe´omorphismes tangents a` l’identite´ nous dit que
la fleˆche f 7→ U∗/f induit une bijection entre l’ensemble des classes analytiques de
diffe´omorphismes f(z) = z + zp+1 + . . . et l’ensemble des chaˆpelets de 2p sphe`res.
De cette construction, on de´duit aise´ment le The´ore`me d’E´calle-Liverpool : les
diffe´omorphismes commutant a` f correspondent ge´ome´triquement a` des automor-
phismes du chaˆpelet U∗/f . On ve´rifie alors facilement qu’ils sont en nombre fini de`s
que f n’est pas pleinement ite´rable. Je dois cette ide´e de de´monstration a` E´. Paul. De
la meˆme manie`re, on de´duit la classification des germes de diffe´omorphismes analy-
tiques re´els en les conside´rant comme des germes complexes commutant a` une involu-
tion anti-holomorphe : celle-ci induit une involution anti-holomorphe sur le quotient
U∗/f apportant des restrictions explicites sur la structure analytique du chaˆpelet.
Dans le meˆme ordre d’ide´es, Nakai conside`re la classification des paires de courbes
analytiques re´elles tangentes a` l’origine de C : en composant leur re´flexion de Schwarz,
on obtient un germe de diffe´omorphisme tangent a` l’identite´ f qui anti-commute a`
chacune des re´flexions. La classification de ces objets se rame`ne de nouveau a` celle des
chaˆpelets munis d’une involution anti-holomorphe. Jean-Marie Tre´preau a re´cemment
comple´te´ cette approche en construisant des paires d’ellipses tangentes donnant nais-
sance a` de nouveaux diffe´omorphismes explicites non pleinement ite´rables. Dans leur
re´cent survey, P. Ahern et X. Gong reprennent en de´tails tous ces proble`mes de
syme´tries ; nous nous contenterons ici d’en tracer les principales ide´es.
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L’existence de de´veloppements asymptotiques pour les coordonne´es de Fatou a e´te´
e´tablie par Birkhoff, Szekeres, Kimura et E´calle. Une e´tude plus fine de l’asymptoticite´
que l’on peut trouver chez E´calle ou Martinet et Ramis montre qu’elle est Gevrey
d’ordre p et que ϕˆ est p-sommable. Mieux, dans ce cas la transforme´e de Borel de ϕˆ
converge et J. E´calle montre en 1981 qu’elle admet un prolongement analytique sans
fin sur C \ 2iπZ∗ avec de tre`s bonne proprie´te´s de croissance a` l’infini : c’e´taient les
premiers exemples de fonctions re´surgentes. La p-sommabilite´ de la transformation
normalisante ϕˆ ne sera utilise´e que pour de´montrer le The´ore`me de Nakai sur la
dynamique des sous-groupes non re´solubles de Diff(C, 0) et le The´ore`me de rigidite´
de Cerveau et Moussu.
La re´duction topologique des diffe´omorphismes tangents a` l’identite´ a e´te´ faite
par Cesar Camacho en 1978 : le nombre p de pe´tales est le seul invariant topolo-
gique, ce qui nous donne une version forte du the´ore`me de la fleur. On peut citer
au passage la co¨ıncidance entre classifications analytique et C1-re´elle, que l’on trou-
vera dans l’expose´ de Martinet et Ramis dont nous nous inspirerons beaucoup, et
l’optimalite´ de ce re´sultat de´montre´e tre`s re´cemment par Je´rome Rey dans sa the`se :
deux diffe´omorphismes z+ zp+1+ . . . sont toujours conjugue´s par une transformation
diffe´rentiable a` l’origine (mais pas C1 !) et C∞ ailleurs.
2.3. Le the´ore`me de la fleur
Dans la suite, f de´signe un diffe´omorphisme tangent a` l’identite´ :
f(z) = z + zp+1 + . . . ∈ Diff(C, 0)
(on peut toujours supposer le coefficient de zp+1 unitaire quitte a` conjuguer f par une
homothe´tie). et U un disque ouvert sur lequel f et f◦(−1) sont bien de´finis et injectifs.
La premie`re description de la dynamique induite par ite´ration positive et ne´gative de
f au voisinage U de 0 remonte a` la the`se de Leau dans laquelle on trouve la toute
premie`re version du The´ore`me de la Fleur :
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The´ore`me 2.3.1 (Leau). — Quitte a` re´tre´cir U , il existe un recouvrement de U \
{0} par 2p ouverts sectoriels, dispose´s autour de l’origine comme les pe´tales d’une
fleur autour de son cœur, sur lesquels la dynamique de f est tantoˆt contractante,
tantoˆt dilatante :
V +0
V +2
V −2
V +1
V −1
V −0
Figure 2. La fleur et ses pe´tales
Nume´rote´s par k = 0, . . . , p − 1, les p pe´tales attractifs V +k sont co¨ınce´s dans les
p composantes connexes de {z ∈ U ; zp 6∈ R+}, les p pe´tales re´pulsifs V −k , dans les p
composantes connexes de {z ∈ U ; zp 6∈ R−} et pour k = 0, . . . , p− 1 on a :
f(V +k ) ⊂ V +k et limn→+∞ ‖f◦n‖V +k = 0,
f◦(−1)(V −k ) ⊂ V −k et limn→+∞ ‖f◦(−n)‖V −k = 0.
Plus pre´cise´ment, sur chaque pe´tale, on a une estimation du type :
|f◦n(z)| < C.|z|/(1 + n|z|p)1/p pour une constante C > 0.
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Nous appellerons ces ouverts pe´tales attractif et re´pulsif de la dynamique.
De´monstration. — Dans la variable w := − 1pzp , chacune des p de´terminations de la
dynamique est de la forme :
f˜(w) = w + 1 + ǫ(w)
ou` |ǫ(w)| est un o( 1|w|) a` l’infini. On peut supposer que |f˜(w) − w − 1| < ε << 1
uniforme´ment sur notre ouvert. La figure suivante nous donne l’allure d’un pe´tale
attractif V˜ + dans la variable w, d’ouverture 2π − 2θ, pour un ε < θ < pi2 .
θ
w = 0
w0
2εε
w0 + 1
3ε
w0 + 2 w0 + 3
V˜ + ⊂ C
Figure 3. Ite´ration dans la variable w
Maintenant, un calcul un peu plus fin nous dit qu’il existe une constante C > 0
telle que :
|f˜◦n(w)| > C.(|w| + n) sur V˜ +.
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|w|
+n
+n
+n
+n
∂V˜ +
Figure 4. Minimiser |f˜
◦n(w)|
(|w|+n)
Il suffit pour cela de minimiser l’expression |f˜
◦n(w)|
(|w|+n) en fonction des trois variables
re´elles arg(w), n et |w| ; a` n et |w| fixe´s, le minimum est atteint pour w ∈ ∂V˜ +, i.e.
arg(w) ∼ ±(π − θ) ; maintenant, w ∈ ∂V˜ + e´tant fixe´, le minimum est de nouveau
atteint pour n ∼ |w| cos(θ) et est e´quivalent a` tan(θ)−ε1+cos(θ) cos(θ).
2.4. Trivialisations sectorielles
On cherche ici a` conjuguer f a` la translation w 7→ w+ 1 sur chaque pe´tale, c’est a`
dire a` construire des solutions sectorielles a` l’e´quation d’Abel :
ψ ◦ f = ψ + 1.
Lorsque f = exp(Xp,λ), la solution s’obtient en inte´grant la forme associe´e :
ωp,λ =
dz
zp+1
+
λ
2iπ
.
dz
z
de fac¸on a` redresser le champ Xp,λ, ce qui nous donne :
ψp,λ(z) = − 1
pzp
+
λ
2iπ
log(z).
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On obtient dans ce cas une solution “globale” a` la constante de monodromie pre`s :
ψp,λ(e
2ipi .z) = ψp,λ(z) + λ.
Dans le cas ge´ne´ral, ce proble`me a e´te´ aussi re´solu par Leau en 1897.
Un point de vue plus re´cent consiste a` conjuguer f a` son mode`le formel exp(Xp,λ)
par une transformation ϕ, c’est a` dire :
ϕ ◦ f = exp(Xp,λ) ◦ ϕ.
Les deux approches sont e´quivalentes puisque :
ψ = ψp,λ ◦ ϕ.
Sous ce point de vue, on peut demander en outre que ϕ admette la solution formelle ϕˆ
construite dans la Proposition 1.3.1 comme de´veloppement asymptotique a` l’origine :
si ϕˆ =
∑
n>0
unz
n, alors ceci signifie que ϕ(z) −
N∑
n=1
unz
n est un o(|z|N ) pour tout
N ∈ N. Ceci nous donne pour ψ un de´veloppement asymptotique du type :
ψˆ = ψp,λ ◦ ϕˆ = λ
2iπ
log(z) +
∑
n≥−p
unz
n.
C’est sous cette dernie`re forme que le de´veloppement asymptotique des trivialisations
sectorielles est apparu dans les travaux de Birkhoff, Szekeres et Kimura et c’est dans
l’article de Jean E´calle de 1975 que le lien est fait entre les diffe´rentes approches,
comme nous venons de le de´crire.
A pre´sent, construisons, par l’algorithme de la Proposition 1.3.1, une coordonne´e
dans laquelle :
f(z) = exp(Xp,λ) + o(|z|2p+1) = z + zp+1 + (p+ 1
2
− λ
2iπ
)z2p+1 + . . . ,
de sorte que ϕˆ(z) = z modulo z2p+2 et supposons donne´ un recouvrement de Leau
pour f .
The´ore`me 2.4.1 (Leau+Ecalle). — Il existe, sur chaque pe´tale V , un plongement
ψ : V →֒ C unique a` constante additive pre`s conjugant la dynamique de f a` celle de
la translation w 7→ w + 1 :
ψ ◦ f = ψ + 1.
Le comportement de ψ a` l’origine est donne´ par :
ψ(z) = ψp,λ(z) + ε(z) avec lim
z→0
ε(z) = constante.
Si l’on note ϕ la normalisante sectorielle de´finie par ψ = ψp,λ ◦ ϕ, en choisissant
lim
z→0
ε(z) = 0, alors ϕ admet ϕˆ comme de´veloppement asymptotique a` l’origine.
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+1
+1
+1
w 7→ w + 1
0
∞
≃
S
ψ
f = exp(X) : V + → V +
w 7→ τ = e−2ipiw
Figure 5. Trivialisation sectorielle : coordonne´e de Leau-Fatou
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On notera w la coordonne´e sectorielle donne´e par w = ψ(z). Sur chaque pe´tale V ,
f est le flot au temps 1 d’un unique champ de vecteurs holomorphe X :
f = exp(X) ou` X = ψ∗
∂
∂w
,
et l’ite´re´e complexe f◦t, t ∈ C, y est bien de´finie :
f◦t = exp(tX) et ψ ◦ f◦t = ψ + t.
Par construction, X admet le champ de vecteur formel ϕˆ∗Xp,λ comme de´veloppement
asymptotique a` l’origine. Chez E´calle, X est le logarithme ite´ratif sectoriel de f .
Le passage au quotient d’un pe´tale V par la dynamique est donne´ par l’inte´grale
premie`re :
H : V → S ≃ C \ {0,∞} ; z 7→ exp(−2iπψ(z)).
La pre´sence du signe − dans l’inte´grale premie`re n’est pas tre`s naturelle ; la raison de
ce choix apparaitra plus loin, lorsque nous parlerons du nœud-col. Dans la coordonne´e
τ = H(z) du quotient S, la dynamique des ite´re´es complexes f◦t, t ∈ C devient
line´aire :
H∗f◦t : τ 7→ e−2ipit.τ et H∗X = −2iπτ. ∂
∂τ
.
Ces quotients sont parfois appele´s cylindres d’E´calle.
De´monstration. — Nous allons chercher la transformation ψ sous la forme :
ψ = ψp,λ + φ.
En substituant a` l’e´quation d’Abel, il vient :
φ ◦ f − φ = ∆
ou` ∆ := ψp,λ + 1− ψp,λ ◦ f . Si |f − exp(Xp,λ)| est un O(|z2p+k+1|), k ∈ N∗, alors |∆|
est un O(|zp+k|) et la somme :
−
∑
n≥0
∆ ◦ f◦n (resp.
∑
n<0
∆ ◦ f◦n)
converge uniforme´ment sur chaque pe´tale attractif (resp. re´pulsif) vers une solution φ
de cette dernie`re e´quation. En effet, dans la variable w = − 1pzp , |∆˜| est un O(| 1w1+k/p |)
et donc :
|∆˜ ◦ f˜◦n(w)| < C
(|w|+ n)1+k/p
pour une constante C > 0 (estimation de la preuve pre´ce´dente) ; en sommant, on
obtient de surcroˆıt que |φ˜| est un O( 1|w|k/p ), i.e. que |φ| est un O(|z|k).
La transformation ψ := ψp,λ+φ est construite comme limite uniforme, par exemple
sur un pe´tale attractif, des transformations :
ψN := ψp,λ −
N∑
n=0
∆ ◦ f◦n = ψp,λ ◦ f◦N −N = ψp,λ(exp(−N.Xp,λ) ◦ f◦N).
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L’injectivite´ de ψN re´sulte de l’injectivite´ sectorielle de ψp,λ, et celle de ψ, du the´ore`me
de Rouche´-Hurwitz. La transformation interme´diaire ϕ est alors obtenue par conver-
gence uniforme :
ϕ := lim
N→+∞
exp(−N.Xp,λ) ◦ f◦N
et envoit par construction la dynamique de f sur celle de son mode`le formel exp(Xp,λ).
Nos estimations montrent que si |f−exp(Xp,λ)| est un O(|z|2p+k+1), alors |ϕ(z)−z| est
un O(|z|p+k+1), c’est a` dire ϕ a le meˆme ordre de contact a` l’identite´ que la coordonne´e
formelle ϕˆ. On en de´duit que ϕ admet ϕˆ comme de´veloppement asymptotique a`
l’origine.
Remarque 2.4.2. — Dans la variable w, la solution ψ est construite comme limite
de f˜◦n − n − λ2ipip log(f◦n) ce qui est un peu plus complique´ que la de´marche de
Fatou ; cependant, dans la variable z, la solution ϕ est obtenue comme limite des
transformations f
◦(−n)
0 ◦ f◦n ou` f0 est le mode`le formel exp(Xp,λ) et nous retrouvons
la simplicite´ de la de´monstration de Kœnigs.
2.5. La cohomologie des trivialisation sectorielles
Le syste`me de coordonne´es euclidiennes donne´ par la collection
(w+k := ψ
+
k (z), w
−
k := ψ
−
k (z))k∈Z/pZ
des trivialisantes sectorielles de´finit un atlas trivialisant la dynamique de f dont les
changements de cartes sont donne´s par les applications :
ψ0k = ψ
−
k ◦ (ψ+k )◦(−1) et ψ∞k = ψ+k+1 ◦ (ψ−k )◦(−1).
Proposition 2.5.1. — Les applications ψ0k et ψ
∞
k , k = 0, . . . , p−1, ainsi construites
satisfont aux proprie´te´s suivantes :
1. ψ0k est de´finie et injective sur un demi-plan infe´rieur ℑm(w) < −M < 0 et ψ∞k
est de´finie et injective sur un demi-plan supe´rieur ℑm(w) > M > 0,
2. ψ0k(w + 1) = ψ
0
k(w) + 1 et ψ
∞
k (w + 1) = ψ
∞
k (w) + 1,
3. ces applications sont tangentes a` des translations a` l’infini :
lim
ℑm(w)→+∞
ψ0k(w)− w = λ0k ∈ C et limℑm(w)→−∞ψ
∞
k (w) − w = λ∞k ∈ C.
De plus, la partie euclidienne de l’atlas donne´e par la composition de ces diffe´rentes
translations nous redonne l’invariant formel λ :
p∑
k=1
λ0k + λ
∞
k = −λ.
Il y a tre`s peu d’arbitraire dans la construction de ces applications de transition :
tout d’abord, le choix du pe´tale re´pulsif par lequel on a commence´ la nume´rotation
de´pend de la partie line´aire de la coordonne´e z dans laquelle f a e´te´ ramene´e sous la
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V +k ψ+k
ψ+k+1
V +k+1
ψ0k
ψ∞k−1
ψ∞k
ψ0k+1
ψ−k
Figure 6. L’atlas Euclidien
forme f(z) = z + zp+1 + (p+12 − λ2ipi )z2p+1 + . . .. A` partir de la`, chaque coordonne´e
ψ est unique a` une constante additive pre`s. Aussi, tout changement du syste`me de
coordonne´es euclidiennes s’obtient comme compose´ de :
(w˜+k , w˜
−
k )k := (w
+
k+l, w
−
k+l)k, l ∈ Z/pZ,
avec
(w˜+k , w˜
−
k )k := (w
+
k + c
+
k , w
−
k + c
−
k )k, c
±
k ∈ C.
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Ces deux changements induisent respectivement les modifications d’e´criture :
(ψ˜0k, ψ˜
∞
k )k := (ψ
0
k+l, ψ
∞
k+l)k,
et
(ψ˜0k, ψ˜
∞
k )k := (ψ
0
k(w − c+k ) + c−k , ψ∞k (w − c−k ) + c+k+1)k.
En jouant avec ces changements de coordonne´es, on peut faire en sorte que tous les
changements de cartes soient tangents a` l’identite´ excepte´ un seul qui sera tangent a`
la translation w 7→ w − λ.
Exemple 2.5.2. — L’atlas de´fini par exp(Xp,λ) est euclidien en ce sens que les chan-
gements de cartes sont des translations : en choisissant les coordonne´es euclidiennes
obtenues par prolongement autour de z = 0 d’une de´termination de ψp,λ sur V
+
0 ,
les changements de cartes sont tous l’identite´ excepte´ ψ∞p−1(w) = w − λ puisque
ψ∞p−1 ◦ ψp,λ(e2ipi .z) = ψp,λ(z). On re´cupe`re tous les atlas euclidiens de cette manie`re.
Finalement, la dynamique engendre´e par le flot complexe de Xp,λ peut se de´crire
comme suit. On rele`ve, sur un reveˆtement a` p feuillets, le pseudo-groupe induit par les
translations au voisinage de l’infini dans C. Ensuite, on coupe l’anneau topologique
ainsi obtenu puis on le recolle avec un de´callage donne´ par w 7→ w+λ comme l’illustre
la figure ci-dessous dans le cas p = 1 ; les dynamiques de translation passent au
quotient puisqu’elles commutent au recollement.
+λ
+N
+iN
−N
−iN
+λ
f˜ ◦λ
f˜ ◦N
f˜ ◦iN
f˜ ◦(−N)
f˜ ◦(−iN)
Figure 7. Dynamique de X1,λ dans les variables w = ψ1,λ(z) puis w = 1/z
Comme l’illustre la figure pre´ce´dente dans le cas p = 1, la dynamique d’un grand
commutateur [f◦(−iN), f◦(−N)], N >> 0, qui induit l’identite´ pre`s de z = 0, induit la
transformation f◦λ sur une autre composantes connexe de son domaine de de´finition.
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Plus ge´ne´ralement, de`s que l’on ajoute a` la dynamique de f celle d’une ite´re´e complexe
f◦t avec t 6∈ R, alors le pseudo-groupe engendre´ contient aussi la dynamique de f◦λ.
2.6. Le chaˆpelet de sphe`res
Le quotient d’un voisinage e´pointe´ de l’origine par la dynamique s’obtient en re-
collant les diffe´rents quotients sectoriels S±k par les applications :
ϕ0k = exp(−2iπψ0k(− log(τ)2ipi )) = H−k ◦ (H+k )◦(−1) : S+k,0 7→ S−k,0
ϕ∞k = exp(−2iπψ∞k (− log(τ)2ipi )) = H+k+1 ◦ (H−k )◦(−1) : S−k,∞ 7→ S+k+1,∞
Proposition 2.6.1. — Les applications ϕ0k et ϕ
∞
k , k = 0, . . . , p−1, ainsi construites
satisfont aux proprie´te´s suivantes :
1. ϕ0k est un diffe´omorphisme d’un voisinage de τ = 0 dans C
∗ sur un voisinage
de τ = 0 dans C∗,
2. ϕ∞k est un diffe´omorphisme d’un voisinage de τ =∞ dans C∗ sur un voisinage
de τ =∞ dans C∗ ;
En particulier, ces applications se prolongent holomorphiquement aux points res-
pectifs τ = 0 et τ = ∞ et induisent, dans le syste`me de coordonne´es line´aires
(τ−k , τ
+
k )k∈Z/pZ choisi, des germes de diffe´omorphismes :
ϕˆ0k ∈ Diff(C, 0) et ϕˆ∞k ∈ Diff(C,∞).
Ce quotient est appele´ chaˆpelet de sphe`res dans [MR83].
Remarque 2.6.2. — Seuls les germes ϕˆ0k et ϕˆ
∞
k sont vraiment bien de´finis par la
dynamique de f , toute diminution de l’ouvert U ayant pour exacte conse´quence de
diminuer de fac¸on comparable la taille de ces recollements.
Tout changement du syste`me de coordonne´es line´aires s’obtient comme compose´
de :
(τ˜+k , τ˜
−
k )k := (τ
+
k+l, τ
−
k+l)k, l ∈ Z/pZ,
avec
(τ˜+k , τ˜
−
k )k := (γ
+
k .τ
+
k , γ
−
k .τ
−
k )k, γ
±
k ∈ C.
Ces changements induisent respectivement les modifications d’e´criture :
(ϕ˜0k, ϕ˜
∞
k )k := (ϕ
0
k+l, ϕ
∞
k+l)k,
et
(ϕ˜0k, ϕ˜
∞
k )k := (γ
−
k .ϕ
0
k(τ/γ
+
k ), γ
+
k+1.ϕ
∞
k (τ/γ
−
k ))k.
En jouant avec ces changements de coordonne´es, on peut faire en sorte que tous les
recollements soient tangents a` l’identite´ excepte´ ϕ∞p qui sera tangent a` la transforma-
tion line´aire τ 7→ e2ipiλ.τ , ou` λ n’est autre que l’invariant formel de f ; c’est la partie
line´aire du chaˆpelet.
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V +0V
−
0
V +1
V −1 V
+
2
V −2
H+0
H−0
H+1
H−1 H
+
2
H−2
0
0
∞
∞
∞∞
∞
∞
0 0
00
ϕ∞2
ϕ00
ϕ∞0
ϕ01 ϕ
0
2
ϕ∞1
S−2
S+0S
−
0
S+1
S−1 S+2
Figure 8. Le chaˆpelet de sphe`res
L’ordre cyclique du chaˆpelet et la poˆlarite´ ± assigne´e a` chaque sphe`re sont bien
de´finis par sa construction. On pre´cisera e´ventuellement chaˆpelet poˆlarise´ oriente´ et,
lorsque l’on ne s’interessera qu’a` l’espace analytique sous-jacent, on parlera alors de
chaˆpelet ge´ome´trique. Se donner un chaˆpelet poˆlarise´ oriente´, c’est encore se donner
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une collection :
(ϕˆ0k, ϕˆ
∞
k )k ∈ (Diff(C, 0)×Diff(C,∞))p
modulo les changements du syste`me de coordonne´es line´aires que nous venons de
de´crire ; se donner le chaˆpelet ge´ome´trique associe´ c’est s’autoriser, en plus des chan-
gements pre´ce´dents, le renversement de l’orientation :
(ϕ˜0k, ϕ˜
∞
k )k := (1/(ϕ
∞
p−k)
◦(−1)(1/τ), 1/ϕ0p−k)
◦(−1)(1/τ))k,
et le renversement de la poˆlarite´ :
(ϕ˜0k, ϕ˜
∞
k )k := (1/(ϕ
∞
k )(1/τ), 1/(ϕ
0
k+1)(1/τ))k.
Les diffe´omorphismes f et f◦(−1) ont bien suˆr meˆme quotient, c’est a` dire meˆme
chaˆpelet ge´ome´trique ; leur chaˆpelet poˆlarise´ oriente´ se correspondent simplement par
un renversement de la poˆlarite´ puisque les pe´tales attractifs deviennent re´pulsifs et
vice-versa.
2.7. Les invariants holomorphes
The´ore`me 2.7.1 (Birkhoff,Ecalle). — Soient f, g ∈ Diff(C, 0) tous deux tangents
a` l’identite´ a` l’ordre p. Alors sont e´quivalents :
1. f et g sont analytiquement conjugue´s,
2. f et g ont meˆme atlas de trivialisation (i.e. les changements de cartes (ψ0k, ψ
∞
k )k
respectifs sont les meˆmes dans un bon syste`me de coordonne´es euclidiennes, a`
la taille pre`s de leur domaine de de´finition),
3. f et g ont meˆme chaˆpelet poˆlarise´ oriente´ (i.e. les germes de recollement
(ϕˆ0k, ϕˆ
∞
k )k respectifs sont les meˆmes dans un bon syste`me de coordonne´es
line´aires) et ont meˆme invariant λ.
De´monstration. — L’e´quivalence (2)⇔ (3) est claire.
L’implication (1)⇒ (3) est de´montre´e “par construction” mais donnons l’argument
suivant dont nous allons abuser par la suite. Si ϕ envoie la dynamique de f sur celle
de g, alors ϕ passe au quotient pour de´finir un diffe´omorphisme analytique ϕ entre les
chaˆpelets respectifs de f et de g. Puisque ϕ respecte l’orientation du plan et envoie
pe´tales attractifs de f sur pe´tales attractifs de g, ϕ respecte l’orientation et la poˆlarite´
des chaˆpelets. Enfin, ϕ envoie biholomorphiquement chaque sphe`re e´pointe´e de f sur
une sphe`re e´pointe´e de g (ϕ respecte les pe´tales) et doit donc, dans les coordonne´es
respectives, eˆtre line´aire : ϕ n’est autre qu’un changement du syste`me de coordonne´es
line´aires du chaˆpelet poˆlarise´ oriente´ de f .
Pour la re´ciproque (3) ⇒ (1), s’il existe un changement syste`me de coordonne´es
line´aires identifiant les chaˆpelets poˆlarise´s oriente´s de f et de g, c’est a` dire un
diffe´omorphime ϕ entre les deux quotients, alors, meˆme si le passage au quotient par
les dynamiques de f et de g n’est pas tout a` fait un reveˆtement, le diffe´omorphisme ϕ
se rele`ve en un diffe´omorphisme sur U \ {0} envoyant par construction la dynamique
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de f sur celle de g (transformations du reveˆtement) qui se prolonge a` l’origine par
Riemann. Le rele`vement interme´diaire de ϕ a` l’atlas trivialisant se fait sans monodro-
mie puisque l’on a pris garde de demander a` ce que les invariants formels λ respectifs
co¨ıncident.
En particulier, on de´duit imme´diatement le :
Corollaire 2.7.2. — Soit f(z) = z + · · · ∈ Diff(C, 0) d’invariant formel λ. Alors
sont e´quivalents :
– f est analytiquement conjugue´e a` exp(Xp,λ),
– l’atlas de trivialisation de f est euclidien,
– le chaˆpelet de f est line´aire,
– f est plongeable dans un groupe a` un parame`tre.
Le the´ore`me suivant e´tait conjecture´ par Birkhoff.
The´ore`me 2.7.3 (E´calle,Malgrange,Voronin). — E´tant donne´ un chaˆpelet
poˆlarise´ oriente´, c’est a` dire une collection
(ϕˆ0k, ϕˆ
∞
k )k ∈ (Diff(C, 0)×Diff(C,∞))p
et un choix de logarithme λ ∈ C pour la partie line´aire, alors il existe un
diffe´omorphisme tangent a` l’identie´ f ∈ Diff(C, 0) d’invariant λ qui re´alise ce
chaˆpelet.
Je tiens a` remercier Xavier Buff qui m’a aide´ a` trouver l’argument e´le´mentaire
permettant de conclure la preuve qui suit.
De´monstration. — On commence par relever les germes de diffe´omorphismes en une
collection d’applications (ψ0k, ψ
∞
k )k satisfaisant aux proprie´te´s 1-3 de la Proposition
2.5.1 par :
ϕ0k = exp(−2iπψ0k(−
log(τ)
2iπ
)) et ϕ∞k = exp(−2iπψ∞k (−
log(τ)
2iπ
)).
On de´duit, en renversant notre construction, un atlas de´finissant une dynamique
conforme sur un anneau topologique. La difficulte´ est de montrer que cet anneau
est conforme´ment e´quivalent a` un voisinage e´pointe´ de 0 ∈ C, c’est a` dire que le
bout w = ∞ est parabolique. Si c’est le cas, alors la dynamique se prolonge en 0
par Riemann et c’est un germe de diffe´omorphisme puisque, par construction, il est
bijectif pre`s de 0. Pour une raison d’indice, la dynamique est alors celle d’un e´le´ment
f ∈ Diff(C, 0) tangent a` l’identite´ a` l’ordre p exactement ; par construction, il re´alise
les invariants donne´s.
Pour montrer que l’atlas construit est parabolique vers w =∞ nous allons proce´der
par l’absurde et supposer que c’est un anneau de module fini, donc uniformisable sur
l’anneau standart A = {r < |z| < 1} avec 0 < r < 1. Le bord correspondant a`
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A
z
f(z)
w
w + 1
uniformisation
Cr
disque de Poincare´
Figure 9. Estimation de la vitesse de la dynamique dans la me´trique hyperbolique
w = ∞ dans l’atlas est ici le bord inte´rieur Cr = {|z| = r}. On note f la dyna-
mique sur A : f est bien de´finie pre`s de Cr qui est invariant par f . Par le Principe
de re´flexion de Schwarz, f s’e´tend analytiquement au voisinage de Cr et induit un
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diffe´omorphisme analytique du cercle Cr → Cr. Nous allons montrer que f est l’iden-
tite´ sur Cr aboutissant ainsi a` une contradiction. Il suffit pour cela de montrer que la
distance (euclidienne) entre z et f(z) tend vers 0 lorsque z ∈ A tend vers le bord Cr.
ou encore que leur distance hyperbolique est borne´e pour la me´trique de Poincare´ sur
l’anneau. Nous allons majorer cette dernie`re dans les cartes de l’atlas. Fixons R > 1
et conside´rons, dans chaque carte V˜ et pour chaque point w ∈ V˜ a` distance au moins
R du bord inte´rieur, le plongement affine
φ : D→ V˜ ; t 7→ w +Rt
du disque unite´ dans V˜ . La distance entre φ−1(w) = 0 et son image par la dynamique
φ−1(w + 1) = 1/R est 1/R < 1 ; la distance hyperbolique dans D pour ces meˆmes
points est majore´e par une constante c(R). Une conse´quence du Lemme de Schwarz
est que cette distance majore celle des images z et f(z) pour la me´trique hyperbolique
de l’anneau. L’ensemble des points z pour lesquels on a obtenu la majoration forment
visiblement un voisinage du bord Cr.
Nous re´sumons dans la figure 10 la construction des invariants dans le cas p = 1.
Donnons maintenant quelques exemples classiques de diffe´omorphismes tangents a`
l’identite´ dont les invariants sont non triviaux.
Exemple 2.7.4 (Birkhoff). — La solution formelle φˆ a` l’infini de l’e´quation aux
diffe´rences
φ(z + 1)− φ(z) = 1
zn
est divergente pour tout n ≥ 2. En effet, il est bien connu que la se´rie de Stirling
asymptote a` l’infini a` la fonction Γ(z) diverge ; elle satisfait l’e´quation fonctionnelle
Γˆ(z + 1) = zΓˆ(z) et φˆ est donne´e pour n = 1 par φˆ(z) = ∂∂z log(Γˆ(z)) et pour n
quelconque par de´rivation de cette dernie`re.
La normalisante formelle ϕˆc de l’automorphisme fc(z) = z/(1 − z − cz3) diverge
pour des valeurs de c arbitrairement proches de 0. En effet, si tel n’e´tait pas le cas,
ϕc(z) serait une fonction holomorphe de deux variables c et z au voisinage du point
(c, z) = (0, 0). La transformation ϕ˜c lui correspondant par z 7→ −1z satisferait alors
identiquement l’e´quation d’Abel a` un parame`tre ϕ˜c(z+1+
c
z2 ) = ϕ˜c(z)+1. Un calcul
imme´diat montre que ϕ˜c(z) = z + c(
1
z + . . .) ∈ C[c][[z]] ; en de´rivant par rapport a` c,
on obtient pour c = 0 :
φ(z + 1)− φ(z) = −1
z2
ou` φ(z) = [
∂
∂c
ϕ˜c(z)]c=0.
Cependant, comme nous l’avons vu plus haut, cette e´quation n’admet pas de solution
convergente a` l’infini.
Exemple 2.7.5 (Ahern,Rosay). — Le germe en 0 ∈ C de´fini par le polynome
f(z) = z + z2 + z3 n’est pas normalisable, i.e. n’est pas analytiquement conjugue´
a` sa forme normale (formelle) h1,0(z) = z/(1 − z). En effet, supposons qu’il existe
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w = −1/z
f(z) = z + z2 + · · ·
V + V −
0 0
∞ ∞
e−2ipiw
−
e−2ipiw
+
τ− ∈ S−
ϕ∞(τ−)
ψ0(w+)
w− ∈ V˜ −
w+ ∈ V˜ +
ψ∞(w−)
ϕ0(τ+)
τ+ ∈ S+
ψ−(w) ψ+(w)
Figure 10. Re´capitulatif de la construction des invariants analytiques
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ϕ ∈ Diff(C, 0) convergeant sur un petit disque U ⊂ C tel que ϕ ◦ h1,0 = f ◦ ϕ ; pour
tout point z ∈ C = C∪{∞} il existe un entier positif n ∈ N tel que z = h◦n1,0(z′) ∈ U ;
on de´finit ϕ(z) par : ϕ(z) = ϕ◦h◦n1,0(z′) = f◦n ◦ϕ(z′) ; ceci a toujours un sens car f est
polynomiale (et ses ite´re´es positives sont toutes de´finies sur C) ; ainsi, ϕ se prolonge
sur C et est constante par Liouville.
2.8. Les syme´tries du chaˆpelet
Pour toute la suite, choisissons, sur le chaˆpelet, un syste`me de coordonne´es line´aires
homoge`nes, c’est a` dire tel que chaque recollement ϕ0k et ϕ
∞
k soit tangent a` τ 7→
e−2ipiλ/2p.τ .
2.8.1. Syme´tries holomorphes et centralisateur de f ([E´ca75, Vor81]). —
On appelle centralisateur de f dans Diff(C, 0) et on note Cent(f) le sous-groupe des
e´le´ments de Diff(C, 0) qui commutent a` f .
On appelle syme´trie holomorphe du chaˆpelet tout diffe´omorphisme holomorphe du
chaˆpelet ge´ome´trique respectant la poˆlarite´ et l’orientation, c’est a` dire tout chan-
gement du syste`me de coordonne´es line´aires laissant invariante l’e´criture des recolle-
ments (ϕˆ0k, ϕˆ
∞
k )k. Un e´le´ment de g ∈ Cent(f) induit par passage au quotient un tel
diffe´omorphisme :
Cent(f)→ Diff((C, 0)/f) ; g 7→ g.
Cette fleˆche est surjective et son noyau est engendre´ par f ; le groupe Cent(f)/f
s’identifie ainsi au groupe des diffe´omorphismes du chaˆpelet. Pre´cisons cette corres-
pondance.
Fixons ϕˆ une coordonne´e normalisante formelle :
ϕˆ∗f = exp(Xp,λ).
D’apre`s la Proposition 1.3.2, Cent(f) s’identifie au sous-groupe des e´le´ments de :
ϕˆ∗{e2ipik/p. exp(t.Xp,λ) ; (k, t) ∈ Z/pZ× C}
qui convergent. Par ailleurs, dans un syste`me de coordonne´es line´aires homoge`nes sur
le chaˆpelet, les contraintes line´aires de recollement montrent que tout diffe´omorphisme
du chaˆpelet est de la forme :
(τ−k , τ
+
k )k 7→ (γ.τ−k+l, γ.τ+k+l)k
ou` (l, γ) ∈ Z/pZ× C∗.
The´ore`me 2.8.1. — Sont e´quivalents :
1. φˆ∗(e2ipil/p. exp(t.Xp,λ)) converge,
2. (τ−k , τ
+
k )k 7→ (e2ipit.τ−k+l, e2ipit.τ+k+l)k est un diffe´omorphisme du chaˆpelet.
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De´monstration. — La premie`re assertion nous dit qu’il existe un e´le´ment g(z) =
e2ipil/p(z+tzp+1+. . .) ∈ Diff(C, 0) qui commute a` f et donc de´finit un diffe´omorphisme
g du chaˆpelet. Un de´veloppement limite´ utilisant l’asymptotique des trivialisantes
sectorielles ψ permet d’identifier g comme e´tant pre´cise´ment le diffe´omorphisme de´crit
par la seconde assertion. Re´ciproquement, c’est un jeu d’e´criture que de ve´rifier que
toute syme´trie du chaˆpelet se rele`ve en une syme´trie de la dynamique initiale.
Rappelons (voir Proposition 1.3.2) que f = exp(X) pour un unique champ de
vecteur formel X ∈ X̂ (C, 0) et que par suite ses ite´re´es formelles f◦t := exp(tX)
sont bien de´finies pour tout t ∈ C. Notons T ⊂ C le sous-groupe des t pour lesquels
f◦t ∈ Diff(C, 0) converge. Bien suˆr, les ite´re´es de f convergent et Z ⊂ T . Alors J.
E´calle et O. Liverpool ont inde´pendamment de´montre´ le :
Corollaire 2.8.2 (E´calle,Liverpool). — Soient f , X et T comme ci-dessus. Alors
– ou bien T = C et f est analytiquement conjugue´ a` exp(Xp,λ),
– ou bien T = 1nZ pour un n ∈ N∗ convenable.
Plus pre´cise´ment, sont e´quivalents :
– la racine nie`me f◦(1/n) est bien de´finie, n ∈ N∗,
– les germes ϕ0k et ϕ
∞
k sont tous du type τ.ϕ(τ
n),
De´monstration. — On applique le The´ore`me 2.8.1 a` f avec l = 0 et t = 1/n.
Corollaire 2.8.3. — On a l’alternative suivante :
– ou bien f est analytiquement conjugue´ a` exp(Xp,λ) et
Cent(f) ≃ {e2ipik/p. exp(t.Xp,λ) ; (k, t) ∈ Z/pZ× C},
– ou bien le groupe Cent(f) est d’indice fini sur le sous-groupe engendre´ par f .
De´monstration. — De`s que le chaˆpelet est non line´aire, son groupe de diffe´omorphismes
est fini. En effet, le sous-groupe des syme´tries qui fixent les sphe`res du chapelet est
d’indice fini (au plus p) et il est lui-meˆme fini d’apre`s le Corollaire 2.8.2. Par suite
Cent(f)/f est aussi fini.
Corollaire 2.8.4. — Soit 1 ≤ l ≤ p un entier divisant p. Alors sont e´quivalents :
– f est, dans une bonne coordonne´e conforme, de la forme z.f˜(zp/l),
– il existe g ∈ Diff(C, 0) pe´riodique d’ordre l et commutant a` f ,
– on a ϕ0k+l = ϕ
0
k et ϕ
∞
k+l = ϕ
∞
k pour tout k ∈ Z/pZ.
De´monstration. — On applique le The´ore`me 2.8.1 a` f avec t = 0.
2.8.2. Diffe´omorphismes re´sonants. — On appelle diffe´omorphisme re´sonant un
e´le´ment f ∈ Diff(C, 0) non pe´riodique dont la partie line´aire est une racine de l’unite´ :
f(z) = e2ipip/q.z + zkq + . . . avec p, q, k ∈ N∗.
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L’e´tude de f se rame`ne alors a` celle d’un diffe´omorphisme tangent a` l’identite´ f◦q
muni d’une racine qie`me. Notamment, le quotient de f s’obtient en quotientant le
chaˆpelet de 2kq sphe`res de f◦q par son diffe´omorphisme f et est encore un chaˆpelet
poˆlarise´ oriente´ mais ne posse´dant plus que 2k sphe`res.
Remarque 2.8.5. — Contrairement a` ce que l’on a pu penser, un tel diffe´omorphisme
peut rarement se ramener sous la forme f(z) = z.f˜(zq) par changement de coordonne´e
conforme. En effet, ceci signifierait qu’il existe sur le chaˆpelet de 2kq sphe`res associe´
a` f◦q deux syme´tries inde´pendantes rendant compte respectivement de l’existence
d’une racine qie`me, a` savoir f , et de l’existence d’un diffe´omorphisme pe´riodique
d’ordre q dans le centralisateur de f◦q, a` savoir la rotation z 7→ e2ipi/q.z qui commute
a` l’e´criture de f . On ve´rifie aise´ment que les conditions d’existence respectives de
telles syme´tries sur le chaˆpelet sont inde´pendantes : l’existence de l’une n’implique
absolument pas l’existence de l’autre.
2.8.3. Anti-syme´tries holomorphes du chaˆpelet ([Vor82, CM88]). — On
appelle anti-syme´trie holomorphe du chaˆpelet tout diffe´omorphisme holomorphe du
chaˆpelet ge´ome´trique qui respecte l’orientation mais renverse la poˆlarite´. Dans un
syste`me de coordonne´es line´aires homoge`nes du chaˆpelet, les contraintes line´aires de
recollement font qu’une telle transformation s’e´crit :
(τ+k , τ
−
k )k 7→ (
γ
τ−k+l
,
γ
τ+k+l+1
)k,
pour des constantes γ ∈ C∗ et l ∈ Z/pZ.
The´ore`me 2.8.6. — Sont e´quivalents :
– les dynamiques de f et f◦(−1) sont conjugue´es par un e´le´ment g ∈ Diff(C, 0) :
g◦(−1) ◦ f ◦ g = f◦(−1),
– λ = 0 et le chaˆpelet posse`de une anti-syme´trie holomorphe.
Dans ce cas, g est pe´riodique et g◦2 ∈ Cent(f).
De´monstration. — Un tel e´le´ment g de´finit visiblement, par passage au quotient, une
anti-syme´trie holomorphe g du chaˆpelet. La pre´sence d’une telle syme´trie implique
en particulier que la partie line´aire e−2ipiλ du chaˆpelet est triviale, i.e. que λ ∈ Z.
Reciproquement, une telle syme´trie se rele`ve sur l’atlas trivialisant, et donc de´finit un
e´le´ment g ∈ Diff(C, 0) conjugant f a` f◦(−1) de`s que λ = 0. Le fait que g◦2 ∈ Cent(f)
est e´vident et le fait que g soit pe´riodique peut se voir par l’absurde : si g n’est pas
pe´riodique, alors il existe un entier n ∈ Z∗ tel que g◦n soit tangent a` l’identite´ et
donc une ite´re´e complexe de f ; maintenant, g conjugue g◦n a` son inverse, ce qui n’est
possible que si g◦n = identite´.
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2.8.4. Syme´tries anti-holomorphes du chaˆpelet. — On appelle syme´trie
anti-holomophe du chaˆpelet tout diffe´omorphisme anti-holomorphe du chaˆpelet
ge´ome´trique pre´servant la poˆlarite´ des sphe`res. Dans un syste`me de coordonne´es
line´aires homoge`nes du chaˆpelet, les contraintes line´aires de recollement font qu’une
telle transformation s’e´crit :
(τ+k , τ
−
k )k 7→ (
γ
τ+2l−k
,
γ
τ−2l−k−1
)k
ou
(τ+k , τ
−
k )k 7→ (
γ
τ+2l−k−1
,
γ
τ−2l−k
)k
pour des constantes γ ∈ C∗ et l ∈ Z/pZ.
On parlera de syme´trie involutive anti-holomorphe lorsque cette transformation est
une involution, i.e. lorsque γ est re´el.
The´ore`me 2.8.7. — Sont e´quivalents :
– il existe une transformation anticonforme σ fixant 0 ∈ C, σ = g(z),
g ∈ Diff(C, 0), commutant a` f ,
– le chaˆpelet posse`de une syme´trie anti-holomorphe.
Si c’est le cas, alors λ2ipi ∈ R et σ◦2 ∈ Cent(f).
Corollaire 2.8.8. — Supposons λ2ipi ∈ R. Alors sont e´quivalents :
– il existe une coordonne´e conforme dans laquelle f est re´el, i.e. f ∈ Diff(R, 0),
– il existe une courbe lisse analytique re´elle a` l’origine invariante par f ,
– il existe une involution anti-holomorphe σ fixant 0 ∈ C et commutant a` f ,
– le chaˆpelet posse`de une syme´trie involutive anti-holomorphe.
De`s que λ2ipi ∈ R, f est formellement conjugue´ a` un e´le´ment de Diff(R, 0), a` savoir
exp(Xp,λ) ; en particulier, f commute a` une “involution anti-holomorphe formelle”.
D’apre`s le Corollaire pre´ce´dent, cette involution diverge en ge´ne´ral et f n’est pas re´el
dans aucune coordonne´e conforme. Par contre, les flots sectoriels X±k = (ψ
±
k )
∗∂w nous
fournissent un syste`me complet de trajectoires analytiques re´elles dans chaque pe´tale
qui, chacune, se prolonge de manie`re C∞ en 0 graˆce au de´veloppement asympto-
tique des trivialisations sectorielles. Le Corollaire pre´ce´dent nous de´crit les conditions
ne´cessaires et suffisantes pour que l’une de ces trajectoires soit analytique a` l’origine.
Notons que le diffe´omorphisme est analytiquement normalisable de`s que deux de ces
trajectoires sont analytiques (dans un meˆme pe´tale) ; en effet, en composant les invo-
lutions de Schwarz associe´es, on re´cupe`re un e´le´ment du centralisateur de f qui est
tangent a` l’identite´ mais visiblement pas une ite´re´e re´elle de f puisqu’il permutte ses
trajectoires re´elles.
Lorsque λ2ipi 6∈ R, on peut encore construire des trajectoires analytiques dans les
pe´tales comme ci dessus, mais la classe de diffe´rentiabilite´ a` l’origine est finie.
2.9. CLASSIFICATION TOPOLOGIQUE 63
2.8.5. Anti-syme´tries anti-holomorphes du chaˆpelet ([Nak98, Tre´03]).
— On appelle anti-syme´trie anti-holomophe du chaˆpelet tout diffe´omorphisme
anti-holomorphe du chaˆpelet ge´ome´trique inversant la poˆlarite´ des sphe`res. Dans un
syste`me de coordonne´es line´aires homoge`nes du chaˆpelet, les contraintes line´aires de
recollement font qu’une telle transformation s’e´crit :
(τ+k , τ
−
k )k 7→ (γ.τ−2l−k, γ.τ+2l−k)k
ou
(τ+k , τ
−
k )k 7→ (γ.τ−2l−k−1, γ.τ+2l−k−1)k
pour des constantes γ ∈ C∗ et l ∈ Z/pZ.
On parlera d’anti-syme´trie involutive anti-holomorphe lorsque cette transformation
est une involution, i.e. lorsque γ est re´el.
Toute courbe lisse analytique re´elle passant par 0 ∈ C est conforme´ment redres-
sable sur l’axe re´el. La coordonne´e conforme est loin d’eˆtre unique puisque l’on peut
la composer par n’importe quel e´le´ment de Diff(R, 0). Cependant, cette liberte´ est in-
suffisante a` redresser simultane´ment deux telles courbes transverses, disons sur deux
droites re´elles de meˆme angle. Une obstruction, de´gage´e en 1917 par Pfeiffer, est la sui-
vante. Conside´rons les involutions de Schwarz associe´es a` ces deux courbes et notons
f leur compose´e. Alors f(z) = e2ipiαz + . . . ∈ Diff(C, 0) ou` α est l’angle forme´ entre
les deux courbes. Une condition ne´cessaire au redressement simultane´ des courbes est
la line´arisabilite´ de f . C’est a` cette occasion que Pfeiffer construit le premier exemple
de diffe´omorphisme f formellement mais non analytiquement line´arisable.
Si l’on conside`re maintenant deux courbes lisses accusant un contact d’ordre p ∈
N∗, alors la meˆme construction, e´tudie´e par Nakai, nous donne comme invariant un
diffe´omorphisme f tangent a` l’identite´ a` l’ordre p qui, par construction, est conjugue´
a` son inverse par une involution anti-holomorphe.
En ce qui nous concerne, nous sommes surtout motive´ par le fait qu’une telle
syme´trie permet de reconnaitre les cols re´sonants ou les nœud-cols qui admettent une
e´quation re´elle dans un bon syste`me de coordonne´es holomorphes, comme nous le
verrons plus loin. On trouve dans [Nak98] (voir aussi [Tre´03]) le
The´ore`me 2.8.9 (Nakai). — Sont e´quivalents :
– il existe une involution anti-holomorphe σ fixant 0 ∈ C et conjugant f a` f◦(−1),
– le chaˆpelet admet une anti-syme´trie involutive anti-holomorphe.
Dans ce cas, λ ∈ R.
2.9. Classification topologique
Pour une raison d’indice, l’ordre de contact p d’un e´le´ment f(z) = z + zp+1 +
· · · ∈ Diff(C, 0) a` l’identite´ est un invariant topologique. En fait, A.A. Shcherbakov et
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C. Camacho ont inde´pendamment montre´ dans [Cam78, Shc82b] que c’est le seul
invariant pour les germes tangents a` l’identite´ :
The´ore`me 2.9.1 (Camacho,Shcherbakov). — Soit f(z) = z + zp+1 + · · · ∈
Diff(C, 0). Alors il existe un home´omorphisme Ψ : U → C envoyant un voisinage
ouvert U de 0 sur un voisinage de 0 dans C et conjugant la dynamique de f a` celle
de f0(z) = z/(1− zp)1/p : Ψ ◦ f = f0 ◦Ψ.
De´monstration. — On reprend l’ide´e de´ja` utilise´e dans la seconde preuve du
The´ore`me 2.1.2 et dans la section 2.8 : on construit une conjugaison topologique des
chaˆpelets de sphe`res correspondants qui se rele`ve ensuite par une conjugaison des
dynamiques. Il suffit pour cela de construire des home´omorphismes
Ψ±k : C→ C ;
{
0 7→ 0
∞ 7→ ∞
pre´servant l’orientation et satisfaisant les conditions de compatibilite´ suivantes avec
les recollements : {
Ψ+k = Ψ
−
k ◦ ϕ0k au voisinage de 0
Ψ−k = Ψ
+
k+1 ◦ ϕ∞k au voisinage de ∞
Si l’on fixe Ψ−k = identite´, k ∈ Z/pZ, les conditions pre´ce´dentes deviennent{
Ψ+k = ϕ
0
k au voisinage de 0
Ψ+k = (ϕ
∞
k−1)
◦(−1) au voisinage de ∞
On peut facilement construire, en utilisant des re´sultats classiques de Whitney, de
tels diffe´omorphismes re´els C∞ en lissant les germes ϕ0k et (ϕ
∞
k−1)
◦(−1) vers l’identite´
sur une couronne. Une fac¸on plus simple pour nous est d’utiliser le The´ore`me 2.1.2 :
si l’on a pre´alablement choisi les coordonne´es line´aires suffisamment ge´ne´riques sur
les sphe`res S±k , alors ces germes sont hyperboliques et sont les flots au temps 1 de
champs de vecteurs holomorphes X0k et X
∞
k respectivement. A` l’aide d’une fonction
cloche de´pendant du module |τ |, on construit un champ de vecteur Xk sur C qui est
C∞, a support r < |τ | < R et qui coincide avec X0k (resp. X∞k ) pre`s de 0 (resp. ∞).
Alors Ψ+k := exp(Xk) convient. Le rele`vement de l’home´omorphisme Ψ ainsi construit
en un home´omorphisme des atlas (et par suite des voisinages de z = 0) est un jeu
d’e´criture.
Notons que la conjugaison construite est de classe C∞ en dehors de l’origine.
Proposition 2.9.2. — Soit Ψ : (C, 0) → (C, 0) est un germe de diffe´omorphisme
re´el de classe C1 tangente a` l’identite´ conjugant deux germes de diffe´omorphisme
holomorphes f, g ∈ Diff(C, 0) de la forme z + z2 + · · · . Alors Ψ ∈ Diff(C, 0).
De´monstration. — On rele`ve Ψ(z) en une conjugaison Ψ˜(w) des atlas trivialisant. Sur
chaque pe´tale, Ψ˜ commute a` la translation w 7→ w+1. Par ailleurs, la diffe´rentielle de
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Ψ˜(w) tend vers l’identite´ lorsque w →∞ (quelle que soit la direction). En effet, les co-
ordonne´es trivialisantes sont asymptotiques a` ψ1,λ = − 1z + λ2ipi log(z) et cette dernie`re
est la compose´e de z 7→ − 1z avec w 7→ w − λ2ipi log(w) + constante ; observons alors
que Ψ devient continuˆment diffe´rentiable a` l’infini apre`s conjugaison par la premie`re
et que la seconde est tangente a` l’identite´ a` l’infini. Maintenant, la diffe´rentielle de Ψ˜
est constante le long des orbites de la translation et donc identiquement e´gale a` sa
limite a` l’infini : Ψ˜ est une translation sur chaque pe´tale.
Notons que la transformation line´aire x + iy 7→ x + τy, ℑ(τ) > 0, commute a` la
translation. Dans la variable z = 1/(x+ iy), on de´duit une transformation analytique
re´elle qui commute a` z/(1− z).
2.10. Classification analytique des sous-groupes re´solubles de Diff(C, 0)
On a vu dans la section 2.1 des conditions suffisantes sur a ∈ C∗ pour que tout
germe f(z) = az + · · · ∈ Diff(C, 0) soit analytiquement line´arisable, a` savoir |a| 6= 1
ou a ∈ B ⊂ S1 est un nombre de Brjuno. Cependant, pour un nombre a ∈ S1−B non
pe´riodique, on ne sait pas de´crire l’espace des classes de conjuguaison analytiques des
germes f(z) = az + · · · ∈ Diff(C, 0) (bien qu’il soit non de´nombrable d’apre`s Yoccoz,
The´ore`me 2.1.6). Par contre, lorsque a est pe´riodique, la classification analytique est
bien comprise. De la meˆme manie`re, seuls les sous-groupes formellement line´arisables
de Diff(C, 0) restent difficile a` de´crire aujourd’hui. Un sous-groupe non formellement
line´arisable, lui, contient toujours des e´le´ments tangents a` l’identite´ (voir Corollaire
1.4.2) et leur pre´sence va nous permettre de comprendre comple`tement leur dyna-
mique.
The´ore`me 2.10.1 (Cerveau-Moussu). — Soit G un sous-groupe de Diff(C, 0) et
soit G1 le sous-groupe des e´le´ments tangents a` l’identite´. Si G1 est de rang ≥ 2, alors
toute conjugaison formelle ϕˆ ∈ D̂iff(C, 0) avec un autre sous-groupe G˜ ⊂ Diff(C, 0)
est en fait analytique :
ϕˆ∗G = G˜ ⇒ ϕˆ ∈ Diff(C, 0).
De´monstration dans le cas ou` G est re´soluble. — D’apre`s le The´ore`me 1.4.1, G1 est
abe´lien et contenu dans le groupe a` 1 parame`tre formel exp(tX) d’un champ de vecteur
formel. Le Corollaire 2.8.2 nous dit que X est convergent (sinon, G1 serait de rang 1).
Le meˆme argument s’applique a` G˜, et G˜1 est plongeable dans le groupe a` 1 parame`tre
d’un champ X˜ convergent. Par unicite´ du logarithme formel (voir Corollaire 1.3.3), ϕˆ
conjugue X et X˜ et la Proposition 1.1.3 nous donne une conjugaison convergente ϕ ;
par la Proposition 1.3.2, ϕˆ = f˜ ◦ ϕ ou` f˜ est dans le groupe a` 1 parame`tre exp(tX˜) et
donc convergent.
Remarque 2.10.2. — Lorsque G n’est pas re´soluble, on utilise des arguments de
sommabilite´. Si ϕˆ conjugue deux diffe´omorphismes tangents a` l’identite´ f(z) = z +
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zp+1 + · · · et f˜(z) = z + zp+1 + · · · , alors ϕˆ est p-sommable d’apre`s [MR83] (voir
[Bal94] pour la notion de p-sommabilite´). Par ailleurs, G1 contient des e´le´ments
tangents a` l’identite´ d’ordre arbitrairement grand d’apre`s le The´ore`me 1.4.1 : ainsi,
ϕˆ est p-sommable pour diffe´rents p ∈ N∗. D’apre`s [Ram89] (voir aussi [Bal94],
Theorem 3, p.30), ceci implique que ϕˆ est convergente. On trouvera d’autres preuves
dans [EISV93] et [Tou03a].
Corollaire 2.10.3. — Soit G un sous-groupe de Diff(C, 0). On suppose que le sous-
groupe G1 des e´le´ments tangents a` l’identite´ est de rang ≥ 2. Alors G est analytique-
ment conjugue´ a` un sous-groupe d’un des groupes de Lie suivants :
– Ep,λ = {f(z) = a · exp(tXp,λ) ; ap = 1, t ∈ C}, λ ∈ C, p ∈ N∗,
– Ap = {f(z) = az/(1− bzp)1/p ; a ∈ C∗ et b ∈ C}, p ∈ N∗.
De´monstration. — On applique le The´ore`me 2.10.1 a` la normalisante formelle
ϕˆ construite dans le The´ore`me 1.4.1. Rappelons que G n’est pas formellement
line´arisable d’apre`s le Corollaire 1.4.2.
Proposition 2.10.4. — Soit G un sous-groupe de Diff(C, 0). On suppose que le
sous-groupe G1 des e´le´ments tangents a` l’identite´ est de rang 1. Alors on est dans
l’une des situations suivantes :
1. G est abe´lien et formellement conjugue´ au groupe engendre´ par
f = exp(Xkq,λ) et g = e
2ipi
q · exp(n
q
Xkq,λ)
ou` λ ∈ C, q, k ∈ N∗ et n ∈ Z ; comme groupe abstrait, G admet la pre´sentation
G =< f, g ; f◦n = g◦q, g ◦ f = g ◦ f > et G1 =< f > .
2. G n’est pas abe´lien et est formellement conjugue´ au groupe engendre´ par
f(z) = z/(1− zp)1/p et g(z) = e 2ipi2q z
ou` p, q ∈ N∗ avec p = kq, k impair (ici, λ = 0) ; comme groupe abstrait, G
admet la pre´sentation
G =< f, g ; g◦2q = identite´, g ◦ f ◦ g◦(−1) = f◦(−1) > et G1 =< f > .
Notons que le sous-groupe < f, g◦2 > est abe´lien d’indice 2 dans G.
De´monstration. — Soit f un ge´ne´rateur de G1 : dans une bonne coordonne´e formelle,
f = exp(Xp,λ) pour des p ∈ N∗ et λ ∈ C d’apre`s la Proposition 1.3.1.
Si G est abe´lien, alors il est contenu dans le centralisateur formel de f et, d’apre`s
la Proposition 1.3.2, tout e´le´ment g ∈ G est de la forme g = a exp(tXp,λ) avec ap = 1
et t ∈ C. Soit q l’ordre du sous-groupe de C∗ engendre´ par les parties line´aires a des
e´le´ments de G et choisissons g ∈ G dont la partie line´aire est a = e 2ipiq . Alors f et g
engendrent G : si h ∈ G, alors sa partie line´aire co¨ıncide avec celle de g◦r pour un
0 ≤ r ≤ q convenable et h ◦ g◦(−r) ∈ G1 et une ite´re´e de f : h = f◦s ◦ g◦r. Puisque
ap = 1, on peut e´crire p = kq ; enfin, g◦q = exp(qtXp,λ) ∈ G1 et donc qt = n ∈ Z.
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Si G n’est pas abe´lien, puisque G1 est un sous-groupe normal, pour tout g ∈ G on
a g ◦ f ◦ g◦(−1) = f ou f◦(−1) (un des deux ge´ne´rateurs possibles de G1). La deuxie`me
possibilite´ se produit pour au moins un e´le´ment g ∈ G car sinon tous les e´le´ments
commuteraient a` f et G serait abe´lien. En particulier, f est conjugue´e a` f◦(−1) et
λ = 0 d’apre`s la Remarque 1.3.5. En utilisant le de´veloppement f(z) = z+zp+1+ · · · ,
on remarque que la partie line´aire a d’un e´le´ment g ∈ G satisfait ap = 1 ou −1
selon que g commute ou anti-commute a` f , et donc a2p = 1. Le sous-groupe de C∗
engendre´ par les parties line´aires a des e´le´ments de G est donc d’ordre fini 2q ou`
p = kq avec k impair ; en effet, si l’ordre de ce groupe divisait p, tous les e´le´ments
de G commuteraient a` f , ce que l’on a exclu. Soit g ∈ G dont la partie line´aire est
a = e
2ipi
2q . Remarquons que le diffe´omorphisme line´aire g0(z) = az anti-commute a`
Xp,0 et dons a` f ; par suite, g
◦(−1)
0 ◦g est tangent a` l’identite´ et commute a` f , de sorte
que g = a · exp(tXp,0) pour un t ∈ C. Comme dans le cas abe´lien, f et g engendrent
G. Finalement, si ϕ = exp( t2Xp,0), on a ϕ ◦ f ◦ ϕ◦(−1) = f et ϕ ◦ g ◦ ϕ◦(−1) = az
devient line´aire.
Remarque 2.10.5. — Dans le cas abe´lien, le groupe G admet aussi la pre´sentation
suivante. Notons d le diviseur commun de n et q : n = dn˜, q = dq˜ et par Be´zout il
existe a, b ∈ N tels que an˜− bq˜ = 1. Conside´rons maintenant les e´le´ments
f˜ = f◦(−b) ◦ g◦a = e2ipi aq exp(1
q˜
Xkq,λ) et g˜ = f
◦(−n˜) ◦ g◦q˜ = e 2ipid z.
Alors f˜◦q˜ ◦ g˜◦(−a) = f et f˜◦n˜ = g. Par ailleurs, g˜ engendre le sous-groupe de torsion
(d’ordre d) et f˜ est une racine d’ordre q˜ de f dans G. Notons que G est cyclique (i.e.
de rang 1) de`s qu’il ne contient pas de torsion.
Pour chacun des groupes G conside´re´s dans la Proposition 2.10.4, l’ensemble
des classes de conjugaison analytique des sous-goupes de Diff(C, 0) formellement
conjugue´s a` G est non de´nombrable. Plus pre´cise´ment, conside´rons pour commencer
le cas abe´lien : G est engendre´ par
f = exp(Xkq,λ) et g = e
2ipi
q · exp(n
q
Xkq,λ).
Le quotient d’un voisinage e´pointe´ U∗ de 0 par la dynamique de G s’identifie au
quotient du chaˆpelet de sphe`res associe´ a` f par le diffe´omorphisme g induit par
g : d’apre`s le The´ore`me 2.8.1, g est une permutation cyclique d’ordre q des sphe`res
(respectant l’orientation et la poˆlarite´). Le quotient final est donc un chaˆpelet poˆlarise´
et oriente´ a` 2k sphe`res dont la partie line´aire est e2ipi
λ
q . C’est un jeu d’e´critures
de ve´rifier que les classes analytiques des sous-groupes de Diff(C, 0) formellement
conjugue´s a` G sont de´crites par ce type de chaˆpelets. Nous renvoyons a` [AG05] pour
un e´nonce´ pre´cis et plus de de´tails.
Dans le cas non abe´lien, G est engendre´ par
f(z) = z/(1− zp)1/p et g(z) = e 2ipi2q z, p = kq, k impair
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Comme au dessus, g induit un diffe´omorphisme g pe´riodique d’ordre 2q sur le chaˆpelet
associe´ a` f qui renverse la poˆlarite´ mais pre´serve l’orientation. Le quotient est un
chaˆpelet oriente´ a` k sphe`res (k impair) dont la partie line´aire est triviale. De nou-
veau, se donner un tel chaˆpelet, c’est se donner une classe analytique de sous-groupe
formellement conjugue´ a` G.
2.11. Remarques sur les sous-groupes non re´solubles de Diff(C, 0)
Une conse´quence du The´ore`me 2.10.1 est que les Proposition 1.5.1 et The´ore`me
1.5.2 restent vrais en analytique. Nous reprenons les notations de la section 1.5 : e´tant
donne´ un sous-groupe non re´soluble G ⊂ Diff(C, 0), on note
Gk = {c ∈ C; ∃g(z) = z + czk+1 + . . . ∈ G} pour k ∈ N∗
et
K = {k ∈ N∗; Gk 6= {0}}.
Corollaire 2.11.1 ([Lor02a]). — Pour d ∈ N∗, sont e´quivalents :
– pgcd(K) = d,
– K ⊃ dN + dN pour N >> 0, N ∈ N,
– le centralisateur formel de G est d’ordre d,
– le centralisateur analytique de G est d’ordre d.
Dans ce cas, il existe une coordonne´e analytique z dans laquelle tous les e´le´ments de
G sont de la forme g(z) = zg˜(zd).
De´monstration. — Compte tenu de la Proposition 1.5.1, il suffit de montrer que le
centralisateur formel est analytique, c’est a` dire que tout e´le´ment ϕˆ ∈ D̂iff(C, 0)
commutant a` tous les e´le´ments de G est en fait analytique. Mais c’est une conse´quence
directe du The´ore`me 2.10.1.
Corollaire 2.11.2 ([Lor02a]). — Sont e´quivalents :
– Gk est contenu dans une droite re´elle pour tout k ∈ K,
– Gk est contenu dans une droite re´elle pour k >> 0,
– G laisse invariante une courbe analytique lisse re´elle passant par 0,
– G est analytiquement conjugue´ a` un sous-groupe de Diff(R, 0).
Dans ce cas, il existe une coordonne´e analytique z dans laquelle tous les e´le´ments de
G sont de la forme g(z) = zg˜(zd), g˜ ∈ R[[x]], ou` d = pgcd(K).
De´monstration. — Compte tenu du The´ore`me 1.5.2, il suffit de montrer que si G est
formellement conjugue´ a` un sous-groupe de D̂iff(R, 0), alors il est aussi analytiquement
conjugue´ a` un sous-groupe de Diff(R, 0). Supposons donc que ϕˆ∗G ⊂ D̂iff(R, 0). Alors
l’involution anti-holomorpheσ0(z) = z commute a` tous les e´le´ments de ϕˆ∗G ; en la
tirant en arrie`re par ϕˆ, on re´cupe`re une involution formelle anti-complexe σˆ = ϕˆ◦(−1)◦
σ0 ◦ ϕˆ qui commute a` tous les e´le´ments de G. Par ailleurs, l’involution σ0 envoit G sur
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un autre sous-groupe G˜ = (σ0)∗G ⊂ Diff(C, 0) ; par suite, le diffe´omorphisme formel
ψˆ = σ0 ◦ σˆ conjugue G a` G˜ et converge par le The´ore`me 2.10.1. Ainsi, l’involution
anti-complexe σˆ = σ0 ◦ ψˆ converge aussi et se redresse sur l’involution standart σ0 par
un diffe´omorphisme analytique ϕ. Alors ϕ∗G commute a` σ0 et est re´el.
CHAPITRE 3
DYNAMIQUE DES SOUS-GROUPES DE TYPE FINI DE
Diff(C, 0)
On s’inte´resse ici a` l’e´tude qualitative de la dynamique locale induite par un sous-
groupe G ⊂ Diff(C, 0) de type fini de Diff(C, 0). On se donne un syste`me f1, . . . , fk
de ge´ne´rateurs d’un sous-groupe G ⊂ Diff(C, 0) et U un voisinage ouvert connexe de
0 ∈ C suffisamment petit de sorte que les fi et leurs inverses soient tous bien de´finis
et injectifs sur U . On s’inte´resse alors a` la dynamique du pseudo-groupe engendre´ par
les fi sur U (voir la de´finition ge´ne´rale dans la Section 3.4). On appelle orbite d’un
point z0 et on note Orb(z0) l’ensemble des points z ∈ U accessibles par une suite finie
(z0, z1, . . . , zn = z) de points de U obtenus en ite´rant indiffe´remment les ge´ne´rateurs :
zj = f
◦εj
ij
(zj−1) avec ij ∈ {1, . . . , k}, εj ∈ {±1}
pour j = 1, . . . , n. On dira que la suite (z0, . . . , zn) est la trajectoire associe´e au
mot f◦εnin ◦ . . . ◦ f◦ε1i1 . Une orbite sera dite comple`te si l’on peut ite´rer indiffe´remment
les ge´ne´rateurs le long de l’orbite sans jamais sortir de U ; en ge´ne´ral, la seule orbite
comple`te est re´alise´e par le point fixe {0}. Les orbites sont de´nombrables, mais peuvent
eˆtre denses, discre`tes, finies. La dynamique ainsi de´finie de´pend a` la fois du choix des
ge´ne´rateurs f1, . . . , fk ∈ G et de la taille de U . Mais comme nous le verrons, la plupart
des proprie´te´s qualitative de la dynamique ne de´pendront en fait que de G, pourvu
que U soit suffisamment petit. Un mot f◦εnin ◦ . . . ◦ f◦ε1i1 de´finit a` la fois un e´le´ment
de fˆ ∈ Diff(C, 0) et une dynamique f : V → U sur l’ouvert V des points de U pour
lesquels la trajectoire associe´e est bien de´finie ; il arrive que V ne soit pas connexe
et que f ne coincide pas avec le prolongement analytique de fˆ sur les composantes
connexes de V ne contenant pas 0 ∈ C (voir Remarque 3.1.16). C’est un phe´nome`ne
typique des pseudo-groupes. Pour cette raison, la notion de relation sera a` prendre
avec beaucoup de pre´caution.
Nous allons de´crire successivement les dynamiques re´solubles puis non re´solubles.
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3.1. Dynamiques re´solubles
Nous allons les classer en fonction du type de l’alge`bre de Lie formelle associe´e a` G
(voir The´ore`me 1.4.1) a` savoir les dynamiques de type line´aire, euclidienne ou affine.
Dans chacun des cas se rajoutent des dynamiques exotiques (ou exceptionnelles), a`
savoir celles dont la tranformation normalisante ϕˆ construite dans le The´ore`me 1.4.1
diverge.
3.1.1. Type (Fin) : dynamiques finies. — Si G ⊂ Diff(C, 0) est fini, alors G est
analytiquement line´arisable (voir Proposition 2.1.1) :
G = {f(z) = e2ipik/pz ; k ∈ Z/pZ}
pour un p ∈ N∗. Le pseudo-groupe induit par G est alors la trace sur U d’un groupe
fini de rotations. La coordonne´e z est bien loin d’eˆtre unique. Ce type d’holonomie
est caracte´ristique des singularite´s de feuilletages admettant une inte´grale premie`re
holomorphe ou me´romorphe (voir [MM80]). Une inte´grale premie`re de ce pseudo-
groupe est par exemple donne´e par H(z) = zp.
3.1.2. Type (Lin) : dynamiques line´aires. — Ici, G est, dans une bonne coor-
donne´e analytique, un sous-groupe du groupe line´aire :
L = {f(z) = az ; a ∈ C∗}
ou` l’on suppose de plus que G contient un e´le´ment d’ordre infini pour ne pas retomber
dans la situation pre´ce´dente (on suppose ici G de type fini). Le pseudo-groupe G
est alors la trace sur U d’un groupe de transformations line´aires. La coordonne´e
line´arisante z est unique a` composition pre`s par une transformation line´aire. Ce type
de dynamiques est caracte´ristique de l’holonomie des singularite´s de feuilletages de´finis
par une 1-forme logarithmique (ferme´e a` poˆles simples). En fait, la 1-forme ω = dzz
est invariante par G : f∗ω = ω.
Proposition 3.1.1. — Si un sous-groupe G ⊂ Diff(C, 0) laisse invariant un germe
de 1-forme me´romorphe ω ayant un poˆle simple en 0, alors G est analytiquement
line´arisable.
De´monstration. — D’apre`s la Proposition 1.1.3, la 1-forme ω est analytiquement
e´quivalente a` sa partie principale αdzz . Maintenant, dire que f ∈ G laisse invariante
cette dernie`re nous conduit a` l’e´quation diffe´rentielle dff =
dz
z laquelle nous donne,
apre`s inte´gration, f = az, a ∈ C∗.
Proposition 3.1.2. — Si G˜ ⊂ Diff(C, 0) est conjugue´ a` G par un home´omorphisme
Ψ : (C, 0)→ (C, 0) pre´servant l’orientation, alors G˜ est analytiquement line´arisable.
De´monstration. — Il suffit de montrer qu’un e´le´ment f˜ ∈ G˜ d’ordre infini est
line´arisable et d’appliquer la Proposition 1.3.2. Pour cela, on conside`re un tel e´le´ment
f ∈ G ; quitte a` remplacer f par f◦(−1), on peut supposer |f ′(0)| ≤ 1. Alors f(D) ⊂ D
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pour tout disque suffisamment petit centre´ en 0 et son image f˜ va pre´server Ψ(D).
On conclut avec la Proposition suivante.
Proposition 3.1.3 (The´ore`me du domaine invariant)
Si f = az + . . . ∈ Diff(C, 0) et si U ⊂ C est un voisinage ouvert de 0, U 6= C, sur
lequel f est bien de´finie et f(U) ⊂ U , alors f est line´arisable.
De´monstration. — Si |a| < 1, on applique juste le The´ore`me 2.1.2. Maintenant, si
|a| = 1, alors la famille ϕn = 1n
∑n−1
k=0
1
ak
f◦k est automatiquement normale par Mon-
tel et admet du coup une sous suite convergeant vers une application ϕ tangente a`
l’identite´ conjugant f a` sa partie line´aire.
Remarque 3.1.4. — E´tant donne´ un automorphisme line´aire contractant f : z 7→
az, |a| < 1, le flot associe´ f◦t : z 7→ e2ipiαtz, a = e2ipiα, de´pend du logarithme α que
l’on a choisi pour a. A fortiori, f n’a pas de trajectoire re´elle canonique, excepte´ le
cas a ∈ R ou`, pour α imaginaire pur, les trajectoires sont analytiques.
Remarque 3.1.5. — Dans la Proposition 3.1.2, les groupes G et G˜ ne sont pas
analytiquement conjugue´s en ge´ne´ral. Par exemple, on peut construire une conjugaison
topologique entre deux contractions line´aires f(z) = az et g(z) = bz de la manie`re
suivante. Relevons les deux dynamiques par l’exponentielle z = e2ipiw :
f˜(w) = w + α et g˜(z) = w + β, α, β ∈ H
ou` H = {ℑ(w) > 0} est le demi plan supe´rieur. On peut alors trouver une transforma-
tion line´aire re´elle Ψ˜(x+ iy) = x+ iy+λiy commutant a` la translation w 7→ w+1 et
conjugant f˜ a` g˜. Elle de´finit, par passage au quotient, un diffe´omorphisme analytique
re´el
Ψ : C∗ → C∗ ; z 7→ |z|λ · z
conjugant f a` g. On ve´rifie que ℑ(λ) > −1 et donc que Ψ se prolonge continuˆment
en z = 0.
Par contre, deux rotations f(z) = e2ipiαz et g(z) = e2ipiβz, α, β ∈ R, qui sont
topologiquement conjugue´es sont automatiquement analytiquement conjugue´es. En
effet, le fait de ne pas contracter ni dilater est une proprie´te´ topologique ; par ailleurs,
le de´veloppement de α en fraction continue se lit topologiquement sur la dynamique
de f en restriction a` n’importe quel cercle invariant.
Lemme 3.1.6. — Soient Γ =< α, β, γ > un sous-groupe additif de R2 avec α, β, γ 6=
(0, 0) non tous coline´aires et ∆α = det(β, γ), ∆β = det(γ, α) et ∆γ = det(α, β) :
α = (α1, α2)
β = (β1, β2)
γ = (γ1, γ2)
α1β1
γ1
 ∧
α2β2
γ2
 =
∆α∆β
∆γ
 6= 0
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On note ν le nombre de relations entre ∆α,∆β ,∆γ ∈ R sur Z : ν est le rang du
sous-module R des (m,n, p) ∈ Z3 ve´rifiant m∆α + n∆β + p∆γ = 0. Alors on a la
dichotomie suivante :
– ν = 2 et Γ est discret,
– ν = 1 et Γ = Zu+Rv avec det(u, v) 6= 0,
– ν = 0 et Γ est dense.
De´monstration. — Les sous-groupes de Z3 sont de rang 0, 1, 2 ou 3 ; si ν = 3, alors
∆α = ∆β = ∆γ = 0 ce que l’on a exclu. Supposons pour la suite ∆γ 6= 0 : < α, β >
est un sous-groupe discret de R2. Dans R2/ < α, β >, γ est repe´re´ par ses nombres
de rotation respectifs rα = −∆α∆γ et rβ = −
∆β
∆γ
sur α et β. En particulier, ν compte le
nombre de relations liant rα et rβ a` Z, d’ou` le re´sultat.
Corollaire 3.1.7. — Soit G un sous-groupe line´aire de type fini de Diff(C, 0) :
G =< z 7→ a1z, . . . , z 7→ akz >, a1, . . . , ak ∈ C∗
agissant sur un disque U = {|z| < r}. Alors on est dans l’une des situations suivantes :
1. G est fini cyclique : G =< z 7→ az >, ap = 1.
2. G est discret dans C∗ : G =< z 7→ az, z 7→ bz >, a = e2ipiα, α ∈ C−R, bq = 1.
Le quotient de U∗ par G est le tore Tα = C/Z+αZ et les inte´grales premie`res les
plus re´gulie`res de G sont me´romorphes sur U∗ : ce sont les fonctions rationnelles
de ℘α(
1
2ipi log(z)) et ℘
′
α(
1
2ipi log(z)) ou` ℘α et ℘
′
α sont les fonctions de Weierstrass
associe´es a` Tα.
3. l’adhe´rence G dans C∗ est est de dimension 1 re´elle et deux cas se pre´sentent :
(a) G =< z 7→ az, z 7→ e2ipitz; t ∈ R >, a = e2ipiα, α ∈ C − R ; alors
l’adhe´rence de toute orbite dans U∗ est une union infinie de cercles
concentriques.
(b) G =< z 7→ e2ipitαz, z 7→ bz; t ∈ R >, α ∈ C−R, bq = 1 ; alors l’adhe´rence
de toute orbite dans U∗ est une union finie de spirales (ou de rayons).
4. G est dense dans C∗ et toute orbite est dense dans U∗.
De´monstration. — On applique le Lemme pre´ce´dent aux rele`vements w 7→ w+αi des
ge´ne´rateurs de G par l’exponentielle w = e2ipiz en tenant compte de la transformation
de reveˆtement w 7→ w + 1.
Remarque 3.1.8. — Les orbites induites par un syste`me de ge´ne´rateurs d’un groupe
line´aire comme dans le Corollaire 3.1.7 sur un disque coincident avec les restrictions
des orbites induites par les meˆmes ge´ne´rateurs sur C∗ essentiellement a` cause de
l’abe´lianite´ : tout mot en les ge´ne´rateurs peut eˆtre re´ordonne´ de sorte que l’on ap-
plique les contractions avant d’appliquer les dilatations ; la trajectoire correspondante
termine sur le meˆme point mais reste entie`rement contenue dans le disque.
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Remarque 3.1.9. — L’ensemble des couples (a, b) ∈ C∗ × C∗ qui engendrent un
sous-groupe dense < a, b >⊂ C∗ est de mesure de Lebesgue totale ; cependant, l’en-
sembles des paires qui engendrent un sous-groupe discret est dense dans C∗ × C∗.
Remarque 3.1.10. — Dans le Corollaire 3.1.7, la dichotomie pre´sente´e est bien suˆr
de nature topologique. Par contre, seuls les sous-groupes de rotations sont rigides au
sens ou` toute conjugaison topologique entraine la conjugaison analytique. Les autres
se de´forment par l’argument de la Remarque 3.1.5.
3.1.3. Type (Lin)ex : dynamiques de Pe´rez-Marco. — Pour de´montrer le
The´ore`me 2.1.6, J.-C. Yoccoz construit pour tout α ∈ R−B non rationnel des germes
f(z) = e2ipiαz + · · · posse´dant des orbites pe´riodiques arbitrairement proche de 0.
Ceci signifie qu’elles sont pre´sentes dans tout voisinage de 0 et sont une obstruction
dynamique a` la line´arisation puisque a n’est pas pe´riodique. De plus, la liberte´ de
sa construction est telle qu’il peut prescrire la dynamique de retour au voisinage de
chacune de ces orbites : si z0 est un point pe´riodique d’ordre q pour f , alors l’appli-
cation de retour est le germe de dynamique induit par f◦q au voisinage de son point
fixe z0. En particulier, a` chaque orbite pe´riodique on peut associer le multiplicateur
(f◦q)′(z0) ; en faisant varier ces multiplicateurs, on de´duit un espace de modules de
dimension infinie.
Cepandant, R. Pe´rez-Marco a mis en e´vidence l’existence de germes non
line´arisables sans aucune orbite pe´riodique de`s que α est tre`s bien approche´ par
les rationnels, a` savoir les re´duites pnqn de α satisfont
(B′)
∑
n≥1
log(log(qn))
qn
= +∞.
Plus pre´cise´ment, toutes les orbites positives comple`tes du germe f construit accu-
mulent 0. Par contre, il montre que pour α ∈ B − B′, tout germe non line´arisable
posse`de des orbites pe´riodiques (arbitrairement proche de 0).
Dans une se´rie d’articles ulte´rieurs, Pe´rez-Marco donne une description plus
syste´matiques de ces dynamiques non line´arisables. Il montre par exemple le :
The´ore`me 3.1.11 (Pe´rez-Marco). — Soit f(z) = az + . . . ∈ Diff(C, 0) non
line´arisable et non re´sonant. Alors il existe un compact K (dont la taille de´pend de
l’ouvert U de de´finition) invariant par f et ve´rifiant :
– K est la composante connexe contenant 0 de l’ensemble des orbites comple`tes
∩n∈Zf◦n(U) dans U ,
– K est connexe et plein (C−K est connexe) et contient 0,
– K − {0} a une quantite´ non de´nombrable de composantes connexes,
– 0 est le seul point localement connexe de K,
– si µK de´signe la mesure harmonique de K a` l’infini dans C, alors f |K est µK-
ergodique et, pour µK-presque tout point z ∈ K, Orb(z) = ∂K.
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Un tel compactK est appele´ “he´risson” ; en faisant varier la taille de U , on re´cupe`re
une famille a` 1 parame`tre re´el de he´rissons emboite´s les uns dans les autres. Ces
he´rissons caracte´risent la dynamique au sens suivant :
Proposition 3.1.12. — Un e´le´ment g ∈ Diff(C, 0) de´fini sur U commute a` f si et
seulement si g(K) = g◦(−1)(K) = K.
De´monstration. — Si g commute a` f , il preserve les orbites de f et leurs adhe´rence,
et par suite les compacts invariants. Re´ciproquement, si g pre´serveK, alors le groupe
G engendre´ par f et g aussi ; si G est non abe´lien, la description que nous allons
faire des dynamiques non abe´liennes montre que G ne peut pas laisser un tel compact
invariant : donc G est abe´lien.
Par suite, le The´ore`me 3.1.11 s’applique aussi aux groupes G formellement mais
non analytiquement line´arisables. Un tel germe ne peut e´videmment pas posse´der
d’inte´grale premie`re me´romorphe sur U∗ a` cause de l’ergodicite´.
The´ore`me 3.1.13 (Naishul). — Si un e´le´ment g(z) = bz + · · · ∈ Diff(C, 0) est
topologiquement conjugue´ a` un germe de diffe´omorphisme f(z) = az + · · · non
line´arisable comme au dessus, alors leur nombre de rotation est le meˆme : a = b.
Bien suˆr, dans l’e´nonce´ pre´ce´dent, g est lui aussi non line´arisable a` cause de sa
dynamique de he´risson.
3.1.4. Type (Eucl) : dynamiques abe´liennes re´sonnantes. — Ici, G de´signe
un sous-groupe non pe´riodique du groupe de Lie abe´lien
Ep,λ = {f(z) = e2ipi
k
p · exp(tXp,λ) ; k ∈ Z/pZ, t ∈ C}
(G contient au moins un e´le´ment f avec t 6= 0). La forme diffe´rentielle ωp,λ =
dz
zp+1 +
λ
2ipi
dz
z est invariante ; en l’inte´grant, on obtient la coordonne´e multiforme
w = ψp,λ(z) = − 1pzp + λ2ipi log(z) qui redresse
– ωp,λ sur dw,
– Xp,λ sur ∂w et
– la dynamique de Ep,λ sur les translations.
Plus pre´cise´ment, la coordonne´e w est une incarnation ge´ome´trique du morphisme
ρ : Ep,λ → C ; e2ipi
k
p · exp(tXp,λ) 7→ t.
En effet, la dynamique de exp(tXp,λ) est la translation w 7→ w + t sur les
de´terminations de w ; la rotation z 7→ e2ipi/pz e´change quand a` elle les de´terminations
de w. Ce type de dynamiques euclidiennes est caracte´ristique de l’holonomie des
feuilletages de´finis par une 1-forme me´romorphe ferme´e a` poˆles multiples. En effet,
on a la :
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Proposition 3.1.14. — Si un sous-groupe G ⊂ Diff(C, 0) laisse invariant un germe
de 1-forme me´romorphe ayant un poˆle multiple en 0, alors G est analytiquement
e´quivalent a` un sous-groupe de Ep,λ pour des p ∈ N∗ et λ ∈ C convenables.
De´monstration. — On redresse la 1-forme a` l’aide de la Proposition 1.1.3 sur un
mode`le ωp,λ puis on remarque que si f commute a` ωp,λ, alors f commute a` Xp,λ et a`
son flot ; on conclut avec la Proposition 1.3.2.
Remarque 3.1.15. — On de´duit facilement du Lemme 3.1.6 les diffe´rents types
d’adhe´rence possible G pour un sous-groupe G ⊂ Ep,λ. L’adhe´rence des orbites de G
contiennent les orbites de G par le meˆme type d’argument que celui de la remarque
3.1.8. On a les possibilite´s suivantes
– Orb(z0) = Orb(z0) est discre`te dans U
∗ et accumule 0,
– Orb(z0) est analytique de dimension 1 dans U
∗,
– Orb(z0) = U
∗.
Notons que le type d’orbite est inde´pendant du choix de z0 ou des ge´ne´rateurs : il ne
de´pend que de G. On se rame`ne encore au Lemme 3.1.6 en se plac¸ant dans la variable
w ci dessus en tenant compte de ρ(G) et, lorsque celui-ci contient un re´seau, de la
monodromie w 7→ w + λ de la coordonne´e w = − 1pzp + λ2ipi log(z) (voir Remarque
3.1.16).
Remarque 3.1.16. — Si un sous-groupe G ⊂ Ep,λ contient “deux translations” R-
inde´pendantes, f = exp(tXp,λ) et g = exp(sXp,λ) avec t/s 6∈ R, alors la description
faite dans l’exemple 2.5.2 nous montre que la dynamique de h = e2ipi/p exp(λpXp,λ)
resurgit a` travers les grands commutateurs [f◦(±N), g◦(±N)], N >> 0 ; par suite, en
ite´rant p fois un tel commutateur, on retrouve aussi h◦p = exp(λXp,λ). On ne modifie
donc pas les orbites en rajoutant h aux ge´ne´rateurs de G. Par conse´quent, si t, s et
λ sont suffisamment ge´ne´raux, alors la dynamique induite par G est a` orbites denses
(excepte´ le point fixe 0). Par contre, lorsque t, s et λ engendrent un Z-module de
rang 2, alors les orbites sont discrete et le quotient d’un voisinage e´pointe´ U∗ par la
dynamique est un tore ; dans ce cas, on construit, a` l’aide de la fonction de Weierstrass
associe´e, une fonction invariante me´romorphe sur U∗.
Remarque 3.1.17. — On peut conjuguer f = exp(Xp,λ) a` g = exp(Xp,µ) par un
home´omorphisme qui est analytique en dehors de 0 de`s que λ et µ sont dans le demi-
plan supe´rieur H. En effet, il suffit choisir convenablement une conjugaison R-line´aire
de la forme w 7→ w1+αw2 sur les cartes de l’atlas ou` w = w1+iw2 et α ∈ C, ℜ(α) > 0.
Par contre, si λ est re´el et si f est conjugue´e a` g par un home´omorphisme analytique
en dehors de 0, alors µ = λ. En effet, une telle conjugaison induit un home´omorphisme
entre les chaˆpelets ; choisissons les recollements ϕ0k et ϕ
∞
k tous triviaux sauf disons
ϕ00(τ) = e
2ipiλτ . Alors les home´omorphismes sur les sphe`res sont analytiques en dehors
de 0 et∞ et doivent con¨ıncider sur les 2p−1 recollements triviaux et donc partout. Ils
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induisent alors une conjugaison topologique entre e2ipiλτ et e2ipiµτ ; comme ces germes
sont des rotations, il vient µ = λ.
3.1.5. Type (Eucl)ex : dynamiques euclidiennes exceptionnelles. — On sup-
pose ici que G est formellement conjugue´ a` un sous-groupe de Ep,λ pour des p ∈ N∗
et λ ∈ C∗ mais la transformation normalisante ϕˆ diverge. Rappelons alors (voir Pro-
position 2.10.4) que ϕˆ∗G est alors engendre´ par
ϕˆ∗f = exp(Xp,λ) et ϕˆ∗f = g = e
2ipi
q · exp(n
q
Xp,λ)
ou` λ ∈ C, p = kq avec k, q ∈ N∗ et n ∈ Z.
Proposition 3.1.18. — Il existe un home´omorphisme Ψ : (C, 0) → (C, 0) qui
conjugue les ge´ne´rateurs de G ci-dessus respectivement a`
f0 = exp(Xp,0) et g0 = e
2ipi
q · exp(n
q
Xp,0).
De´monstration. — On proce`de comme dans la preuve du The´ore`me 2.9.1 en rem-
plac¸ant le chaˆpelet de p sphe`res associe´ a` f par le chaˆpelet de k sphe`re obtenu en
le quotientant par l’action de g : c’est l’espace des orbites de G. On le conjugue
topologiquement a` celui de G0 =< f0, g0 >, puis on rele`ve la conjugaison sur U .
Remarque 3.1.19. — Le groupe G0 agit discre`tement sur le voisinage e´pointe´ U
∗ ;
il posse`de en fait l’inte´grale premie`re H0 = e
2ipi/pzp qui est holomorphe en dehors
de 0. Le groupe G agit lui aussi discre`tement sur U∗ mais ne posse`de en ge´ne´ral pas
d’inte´grale premie`re meˆme me´romorphe sur U∗. En effet, une telle inte´grale premie`re
de´finirait des fonctions me´romorphes F±k sur les sphe`res du chaˆpelet associe´ satisfai-
sant les conditions de recollement comme par exemple F−k ◦ ϕ0k = F+k ; si l’on choisit
ϕ0k ayant un continuum de singularite´s sur un cercle |τ | = r, alors on aboutit a` une
contradiction. Cependant, on trouve dans [Tou03b] l’exemple suivant. Conside´rons
le germe f formellement conjugue´ a` exp(X1,0) dont les invariants sont ϕ
0(τ) = τ et
ϕ∞(τ) = τ + 1 ; alors les fonctions holomorphes de´finies sur les sphe`res du chaˆpelet
par F±(τ) = e2ipiτ sont compatibles avec les applications de recollement et de´finissent
une inte´grale premie`re holomorphe sur U∗ (dont la croissance est surexponentielle a`
l’origine). Ici, le chaˆpelet est affine en ce sens que ϕ0 et ϕ∞ le sont dans la variable
τ ; cependant, on peut construire des exemples plus exotiques comme le suivant qui
m’a e´te´ communique´ par Jean E´calle. On conside`re encore un germe f formellement
conjugue´ a` exp(X1,0) et on commence par fixer des polynomes F
± sur les sphe`res tous
deux de la forme anz
n+ an+1z
n+1+ · · ·+ aNzN avec 0 < n < N et an, aN 6= 0 ; alors
on peut trouver des germes de diffe´omorphismes ϕ0 en 0 et ϕ∞ a` l’infini conjugant les
germes de fonctions. Les diffe´omorphismes f ainsi construits admettent une inte´grale
premie`re holomorphe sur U∗, a` croissance exponentielle d’ordre fini N en 0.
3.1. DYNAMIQUES RE´SOLUBLES 79
3.1.6. Type (Aff) : dynamiques affines. — On conside`re ici des sous-groupes
G du groupe de Lie :
Ap = {f(z) = az/(1− bzp)1/p ; a ∈ C∗, b ∈ C},
avec p ∈ N∗, ou` l’on suppose de plus que G n’est pas abe´lien pour ne pas retomber
dans une des situations pre´ce´dentes. Chaque e´le´ment f ∈ Ap envoit la 1-forme ωp =
ωp,0 =
dz
zp+1 sur un multiple constant, f∗ωp = a
p · ωp. En inte´grant cette 1-forme,
on obtient une coordonne´e w = − 1pzp dans laquelle la dynamique devient affine :
f(w) = a˜w + b˜ = a−pw + bpap . Cette coordonne´e est l’incarnation ge´ome´trique du
morphisme
ρ : Ap → Aff(C) ; az/(1− bzp)1/p = az + a b
p
zp+1 + · · · 7→ a−pw + b
pap
conside´re´ dans la preuve du The´ore`me 1.4.1.
Proposition 3.1.20. — Si un sous-groupe G ⊂ Diff(C, 0) pre´serve le C-espace vec-
toriel engendre´ par un germe de 1-forme me´romorphe ω non triviale, i.e. f∗ω = cf ·ω,
cf ∈ C pour tout f ∈ G, sans pour autant pre´server ω, alors G est analytiquement
redressable sur un sous-groupe non abe´lien de Ap pour un p ∈ N∗.
De´monstration. — L’hypothe`se qu’il existe au moins un e´le´ment f ∈ G tel que f∗ω 6=
ω entraine imme´diatement, par un calcul a` l’ordre 1, que ω doit avoir un poˆle multiple
en 0. On redresse alors ω sur ωp,λ par la Proposition 1.1.3 et on conclut par le meˆme
calcul que dans la fin de la preuve du The´ore`me 1.4.1.
Proposition 3.1.21. — Un sous-groupe non abe´lien G ⊂ Ap est a` orbites discre`tes
sur un voisinage e´pointe´ U∗ de 0 si et seulement si, a` conjuguaison pre`s, G est l’un
des groupes suivants
– G =< az , z/(1 − zp)1/p , z/(1 − τzp)1/p >, ou` ap = −1 et τ ∈ C − R ; une
inte´grale premie`re est donne´e par ℘τ (
1
zp ).
– G =< az , z/(1−zp)1/p >, ou` ap est d’ordre 2, 3, 4 ou 6 ; une inte´grale premie`re
est respectivement donne´e par : cos(2pizp ), ℘
′
j(
1
zp ), (℘i(
1
zp ))
2 et (℘′j(
1
zp ))
2.
Ces inte´grales premie`res sont me´romorphes sur U∗ et se´parent les orbites.
De´monstration. — L’application z 7→ w = − 1pzp e´tant un reveˆtement fini, l’action de
G est dicre`te si et seulement si l’action de ρ(G) l’est. Les sous-groupes discrets non
abe´liens de Aff(C) sont les groupes du paveur dont on tire la liste de l’e´nonce´.
Remarque 3.1.22. — Encore en utilisant la coordonne´e affine, on de´duit que pour
un sous-groupe G ⊂ Ap non discret, l’adhe´rence des orbites est lisse et analytique
re´elle sur U∗.
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3.1.7. Type (Aff)ex : dynamiques affines exceptionnelles. — On suppose ici
que G est formellement conjugue´ a` un sous-groupe de Ap pour un p ∈ N∗ mais la
transformation normalisante ϕˆ diverge. Rappelons alors (voir Proposition 2.10.4) que
ϕˆ∗G est engendre´ par
f0(z) = z/(1− zp)1/p et g0(z) = e
2ipi
2q z
ou` p, q ∈ N∗ avec p = kq, k impair.
Proposition 3.1.23. — Il existe un home´omorphisme Ψ : (C, 0) → (C, 0) qui
conjugue G a` son mode`le formel G0, engendre´ par f0 et g0.
De´monstration. — On proce`de comme dans la preuve de la Proposition 3.1.18.
Remarque 3.1.24. — Le groupe G0 posse`de l’inte´grale premie`re H0(z) = cos(
2pi
pzp )
qui est holomorphe sur U∗.
3.2. Dynamiques non re´solubles
Dans cette section, G est un sous-groupe non re´soluble de type fini de Diff(C, 0).
On trouve dans la litte´rature de nombreux re´sultats sur la dynamique induite par G
sur un voisinage de 0 sous l’hypothe`se que la partie line´aire de G
{a ∈ C∗ ; ∃f ∈ Gˆ, f(z) = az + . . . }
est un sous-groupe dense de C∗ ; deux e´le´ments f, g ∈ Diff(C, 0) dont le jet d’ordre 3
est ge´ne´rique vont engendrer un tel goupe. Yulij Ilyashenko montre notamment dans
[Il′78] que :
– toute orbite (autre que 0) est dense dans le voisinage U de 0,
– tout home´omorphisme conjugant G a` un autre sous-groupe de Diff(C, 0) est
conforme ou anti-conforme,
– l’ensemble des points z0 ∈ U∗ fixe´s par un e´le´ment non trivial de G est dense
dans U .
Un premier proble`me souleve´ dans [Il′78] est que l’hyptothe`se sur la partie line´aire
n’est pas ouverte, elle n’est pas stable par perturbation. Un second proble`me est que
les singularite´s de feuilletages les plus simples dont l’holonomie est non re´soluble sont
les singularite´s de´finies par des champs de vecteurs sur (C2, 0) avec partie line´aire
nilpotente X = y∂x+ · · · . Or les ge´ne´rateurs des groupes d’holonomie correspondant
ont une partie line´aire pe´riodique (d’ordre fini). Les de´monstrations de [Il′78] uti-
lisent fortement l’existence de contractions et deviennent inope´rantes pour de´crire la
dynamique transverse des champs X nilpotents comme au dessus.
D’apre`s le The´ore`me 1.4.1, un sous-groupe non re´soluble G ⊂ Diff(C, 0) contient
toujours deux e´le´ments f, g ∈ G de la forme :
f(z) = z + czp+1 + . . . et g(z) = z + dzq+1 + . . .
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ou` c, d ∈ C∗ et 0 < p < q. C’est a` partir du sous-groupe engendre´ par ces deux
e´le´ments que A.A. Shcherbakov puis I. Nakai ge´ne´ralisent les re´sultats d’Ilyashenko a`
tous les sous-groupes non re´solubles. Pre´cise´ment :
The´ore`me 3.2.1 (Shcherbakov). — Soit G le pseudo-groupe induit sur un petit
voisinage ouvert U de 0 ∈ C par un sous-groupe non re´soluble de type fini de Diff(C, 0),
une famille de ge´ne´rateurs e´tant choisie. Alors, quitte a` diminuer U :
1. il existe une collection finie d’ouverts disjoints dont l’adhe´rence recouvre U telle
que G agit dense´ment sur chacun de ces ouverts ;
2. si ϕ : U →֒ C est un home´omorphisme de U sur son image, disons pre´servant
l’orientation et fixant 0, envoyant la dynamique de G sur celle d’un pseudo-
groupe de transformations encore conformes, alors ϕ est conforme ;
3. l’ensemble des points fixe´s par un e´le´ment non trivial de G :
{z0 ∈ U ; ∃g ∈ G, g(z0) = z0 }
est dense dans U .
Les assertions (1), (2) et (3) apparaissent respectivement dans [Shc82a], [Shc84]
et [Shc86]. La preuve de (3) n’apparaˆıt qu’en 1998 dans [SRGOB98].
L’approche nouvelle apporte´e par Isao Nakai dans [Nak94] permet, outre la sim-
plification des de´monstrations des proprie´te´s pre´ce´dentes, de pre´ciser les domaines de
densite´ des orbites :
The´ore`me 3.2.2 (Nakai). — Soit G comme pre´ce´demment. Alors on est dans
l’une des deux situations suivantes :
– il existe une coordonne´e z et un entier p ∈ N∗ tels que l’ensemble Σ = {zp ∈ R}
est invariant par G et G agit dense´ment sur chacune des composantes connexes
de Σ− {0} et de U − Σ (voir Figure 1) ;
– G agit dense´ment sur U∗ := U − {0}.
Dans le premier cas, G est (re´el et) le releve´ par z 7→ zp d’un sous-groupe de Diff(R, 0).
Non seulement cet e´nonce´ nous de´crit de fac¸on on ne peut plus pre´cise les ouverts
de densite´ de (1), mais il nous montre en plus que la situation ge´ne´rique est la densite´
sur U∗.
Les secteurs de U − Σ et les demi-droites de Σ − {0} sont appele´s secteurs et
se´paratrices de Nakai. Il est facile, si l’on revient a` la section 1.5, de voir que la
deuxie`me alternative est ge´ne´rique et ouverte pour la topologie de Krull.
Toutes ces de´monstrations reposent sur l’existence de flots conformes dans
l’adhe´rence G de G pour la topologie de convergence uniforme. La` ou` ces flots sont
transitifs, les orbites de G sont denses.
Notons que les proprie´te´s obtenues sont aussi celles de la dynamique d’un sous-
groupe ge´ne´rique de Ap. En e´tudiant plus pre´cise´ment l’alge`bre de Lie associe´e a` G,
on de´montre le re´sultat suivant (on pose Σ = {0} lorsqu’il n’y a pas de se´paratrice) :
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ϕ
zp
ψ
Figure 1. Les secteurs de Nakai
The´ore`me 3.2.3 (Belliart,Liousse,Loray). — Soit G comme pre´ce´demment.
Alors tout germe f : (C, z0) → (C, z1) d’application conforme entre deux points z0
et z1 appartenant a` une meˆme composante connexe de U − Σ (resp. de Σ − {0}
pre´servant Σ) est approche´ uniforme´ment sur un voisinage V de z0 par une suite
d’e´le´ments ϕn : V → U du pseudo-groupe induit par G sur U .
En d’autres termes, la cloˆture G de G pour la convergence uniforme est, en res-
triction a` chaque secteur, le pseudo-groupe (de dimension infinie) de toutes les trans-
formations conformes. En particulier, cette description tranche de´finitivement avec
la description des dynamiques re´solubles. Une conse´quence imme´diate est qu’aucune
structure ge´ome´trique autre que la structure conforme n’est pre´serve´e par ce type
de dynamique. Par structure ge´ome´trique, on entend ici une forme diffe´rentielle, une
me´trique, un tenseur, etc... Bref, tout objet issu de la ge´ome´trie diffe´rentielle. Une
telle dynamique transverse signifiera pour le feuilletage une forte non inte´grabilite´.
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3.3. Le The´ore`me de de Nakai
Soient f(z) = z + czp+1+ . . . et g(z) = z+ dzq+1+ . . . deux e´le´ments de Diff(C, 0)
avec c, d ∈ C∗, p, q ∈ N∗ et p < q. Conside´rons un pe´tale attractif V pour f et une
coordonne´e de Leau ψ : V →֒ C associe´e. Conside´rons la dynamique induite par g
dans cette coordonne´e (voir Figure 2).
+1 +1 +1 +1
g
f
Figure 2. La dynamique de g dans les coordonne´es trivialisantes de f
Tout d’abord, puisque g est plus tangente a` l’identite´ que f , sa dynamique est plus
lente : au fuˆr et a` mesure que l’on s’approche de l’infini, la dynamique de ψ∗g ralentit
puisque ψ est la coordonne´e dans laquelle l’ordre de grandeur du de´placemet de f est
constant. Aussi, on ve´rifie facilement que :
lim
n→+∞
ψ∗g(w + n)− n = identite´,
ce qui signifie, lorsqu’on retourne dans la variable z de de´part, que :
lim
n→+∞
f◦(−n) ◦ g ◦ f◦n = identite´,
la convergence e´tant uniforme sur le pe´tale V .
Une autre remarque sugge´re´e par la figure 2 est que les “courbes” le long desquelles
se de´place la dynamique de ψ∗g ressemblent a` des droites paralle`les lorsque l’on s’ap-
proche de l’infini dans la direction horizontale. L’ide´e de Nakai est de renormaliser la
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dynamique de g, dans le processus ite´ratif pre´ce´dent, en l’ite´rant d’autant plus que
l’on s’approche de l’infini par f , de fac¸on a` re´cupe´rer par passage a` la limite une
dynamique de translation le long de ces droites paralle`les :
lim
n→+∞
ψ∗g◦kn(w + n)− n = w + α,
pour une suite kn d’entiers positifs ade´quate et une constante de translation α ∈ C∗.
Dans la variable z, ceci signifie que :
lim
n→+∞
f◦(−n) ◦ g◦kn ◦ f◦n = f◦α
ou` f◦α de´signe l’ite´re´e complexe d’ordre α de f sur V . Maintenant, la suite kn est
certainement croissante et on peut espe´rer re´cupe´rer l’ite´re´e complexe d’ordre t.λ,
t ∈ R, par convergence de :
lim
n→+∞
f◦(−n) ◦ g◦[tkn] ◦ f◦n = f◦t.α,
ou` [tkn] de´signe la partie entie`re de tkn. Bien suˆr, dans tout ce que l’on vient de dire, il
faut certainement se restreindre a` un sous-pe´tale Vt de V pour que les approximantes
f◦(−n) ◦ g◦[tkn] ◦ f◦n et la limite f◦tα soient bien de´finies : Vt →֒ V .
Lemme 3.3.1 (Nakai). — Soient f(z) = z + czp+1 + . . . et g(z) = z + dzq+1 + . . .
deux e´le´ments de Diff(C, 0) avec c, d ∈ C∗, 0 < p < q et V un pe´tale attractif de f .
Notons X le ge´ne´rateur infinite´simal de f sur V , α := −pd
(−pc)q/p et kn := n
q
p−1 pour
n ∈ N∗. Alors pour tout T > 0, il existe un sous-pe´tale VT ⊂ V sur lequel, pour tout
t ∈] − T, T [, le flot au temps t du champ de vecteur holomorphe αX est bien de´fini
sur VT , exp(tλX) : VT → V , et approche´ uniforme´ment sur tout compact de VT par
la suite de transformations (bien de´finies pour n suffisamment grand) :
f◦(−n) ◦ g◦[tkn] ◦ f◦n : VT → V
(ou` [tkn] est la partie entie`re de tkn).
De plus, pour T > 0 fixe´, la collection des sous-pe´tales VT lorsque V de´crit les
pe´tales de f est encore un recouvrement d’un voisinage e´pointe´ de l’origine.
De´monstration grossie`re. — On a d’abord l’estimation grossie`re suivante des ite´re´es
f◦n(z) lorsque z appartient a` un compact K ⊂ V du pe´tale :
f◦n(z) = z + nczp+1 + · · · ∼ z
(1− npczp)1/p ∼
1
(−npc)1/p ,
le choix de la racine pie`me de´pendant de la direction du pe´tale. Toutes les orbites
arrivent avec une direction asymptotique au voisinage de laquelle f et g sont les flots
au temps 1 de champs de vecteurs holomorphes X ∼ czp+1∂z et Y ∼ dzq+1∂z. Si ω
de´signe la 1-forme duale de X , alors il vient :
ω(Y ) ∼ d
c
zq−p,
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ce qui signifie que g(z) est comparable a` f◦
d
c z
q−p
(z). En appliquant cette dernie`re
estimation a` f◦n(z), il vient
ω((f◦n)∗Y ) = (f◦n)∗ω(Y ) ∼ d
c
(−npc)1− qp .
Ainsi, (f◦n)∗n
q
p−1Y est de l’ordre de dc (−pc)1−
q
pX et le re´sultat se de´duit en passant
aux exponentielles.
La preuve qui suit consiste essentiellement a` justifier, en travaillant dans la
coordonne´e de Leau ψ associe´e a` f sur V , les approximations faites le long de
la de´monstration pre´ce´dente. Afin d’estimer ψ∗g, il nous faut d’abord estimer ψ
et ψ◦(−1). Pour cela`, remarquons qu’a` une constante additive pre`s, ψ admet la
de´composition :
ψ = ψp,λ ◦ ϕ = Λ λ
2ipip
◦ ψp,0 ◦ ϕ
ou` ϕ est la normalisante sectorielle qui conjugue f a` son mode`le formel exp(Xp,λ) et :
Λλ(w) := w − λ log(w).
Puisque ϕ et ϕ◦(−1) admettent tous deux des de´veloppements asymptotiques, il nous
manque essentiellement l’estimation du :
Lemme 3.3.2. — L’inverse de la transformation Λλ(w) = w − λ log(w), pre`s de
l’infini, est du type :
Λ
◦(−1)
λ (w) = Λ−λ(w) +O(
log(|w|)
|w| ).
De´monstration. — Remarquons tout d’abord que :
|w − λ log(w)|
|w| → 1 quand |w| → +∞.
Ainsi, il existe une constante C > 0 telle que :
|w − Λλ(w)| < C. log(|Λλ(w)|),
ce qui, en composant par Λ
◦(−1)
λ , nous donne une premie`re estimation :
|Λ◦(−1)λ (w)− w| < C. log(|w|).
Maintenant, en de´veloppant Λ−λ ◦ Λλ, il vient :
Λ−λ ◦ Λλ = w + λ log(1− λ log(w)
w
) = z +O(
log(|w|)
|w| )
ce qui, en composant par Λ
◦(−1)
λ , nous donne :
Λ−λ = Λ
◦(−1)
λ +O(
log(|Λ◦(−1)λ |)
|Λ◦(−1)λ |
).
La premie`re estimation de Λ
◦(−1)
λ nous donne le re´sultat.
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Maintenant, un calcul direct nous donne le :
Lemme 3.3.3. — Avec les notations pre´ce´dentes, on a :
ψ∗g(w) = w + α.w1−
q
p + o(|w|1− qp )
et dans la variable w˜ := α−1.wq/p, la dynamique de g est du type :
g˜(w˜) = w˜ + 1 + o(|w˜|0).
Ici et dans toute la suite, o(|z|δ) de´signe, pour δ ∈ R, une fonction arbitraire R(z)
satisfaisant |R(z)| ≤ C.|z|δ−ε pour des constantes C, ε > 0. Dans la variable w˜, on
peut estimer facilement l’ite´re´e N ie`me de g :
Lemme 3.3.4. — Si g˜(w˜) = w˜ + 1 + O( 1|w˜|k/q ), pour un k > 0, alors sur un pe´tale
attractif pour g˜, on a :
|g˜◦N(w˜)− w˜ −N | ≤

C.[(|w˜|+N)1− kq − |w˜|1− kq ] pour k < q
C.[log(1 + N|w˜|)] pour k = q
C.[|w˜|1− kq − (|w˜|+N)1− kq ] pour k > q
pour une constante C > 0. Si, de plus, on ne s’interesse qu’a` des valeurs de N telles
que N|w˜| est uniforme´ment borne´, alors les estimations pre´ce´dentes restent vraies au
voisinage de l’infini et se re´-e´crivent :
g˜◦N(w˜) = w˜ +N +O(
N
|w˜|k/q ).
De´monstration. — Une premie`re estimation grossie`re de´montre´e dans le The´ore`me
de la fleur 2.3.1 est :
|g˜◦N(w˜)| ≥ C.|w˜ +N |
pour une constante C > 0, sur un pe´tale attractif pour g. Maintenant, puisque :
|g˜(w˜)− w˜ − 1| ≤ C.|w˜|−k/q,
on a :
|g˜◦N (w˜)− w˜ −N | ≤ Cte
N−1∑
n=0
(|w˜|+ n)−k/q ≤ Cte
∫ N
0
(|w˜|+ t)−k/qdt
d’ou` les trois estimations, sur tout pe´tale attractif. Si N|w˜| reste borne´, on de´duit dans
les trois cas (k < q, k = q ou k > q) la dernie`re estimation. Elle se montre de la meˆme
manie`re sur un pe´tale re´pulsif de g en de´marrant de l’estimation grossie`re :
|g˜◦N (w˜)| ≥ C.|w˜ −N |.
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Lemme 3.3.5. — De retour dans la variable w, sur le sous-pe´tale VT ⊂ V de´fini
par :
VT := {w ∈ V ; dist(w, ∂V ) > M}
pour un M > 0, les transformations ψ∗g◦[t.kn](w + n) − n sont bien de´finies sur VT
a` valeurs dans V pour tout n >> 0 et tout t ∈]− T, T [ (et donc forment une famille
normale) et satisfont :
ψ∗g◦[t.kn](w + n)− w − n = tα(1 + w
n
)1−
q
p + O(
1
nε
)
pour un ε > 0.
De´monstration. — On utilise des estimations grossie`res pour construire VT . Sur le
pe´tale V , on a |w + n| > R + ϑ.n ou` R = dist(V, 0) et ϑ ∈]0, 1[ est d’autant plus
petit que le pe´tale est ouvert. Dans la variable w˜ := α−1.wq/p, nous allons donc
appliquer la transformation g˜◦N en des points w˜ satisfaisant |w˜| > Cte.nq/p pour des
N < Cte.n
q
p−1 de sorte que N|w˜| va rester borne´ et que le lemme 3.3.4 va s’appliquer.
Dans un premier temps, nous nous contentons du fait que g˜◦N (w˜) est contenu dans
le disque de centre w˜ et de rayon (1 + ε)N . Dans la variable w, ce disque est applati
et son plus grand rayon est donne´ par celui qui se dirige vers w = 0 ; on en de´duit
que ψ∗g◦N(w + n) est contenu dans le disque de centre w + n et de rayon :
R+ ϑ.n− |α|[ (R + ϑ.n)
q/p
|α| −
q
p
(1 + ε)Tn
q
p−1]p/q
qui est visiblement borne´. De plus, pour n >> 0, la borne M est du type (1 +
ε)ϑ1−
q
pT.|α| pour un ε un peu plus grand que celui de de´part. Si le pe´tale V est, dans
la variable w, d’ouverture petite ∼ π, alors la borne M est proche de T.|α| ; si, par
contre, l’ouverture de V est grande ∼ 2π, alors la borne M devient tre`s grande.
Maintenant, en appliquant la dernie`re estimation du Lemme 3.3.4 a` g˜ puis en
revenant dans la variable w, il vient :
ψ∗g◦N (w) = [wq/p + qpαN +O(
N
|w|ε )]
p/q
= w[1 + qpαNw
−q/p +O( N
|w|
q
p
+ε
)]p/q
= w + αNw1−
q
p +O(N |w|1− qp−ε) +O(N2|w|1−2 qp ).
En substituant w := w + n et N := [t.n
q
p−1], il vient :
ψ∗g◦[t.kn](w + n)− w − n = [t.n
q
p
−1
]
n
q
p
−1
α(1 + wn )
1− qp
+ 1nεO((1 +
|w|
n )
1− qp−ε)
+ 1nO((1 +
|w|
n )
1−2 qp ),
ce qui nous donne les estimations finales de´sire´es.
Le lemme 3.3.1 se de´duit imme´diatement du Lemme 3.3.5.
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De´monstration du The´ore`me 3.2.2. — Nous reprenons les notations des sections 1.5
et 2.11 :
Gk = {c ∈ C; ∃g(z) = z + czk+1 + . . . ∈ G} pour k ∈ N∗
et
K = {k ∈ N∗; Gk 6= {0}}.
Supposons d’abord que G ne soit pas conjugue´ a` un sous-groupe de Diff(R, 0). D’apre`s
le Corollaire 2.11.2 , on peut trouver des e´le´ments
f(z) = z + czp+1 + · · · ∈ G et gi(z) = z + dizq+1 + · · · ∈ G, i = 1, 2
avec 0 < p < q, c, d1, d2 6= 0 et d2/d1 6∈ R. En appliquant le Lemme 3.3.1 a` f et
gi, i = 1, 2, on de´duit dans chaque pe´tale attractif V de f deux champs de vecteurs
Xi =
−pdi
(−pc)q/pX , i = 1, 2, dont les flots re´els sont dans l’adhe´rence de G, ou` X est le
ge´ne´rateur infinite´simal de f sur V . Clairement, l’action combine´e de ces deux champs
est transitive sur V ; par suite, les orbites de G sont denses sur V . En remplac¸ant f
par f◦(−1) sur les pe´tales re´pulsifs, on de´duit la densite´ des orbites sur tous les pe´tales,
i.e. sur un voisinage e´pointe´ U∗ de 0.
Supposons maintenant G re´el dans une bonne coordonne´e analytique. Si d =
pgcd(K) > 1, on peut supposer d’apre`s le Corollaire 2.11.1 que G est le releve´ par le
reveˆtement ramifie´ z 7→ zd d’un sous-groupe G˜ ⊂ Diff(R, 0) pour lequel pgcd(K˜) = 1.
Pour terminer la preuve du The´ore`me 3.2.2, il suffit de montrer que G˜ agit avec or-
bites denses sur les composantes connexes de Σ˜ − {0} et U − Σ˜ ou` Σ˜ = R ∩ U . En
effet, on aura alors l’e´nonce´ analogue pour G avec Σ = {zd ∈ R}.
Pour ne pas alourdir inutilement les notations, supposons G re´el et pgcd(K) = 1.
Alors K contient tous les entiers a` partir d’un certain rang et on peut trouver dans
G des e´le´ments
fi(z) = z + ciz
pi+1 + · · · et gi(z) = z + diz2pi+1 + · · · , i = 1, 2
tels que 0 < p1 < p2 = p1 + 1 et ci, di ∈ R∗, i = 1, 2. En appliquant le Lemme
3.3.1 a` fi (resp. f
◦(−1)
i ) et gi, on de´duit que, sur chaque pe´tale de fi, le flot re´el
du ge´ne´rateur infinite´simal Xi = ciz
pi+1∂z + · · · de fi est dans l’adhe´rence de G.
Le lieu de tangence entre les flots de X1 = F1(z)∂z et X2 = F2(z)∂z est donne´ par
F2/F1 ∈ R et est asymptotiquement e´gal a` z ∈ R (dans l’intersection des pe´tales de f1
et f2 ou` ces champs sont de´finis). On de´duit que les champs Xi agissent localement
transitivement en dehors d’une unique courbe re´elle dont l’e´quation, dans chaque
pe´tale, est asymptotique a` ℑ(z) = 0. Cette courbe est a priori analytique dans les
pe´tales et diffe´rentiable en 0. C¸a ne peut eˆtre que Σ = R ∩ U qui est elle meˆme
e´videmment invariante. Enfin, X1 agit transitivement sur les deux composantes de
Σ− {0} ce qui termine la preuve.
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Corollaire 3.3.6. — Soient f et g deux diffe´omorphismes tangents a` l’identite´ et
soit Σ ∈ U∗ une courbe analytique accumulant 0 a` la fois invariante par f et g. Si Σ
n’est pas analytique en 0, alors f et g commutent.
De´monstration. — Il suffit de remarquer que si f et g engendrent un groupe non
abe´lien, alors il est non re´soluble (voir The´ore`me 1.4.1) ce qui contredit l’analyticite´
des courbes invariantes.
Notons que tout germe tangent a` l’identite´ f admet beaucoup de courbes inva-
riantes qui sont analytiques en dehors de 0. Pour en construire une, il suffit de se don-
ner une courbe analytique ferme´e dans une des sphe`res du chaˆpelet que l’on de´roule
dans le pe´tale correspondant.
3.4. Cloˆture topologique d’un pseudo-groupe et pseudo-alge`bre de Lie
Nous introduisons maintenant le concept de cloˆture topologique G d’un pseudo-
groupe ge´ne´ral G et du faisceau A d’alge`bres de Lie associe´ ge´ne´ralisant les flots
de Nakai afin de pousser plus loin la description des dynamiques non re´solubles.
Rappelons d’abord la de´finition ge´ne´rale d’un pseudo-groupe.
3.4.1. Pseudo-groupes. — Un pseudo-groupe sur une varie´te´ complexeM est une
collection
G = {ϕi : Ui → Vi}i∈I
de diffe´omorphismes holomorphes ϕ : U → V entre ouverts U, V ⊂ M de M satisfai-
sant :
– l’identite´ id : U → U appartient a` G pour tout ouvert U ⊂M ;
– si (ϕ : U → V ) appartient a` G, alors son inverse de´fini par (ϕ−1 : V → U)
appartient aussi a` G ;
– si (ϕ : U → V ) et (ψ : V → W ) appartiennent a` G, alors leur composition
(ψ ◦ ϕ : U →W ) appartient aussi a` G ;
– si (ϕ : U → V ) appartient a` G, alors ses restrictions a` tout ouvert U ′ ⊂ U ,
(ϕ|U ′ : U ′ → ϕ(U ′)), appartiennent aussi a` G ;
– un diffe´omorphisme ϕ : U → V entre ouverts de M appartient a` G de`s que ses
restrictions ϕ|Uj : Uj → ϕ(Uj) appartiennent a` G pour un recouvrement ouvert
U = ∪j∈JUj (non ne´cessairement fini).
Grosso-modo, la diffe´rence principale entre un pseudo-groupe et un groupe est que
l’on ne peut composer deux e´le´ments que lorsque l’image du premier co¨ıncide avec le
domaine de de´finition du second : la loi de composition est partielle. En particulier,
il y a autant de´le´ment neutre (l’identite´) que d’ouverts dans M .
L’orbite d’un point z0 ∈M par un pseudo-groupeG surM est l’ensemble des points
z ∈M tels qu’il existe un e´le´ment ϕ : U → V dans M avec z0 ∈ U et ϕ(z0) = z.
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L’intersection de pseudo-groupes est un pseudo-groupe et on peut parler du pseudo-
groupe engendre´ sur M par une collection de transformations
G =< ϕi : Ui → Vi >i∈I
(en particulier par plusieurs pseudo-groupes sur M). On peut aussi restreindre un
pseudo-groupe a` un ouvert U ⊂M juste en ne conside´rant que les e´le´ments de G qui
agissent dans U .
Le pseudo-groupe trivial surM est la collection des applications identite´ sur les ou-
verts U deM ; c’est le plus petit pseudo-groupe surM . Le plus gros, note´ Diff(M), est
le pseudo-groupe de toutes les diffe´omorphismes holomorphes ϕ : U → V entre ouverts
de M ; les autres pseudo-groupes sont entre les deux. Par exemple, un groupe G de
diffe´omorphismes holomorphes surM de´finit un pseudo-groupe surM en conside´rant
la restriction de ses e´le´ments a` tous les ouverts U ⊂M .
Le flot d’un champ de vecteur holomorphe X (non ne´cessairement complet) sur
M de´finit un pseudo-groupe : a` chaque chemin γ : [0, 1] → C, γ(0) = 0, on peut
associer le flot φγ : U → V obtenu en inte´grant le champ X le long de γ. Ici, Uγ
est l’ensemble des points de M pour lesquels on peut effectivement inte´grer ; pour γ
suffisamment proche de 0, le domaine de de´finition Uγ est non vide. Les applications
φγ engendrent un pseudo-groupe non trivial sur M qui ne de´pend que de X . On
peut aussi conside´rer le sous-pseudo-groupe de´finit par le flot re´el de X obtenu en se
restreignant aux chemins γ : [0, 1]→ R.
Les pseudo-groupes apparaissent naturellement en ge´ome´trie diffe´rentielle comme
collection de diffe´omorphismes pre´servant une structure ge´ome´trique donne´e telles
qu’une me´trique, une forme diffe´rentielle, un tenseur, etc...
On peut associer a` un pseudo-groupe G sur M le groupo¨ıde de germes associe´, a`
savoir la collection {ϕ : (M,p)→ (M, q)} de tous les germes de diffe´omorphismes entre
points p, q ∈ M induits par les e´le´ments de G. Cet objet est ferme´ pour l’inversion
et la composition ; inversement, tout groupo¨ıde de germes de´finit un unique pseudo-
groupe que l’on de´duit en recollant les germes. Il est quelque fois moins lourd de
travailler avec ce dernier objet, ne serait-ce que pour e´viter de trainer les proprie´te´s
de restriction et recollement.
3.4.2. Cloˆture topologique d’un pseudo-groupe. — Un diffe´omorphisme φ :
U → V entre deux ouverts deM est limite topologique d’une suite de diffe´omorphismes
φn : U → Vn, n ∈ N, si, pour tout compactK ⊂ U , la suite des applications restreintes
φn converge uniforme´ment sur K vers φ lorsque n→∞. La cloˆture topologique G d’un
pseudo-groupe G sur M est l’adhe´rence topologique de G au sens pre´ce´dent, c’est a`
dire la collection de toutes les limites possibles de suites d’e´le´ments de G. Alors G est
presque un pseudo-groupe : seul le dernier axiome de recollement n’est pas satisfait.
Dans la suite, on notera encore G le pseudo-groupe engendre´, c’est a` dire dont les
e´le´ments sont obtenus en recollant ceux obtenus dans l’adhe´rence de G et par cloˆture
3.4. CLOˆTURE TOPOLOGIQUE D’UN PSEUDO-GROUPE ET PSEUDO-ALGE`BRE DE LIE 91
topologique de G, on de´signera plutoˆt le pseudo-groupe G. On dira que G est ferme´
lorsque G = G, et qu’il est discret si toute suite convergente est stationnaire.
On peut munir Diff(M) d’une structure de pseudo-groupe topologique de telle sorte
que G soit la cloˆture de G dans Diff(M) pour cette topologie. Pour cela, on de´finit
d’abord une exhaustion d’un ouvert U ⊂M par des compacts comme e´tant une suite
croissante de compacts
K0 ⊂ K1 ⊂ · · · ⊂ Kn ⊂ Kn+1 ⊂ · · · ⊂ U
satisfaisant U = ∪n∈NKn et, pour tout compact K ⊂ U , K ⊂ Kn pour n >> 0.
Maintenant, fixons une me´trique d sur M . E´tant donne´ un e´le´ment φ : U → V ,
choisissons des exhaustions de U , Kn ⊂ U , et de son comple´mentaire, K ′n ⊂ M \ U ,
par des compacts puis notons Un = M \ K ′n. Alors une base de voisinages de φ est
donne´e par
V0 := Diff(M) ⊃ V1 ⊃ V2 ⊃ · · · ⊃ {φ : U → V }
ou` Vn(φ) est de´fini, pour n ∈ N∗, comme l’ensemble{
φ′ : U ′ → V ′ ; Kn ⊂ U ′ ⊂ Un et sup
p∈Kn
d(φ′(p), φ(p)) ≤ 1/n
}
.
La topologie ainsi engendre´e sur Diff(M) est Hausdorff (se´pare´e) et on ve´rifie aise´ment
que la composition et le passge a` l’inverse sont continues.
Notons que deux e´le´ments de Diff(M) qui se de´duisent l’un de l’autre par pro-
longement analytique sont automatiquement connexes par arcs pour cette topologie.
En particulier, on peut parler de la composante connexe de l’identite´ pour n’importe
quel pseudo-groupe G sur M ; par exemple, G est discret si sa composante neutre est
triviale.
Remarque 3.4.1. — L’adhe´rence de l’orbite Orb(z) d’un point z par G contient
certainement l’orbite de z sous l’action de G. En particulier, si le groupe G n’est pas
discret, l’orbite ge´ne´rique ne le sera pas non plus. En effet, l’ensemble des points fixe´s
par un e´le´ment non trivial deG est de´nombrable ; si une orbite Orb(z) ne rencontre pas
de tels points, alors l’action de G sur Orb(z) est “libre” et toute suite ϕn : Vn → U
de G convergeant vers l’identite´ va induire une suite ϕn(z) non stationnaire dans
Orb(z) convergeant vers z. Attention, la re´ciproque est fausse : les sous-groupes non
line´arisables de Diff(C, 0) de type (Lin)ex, (Eucl)ex ou (Aff)ex (voir section 3.1)
engendrent des pseudo-groupes discrets dont les orbites ne le sont pas...
3.4.3. Pseudo-alge`bre de Lie d’un pseudo-groupe ferme´. — E´tant donne´ un
champ de vecteur holomorphe X de´fini sur un ouvert U ⊂ M , on peut de´finir son
flot re´el φt : Ut → U en inte´grant le champ de vecteur re´el sous-jacent. Par exemple,
dans le cas U ⊂ C, le flot re´el du champ de vecteur X = f(z)∂z sur U est obtenu en
inte´grant le champ de veceteur re´el ℜ(f(x+ iy)) ∂∂x − ℑ(f(x + iy)) ∂∂y ou` z = x + iy.
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En ge´ne´ral, le domaine de de´finition Ut de φ
t
X est un ouvert strict de U de`s que t 6= 0
et devient vide pour |t| >> 0. Un tel flot est continu pour la topologie pre´ce´dente.
E´tant donne´ un pseudo-groupe G sur M , conside´rons, pour tout ouvert U ∈M , la
collection
A(U) = {X ∈ X (U); (φtX : Ut → U) ∈ G pour tout t ∈ R}
de champs de vecteurs holomorphes X sur U ⊂ M dont le flot re´el est entie`rement
contenu dans G. Bien suˆr, il suffit que le flot aux temps t ∈]− ε, ε[ soit contenu dans
G pour qu’il le soit pour tout t ∈ R. On peut ve´rifier que A est un sous-faisceau
du faisceau X des champs de vecteurs holomorphes sur M et qu’il est invariant sous
l’action de G : tout ϕ : U → V dans G induit un isomorphisme par conjugaison
ϕ∗ : A(V )→ A(U) ; X 7→ ϕ∗X.
C’est un fait classsique que si G est topologiquement ferme´, alors A est un faisceau
d’alge`bres de Lie re´elles (pour le crochet de Lie {X,Y } sur les champs de vecteurs)
et est aussi ferme´e pour la convergence uniforme sur les compacts. Ceci de´coule des
formules
ϕtX = ϕ
t
X , ϕX+Y = lim
n→+∞
(
ϕ
1/n
X ◦ ϕ1/nY
)n
et ϕ{X,Y } = lim
n→+∞
(
ϕ
1/n
X ◦ ϕ1/nY ◦ ϕ−1/nX ◦ ϕ−1/nY
)n2
de´rive´es de la formule de Campbell-Hausdorff a` l’ordre 2 :
ϕX ◦ ϕY = ϕX+Y+ 12{X,Y }+o(XY ).
L’alge`bre de Lie n’est bien suˆr que re´elle comme le montre l’exemple des pseudo-
groupe d’isome´tries de la sphe`re, du plan Euclidien ou du disque de Poincare´.
Notons G le pseudo-groupe engendre´ sur M par les flots re´els des e´le´ments de A.
Clairement, G est contenu dans la composante neutre G0 de G. Par contre, il se peut
que G 6= G0, et en particulier que G0 soit non trivial (G non discret) et pourtant G
soit re´duit a` 0 en un point donne´. Par action de A sur M , nous entendrons l’action
de G.
Remarque 3.4.2. — L’adhe´rence de l’orbite Orb(z) d’un point z par G contient
certainement l’orbite de z sous l’action de G.
Remarque 3.4.3. — Le The´ore`me de Nakai (ou plutoˆt le Lemme 3.3.1) nous dit
que l’alge`bre de Lie A du pseudo-groupe induit par un sous-groupe non re´soluble
G ⊂ Diff(C, 0) est non triviale en tout point d’un voisinage e´pointe´ (et meˆme de
dimension infinie comme nous allons le voir).
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3.4.4. Pseudo-groupes ferme´s de dimension infinie en dimension 1. — La`
ou` l’alge`bre de Lie A de G est non triviale, on a une description pre´cise des orbites de G
et donc de G, et par suite de l’adhe´rence des orbites de G : ce sont localement des sous-
varie´te´ analytiques re´elles de dimension 0, 1 ou 2. Notons que A est invariante sous
l’action de G et est en ce sens constante le long des orbites. Par ailleurs, puisqu’elle est
invariante sous l’action de G, ce dernier pre´serve les orbites de G. Par exemple, lorsque
A est de dimension 1, les orbites de G sont les feuilles d’un feuilletage analytique re´el
au voisinage d’un point ge´ne´rique ; au voisinage d’un point fixe, on est ramene´ aux
mode`les de la Proposition 1.1.3. Rappelons que dans ce cas, les orbites de dimension
1 ne sont en ge´ne´ral pas analytiques au voisinage des points fixes. Par contre, de`s que
l’alge`bre de Lie est de dimension plus grande (par exemple non abe´lienne), on a :
Proposition 3.4.4. — Soit G un pseudo-groupe ferme´ sur un ouvert U de C. On
suppose que son alge`bre de Lie A(U) est de dimension re´elle ≥ 2 sur U . Alors il existe
un sous-ensemble analytique re´el Σ ⊂ U de dimension 1 et un sous-ensemble discret
de points E ⊂ U tels que
– chaque composante connexe de U − Σ est une orbite de dimension 2 pour G,
– chaque composante connexe de Σ− E est une orbite de dimension 1 pour G,
– chaque point de E est fixe pour G.
Au voisinage d’un point fixe z0, dans une coordonne´e locale z convenable, Σ est donne´
par Σ = {zp ∈ R} (et z0 = 0).
Notons que G, quant a` lui, permute les orbites de meˆme dimension.
De´monstration. — E´tant donne´ deux e´le´ments X,Y ∈ A(U) dont les flots re´els sont
tangents en 0, X = f(z)∂z et Y = g(z)∂z, alors le lieux de tangence entre ces deux
flots sur U est donne´ par {(f(z)/g(z)) ∈ R}. A` permutation pre`s de f et g, la fonction
(f(z)/g(z)) est holomophe en 0 et prend la forme zp pour un p ∈ N∗ dans une bonne
coordonne´e. Alors Σ se de´duit en effac¸ant de {zp ∈ R} les branches non invariantes
par X ou Y .
Le long d’une orbite ouverte (de dimension 2 re´elle), l’alge`bre de Lie est de´crite
localement par le The´ore`me de Lie : si elle est de dimension finie, c’est une sous-alge`bre
de Lie re´elle d’un des mode`les locaux donne´s par le The´ore`me 1.1.1. Lorsqu’elle est
de dimension infinie, on a le :
Proposition 3.4.5. — Soit G un pseudo-groupe sur un ouvert U de C dont l’alge`bre
de Lie A(U) est de dimension infinie . Alors en restriction a` toute orbite de dimension
2, A = X est le faisceau d’alge`bres de Lie de tous les champs de vecteurs holomorphes
sur U et G = Diff(U) est le pseudo-groupe de toutes les transformations conformes
dans U .
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Le long d’une orbite de dimension 1, disons (Σ, z0) = (R, 0), (A, 0) = X (R, 0) est
l’alge`bre des germes de champs de vecteurs re´els et G est engendre´ par Diff(R, 0) et
par les translations re´elles au voisinage de Σ.
De´monstration. — Puisque A est un faisceau localement constant le long de l’orbite
U , il suffit de montrer que (A, p) = (X , p) au voisinage d’un point p ∈ U , disons p = 0
pour simplifier. Par hypothe`se, il existe au moins 3 e´le´ments de (A, 0) de la forme
X = ∂z + · · · , Y = i∂z + · · · et Z = αzp+1∂z + · · · , α ∈ C∗, p >> 0
(X et Y pour la transitivite´ et Z pour la dimension infinie). Alors il vient
{X,Z} = αzp∂z + · · · et {Y, Z} = iαzp∂z + · · · ;
ainsi, pour tout c ∈ C∗, (A, 0) contient un e´le´ment de le forme czp∂z + · · · . En
re´ite´rant l’argument pre´ce´dent, on de´duit, pour tout c ∈ C∗ et tout k = 0, 1, · · · , p,
un e´le´ment de la forme czk∂z+ · · · ∈ (A, 0) ; puisque p peut eˆtre choisi arbitrairement
grand, l’assertion pre´ce´dente vaut pour tout k ∈ N. En particulier, (A, 0) contient
un e´le´ment de la forme z∂z + · · · qui se line´arise dans une bonne coordonne´e ; alors
G contient son flot et en particulier la contraction ϕ(z) = z/2 sur un disque Dε
centre´ en 0. E´tant donne´s deux e´le´lments X = αzk∂z · · · de A, la suite d’e´le´ments
Xn := 2
n(k−1)(ϕn)∗X est bien de´finie sur Dε pour n >> 0 suffisamment grand et tend
vers le champ de vecteur monomialX∞ = αzk∂z sur Dε. PuisqueA(Dε) est ferme´e par
convergence uniforme, elle contient tous les champs de vecteurs monomiaux αzk∂z ,
et par suite, tous les champs de vecteurs holomorphes
∑∞
k=0 αkz
k∂z qui convergent
sur Dε. A fortiori, tout champ de vecteur de´fini sur un disque plus petit est aussi
uniforme´ment approche´ par les e´le´ments de A et donc appartient a` (A, 0).
Lorsque l’on est sur Σ = R, c’est la meˆme preuve en remarquant pre´alablement
que (A, 0) ⊂ X (R, 0).
De´monstration du The´ore`me 3.2.3. — Au vu du The´ore`me 3.2.2 et de la Proposition
pre´ce´dente, il suffit de remarquer que l’alge`bre de Lie (A, z0) est de dimension infinie
en tout point z0 ∈ U∗ suffisamment proche de 0. Quitte a` diminuer U , tout point
z0 ∈ U est contenu a` la fois dans un pe´tale V de f et un pe´tale W de g. Soient X
et Y les ge´ne´rateurs infinite´simaux respectifs de f et g sur ces pe´tales. Le lemme
de Nakai permet de construire le flot re´el de αX au voisinage de z0 comme limite
uniforme d’e´le´ments de G. Maintenant, en re´appliquant le lemme de Nakai a` g(z) =
z + dzq+1 + . . . et [f, g](z) = z + cd(q − p)zp+q+1 + . . ., on re´cupe`re le flot re´el de
βY au voisinage de z0. L’alge`bre de Lie engendre´e par αX et βY est bien suˆr de
dimension infinie puisque l’alge`bre de Lie formelle engendre´e par les de´veloppements
asymptotiques de X et Y a` l’origine l’est.
Corollaire 3.4.6. — Soit G le pseudo-groupe induit sur U par un sous-groupe non
re´soluble de Diff(C, 0). Alors l’ensemble des points fixes attractifs
{z ∈ U ; ∃g ∈ G, g(z) = z et |g′(z)| < 1}
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est dense dans U . En particulier, la seule mesure de probabilite´ sur U qui soit inva-
riante par G est la masse de Dirac en 0.
De´monstration. — En tout point z0 ∈ U∗, la contraction line´aire ϕ(z) = z0 + z−z02
est approche´e uniforme´ment sur un voisinage V de z0 par une suite d’e´le´ments gn de
G. Pour n >> 0, gn admet un point fixe zn dans U d’apre`s le The´ore`me de Rouche´
et sa de´rive´e g′n(zn) est proche de 1/2 ce qui de´montre la premie`re assertion. On peut
meˆme choisir un recouvrement de U∗ par de tels V de sorte que tout point de U∗ se
trouve dans le bassin d’attraction d’une contraction de G. Si une mesure G invariante
a du support dans U∗, alors elle va charger au moins un point fixe attractif ; comme
son orbite sous G est infinie (The´ore`me de Nakai), la mesure est infini.
Des re´sultats de Shcherbkov, il nous reste a` de´montrer que toute conjugaison to-
pologique entre dynamiques re´solubles est conforme.
De´monstration du The´ore`me 3.2.1, (2). — Soit ψ : U → C un home´omorphisme
conjugant G a` un pseudo-groupe conforme ψ∗G = G˜. Alors ψ est diffe´rentiable sur
les secteurs de Nakai.
En effet, ψ conjugue les adhe´rences respectives de G et de G˜ et par suite les alge`bres
de Lie associe´es A et A˜. En un point z0 ∈ U − Σ, on peut trouver deux champs de
vecteurs X,Y ∈ A transverses parame´trant le voisinage de z0 par
φ : (R2, 0)→ (U, z0) ; (t, s) 7→ exp(tX) ◦ exp(sY )(z0).
Les images X˜ et Y˜ par ψ permettent de parame´trer le voisinage de ψ(z0) par une
application diffe´rentiable φ˜ ; par construction, ψ = φ˜ ◦ φ◦(−1) est diffe´rentiable en z0.
Si l’on tire en arrie`re par ψ la structure conforme standart, invariante par G˜, on
obtient une structure quasi-conforme sur U−Σ invariante par G. Elle est par exemple
donne´e par un champ d’ellipses diffe´rentiable. Si c’est la structure conforme standart,
alors ψ est conforme sur U − Σ ; puisqu’elle est continue sur U , elle est conforme sur
U . Si ce n’est pas la structure standart, lors les ellipses ne sont pas des cercles et leur
rayon maximal induit un champ de droites re´elles invariant par G. Par un argument
similaire a` la preuve du Corollaire 3.4.6, l’ensemble
{z ∈ U ; ∃g ∈ G, g(z) = z et g′(z) 6∈ R}
est dense dans U −Σ ce qui contredit l’existence d’un champ de droites invariant (de
support non vide).
Exemple 3.4.7. — Comme nous l’avons vu dans la section 1.6, le sous-groupe G ⊂
Diff(C, 0) engendre´ par
f(z) = z/(1− z) et g(z) = z/(1− 2z2)1/2
est libre de rang 2. En particulier, il est non re´soluble et, d’apre`s le The´ore´me 3.2.3,
son alge`bre de Lie A est de dimension finie en tout point du voisinage e´pointe´ U∗.
Par ailleurs, f , g, leurs inverses et en fait tous les e´le´ments de G sont des se´ries a`
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coefficients entiers, i.e. appartiennent a` Z[[z]]. En particulier, aucun flot ne peut eˆtre
approche´ par les e´le´ments de G au voisinage de 0 et l’alge`bre de Lie A est triviale en 0.
On peut montrer (voir [LR03], p.160) que G n’est pas discret en 0 : il existe une suite
d’e´le´ments gn ∈ G de´finis sur un meˆme voisinage de 0 et convergeant uniforme´ment
vers l’identite´ sur ce voisinage. En fait, le contact de gn a` l’identite´ tend vers l’infini
lorsque n→∞.
3.5. Cloˆture de Malgrange
Les dynamiques (Lin), (Eucl) et (Aff) de´crites dans la section 3.1 sont des
exemples de pseudo-groupes admettant une structure ge´ome´trique invariante : ils
laissent invariante une forme diffe´rentielle ω ou la multiplient par une constante ;
dans la coordonne´e w =
∫
ω, la dynamique devient une dynamique de translations ou
de transformations affines de la droite. Nous avons traite´ le cas line´aire diffe´remment
du cas euclidien en pre´fe´rant la coordonne´e donne´e par z = ew qui a le me´rite d’eˆtre
re´gulie`re en 0. Dans les autres cas, la structure ge´ome´trique donne´e par la coordonne´e
w n’est pas de´finie en 0 puisque ω y a un poˆle ; elle peut meˆme eˆtre multiforme, i.e.
avoir une monodromie non triviale autour de 0, dans le cas (Eucl) (voir Remarque
3.1.16). Comme nous le verrons dans la seconde partie, la pre´sence d’une inte´grale
premie`re explicite (quadrature de Liouville) pour le feuilletage entraine l’existence
d’une structure ge´ome´trique invariante pour son pseudo-groupe transverse, de´finie sur
un ouvert de Zariski. Cependant, les inte´grales premie`res construites dans l’exemple
3.1.19 ne consuident pas a` des inte´grales premie`res raisonables : leur croissance est trop
forte et ne peuvent provenir d’une quadrature de Liouville. Dans [Mal01, Mal02],
Bernard Malgrange propose une de´finition de groupo¨ıde de Galois d’un feuilletage
s’inspirant de la The´orie de Galois Diffe´rentielle classique e´labore´e par Kolchin pour
les e´quations diffe´rentielles line´aires. Ce groupo¨ıde apparaˆıt grosso-modo comme la
cloˆture de Zariski du pseudo-groupe d’holonomie du feuilletage pour une topologie
mixte analytique/alge´brique de´finie sur les espaces de jets sur lesquels le pseudo-
groupe agit. Le groupo¨ıde obtenu est comparable au groupe de Galois de l’e´quation
diffe´rentielle non line´aire de´finie pre´ce´demment par Umemura dans un cadre plus
ge´ne´ral dans [Ume96].
De l’e´tude mene´e par Guy Casale dans [Cas05] pour les feuilletages de codimension
1, il ressort que le feuilletage admet une inte´grale premie`re explicite (en un sens un
peu plus ge´ne´ral que la quadrature de Liouville) si et seulement si le groupo¨ıde de´fini
par Malgrange est de dimension transverse finie ≤ 3 ; sinon, le groupo¨ıde est maximal
(de dimension transverse infinie) e´gal au pseudo-groupe de toute les transformations
holomorphes sur la varie´te´ supportant le feuilletage.
Par restriction sur les transversales, le groupo¨ıde de Malgrange de´finit encore un
pseudo-groupe ferme´ pour la meˆme topologie qui contient en particulier la cloˆture du
pseudo-groupe transverse. La description locale des pseudo-groupes de dimension 1
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ferme´s pour la topologie de Malgrange est faite dans [Cas04]. Le but de cette section
n’est certainement pas de refaire ce qui est de´ja` tre`s bien e´crit dans [Cas04], mais
d’exposer les re´sultats en donnant des ide´es de de´monstration sans vraiment donner la
de´finition de Malgrange qui de´passe le cadre de notre expose´. Nous nous contenterons
d’une ide´e de de´finition et de quelques proprie´te´s qui nous permettront, a` moindre
mal, de retrouver la classification de [Cas04].
On appellera pseudo-groupe de Lie sur un ouvert U ⊂ C tout pseudo-groupe G
qui est localement de´fini par des e´quations diffe´rentielles de la forme suivante. Pour
toute coordonne´e locale (z, w) sur V ×W , les e´le´ments de G sont les solutions locales
w = ϕ(z) d’une collection d’e´quations diffe´rentielles de la forme
f(z, w,w′, w′′, . . . , w(n)) = 0 ou` P ∈ OV×W [w1, . . . , wn].
Dans [Mal01, Cas04], l’ensemble de ces e´quations forme un faisceau d’ide´aux In sur
chaque espace de jets OV×w[w1, . . . , wn, . . .] satisfaisant en outre un certain nombre
de proprie´te´s (In est cohe´rent, re´duit, diffe´rentiel,...) qui assureront par exemple que
l’intersection de pseudo-groupes de Lie est encore un pseudo-groupe de Lie, etc...
Maintenant, un pseudo-groupe G (non ne´cessairement de Lie) sur U e´tant donne´,
sa cloˆture G
Lie
est le plus petit pseudo-groupe de Lie sur U contenant G. De cette
de´finition, nous retiendrons :
le pseudo-groupe G
Lie
contient toutes les transformations locales w = ϕ(z) dans U
qui satisfont a` toutes les e´quations diffe´rentielles f(z, w,w′, w′′, . . . , w(n)) = 0 satis-
faites par les e´le´ments de G.
Proposition 3.5.1. — Tout pseudo-groupe de Lie G sur U est ferme´ pour la topo-
logie de convergence uniforme de´finie dans la section 3.4.2.
Ainsi, la cloˆture de Lie G
Lie
d’un pseudo-groupe G contient sa cloˆture topologique
G.
De´monstration. — Soit une suite ϕn : V → U d’e´le´ments de G tend vers ϕ : V → U
sur tout compact. Pour chaque e´quation diffe´rentielle de´finissant G, ϕn est solution
et donc ϕ aussi.
Corollaire 3.5.2. — Soit G ⊂ Diff(C, 0) un sous-groupe non re´soluble et notons en-
core G le pseudo-groupe induit sur un voisinage U de 0 par un syste`me de ge´ne´rateurs.
Alors, quitte a` diminuer U , on a G
Lie
= Diff(U), le pseudo-groupe de toutes les trans-
formations conformes dans U .
De´monstration. — Puisque G contient Diff(V ) pour chaque secteur de Nakai V ,
tous ses e´le´ments ne peuvent satisfaire simultane´ment une e´quation diffe´rentielle
me´romorphe f(z, w,w′, w′′, . . . , w(n)) = 0 non triviale au voisinage de 0.
L’argument pre´ce´dent s’applique aussi bien pour tout pseudo-groupe en dimension
1 dont l’alge`bre de Lie est de dimension infinie.
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Il est inte´ressant de voir G
Lie
comme limite inductive de cloˆtures de Zariski des
releve´s de G dans les espaces de jets. Conside´rons le pseudo-groupe Diff(U) de tous
les diffe´omorphismes entre ouverts de U et notons J∞Diff(U) le groupo¨ıde de germes
induit
J∞Diff(U) = {ϕ : (U, z)→ (U,w) ; z, w ∈ U avec ϕ inversible} .
Cet ensemble peut eˆtre vu comme un fibre´ analytique localement trivial sur U × U
(donne´ par la projection (ϕ : (U, z)→ (U,w)) 7→ (z, w)) de fibre Diff(C, 0). En effet,
dans des coordonne´es locales (z, w) sur V ×W , ce fibre´ est localement de´fini par
J∞Diff(V,W ) = {ϕ(z + t) = w + ϕ˜(t) ; ϕ˜ ∈ Diff(C, 0)} .
On de´finit l’espace JkDiff(U) des jets d’ordre k ∈ N comme e´tant l’ensemble des
classes d’e´quivalence pour la relation qui identifie les germes (C, z) → (C, w) qui
co¨ıncident a` l’ordre k ; dans les coordonne´es locales, JkDiff(V,W ) est donne´ par{
w +
k∑
l=1
al(z + t)
l ; (z, w) ∈ V ×W, al ∈ C, a1 6= 0
}
.
Aussi, JkDiff est un fibre´ localement trivial sur U × U dont la fibre est le groupe
alge´brique JkDiff(C, 0) de dimension k. On a les projections canoniques ϕ 7→ Jkϕ
J∞Diff(U)→ Jk+1Diff(U)→ JkDiff(U)→ J0Diff(U) = U × U.
De plus, tout JkDiff(U) est e´quippe´ de la structure de groupo¨ıde de J∞Diff(U) : pour
tout ϕ, ψ ∈ J∞Diff(U), on a (Jkϕ)◦(Jkψ) := Jk(ϕ◦ψ), de`s que la composition ϕ◦ψ a
un sens. Tout pseudo-groupeG sur U induit un sous-groupo¨ıde JkG ⊂ JkDiff(U) pour
tous k ∈ N∪{∞}. Les e´quations diffe´rentielles de´finissant les pseudo-groupes de Lie se
rele`vent comme fonctions sur les jets d’ordre suffisamment e´leve´. Plus pre´cise´ment, les
fonctions obtenues OJkDiff(U) = OU×U [a1, . . . , ak] sont analytiques dans la direction
horizontale et polynomiales dans les fibres. De ce point de vue, la cloˆture G
Lie
d’un
pseudo-groupe G sur U contient tous les diffe´omorphismes ϕ ∈ Diff(U) dont les jets
Jkϕ sont dans la cloˆture de Zariski de JkG (pour la classe de fonctions OJkDiff(U)
ci-dessus) pour tous k >> 0 suffisamment grands.
Des proprie´te´s sur les ide´aux diffe´rentiels In de´finissant le pseudo-groupe de Lie
G, on montre que son alge`bre de Lie A est de´finie par des e´quations diffe´rentielles
me´romorphes line´aires (voir [Mal01] ou [Cas04]). C’est une alge`bre de Lie de champs
de vecteurs sur U comparable a` celle de´finie dans la section 3.4.3 a` ceci pre`s qu’elle est
toujours complexe. De`s qu’elle n’est pas triviale, elle est transitive et donc homoge`ne
sur un ouvert de Zariski (complexe) de U . Sa dimension est donc 0, 1, 2 ou 3 d’apre`s
le The´ore`me de Lie.
Exemple 3.5.3. — Le pseudo-groupe G des transformations qui laissent invariante
une fonction me´romorphe f : U → C est un pseudo-groupe de Lie de´fini par l’e´quation
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diffe´rentielle d’ordre 0
(12) f(ϕ)− f(z) = 0.
Guy Casale montre dans [Cas04] que tout pseudo-groupe de dimension 0 est de cette
forme.
Exemple 3.5.4. — Le pseudo-groupe G des transformations qui laissent invariante
une 1-forme me´romorphe ω sur U est un pseudo-groupe de Lie de dimension 1.
E´crivons ω = α(z)dz (dans une coordonne´e locale z) et notons que les e´le´ments
de G sont les solutions de l’e´quation diffe´rentielle ϕ∗ω = ω, i.e.
(13) α(ϕ) · ϕ′ − α(z) = 0.
Dans la variable w = ψ(z) =
∫ z
0 α(ζ)dζ, de´finie localement au moins en dehors des
poˆles de α, la dynamique de G se redresse sur la dynamique des translations et on
retrouve l’e´quation d’Abel :
ψ ◦ ϕ = ψ + t, t ∈ C.
En particulier, les mode`les locaux abe´liens de la section 3.1
(Lin) {ϕ(z) = az ; a ∈ C∗}
et
(Eucl) {ϕ = a · exp(tXp,λ) ; t ∈ C∗, ap = 1}, p ∈ N∗, λ ∈ C,
sont des exemples de pseudo-groupes de Lie de dimension 1 au voisinage de 0. Au
voisinage d’un ze´ro de ω, disons ω = d(zp), p > 1, le pseudo-groupe G est donne´ par
{ϕ(z) = a(zp + t)1/p ; t ∈ C∗, ap = 1} ;
notons alors que les seuls e´le´ments de G de´finis en 0 sont les rotations ϕ(z) = az,
ap = 1, et la dimension de G chute en 0.
Remarque 3.5.5. — En tirant en arrie`re le pseudo-groupe de translations w 7→ w+t
par l’application w = ψ(z) = zλ avec λ ∈ C∗, on de´finit un pseudo-groupe G sur U∗ :
c’est le pseudo-groupe des transformations qui laissent invariante l’une ou l’autre des
de´terminations de la 1-forme ω = dψ = λzλ−1dz, ou encore c’est le flot complexe
du champ de vecteur X = 1zλ−1 ∂z. En ce sens, G est un pseudo-groupe de Lie de
dimension 1 sur U∗. En ge´ne´ral, G ne se prolonge pas en un pseudo-groupe de Lie au
sens de Malgrange en 0. En fait, l’e´quation de´finissant G
(ϕ)λ−1 · ϕ′ = zλ−1
n’est me´romorphe ni en ϕ, ni en z ; cependant, pour λ = pq ∈ Q∗, on re´cupe`re une
e´quation me´romorphe en e´levant la dernie`re a` la puissance q :
(14) α(ϕ) · (ϕ′)q − α(z) = 0, q ∈ N∗
ou` α(z) = zp−q. En fait, l’e´quation pre´ce´dente avec α me´romorphe quelconque de´finit
un pseudo-groupe de Lie G pour lequel la coordonne´e euclidienne ψ est de la forme
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ψ(z) = zp/qu(z) ou` u(z) est holomorphe avec u(0) = 1 de`s que q > 1 ; il est alors facile
de voir que ψ = zp/q apre`s changement de coordonne´e conforme et le pseudo-groupe
G est celui pre´ce´demment construit.
Exemple 3.5.6. — Le pseudo-groupe G des transformations qui pre´servent le C-
espace vectoriel engendre´ par une 1-forme me´romorphe ω sur U est un pseudo-groupe
de Lie. En effet, les e´le´ments de G satisfont ϕ∗ω = aϕ · ω, aϕ ∈ C∗ ; en passant a` la
de´rive´e logarithmique, on re´cupe`re l’e´quation diffe´rentielle
(15) β(ϕ) · ϕ′ + ϕ
′′
ϕ′
− β(z) = 0
ou` β = α
′
α , ω = α(z)dz. Dans la coordonne´e w = ψ(z) =
∫ z
0
α(ζ)dζ, le pseudo-groupe
G s’identifie au pseudo-groupe des transformations affines :
ψ ◦ ϕ = aψ + b, a ∈ C∗, b ∈ C.
On retrouve en particulier les mode`les locaux de la section 3.1
(Aff) {ϕ(z) = az/(1− bzp)1/p ; a ∈ C∗, b ∈ C}, p ∈ N∗,
au voisinage des points ou` α a un poˆle multiple sans re´sidu. La` ou` ω a un poˆle
simple, disons ω = dzz , les translations (de la structure affine) sont donne´es par les
transformations line´aires ϕ(z) = az, a ∈ C∗, et aucun autre e´le´ment du pseudo-groupe
n’est de´fini en 0. En un poˆle plus ge´ne´ral de ω, seules les translations sont bien de´finies.
En un ze´ro de ω, le pseudo-groupe se re´duit a` un groupe fini de rotations.
L’e´quation diffe´rentielle (15) de´finit encore un pseudo-groupe de Lie lorsque β est
une fonction me´romorphe quelconque. La` ou` β est holomorphe non nulle, la fonction
α(z) = e
R z
0
β(ζ)dζ l’est aussi et la coordonne´e w = ψ(z) =
∫ z
0
α(ζ)dζ redresse G sur
le pseudo-groupe des transformations affines. Les singularite´s sont cependant plus
complique´es que dans le cas ou` α est me´romorphe. En ge´ne´ral, aucun e´le´ment du
pseudo-groupe ne se prolonge en 0.
Remarque 3.5.7. — Reprenons l’application ψ(z) = zλ, λ ∈ C∗, de la remarque
3.5.5 et tirons en arrie`re, plutoˆt que les translations, tout le pseudo-groupe affine.
On obtient cette fois-ci un pseudo-groupe de Lie dont l’e´quation est (15) avec β =
(λ − 1)dzz . Pour λ 6∈ Q, c’est la cloˆture de Lie du pseudo-groupe G conside´re´ dans la
remarque 3.5.5.
Exemple 3.5.8. — Un pseudo-groupe de Lie G de dimension 3 se redresse, au voisi-
nage d’un point ge´ne´rique, par une transformation conforme ψ, sur le pseudo-groupe
des transformations de Mœbius : tout e´le´ment ϕ de G satisfait
ψ ◦ ϕ = aψ + b
cψ + d
, a, b, c, d ∈ C, ad− bc 6= 0.
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Conside´rons la de´rive´e Schwarzienne S de´finie par :
Sf =
(
f ′
f
)′
− 1
2
(
f ′
f
)2
=
f ′′′
f
− 3
2
(
f ′
f
)2
.
Rappelons que Sf = 0 si et seulement si f est une transformation de Mœbius et que
S(f ◦ g) = (Sf) ◦ g · (g′)2 + Sg pour toutes fonctions f, g ∈ O(U).
Alors le pseudo-groupe G est solution de l’e´quation diffe´rentielle S(ψ ◦ ϕ) = Sψ, i.e.
(16) γ(ϕ) · (ϕ′)2 + ϕ
′′′
ϕ′
− 3
2
(
ϕ′
ϕ
)2
− γ(z) = 0
ou` γ = Sψ. Re´ciproquement, toute e´quation diffe´rentielle de la forme pre´ce´dente
avec γ me´romorphe de´finit un pseudo-groupe de Lie de dimension 3. La coordonne´e
projective ψ est donne´e par les 3 inte´grations successives
β′ − 1
2
β2 = γ,
α′
α
= β et ψ′ = α.
Proposition 3.5.9. — Soit G un sous-groupe d’un des groupes de Lie L, Ep,λ ou
Ap de la section 3.1. Notons encore G le pseudo-groupe induit par un syste`me de
ge´ne´rateurs sur un voisinage U de 0. Alors sa cloˆture de Lie G
Lie
est (le pseudo-
groupe induit par) la cloˆture de Zariski de G dans le groupe de Lie correspondant.
De´monstration. — Puisque ces groupes de Lie de´finissent des pseudo-groupes de Lie
au sens de Malgrange, ils contiennent certainement G
Lie
. Dans L ≃ C∗, les sous-
groupes Zariski ferme´s sont les sous-groupes finis et L lui-meˆme. Si G ne contient que
des e´le´ments pe´riodiques, alors il est d’ordre fini ou sa cloˆture topologique G contient
un e´le´ment d’ordre infini. Maintenant, supposons que G
Lie
contienne un e´le´ment
d’ordre infini ϕ(z) = e2ipit0z, t0 6∈ Q (et toutes ses ite´re´es) ; en substituant le groupe
a` 1 parame`tre ϕt(z) = e
2ipitz a` n’importe quelle e´quation diffe´rentielle de´finissant
G
Lie
, on obtient une se´rie formelle f(z, ϕ, ϕ′, . . . , ϕ(k)) =
∑
n≥0 Pn(e
2ipit)zn dont les
coefficients sont des polynoˆmes en e2ipit ; par hypothe`se, pour chaque n, Pn(e
2ipit)
s’annule pour tout t ∈ t0Z et est donc identiquement nul. Par suite, GLie contient le
groupe a` 1 parame`tre ϕt(z) = e
2ipitz, c’est a` dire L.
Dans Ep,λ ou dans Ap, il suffit de montrer que, de la meˆme manie`re, si G
Lie
contient un e´le´ment de la forme ϕ = exp(Xp,λ), alors G
Lie
contient le groupe a`
1 parame`tre ϕt = exp(tXp,λ). De nouveau, en substituant ϕ
t =
∑
n>0 an(t)z
n a`
n’importe quelle e´quation diffe´rentielle de´finissant G
Lie
, on obtient une se´rie formelle
f(z, ϕ, ϕ′, . . . , ϕ(k)) =
∑
n≥0 Pn(a1, . . . , an)z
n dont les coefficients Pn(a1(t), . . . , an(t))
sont des polynoˆmes en t. Ces polynoˆmes s’annulent pour tout t ∈ Z et sont donc
identiquement nuls. Par suite, le groupe a` 1 parame`tre exp(tXp,λ) est entie`rement
contenu dans G
Lie
.
Nous renvoyons a` [Cas04] pour la de´monstration du :
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The´ore`me 3.5.10 (Casale). — Tout pseudo-groupe de Lie G = G
Lie
au sens de
Malgrange est, au voisinage U de 0 ∈ C, d’un des types pre´ce´dents, c’est a` dire de´fini
par une des e´quations me´romorphes (12), (14), (15) ou (16).
Proposition 3.5.11. — Soit G ⊂ Diff(C, 0) un sous-groupe formellement line´arisable
mais non analytiquement line´arisable. Alors la cloˆture de Lie G
Lie
du pseudo-groupe
induit sur un voisinage U de 0 par un syste`me de ge´ne´rateurs est G
Lie
= Diff(U), le
pseudo-groupe de toutes les transformations conformes dans U .
De´monstration. — Supposons par l’absurde que G
Lie
soit de dimension finie. Alors il
existe une coordonne´e ψ : U∗ → C multiforme redressant la dynamique de G sur celle
des transformations de Mœbius. Cela re´sulte par exemple du the´ore`me pre´ce´dent. Si
f est un e´le´ment non pe´riodique de G, il est non line´arisable d’apre`s la section 14. La
dynamique de ψ∗f commute a` la monodromie de ψ, car sinon, f serait multiforme
autour de 0. Cependant, aucune orbite de C sous l’action de deux transformations
de Mœbius commutantes ne peut avoir une adhe´rence conforme´ment e´quivalente au
he´risson de´fini par f pre`s de 0 (voir section 14).
Le re´sultat le plus inte´ressant obtenu avec l’approche de Malgrange est certaine-
ment le suivant.
The´ore`me 3.5.12 (Casale). — Soit G le pseudo-groupe de´fini sur un voisinage U
de 0 par un diffe´omorphisme f(z) = z + · · · ∈ Diff(C, 0) tangent a` l’identite´. Alors sa
cloˆture de Lie est G
Lie
= Diff(U) excepte´ dans les cas suivants :
– Les invariants analytiques de f sont line´aires
ϕ0k(τ) = a
0
kτ et ϕ
∞
k (τ) = a
∞
k τ ;
dans ce cas, G
Lie
est de dimension 1, engendre´ par le ge´ne´rateur infinite´simal
(analytique) de f : c’est le pseudo-groupe line´aire dans la variable τ .
– Les invariants analytiques de f sont de la forme
ϕ0k(τ) = a
0
kτ et ϕ
∞
k (τ) = a
∞
k (τ
q + b∞k )
1/q;
dans ce cas, G
Lie
est de dimension 2 et se redresse sur le pseudo-groupe affine
dans la variable τq.
– Les invariants analytiques de f sont de la forme
ϕ0k(τ) = a
0
kτ/(1− b0kτq)1/q et ϕ∞k (τ) = a∞k τ ;
dans ce cas, G
Lie
est de dimension 2 et se redresse sur le pseudo-groupe affine
dans la variable 1τq .
– Les invariants analytiques de f sont de la forme
ϕ0k(τ) = a
0
kτ/(1− b0kτq)1/q et ϕ∞k (τ) = a∞k (τq + b∞k )1/q;
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dans ce cas, G
Lie
est de dimension 3 et se redresse sur le pseudo-groupe de
Mœbius dans la variable τq.
De´monstration. — Rappelons d’abord que f admet, sur chaque pe´tale de Leau V ∓k ,
un ge´ne´rateur infinite´simal X∓k : on a f = exp(X
∓
k ) sur V
∓
k . Par ailleurs, f admet un
ge´ne´rateur infinite´simal formel Xˆ ∈ X̂ (C, 0) qui est p-sommable, ou` p est le contact de
f a` l’identite´. En fait, lesX∓k sont les p-sommes sectorielles de Xˆ. De la meˆme manie`re,
les ite´re´es complexes formelles f◦t = exp(tXˆ) ∈ D̂iff(C, 0) de f sont p-sommables et
les p-sommes sont donne´es par la collection des exp(tX∓k ) pour t ∈ C.
En reprenant les arguments de la preuve de la Proposition 3.5.9, on voit que chaque
ite´re´e complexe f◦t est solution formelle des e´quations diffe´rentielles de´finissant G
Lie
.
Par conse´quent, les sommes sectorielles exp(tX∓k ) sont aussi solutions des meˆmes
e´quations diffe´rentielles et sont des e´le´ments du pseudo-groupe G
Lie
.
Maintenant, il est facile de voir que le pseudo-groupe engendre´ sur U∗ par les
flots sectoriels exp(tX∓k ) est de dimension finie si et seulement si on est dans la liste
de l’e´nonce´. On peut voir c¸a en travaillant dans la coordonne´e τ sur les sphe`res du
chaˆpelet associe´ a` f : sur S∓k , le flot exp(tX
∓
k ) est le flot line´aire τ 7→ e2ipitτ . Par
exemple, le flot line´aire sur S−k agit au voisinage de 0 dans S
+
k via le recollement ϕ
0
k :
sa dynamique sur S+k est engendre´e par le flot de (ϕ
0
k)
∗τ∂τ . En reprenant les arguments
de la preuve du The´ore`me 1.4.1, on montre que le sous-groupe de Diff(C, 0) engendre´
par les deux groupes a` 1 parame`tre exp(tτ∂τ ) et (ϕ
0
k)
∗ exp(tτ∂τ ) est re´soluble si et
seulement si ϕ0k(τ) = a
0
kτ/(1 − b0kτqk)1/q pour un qk ∈ N∗. Dans ce cas, le pseudo-
groupe engendre´ est
– Aqk lorsque b
0
k 6= 0 et son alge`bre de Lie est A0k := Cτ∂τ + Cτqk+1∂τ ,
– L lorsque b0k = 0 et son alge`bre de Lie est A0k := Cτ∂τ + C.
Ces alge`bres de Lie e´tant invariantes par le flot line´aire, elles sont en fait de´finies sur
les sphe`res S±k toutes entie`res comme sous-alge`bres de Lie de l’alge`bre de Lie A de
G
Lie
par exemple dans le sens de la section 3.4.3 (G
Lie
est ferme´ pour la convergence
uniforme d’apre`s la Proposition 3.5.1). Une e´tude similaire de comparaison de ces
alge`bres de Lie via les recollements ϕ∞k montre d’une part que qk = q est le meˆme
pour tout k = 0, . . . , p − 1 puis que les recollements sont de la forme ϕ∞k (τ) =
a∞k (τ
q + b∞k )
1/q . La dimension de l’alge`bre de Lie A de´pend de la nullite´ des b0k et des
b∞k .
Si les invariants analytiques ϕ0k et ϕ
∞
k ne sont pas de la forme pre´ce´dente, alors
A est de dimension infinie et GLie = Diff(U). Si, par contre, on est dans l’une des
situations de la liste de l’e´nonce´, alors A est de dimension ≤ 3 et les flots sectoriels
exp(tX∓k ) engendrent bien un pseudo-groupe de dimension finie sur U
∗. Il reste a`
ve´rifier que c’est un pseudo-groupe de Lie en 0. Pour cela`, on conside`re la coordonne´e
ψ donne´e par log(τ), τq ou 1τq selon le cas et il suffit de ve´rifier que α(z) = ψ
′(z),
β(z) = α
′(z)
α(z) ou γ(z) = β
′(z) − 12β2(z) est a` croissance polynomiale en 0 selon la
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dimension recherch’ee. Par exemple, pour ψ(z) = τq, γ(z) est bien de´finie sur U∗
(invariante par les recollements ϕ0k et ϕ
∞
k dans chacun des cas) ; si elle est a` croissance
mode´re´e en 0, alors elle est se prolonge me´romorphiquement en 0 par Riemann et le
pseudo-groupe satisfait l’e´quation me´romorphe (16) : G
Lie
est de dimension ≤ 3. Nous
laissons ces de´tails au lecteur.
PARTIE II
SINGULARITE´S DE FEUILLETAGES
HOLOMORPHES EN DIMENSION 2
CHAPITRE 4
FEUILLETAGES HOLOMORPHES EN DIMENSION 2 ET
PSEUDO-GROUPES
Toutes les notions que nous allons rappeler ici sont classiques, au moins dans le cas
re´gulier. Le lecteur pourra trouver plus de de´tails par exemple dans [God91].
4.1. Feuilletages re´guliers sur les surfaces complexes
Un feuilletage holomorphe re´gulier F sur une surface complexe M est de´fini par
un atlas de cartes (Ui)i∈I equippe´ de submersions holomorphes
(Hi : Ui → C)i∈I
satisfaisant, sur chaque intersection Ui ∩ Uj , la condition de recollement
Hj = ϕj,i ◦Hi
pour un diffe´omorphisme holomorphe ϕj,i : Hi(Ui ∩ Uj)→ Hj(Ui ∩ Uj).
Puisque les fonctions Hi : Ui → C sont des submersions, les courbes de niveau
{Hi(p) = constante} sont des sous-varie´te´s complexes de dimension 1. Les compo-
santes connexes de ces courbes, appele´es plaques, sont les classes d’e´quivalence pour
une relation Fi sur Ui. Pre´cise´ment, deux points p, q ∈ Ui sont e´quivalents si et seule-
ment s’ils appartiennent a` la meˆme plaque, i.e. ils peuvent eˆtre joints par un chemin
γ : [0, 1] → Ui, γ(0) = p et γ(1) = q, satisfaisant Hi ◦ γ(t) ≡ Hi(p). Le feuilletage
global F est la relation d’e´quivalence engendre´e sur M par les feuilletages locaux
Fi ; les feuilles du feuilletage F sont les classes d’e´quivalence pour cette relation. Sur
chaque intersection Ui ∩ Uj , la relation d’e´quivalence induite par Fi et Fj co¨ıcident
graˆce aux conditions de recollement : les plaques de Ui et Uj se recollent deux a`
deux pour former des surfaces de Riemann plonge´es dans Ui ∪ Uj . La feuille passant
par un point p0 ∈ Ui s’obtient, partant de la plaque initiale {Hi(p) = Hi(p0)}, en
recollant de proche en proche toutes les plaques possibles a` l’aide des conditions de
recollement. Chaque feuille est une surface de Riemann connexe immerge´e dans M ;
son intersection avec chaque carte Ui est une re´union de´nombrable de plaques et est
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maximale (pour l’inclusion) a` satisfaire ces proprie´te´s. Les feuilles ne sont pas pro-
prement plonge´es en ge´ne´ral : leur intersection avec une carte donne´e Ui peut eˆtre
re´union d’une infinite´ de plaques, et meˆme eˆtre dense dans Ui. La restriction d’un
feuilletage F a` un ouvert U ⊂M a un sens e´vident avec nos de´finitions, mais notons
que les feuilles de F|U ne sont pas les restrictions des feuilles de F a` U , mais leurs
composentes connexes par arcs. Un autre atlas de submersions (H˜i : U˜i → C)i∈eI
comme au dessus va de´finir le meˆme feuilletage F sur M s’il de´finit la meˆme relation
de´quivalence, i.e. les meˆmes feuilles.
Ui
Uj
Φi
Φj
Vi
Vj
C2
M
Hi
Hj
ϕj,i
Figure 1. Feuilletage
On peut aussi de´finir un feuilletage F sur M par un sous-fibre´ en droites L ⊂ TM
du fibre´ tangent. Les feuilles sont alors les surfaces de Riemann connexes immerge´es
maximales dont l’espace tangent appartient en tout point au sous-fibre´ L. En effet,
un tel sous-fibre´ est de´fini par un atlas de cartes (Ui)i∈I e´quippe´es de champs de
vecteurs holomorphes re´guliers (Xi)i∈I satisfaisant, sur chaque intersection Ui ∩ Uj ,
les conditions de recollement Xj = uj,i ·Xi pour des fonctions holomorphes non nulles
uj,i : (Ui ∩ Uj) → C∗. Quitte a` rafiner l’atlas, il existe pour chaque carte Ui un
diffe´omorphisme holomorphe Φi : Ui → Vi ⊂ C2 conjugant le champ de vecteurs Xi
avec le champ constant (Φi)∗Xi = ∂x. On de´finit alors les plaques sur Ui comme
e´tant les courbes inte´grales de Xi : Puisque les courbes inte´grales de ∂x sont aussi
les courbes de niveau de la submersion (x, y) 7→ y, les plaques sur Ui sont aussi les
courbes de niveau de la submersion Hi := Φ
2
i donne´e par la seconde coordonne´e
de Φi = (Φ
1
i ,Φ
2
i ). Re´ciproquement, un feuilletage F sur M de´finit un sous-fibre´ en
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droites du fibre´ tangent TF ⊂ TM juste en associant, pour tout point p ∈M , l’espace
tangent de la plaque passant par p. Les plaques sont alors les courbes inte´grales des
sections locales Xi de ce sous-fibre´.
Finalement, on peut encore de´finir un feuilletage F sur une surface M , ou plutoˆt
le fibre´ sous-jacent TF ⊂ TM , par un sous-fibre´ N∗F ⊂ TM∗ du dual : les sections de
N∗F sont les sections de TM
∗ qui s’annulent identiquement sur TF . Un tel sous-fibre´
est de´fini par un atlas de cartes (Ui)i∈I e´quippe´es de 1-formes holomorphes re´gulie`res
(ωi)i∈I satisfaisant, sur chaque intersection Ui ∩ Uj, les conditions de recollement
ωj = vj,i · ωi pour des fonctions holomorphes non nulles vj,i : (Ui ∩ Uj) → C∗.
Dans des cooronne´es locales (xi, yi) ∈ Ui, si Xi = fi(xi, yi)∂xi + gi(xi, yi)∂yi est une
section re´gulie`re de TF , alors on peut choisir ωi = gi(xi, yi)dxi − fi(xi, yi)dyi pour
engendrer N∗F . Alors les plaques sont les graphes des solutions yi(xi) de l’e´quation
diffe´rentielle dyidxi =
gi(xi,yi)
fi(xi,yi)
dans ces coordonne´es. Les feuilles sont alors les surfaces de
Riemann connexes immerge´es maximales dansM en restriction auxquelles ωi s’annule
identiquement.
4.2. Pseudo-groupes d’un feuilletage
Un feuilletage F sur une varie´te´ M de´finit 3 pseudo-groupes. Nous renvoyons a` la
section 3.4 pour la de´finition de pseudo-groupe qui reste la meˆme en toute dimension.
Tout d’abord, le pseudo-groupe basique de F est la collection des diffe´omorphismes
holomorphes ϕ : U → V entre ouverts de M envoyant les feuilles locales dans les
feuilles : si F|U de´signe le feuilletage restreint a` U , alors on demande que chaque
feuille de F|U soit envoye´e par ϕ dans une feuille de F . Dans des coordonne´es locales
(x, y) ∈ U ou` le feuiletage est de´fini par {y = constant}, la restriction du pseudo-
groupe basique consiste en tous les diffe´omorphismes dans U de la forme Φ(x, y) =
(φ(x, y), ϕ(y)).
Le pseudo-groupe tangent G de F est contenu dans le pre´ce´dent et un peu plus
subtile a` de´finir. Conside´rons d’abord, dans des coordonne´es locales (x, y) ∈ U ou`
le feuilletage est de´fini par {y = constant}, le pseudo-groupe GU qui consiste en
tous les diffe´omorphismes dans U de la forme Φ(x, y) = (φ(x, y), y). Alors le pseudo-
groupe tangent G est engendre´ sur M par tous les GUi ou` (Ui)i∈I est un atlas de
cartes de´finissant le feuilletage sur M . On peut voir aussi G comme le pseudo-groupe
engendre´ sur M par les flots des sections holomorphes du fibre´ tangent TF .
Il est clair que le pseudo-groupe tangent G est contenu dans le pseudo-groupe
basique. Mais notons que la restrictionG|U de G a` une carte locale U comme au dessus
est en ge´ne´ral plus grande queGU : certains e´le´ments de G permutent non trivialement
les plaques, i.e. sont de la forme Φ(x, y) = (φ(x, y), ϕ(y)) avec ϕ 6= identite´. En effet,
l’action de G est clairement transitive sur chaque feuille L (parce que c’est de´ja` le cas
localement) ; donc, G|U agit transitivement sur la restriction L|U alors que GU n’agit
transitivement que sur les composentes connexes de L|U . Ne´anmoins, l’intersection
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de chaque feuille avec U ayant une quantite´ au plus de´nombrable de composantes
connexes, on voit facilement qu’il n’y a qu’une quantite´ de´nombrable de permutations
ϕ possibles apparaissant dans G|U (au moins pour une raison d’analyticite´). Ainsi,
ce pseudo-groupe contient locallement des informations globales non triviales sur le
feuilletage et le comportement des feuilles.
Les deux pseudo-groupes pre´ce´dents caracte´risent le feuilletage et sont toujours
de dimension infinie, ne serait-ce que parce qu’ils le sont de´ja` dans les cartes Ui.
Nous voudrions maintenant oublier le feuilletage pour nous concentrer sur la partie
transverse du pseudo-groupe tangent, a` savoir les permutations ϕ des plaques qui
apparaissent dans les cartes. Ceci nous conduit a` de´finir le pseudo-groupe transverse de
F . Pour cela, conside´rons un atlas de submersions (Hi : Ui → Vi ⊂ C)i∈I de´finissant
le feuilletage F sur M et conside´rons l’union disjointe T = ⊔i∈IVi. Rappelons que
l’on peut toujours supposer I de´nombrable de sorte que T soit une varie´te´ (abstraite)
de dimension 1. Alors, T est naturellement e´quippe´ du pseudo-groupe G engendre´ par
les applications de transition ϕj,i : Hi(Ui ∩ Uj) → Hj(Ui ∩ Uj). Si (x, y) ∈ U sont
des coordonne´es locales dans lesquelles le feuilletage une des submersion H : U → V
de la collection pre´ce´dente s’e´crive H(x, y) = y (le feuilletage est alors de´crit par
{y = constante}), alors la restriction de G a` V est pre´cise´ment la collection des
transformations ϕ apparaissant dans les e´le´ments Φ(x, y) = (φ(x, y), ϕ(y)) du pseudo-
groupe tangent. En ce sens, G est la partie transverse du pseudo-groupe tangent.
Il est naturel de dire que deux pseudo-groupes G et G′ sur des varie´te´s M et
M ′ sont e´quivalents si et seulement si il existe un diffe´omorphisme holomorphe Φ :
M → M ′ conjugant G a` G′. Par exemple, si Φ conjugue deux feuilletages F et F ′,
alors Φ conjugue les pseudo-groupes basiques et tangents correspondant. Ne´anmoins,
cette relation d’e´quivalence est trop fine pour les pseudo-groupes transverses. En
effet, le pseudo-groupe transverse construit ci-dessus de´pend fortement de l’atlas de
submersions choisi pour de´finir le feuilletage ; plus pre´cise´ment, la varie´te´ T de´pend du
choix des cartes. Nous allons donc de´finir une relation d’e´quivalence plus grossie`re sur
les pseudo-groupes (transverses) de sorte que ces objets deviennent intrinse`quement
de´finis par le feuilletage.
La relation d’e´quivalence est engendre´e par la re`gle suivante. Soit G un pseudo-
groupe sur une varie´te´ M . Pour tout recouvrement ouvert M = ∪i∈IUi, observons
que le pseudo-groupe G est encore engendre´ sur M par toutes les collections Ci,j ⊂ G
d’e´le´ments ϕ : U → V satisfaisant U ⊂ Ui et V ⊂ Uj , i, j ∈ I. On peut s’en
convaincre en conside´rant le groupo¨ıde de germes associe´. Conside´rons maintenant
la nouvelle varie´te´ de´finie par l’union disjointe M ′ := ⊔i∈IUi et e´quippons la du
pseudo-groupe G′ engendre´ par l’ensemble des collections Ci,j ⊂ G. En particulier,
Ci,j contient l’application id : Ui ∩Uj → Ui ∩Uj qui, dans M ′, devient non triviale et
garde me´moire du fait que les Ui e´taient colle´s aux Uj dans le passe´. On dira que les
pseudo-groupes (M,G) et (M ′, G′) sont e´quivalents.
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Grosso-modo, cette re`gle signifie que nous nous autorisons a` disconnecter M en
plusieurs (e´ventuellement une infinite´ de´nombrable) de composantes en ajoutant au
pseudo-groupe les diffe´omorphismes qui permettent de recoller les morceaux pour
revenir sur M . En conside´rant la relation d’e´quivalence engendre´e par cette re`gle,
nous nous autorisons re´ciproquement a` remplacer M par la varie´te´ M ′ obtenue par
chirurgies de´nombrables, en recollant des ouverts de M a` l’aide de´le´ments de G.
Attention, bien que G soit de´nombrable on ne peut pas pour autant tout identifier.
En effet, si l’on identifie tous les points de M appartenant a` la meˆme orbite sous
l’action de G, alors le quotient topologique M/G est encore de´fini par un atlas de
cartes Ui → Ui/G, mais les applications de transition ϕi,j ne satisfont pas en ge´ne´ral
la condition de cocycle
ϕi,j ◦ ϕj,k ◦ ϕk,i = identite´.
Si (T,G) est le pseudo-groupe transverse d’un feuilletage F sur M , le quotient
T/G est l’espace des feuilles du feuilletage. Si une feuille de F est dense dans M ,
alors le point correspondant dans T/G est dense dans T/G par rapport a` la topologie
quotient. Le pseudo-groupe (T,G) peut-eˆtre conside´re´ comme un atlas de´finissant
T/G sur lequel des structures ge´ome´triques suplle´mentaires peuvent apparaˆıtre. Avec
la de´finition d’e´quivalence que nous venons de de´crire, un pseudo-groupe (T ′, G′)
e´quivalent a` (T,G) est un autre atlas de´finissant le meˆme quotient T/G avec la meˆme
structure analytique. De cette manie`re, on se convainc que le pseudo-groupe transverse
de F est pre´cise´ment de´fini modulo e´quivalence.
Si T supporte une structure ge´ome´trique additionnelle, comme par exemple une
me´trique Riemannienne, qui soit invariante sous l’action de G alors on dira que c’est
une structure ge´ome´trique transverse a` F et par exemple, dans ce cas pre´cis, que
F est transversalement Riemannien. Alors T/G est naturellement e´quippe´ de cette
structure ge´ome´trique qui du coup se rele`ve sur T ′, invariante sous l’action de G′,
pour tout pseudo-groupe (T ′, G′) e´quivalent a` (T,G).
On dira qu’un pseudo-groupe (T,G) est trivial s’il est e´quivalent au pseudo-groupe
trivial sur une varie´te´, c’est a` dire si le quotient T/G est elle meˆme une varie´te´.
Exemple 4.2.1. — Les pseudo-groupes (C, G) des translations sur C et (C∗, G′) des
homothe´ties sur C∗ sont e´quivalents. En effet, on peut de´couper le premier en union
disjointes M = ⊔n∈ZBn bandes horizontales Bn = {nπ < ℑ(z) < (n + 2)π} et le
pseudo-groupe G induit sur C est engendre´ par la collection des diffe´omorphismes
entre ouverts de Bn et Bm de la forme z 7→ z+ t, t ∈ C. Le second peut-eˆtre de´coupe´
en union disjointe M = ⊔n∈ZSn de secteurs Sn = {nπ < arg(z) < (n + 2)π} (une
infinite´ de copies de S0 et S1) et le pseudo-groupe G
′ induit sur M ′ est engendre´ par
tous les diffe´omorphismes entre ouverts de Sn et Sm de la forme z 7→ cz, c ∈ C∗.
Maintenant, la collection des diffe´omorphismes Φn : Bn → Sn; z 7→ e2ipiz de´finit un
diffe´omorphisme global Φ :M →M ′ conjugant les pseudo-groupes respectifs G et G′.
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Notons que “ce pseudo-groupe” n’est pas trivial. Attention, le pseudo-groupe de´fini
par les homothe´ties sur C n’est pas e´quivalent au pre´ce´dent.
Donnons maintenant quelques indications permettant de calculer le pseudo-groupe
transverse d’un feuilletage dans bien des cas, c’est a` dire de de´crire un repre´sentant
(T,G) de la relation d’e´quivalence a` l’aide de ses ge´ne´rateurs sur T .
Conside´rons un feuilletage F sur M . Par une courbe T transverse a` F on enten-
dra une varie´te´ T de dimension 1 (non ne´cessairement connexe) avec une immersion
injective i : T →֒ M transverse a` F . On dira que T est une transversale comple`te
si toutes les feuilles intersectent T (i.e. son image). Le pseudo-groupe tangent de F
contient des diffe´omorphismes Φ : U → V entre ouverts de M pre´servant la trans-
versale, i.e. envoyant T ∩ U dans T ; un tel e´le´ment Φ induit un diffe´omorphisme
ϕ = Φ|T∩U : (T ∩ U) → (T ∩ V ) entre ouverts de T . La collection de toutes ces
applications ϕ est un pseudo-groupe sur T , appele´ le pseudo-groupe induit par F sur
la transversale T .
Conside´rons un atlas de´nombrable de submersions (Hi : Ui → Vi ⊂ C)i∈I
de´finissant le feuiletage F sur M . Pour chaque i ∈ I, choisissons une section ho-
lomorphe si : Vi →֒ Ui de Hi : la courbe Ti := si(Vi) ⊂ Ui est automatiquement
transverse au feuilletage et, quitte a` raffiner le recouvrement (Ui)i∈I , on peut sup-
poser de plus que ces courbes Ti soient deux a` deux disjointes. Par construction, le
pseudo-groupe induit par F sur la courbe T = ∪i∈ITi est le pseudo-groupe transverse
du feuilletage.
Soit G un pseudo-groupe sur une varie´te´ T . Si un ouvert T ′ ⊂ T intersecte toutes
les orbites pour l’action de G sur T , alors le pseudo-groupe restreint (T ′, G′ := G|U )
est e´quivalent a` (T,G). En effet, pour chaque point p ∈ T \ T ′, il existe un e´le´ment
ϕp : Up → Vp ⊂ T ′ dans G ; il est possible d’extraire, du recouvrement ∪p∈T\T ′Up de
p ∈ T \ T ′, un recouvrement de´nombrable ∪i∈IUpi . Maintenant, de´coupons d’abord
T en T ′ ⊔ (⊔i∈IUpi), puis recollons les ouverts Upi avec T ′ a` l’aide des ϕpi : Upi →
Vpi ⊂ T ′.
Par conse´quent, le pseudo-groupe induit par le feuilletage F sur une transversale
comple`te T dans M est le pseudo-groupe transverse du feuilletage.
4.3. Holonomie d’une feuille, d’un feuilletage
Le pseudo-groupe induit par F sur une courbe transverse T est engendre´ par les
applications d’holonomie de´finies comme suit. Pour tout chemin γ : [0, 1]→M tangent
au feuilletage (i.e. contenu dans une feuille de F) avec extre´mite´s γ(0) = p0 et γ(1) =
p1 dans T , on peut construire une famille continue d’e´le´ments Φt : U0 → Ut ⊂ M du
pseudo-groupe tangent satisfaisant :
– U0 contient p0 et Φ0 est l’identite´ sur U0 ;
– Φt(p0) = γ(t) pour tout t ∈ [0, 1] ;
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– Φ1(T ∩ U0) = T ∩ U1.
On peut faire cela en conside´rant un recouvremant fini de trivialisations locales pour
le feuilletage le long de γ([0, 1]). Alors, l’application d’holonomie ϕγ : (T, p0)→ (T, p1)
est le germe de diffe´omorphisme induit par Φ1|T en p0. L’application d’holonomie ϕγ
ne de´pend ni du choix de la famille Φt, ni du choix de la classe d’homotopie de γ (a`
extre´mite´s fixes) dans la feuille.
p0
γ
ϕγ
p1
T
T
F
Figure 2. Holonomie d’un chemin entre deux transversales
Voici une autre manie`re de construire ϕγ : (T, p0) → (T, p1). E´tant donne´ un
atlsa de submersions (Hi : Ui → Vi ⊂ C)i∈I de´finissant le feuilletage F sur M ,
on peut extraire un recouvrement fini de γ([0, 1]) par une suite de cartes, disons
U0, U1, . . . , UN pour simplifier, intersecte´es successivement par γ(t) quand t va de 0 a`
1. Par construction, la composition des applications de transition successives ϕN,N−1◦
· · ·ϕ2,1 ◦ ϕ1,0 est bien de´finie, quitte a` restreindre leur domaine de de´finition, sur un
voisinage ouvert de H0(p0). Cette application de´finit un germe de diffe´omorphisme
(V0, H0(p0)) → (VN , HN (p1)) qui correspond a` ϕγ a` travers les coordonne´es locales
respectivement induites sur T par H0 en p0 et par HN en p1.
Pour tout point p0 ∈ T , on he´rite d’une repre´sentation
π1(Fp0 , p0)→ Diff(T, p0) ; γ 7→ ϕγ ,
du groupe fondamental de la feuille Fp0 passant par p0 dans le groupe des germes
de diffe´omorphismes de T fixant p0. A` travers n’importe quelle coordonne´e locale
(C, 0)→ (T, p0), we derive la repre´sentation d’holonomie de la feuille Fp0 passant par
p0
π1(Fp0 , p0)→ Diff(C, 0)
qui est bien de´finie au choix pre`s de la coordonne´e, c’est a` dire a` conjugaison pre`s
dans Diff(C, 0).
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4.4. Feuilletages singuliers
Soit F un feuilletage re´gulier de´fini sur un voisinage e´pointe´ U∗ = U −{0} de l’ori-
gine 0 ∈ C2 : F est par exemple de´fini par un recouvrement U∗ par des cartes (Ui)i∈I
e´quippe´es de 1-formes ωi = fi(x, y)dx − gi(x, y)dy. Quitte a` changer de coordonne´es
sur U , on peut supposer que le feuilletage F n’est pas le feuilletage vertical et donc
qu’aucune des fonctions holomorphes gi n’est identiquement nulle. Les conditions de
recollement entrainent alors que toutes les fonctions me´romorphes fi(x,y)gi(x,y) co¨ıncident
et se recollent en une fonction me´romorphe globale sur U∗. Par le The´ore`me de Levi
(Hartogs version me´romorphe), cette fonction s’e´tend me´romorphiquement sur U , i.e.
est donne´e au voisinage de 0 par le quotient f(x,y)g(x,y) de deux fonctions holomorphes f
et g en 0. Par conse´quent, le feuilletage re´gulier F sur U∗ est encore de´fini, pre`s de 0,
par une 1-forme holomorphe ω = f(x, y)dx−g(x, y)dy e´ventuellement singulie`re en 0.
Notons que le feuilletage F est aussi de´fini sur le voisinage e´pointe´ de 0 par le champ
de vecteur holomorphe a` singularite´ isole´e X = g(x, y)∂x − f(x, y)∂y. Par contre, le
feuilletage n’est en ge´ne´ral pas de´fini par une fonction H : U → C holomorphe, ni
meˆme me´romorphe.
Un feuilletage holomorphe singulier F sur une surface complexe M est, par
de´finition, un feuilletage re´gulier F de´fini en dehors d’un ensemble discreˆt de points
de M , i.e. un feuilletage a` singularite´s isole´es. D’apre`s la discussion pre´ce´dente, de
manie`re e´quivalente, un tel objet est de´fini par un atlas de cartes (Ui)i∈I e´quippe´es
de 1-formes holomorphes (ωi)i∈I (resp. de champs de vecteurs holomorphes (Xi)i∈I)
a` singularite´s isole´es satisfaisant, sur chaque intersection Ui ∩ Uj , les conditions de
recollement ωj = vj,i · ωi (resp. Xj = vj,i · Xi) pour des fonctions holomorphes non
nulles vj,i : (Ui ∩ Uj) → C∗. Les singularite´s du feuilletage F sont les points en
lesquels F ne peut pas eˆtre prolonge´ en un feuilletage re´gulier ; il est facile de voir que
ce sont les ze´ros (isole´s) des formes ωi ou des champs Xi de´finissant F . On notera
Sing(F) l’ensemble des points singuliers de F . Les feuilles d’un feuilletage singulier
sont par de´finition les feuilles du feuilletage re´gulier induit sur M − Sing(F). De
meˆme, le pseudo-groupe basique, tangent ou transverse de F sera par de´finition celui
du feuilletage re´gulier sous-jacent sur M − Sing(F).
Remarque 4.4.1. — Une forme diffe´rentielle ω = f(x, y).dx− g(x, y).dy (non iden-
tiquement nulle) ayant un ze´ro non isole´ a` l’origine de´finit tout de meˆme un feuilletage
re´gulier F en dehors de son lieu d’annulation. En divisant ω par une e´quation conve-
nable de la composante de codimension 1 de ses ze´ros (i.e. le diviseur commun de f
et g) dans des cooronne´es locales, on obtient une 1-forme ω˜ holomorphe a` singularite´s
isole´es dont le feuilletage F˜ prolonge celui de ω en dehors d’un ensemble discret. Le
prolongement ainsi obtenu est maximal et souvent appele´ feuilletage singulier sature´
associe´ a` ω ; nous le noterons Fω. De la meˆme manie`re, une 1-forme me´romorphe (non
identiquement nulle) de´finit un unique feuilletage singulier sature´.
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Les sous-fibre´s en droites TF et N∗F de´finis sur M − Sing(F) ne s’e´tendent pas
en sous-fibre´ en droites aux points singuliers. Par contre, en passant aux faisceaux
des sections locales, ils de´finissent des sous-O-module localement libre de rang 1 qui
eux s’e´tendent aux points singuliers. Re´ciproquement, tout sous-O-module localement
libre de rang 1 du fibre´ tangent TM ou de son dual TM∗ de´finit un feuilletage
holomorphe singulier sur M . En effet, un tel sous-faisceau est toujours localement
engendre´ par une section a` ze´ro isole´.
Exemple 4.4.2. — Une fonction holomorphe H : (C2, 0) → (C, 0) non constante
de´fini un feuilletage singulier F sur un voisinage U de 0 dont toutes les feuilles sont
des sous-varie´te´s analytiques sur U∗. Si H a une singularite´ isole´e en 0 (dH s’annule)
alors la courbe analytique singulie`re C = {H = 0} est la re´union disjointe du point
singulier {0} et d’un nombre fini de feuilles de F dans U∗.
Exemple 4.4.3. — Une fonction me´romorphe H : (C2, 0)→ C non constante de´fini
un feuilletage singulier F sur un voisinage U de 0 dont toutes les feuilles sont des sous-
varie´te´s analytiques sur U∗. Si 0 est un point d’inde´termination de H , alors chaque
feuille (dans U∗) se prolonge en une courbe analytique singulie`re en 0 : ce sont les
composantes irre´ductibles des niveaux {H = constante}.
Exemple 4.4.4. — La 1-forme ω = x2dy+ ydx de´finit un feuilletage F au voisinage
de 0 dont les feuilles sont :
– la feuille verticale {x = 0},
– les graphes de y = ce1/x, c ∈ C.
Outre la feuille horizontale {y = 0} donne´e par c = 0, toutes les autres feuilles sont
transcendantes dans tout voisinage de 0 et accumulent la feuille verticale : c’est le
The´ore`me de Picard.
On appellera courbe invariante (ou se´paratrice) passant par un point singulier de
F , p ∈M , tout germe de courbe analytique C (singulie`re) en p qui, dans un voisinage
e´pointe´ de p co¨ıncide avec une re´union (finie) de feuilles de F . Si une courbe C est
de´finie pre`s de p par l’e´quation F = 0 avec F : (M,p) → (C, 0) holomorphe re´duite,
et si F est de´fini par un germe de 1-forme holomorphe ω a` singularite´ isole´e en p,
alors la courbe C est invariante si et seulement si F divise dF ∧ ω. Le The´ore`me
de Camacho-Sad que nous discuterons plus loin affirme que par tout point singulier
de F passe une courbe invariante. On dit que la singularite´ est dicritique lorsqu’elle
admet une infinite´ de courbes invariantes irre´ductibles deux a` deux distinctes ; c’est
le cas par exemple pour le feuilletage de´fini par les courbes de niveau d’une fonction
me´romorphe H au voisinage d’un point d’inde´termination. Pour une singularite´ non
dicritique, on parlera parfois de la courbe invariante pour de´signer la re´union (finie)
de toutes ses courbes invariantes irre´ductibles.
Une caracte´risation remarquable des courbes invariantes est la suivante. Soit U un
voisinage d’un point singulier p du feuilletage F et soit L une feuille du feuilletage
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d(xy) = xdy + ydx = 0
d(y2 − x3) = 0
(x+ y)dx+ (y − x)dyx2d(y/x) = xdy − ydx = 0
x2dy + ydx = 0(y
2 − 3xy)dx+ (3y2 + 2xy − 2x2)dy
Figure 3. Exemples de feuilletages singuliers
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re´gulier F|U∗ en restriction au voisinage e´pointe´ U∗ = U − {p}. Si L est analytique
dans U∗ et adhe`re a` p, alors son adhe´rence L = L ∪ {p} dans U est analytique et
de´finit donc une courbe invariante. On a aussi le :
Lemme 4.4.5 (Moussu). — Si deux germes de feuilletages singuliers F et F ′ en
(C2, 0) posse`dent une feuille commune L sur un voisinage e´pointe´ U∗ de 0, alors
– ou bien L se prolonge en une courbe analytique en 0,
– ou bien F = F ′.
De´monstration. — Soient ω et ω′ deux 1-formes holomorphes a` singularite´ isole´e sur
U de´finissant F et F ′. Par hypothe`se, ces deux formes s’annulent identiquement en
restriction a` L et donc ω ∧ ω′ s’annule le long de L. Dans des coordonne´es locales
(x, y) en 0, la 2-forme pre´ce´dente s’e´crit ω∧ω′ = F (x, y)dx∧dy ou` F est une fonction
holomorphe sur U . Si L n’est pas analytique, alors F est identiquement nulle sur U
puisqu’elle s’annule le long de L : ω ∧ ω′ ≡ 0 et F = F ′.
CHAPITRE 5
LES SINGULARITE´S RE´DUITES EN DIMENSION 2
Dans ce chapˆıtre, nous allons de´crire les singularite´s “re´duites” de feuilletages ho-
lomorphes en dimension 2. Elles apparaˆıtront plus loin comme singularite´s terminales
apre`s re´duction d’une singularite´ ge´ne´rale par e´clatements ponctuels. Ce sont par
de´finission les singularite´s de´finies (a` changement line´aire pre`s de coordonne´es) par :
ω = xdy + αydx+ · · ·
ou` α ∈ C \ Q−∗ . Nous passerons un peu de temps sur les cols et surtout sur les
nœuds-cols complexes.
5.1. Singularite´s re´duites line´aires
Les singularite´s line´aires ω = xdy + αydx, α ∈ C \ Q−∗ , posse`dent deux courbes
invariantes, a` savoir les axes de coordonne´es. Les autres droites horizontales et ver-
ticales sont transverses au feuilletage. L’holonomie de l’axe des x se calcule sur une
transversale {x = x0} parame´tre´e par la variable y et s’e´crit fx0(y) = e−2ipiαy. En
effet, une inte´grale premie`re multiforme est donne´e par H(x, y) = xαy, l’holonomie
est de´finie par :
H(e2ipix0, fx0(y)) = H(x0, y)
et la monodromie de H est donne´e par H(e2ipix, y) = e2ipiαH(x, y).
L’holonomie de l’axe des y se calcule, par exemple, en inversant les roˆles de x et y,
ce qui nous donne ωα = ydx+
1
αxdy et x 7→ e−2ipi/αx.
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5.1.1. Type (Fin)col : ω = pydx + qxdy avec p, q ∈ N∗ premiers entre eux
(α = pq ∈ Q+∗ ). — Ce sont les seules singularite´s re´duites admettant une inte´grale
premie`re holomorphe : H(x, y) = xpyq. On parlera alors de cols holomorphes.
5.1.2. Type (Lin)col : ω = xdy + αydx avec α ∈ R+ \ Q+. — Ce sont les cols
line´aires ; l’holonomie y 7→ e−2ipiαy est une rotation irrationnelle ; l’adhe´rence de
toute feuille autre que les axes est une sous-varie´te´ analytique re´elle de dimension 3
qui n’adhe`re ni aux axes, ni a` l’origine.
5.1.3. Type (Lin)nœud : ω = xdy + αydx avec α ∈ R− \ Q−. — Ce sont les
nœuds line´aires ; l’holonomie y 7→ e−2ipiα.y est une rotation irrationnelle ; l’adhe´rence
de toute feuille autre que les axes est une sous-varie´te´ re´elle de dimension 3 contenant
l’origine et se´parant tout voisinage de l’origine en 2 composantes connexes, chacune
contenant un axe de coordonne´e.
5.1.4. Type (Lin)hyp : ω = xdy + αydx avec α ∈ C \ R. — Ce sont les singu-
larite´s line´aires hyperboliques ; l’holonomie est contractante ou dilatante ; l’adhe´rence
de chaque feuille L autre que les axes est :
L = L ∪ {axes}.
The´ore`me 5.1.1 (Poincare´). — Soit ω = xdy + αydx + · · · avec α 6∈ R+ ∪ Q−.
Alors le feuilletage Fω est line´arisable, i.e. il existe des coordonne´es holomorphes
(X,Y ) dans lesquelles le feuilletage est de´fini par Xdy + αY dx.
5.2. Singularite´s re´duites de type col : ω = xdy + αydx+ · · · avec α ∈ R+∗
Les travaux de Briot et Bouquet montrent qu’il existe encore deux courbes in-
variantes lisses, tangentes aux axes de coordonne´es a` l’origine. Par changement de
coordonne´es holomorphes, on peut supposer que ce sont pre´cise´ment les axes, de
sorte que :
ω = x(1 + F (x, y))dy + αy(1 +G(x, y))dx
ou` F,G ∈ C{x, y} s’annulent toutes deux a` l’origine (voir [MM80], p.518-522).
En particulier, sur un petit voisinage de l’origine, les autres droites horizontales et
verticales sont transverses au feuilletage. Un petit calcul d’inte´gration (voir [MM80],
p.481-482) montre que l’holonomie de l’axe des x, calcule´e, par exemple, sur une de
ces transversales dans la coordonne´e y, est de la forme :
f(y) = e−2ipiα.y + · · · .
Comme pre´ce´demment, en inversant les roˆles de x et y, on de´duit que l’holonomie de
l’axe des y est du type g(x) = e−2ipi/α.x+ · · · .
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γ
x
y
f = ϕγ
T
Figure 1. Holonomie d’un col
The´ore`me 5.2.1 (Mattei-Moussu). — Fixons α ∈ R+∗ . Alors le feuilletage de´fini
par ω = xdy + αydx+ · · · est caracte´rise´e par l’holonomie de sa se´paratrice horizon-
tale : si ω′ est aussi de la forme pre´ce´dente, alors sont e´quivalents
– Fω et F ′ω sont analytiquement e´quivalentes,
– leurs holonomies f, f ′ = e−2ipiα.y + . . . sont analytiquement conjugue´es.
De´monstration. — Le sens direct est e´vident. Pour la re´ciproque, nous allons
construire le changement de coordonne´ sous la forme :
Φ(x, y) = (x, φ(x, y))
c’est a` dire respectant la fibration {x = Cte} fibre par fibre. Avant cela, une ho-
mothe´tie permet de supposer ω et ω′ de´finies au dela` du du polydisque D× D et du
type dydx = −α yx (1 + ε(x, y)) avec |ε(x, y)| < ε << 1.
Par un premier changement de coordonne´e du type (x, φ(y)), on se rame`ne a` :
dy
dx
= −αy
x
(1 + xε(x, y))
Pour cela, on de´compose ε = yε1(y) + xε2(x, y) ; il suffit de choisir φ(y) satisfaisant
dφ
φ =
dy
y(1+yε1(y))
. Cette dernie`re e´quation s’inte`gre en posant φ = uy.
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Par hypothe`se, il existe un diffe´omorphisme ϕ ∈ Diff(C, 0) conjugant les holono-
mies f(y) et f ′(y) calcule´es sur la transversale {x = 1}. A homothe´tie pre`s, on peut
supposer ϕ bien de´fini sur D. Le changement de coordonne´e Φ est alors donne´ par :
Φ(x, y) = (x, ϕ′γ ◦ ϕ ◦ ϕ◦(−1)γ (y))
ou` ϕγ et ϕ
′
γ sont les applications d’holonomie des feuilletages respectifs Fω et Fω′
associe´es a` un chemin γ joignant le point 1 au point x dans la base D∗ × {0}.
ϕγ
γ
Fω
Fω′ ϕ′γ
ϕγ
T
T0
T
T0
Figure 2. Extension aux feuilletages d’une conjugaison entre les holonomies
Cette application est holomorphe, ne de´pend pas du choix de γ puisque ϕ∗f = f ′ et
envoit feuilles de Fω sur celles de Fω′ . La chose a` de´montrer est que cette application
est bien de´finie et borne´e sur un domaine D∗ × Dε ou` Dε de´signe un petit disque
de centre 0 et de rayon ε > 0. Pour cela, nous allons montrer que les applications
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d’holonomie ϕγ(y) sont uniforme´ment proches des applications correspondantes du
mode`le line´aire de`s que l’on borne la longueur de γ. Ceci entrainera automatiquement
cela en choisissant une longueur permettant a` γ d’atteindre tous les points de la base,
et Φ s’e´tendra automatiquement par Riemann le long de l’axe vertical.
Pour le mode`le line´aire, les applications d’holonomie sont de la forme ϕlinγ (y) =
( xx0 )
αy ou` x0 et x sont les extre´mite´s de γ, la de´termination de´pendant du choix du
lacet. Conside´rons donc la variable ϕ = ( xx0 )
αy et estimons sa variation le long des
feuilles du feuilletage :
dϕ
ϕ
= α
dx
x
+
dy
y
= −αε(x, y)dx
de sorte que :
|dϕ
ϕ
| ≤ αε|dx|
d’ou`, en inte´grant le long d’un chemin γ de longueur ≤ δ :
| log(xα1 y1)− log(xα0 y0)| ≤ αεδ
ce qui nous donne finalement :
0 < e−αεδ ≤ | ϕγ(y)
ϕlinγ (y)
| ≤ eαεδ <∞
uniforme´ment pour tout chemin γ de longueur ≤ δ. En particulier, cette estimation
vaut aussi pour ϕ
◦(−1)
γ = ϕ−γ(y).
Remarque 5.2.2. — 1- Si l’on note y 7→ fx0(y) l’holonomie calcule´e sur la trans-
versale {x = x0} dans la variable y, alors la fleˆche (x, y) 7→ (x, fx(y)) de´finit un
diffe´omorphisme (fibre´ laissant le feuilletage invariant) qui se prolonge sur {x = 0}
par f0(y) = e
−2ipiαy.
2- Toute feuille qui adhe`re a` un axe adhe`re aussi a` l’autre.
3- L’holonomie de l’une ou l’autre des se´paratrices est line´arisable si et seule-
ment si le col l’est. En particulier, l’holonomie d’une se´paratrice est line´arisable (resp.
pe´riodique) si et seulement s’il en est de meˆme de l’autre.
4- Tout col est line´arisable par une transformation fibre´e Φ(x, y) = (x, φ(x, y)) au
dessus d’un disque coupe´ {x 6∈ R+}. La monodromie de Φ est donne´e par :
φ(e2ipix, y) = φ(x, e2ipiαfx(y)) pour x ∈ R+.
Ainsi, le feuilletage est construit de la fac¸on suivante. On a coupe´ le col line´aire
ω = xdy+αydx au dessus de {x ∈ R+}, puis on l’a recolle´ au dessus de {x ∈ R+∗ } en
de´callant les feuilles a` l’aide de la partie non line´aire, par exemple, de f1(y) donne´e
par l’automorphisme tangent a` l’identite´ h(y) := e2ipiαf1(y).
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Le re´sultat suivant est de´montre´ dans [MR82] dans le cas α ∈ Q+∗ , puis dans
[PMY94] dans le cas ge´ne´ral.
The´ore`me 5.2.3 (Perez-Marco-Yoccoz). — E´tant donne´s α ∈ R+∗ et f(z) =
e−2ipiαz + · · · ∈ Diff(C, 0), il existe ω = xdy + αydx + · · · dont l’holonomie de la
se´paratrice horizontale est pre´cise´ment f .
La de´monstration suivante reprend celle de Bernard Malgrange dans [Mal82].
Ide´e de de´monstration. — La de´marche a` suivre est sugge´re´e par la remarque 5.2.2.4.
On conside`re l’holonomie a` re´aliser sous la forme f(z) = e−2ipiα.h(z) avec h(z) tangent
a` l’identite´. On construit, a` la manie`re de la remarque 5.2.2.1, une transformation
fibre´e Φ(x, y) = (x, φ(x, y)) au dessus du demi-disque ∆ := {| arg(x)| < pi2 , |x| < 1}
laissant invariant le feuilletage line´aire et co¨ıncidant avec h(y) le long de la transversale
{x = 1} :
φ(x, y) = (ϕlinγ )∗h(y) = x
−α.h(xαy)
ou` ϕlinγ de´signe l’application d’holonomie associe´e au chemin γ = [1, x]. En de´callant
les feuilles du feuilletage line´aire par Φ, on construit une varie´te´ de dimension 2
complexe M munie d’un feuilletage dont l’holonomie est f . Il faut reconnaitre M
comme e´tant un voisinage de l’origine de C2 prive´ de l’axe vertical. Pour cela, on
utilise une construction interme´diaire C∞.
On construit, a` l’aide d’une partition de l’unite´ portant sur l’argument de x, une
transformationC∞ fibre´e Φ˜ au dessus du demi-disque ∆ qui, au dessus du sous-secteur
{−pi2 < arg(x) < −pi4 }, est l’identite´ et, au dessus du sous-secteur {pi4 < arg(x) < pi2 },
est exactement Φ. En de´callant les feuilles du feuilletage line´aire avec Φ˜, on re´cupe`re
un feuilletage C∞ sur D∗ × Dε ainsi qu’une structure presque complexe inte´grable
qui en fait un feuilletage holomorphe. La structure presque complexe se prolonge de
manie`re C∞ le long de l’axe vertical car la transformation Φ˜ y est, par construction,
infiniment tangente a` l’identite´. Elle reste bien suˆr inte´grable lorsqu’on la prolonge.
Le the´ore`me de Newlander-Nirenberg nous donne un syste`me de coordonne´es C∞
qui redresse la structure presque complexe, et par suite, le feuilletage C∞ sur un
feuilletage holomorphe qui se prolonge par Riemann sur la droite verticale.
Ainsi, il existe de nombreux cols non line´arisable que nous allons maintenant
de´crire.
5.2.1. Type (Lin)excol : ω = xdy+αydx+ · · · non line´arisable avec α ∈ R+ \Q+.
— Ce sont les cols a` holonomie de type (Lin)ex. Dans ce cas, α n’est pas un nombre
de Brjuno, α 6∈ B, ce qui donne a` ces singularite´s un caracte`re exceptionnel.
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5.2.2. Type (Eucl)col et (Eucl)
ex
col : ω = pydx+ qxdy+ · · · non line´arisable. —
Ce sont les cols a` holonomie de type (Eucl) ou (Eucl)ex appele´s aussi cols re´sonants ;
ils sont e´tudie´s dans [MR83]. Rappelons que l’holonomie :
f(y) = e−2ipip/q exp(Xkq,λq/p)
est re´alise´e par la forme diffe´rentielle explicite :
ωp/q,k,λ = p(1 + (λ− 1)uk)ydx+ q(1 + λuk)xdy, u := xpyq
qui admet pour inte´grale premie`re la fonction multiforme :
Hp/q,k,λ = x
pu−λe1/ku
k
.
Ce sont les mode`les pour les singularite´s (Eucl)col. Remarquons que la singularite´
ωp/q,k,λ s’e´crit encore :
puk+1dx− (1 + λuk)xdu = 0
ou` nous reconnaitrons plus loin la forme normale du nœud-col. E´changer les variables
x et y nous fait passer de ωp/q,k,λ a` ωq/p,k,1−λ, a` changement de coordonne´e line´aire
pre`s ce qui nous donne l’holonomie de la se´paratrice verticale :
g(x) = e−2ipiq/p exp(Xkp,(1−λ)p/q).
Toute singularite´ ω de type (Eucl)excol est formellement e´quivalente a` un des
mode`les ωp/q,k,λ ; les holonomies respectives de ω et ωp/q,k,λ sont alors formelle-
ment conjugue´es : le type formel de l’holonomie caracte´rise le type formel de la
singularite´.
Exercice 2. — Quels sont les cols qui ne sont pas caracte´rise´s par leurs holonomies
f et g ? On remarquera que le nombre α caracte´risant la partie line´aire du col doit
eˆtre un nombre quadratique tre`s spe´cial. Qu’en est il des nœuds ou des singularite´s
hyperboliques ?
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5.3. Singularite´s re´duites de type nœud-col : ω = ydx+ · · · (α = 0)
Les portraits de phase re´els des exemples classiques qui suivent illustrent d’ores
et de´ja` la dissyme´trie du nœud-col qui a sugge´re´ son nom. Ne nous y trompons pas,
la croissance des feuilles a` droite tout comme leur de´croissance a` gauche ne sont pas
mode´re´es mais exponentielles.
ω = x2dy − ydx ω = x2dy − (x+ y)dx
Figure 3. Portrait de phase re´el d’un nœud col
Les travaux de Briot et Bouquet montrent qu’il y a toujours une courbe invariante
lisse tangente a` l’axe des y et qu’il existe une autre courbe invariante formelle trans-
verse qui peut ne pas converger comme c’est le cas dans l’exemple de droite (e´quation
d’Euler) : elle est parame´tre´e par une se´rie formelle y = −∑n≥0 n!xn+1 solution de
l’e´quation ω = 0. La premie`re est la varie´te´ forte et la seconde, lorsqu’elle converge, la
varie´te´ centrale. Dulac a montre´ qu’il existait un syste`me de coordonne´es dans lequel
le nœud-col s’e´crit :
ω = xp+1dy − f(x, y)dx avec f(0, y) = y et p ∈ N∗,
de sorte que toutes les droites verticales autres que la varie´te´ forte {x = 0} soient
transverses au feuilletage. Ensuite, il montre que ω se re´duit un et un seul des mode`les :
ωp,λ = x
p+1dy − y(1 + λxp)dx, λ ∈ C
par une transformation formelle fibre´e φˆ(x, y) = (x, ϕˆ(x, y)), ϕˆ ∈ C[[x, y]].
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Par le changement de coordonne´e line´aire x := x/ p
√
2iπ, le mode`le formel devient :
ω˜p,λ = x
p+1dy − y(2iπ + λxp)dx,
le champ de vecteur holomorphe :
xp+1
1 + λ2ipix
p
.
∂
∂y
+ 2iπy.
∂
∂y
est tangent au feuilletage et son flot au temps 1 nous donne l’holonomie de la varie´te´
forte (calcule´e dans la variable x sur n’importe quelle transversale {y = y0}) a` savoir
exp(Xp,λ). Un petit calcul d’inte´gration montre que l’holonomie de la varie´te´ forte
du nœud-col ge´ne´ral s’e´crit (dans la variable x et sur n’importe quelle transversale
{y = y0}) :
f(x) = x+ xp+1 + (
p+ 1
2
− λ
2iπ
)x2p+1 + · · ·
de sorte qu’elle est formellement conjugue´e a` exp(Xp,λ). Retournons dans la variable
x de de´part.
On trouve dans [HKM61] la de´monstration du
The´ore`me 5.3.1 (Hukuhara-Kimura-Matuda). — Dans la variable x, il existe
une collection d’ouverts sectoriels (V −k , V
+
k )k∈Z/pZ recouvrant un voisinage e´pointe´ de
x = 0 du meˆme type que celui de Leau (voir section 2.3 et figure ci-dessous) et, au
dessus de chacun d’eux, une transformation fibre´e :
φ : V × D →֒ V × D ; (x, y) = (x, ϕ(x, y)),
avec prolongement continu le long de la varie´te´ forte {x = 0}, redressant au dessus
de V le nœud-col sur le mode`le formel correspondant :
ω ∧ φ∗ωp,λ = 0.
Le mode`le formel ωp,λ admet l’inte´grale premie`re multiforme :
Hp,λ(x, y) = yx
−λe1/px
p
.
En raisonant ou bien directement avec les de´terminations sectorielles de cette inte´grale
premie`re, ou bien, via la transformation sectorielle :
φp,λ : V × D →֒ V × C ; (x, y) 7→ (x/(1 − λpxp log(x))1/p, y),
qui envoit ωp,λ sur ωp,0 = 0, et l’inte´grale premie`re Hp,λ sur Hp,0(x, y) = y.e
1/pxp , on
ve´rifie facilement les assertions suivantes.
1- Les feuilles du feuilletage sont simplement connexes au dessus de chaque pe´tale
V et parame´tre´es par C.
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V −0
V +0
V −1
V +2
V −2
V +1
R
V +1 × D V
−
0 × D
iR
Figure 4. Normalisation sectorielle du nœud-col
2- Au dessus de l’intersection de deux pe´tales conse´cutifs V +k ∩ V −k , les feuilles ont
un comportement de type col : elles explosent lorsque l’on s’approche de la singularite´.
L’inte´grale premie`re ne prend ses valeurs que dans un voisinage de 0 ∈ C. L’application
de transition φ−k ◦ (φ+k )◦(−1) induit une transformation sectorielle fibre´e φ0k isotrope
pour ωp,λ, i.e. satisfaisant ωp,λ∧(φ0k)∗ωp,λ = 0. Elle est de´crite, via l’inte´grale premie`re
Hp,λ, par un germe d’automorphisme ϕ
0
k ∈ Diff(C, 0).
3- Au dessus de l’intersection de deux pe´tales conse´cutifs V −k ∩ V +k+1, les feuilles
ont un comportement de type nœud : elles convergent vers la singularite´ lorsqu’on
s’en approche. L’inte´grale premie`re y prend toutes les valeurs de C. L’application de
transition φ+k+1 ◦ (φ−k )◦(−1) induit une transformation sectorielle fibre´e φ∞k isotrope
pour ωp,λ. Elle est de´crite, via l’inte´grale premie`re Hp,λ, par une transformation affine
ϕ∞k .
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5.3.1. L’espace des feuilles. — Il s’obtient en “recollant” les 2p copies de C
correspondant aux 2p paquets de feuilles au dessus des pe´tales par les identifications
ϕ0k et ϕ
∞
k qui rendent compte de la fac¸on dont se recollent les paquets de feuilles
sectoriels lorsque l’on tourne autour de la varie´te´ forte (voir figure 5).
ϕ∞1
ϕ∞2
ϕ∞0
V +0
V −0V
+
1
V −1
V +2
V −2
ϕ02
Figure 5. Espace des feuilles d’un nœud-col
Cet objet est l’espace des feuilles autres que la varie´te´ forte. Lorsque les ϕ∞k sont
tous line´aires, et lorsque le compose´
ϕ := ϕ∞p−1 ◦ ϕ0p−1 ◦ . . . ◦ ϕ∞0 ◦ ϕ00
n’est pas re´duit a` l’identite´, cette construction ne satisfait pas l’axiome de cocycle
dans la de´finition de varie´te´ ce qui fait de l’espace des feuilles un objet bien singulier.
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5.3.2. La varie´te´ centrale et son holonomie. — La varie´te´ centrale existe
pre´cise´ment lorsque les ϕ∞k sont tous line´aires. En effet, au dessus de chaque pe´tale,
seule la feuille parame´tre´e par 0 ∈ C a la proprie´te´ de converger vers la singula-
rite´ lorsqu’on s’en approche. Un seul recollement ϕ∞k non line´aire aurait pour simple
conse´quence de perdre tout espoir d’avoir une varie´te´ centrale puisque la seule feuille
candidate a` “passer par la singularite´” au dessus de V −k se poursuivrait au dessus de
V +k+1 en “explosant”. Par contre, si tous les ϕ
∞
k sont line´aires, la feuille parame´tre´e
par 0 ∈ C tend vers la singularite´ lorsqu’on s’en approche et donc s’y prolonge ana-
lytiquement par Riemann.
Lorsque la varie´te´ centrale existe, l’holonomie, calcule´e sur une transversale au
dessus de V +0 parame´tre´e par l’inte´grale premie`re, est pre´cise´ment :
ϕ := ϕ∞p−1 ◦ ϕ0p−1 ◦ . . . ◦ ϕ∞0 ◦ ϕ00.
5.3.3. L’holonomie de la varie´te´ forte. — Rappelons que cette holonomie
f(x) est formellement conjugue´e a` exp(Xp,λ). On voit facilement, en conside´rant
les mode`les sectoriels, que toutes les feuilles (excepte´e la varie´te´ centrale, lorsqu’elle
existe) viennent couper la transversale sur laquelle est calcule´e l’holonomie f . On
a donc une application holomorphe canonique surjective envoyant le quotient d’un
voisinage e´pointe´ de x = 0 par la dynamique de f , i.e. le chaˆpelet ge´ome´trique associe´
a` f , sur l’espace des feuilles. Ceci sugge`re que les ϕ0k et ϕ
∞
k que nous venons de de´finir
ne sont autre que les recollements du chaˆpelet, et l’application est le prolongement
analytique des recollements affines ϕ∞k au plan tout entier. Ceci se ve´rifie facilement
en travaillant sectoriellement avec les mode`les formels.
The´ore`me 5.3.2 (Martinet-Ramis). — Etant donne´ p ∈ N∗, deux nœud-cols du
type xp+1dy − f(x, y)dx = 0, f(0, y) = y, sont analytiquement conjugue´s si et seule-
ment si les holonomies respectives de leur varie´te´ forte le sont, c’est a` dire si et seule-
ment si les applications de recollement des espaces des feuilles (ϕ0k, ϕ
∞
k )k respectifs se
correspondent par un changement du syste`me de coordonne´es line´aires.
Toute collection de recollements :
(ϕ0k, ϕ
∞
k )k ∈ (Diff(C, 0)× Aut(C))p
est re´alise´e par un nœud-col du type xp+1dy − f(x, y)dx = 0.
Remarque 5.3.3. — Un automorphisme tangent a` l’identite´ a` l’ordre p ∈ N∗,
f(z) = z + zp+1 + · · · ∈ Diff(C, 0), est l’holonomie de la varie´te´ forte d’un nœud-col
xp+1dy − f(x, y)dx = 0 si et seulement si tous ses ϕ∞k sont affines ; son inverse est
aussi l’holonomie d’un nœud-col si, de plus, tous ses ϕ0k sont homographiques.
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Remarque 5.3.4. — Tout automorphisme ϕ ∈ Diff(C, 0) peut eˆtre re´alise´ comme
l’holonomie de la varie´te´ centrale d’un nœud-col. Cette holonomie est loin de ca-
racte´riser la classe analytique de la singularite´ pour deux raisons. D’abord, la donne´e
de ϕ ne permet pas de retrouver les recollements interme´diaires ϕ0k qui le composent.
Mais meˆme lorsque p = 1, l’holonomie ne rend compte que de la classe de ϕ modulo
changements de coordonne´e conforme alors que la classe analytique de la singularite´
est donne´e par la classe de ϕ modulo changements de coordonne´e line´aire.
Remarque 5.3.5. — Deux nœuds-cols peuvent eˆtre formellement e´quivalents sans
pour autant que les holonomies de leur varie´t’es centrales (si elles existent) le soient.
En effet, on peut choisir ϕ tangent a` l’identite´, auquel cas le mode`le formel n’a pas
d’holonomie.
CHAPITRE 6
RE´DUCTION DES SINGULARITE´S
En dimension 2, toute singularite´ de feuilletage F se re´duit apre`s un nombre fini
d’e´clatements : le feuilletage releve´ F˜ n’a plus, le long du diviseur exceptionnel D,
que des singularite´s re´duites, a` savoir celles que nous venons de de´crire. Chaque com-
posante irre´ductible Di de D est ou bien transverse au feuilletage, ou bien invariante.
Nous verrons plus loin que le pseudo-groupe transverse a` F ou a` F˜ est en grande
partie engendre´ par l’holonomie des composantes invariantes. Nous donnons ici tous
les ingre´dients qui permettront de de´crire ce pseudo-groupe dans la suite. Enfin, nous
expliquons comment construire une singularite´ a` re´duction et a` holonomies prescrites,
ce qui permettra de re´aliser de nombreux pseudo-groupes.
6.1. E´clatements
On appelle e´clatement d’un point p d’une surface complexe M la nouvelle surface
complexe M˜ obtenue en remplac¸ant, dans M , le point p par l’ensemble P1 ≃ C des
directions passant par ce point, munie de sa projection canonique sur M . De´taillons
cette construction dans le cas ou` M = C2 et p est l’origine. La varie´te´ e´clate´e M˜ est
de´finie par 2 cartes :
(x, t) : Vx → C2 et (T, y) : Vy → C2
et par le changement de carte :
Φ : Vx \ {t = 0} → Vy \ {T = 0}; (x, t) 7→ (1
t
, tx).
La projection canonique Π : M˜ →M = C2 est de´finie sur ces cartes par :
Vx → C2 ; (x, t) 7→ Π(x, t) = (x, tx) et Vy → C2 ; (T, y) 7→ Π(T, y) = (Ty, y).
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La varie´te´ M˜ ainsi construite est la re´union disjointe du diviseur exceptionnel :
D := Dx ∪Dy = Π−1(0) avec Dx = {x = 0} ⊂ Vx et Dy = {y = 0} ⊂ Vy
(isomorphe a` P1) et du comple´mentaire M˜ \D qui est isomorphe a` C2 \ {(0, 0)} par
Π. La surface M est re´gle´e par les droites {t = constante} qui se projettent par Π sur
les droites { yx = constante} passant par l’origine.
x
y
t
y
x
y
T
Figure 1. E´clatement de l’origine de C2
L’e´clate´ M˜ d’une surface complexe M en un point p se de´duit en effectuant la
meˆme construction a` partir d’un syste`me de coordonne´es locales (x, y) de M en p.
Sur le dessin pre´ce´dent, la courbe C d’e´quation F (x, y) = x2 − y2(y + 1), qui est
singulie`re a` l’origine, se rele`ve en une courbe lisse C˜ qui, dans la carte Vy , a pour
e´quation F˜ (x, y) = T 2 − y − 1. En fait, la fonction F se rele`ve dans la carte Vx par
F ◦Π(T, y) = y2(T 2− y−1) ; cette fonction s’annule le long du diviseur et, dans cette
carte, nous donne l’e´quation de l’e´clate´e stricte C˜ apre`s division par x.
6.1. E´CLATEMENTS 135
6.1.1. Singularite´s homoge`nes. — Ce proce´de´ permet aussi de simplifier les sin-
gularite´s de feuilletages holomorphes. Prenons le cas d’une singularite´ F de´finie par
une e´quation diffe´rentielle homoge`ne du premier ordre :
dy
dx
= − Pn(x, y)
Qn(x, y)
,
Pn et Qn e´tant des polynoˆmes homoge`nes de meˆme degre´, disons n ≥ 2, sans facteur
commun. Le feuilletage F de´fini par cette e´quation se rele`ve, en dehors du diviseur
D, en un feuilletage F˜ que l’on prolonge au diviseur comme suit. Le feuilletage F est
aussi de´fini par la forme diffe´rentielle ω = Pn(x, y)dx+Qn(x, y)dy. Dans la carte Vx,
cette forme diffe´rentielle se rele`ve en la forme
Π∗ω = xp[(Pn(1, t) + tQn(1, t))dx+Qn(1, t)xdt].
La`, plusieurs situations sont possibles.
Si le polynoˆme xPn(x, y)+yQn(x, y) = x
p+1[Pn(1, t)+ tQn(1, t)] est identiquement
nul, alors F˜ est encore de´fini par dt dans cette carte, ce qui permet de le prolonger au
diviseur. En redescendant par Π dans les coordonne´es (x, y), on reconnait le feuilletage
de´fini par xdy − ydy, c’est a` dire par les niveaux de la fonction me´romorphe yx .
Sinon, de´composons le polynoˆme xPn(x, y) + yQn(x, y) =
n+1∏
k=1
(y − tkx) ou` tk ∈ C
pour k = 1, . . . , n+ 1 et supposons que ces racines soient deux a` deux distinctes. On
a suppose´ ici le polynoˆme unitaire et non divisible par y, ce qui est loisible apre`s un
changement line´aire de coordonne´es. Alors le feuilletage F˜ est encore de´fini dans la
carte Vx par la 1-forme :
[
p+1∏
k=1
(t− tk)]dx+Qn(1, t)x.dt
qui ne s’annule qu’aux points (x, t) = (0, tk) pour k = 1, . . . , n + 1 (car Pn et Qn
n’ont pas de facteur commun). L’e´quation diffe´rentielle se re´sout en de´composant la
fraction Qn(1,t)Pn(1,t)+tQn(1,t) en e´le´ments simples :
dx
x
+
n+1∑
k=1
αk
dt
t− tk
avec αk ∈ C∗ pour k = 1, . . . , n+1 et
n+1∑
k=1
αk = 1. La singularite´ de F˜ au point (0, tk)
est de´finie par une forme du type (t− tk)dx + αkxd(t − tk). En particulier, si aucun
des αk n’est dans Q−, alors toutes les singularite´s de F˜ sont re´duites : on dit dans ce
cas que le feuilletage singulier F˜ est re´duit.
Exercice 3. — Conside´rons une perturbation de la forme pre´ce´dente :
ω = Pn(x, y)dx +Qn(x, y)dy + termes d’ordre > n.
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Figure 2. E´clatement d’une singularite´ homoge`ne
E´clater la singularite´ 0 et ve´rifier que le feuilletage e´clate´ est re´duit de`s lors que
Pn(x, y)x +Qn(x, y)y 6≡ 0 et αk 6∈ Q−. En de´duire, dans ce cas, l’existence de n+ 1
courbes invariantes lisses et 2 a` 2 transverses pour Fω.
6.1.2. Singularite´s cuspidales. — Conside´rons le feuilletage F de´fini par
ω = d(y2 − x3) + ∆(x, y)(2xdy − 3ydx), ∆(0, 0) = 0
pour une fonction ∆ ∈ C{x, y} s’annulant a` l’origine. Le cusp C d’e´quation F (x, y) =
y2 − x3 est visiblement une courbe invariante pour F . Apre`s e´clatement de l’origine,
le feuilletage est de´fini, dans la carte (x, t), par :
(2t2 − 3x− t∆(x, xt))dx + (2xt+ 2x∆(x, xt))dt
et dans la carte (T, y) par :
(−3T 2y2 − 3y∆(Ty, y))dT + (2− 3T 3y − T∆(Ty, y))dy
Alors que dans la seconde carte le feuilletage est re´gulier le long du diviseur, une
singularite´ apparait dans la premie`re carte au point (x, t) = (0, 0). Cette singularite´
n’est pas re´duite car elle est du type xdx + . . . = 0, ou encore parce qu’elle admet a`
la fois le diviseur D et l’e´clate´ strict du cusp C˜ d’e´quation F˜ (x, t) = t2 − x comme
courbes invariantes (la courbe invariante d’une singularite´ re´duite est toujours un
croisement normal, ou lisse dans le cas du nœud-col).
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Figure 3. Premier e´clatement du cusp
Nous allons proce´der a` un deuxie`me e´clatement, a` savoir l’e´clatement de la singu-
larite´ (x, t) = (0, 0). Pour cela, nous introduisons deux nouvelles cartes :
C2 → Vx ; (u, t) 7→ (ut, t) et C2 → Vx ; (x, U) 7→ (x, Ux)
qui viennent remplacer la carte (x, t) avec les nouveaux changements de carte :
(x, U) = (ut,
1
u
) et (T, y) = (
1
t
, ut2)
En composant ces deux e´clatements, on a finalement remplace´ l’origine de C2 par
deux courbes projectives, la premie`re d’e´quation u = 0 ou y = 0 parame´tre´e par la
variable projective t = 1T et la seconde d’e´quation t = 0 ou x = 0 parame´tre´e par la
variable projective u = 1U . Ces deux courbes s’intersectent transversalement au point
(u, t) = (0, 0).
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Le feuilletage releve´ sur cette nouvelle varie´te´ est de´fini, dans la carte (u, t), par :
(2t2 − 3ut− t∆(ut, ut2))du + (4ut− 3u2 + u∆(ut, ut2))dt
et dans la carte (x, U) par :
(4xU2 − 3 + U∆(x, x2U))dx + (2x4U + 2x∆(x, x2U))dU
Le feuilletage obtenu admet les deux diviseurs comme feuille et n’est singulier qu’a`
leur intersection ou` il admet comme troisie`me courbe invariante l’e´clate´ strict du cusp
qui a pour e´quation t− u = 0.
y
T
x
U
ut
C˜
D1 D2
Figure 4. Deuxie`me e´clatement du cusp
Un troisie`me e´clatement est ne´cessaire (et en fait suffisant) en ce point pour re´duire
le feuilletage. La nouvelle varie´te´ M et sa projection Π : M → C2 sont alors de´finies
par quatre cartes :
Π :

(T, y) 7→ (Ty, y)
(V, t) 7→ (V t2, V t3)
(u, v) 7→ (u2v, u3v2)
(x, U) 7→ (x, x2U)
et les changements de cartes :
(V, t) = (T 3y,
1
T
), (u, v) = (V t,
1
V
) et (x, U) = (u2v,
1
u
).
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La varie´te´M est construite en remplac¸ant l’origine de C2 par les 3 courbes ration-
nelles : 
D1 := {y = V = 0} parame´tre´e par la variable t = 1T
D2 := {v = x = 0} parame´tre´e par la variable u = 1U
D1 := {t = u = 0} parame´tre´e par la variable v = 1V
s’intersectant transversalement aux points p1 = D1 ∩ D3 et p2 = D2 ∩ D3 de´finis
respectivement par (V, t) = (0, 0) et (u, v) = (0, 0) et dont la re´unionD = D1∪D2∪D3
est appele´ diviseur (exceptionnel) ou arbre (de re´duction). L’e´clate´ strict C˜ du cusp a
pour e´quation u = 1 : c’est une courbe lisse intersectant transversalement le diviseur
au point p3 = C˜ ∩D3 d’e´quation (u, v) = (1, 0).
Le feuilletage F˜ est donne´ dans la carte (V, t) par :
(2t− 3V t−∆(V t2, V t3))dV + (6V − 6V 2)dt
et dans la carte (u, v) par :
(6v2 − 6v)du+ (4uv − 3u+∆(u2v, u3v2))dv
Ce feuilletage est singulier pre´cise´ment aux points p1, p2 et p3 et ces singularite´s sont
re´duites, donne´es par :
tdV + 3V dt au point p1
2vdu+ udv au point p2
6(v − 1)du+ ud(v − 1) au point p3
p1
p3
p2
D2
D3
D1
C˜
t V v u xy T U
Figure 5. Troisie`me e´clatement du cusp
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6.1.3. Le The´ore`me de Seidenberg. — Si la re´duction des singularite´s de feuille-
tages par e´clatements e´tait bien connue et largement utilise´e au de´but du XX ie`me
sie`cle, par exemple chez Dulac, l’algorithme ge´ne´ral n’a e´te´ e´crit qu’en 1968 par Sei-
denberg dans [Sei68].
Soit F le feuilletage singulier de´fini au voisinage de 0 ∈ C2 par un germe de 1-
forme holomorphe ω = f(x, y)dx + g(x, y)dy. Apre`s un e´clatement Π : M → C2 de
l’origine, le feuilletage F˜ de´fini par Π∗ω se prolonge le long du diviseur exceptionnel
D = Π−1(0) en divisant Π∗ω dans chaque carte par une e´quation convenable du
divideur exceptionnel. Conside´rons maintenant une suite d’applications
· · · →Mk →Mk−1 → · · · →M1 →M0 = C2
ou` πk+1 :Mk+1 →Mk est l’e´clatement d’un point pk du diviseur exceptionnel Π−1k (0),
Πk = πk ◦ · · ·π0, qui est d’un des types suivants
– un point singulier non re´duit pour le feuilletage releve´ Fk = Π∗kF ,
– un point de tangence isole´e de Fk avec une composantes irre´ductibles de Π−1k (0).
Bien suˆr, cette suite n’est pas unique : elle de´pend a` chaque e´tape du point pk choisi
parmis ceux qui satisfont l’une ou l’autre des deux proprie´te´s pre´ce´dentes. Cet al-
gorithme s’arreˆte de`s que l’on ne peut plus trouver de point pk satisfaisant l’une ou
l’autre des deux proprie´te´s ; on dit alors que l’application totale Πk : Mk → C2 est
une re´duction de la singularite´ F . Le lecteur pourra trouver a` la fin de [MM80] une
de´monstration de
The´ore`me 6.1.1 (Seidenberg). — Toute suite ainsi construite comme au dessus
s’arreˆte en un temps fini. L’application Π :M → C2 ainsi construite satisfait :
– Π induit un isomorphisme M −Π−1(0)→ C2 − {(0)},
– le diviseur exceptionnel au dessus de 0 est une courbe nodale connexe non cyclique
dont les composantes irre´ductibles sont lisses et rationnelles
D = Π−1(0) = D1 ∪D2 ∪ · · · ∪Dk,
– le feuilletage releve´ F˜ = Π∗F , de´fini par ω˜ = Π∗ω, n’a que des singularite´s
re´duites le long de D,
– toute composante Di est ou bien une courbe invariante pour F˜ , ou bien en tout
point transverse a` F˜ .
L’application Π : M → C2 est inde´pendant de la suite d’e´clatements choisie et elle
est minimale dans le sens suivant : toute autre application Π˜ : M˜ → C2 satisfaisant
aux proprie´te´s pre´ce´dentes se factorise Π˜ = Φ ◦ Π via une application holomorphe
Φ : M˜ →M .
On dit que la singularite´ est dicritique si un au moins des projectifs est transverse
au feuilletage apre`s re´duction.
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Toute courbe invariante de F se rele`ve via Π : M → C2 en une courbe invariante
C˜ pour F , a` savoir l’e´clate´e stricte de C. Re´ciproquement, toute courbe invariante
irre´ductible C˜ qui n’est pas contenue dans le diviseur exceptionnel D descend sur une
courbe C invariante pour F .
Lorsque F est dicritique, chaque composante irre´ductible du diviseur qui est trans-
verse a` F donne naissance a` un pinceau de courbes invariantes pour F . C’est typi-
quement ce qui arrive lorsque F admet une inte´grale premie`re me´romorphe.
Lorsque F n’est pas dicritique, la courbe invariante formelle de F˜ est la re´union
finie des composantes irre´ductibles du diviseur exceptionnel D et des courbes inva-
riantes transverses a` D attache´es a` ses points singuliers : les singularite´s re´duites ont
une courbe invariante nodale ; chacune d’elle donne naissance a` au plus une branche
transverse a` D.
Que F soit dicritique ou non, on voit que la re´duction de F ne´cessite au moins
la de´singularisation de sa courbe invariante. En ge´ne´ral, c’est insuffisant comme le
montre l’exercice 4. Cependant, on trouve dans [CLNS84] le
The´ore`me 6.1.2 (Camacho-Lins-Neto-Sad). — Soit F une singularite´ de
feuilletage, Π : M → C2 l’application de re´duction et F˜ le feuilletage re´duit sur M .
Si F˜ n’a pas de singularite´ de type nœud-col le long du diviseur exceptionnel D, alors
Π est en fait l’application minimale de´singularisant la courbe invariante de F .
Dans [CLNS84], une telle singularite´ est appele´e courbe ge´ne´ralise´e. Puisque le
proce´de´ de re´duction d’une courbe est un invariant topologique, il en va de meˆme
du proce´de´ de re´duction d’une courbe ge´ne´ralise´e. On ne sait toujours pas a` ce jour
si deux singularite´s de feuilletages topologiquement conjugue´e ont meˆme re´duction
(en pre´sence de nœud-cols). En dimension supe´rieure, les strate´gies de re´duction des
singularite´s de feuilletages sont plus subtiles et nous renvoyons a` [CC92].
Exercice 4. — E´tudier la re´duction des singularite´s line´aires ω = pxdy − qydx ou`
p, q ∈ N∗. E´tudier la re´duction des singularite´s de Poincare´-Dulac
ωn := xdy − (ny + xn)dx.
En de´duire que l’unique courbe invariante (formelle) est re´duite a` C = {y = 0}.
Rappelons que Dulac a montre´ que toute singularite´ du type
ω = xdy − nydx+ . . .
est ou bien line´arisable, ou bien conjugue´e au mode`le pre´ce´dent.
Exercice 5. — Comparer la re´duction des feuilletages de´finis par
ω0 = (2y
2 + x3)dx− 2xydy et ω1 = (y3 + y2 − xy)dx− (2xy2 + xy − x2)dy.
Ces singularite´s apparaissent dans [Suz78] comme exemples de feuilletages topologi-
quement conjugue´s dont seul le premier admet une inte´grale premie`re m’eromorphe
(voir aussi [CM82, Klu92, OBRGV05]).
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Exercice 6. — Montrer, en utilisant le re´duction des singularite´s, que le feuilletage
de´fini par toute perturbation
ω = d(y2 − x3) + termes d’ordre > 2
admet une unique courbe irre´ductible invariante qui se redresse sur le cusp {y2 = x3}
dans de bonnes coordonne´es.
6.2. Pseudo-groupes d’holonomie projective
E´tudions le feuilletage re´duit F˜ au voisinage d’une composante irre´ductible D de
l’arbre de re´duction qui est invariante pour F˜ . Si l’on note p1, . . . , pn+1 ∈ D les
singularite´s de F˜ le long de D, alors le comple´ment D∗ = D−{p1, . . . , pn+1} est une
feuille de F˜ . On peut calculer l’holonomie de D∗ sur un germe de transversale T en
p0 ∈ D∗ (voir section 4.3). Pour une raison d’indice (voir section 6.3, il y a toujours
au moins une singularite´ sur chaque projectif tangent au feuilletage.
Pour cela, choisissons une collection de lacets :
γ1, . . . , γn+1 : [0, 1]→ D − {p1, . . . , pn+1} ; 0, 1 7→ p0
de base p0 comme dans la figure ci-dessous : le lacet γk est d’indice 1 autour de pk
est d’indice −1 autour des autres singularite´s.
D
T
γ1
γ2
γ3
γ4
p3
p2
p1
p4
p0
Figure 6. Holonomie Projective
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Choisissons une parame´trisation de T par un voisinage ouvert U ⊂ C de l’ori-
gine U →֒ T ; 0 7→ p0. Quitte a` diminuer T et U , chaque application d’holonomie
ϕγk de´finit, via la parame´trisation choisie, une transformation holomorphe inversible
fk : U → C fixant 0. Le pseudo-groupe G engendre´ sur U par ces transformations
f1, . . . , fn+1 est appele´ pseudo-groupe d’holonomie projective associe´ a` la composante
D du diviseur exceptionnel. Il n’est bien de´fini qu’a` diminution pre´s de U et a` conju-
gaison pre`s par un diffe´omorphisme ϕ : U → U ′ ⊂ C fixant 0. En particulier, le
choix du point-base p0, de la transversale T et des lacets γk n’est pas important. Ce
pseudo-groupe rend compte d’une partie de la dynamique transverse du feuilletage au
voisinage de D : chaque orbite est une partie de la trace d’une feuille sur la transver-
sale T . Plus pre´cise´ment, en reprenant l’e´tude des singularite´s re´duites mene´e dans la
troisie`me lec¸on, on montre facilement les affirmations suivantes.
Lorsque les singularite´s p1, . . . , pn+1 sont toutes re´duites et aucune de type nœud
ou nœud-col, alors on peut construire un voisinage tubulaire de D sur lequel toute
feuille autre que les courbes invariantes “verticales” des singularite´s vient couper T
et sa trace sur T correspond exactement a` une orbite. L’espace des feuilles autres que
les se´paratrices verticales s’identifie alors a` l’espace des orbites du pseudo-groupe G.
Par contre, la pre´sence d’un nœud-col dont D serait la varie´te´ centrale ou encore
d’un nœud parmis les singularite´s de D amenerait des feuilles qui ne seraient pas
vues par T mais resteraient co¨ınce´es au voisinage de cette singularite´. De meˆme, la
pre´sence d’un nœud-col dont D serait la varie´te´ forte ferait que certaines feuilles a
priori distinctes du point de vue de G viendraient se recoller au voisinage de celui-ci ;
si ce nœud-col admet, de plus, une varie´te´ centrale avec holonomie, ces recollements
peuvent eˆtre sauvages.
Remarquons que les ge´ne´rateurs fk du pseudo-groupe G satisfont :
f1 ◦ . . . ◦ fn+1 = identite´
car le lacet γ1 · · ·γn+1 est homoptope a` ze´ro dans D − {p1, . . . , pn+1} et donc sans
holonomie. Le pseudo-groupe G est en fait engendre´ par f1, . . . , fn.
Exercice 7. — Conside´rons le cas d’une e´quation diffe´rentielle homoge`ne :
dy
dx
= −P (x, y)
Q(x, y)
dans le cas ou` elle se re´duit apre`s un e´clatement (voir section 6.1.1). En remarquant
que F est invariante par les homothe´ties (x, y) 7→ (ax, ay), a ∈ C∗, de´duire que le
pseudo-groupe d’holonomie projective est du type (Lin). Expliciter ce pseudo-groupe
en fonction des coefficients de P et Q. En de´duire qu’il existe un ouvert dense de
couples (P,Q) dans l’espace des couples de polynoˆmes complexes a` deux variables de
degre´ ≤ n pour lesquels l’e´quation pre´ce´dente a toutes ses feuilles denses excepte´es
n+ 1 courbes invariantes.
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Exercice 8. — E´tudier les pseudo-groupes d’holonomie projective des exercices 4 et
5. De´duire le type analytique des singularite´s apparaissant dans la re´duction des sin-
gularite´s de Poincare´-Dulac de l’exercice 4. On utilisera le The´ore`me 5.2.1 pour ca-
racte´riser de proche en proche le type analytique des singularite´s de F˜ sur les singu-
larite´s du diviseur exceptionnel (voir exemple ci-dessous).
Exemple 6.2.1. — Revenons aux singularite´s cuspidales de la section 6.1.2. Rap-
pelons qu’apre`s re´duction, le diviseur exceptionnel D a 3 composantes irre´ductibles
D1, D2 et D3. Les deux premie`res n’ont qu’une singularite´ et, par conse´quent, n’ont
pas d’holonomie. Ces singularite´s sont des cols, ce qui implique, d’apre`s le The´ore`me
de Mattei-Moussu 5.2.1, que ces cols sont line´arisables et que les ge´ne´rateurs f1 et f2
du pseudo-groupe d’holonomie projective de D3 sont pe´riodiques. En conside´rant leur
partie line´aire, donne´e par la partie line´aire de F˜ aux points p1 et p2 (voir section
6.1.2), on de´duit que :
f◦31 = f
◦2
2 = identite´.
Notons G le sous-groupe de Diff(C, 0) engendre´ par f1 et f2. D’apre`s l’e´tude des deux
premie`res lec¸ons, on peut montrer que :
1. si G est abe´lien, alors la dynamique de G est de type (Fin),
2. si G est re´soluble non abe´lien, alors la dynamique est de type (Aff) et les orbites
n’adhe`rent qu’a` 0,
3. enfin si G n’est pas re´soluble, alors la dynamique G est sans secteur de Nakai,
i.e. les orbites sont partout denses.
De plus, on peut montrer que f3 est pe´riodique si et seulement si on est dans les
deux premie`res situations. Maintenant, en remarquant que les feuilles sont ferme´es au
voisinage des projectifs D1 et D2, on de´duit que tous les phe´nome`nes dynamiques du
feuilletage se lisent au voisinage du projectif D3 puis que :
1. si G est abe´lien, alors le feuilletage F admet une inte´grale premie`re holomorphe
et toutes ses feuilles sont ferme´es,
2. si G est re´soluble non abe´lien, alors les feuilles de F adhe`rent toutes au cusp et
seulement au cusp,
3. enfin si G n’est pas re´soluble, alors toute feuille autre que le cusp est dense.
De plus, l’holonomie du cusp est triviale si et seulement si on est dans la situation
1 ou 2. Ces singularite´s ont e´te´ e´tudie´es en 1983 par Robert Moussu pour re´pondre
ne´gativement a` une conjecture de Rene´ Thom : il construit explicitement une singula-
rite´ de type 2 ce qui montre qu’une singularite´ peut avoir des feuilles non analytiques
(ici qui adhe`rent au cusp) sans pour autant que la courbe invariante (ici le cusp)
porte de l’holonomie. Une e´tude plus pousse´e du reveˆtement permet de montrer que
les feuilles autres que le cusp sont des tores troue´s dans le cas 1 et des plans infiniment
troue´s dans le cas 2, ces derniers s’obtenant en de´roulant les tores troue´s. Pour plus
de de´tails, nous renvoyons a` [Mou85, EISV93, Lor94, Lor95].
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6.3. La formule de l’indice
Conside´rons une singularite´ de feuilletage F non re´duite et, apre`s re´duction, une
composante irre´ductible D du diviseur qui est invariante par F˜ . En reprenant les
notations de la section 6.2, l’identite´ :
f1 ◦ . . . ◦ fn+1 = identite´
nous donne la contrainte suivante. Notons αk le nombre complexe que l’on associe
a` la singularite´ re´duite de F˜ au point pk de la fac¸on suivante (ou` (u, v) de´signe un
syste`me de coordonne´es locales en pk telles que D = {v = 0}) :
– si la singularite´ re´duite est du type udv+αvdu+. . . avec α 6∈ Q−∗ , alors αk := −α,
– si la singularite´ re´duite est un nœud-col dont D est la varie´te´ centrale vdu+ . . .
et si ce nœud-col est formellement conjugue´ au mode`le up+1dv − v(1 + λup)du,
alors αk := λ.
Dans chacun des cas, le nombre αk a e´te´ choisi de sorte que l’holonomie de la singu-
larite´ pk est du type fk(z) = e
2ipiαkz + . . . ce qui nous donne l’identite´ :
α1 + . . .+ αp+1 ∈ Z
La formule de l’indice, e´tablie par Cesar Camacho et Paulo Sad en 1983, nous dit
que l’entier obtenu est un entier strictement ne´gatif topologiquement de´termine´ par
le proce´de´ de re´duction. Nous renvoyons a` [CS82] pour plus de de´tails et nous nous
contenterons des quelques ide´es qui suivent.
Tout d’abord, un voisinage tubulaire de D dans M˜ peut eˆtre vu comme un fibre´
oriente´ en disques D localement trivial au dessus de la sphe`re S2. Topologiquement,
ces fibre´s sont tous construits de la manie`re suivante. On prend deux fibre´s en disques
au dessus du disque ferme´ D× D que l’on recolle au dessus les cercles par :
S1 × D→ S1 × D ; (e−iθ, z) 7→ (eiθ, eνiθz)
pour un entier ν ∈ Z. Cet entier est un invariant topologique appele´ (premie`re)
classe de Chern du fibre´. On peut l’interpre´ter comme suit. Deux sections ge´ne´riques
vont s’intersecter ν fois, compte´ avec multiplicite´. La multiplicite´ d’intersection se
de´finit comme suit. Au voisinage d’un point d’intersection, on choisit une trivialisation
D × D au dessus d’un disque ferme´ D de la sphe`re S2. Au dessus du bord S1ε, la
deuxie`me section fait exactement ν tours autour de la premie`re si ν est la multiplicite´
d’intersection.
On ve´rifie que la classe de Chern d’un projectif D obtenu apre`s un e´clatement
est −1 et qu’elle diminue de 1 a` chaque fois que l’on e´clate un point de ce projectif.
Apre`s re´duction, de´signons par ν(D) ∈ Z∗− la classe de Chern de D. Choisissons
un disque ferme´ D dans D contenant toutes les singularite´s pk et une trivialisation
D×D. Au dessus de D\D, le feuilletage est trivial et chaque feuille de´finit une section
n’intersectant pas le projectif. Dans cette trivialisation, on voit ces sections arriver au
dessus de S1 avec un indice : c’est la classe de Chern ν(D).
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Lemme 6.3.1 (Formule de l’indice). — Notons ν(D) la classe de Chern de D
dans M˜ . Lorsque D apparait dans le processus de re´duction, cet entier est −1 puis il
diminue de 1 a` chaque fois que l’on e´clate un de ses points. Alors les indices αk des
singularite´s pk satisfont :
α1 + . . .+ αp+1 = ν(D)
Rappelons que cette formule est un des ingre´dients de la preuve du
The´ore`me 6.3.2 (Camacho-Sad). — Toute singularite´ de feuilletage admet une
courbe invariante.
La de´monstration consiste, si le feuilletage n’est pas dicritique (auquel cas c’est
termine´), a` prouver l’existence, apre`s re´duction, d’une singularite´ re´duite P sur une
partie lisse du diviseur D qui ne soit pas un nœud-col avec varie´te´ forte contenue dans
D. En effet, la singularite´ posse`de alors automatiquement une se´paratrice transverse
qui redescend sur une se´paratrice de la singularite´ F de de´part. Il suffit pour cela
de trouver une singularite´ p dont l’indice α relatif a` la composante irre´ductible Di
du diviseur qui la contient soit non nul. La preuve est combinatoire. Une preuve
constructive a` l’aide d’un algorithme de type Newton-Puiseux a e´te´ donne´e par Jose
Cano dans[Can93].
Exercice 9. — De´crire les singularite´s re´duites qui apparaissent apre`s re´duction
d’une courbe ge´ne´ralise´e non dicritique dont la courbe invariante est le “double-cusp”
d’e´quation (y2 − x3)(x2 − y3) = 0.
On appellera arbre de re´duction la donne´e de la matrice (Di ·Dj)i,j=1,...,k d’inter-
section des composantes irre´ductibles du diviseur exceptionnel D :
– Di ·Dj = 0 si i 6= j et si Di et Dj sont disjointes,
– Di ·Dj = 1 si i 6= j et Di et Dj s’intersectent,
– Di ·Dj = ν, la classe de Chern, si i = j.
Cette donne´e caracte´rise topologiquement le germe de voisinage (M,D).
The´ore`me 6.3.3 (Grauert). — Soit M une surface complexe et D ⊂ M un divi-
seur nodal acyclique et connexe dont les composantes irre´ductibles D1, . . . , Dk sont
des courbes rationnelles lisses de classe de Chern ne´gative. Alors D est le diviseur
exceptionnel d’une suite d’e´clatements Π : (M,D) → (C2, 0) si et seulement si la
matrice d’intersection des Di est de de´terminant −1.
Exemple 6.3.4. — Pour la re´duction des courbes ge´ne´ralise´es non dicritiques at-
tache´es au cusp y2 = x3, l’arbre de re´duction est de´crit par la matrice d’intersection−3 0 10 −2 1
1 1 −1

Exercice 10. — De´terminer tous les arbres de re´duction a` moins de 4 composantes.
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6.4. Construction de singularite´s non re´duites
Conside´rons, pour commenc¸er, une singularite´ de feuilletage de la forme
(17) ω = Pn(x, y)dx +Qn(x, y)dy +∆n(x, y)(xdy − ydx)
ou` Pn et Qn sont des polynoˆmes homoge`nes de degre´ n ≥ 2 et ∆n ∈ C{x, y} s’annulant
a` l’ordre n en 0. En ce sens, ω est une perturbation radiale de la singularite´ homoge`ne
conside´re´e dans la section 6.1.1. Nous supposerons xPn + yQn =
n+1∏
k=1
(y − tkx) ou`
les tk ∈ C sont 2 a` 2 distincts pour k = 1, . . . , n + 1, de sorte que les droites {y =
tkx} sont des courbes invariantes pour ωn = Pn(x, y)dx + Qn(x, y)dy, et en fait
pour ω puisque la perturbation est radiale. Alors, apre`s un e´clatement de l’origine,
le diviseur exceptionnel D est invariant et les singularite´s de F˜ sont les n+ 1 points
pk = (0, tk) dans la carte (x, t) ; au voisinage de pk, le feuilletage est donne´ par
(t− tk)dx + αkxd(t− tk) + · · · ou`
Qn(1, t)
Pn(1, t) + tQn(1, t)
=
dx
x
+
n+1∑
k=1
αk
dt
t− tk .
On note que la relation de Camacho-Sad
∑n+1
k=1 αk = 1 est satisfaite. Un point base p0
et un syste`me de ge´ne´rateurs γk du groupe fondamental de D
∗ = D− {p1, . . . , pn+1}
e´tant fixe´s comme dans la section 6.2, la repre´sentation d’holonomie permet de de´finir
une fleˆche de type “Riemann-Hilbert non line´aire”
∆ 7→ (ϕ1, . . . , ϕn+1)
ou` ϕk(z) = e
−2ipiαkz + · · · et ϕ1 ◦ · · · ◦ ϕn+1 = identite´. Le proble`me de Riemann-
Hilbert, dans ce contexte, est de de´terminer quelles repre´sentations sont ainsi re´alise´es
lorsque ∆ de´crit toutes les se´ries s’annulant a` l’ordre k. Une obstruction est que lorsque
αk ≤ 0, la singularite´ pk est un nœud ou un nœud-col dont l’holonomie ϕk est tre`s
spe´ciale, par exemple line´arisable si αk 6∈ Q. Par contre, Alcides Lins-Neto montre
dans [LN87] le
The´ore`me 6.4.1 (Lins-Neto). — Si αk ∈ C − R− pour k = 1, . . . , n + 1, alors
toute repre´sentation
(ϕ1, . . . , ϕn+1) ∈ (Diff(C, 0))n+1
satisfaisant ϕ′k(0) = e
−2ipiαk et ϕ1 ◦ · · · ◦ ϕn+1 = identite´ est l’holonomie projective
d’une singularite´ de la forme (17).
Comme le remarque Yu. Ilyashenko dans [Il′97], il n’est pas difficile de construire
des e´le´ments ϕ1, ϕ2, ϕ3 ∈ Diff(C, 0) tous trois non line´arisables satisfaisant ϕ1 ◦ ϕ2 ◦
ϕ3 = identite´ tels que pour tout choix de αk > 0 tels que ϕ
′
k(0) = e
−2ipiαk on ait
α1 + α2 + α3 ≥ 2.
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De´monstration. — L’hypothe`se αk ∈ C−R− permet de re´aliser ϕk comme holonomie
d’une singularite´ Fk de la forme
(t− tk)dx + αkxd(t− tk) + · · · avec {x = 0} invariante
au voisinage de pk. En effet, lorsque αk 6∈ R, ϕk est line´arisable par Kœnigs (The´ore`me
2.1.2) et est l’holonomie de la singularite´ line´aire (t − tk)dx + αkxd(t − tk) ; dans le
cas αk > 0, on applique le The´ore`me 5.2.3. Nous allons recoller ces mode`les locaux
pour construire un feuilletage global au voisinage de D. Pour cela, choisissons un
recouvrement ouvert D = V0 ∪ V1 ∪ · · · ∪ Vn+1 comme dans la figure ci-dessous (V0
est un e´paississement de D − V , V = V1 ∪ · · · ∪ Vn+1, n’intersectant aucun des γk).
x = 0
t0
t2t3
V4
V3 V2 V1
t1
t4
Figure 7. Le recouvrement V = V1 ∪ · · · ∪ Vn+1
On peut supposer Fk de´fini sur un voisinage de Vk, k = 1, . . . , n+1, quitte a` faire
une homothe´tie dans la variable t− tk. On peut supposer de plus que l’holonomie de
Fk calcule´e sur la transversale T = {t = t0} est pre´cise´ment ϕk dans la variable x. Sur
V0, choisissons par exemple le feuilletage F0 de´fini par d(y − t0x) = (t− t0)dx + xdt
qui est re´gulier au voisinage de D en dehors de p0. Il existe pour tout k = 1, . . . , n un
(unique) diffe´omorphisme
Φk : (C
2, Vk ∩ Vk+1)→ (C2, Vk ∩ Vk+1) ; (x, t) 7→ (φk(x, t), t),
{
φk(0, t) = 0
φk(x, t0) = x
conjugant le feuilletage Fk au feuilletage Fk+1 ; en effet, les deux feuilletages sont
re´guliers de feuille commune {x = 0} au voisinage de Vk ∩ Vk+1 et cet ouvert est
simplement connexe. Ceci permet d’ores et de´ja` de recoller les feuilletages Fk en un
feuilletage F de´fini au voisinage de V = V1∪· · ·∪Vn+1 dans un germe surface complexe
M ; la projection (x, t) 7→ t qui est invariante par les recollements Φk de´finit une
projectionM → V qui fait deM un fibre´ en disques. Par construction, le feuilletage F
re´alise la repre´sentation d’holonomie que nous nous sommes donne´ ; il faut maintenant
comple´ter le feuilletage sur un voisinage de D.
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Il existe un diffe´omorphisme
Φ0 : (C
2, V0 ∩ V )→ (M,V0 ∩ V )
qui commute aux projections et conjugue le feuilletage F0 au feuilletage F que nous
venons de construire ; la raison est la meˆme qu’au dessus a` ceci pre`s que V0 ∩ V n’est
pas simplement connexe : on utilise ici que ni F0, ni F n’ont d’holonomie le long de
V0∩V (et notamment que ϕ1 ◦ · · ·◦ϕn+1 = identite´). Finalement, en recollant F0 a` F
a` l’aide de Φ0, on M en un fibre´ en disques M → D dont D est une section globale ;
le feuilletage F est de´fini sur M , et D en est une courbe invariante. Les singularite´s
de F sont les points pk et la formule de l’indice (Lemme 6.3.1) nous dit que la classe
de Chern de D est −1. D’apre`s le The´ore`me de Grauert (voir [Gra62]), (M,D) est
l’e´clate´ de (C2, 0).
Finalement, remarquons que l’on peut choisir, dans la construction pre´ce´dente, des
mode`les locaux dont la seconde courbe invariante soit exactement {t = tk} de sorte
qu’elle est contenue, apre`s recollement, dans la fibration M → D. Cette dernie`re
de´finit un feuilletage singulier G sur (C2, 0) qui doit eˆtre de la forme xdy+ ydx+ · · · ;
d’apre`s le The´ore`me de line´arisation de Poincare´, G est line´aire dans de bonnes coor-
donne´es holomorphes et les courbes invariantes de F sont redresse´es sur des droites.
Par construction, on peut supposer, apre`s transformation line´aire, que la courbe in-
variante est pre´cise´ment
n+1∏
k=1
(y − tkx) = xPn + yQn = (Pndx+Qndy) ∧ (xdy − ydx).
Alors la 1-forme ω de´finissant F sur (C2, 0) se de´compose en
ω = f(Pndx +Qndy) + g(xdy − ydx) ou`
{
f = ω∧(xdy−ydx)xPn+yQn
g = (Pndx+Qndy)∧ωxPn+yQn
On ve´rifie aise´ment, duˆ au fait que les n+ 1 singularite´s soient non de´ge´ne´re´es apre`s
un e´clatement, que f(0) 6= 0 et g(0) = 0. En divisant ω par f , on obtient la forme
de´sire´e avec ∆ = g/f .
La me´thode de recollements utilise´e dans la preuve pre´ce´dente se ge´ne´ralise sans
difficulte´ a` un arbre de re´duction ge´ne´ral. Par exemple, on peut montrer dans le cadre
des singularite´s cuspidales (voir section 6.1.2 et l’exemple 6.2.1) que
The´ore`me 6.4.2 ([CM88]). — E´tant donne´s (f1, f2) ∈ (Diff(C, 0))2 satisfaisant
f◦31 = f
◦2
2 = identite´ avec
{
f1(z) = −z + · · ·
f2(z) = e
− 2ipi3 z + · · ·
il existe une singularite´ cuspidale
ω = d(y2 − x3) + ∆(x, y)(2xdy − 3ydx), ∆(0, 0) = 0
dont l’holonomie projective est donne´e par (f1, f2) (voir exemple 6.2.1).
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Ide´e de de´monstration. — On reconstruit d’abord le feuilletage au voisinage de D3,
re´alisant la repre´sentation d’holonomie donne´e par (f1, f2) ; on utilise pour cela les
mode`les locaux de´crits a` la fin de la section 6.1.2. Par la formule de l’indice, D3 est
de classe de Chern −1 dans le germe de surface construit, de sorte que l’on peut
effondrer D3 : on a maintenant un germe de feuilletage F2 sur (C2, 0). Maintenant,
on reconstruit le feuilletage au voisinage de D2 comme dans la configuration de la
figure 4 en utilisant F2 comme mode`le local ; notons que la construction de la preuve
du The´ore`me 6.4.1 n’utilise pas le fait que les singularite´s soient non de´ge´ne´re´es.
Le diviseur D2 est maintenant de classe de Chern −1 dans la surface construite et,
en l’effondrant, on obtient un germe de feuilletage F1 sur (C2, 0). Enfin, en utilisant
celui-ci comme mode`le local, on reconstruit le feuilletage F au voisinage de D1 comme
dans la configuration de la figure 3. Notons que l’on peut aussi construire directement
le feuilletage F le long d’un diviseur D = D1 ∪ D2 ∪ D3 en suivant la configuration
de la figure 5 puis effondrer successivement les composantes D3, D2 puis D1. Pour
retrouver la forme ω de l’e´nonce´, on peut ou bien modifier la construction pre´ce´dente
de manie`re a` construire simultane´ment la fibration G de´finie par 2xdy − 3ydx, ou
encore utiliser le fait que la courbe invariante C, dont la paire de Puiseux (2, 3) est
de´termine´e par sa re´duction, se redresse analytiquement sur le cusp standart.
La construction du The´ore`me 6.4.1 s’adapte aussi aux feuilletages dicritiques. En
effet, on a le
Lemme 6.4.3. — Pour k = 1, . . . , n + 1, on se donne un germe de feuilletage Fk
de´fini au voisinage de pk = (0, tk) dans (x, t) ∈ C2, les pk e´tant deux a` deux distincts,
et on suppose que D = {x = 0} n’est invariant par aucun des Fk. Alors il existe un
germe de feuilletage F sur (C2, 0) tel qu’apre`s 1 e´clatement Π : (M,D)→ (C2, 0), on
ait (dans la carte (x, t) ∈ C2 avec les meˆmes notations) :
– le diviseur D est transverse au feuilletage e´clate´ F˜ excepte´ aux points pk,
– il existe pour k = 1, . . . , n+ 1 un germe de diffe´omorphisme
Φk : (C
2, pk)→ (C2, pk) ; (x, t) 7→ (x, φ(x, t)), φ(0, t) = t
conjugant Fk a` F˜ .
La de´monstration est la meˆme que dans la preuve du The´ore`me 6.4.1 excepte´ que les
applications de recollement entre les Vk sont ici de la forme (x, φ(x, t)) (transversalite´
au feuilletage) ; la condition φ(0, t) = t a pour but d’avoir un controˆle sur le pseudo-
groupe du feuilletage construit, c’est a` dire de prescrire la restriction des pseudo-
groupes Gk de Fk a` la transversale globale D (elle devient transverse au feuilletage
apre`s re´duction des singularite´s Fk).
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Nous sommes maintenant capables de construire des singularite´s de feuilletage
dont la re´duction et l’holonomie sont arbitrairement riches. Dressons une liste des
ingre´dients qui nous permettront plus loin de donner une description comple`te du
pseudo-groupe transverse pour une singularite´ de feuilletage ge´ne´rale. A` chaque sin-
gularite´ F , on sait maintenant associer :
1. Un arbre de re´duction, c’est a` dire le diviseur D = D1 ∪ · · · ∪ Dk muni de sa
matrice d’intersection (Di ·Dj)i,j .
2. La partition {1, . . . , n} = I inv∪Itransv en composantes invariantes, indexe´es par
I inv ou transverses, indexe´es par Itransv (avec Di ·Dj = 0 pour tous i, j ∈ Itransv
distincts).
3. Sur chaque composante Di, la donne´e d’une coordonne´e projective ti ∈ C ainsi
que sa valeur ti,j au point d’intersection pi,j = Di ·Dj (lorsqu’elle est non vide).
4. Pour chaque composante invariante Di, i ∈ I inv, une collection (e´ventuellement
vide) de singularite´s pik ∈ D∗i , k = 1, . . . , ni, deux a` deux distinctes sur la partie
lisse Di − {pi,j} du diviseur ; on note tik = ti(pik).
5. En chaque point pi,j = Di∩Dj , i, j ∈ I inv, un germe de feuilletage Fi,j dontDi∪
Dj est une courbe invariante, donne´ par une 1-forme ωi,j dans les coordonne´es
(ti, tj) (avec l’identification e´vidente entre ωi,j et ωj,i).
6. En chaque point pik ∈ Di, i ∈ I inv, un germe de feuilletage F ik dont Di est une
courbe invariante, donne´ par une 1-forme ωi,j dans les coordonne´es (ti, z) (ou` z
est n’importe quelle e´quation locale re´duite de Di). Les indices de Camacho-Sad
αi,j et α
i
k le long de Di doivent satisfaire la relation
∑
j αi,j +
∑
k α
i
k = Di ·Di.
7. Pour chaque composante invariante Di, i ∈ I inv, une transversale Ti en un point
pi0 ∈ D∗i = Di − {pi,j, pik} munie d’une coordonne´e de re´fe´rence zi ∈ (C, 0).
8. Pour chaque point singulier pik (resp. pi,j) sur Di, i, j ∈ I inv, un lacet γik
(resp. γi,j) base´ en p
i
0 dans D
∗
i , d’indice 1 autour de ce point et 0 autour des
autres, donne´ dans la variable ti ; l’applications d’holonomie correspondante
ϕik : (Ti, p
i
0) → (Ti, pi0) (resp. ϕi,j) donne´e dans la variable zi. Bien suˆr, ϕik
(resp. ϕi,j) est (conjugue´e a`) l’holonomie de F ik (resp. Fi,j) le long de Di.
9. Pour chaque point pi,j d’intersection d’un composante invariante Di, i ∈ I inv,
avec une composante transverseDj , j ∈ Itransv, un chemin δi,j dans D∗i joignant
pi0 a` pi,j et de l’application d’holonomie associe´e ϕi,j : (Ti, p
i
0) → (Dj , pi,j),
donne´e dans les coordonne´es zi et tj .
The´ore`me 6.4.4 (Lins-Neto). — Re´ciproquement, e´tant donne´s
Di ·Dj , I inv, Itransv, ti, ti,j , tik, ωi,j ωik, zi, γi,j , δi,j , γik, ϕi,j et ϕik
satisfaisant 1, . . . , 9 ci-dessus, il existe un germe de feuilletage singulier F dont la
re´duction re´alise toutes ces donne´es.
CHAPITRE 7
STRUCTURE TRANSVERSE D’UNE SINGULARITE´
GE´NE´RALE
Nous allons de´crire les pseudo-groupes d’holonomie que l’on obtient en recollant
les dynamiques des diffe´rentes composantes du diviseur exceptionnel apre`s re´duction.
7.1. Correspondances de Dulac
Pour de´crire le pseudo-groupe transverse d’une singularite´ de feuilletage F , il nous
faut notamment comprendre comment les diffe´rents pseudo-groupes d’holonomie pro-
jective de´finis dans la section 6.2 sont connecte´s. En reprenant les notations de la
section 6.4, on s’interesse au passage de la coordonne´e zi a` la coordonne´e zj lorsque
Di et Dj s’intersectent avec i, j ∈ S. Ceci revient, e´tant donne´e une singularite´ re´duite
posse´dant deux courbes invariantes, a` e´tudier l’application de passage d’une transver-
sale a` une de ces courbes vers une transversale a` l’autre courbe. Dans le cadre re´el,
ces applications sont bien de´finies en tant qu’home´omorphismes (R+, 0) → (R+, 0)
analytiques en dehors de 0 ; elles ont e´te´ e´tudie´es par Henri Dulac dans son travail
sur les cycles limites, relatif au 16ie`me proble`me de Hilbert. Dans le cadre complexe,
ces applications sont en ge´ne´ral multiformes.
Pour la suite, la singularite´ re´duite est de´finie dans un syste`me de coordonne´es
(x, y) au dela` du polydisque D× D, les axes de coordonne´es sont les se´paratrices, les
transversales sont :
Tx := {y = 1} et Ty := {x = 1}
parame´tre´es respectivement par x et y et l’application de Dulac complexe :
D : Tx → Ty
va maintenant eˆtre de´crite pour chaque type de singularite´ re´duite.
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7.1.1. Type (Fin)col : ω = pydx+ qxdy avec p, q ∈ N∗ premiers entre eux. —
L’inte´grale premie`re du feuilletage H(x, y) = xpyq nous donne, en posant :
H(x, 1) = H(1,D(x))
que l’application de Dulac D est une correspondance finie de type (p : q) :
D : Tx → Ty ; x 7→ y = xp/q.
Lorsque q = 1, cette application est holomorphe et c’est la seule situation, comme
nous allons le voir, pour laquelle l’application de Dulac n’a pas de monodromie.
7.1.2. Type (Lin)col et (Lin)hyp : ω = xdy + αydx avec α ∈ C \ (Q+ ∪ R−). —
L’inte´grale premie`re H(x, y) = xαy nous donne :
D : Tx → Ty ; x 7→ y = xα.
Pour la comprendre, le plus simple est de passer au reveˆtement universel
Hez → Dz ≃ T ∗z ; z˜ 7→ z = exp(2iπz˜)
sur chaque transversale e´pointe´e T ∗z = Tz−{z = 0}, pour z = x et z = y. L’application
de Dulac D se rele`ve par exemple en
D˜ : Hex → Hey ; x˜ 7→ y˜ = αx˜.
Les autres rele`vements possibles se de´duisent en composant par les automorphismes
de reveˆtements : D˜′ = (∆y)◦n ◦ D˜ ◦ (∆x)◦m, m,n ∈ Z, ou`
∆z : z˜ 7→ z˜ + 1, z = x, y.
L’application D˜ est bien de´finie et on voit imme´diatement que pour α 6∈ R, le domaine
de de´finition de l’application de Dulac D, sur Tx, va de´croˆıtre au fuˆr et a` mesure que
l’on va faire jouer la monodromie : ce n’est pas une application multiforme de´finie sur
Hex tout entier. Si l’on note f et g les holonomies respectives de l’axe des x et des y
calcule´es sur les transversales Tx et Ty, alors l’application de Dulac conjugue :
l’holonomie g˜ : x˜ 7→ x˜− 1α a` la translation ∆
◦(−1)
y : y˜ 7→ y˜ − 1
et la translation ∆x : x˜ 7→ x˜+ 1 a` l’holonomie f˜◦(−1) : y˜ 7→ y˜ + α.
Le fait que toutes les feuilles qui coupent Tx coupent aussi Ty se traduit ici par le fait
qu’en tout point de Tx, il existe au moins une de´termination de D. On dira que la
singularite´ ne disconnecte pas le feuilletage.
7.1.3. Type (Lin)nœud : ω = xdy+αydx avec α ∈ R− \Q−. — Ici, contrairement
aux situations pre´ce´dentes, la singularite´ disconnecte totalement le feuilletage : aucune
feuille passant par Tx ne repasse par Ty et vice et versa. Il n’y a pas d’application de
Dulac.
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C
Hey
C
Hex
Tx
Ty
x
y
D
D˜(x˜) = αx˜
exp(2ipix˜)
exp(2ipiy˜)
Figure 1. Application de Dulac d’une singularite´ hyperbolique
7.1.4. Singularite´s de type col : ω = xdy + αydx + · · · avec α ∈ R+∗ . — On
commence par construire une de´termination D de l’application de Dulac comme suit.
E´tant donne´ un point (x, 1) de Tx, son image par D est le point (1, y) = ϕγ(x, 1) ou`
l’application d’holonomie ϕγ est construite en relevant, suivant la fibration transverse
x = constante, le chemin compose´ du segment radial [x, x|x| ] puis de l’arc de cercle
ramenant, dans le sens direct, le point x|x| sur le point 1 dans la base (voir figure 2).
L’application D s’obtient en prolongeant inde´finiment la de´termination pre´ce´dente
par l’identite´ :
D(e2ipix) = f◦(−1) ◦ D(x)
ou` f de´signe l’holonomie de l’axe des x.
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Ty
Txx
x
|x|
D(x)
{x = 0}
γ
Figure 2. Application de Dulac d’un col (non line´aire)
En inversant les roˆles de x et y dans la construction pre´ce´dente, on e´tablit l’identite´ :
D◦(−1)(e2ipiy) = g◦(−1) ◦ D◦(−1)(y)
ou` D◦(−1) est l’application de passage de Ty a` Tx et ou` g de´signe l’holonomie de l’axe
des y. Les applications D et D◦(−1) sont inverses l’une de l’autre en ce sens que :
D ◦ D◦(−1) = f◦n pour un n ∈ Z,
l’entier n de´pendant des de´terminations choisies pour de´finir la composition, et :
D◦(−1) ◦ D = g◦n pour un n ∈ Z.
En passant aux reveˆtements universels des deux transversales, les identite´s pre´ce´dentes
nous disent que l’application de Dulac conjugue :
l’holonomie g˜ : x˜ 7→ x˜− 1α + · · · a` la translation ∆
◦(−1)
y : y˜ 7→ y˜ − 1
et la translation ∆x : x˜ 7→ x˜+ 1 a` l’holonomie f˜◦(−1) : y˜ 7→ y˜ + α+ · · ·
En reprenant les estimations e´tabies lors de la preuve du the´ore`me de Mattei-Moussu
5.2.1, on montre que l’application de Dulac D est tangente a` l’application x 7→ xα a`
l’origine.
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Remarque 7.1.1. — Contrairement a` ce que pourrait sugge´rer une lecture trop ra-
pide du The´ore`me de Mattei-Moussu 5.2.1, un col n’est pas caracte´rise´ par l’holo-
nomie f(z) = az + · · · d’une de ses se´paratrices. En effet, l’holonomie de´termine
le col au choix pre`s d’un logarithme α ∈ R+ de a ∈ S1. Par contre, l’application
de Dulac, de´finie a` composition a` droite et a` gauche pre`s par des diffe´omorphismes
ϕ, ψ ∈ Diff(C, 0), caracte´rise le col. Tout d’abord, sa monodromie de´termine l’holono-
mie et donc le col modulo un choix du logarithme. Maintenant, le choix du logarithme
est donne´ ou bien par le comportement radial de D qui asymptotiquement est tangent
a` x 7→ xα, ou bien par l’indice de l’image d’un lacet par D. Attention, l’image d’un
lacet d’indice 1 est un chemin γ qui joint γ(0) a` γ(1) = f◦(−1)(γ(0)) ; cependant, il y
a plusieurs manie`res non homotopiquement e´quivalentes de joindre ces deux points.
On de´finit l’indice α de D comme e´tant la limite (bien de´finie) de la variation de l’ar-
gument de γ lorsque le lacet de de´part devient proche de l’origine. Les applications
de Dulac des cols sont en ce sens d’indice > 0.
Remarque 7.1.2. — Chaque application de Dulac met en correspondance deux
e´le´ments f, g ∈ Diff(C, 0) qui sont les deux holonomies d’un meˆme col. Cette cor-
respondance peut se construire de manie`re intrinse`que, sans utiliser les feuilletages,
comme suit. Conside´rons un e´le´ment g(z) = az+ · · · ∈ Diff(C, 0) avec a ∈ S1 ; quitte a`
le conjuguer par une homothe´tie, on peut supposer g de´fini sur le disque D. On rele`ve
sa dynamique dans le reveˆtement universel
H→ D∗ ; z˜ 7→ exp(2iπz˜)
en une dynamique g˜ ; par construction, g˜ commute a` la transformation de reveˆtement
∆ : z˜ 7→ z˜ + 1. Bien suˆr, le rele`vement g˜ n’est bien de´fini qu’a` composition pre`s
par une ite´re´e de T , ce qui sous-entend que l’on a choisi α, i.e. un logarithme de a.
Maintenant, en recollant la demi-droite iR+ et son image par f˜ , on construit une
surface de Riemann sur laquelle la dynamique quotient ∆ induite par la translation
∆ est bien de´finie puisque f˜ et ∆ commutent. En reconnaissant cette surface comme
e´tant le disque e´pointe´ D∗ via le the´ore`me d’uniformisation, on re´cupe`re la dyna-
mique f◦(−1) = ∆. L’application de Dulac se de´duit en relevant la projection par
l’exponentielle.
Remarque 7.1.3. — On montre assez facilement qu’une transformation multi-
forme D∗ → D∗, disons de´finie sur un nombre (fini) suffisamment grand de feuillets
conse´cutifs de la surface de Riemann du logarithme, satisfaisant :
D(e2ipix) = f◦(−1) ◦ D(x)
et a` indice > 0 au sens de la remarque 7.1.1 est l’application de Dulac d’un col.
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Remarque 7.1.4. — E´tant donne´e une dynamique sur Tx induite par un e´le´ment
h ∈ Diff(C, 0), on peut conside´rer la dynamique D∗h = D ◦ h ◦ D◦(−1) induite sur Ty
en poussant la premie`re par D, des de´terminations e´tant choisies. Alors la dynamique
D∗h est bien de´finie, i.e. sans monodromie, si et seulement si h commute a` g ; dans ce
cas, chaque de´termination de D∗h est un e´le´ment de Diff(C, 0) qui commute a` f (en
fait, on passe d’une de´termination a` une autre en composant par une ite´re´e de f).
Remarque 7.1.5. — Si D1 et D2 sont deux applications de Dulac, alors le compose´
D2 ◦ D1, des de´terminations e´tant choisies, est encore l’application de Dulac d’un col
si et seulement si l’holonomie au but f1 de D1 (i.e. sa monodromie) commute a` l’ho-
lonomie a` la source g2 de D2 (i.e. la monodromie de D◦(−1)2 ). En effet, la monodromie
de D2 ◦ D1 est donne´e par
D2 ◦ D1(e2ipix) = D2 ◦ f◦(−1)1 ◦ D1(x) = (D2 ◦ f◦(−1)1 ◦ D◦(−1)2 ) ◦ D2 ◦ D1(x)
et on applique la remarque pre´ce´dente.
7.1.5. Type (Lin)excol : ω = xdy+αydx+ · · · non line´arisable avec α ∈ R+ \Q+.
— La construction de la remarque 7.1.2, qui est tre`s naturelle lorsque l’on conside`re
l’application de Dulac d’un col, a e´te´ faite quelques anne´es plus toˆt par E´tienne Ghys
lorsqu’il a montre´ que l’ensemble :
B := {α ∈ R ; ∃ f(z) = e2ipiαz + · · · ∈ Diff(C, 0) non line´arisable}
e´tait invariant par PSL(2,Z). En effet, f est line´arisable si et seulement si g est
line´arisable (ici, nous le voyons comme corollaire du the´ore`me de Mattei-Moussu du
§III-2), ce qui montre que B est invariant par α 7→ 1α . Par ailleurs, f est line´arisable si
et seulement si f◦(−1) est line´arisable et B est invariant par α 7→ −α. Enfin, puisque α
est de´fini par f a` addition pre`s d’un entier, on obtient l’invariance de B par α 7→ α+1
et donc par PSL(2,Z) en remarquant que ce dernier est engendre´ par α 7→ α + 1
et α 7→ − 1α . Ceci justifie l’approche de la de´finition de B par le de´veloppement en
fractions continues.
7.1.6. Type (Eucl)col et (Eucl)
ex
col : ω = pydx+ qxdy+ · · · non line´arisable. —
Lorsque ω = ωp/q,k,0, c’est a` dire dans la situation (Eucl)col avec λ = 0, l’inte´grale
premie`re explicite nous donne :
Dp/q,k,0(x) = xp/q/(1 + xkp log(xkp))1/kq
Pour p = q = 1, on retrouve exactement toutes les applications :
ϕk,λ = ψ
◦(−1)
k,0 ◦ ψk,λ : z 7→ z/(1−
λ
2iπ
zk log(zk))1/k
qui conjuguent la dynamique de exp(Xk,λ) a` la dynamique exp(Xk,0). En effet,
ϕk,2ipi = D1,k,0 et on re´cupe`re ϕk,λ en conjugant l’application de Dulac D1,k,0 par
une homothe´tie convenable puis en la composant au but par une ite´re´e complexe
convenable de exp(Xk,0).
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Profitons-en pour remarquer que lorsque λ = 0, c’est a` dire lorsque l’invariant
formel de f est nul, alors celui de g est ne´cessairement non nul. Ceci vaut aussi pour
les types (Eucl)excol.
La correspondance de Dulac peut se voir comme le rele`vement de la projection
Tx → (Tx/g) par la projection Ty → (Ty/f). En effet, ces deux projections sont les
passages au quotient par le feuilletage. Ceci nous donne les expressions sectorielles :
D = ψ◦(−1)f ◦ ψg
ou` ψf et ψg sont des coordonne´es de Leau respectives pour f et g. Ceci n’a de sens que
si l’on prend soin de remarquer pre´alablement qu’un pe´tale attractif pour f correspond
par D a` un pe´tale re´pulsif pour g, et de choisir les coordonne´es ψf et ψg associe´es a`
ces pe´tales.
La construction de la remarque 7.1.2 est celle que nous venons de de´crire. Aussi, a`
chaque fois que deux automorphismes re´sonnants f, g ∈ Diff(C, 0) (non pe´riodiques)
ont meˆme chaˆpelet oriente´ mais a` poˆlarite´ inverse, alors ce sont les holonomies d’un
col re´sonnant.
7.1.7. Type nœud-col : ω = ydx + · · · (α = 0). — Ici, les nœuds-cols ont
ne´cessairement deux se´paratrices et nous allons conside´rer l’application de Dulac D
allant d’une transversale Tx a` la varie´te´ forte {x = 0} vers une transversale Ty a`
la varie´te´ centrale {y = 0}. En reprenant les notations de la section 5.3, au dessus
de chaque pe´tale de f , le nœud-col est e´quivalent au feuilletage de´fini par ωp,λ dont
l’application de Dulac :
Dp,λ : x 7→ x−λe1/px
p
est donne´e par l’inte´grale premie`re Hp,λ(x, y) = yx
−λe1/px
p
. On en de´duit aise´ment
que l’application D n’est de´finie que sur les ouverts V +k ∩V −k , k = 0, . . . , p−1, qu’elle
envoit surjectivement sur Ty (c’est meˆme un reveˆtement). En ce sens, l’application de
Dulac semi-disconnecte le feuilletage : toutes les feuilles coupant Ty viennent recouper
Tx ; par contre, une partie des feuilles passant par Tx vont se perdre dans le nœud-col
et ne reviennent jamais couper Ty.
7.2. Les ge´ne´rateurs du pseudo-groupe d’holonomie
Le pseudo-groupe d’holonomie d’une singularite´ de feuilletage F est a` peu de chose
pre`s celui du feuilletage F˜ obtenu apre´s re´duction de la singularite´ : celui de F˜ contient
en plus les points correspondant aux composantes invariantes du diviseur exception-
nel. Nous commenc¸ons par de´crire le pseudo-groupe des singularite´s re´duites.
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7.2.1. Type hyperbolique ou col : ω = xdy + αydx+ · · · avec α ∈ C \ R−. —
Une transversale comple`te au feuilletage (re´gulier) est donne´e par la re´union disjointe
de transversales Tx et Ty respectives aux courbes invariantes {x = 0} et {y = 0}. Le
pseudo-groupe (T,G) est alors engendre´ par les applications d’holonomie respectives
f : Ty → Ty et g : Tx → Tx et l’application de Dulac D : Tx → Ty dont il suffit de
donner une de´termination D puisque la relation D(e2ipix) = f◦(−1) ◦ D(x) permet de
retrouver toutes les autres.
Il est naturel, quelque fois utile et souvent plus simple de conside´rer les pseudo-
groupes d’holonomie dans le comple´mentaire d’une ou des deux courbes invariantes.
Par exemple, dans le comple´mentaire de {x = 0}, une transversale comple`te est
donne´e par Ty et le pseudo-groupe y est engendre´ par f . Maintenant, notons (T
∗, G)
le pseudo-groupe du feuilletage restreint au comple´mentaire de {xy = 0}.
Dans le cas hyperbolique α 6∈ R, (T ∗, G) est e´quivalent au tore de re´seau Z+ αZ,
c’est a` dire l’espace des feuilles.
Dans le cas α = pq ∈ Q+, le feuilletage line´aire pydx + qxdy admet l’inte´grale
premie`re H(x, y) = xpyq et (T ∗, G) est e´quivalent a` un disque e´pointe´. Attention, le
quotient de Ty par f n’est pas e´quivalent au disque en tant que pseudo-groupe mais
doit eˆtre conside´re´ comme un quotient orbifold ; aussi le quotient T/G posse`de deux
points infiniment proches (non se´pare´s), a` savoir les deux courbes invariantes, et ces
points sont tous deux orbifold de degre´ p et q.
Dans le cas d’un feuilletage re´sonnant pydx+ qxdy+ · · · , le pseudo-groupe (T ∗, G)
est e´quivalent au chaˆpelet de sphe`res correspondant a` f ou a` g.
7.2.2. Type nœud : ω = xdy + αydx avec α ∈ R− − Q−. — Ici, deux transver-
sales Tx et Ty ne suffisent pas a` de´finir une transversale comple`te au feuilletage, a`
moins de les choisir suffisamment grandes et proches de la singularite´, ce que nous
voulons e´viter pour la suite. En travaillant avec l’inte´grale premie`reH(x, y) = xαy, on
ve´rifie facilement que le pseudo-groupe, dans le comple´ment de la courbe invariante
horizontale {y = 0}, est e´quivalent au pseudo-groupe engendre´ sur Ux = C par la
rotation irrationnelle g(z) = e2ipi/αz : c’est clair si l’on conside`re le feuilletage dans
C × C∗ et la transversale comple`te {y = 1} ; au voisinage de 0, on obtient la meˆme
transversale en recollant les diffe´rentes transversales T nx = {y = 1/n, |x| < r} a` l’aide
de l’holonomie radiale (une homothe´tie re´elle). En particulier, Tx est un voisinage de
0 dans Ux. Dans le comple´ment de la droite verticale {y = 0}, le pseudo-groupe est
engendre´ sur Uy = C par la rotation irrationnelle f(z) = e2ipiαz. Le pseudo-groupe
(T,G) se de´duit en rajoutant l’application de Dulac
D : C∗ → C∗ ; x 7→ xα.
Le pseudo-groupe (T ∗, G), dans le comple´ment de {xy = 0} est e´quivalent a`
(T ∗, G) ∼ (C∗, < e2ipiαz >).
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7.2.3. Singularite´s re´duites de type nœud-col : ω = ydx + · · · (α = 0). —
Le pseudo-groupe du comple´ment a` la varie´te´ forte se re´duit a` l’espace des feuilles tel
qu’il est de´crit dans la section 5.3.1. Notons que la donne´e d’une transversale Ty a`
la varie´te´ centrale, lorsque celle-ci est analytique, n’est jamais comple`te. Le pseudo-
groupe (T,G) se de´duit de l’espace des feuilles en rajoutant une transversale Tx a` la
varie´te´ forte ainsi que l’holonomie f correspondante et l’application de Dulac telle
qu’elle est de´crite dans la section 7.1.7. Notons encore que la transversale Tx n’est
jamais comple`te, meˆme si l’on oublie la varie´te´ centrale lorsqu’elle est analytique.
7.2.4. Pseudo-groupe d’une singularite´ ge´ne´rale. — Conside´rons la re´duction
F˜ d’une singularite´ de feuilletage ge´ne´rale F et de´crivons, a` partir des donne´es liste´es
dans le The´ore`me 6.4.4, le pseudo-groupe d’holonomie de F˜ . Les notations sont celles
de la fin de la section 6.4.
Une transversale comple`te T au feuilletage F˜ est donne´e par la re´union de :
– les composantes Di du diviseur exceptionnel D transverses a` F˜ (i ∈ Itransv),
– les transversales Ti aux composantes Di de D invariantes par F˜ (i ∈ I inv),
– les transversales supple´mentaires ne´ce´ssaires a` la comple´tude au voisinage de
chaque singularite´ de type nœud ou nœud-col apparaissant le long de D.
Si l’on s’inte´resse plutoˆt au pseudo-groupe de la singularite´ de de´part F , il faut rem-
placer les composantes Di par D
∗
i = Di−{pi,j} (ou` l’on a oˆte´ les points d’intersection
avec les autres composantes de D) et Ti par la transversale e´pointe´e T
∗
i = Ti − {pi0}.
Bien que D∗i soit contenue dans D, elle incarne toutes les transversales locales a` F˜
pre`s de Di qui se recollent de fac¸on e´vidente. Notons T
∗ cette seconde transversale.
Maintenant, le pseudo-groupe d’holonomie du feuilletage est engendre´ sur la trans-
versale pre´ce´dente T (ou T ∗ pour F) par
– les ge´ne´rateurs d’holonomie projective ϕik : Ti → Ti pour chaque composante Di
invariante par F˜ ,
– les applications de Dulac Di,j : Ti → Tj a` chaque intersection Di,j de compo-
santes invariantes par F˜ ,
– les identifications ϕi,j : Ti → Dj pour chaque intersection entre une composante
invariante Di et une composante transverse Dj de la transversale Ti a` Di avec
un ouvert de Dj,
– le pseudo-groupe de chaque singularite´ pi,j ou p
i
k tel que nous venons de le
de´crire.
Le pseudo-groupe (T,G) ainsi de´fini est un objet difficile a` de´crire plus en profondeur
en toute ge´ne´ralite´. Nous terminons cette section par une classe de singularite´s pour
lesquelles le pseudo-groupe admet une description bien plus simple.
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The´ore`me 7.2.1. — Supposons que F soit non dicritique et conside´rons le pseudo-
groupe (T ∗, G) du comple´mentaire a` la courbe invariante C. Si toutes les singularite´s
apparaissant apre`s re´duction sont
– de type (Fin)col (avec inte´grale premie`re holomorphe) sur les coins Di ∩Dj,
– de type col ou hyperbolique (α ∈ C− R−) sur la partie lisse de D,
alors toute transversale T a` D (sur la partie lisse) est une transversale comple`te et le
pseudo-groupe G est induit sur un reveˆtement ramifie´ fini T˜ de T par un sous-groupe
de Diff(C, 0).
De´monstration. — Pour chaque diviseur Di (par hypothe`se invariant par F˜), notons
F˜i le feuilletage restreint au voisinage tubulaire de Di et F˜∗i , ce dernier feuilletage
restreint au comple´mentaire de Di est des courbes invariantes transverses. Puisque
toute singularite´ le long de Di est du type col ou hyperbolique, toute transversale Ti
est comple`te pour F˜∗i . Le pseudo-groupe de F˜∗i sur Ti co¨ıncide avec le pseudo-groupe
d’holonomie projective Gi de´fini dans la section 6.2, c’est a` dire induit par le pseudo-
groupe d’holonomie Gi ⊂ Diff(C, 0) de la feuille sous-jacente D∗i = Di− Sing(F˜i). En
un point d’intersection pi,j = Di ∩Dj , le feuilletage F˜ admet une inte´grale premie`re
holomorphe Hi,j localement conjugue´e a` x
pyq. En la prolongeant le long des chemins
δi,j et δj,i jusqu’aux transversales Ti et Tj, on observe que la restriction de Hi,j aux
transversales est de la forme
Hi,j(zi) = (fi(zi))
q et Hi,j(zj) = (fj(zj))
p avec fi, fj ∈ Diff(C, 0).
Nous allons comparer les dynamiques de Gi et Gj dans la variable z = (Hi,j)
1
pq ;
cette variable est multiforme sur chacune des transversale, mais est bien de´finie sur
un reveˆtement ramifie´ fini de chacune d’elle. Par exemple, en relevant la variable z
par
πi : T˜i → Ti ; z˜i 7→ (z˜i)p,
il vient z = f˜i(z˜i) avec f˜i ∈ Diff(C, 0). La dynamique de Gi se rele`ve via πi en une
dynamique sur T˜i encore induite par un sous-groupe G˜i ⊂ Diff(C, 0). Maintenant, en
passant a` la coordonne´e commune z construite avec l’inte´grale premie`reHi,j , on de´duit
que le pseudo-groupe du feuilletage au voisinage de Di∪Dj est induit sur T˜i ≃z T˜j par
le sous-groupe Gi,j ⊂ Diff(C, 0) engendre´ par Gi et Gj dans la variable z. Notons que
Gi,j est se rele`ve encore en un sous-groupe de Diff(C, 0) sur n’importe quel reveˆtement
fini de la variable z ; par suite, on peut recommencer avec une troisie`me composante
Dk intersectant Di ∪ Dj et, de proche en proche, on montre l’existence, pour tout
Di, d’un entier pi ∈ N∗ tel que le pseudo-groupe globale G est bien de´fini comme
sous-groupe de Diff(C, 0) sur le reveˆtement a` pi feuillets de Ti.
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Exercice 11. — Montrer que si F est non dicritique et si les singularite´s sont toutes
de type col ou hyperbolique apre`s re´solution, alors toute transversale Ti reste comple`te
au sens pre´ce´dent : elle coupe toutes les feuilles sauf un nombre fini (a` savoir la
courbe invariante). Montrer qu’en pre´sence d’un col, d’un nœud-col ou d’une compo-
sante dicritique dans la re´solution, il existe une transversale Ti qui n’est pas comple`te
au sens pre´ce´dent (intersectant toute feuille sauf un nombre fini, a` savoir la courbe
invariante).
7.3. Holonomie et inte´grales premie`res
Commenc¸ons par rappeler le re´sultat fondateur.
7.3.1. Le The´ore`me de Mattei-Moussu. — Nous obtenons, comme corollaire
du The´ore`me 7.2.1, le the´ore`me principal de [MM80] (voir aussi [Mou98] pour une
preuve plus e´le´mentaire)
The´ore`me 7.3.1 (Mattei-Moussu). — Soit F une singularite´ de feuilletage dont
toutes les feuilles sont ferme´es dans un voisinage e´pointe´ U∗ de 0 et seules un nombre
fini d’entre elles adhe`rent a` 0. Alors F admet une inte´grale premie`re H : (C2, 0) →
(C, 0) holomorphe. De plus, H est a` fibres connexes en dehors de la courbe invariante
C = H−1(0) : toute autre inte´grale premie`re se factorise par H.
De´monstration. — Apre`s re´solution de F , aucune composante Di ne peut eˆtre trans-
verse au feuilletage : F est non dicritique. En effet, sinon, F aurait une infinite´ de
courbes invariantes et par suite une infinite´ de feuilles adhe´rant a` 0. Par ailleurs, toutes
les singularite´s re´duites apparaissant apre`s re´solution doivent eˆtre de type (Fin)col
car sinon, l’e´tude faite dans le Chapˆıtre 5 montre qu’une infinite´ de feuilles locales
accumuleraient la courbe invariante locale, c’est a` dire ou bien des branches de la
courbe invariante C, ou bien le diviseur et par suite 0. Nous sommes en particulier
dans la situation du The´ore`me 7.2.1 et le pseudo-groupe d’holonomie est donne´ par un
sous-groupe G ⊂ Diff(C, 0). D’apre`s l’e´tude faite dans le Chapˆıtre 3, G doit eˆtre fini
car sinon, une infinite´ d’orbites accumuleraient 0 et par suite une infinite´ de feuilles
accumuleraient D et donc 0. Dans une coordonne´e convenable z, G est line´aire en-
gendre´ disons par f(z) = e2ipi/dz et une inte´grale premie`re minimale est donne´e par
H(z) = zd. Par construction, H s’e´tend en une inte´grale premie`re holomorphe de
F˜ dans le comple´mentaire de la courbe invariante ; elle se prolonge par exemple par
Riemann puisqu’elle est borne´e.
Corollaire 7.3.2. — Si une singularite´ F est conjugue´e a` une autre singularite´ F ′
admettant une inte´grale premie`re holomorphe, alors F admet aussi une inte´grale
premie`re holomorphe.
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Remarque 7.3.3. — Une autre manie`re d’e´noncer le The´ore`me 7.3.1 est de dire
que l’existence d’une inte´grale premie`re holomorphe est caracte´rise´e par le fait que
l’espace des feuilles est un disque dont l’origine est la courbe invariante C. C’est en
ces termes que le the´ore`me est de´montre´ dans [Mou98].
Depuis que Jean-Franc¸ois Mattei et Robert Moussu ont de´montre´ le The´ore`me
7.3.1 en 1980, de nombreux travaux n’ont eut de cesse que d’e´tendre ce re´sultat
a` des inte´grales premie`res plus ge´ne´rales (me´romorphes, multiformes de type Dar-
boux, Liouville ou Riccati) en cherchant des crite`res d’existence portant sur l’holo-
nomie. Citons notamment les articles [CM82], [Lor94], [Tou00], [Pau99], [Sca´97],
[BT99], [Tou03b]. A` l’inverse, dans [BLL01a] et [Lor02b], on trouve des crite`res
topologiques de non existence de certaines inte´grales premie`res. Dans [Mal01], Ber-
nard Malgrange propose une de´finition ge´ne´rale de groupo¨ıde de Galois Gal(F) d’un
feuilletage F (de dimension et codimension arbitraire sur une varie´te´ complexe) qui
permettra dans [Cas05] de rassembler toutes les approches pre´ce´dents dans un e´nonce´
d’une simplicite´ remarquable : le type d’inte´grale premie`re admise par le feuilletage
de´pend de la dimension transverse du groupo¨ıde de Galois : 0, 1, 2 ou 3 respecti-
vement. Pour une singularite´ tre`s ge´ne´rale, la dimension est infinie et il n’y a pas
d’inte´grale premie`re raisonnable.
7.3.2. Groupo¨ıde de Galois et structure transverse au feuilletage. — Le
groupo¨ıde de Galois Gal(F) d’un feuilletage F est la cloˆture de Lie de son pseudo-
groupe tangent (voir section 4.2) dans le sens que nous avons vaguement de´crit dans la
section 3.5. Le pseudo-groupe des transformations basiques e´tant lui meˆme un pseudo-
groupe de Lie au sens de Malgrange, il contient le groupo¨ıde de Galois (qui lui-meˆme
contient le pseudo-groupe tangent). En un point ge´ne´rique du feuilletage, le groupo¨ıde
de Galois est le produit du pseudo-groupe tangent local avec par sa restriction a` une
transversale T . Il va de´ge´ne´rer le long d’un sous-ensemble analytique Z invariant
par F , la re´union de quelques branches de la courbe invariante Z ⊂ C dans notre
situation. Sa restriction a` une transversale comple`te T va co¨ıncider avec la cloˆture
de Lie G
Lie
du pseudo-groupe d’holonomie G. Si le groupo¨ıde a l’avantage d’eˆtre
intrinse`quement de´fini par le feuilletage, i.e. ne ne´cessite pas un choix de transversale
pour exister, il est pratique de le restreindre a` une transversale comple`te, ne serait-ce
que pour le calculer. Lorsque Gal(F) n’est pas le pseudo-groupe maximal de toutes
les transformations basiques, alors sa dimension transverse, i.e. la dimension de G
Lie
est ≤ 3 : en un point ge´ne´rique, GLie est un des pseudo-groupes correspondant au
The´ore`me de Lie ; en un point de Z ∩ T , c’est un des mode`les singuliers de´crit dans
la section 3.5.
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Rappelons qu’un feuilletage re´gulier F (de codimension 1) sur une varie´te´ M est
transversalement euclidien, affine ou projectif lorsque l’on peut trouver un atlas de
submersions Hi : Ui → C le de´finissant tel que les applications de transition Hi =
ϕi,j ◦Hj soient toutes de la forme
ϕi,j(z) = z + ti,j , ai,jz + bi,j ou
ai,jz + bi,j
ci,jz + di,j
respectivement. En d’autres termes, il existe un syste`me de coordonne´es sur la tran-
versale comple`te T a` travers lesquelles le pseudo-groupe d’holonomie G du feuilletage
est un pseudo-groupe de translations, de transformations affines ou projectives. Dans
ce cas, on peut construire une inte´grale premie`re “globale multiforme” H˜ : M˜ → C
(ou C dans le cas projectif) bien de´finie sur le reveˆtement universel M˜ de M et dont
la monodromie est euclidienne, affine ou projective : pour tout e´le´ment γ ∈ π1(M),
la nouvelle de´termination Hγ obtenu par prolongement de H le long de γ est donne´e
respectivement par
Hγ = H + tγ , aγH + bγ ou
aγH + bγ
cγH + dγ
.
Cette inte´grale premie`re est unique modulo composition au but par une transforma-
tion du groupe corespondant : c’est la de´veloppante (voir [God91]).
Si l’on revient au cas singulier qui nous inte´resse ici, lorsque le groupo¨ıde de Galois
Gal(F) est de dimension transverse 1, 2 ou 3, le feuilletage F est respectivement
transversalement euclidien, affine ou projectif en restriction au comple´mentaire
de Z. La de´finition de pseudo-groupe de Lie impose une certaine mode´ration a`
la de´ge´ne´rescence du pseudo-groupe le long de Z : il est de´fini par des e´quations
diffe´rentielles me´romorphes le long de Z (voir section 3.5). Inde´pendamment, quelques
anne´es plus toˆt, Bruno Scardua donnait une de´finition de feuilletage singulier trans-
versalement euclidien, affine ou projectif dans [Sca´97] avec poˆles le long d’un diviseur
Z qui a posteriori co¨ıncide avec celle de Malgrange, ce qui rend tre`s naturelles ces
de´finitions. Il est important de remarquer ici qu’un feuilletage transversalement
projectif F sur le voisinage e´pointe´ de 0 ∈ C2 posse`de ne´cessairement une inte´grale
premie`re me´romorphe, ce qui le rend transversalement trivial ! En effet, l’application
de´veloppante H introduite plus haut nous fournit une inte´grale premie`re multiforme
dans le comple´ment de Z ; si Z e´tait re´duit a` 0, alors H serait uniforme par simple
connexite´ du voisinage e´pointe´. Ainsi, dans le cas singulier local, il est naturel de
demander a` ce que la structure transverse de´ge´ne`re au moins le long d’un ensemble
de codimension 1 si l’on ne veut pas parler du vide...
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7.3.3. Holonomie finie et inte´grales premie`res me´romorphes. — Suzuki
donne dans [Suz78] l’exemple de deux feuilletages F0 et F1 topologiquement
conjugue´s, dont seul le premier admet une inte´grale premie`re me´romorphe. Ils sont
de´finis par respectivement
ω0 = (2y
2 + x3)dx− 2xydy et ω1 = (y3 + y2 − xy)dx− (2xy2 + xy − x2)dy
et admettent les inte´grales premie`res respectives
H0 =
y2 − x3
x2
et H1 =
x
y
e
y(y+1)
x
la seconde e´tant transcendante. de deux feuilletages F0 et F1 (voir exercice 5) topolo-
giquement conjugue´s, dont seul le premier admet une inte´grale premie`re me´romorphe
(voir aussi [CM82, Klu92, OBRGV05]).
Exercice 12. — Montrer que toute singularite´ F dont toutes les feuilles sont ferme´es
dans un voisinage e´pointe´ U∗ de 0 n’admet apre`s re´solution que des singularite´s de
type (Fin)col mais peut admettre des composantes dicritiques. Montrer que F˜ admet
une inte´grale premie`re holomorphe au voisinage de tout sous-arbre de D ne contenant
que des composantes invariantes. Voir sur l’exemple de Suzuki F1 que cette inte´grale
premie`re ne s’e´tend pas me´romorphiquement a` la composante dicritique. On utilisera
l’inte´grale premie`re H1 comme inte´grale premie`re holomorphe minimale le long de la
partie invariante de D. Construire un exemple a` l’aide du The´ore`me 6.4.4 dans lequel
les inte´grales premie`res s’e´tendent me´romorphiquement au diviseur dicritique mais ne
se recollent pas.
Les conditions ne´ce´ssaires et suffisantes a` l’existence d’une inte´grale premie`re
me´romorphe sont de´crites dans [Cam01] : il faut rajouter aux conditions de l’exer-
cice pre´ce´dent une condition de compatibilite´ entre les diffe´rentes applications
ϕi,j : Ti → Dj autour d’une composante dicritique Dj du diviseur.
Par contre, Guy Casale montre dans [Cas05] le
The´ore`me 7.3.4 (Casale). — Le feuilletage F admet une inte´grale premie`re
me´romorphe si et seulement si le groupo¨ıde de Galois Gal(F) est de dimension
transverse 0.
7.3.4. Holonomie abe´lienne et inte´grales premie`res de type Darboux. —
The´ore`me 7.3.5 (Casale). — Le feuilletage F est de´fini par une 1-forme
me´romorphe ferme´e
F = Fω, dω = 0
si et seulement si le groupo¨ıde de Galois Gal(F) est de dimension transverse 1.
Dans ce cas, l’inte´grale premie`reH =
∫
ω est a` monodromie additive (euclidienne).
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Ide´e de de´monstration. — Si F est de´fini par une 1-forme me´romorphe ferme´e ω,
en dehors des poˆles Z de ω (qui sont invariants par le feuilletage) le pseudo-groupe
tangent doit pre´server ω : il suffit d’e´crire localement ω = dH pour s’en convaincre.
Par suite, le pseudo-groupe d’holonomieG sur une transversale comple`te T doit laisser
invariante la 1-forme me´romorphe ω|T restreinte. Dans la coordonne´e locale H =
∫
ω,
G est un pseudo-groupe de translations. La` ou`H ne de´finit pas une coordonne´e locale,
par exemple en un poˆle de ω, en redressant ω sur un des mode`les de´crit dans la preuve
de la Proposition 1.1.3, on redresse le pseudo-groupe sur le mode`le correspondant du
The´ore`me 1.4.1 qui est lui-meˆme un pseudo-groupe de Lie (voir section 3.5).
Re´ciproquement, Guy Casale donne dans [Cas04] la liste des pseudo-groupes de
Lie locaux de dimension finie et tous ceux de dimension 1 laissent une 1-forme
me´romorphe ω invariante. Par suite, le pseudo-groupe d’holonomie laisse lui aussi
ω invariante ce qui permet de l’e´tendre sur toute la partie re´gulie`re du feuilletage ;
elle s’e´tend en 0 par Le´vy.
Ce type de singularite´s a` e´te´ e´tudie´ en de´tails dans [CM82]. On peut e´crire
ω = λ1
dF1
F1
+ · · ·+ λn dFn
Fn
+ dG, Fi, G me´romorphes, λi ∈ C∗
ce qui nous donne en inte´grant une inte´grale premie`re (multiforme) de type Darboux
H = λ1 log(F1) + · · ·+ λn log(Fn) +G ou encore H = Fλ11 · · ·Fλnn eG ;
la premie`re e´tant a` monodromie euclidienne, la seconde a` monodromie line´aire.
Les singularite´s re´duites transversalement euclidiennes sont les line´aires
α
dx
x
+
dy
y
, α ∈ C∗
et les mode`les formels de Dulac pour les cols et nœud-cols (voir chapˆıtre 5)
dx
x
− 1 + λu
k
uk+1
du, λ ∈ C, k ∈ N∗
ou` u := xpyq dans le cas d’un nœud de type (p, q) et u = y dans le cas d’un nœud-
col. Conside´rons maintenant le cas d’une singularite´ ge´ne´rale F . Apre`s re´solution des
singularite´s, la 1-forme ω se rele`ve en une 1-forme me´romorphe ω˜ de´finissant le feuille-
tage F˜ . En particulier, toutes les singularite´s re´duites sont du type pre´ce´dent. Par
ailleurs, la 1-forme ω˜ e´tant invariante par l’holonomie, on voit d’apre`s les Propositions
3.1.1 et 3.1.14 que tous les pseudo-groupes d’holonomie projective Gi sont abe´liens,
analytiquement line´arisables ou normalisables (type (Eucl)).
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7.3.5. Holonomie affine et inte´grales premie`res de type Liouville. —
The´ore`me 7.3.6 (Casale). — Le groupo¨ıde de Galois Gal(F) du feuilletage est de
dimension transverse 2 si et seulement si il existe des formes me´romorphes ω0 et ω1
satisfaisant
F = Fω0 ,
{
dω0 = ω0 ∧ ω1
dω1 = 0
Dans ce cas, la fonction F = e
R
ω1 est facteur inte´grant pour ω0, d(
ω0
F ) = 0, et
l’inte´grale premie`re H =
∫
ω0
F est a` monodromie affine.
En fait, H appartient a` la classe de Liouville. On appelle extension liouvillienne du
corps des fonctions me´romorphes a` l’origine de C2 toute extension de corps re´sultant
d’un empilement fini d’extensions construite en rajoutant :
– une fonction alge´brique sur le corps pre´ce´dent,
– une primitive d’une forme diffe´rentielle a` coefficients dans le corps pre´ce´dent,
– l’exponentielle d’un e´le´ment du corps pre´ce´dent.
On appelle fonction de Liouville toute fonction appartenant a` une extension liou-
villienne. En 1992, Michael F. Singer de´montre dans [Sin92] le :
The´ore`me 7.3.7 (Singer). — Si une singularite´ de feuilletage F admet une
inte´grale premie`re de Liouville, alors F est transversalement affine au sens pre´ce´dent.
Michel Berthier et Fre´de´ric Touzet ont montre´ dans [BT99] que les singularite´s
re´duites transversalement affines sont les singularite´s line´aires et les cols re´sonnants
et nœud-cols dont le chaˆpelet de sphe`res est affine au sens du The´ore`me 3.5.12. Une
singularite´ ge´ne´rale transversalement affine n’a donc, apre`s re´solution, que des singula-
rite´s re´duite du type pre´ce´dent et tous ses pseudo-groupes d’holonomie projective sont
re´solubles. Dans [Pau99], E´mmanuel Paul dresse la liste des conditions ne´cessaires
et suffisantes sur le pseudo-groupe (tel qu’il est de´crit dans le The´ore`me 6.4.4) pour
qu’un feuilletage non dicritique soit transversalement affine au sens pre´ce´dent.
7.3.6. Holonomie projective et inte´grales premie`res de type Riccati. —
The´ore`me 7.3.8 (Casale). — Le groupo¨ıde de Galois Gal(F) du feuilletage est de
dimension transverse 3 si et seulement si il existe des formes me´romorphes ω0, ω1 et
ω2 satisfaisant
F = Fω0 ,

dω0 = ω0 ∧ ω1
dω1 = ω0 ∧ ω2
dω2 = ω1 ∧ ω2
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Dans ce cas, une inte´grale premie`re H a` monodromie projective se de´duit par
inte´gration schwartzienne ; Guy Casale montre par ailleurs dans [Cas02] que tout
feuilletage admettant une inte´grale premie`re de type Riccati est transversalement
projective au sens pre´ce´dent. Fre´de´ric Touzet donne dans [Tou03b] la liste des sin-
gularite´s re´duites transversalement projectives : ce sont les singularite´s line´aires et
les cols re´sonnants et nœud-cols dont le chaˆpelet de sphe`res est projectif au sens du
The´ore`me 3.5.12. Une singularite´ ge´ne´rale transversalement projective n’a donc, apre`s
re´solution, que des singularite´s re´duite du type pre´ce´dent et tous ses pseudo-groupes
d’holonomie projective sont re´solubles d’apre`s le The´ore`me 3.2.3.
7.4. Passage de coins
Nous reprenons ici les ide´es de´veloppe´es dans [Pau99] puis dans [CAS01] en les
adaptant a` notre approche topologique des pseudo-groupes. Il s’agit de de´gager des
conditions ne´cessaires et suffisantes sur les singularite´s re´duites et les groupes d’holo-
nomie projective apparaissant le long du diviseur D apre`s re´solution de la singularite´
F , et sur la manie`re dont les dynamiques se recollent aux coins du diviseur pour que
F soit transversalement projectif (au sens de la section 7.3.6).
Si un des pseudo-groupes d’holonomie projective Gi est non re´soluble, alors une
conse´quence imme´diate du The´ore`me 3.2.3 est que la cloˆture topologiqueG du pseudo-
groupe d’holonomie G du feuilletage est de dimension infinie au moins sur une partie
de la transversale ; par suite, la dimension transverse du groupo¨ıde de Gal(F), i.e.
de G
Lie
, est infinie. En particulier, le feuilletage n’admet pas d’inte´grale premie`re
raisonable et l’obstruction est ici de nature topologique : si une autre singularite´ F ′
est conjugue´e a` F par un home´omorphisme, alors elle n’admet pas non plus d’inte´grale
premie`re. En effet, l’home´omorphisme va conjuguer G au pseudo-groupe G′ de F ′, et
par suite leur cloˆtures G et G
′
et les alge`bres de Lie correspondantes A et A′ (voir
preuve du The´ore`me 3.2.1) ; si A est de dimension infinie, alors A′ l’est aussi.
Lorsque tous les pseudo-groupes d’holonomie Gi sont re´solubles, le pseudo-groupe
(global) G peut tre`s bien eˆtre de dimension infinie selon la manie`re dont les pseudo-
groupes Gi se comportent entre eux apre`s avoir passe´ les coins, c’est a` dire apre`s
conjugaison par les applications de Dulac. Nous allons examiner quelles sont les condi-
tions pour que G reste de dimension finie ; bien souvent, ceci obligera G
Lie
a` eˆtre lui
aussi de dimension finie.
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7.4.1. Passage des coins line´aires de type col ou hyperbolique. — On se
place en un coin, c’est a` dire a` l’intersection de deux composantes invariantes du
diviseur D apre`s re´duction de F et on se place dans des coordonne´es locales (x, y)
dans lesquelle le feuilletage est donne´ par xdy+αydx avec α ∈ C−R−. L’application
de Dulac est donne´e par
D : Tx → Ty ; z 7→ zα.
Conside´rons deux sous-groupes Gx, Gy ⊂ Diff(C, 0) ou` plutoˆt les pseudo-groupes in-
duits respectivement sur Tx et Ty. On peut par exemple penser que Gx est le pseudo-
groupe d’holonomie de la composante {x = 0} du diviseur D ; en particulier, Gx
contient l’holonomie locale z 7→ e−2ipi/αz de {x = 0}. Plus ge´ne´ralement, nous serons
amene´s a` conside´rer le cas ou` Gx est un des pseudo-groupes de Lie conside´re´s dans la
section 3.5, ou un “sous-pseudo-groupe Zariski dense” avec toujours comme hypothe`se
qu’il contient l’holonomie locale z 7→ e−2ipi/αz.
La 1-forme dzz est invariante par D et donc le pseudo-groupe line´aire
L = {ϕ(z) = az ; a ∈ C∗}
des transformations qui la laisse invariante est envoye´ sur lui-meˆme. Plus pre´cise´ment,
la dynamique de ϕ(z) = az sur un voisinage de 0 est envoye´e sur l’ensemble des
dynamiques D∗ϕ(z) = aαz toutes de´finies sur le voisinage de 0 ; notons que les
de´terminations de aα se de´duisent les unes des autres en composant par l’holono-
mie z 7→ e−2ipiαz de {y = 0}. Si le calcul est formellement le meˆme pour un nœud
line´aire, rappelons que la dynamique ne passe pas. Si les pseudo-groupes Gx et Gy
sont tous deux line´aires, alors le pseudo-groupe engendre´ < Gx, Gy > est line´aire dans
chacune des deux transversales.
La 1-forme dzzν+1 est envoye´e sur
dz
z
ν
α
+1 et par suite le pseudo-groupe
Aν = {ϕ(z) = az/(1 + bzν)1/ν ; a ∈ C∗, b ∈ C}
des transformations qui laissent la droite C · dzzν+1 invariante est envoye´ sur A να . Meˆme
si ν est entier, ce n’est pas le cas de να en ge´ne´ral et l’image A να est un pseudo-
groupe de Lie au sens de la section 3.5 : lorsque ν n’est pas entier, les e´le´ments non
line´aires de Aν (b 6= 0) sont des transformations multiformes. Par contre, notons et
c’est important que si les e´le´ments d’un pseudo-groupe Gx ⊂ Aν ont un domaine de
de´finition maximal, alors il en va de meˆme pour les e´le´ments de D∗Gx dans A ν
α
; ici,
maximal veut dire qu’il existe un ouvert U ⊂ Tx tel que, si ϕ : V → U , V ⊂ U , est un
e´le´ment de Gx|U et si ϕ′ : V ′ → U , V ⊂ V ′ ⊂ U , est un e´le´ment de Aν prolongeant
ϕ a` un ouvert plus grand V ′, alors ϕ′ ∈ Gx.
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Si Gx ⊂ Aν et Gy ⊂ L, alors le pseudo-groupe engendre´ satisfait
< Gx,D∗Gy >⊂ Aν et < D∗Gx, Gy >⊂ A να .
Supposons maintenant α 6∈ Q. Si Gx ⊂ Aν et Gy ⊂ Aµ, ν, µ ∈ C∗, en supposant que
ni Gx, ni Gy n’est dans L, alors ou bien la cloˆture < Aν ,D∗Aµ > du pseudo-groupe
engendre´ sur Tx est de dimension infinie, ou bien elle est contenue dans Aν ou dans
le pseudo-groupe projectif
Pν =< Aν ,A−ν >
dont l’alge`bre de Lie est C < z1−ν∂z , z∂z, zν+1∂z >. En effet, puisque α 6∈ Q et Gx non
abe´lien (Gx 6⊂ L), sa partie translation n’est pas discre`te et l’alge`bre de Lie associe´eAx
contient un e´le´ment non nul de la forme czν+1∂z ; de meˆme, D∗Ay contient un e´le´ment
dzαµ+1∂z. En travaillant avec les crochets de Lie de ces deux e´le´ments comme dans
la preuve du The´ore`me de Lie, on montre que l’alge`bre engendre´e est de dimension
infinie sauf lorsque αµ = ±ν. Notons que D∗Pν = P να . Lorsque α ∈ Q+, il se peut que
Gx et Gy soient des sous-groupes discrets et l’analyse de ce cas semble plus de´licate.
Corollaire 7.4.1. — Au voisinage d’un diviseur D invariant par le feuilletage, si
toutes les singularite´s sont de type col ou hyperbolique et si les coins sont line´arisables,
l’un au moins n’admettant pas d’inte´grale premie`re, alors on est dans l’un des cas
suivants
– G ⊂ L sur toute transversale au diviseur et dans ce cas, toutes les singularite´s
sont line´arisables ;
– G ⊂ Aνi sur toute transversale Ti au diviseur, νi ∈ C∗, et au moins un des
groupes d’holonomie projective est non abe´lien ;
– G ⊂ Pνi sur toute transversale Ti au diviseur, νi ∈ C∗, et au moins deux des
groupes d’holonomie projective sont non abe´liens ;
– G est de dimension infinie (en tout point de toute transversale).
De´monstration. — Conside´rons dans D les sous-arbres Di maximaux dont les coins
ont une inte´grale premie`re holomorphe :Di de´signe maintenant une re´union (connexe)
de composantes irre´ductibles de D. Alors D est la re´union des Di et ces derniers
s’intersectent sur des coins sans inte´grale premie`re holomorphe. Sur un tel coinDi∩Dj ,
on conside`re les pseudo-groupes Gi et Gj induits respectivement par le feuilletage
restreint aux voisinages de Di et Dj : d’apre`s le The´ore`me 7.2.1, Gi et Gj sont
induits par des sous-groupes de Diff(C, 0) sur des reveˆtements finis. En travaillant avec
l’application de Dulac sur ces reveˆtements, on peut raisonner comme dans la discussion
pre´ce´dente. Puisque Gi ⊂ Diff(C, 0) contient l’holonomie line´aire non pe´riodique du
coin, c’est un sous-groupe de L ou de Aν de`s qu’il est re´soluble (sinon, Gi est de
dimension infinie et c’est termine´). En poussant les Gi d’un sous-arbre a` un autre, on
raisonne comme au dessus et on re´cupe`re de proche en proche un sous-groupe de Pν
ou de dimension infinie.
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7.4.2. Passage des coins de type cols euclidiens. — On se place en un coin du
diviseur D ou` la singularite´ est de type (Eucl)col : dans des coordonne´es convenables
(x, y), le feuilletage est donne´ par
ω =
du
uk+1
+ λ
du
u
− pdx
x
, u := xpyq
et les holonomies de ses courbes invariantes calcule´es dans les transversales respectives
Tx = {y = 1} et Ty = {x = 1} sont donne´es par
g(x) = e−2ipiq/p exp(
1
p
Xkp,λ−1) et f(y) = e−2ipip/q exp(
1
q
Xkq,λ).
ou` Xk,µ =
zk+1
1+µzk
∂z . En fait, si l’on conside`re les restrictions
ω|Tx = p
dx
xkp+1
+ p(λ− 1)dx
x
et ω|Ty = q
dy
ykq+1
+ qλ
dy
y
on de´duit, en inte´grant ces dernie`res les coordonne´es de Leau
ψx = − 1
kxkp
+ p(λ− 1) log(x) et ψy = − 1
kykq
+ qλ log(y).
Alors l’application de Dulac est donne´e par
D = (ψy)◦(−1) ◦ ψx : Tx → Ty
ou` les de´terminations sont choisies de sorte que D soit asymptote a` x 7→ xp/q en
x = 0. Notons que
g◦p(x) = exp(Xkp,λ−1) et f◦q(y) = exp(Xkq,λ).
Les cloˆtures de Lie des holonomies sont respectivement donne´es par
Ekp,λ−1 et Ekq,λ ;
rappelons que Ek,µ est homothe´tique a` Ek,1 pour tout µ 6= 0 et notons que seul un
des deux groupes pre´ce´dents peut avoir un re´sidu µ trivial.
Comme dans la section pre´ce´dente, nous allons conside´rer les diffe´rents pseudo-
groupes de dimension finie produits sur les transversales par les zones a` coins holo-
morphes ou line´aires, compatibles avec les holonomies f et g, et allons voir a` quelles
conditions le pseudo-groupe engendre´, via l’application de Dulac, reste de dimension
finie.
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Lorsque λ 6= 1, le pseudo-groupe Gx est ou bien contenu dans Ekp,λ−1, ou bien
est de dimension infinie. Dans le premier cas, son image par D est un sous-groupe de
Ekq,λ. Si par contre λ = 1, alors Gx peut aussi eˆtre contenu dans Akp ou dans Pkp.
Les images de ces deux pseudo-groupes par ψx sont les pseudo-groupes A1 et P1 des
transformations affines w 7→ aw + b et projectives w 7→ aw+bcw+d respectivement. Il nous
faut maintenant comprendre quels sont les pseudo-groupes (ψy)
∗A1 et (ψy)∗P1. Plus
ge´ne´ralement, conside´rons ψ(z) = − 1kzk+1 + µ log(z) ; alors
Ak,µ := ψ
∗A1 = {ϕ(z) ; f ◦ ϕ · ϕ′ + ϕ
′′
ϕ′
= f}
ou` f = ψ
′′
ψ′ . En effet, les e´le´ments de A1 (resp. Ak,µ) sont caracte´rise´s par le fait qu’ils
pre´servent la droite C · dw (resp. C · dψ) ; ainsi
ϕ ∈ Ak,µ ⇔ ψ′ ◦ ϕ · ϕ′ = cϕ · ψ′ ⇔ ψ
′′ ◦ ϕ · ϕ′
ψ′ ◦ ϕ +
ϕ′′
ϕ′
=
ψ′′
ψ′
.
De la meˆme manie`re, on montre (voir [Cas04]) que
Pk,µ := ψ
∗P1 = {ϕ(z) ; g ◦ ϕ · (ϕ′)2 + S(ϕ) = g}
ou` S(ϕ) = ϕ′′′ϕ′ − 32 (ϕ
′′
ϕ′ )
2 les la de´rive´e Schwartzienne et g = S(ψ). Une chose impor-
tante a` retenir pour la suite est que f = −k+1+µzkz(1+µzk) et g = f ′− 12f2 sont me´romorphes
en z = 0 et donc que Ak,µ et Pk,µ sont des pseudo-groupes de Lie de dimension
respective 2 et 3 au sens de Malgrange (voir [Cas04]). Maintenant, il est clair que
l’application de Dulac D de´finie plus haut conjugue les pseudo-groupes de type affine
Akp,λ−1 et Akq,λ
ainsi que les pseudo-groupes de type projectif
Pkp,λ−1 et Pkq,λ.
Corollaire 7.4.2. — Au voisinage d’un diviseur D invariant par le feuilletage, si
toutes les singularite´s sont de type col ou hyperbolique et si les coins sont ou bien
line´arisables, ou bien euclidiens, l’un au moins n’admettant pas d’inte´grale premie`re,
alors on est dans l’un des cas suivants
– G ⊂ L sur toute transversale au diviseur et dans ce cas, toutes les singularite´s
sont line´arisables ;
– G ⊂ Eki,µi sur toute transversale Ti au diviseur et dans ce cas, toutes les singu-
larite´s sont re´sonnantes ;
– G ⊂ Aνi ou Aki,µi sur toute transversale Ti au diviseur, νi, µi ∈ C∗, ki ∈ N∗, et
au moins un des groupes d’holonomie projective est non abe´lien ;
– G ⊂ Pνi ou Pki,µi sur toute transversale Ti au diviseur, νi, µi ∈ C∗, ki ∈ N∗, et
au moins deux des groupes d’holonomie projective sont non abe´liens ;
– G est de dimension infinie (en tout point de toute transversale).
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De´monstration. — On proce`de comme dans la preuve du Corollaire 7.4.1. On
conside`re cette fois-ci le recouvrement de D par les sous-arbres maximaux Di a`
coins line´aires. Si Di = D, on est ramene´ au Corollaire 7.4.1. Sinon, notons Gi le
pseudo-groupe d’holonomie du feuilletage restreint au voisinage de Di : il est de
l’une des formes donne´es par le Corollaire 7.4.1 ou le The´ore`me 7.2.1. Par exemple,
si un des Gi est de dimension infinie, il l’est en tout point de la transversale et
cette proprie´te´ se propage sur toute transversale a` D. Supposons donc chaque Gi de
dimension finie. Sur un coin euclidien Di ∩ Dj on voit facilement avec les notations
pre´ce´dentes que le pseudo-groupe Gi correspondant a` Di ne peut eˆtre que du type
Ekp,λ−1 si λ 6= 1 ou encore du type Akp ou Pkp lorsque λ = 1. Pour cela, on utilise
le fait que Gi contient l’holonomie locale g
◦p(x) = exp(Xkp,λ−1). Par exemple, si
Di est a` coins holomorphes, le The´ore`me 7.2.1 nous dit que Gi se rele`ve en un
sous-groupe G˜i ⊂ Diff(C, 0) sur un reveˆtement fini, disons dans la variable z = x1/d ;
G˜i contient alors le releve´ g˜
◦p(z) = exp(dXkpd,λ−1) et est ne´cessairement du type
Ekpd,λ−1 ; par suite, Gi ⊂ Ekp,λ−1 ⊂ Diff(C, 0) (le reveˆtement n’e´tait pas ne´cessaire
ici). Maintenant, si un des coins de Di n’est pas holomorphe, le Corollaire 7.4.1 nous
dit que Gi est analytiquement conjugue´ a` un des mode`les L, Aν ou Pν , ν ∈ C∗ ;
mais puisque Gi contient exp(Xkp,λ−1), la seule possibilite´ est ν = kp et λ − 1 = 0
(L est exclu) et Gi ⊂ Aν ou Pν dans la coordonne´e x. Dans tous les cas, on observe
que les dynamiques Gi et Gj engendrent encore un pseudo-groupe de dimension finie
qui sur toute transversale voisine d’un coin euclidien est un sous-pseudo-groupe de
Pki,µi . Finalement, si les Gi sont de type euclidien (resp. affine, projectif), alors le
pseudo-groupe global G est aussi de type euclidien (resp. affine, projectif).
7.4.3. Passage des coins de type (Lin)excol et (Eucl)
ex
col. — Un col de type
(Lin)excol est formellement line´arisable mais non analytiquement line´arisable. Ses ho-
lonomies sont des dynamiques de he´risson de type (Lin)ex. Pour un tel coin Di ∩Dj ,
l’holonomie Gi ⊂ Diff(C, 0) de Di est ou bien de type (Lin)ex, ou bien non re´soluble
(et Gi est de dimension infinie en tout point de la transversale). Dans le premier cas,
on de´duit que toutes les singularite´s de Di doivent eˆtre de type (Lin)
ex
col ou (Fin)col.
De plus, puisque Gi commute a` l’holonomie, son image par l’application de Dulac
est encore un sous-groupe de Diff(C, 0) de type (Lin)ex. En raisonnant sur les sous-
arbre maximaux Di a` coins holomorphes, on montre de proche en proche que toutes
les singularite´s sont de type (Lin)excol ou (Fin)col le long de D de`s que le pseudo-
groupe global G n’est pas de dimension infinie. Alors G calcule´ sur n’importe quelle
transversale a`D est un sous-groupe de Diff(C, 0) de type (Lin)ex.
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Un col de type (Eucl)excol est formellement mais non analytiquement e´quivalent a` un
col euclidien. Pour un tel coin Di ∩Dj , l’holonomie Gi ⊂ Diff(C, 0) de Di est ou bien
de type (Eucl)ex ou (Aff)ex, ou bien non re´soluble. On de´duit comme pre´ce´demment,
de`s que G n’est pas de dimension infinie, qu’il est un sous-groupe de Diff(C, 0) de type
(Eucl)ex ou (Aff)ex sur n’importe quelle transversale a` D et que tout point singulier
le long de D est de type (Eucl)excol ou (Fin)col.
Finalement, en utilisant le re´sultat principal de [Cas05], nous de´duisons de notre
e´tude le
The´ore`me 7.4.3. — Soit F une singularite´ de feuilletage. On suppose que F est
non dicritique et que toute singularite´ re´duite apparaissant le long du diviseur ex-
ceptionnel D apre`s re´solution est de type col ou hyperbolique (pas de nœud, ni de
nœud-col). Conside´rons le pseudo-groupe d’holonomie (T,G) du feuilletage restreint
au comple´mentaire de la courbe invariante C. Alors on est dans l’une des situations
suivantes :
– la cloˆture G contient le pseudo-groupe de toutes les transformations conformes
sur un ouvert de Zariski re´el de T ,
– F est transversalement projectif, i.e. Gal(F) est de dimension transverse ≤ 3,
– G est de type (Lin)ex et toutes les singularite´s re´duites sont de type (Lin)excol ou
(Lin)fincol , l’une au moins e´tant du premier type,
– G est de type (Eucl)ex ou (Aff)ex et toutes les singularite´s re´duites sont de type
(Eucl)excol ou (Lin)
fin
col .
Dans les deux derniers cas, le pseudo-groupe G calcule´ sur n’importe quelle transver-
sale T au diviseur est induit par un sous-groupe de Diff(C, 0).
En fait, le second cas correspond au cas ou` G est un des pseudo-groupes de di-
mension finie liste´s dans le Corollaire 7.4.2. Pour montrer que F est transversalement
projectif (resp. affine, line´aire ou euclidien), il faut encore montrer que Gal(F) est de
dimension transverse ≤ 3 en dehors des singularite´s, c’est a` dire aussi sur une trans-
versale a` chaque courbe invariante. Le raisonnement est alors le meˆme qu’en un coin.
Ceci e´tant fait, on de´duit que F est transversalement projectif en invoquant [Cas05].
Dans le troisie`me cas, il se peut que le feuilletage soit transversalement projectif
(voir The´ore`me 3.5.12). Mais la cloˆture de Lie G
Lie
du pseudo-groupe G est plus
de´ge´ne´re´e en 0 que les pseudo-groupes de Lie apparaissant dans le Corollaire 7.4.2.
Rappelons par ailleurs qu’un pseudo-groupe G de type (Eucl)ex ou (Aff)ex est to-
pologiquement conjugue´ a` un pseudo-groupe G0 de type (Eucl) ou (Aff). On peut
en fait construire un feuilletage F0 ayant meˆme re´duction que F , topologiquement
conjugue´ a` F et re´alisant G0. De ce fait, le troisie`me cas du The´ore`me 7.4.3 n’est
pas topologiquement bien de´fini. Mais G comme G0 ont ceci de tre`s particulier que le
quotient (l’espace des feuilles) est un chaˆpelet de sphe`res ; ceci caracte´rise les pseudo-
groupes comme G ou G0.
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Dans le quatrie`me cas, rappelons que la cloˆture de Lie G
Lie
est de dimension infinie.
La dynamique e´tant ici de type he´risson, tout feuilletage topologiquement conjugue´
a` F sera du meˆme type.
Ainsi, nous obtenons par exemple le :
Corollaire 7.4.4. — Soit F comme dans le The´ore`me 7.4.3. Si F contient au moins
une singularite´ non re´sonante (α 6∈ Q) ou si l’alge`bre de Lie A associe´e a` G est non
triviale, alors toute autre singularite´ F ′ topologiquement conjugue´e a` F a le meˆme type
d’inte´grale premie`re que F , i.e. Gal(F) et Gal(F ′) ont meˆme dimension transverse.
Exercice 13. — Construire un exemple de feuilletage comme dans le The´ore`me
7.4.3 dont le pseudo-groupe est de dimension infinie et tous les groupes d’holonomie
projective sont abe´liens.
Exercice 14. — Montrer que le The´ore`me 7.4.3 reste vrai si l’on autorise des nœuds
line´aires sur la partie lisse de D. Montrer qu’il devient faux de`s que l’on autorise les
nœuds dans les coins.
Exercice 15. — Construire 5 feuilletages dicritiques topologiquement conjugue´s
dont le groupo¨ıde de Galois est de dimension respective 0, 1, 2, 3 et ∞.
Exercice 16. — Que se passe t’il si l’on autorise les nœud-cols sur la partie lisse du
diviseur D avec varie´te´ centrale transverse a` D, contenue dans D ou encore dans un
coin ?
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