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Tato práce se zabývá analýzou spojitého a diskrétńıho logistického modelu jednodruhové
populace. U každého modelu je diskutována rovnováha, jej́ı stabilita a chováńı řešeńı mo-
delu při r̊uzných počátečńıch podmı́nkách. V př́ıpadě diskrétńıho modelu je zde podrobně
diskutováno periodické chováńı řešeńı v závislosti na změně parametru charakterizuj́ıćıho
mı́ru r̊ustu zkoumané populace. V práci je také zmı́něno chaotické chováńı řešeńı modelu.
Grafické interpretace d́ılč́ıch problémů jsou vytvořeny v softwaru MATLAB. Výpočty jsou
kontrolovány softwarem Maple.
Abstract
This thesis analyzes the continuous and discrete logistic model of a single-species popu-
lation. For both of these models, there are discussed problems of equilibria, their stability
and behaviour of the solutions for different initial conditions. In the case of the discrete
model, the periodic behaviour of solutions is discussed in detail with respect to change of
a parameter characterizing growth of the investigated population. The chaotic behaviour
of solutions is mentioned as well. The graphic interpretations of each of the problems are
performed using the software MATLAB. The calculations are checked via the software
Maple.
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V současné době žije na Zemi přes 7,5 miliard lid́ı1. Tento fakt v nás může vyvolávat
otázky jako
”
Kolik lid́ı bude ž́ıt na Zemi za pár deśıtek let?“ nebo
”
Kolik lid́ı dokáže
Země ještě uživit?“. Odpovědi na tyto otázky lze naj́ıt ve vědńı discipĺıně zvané populačńı
biologie. Tato vědńı discipĺına zkoumá mimo jiné právě velikost populace určitého druhu
(nebo v́ıce druh̊u) v čase. Při studováńı populace daného druhu je d̊uležité určit, jak se
tento druh bude vyvýjet, př́ıpadně může-li tento vývoj vykazovat i opakované chováńı
(např́ıklad s daľśı generaćı druhu) nebo zda r̊uzné počátečńı velikosti populace mohou
zapř́ıčinit odlǐsné chováńı ve vývoji populace.
Velikost populace (nebo jej́ı změnu) lze popsat logistickou rovnićı, která společně
s počátečńı velikost́ı populace tvoř́ı logistický model. Řešeńı modelu tedy odpov́ıdá ve-
likosti populace v daném čase, př́ıpadně v daném časovém úseku. Druh modelu záviśı
na volbě časového intervalu, který může být bud’ spojitý, nebo diskrétńı ve formě stejně
dlouhých časových úsek̊u (např́ıklad měśıce, roky). Pro spojitý časový interval se odvo-
zuje logistická rovnice ve tvaru diferenciálńı rovnice prvńıho řádu, která má jako počátečńı
podmı́nku právě počátečńı velikost populace. Takový model se nazývá spojitý logistický
model, jenž jako prvńı sestavil anglický ekonom Thomas Robert Malthus v roce 1798.
Později, v roce 1838, upravil tento model belgický matematik Pierre François Verhulst.
Jiné formy tohoto modelu, jako model založený na zdroj́ıch nebo epidemiologický model,
lze nalézt např́ıklad v [2].
Pro časový interval ve formě úsek̊u se odvozuje logistická rovnice ve tvaru diferenčńı
rovnice prvńıho řádu druhého typu. K této rovnici je potřeba opět dodat počátečńı velikost
populace, aby bylo možné ji řešit. Takový model se nazývá diskrétńı logistický model,
který vznikl analogickou argumentaćı a úvahami jako model spojitý. V roce 1845 odvodil
P. F. Verhulst také diferenčńı rovnici popisuj́ıćı situaci, kdy populace kompletně vymře
v každé generaci. Jinou formu diferenčńı rovnice odvodil v roce 1975 Michael Patrick
Hassell, popisuj́ıćı zejména populaci hmyzu. Obě zmı́něné rovnice jsou méně známé tvary
diskrétńıho logistického modelu a v této práci se neobjev́ı. Jsou zde pouze pro zaj́ımavost,
v́ıce o nich je k nalezeńı v [2].
Tato práce se zabývá upraveným spojitým logistickým modelem od P. F. Verhulsta
a analogicky odvozeným diskrétńım logistickým modelem. Ve druhé kapitole je uveden
veškerý potřebný matematický aparát, který se v práci využ́ıvá. Dı́ky němu lze podrobně
analyzovat modely popsané v daľśıch kapitolách. Třet́ı kapitola se zabývá spojitým logis-
tickým modelem. Tento model je zde odvozen od úplného počátku, je zde určeno řešeńı
modelu, ukázána rovnováha modelu a také diskutována jej́ı stabilita. Daľśı kapitola se
zabývá diskrétńım logistickým modelem. Tento model je zde opět odvozen, je zde prove-
dena podrobná analýza chováńı řešeńı v závislosti na speciálńım bifurkačńım parametru,
i diskutována stabilita řešeńı v závislosti na tomto parametru. V páté kapitole je stručně
popsáno chaotické chováńı diskrétńıho modelu. Na závěr jsou shrnuty veškeré poznatky
a výsledky této práce.




V této kapitole jsou uvedeny veškeré pojmy, definice a věty potřebné k porozuměńı a řešeńı
problémů v daľśıch kapitolách. Lze je nalézt např́ıklad v [2], [3], [7], [8], [10].
Uvažujme obyčejnou diferenciálńı rovnici prvńıho řádu (ODR1) ve tvaru
y′ = f(t, y), f : IR+0 × IR→ IR, t ∈ 〈0;∞), (2.1)
kde f je reálná funkce dvou proměnných. Pro rovnici (2.1) uvažujme počátečńı podmı́nku
ve tvaru
y(0) = y0.
Diskrétńı analogíı ODR1 je diferenčńı rovnice prvńıho řádu ve tvaru
xn+1 = g(n, xn), g : IN0 × IR→ IR, n = 0, 1, 2, 3, ... (2.2)
kde g je reálná funkce dvou proměnných. V daľśıch částech se budeme zabývat výhradně
autonomńımi (dynamickými) rovnicemi. Znamená to tedy, že pravé strany rovnic (2.1)
a (2.2) nezávisej́ı explicitně na t, respektive na n. Rovnice (2.1) přejde na tvar
y′ = f(y), f : IR→ IR, t ∈ 〈0;∞), (2.3)
a podobně rovnice (2.2) přejde na tvar
xn+1 = g(xn), g : IR→ IR, n = 0, 1, 2, 3, ... (2.4)
Poznámka 2.1. Jelikož je možné zkoumat populace v́ıce druh̊u najednou, je nezbytné
zavést také soustavu dynamických ODR1 pro m druh̊u jako
y′ = f(y), f : IRm → IRm, t ∈ 〈0;∞), (2.5)
a podobně i jej́ı diskrétńı analogii jako
xn+1 = g(xn), g : IR
m → IRm, n = 0, 1, 2, 3, ... (2.6)
V této kapitole budou následně zavedeny některé pojmy a definice právě pro tyto sou-
stavy. Modely vycházej́ıćı z rovnice (2.5) nazýváme spojitými populačńımi modely. Modely
vycházej́ıćı z rovnice (2.6) nazýváme diskrétńımi populačńımi modely.
2.1 Rovnováha modelu a jej́ı stabilita
U populačńıch model̊u je jednou z hlavńıch otázek určeńı rovnovážného stavu modelu. Je
proto nezbytné zavést pojem rovnováhy.
Definice 2.2. Rovnováhou spojitého modelu rozumı́me všechny y∗ ∈ D(f) splňuj́ıćı
f(y∗) = 0.
Definice 2.3. Rovnováhou diskrétńıho modelu rozumı́me všechny x∗ ∈ D(g) splňuj́ıćı
g(x∗) = x∗.
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Každá rovnováha tedy představuje konstantńı řešeńı modelu (spojitého i diskrétńıho).
Pokud pro nějaký model rovnováha existuje, je d̊uležité diskutovat také jej́ı stabilitu.
Zjist́ıme t́ım, zda je chováńı modelu předv́ıdatelné v bĺızkém okoĺı rovnováhy (zda je
model citlivý na změnu počátečńıch podmı́nek v bĺızkém okoĺı rovnováhy). Zaved’me si
proto pojem stability pro rovnováhu spojitého modelu.
Definice 2.4. Necht’ y∗ ∈ IRm je rovnováha soustavy (2.5). Řekněme, že rovnováha y∗ je
stabilńı, jestliže ke každému okoĺı O bodu y∗ ∈ IRm existuje okoĺı O1 ⊆ O bodu y∗ ∈ O
takové, že každé řešeńı y(t) s podmı́nkou y(0) ∈ O1 je definované pro všechna t > 0





pak se rovnováha y∗ nazývá asymptoticky stabilńı (atraktivńı). Neńı-li rovnováha y∗ sta-
bilńı, pak ji nazveme nestabilńı.


















kde f = (f1, f2, ..., fm), y = (y1, y2, ..., ym). Pro danou rovnováhu a j́ı odpov́ıdaj́ıćı Jaco-
biho matici se vlastńı č́ısla λ spoč́ıtaj́ı jako řešeńı charakteristické rovnice
det(J− λI) = 0,
kde I je jednotková matice. Jelikož jsou však modely v této práci odvozeny z nelineárńıch
rovnic, je nutné k řešeńı stability rovnováhy použ́ıt tzv. linearizačńı větu, k jej́ımuž od-
vozeńı vedou následuj́ıćı úvahy:
Necht’ y∗ ∈ IRm je rovnováha soustavy (2.5). Označme proměnnou
u(t) = y(t)− y∗, popisuj́ıćı odchylku řešeńı od rovnováhy. Substitućı dostáváme
u′(t) = f(y∗ + u(t)),
a aplikaćı Taylorovy věty dostáváme








přepsat soustavu (2.5) na ekvivalentńı tvar
u′ = f ′(y∗)u + h(u).
Funkce h(u) je zanedbatelná, jestliže plat́ı, že pro každé ε > 0 existuje δ > 0 taková, že
|h(u)| < ε|u|, když |u| < δ. Linearizace soustavy (2.5) v rovnováze y∗ je definovaná jako
lineárńı homogenńı diferenciálńı soustava
v′ = f ′(y∗)v.
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Podstata linearizačńı věty je v tom, že chováńı řešeńı linearizace je jednoduché ukázat,
a přitom toto chováńı popisuje i chováńı řešeńı p̊uvodńı soustavy (2.5). Pro naše účely
stač́ı linearizačńı větu uvést v následuj́ıćım zněńı:
Věta 2.5. Maj́ı-li všechna vlastńı č́ısla λ Jacobiho matice J soustavy (2.5) zápornou
reálnou část, je rovnováha y∗ asymptoticky stabilńı. Má-li alespoň jedno vlastńı č́ıslo klad-
nou reálnou část, potom je rovnováha y∗ nestabilńı. Jestlǐze má alespoň jedno vlastńı č́ıslo
nulovou reálnou část, a žádné jiné kladnou reálnou část, nelze o stabilitě rovnováhy y∗
t́ımto kritériem rozhodnout.
Podobným zp̊usobem se zavád́ı pojem stability pro rovnováhu diskrétńıho modelu:
Definice 2.6. Necht’ x∗ ∈ IRm je rovnováha soustavy (2.6). Řekněme, že rovnováha x∗ je
stabilńı, jestliže ke každému okoĺı O bodu x∗ ∈ IRm existuje okoĺı O1 ⊆ O bodu x∗ ∈ O






pak se rovnováha x∗ nazývá asymptoticky stabilńı (atraktivńı). Neńı-li rovnováha x∗ sta-
bilńı, pak ji nazveme nestabilńı.
Analogicky se klasifikuje stabilita rovnováhy diskrétńıho modelu, a to opět na základě





















rozumı́me parciálńı derivaci i-té složky vektoru g podle j-té složky
vektoru xn. Rozd́ıl mezi diskrétńım a spojitým modelem je ovšem v lokalizaci vlastńıch
č́ısel. Věta 2.5 zńı proto pro diskrétńı př́ıpad následovně:
Věta 2.7. Maj́ı-li všechna vlastńı č́ısla λ Jacobiho matice J soustavy (2.6) velikost menš́ı
než jedna (tj. |λ| < 1), je rovnováha x∗ asymptoticky stabilńı. Má-li alespoň jedno vlastńı
č́ıslo velikost věťśı než jedna, potom je rovnováha x∗ nestabilńı. Jestlǐze má alespoň jedno
vlastńı č́ıslo velikost rovnu jedné, a žádné jiné nemá velikost věťśı než jedna, nelze o sta-
bilitě rovnováhy x∗ t́ımto kritériem rozhodnout.
Modely studované v této práci jsou však pouze skalárńı (jednodruhové), vycházej́ı

















Poznámka 2.8. Podmı́nky stability rovnováhy modelu jsou z d̊uvodu zjednodušeńı Ja-
cobiho matice následuj́ıćı:
• rovnováha spojitého modelu je asymptoticky stabilńı, jestliže je f ′(y∗) < 0,
• rovnováha spojitého modelu je nestabilńı, jestliže je f ′(y∗) > 0,
• rovnováha diskrétńıho modelu je asymptoticky stabilńı, jestliže je |g′(x∗)| < 1,
• rovnováha diskrétńıho modelu je nestabilńı, jestliže je |g′(x∗)| > 1.
2.2 Periodické řešeńı modelu a jeho stabilita
Kromě posouzeńı otázky rovnováhy modelu a jej́ı stability je u populačńıch model̊u
hlavńım problémem také otázka existence periodického řešeńı. Zat́ımco u diferenciálńıch
rovnic a spojitých model̊u je pojem periodického řešeńı zřejmý, v př́ıpadě diskrétńıho mo-
delu je třeba tento pojem bĺıže specifikovat. Následuj́ıćı pojmy jsou zavedeny pro funkci
g(x), která v této práci vystupuje ve tvaru pravé strany rovnice (2.4).
Definice 2.9. Řekněme, že funkce g(x) má cyklus řádu k, jestliže existuj́ı r̊uzné body
λ1, λ2, λ3..., λk−1, λk ∈ D(g), které splňuj́ı
g(λ1) = λ2, g(λ2) = λ3, ... g(λk−1) = λk, g(λk) = λ1.
Body λ1, λ2, λ3..., λk−1, λk se nazývaj́ı body cyklu řádu k funkce g(x).
Poznámka 2.10. Má-li funkce g(x) cyklus řádu k, pak při vhodné volbě počátečńı
podmı́nky existuje periodické řešeńı rovnice (2.4) se základńı periodou k.
Pro analýzu diskrétńıch model̊u je vhodné poznamenat, co obecně plat́ı pro cykly
funkce g(x). Vztahy mezi cykly obecné funkce popisuje Šarkovského věta.
Věta 2.11. (Šarkovského věta). Necht’ g(x) je spojitá funkce zobrazuj́ıćı interval I do I
a i, j, k, l ∈ IN. Na množině všech přirozených č́ısel zaved’me nové uspořádáńı definované
takto:
1  2  4  ...  2j  2j+1  ...  2i7  2i5  2i3  ...  2 ·7  2 ·5  2 ·3  ...  5  3
Jestlǐze funkce g(x) má cyklus řádu k a k ≺ l, pak má funkce g(x) také cyklus řádu l.
Poznámka 2.12. K tomu, abychom dokázali určit body cyklu řádu k, je nutné zavedeńı
pojmu iterace: Uvažujme funkci g2(x) jako funkci g(g(x)). Funkce g2(x) se nazývá druhou
iteraćı funkce g(x). Podobně se dá pomoćı matematické indukce zavést také k-tá iterace
funkce g(x) jako gk(x).
Body cyklu řádu k funkce g(x) pak lze početně naj́ıt takto: Bod λ∗ ∈ D(g) je bo-
dem cyklu řádu k funkce g(x), jestliže plat́ı gk(λ∗) = λ∗ a současně gl(λ∗) 6= λ∗ pro
l = 1, 2, ..., k − 1.
Poznámka 2.13. Označeńım gk(x), kde k ∈ IN, rozumı́me v této práci pouze k-tou
iteraci funkce g(x), nikoliv k-tou mocninu této funkce. Pro k = 1 se jedná o pevný bod
funkce g(x) (jedná se o rovnováhu). Ostatńı označeńı typu ak rozumı́me jako k-té mocniny(
např́ıklad xk, λk, (λ∗)k
)
.
Pokud pro funkci g(x) existuje cyklus řádu k, je opět d̊uležité diskutovat jeho stabilitu.
Stabilitu cyklu lze zavést pomoćı následuj́ıćı definice využ́ıvaj́ıćı Poznámku 2.12:
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Definice 2.14. Necht’ g(x) je spojitá funkce z intervalu I do I a necht’ body
λ1, λ2, λ3..., λk−1, λk tvoř́ı cyklus řádu k. Pak tento cyklus je
• asymptoticky stabilńı (atraktivńı), jestliže všechny body tohoto cyklu jsou asympto-
ticky stabilńı rovnováhy funkce gk(x);
• nestabilńı, jestliže všechny body tohoto cyklu jsou nestabilńı rovnováhy funkce
gk(x).
Poznámka 2.15. Př́ımým výpočtem společně s použit́ım Poznámky 2.8 lze ověřit, že je-li
jeden bod cyklu řádu k funkce g(x) asymptoticky stabilńı (nestabilńı), pak jsou všechny
body tohoto cyklu asymptoticky stabilńı (nestabilńı). Z Poznámek 2.8 a 2.12 také vyplývá
výpočetńı zp̊usob, jak stabilitu př́ıslušných cykl̊u ověřit.
Poznámka 2.16. Je-li bod λ∗ rovnováhou rovnice (2.4) (tedy je-li λ∗ bodem cyklu řádu 1
funkce g(x)), pak je λ∗ také bodem cyklu řádu k, kde k ∈ IN (pokud takový cyklus
existuje). Podobně tato vlastnost plat́ı i v daľśıch př́ıpadech; je-li λ∗ bodem cyklu řádu 2,
pak je také bodem cyklu řádu 2n, kde n ∈ IN (pokud takový cyklus existuje).
Poznámka 2.17. Zavedli jsme stabilitu pro cyklus řádu k pomoćı rovnováhy k-té iterace
gk(x) funkce g(x). Stabilitu periodického řešeńı rovnice (2.4) můžeme volně interpretovat
právě jako stabilitu tohoto cyklu. Periodické řešeńı rovnice (2.4) je tedy asymptoticky
stabilńı, je-li asymptoticky stabilńı odpov́ıdaj́ıćı cyklus funkce g(x). Periodické řešeńı
rovnice (2.4) je nestabilńı, je-li nestabilńı odpov́ıdaj́ıćı cyklus funkce g(x).
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3 Spojitý logistický populačńı model
3.1 Odvozeńı spojitého populačńıho modelu
Označme hustotu (velikost) populace daného druhu v čase t jako proměnnou y(t). Předpo-
kládejme, že y(t) je hladkou funkćı času, která je všude diferencovatelná - i přes to, že
y(t) ve skutečnosti neńı spojitá (pro populaci s velkým počtem jedinc̊u jsou předpoklady
spojitosti a diferencovatelnosti splněny rozumnou aproximaćı).
Mı́ra změny hustoty populace může být určena, pokud známe mı́ru porodnosti, úmrt-
nosti a migrace. Pro jednoduchost se budeme zabývat pouze uzavřenou populaćı (pro
uzavřenou populaci plat́ı, že mı́ra migrace je nulová, tedy že se nikdo z populace ne-
odstěhuje ani nepřistěhuje).
Označme mı́ru porodnosti jako b a mı́ru úmrtnosti jako d. Potom r = b− d vyjadřuje
mı́ru r̊ustu (nebo poklesu) populace. Jestliže v čase t je velikost populace daná jako y(t),
a všichni jedinci v populaci jsou nezávisĺı (neomezené životńı prostřed́ı, jedinci se navzájem
neovlivňuj́ı), potom za krátký časový interval délky h lze vyjádřit změnu velikosti populace
jako aproximaci
y(t+ h)− y(t) ≈ rhy(t).

















ln |y| = rt+ c,
kde c je integračńı konstanta, dostaneme po úpravách všechna řešeńı diferenciálńı rovnice
(3.1)
ln |y| = ln ert + ln ec = ln (ertec),
y = ertec = Cert,
kde C = ec je konstanta. Specifikace počátečńı velikosti populace v čase t = 0, jako




Analýzou mı́ry r̊ustu (nebo poklesu) populace r lze doj́ıt k následuj́ıćım poznatk̊um:
• mı́ra r̊ustu populace r > 0 implikuje, že velikost populace bude r̊ust nade všechny
meze při t→∞, generace nahrazuje sama sebe skrze svoji životnost, přisṕıvá k r̊ustu
generace po generaci;
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• mı́ra poklesu populace r < 0 implikuje, že velikost populace bude při t→∞ nulová,
generace nepřisṕıvá významným zp̊usobem k budoucnosti populace, neńı schopna
nahradit se;
• mı́ra r̊ustu populace r = 0 implikuje, že velikost populace bude při t → ∞ stejná
jako na počátku, populace stagnuje.
V modelu (3.1) s řešeńım (3.2) ovšem nebereme v úvahu vliv životńıho prostřed́ı na
vývoj populace, omezujeme se pouze na malé časové úseky, mı́ru r̊ustu populace uvažujeme
konstantńı, neuvažujeme omezeńı pro zdroje, model nav́ıc funguje pro malý počátečńı stav
populace. Tento model lze použ́ıt pro lokálńı problémy, jako např. pro odhad hodnoty
rozš́ı̌reńı šk̊udce, který právě napadl pole, nebo odhad mı́ry úpadku efektu léku v krevńım
oběhu jedince.
3.2 Přechod k logistickému modelu
Předpoklad, že mı́ra r̊ustu (nebo poklesu) populace r záviśı úměrně pouze na velikosti
populace, je vhodný pro jednoduché organismy. Pro složitěǰśı organismy jako jsou rostliny,
zv́ı̌rata a lidé je tento předpoklad př́ılǐs zjednodušený. Je třeba brát v úvahu i konkurenci
a boje mezi druhy, omezené zdroje, kapacitu životńıho prostřed́ı.
Předpokládejme proto, že r bude záviset lineárně na velikosti populace. Zavedeme
tedy r jako β − ay, č́ımž přejdeme k diferenciálńı rovnici
dy
dt
= y(β − ay),









kde rp = β,K =
β
a
. Parametry rp, K jsou dány biologickým významem - rp je přirozená
(skutečná) mı́ra r̊ustu (nebo poklesu) populace a K je únosná kapacita prostřed́ı (repre-
zentuje takovou velikost populace, jej́ıž potřeby dokážou dostupné zdroje ještě uspokojit).
V daľśıch částech ponechme označeńı přirozené mı́ry r̊ustu (nebo poklesu) populace jako
rp = r.


































































∣∣∣∣ yK − y
∣∣∣∣) = rK t+ c,
kde c je integračńı konstanta. Specifikace počátečńı velikosti populace v čase t = 0, jako













∣∣∣∣ yK − y
∣∣∣∣) = rK t+ 1K
(
ln
∣∣∣∣ y0K − y0
∣∣∣∣) ,
ze které lze pomoćı úprav
ln









K − y0 + y0ert
=
Ky0
y0 + (K − y0)e−rt
. (3.4)
Řešeńı modelu (3.3) tedy neńı obt́ıžné naj́ıt. Je však nutné ukázat, zda pro tento model
existuje nějaký rovnovážný stav, a pokud ano, je třeba posoudit jeho stabilitu.
3.3 Rovnováha modelu, stabilita








Je zřejmé, že model (3.3) má 2 rovnováhy
y∗1 = 0, (3.5)
y∗2 = K. (3.6)
Pomoćı Poznámky 2.8 nyńı můžeme posoudit stabilitu jednotlivých rovnováh.
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• Posouzeńı asymptotické stability rovnováhy (3.5):
Derivaćı funkce f(y) v této rovnováze
f ′(y) = r − 2ry
K
,
f ′(0) = r,
a užit́ım Poznámky 2.8 dostáváme
r < 0.
Pokud je tedy y0 dostatečně bĺızko y
∗ = 0 a voĺıme r < 0, pak každé řešeńı s touto volbou
y0 bude v čase t→∞ konvergovat k nule. Pro r > 0 je tato rovnováha nestabilńı (každá
výchylka y0 od y
∗ = 0 vyvolá odlǐsné chováńı řešeńı).
• Posouzeńı asymptotické stability rovnováhy (3.6):
Analogickým zp̊usobem jako u rovnováhy (3.5) dostáváme
f ′(y) = r − 2ry
K
,
f ′(K) = −r,
r > 0.
Pokud je tedy y0 dostatečně bĺızko y
∗ = K a voĺıme r > 0, pak každé řešeńı s touto volbou
y0 bude v čase t→∞ konvergovat k velikosti únosné kapacity prostřed́ı K. Pro r < 0 je
tato rovnováha nestabilńı (každá výchylka y0 od y
∗ = K vyvolá odlǐsné chováńı řešeńı).
t







Obrázek 1: Graf řešeńı spojitého modelu pro K = 1, r = 0,5
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Pod́ıvejme se nyńı na graf některých řešeńı (3.4) modelu (3.3) pro r > 0
(viz Obrázek 1). Z obrázku je zřejmé, že pokud je počátečńı velikost populace 0 < y0 < K,
pak bude velikost populace rychle nar̊ustat a konvergovat k velikosti únosné kapacity
prostřed́ı K. V př́ıpadě, že je počátečńı velikost populace y0 > K, bude velikost popu-
lace rychle klesat a konvergovat k velikosti únosné kapacity prostřed́ı K. Z obrázku je
také zřejmá asymptotická stabilita rovnováhy (3.6) a nestabilita rovnováhy (3.5). Graf
vykresluj́ıćı některá řešeńı (3.4) modelu (3.3) pro r < 0 (viz Obrázek 2) ukazuje nao-
pak asymptotickou stabilitu rovnováhy (3.5) a nestabilitu rovnováhy (3.6). Z obrázku je
zřejmé, že pro počátečńı velikost populace 0 < y0 < K docháźı k postupnému úbytku po-
pulace s tendenćı vyhynut́ı populace. Při počátečńı velikosti populace y0 > K bude řešeńı
také konvergovat k nule, ovšem se zápornými hodnotami, tedy pro takové podmı́nky je
tento model nevyhovuj́ıćı.
t







Obrázek 2: Graf řešeńı spojitého modelu pro K = 1, r = −0,5
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4 Diskrétńı logistický populačńı model
4.1 Odvozeńı diskrétńıho logistického modelu
Označme x0 jako počátečńı velikost populace daného druhu v čase n = 0. Populace v čase
n = 1 bude mı́t velikost x1, v čase n = 2 velikost x2, apod. Velikosti populace v daných
časových úsećıch n (bereme stejně dlouhé časové úseky - roky, měśıce, dny) nám vytvoř́ı
posloupnost {xn} s počátečńı velikost́ı populace x0. Předpokládejme pro začátek, že se
velikost populace měńı jen s počtem narozených a zemřelých jedinc̊u, tedy že
xn+1 − xn = (b− d)xn, n = 0, 1, 2, ...
kde b je mı́ra porodnosti a d je mı́ra úmrtnosti. Tuto rovnici
xn+1 = xn + (b− d)xn = (1 + b− d)xn
lze přepsat na lineárńı homogenńı diferenčńı rovnici
xn+1 = rxn, (4.1)
kde r = 1 + b− d. Pomoćı matematické indukce lze ukázat, že v n-tém časovém úseku je
řešeńı modelu (4.1) tvaru
xn = r
nx0, n = 0, 1, 2, ... (4.2)
Analýza vlivu velikosti mı́ry r̊ustu (nebo poklesu) populace r na chováńı řešeńı xn pro
n→∞:
• jestliže 0 ≤ r < 1, řešeńı xn se monotónně bĺıž́ı k nule;
• jestliže −1 < r < 0, řešeńı xn osciluje mezi kladnými a zápornými hodnotami, a bĺıž́ı
se k nule;
• jestliže r > 1, řešeńı xn roste nade všechny meze;
• jestliže r < −1, řešeńı xn osciluje mezi kladnými a zápornými hodnotami, a jeho
hodnoty nejsou omezené.
V modelu (4.1) s řešeńım (4.2) opět nebereme v úvahu omezené zdroje a vliv životńıho
prostřed́ı na velikost populace, což je právě př́ıčina (při r > 1) r̊ustu velikosti populace
nade všechny meze. Je tedy třeba uvažovat mı́ru r̊ustu populace r závislou na velikosti
populace.
Užit́ım podobných argument̊u jako v př́ıpadě spojitého modelu lze dospět k logistické
diferenčńı rovnici tvaru






kde K > 0 je únosná kapacita prostřed́ı. Navzdory poměrně jednoduchému tvaru (4.3)
neńı možné naj́ıt obecné vyjádřeńı jeho řešeńı. Lze sice postupně určit velikosti populace
x1, x2, ... pomoćı počátečńı velikosti x0, ovšem tento iteračńı proces je časově náročná
záležitost, která nav́ıc nedává žádnou informaci o vlastnostech tohoto řešeńı pro velká n.
V tom spoč́ıvá prvńı zásadńı rozd́ıl v porovnáńı se spojitým logistickým modelem (3.3),
který lze snadno vyřešit a předpis pro obecné řešeńı pak jasně vymezuje chováńı daného
řešeńı pro velká n.
Z tohoto d̊uvodu nabývá na zásadńım významu kvalitativńı analýza diskrétńıho mo-
delu (4.3) umožňuj́ıćı nahlédnout základńı vlastnosti tohoto modelu v závislosti na změně
vstupńıch parametr̊u.
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4.2 Rovnováha modelu, stabilita
Evidentńım požadavkem na řešeńı diskrétńıho modelu (4.3) je jeho kladnost, tedy požada-
vek xn > 0 pro všechna n = 0, 1, 2, .... Odtud a užit́ım (4.3) dostáváme








V závislosti na velikosti populace lze odtud stanovit podmı́nku pro mı́ru r̊ustu (nebo








− 1, je-li xn > K, pro n = 0, 1, 2, ....
Podobně jako u spojitého logistického modelu je základńı otázkou u modelu (4.3) existence
a (ne)stabilita jeho rovnováh. Připomeňme, že spojitý logistický model má dvě rovnováhy
(y∗1 = 0, y
∗
2 = K), přičemž každé jeho daľśı řešeńı se v čase t→∞ limitně bĺıž́ı k velikosti
únosné kapacity K pro r > 0. Otázkou tedy je, zda existuje rovnováha také v př́ıpadě
diskrétńıho logistického modelu.
Rovnováhu diskrétńıho modelu diskutujme pomoćı Definice 2.3 následovně:


















Odtud je zřejmé, že i diskrétńı model (4.3) má 2 rovnováhy
x∗1 = 0, (4.4)
x∗2 = K. (4.5)
Pomoćı Poznámky 2.8 posoud́ıme jejich stabilitu:
• Rovnováha (4.4):
Derivaćı funkce g(x) v této rovnováze
g′(x) = (r + 1)− 2x r
K
,
g′(0) = r + 1,
a použit́ım Poznámky 2.8, z ńıž vyplývá
|r + 1| < 1, tj. − 2 < r < 0,
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dostaneme interval hodnot r, pro které je tato rovnováha asymptoticky stabilńı. Z předcho-
źı diskuze kladnosti řešeńı však vyplývá, že je-li xn < K, pak k asymptotické stabilitě




− 1 ∧ −2 < r < 0 ⇒ −1 < r < 0.
Pokud je tedy x0 dostatečně bĺızko x
∗ = 0 a voĺıme r ∈ (−1; 0), pak každé řešeńı s touto
volbou x0 bude v časovém úseku n→∞ konvergovat k nule. Pro r > 0 je tato rovnováha
nestabilńı (každá výchylka x0 od x
∗ = 0 vyvolá odlǐsné chováńı řešeńı).
• Rovnováha (4.5):
Analogickým zp̊usobem jako u rovnováhy (4.4) dostáváme
g′(K) = 1− r, tedy |1− r| < 1, tj. 0 < r < 2.
Pokud je tedy x0 dostatečně bĺızko x
∗ = K a voĺıme r ∈ (0; 2), každé řešeńı s touto volbou
x0 bude v časovém úseku n→∞ konvergovat k velikosti únosné kapacity K. Pro r > 2 je
tato rovnováha nestabilńı (každá výchylka x0 od x
∗ = K vyvolá odlǐsné chováńı řešeńı).
Podrobněǰśı analýzou, kterou zde nebudeme provádět, lze ukázat, že při r = 2 je tato
rovnováha asymptoticky stabilńı.
Daľśım zásadńım rozd́ılem oproti spojitému modelu je nestabilita rovnováhy x∗ = K
pro r > 2. Vzniká tedy otázka, jak se bude chovat diskrétńı model pro hodnoty r > 2.
Chováńı se zřejmě změńı, otázkou ale je, do jaké mı́ry a jak citlivý bude model na řešeńı
s r̊uznou počátečńı velikost́ı x0, tedy zda budou řešeńı modelu stabilńı.
4.3 Periodické chováńı řešeńı
I přes to, že při r > 2 jsou obě rovnováhy diskrétńıho modelu nestabilńı, lze pro tyto
hodnoty r ukázat jisté zákonitosti v chováńı řešeńı modelu (4.3). Pro hodnoty r > 2
se jako řešeńı modelu začnou objevovat periodická řešeńı vycházej́ıćı z existence cykl̊u
r̊uzných řád̊u. Po hledáńı rovnováhy modelu (cyklus řádu 1) má tedy smysl zkoumat, zda
se v řešeńı modelu neobjev́ı i cykly vyšš́ıch řád̊u. Ze Šarkovského věty (Věta 2.11) plyne,
že po rovnováze nastává cyklus druhého řádu (dvojcyklus) - pokud tento cyklus existuje.
Pokud by ovšem dvojcyklus neexistoval, neexistoval by podle Šarkovského věty ani žádný
daľśı cyklus vyšš́ıho řádu (existovala by pouze rovnováha).
Ukažme nyńı existenci dvojcyklu. Pomoćı Definice 2.9 a Poznámky 2.12 lze určit body
dvojcyklu následovně:
g(x) = (1 + r)x− x2 r
K
,
g2(x) = (1 + r)g(x)− (g(x))2 r
K
= (1 + r)
[









= (1 + r)2x− x2 r(1 + r)
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= (1 + r)2x− x2 r + r














x3 − r(2 + r)(1 + r)
K
x2 + (1 + r)2x,
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(λ∗)3 − r(2 + r)(1 + r)
K







r(2 + r)(1 + r)
K
(λ∗)2 − r(2 + r)λ∗ = 0. (4.6)
Rovnice (4.6) má kořeny λ∗1 = 0, λ
∗
2 = K (plyne z Poznámky 2.16), proto lze vyděleńım
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λ∗ + r(2 + r),













Kořeny λ∗1 = 0, λ
∗
2 = K nejsou v rámci této diskuze d̊uležité (pro r > 2 jsou tato
konstantńı řešeńı nestabilńı - viz podkapitola 4.2). Kořeny λ∗3,4 jsou reálné až pro hodnoty
r ≥ 2, pro r < 2 v reálném oboru neexistuj́ı. Početně ověřme, že kořeny λ∗3, λ∗4 jsou právě
body λ1, λ2 dvojcyklu diskrétńıho logistického modelu (4.3):
Plat́ı
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√
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√
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√















Obdobně by se ukázala i platnost vztahu g(λ2) = λ1.
O stabilitě periodického řešeńı tvořeného t́ımto dvojcyklem rozhodneme pomoćı
Poznámky 2.17, Definice 2.14 a Poznámky 2.8, tedy rozhodneme o stabilitě jednotlivých
bod̊u dvojcyklu. Tyto body lze chápat jako rovnováhy funkce g2(x), proto diskutujme
jejich stabilitu podobně jako v př́ıpadě stability rovnováh funkce g(x).
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• Rovnováha x∗ = λ1 funkce g2(x):
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+ (1 + r)2
= −r2 + 5,
a použit́ım Poznámky 2.8, kde
|5− r2| < 1, tj. 4 < r2 < 6, tj. 2 < r <
√
6,
dostaneme interval hodnot r, pro který je rovnováha x∗ = λ1 funkce g
2(x) asymptoticky
stabilńı (bod dvojcyklu λ1 je tedy asymptoticky stabilńı pro r z tohoto intevralu).
Podobně by proběhla diskuze stability pro př́ıpad x∗ = λ2, která vede ke stejnému
závěru (bod dvojcyklu λ2 je asymptoticky stabilńı pro r ze stejného intervalu hodnot).
Periodické řešeńı tvořené dvojcyklem s body λ1, λ2 je tedy asymptoticky stabilńı pro
hodnoty 2 < r <
√
6. Znamená to tedy, že pokud je x0 dostatečně bĺızko λ1 nebo λ2
při 2 < r <
√
6, každé řešeńı s takovým x0 bude v časovém úseku n → ∞ konvergovat
k dvojcyklu s body λ1, λ2. Pro r >
√
6 je toto periodické řešeńı nestabilńı (každá výchylka
x0 od λ1, λ2 zapř́ıčińı odlǐsné chováńı). Periodické řešeńı tvořené dvojcyklem s body λ1, λ2
je ukázáno v obrázku (viz Obrázek 3). Z obrázku je dobře vidět asmyptotickou stabilitu
tohoto řešeńı pro hodnoty 2 < r <
√
6. Obě řešeńı s r̊uznými počátečńımi velikostmi
populace se ustáĺı do dvojcyklu daného body λ1, λ2.
Nyńı je na mı́stě uvažovat, zda existuje i daľśı cyklus. Podle Šarkovského věty je nyńı
vhodné zabývat se existenćı cyklu řádu 4 (čtyřcyklus). Pokud čtyřcyklus neexistuje pro
model (4.3), neexistuje pro něj ani žádný daľśı cyklus vyšš́ıho řádu než řádu 2 a 1 (tedy
než právě nalezený dvojcyklus a rovnováhy).
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Obrázek 3: Periodické řešeńı tvořené dvojcyklem
Ukažme existenci čtyřcyklu, podobným zp̊usobem jako existenci dvojcyklu:




































































































































































































4 + 4r3 + 6r2 + 4r + 1),
a0 = 0.





∗)i = λ∗. (4.7)
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Rovnici (4.7) však nelze pro neznámou λ∗ explicitně řešit vzhledem k vysokému řádu
mocnin λ∗, neńı zde dokonce ani žádná zákonitost mezi koeficienty ai, která by rovnici zjed-






4 (plyne z Poznámky 2.16),







r2(λ∗)2 −Kr(2 + r)λ∗ +K2(2 + r)
)
nezjednodušš́ı tuto rovnici natolik, aby byla řešitelná. Jak tedy obecně vypadá zbylých
12 kořen̊u této rovnice neńı známo. Lze ovšem alespoň numericky ukázat, jakých hodnot
nabývaj́ı kořeny pro r̊uzná r (pro celou tabulku plat́ı K = 1):
r x5 x6 x7 x8 x9 x10
2,2 0,74 + 0,35i 0,74− 0,35i 1,43 + 0,02i 1,43− 0,02i 0,26 + 0,17i 0,26− 0,17i
2,5 0,5359 0,7012 1,1577 1,2249 0,71 + 0,25i 0,71− 0,25i
2,8 0,4122 0,8136 1,0907 1,2382 0,21 + 0,05i 0,21− 0,05i
x11 x12 x13 x14 x15 x16
0,07 + 0,03i 0,07− 0,03i 1,38 + 0,01i 1,38− 0,01i 0,23 + 0,11i 0,23− 0,11i
1,23 + 0,09i 1,23− 0,09i 0,62 + 0,20i 0,62− 0,20i 0,08 + 0,06i 0,08− 0,06i
0,68 + 0,14i 0,68− 0,14i 1,34 + 0,01i 1,34− 0,01i 0,06 + 0,02i 0,06− 0,02i
Tabulka 1: Hodnoty kořen̊u funkce g4(x)







kořeny jsou známé a pro daná r,K lze jejich hodnotu snadno určit. Z tabulky je vidět, že











1 6= λ∗2 6= λ∗3 6= λ∗4).
Ovšem pro r = 2,5 i r = 2,8 je už pouze 8 kořen̊u komplexńıch, a zbylé 4 kořeny jsou
reálné - a právě tyto 4 kořeny jsou body čtyřcyklu λ1, λ2, λ3, λ4 (dalo by se ukázat podobně
jako u bod̊u dvojcyklu). Je tedy zřejmé, že mezi hodnotami r = 2,2 a r = 2,5 existuje
taková hodnota r, při které vznikne čtyřcyklus.
Pod́ıváme-li se na rovnici (4.7) z geometrického hlediska, pak pr̊useč́ıky g4(x) s př́ımkou
y = x jsou reálné kořeny rovnice (4.7). Tento problém ukážeme v grafu čtvrtých iteraćı
funkce g(x) pro konkrétńı hodnoty r při K = 1 (viz Obrázek 4). Z obrázku jde vidět, že







4. Pro r = 2,5 je vidět (stejně jako z Tabulky 1), že se objev́ı daľśı 4
pr̊useč́ıky, tedy 4 nové reálné kořeny.
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Obrázek 4: Grafy funkce g4(x) pro r̊uzné hodnoty r
Pr̊useč́ıky λ∗1 = 0, λ
∗
2 = K se nyńı zabývat nemuśıme, tyto kořeny jsou jasné a neu-






směru zaj́ımavěǰśı. Přibližme si, co se děje mezi r = 2,4 a r = 2,5. Je zřejmé, že mezi těmito
hodnotami r je taková hodnota, při které se objev́ı čtyřcyklus. Z grafu (viz Obrázek 5)
je vidět, že dokud je v pr̊useč́ıku λ∗3,4 funkce g
4(x) s př́ımkou y = x směrnice tečny
(g4)
′
(λ∗3,4) < 1, existuj́ı jen 4 reálné a 12 imaginárńıch kořen̊u. Ovšem jakmile se směrnice
tečny dostane na hodnotu (g4)
′
(λ∗3,4) > 1, funkce g
4(x) protne př́ımku y = x v daľśıch 4 bo-
dech. Nové pr̊useč́ıky vzniknou okolo p̊uvodńıch pr̊useč́ık̊u λ∗3, λ
∗
4 (z p̊uvodńıho pr̊useč́ıku
se odděĺı dva nové). Z těchto poznatk̊u lze usoudit, že prvńı čtyřcyklus se objev́ı po
překročeńı hodnoty r, při které je v pr̊useč́ıku λ∗3,4 směrnice tečny (g
4)
′
(λ∗3,4) = 1. Deri-




4 − 10r2 + 25 = 1. (4.8)




r4 − 10r2 + 24 = 0
(r − 2)(r + 2)(r2 − 6) = 0






















Obrázek 5: Grafy funkce g4(x) pro hodnoty 2,4 < r < 2,5
Hodnoty r1 = −2 ani r2 = 2 neodpov́ıdaj́ı intervalu hodnot r, pro který se má
čtyřcyklus objevit. Nav́ıc r1 nemá vzhledem k podmı́nce kladnosti velikosti populace
žádný význam. Hodnota r, od které se začne objevovat čtyřcyklus, je tedy r =
√
6. Je-
likož nelze obecně vyjádřit kořeny funkce g4(λ∗) = λ∗, nelze o stabilitě periodického řešeńı
tvořeného čtyřcyklem rozhodnout (pomoćı Definice 2.14, Poznámky 2.8 a Poznámky 2.17),
jak tomu bylo u dvojcyklu. Stabilitu lze diskutovat alespoň pomoćı grafu a Poznámky 2.8,
kde v grafu zkoumáme tečny funkce g4(x) v bodech čtyřcyklu při r̊uzných hodnotách
r >
√
6. Dojdeme t́ım k závěru, že čtyřcyklus je asymptoticky stabilńı pro hodnoty√
6 < r < 2,544. Periodické chováńı tvořené čtyřcyklem s body λ1, λ2, λ3, λ4 je ukázáno
v obrázku (viz Obrázek 6). Z obrázku je vidět asymptotická stabilita tohoto řešeńı pro√
6 < r < 2,544. Obě řešeńı s r̊uznými počátečńımi velikostmi populace se ustálý do
čtyřcyklu tvořeného body λ1, λ2, λ3, λ4.
Podle Šarkovského věty by bylo nyńı namı́stě ukázat, zda existuje i cyklus řádu 8.
Osmou iteraćı bychom však dostali polynomiálńı rovnici řádu 28, a proto se t́ımto z d̊uvodu
početńı náročnosti nebudeme zabývat. Jen zmı́ńıme, že cyklus řádu 8 existuje, objev́ı se
při hodnotě r > 2,544, a je stabilńı pro hodnoty 2,544 < r < 2,564. Abychom existenci
tohoto cyklu (a dokonce i všech ostatńıch cykl̊u) potvrdili, ukážeme existenci posledńıho
cyklu, tedy cyklu řádu 3 (trojcyklus).
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Obrázek 6: Periodické řešeńı tvořené čtyřcyklem
Existenci trojcyklu ukážeme opět podobně jako u předešlých cykl̊u:





= (1 + r)
[















































































3 + 3r2 + 3r + 1),
a0 = 0.





∗)i = λ∗, (4.9)
Rovnice (4.9) sice vypadá mnohem jednodušeji než rovnice (4.7), ale z argumentačńıho
hlediska jde o podstatně komplikovaněǰśı záležitost. Neńı zde opět žádná zákonitost mezi
koeficienty ai, která by rovnici zjednodušila. Je sice jasné, že tato rovnice má kořeny
λ∗1 = 0, λ
∗
2 = K (plyne z Poznámky 2.16), ale ani vyděleńı rovnice (4.9) součinem






nezjednodušš́ı tuto rovnici natolik, aby byla
řešitelná. Jak tedy obecně vypadá zbylých 6 kořen̊u této rovnice neńı známo. Lze však
opět alespoň numericky ukázat, jakých hodnot nabývaj́ı kořeny pro r̊uzná r (pro celou
tabulku plat́ı K = 1):
r x3 x4 x5 x6 x7 x8
2,6 0,72 + 0,17i 0,72− 0,17i 0,24 + 0,07i 0,24− 0,07i 1,32 + 0,02i 1,32− 0,02i
2,8 0,22 + 0,02i 0,22− 0,02i 0,69 + 0,06i 0,69− 0,06i 1,29 + 0,01i 1,29− 0,01i
2,9 0,1784 0,2434 0,6034 0,7774 1,2792 1,2974
Tabulka 2: Hodnoty kořen̊u funkce g3(x)
V tabulce nejsou uvedeny hodnoty kořen̊u λ∗1 = 0, λ
∗
2 = K, protože tyto kořeny jsou
známé. Z tabulky je vidět, že pro r = 2,6 i r = 2,8 je všech 6 kořen̊u komplexńıch, tedy
trojcyklus pro tato r neexistuje (kořeny λ∗1, λ
∗
2 nemohou být body trojcyklu, protože do
trojcyklu chyb́ı daľśı bod). Ovšem pro r = 2,9 je všech 6 kořen̊u reálných, kde právě tyto
kořeny jsou body dvou r̊uzných trojcykl̊u.
Použijeme-li opět geometrický př́ıstup, tentokrát k rovnici (4.9), pak pr̊useč́ıky funkce
g3(x) s př́ımkou y = x dávaj́ı reálné kořeny této rovnice. Tento problém lze opět ukázat
v grafu, a to třet́ıch iteraćı funkce g(x) pro r̊uzné hodnoty r při K = 1 (viz Obrázek 7).
Z obrázku jde vidět, že při hodnotách r = 2,6 i r = 2,8 protne funkce g3(x) př́ımku y = x
pouze v bodech λ∗1 = 0, λ
∗
2 = K, ale pro hodnotu r = 2,9 se objev́ı daľśıch 6 pr̊useč́ık̊u,
tedy 6 nových reálných kořen̊u. Přibližme si, co se děje mezi hodnotami r = 2,8 a r = 2,9.
Je zřejmé, že mezi těmito hodnotami je taková, pro kterou se objev́ı trojcyklus.
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Obrázek 7: Grafy funkce g3(x) pro r̊uzné hodnoty r
Z grafu (viz Obrázek 8) je vidět, že při rostoućım r se dvě lokálńı minima a jedno
lokálńı maximum funkce g3(x) postupně přibližuj́ı k př́ımce y = x, a že při dosažeńı jisté
kritické hodnoty r je tato př́ımka tečnou ve všech třech zmı́něných bodech. Je-li r vyšš́ı
než tato kritická hodnota, pak se na okoĺı těchto bod̊u tečna stává sečnou, a objev́ı se
tak 6 reálných kořen̊u (tedy 2 r̊uzné trojcykly). Z těchto poznatk̊u lze vyvodit, že prvńı
trojcyklus se objev́ı právě tehdy, když se výše zmı́něné lokálńı extrémy dotknou př́ımky
y = x. Tyto body dotyku jsou vlastně body, ve kterých má funkce g3(x) směrnici tečny
rovnu jedné, tj. (
g3
)′
(x) = 1. (4.10)
Oproti funkci g4(x) však nev́ıme, pro které body je rovnost (4.10) splněna. Je tedy třeba
naj́ıt jiný zp̊usob, kterým lze tuto rovnost ukázat.
Pomůže nám k tomu definice trojcyklu (viz Definice 2.9). Pomoćı tvaru funkce g(x)
a přeznačeńı bod̊u λ1, λ2, λ3 z definice trojcyklu na body x, y, z se dostaneme k soustavě
rovnic
g(x) = y, (1 + r)x− r
K
x2 = y, (4.11)
g2(x) = g(y) = z, (1 + r)y − r
K
y2 = z, (4.12)
g3(x) = g2(y) = g(z) = x, (1 + r)z − r
K
z2 = x. (4.13)
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Obrázek 8: Grafy funkce g3(x) pro hodnoty 2,8 < r < 2,9
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Sestavili jsme tedy soustavu 4 rovnic (4.11)-(4.14) pro 4 neznámé x, y, z, r (poznamenejme,
že z formálńıho hlediska je neznámou i K, kterou se však podař́ı v daľśıch úpravách
eliminovat). Naš́ım ćılem tedy je provést diskuzi řešeńı této soustavy.
Nejprve provedeme úpravu rovnice (4.11):





























































































































































































Zavedeńım následuj́ıćı substituce dostaneme z rovnic (4.14) - (4.17) soustavu čtyř rov-
nic o čtyřech nových neznámých, která se ukáže být využit́ım několika trik̊u řešitelná










































Pak se rovnice (4.14)-(4.17) redukuj́ı na tvar
R = A2 +B, (4.18)
R = B2 + C, (4.19)
R = C2 + A, (4.20)
1 = −8ABC. (4.21)
Nyńı s ohledem na rovnice (4.18) - (4.20) je potřeba uvědomit si, že při cyklické záměně
A → B → C → A nejsou tyto rovnice změněny. Lze tedy uvažovat existenci funkce
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g(u), pro kterou plat́ı g(A) = B, g(B) = C, g(C) = A, tedy že tato funkce má trojcyklus
tvořený body A,B,C. Tyto body jsou proto kořeny nějaké kubické rovnice, tedy plat́ı
(u− A)(u−B)(u− C) = 0,
tedy
u3 − (A+B + C)u2 + (AB + AC +BC)u− ABC = 0.
Označme koeficienty mocnin u následuj́ıćım zp̊usobem:
a = A+B + C,
b = AB + AC +BC,
c = ABC.
Udělejme nyńı pár algebraických úprav, které využijeme pro źıskáńı rovnic potřebných
k vyjádřeńı hodnoty r:
A2 +B2 + C2 = a2 − 2b, (4.22)
A3 +B3 + C3 = a3 − 3ab+ 3c, (4.23)
A2B2 + A2C2 +B2C2 = b2 − 2ac. (4.24)
Jako prvńı lze sečteńım rovnic (4.18) - (4.20) dostat následuj́ıćı rovnici:




(a2 + a− 2b). (4.25)
Nyńı se lze algebraickými úpravami (vynásobeńım rovnice (4.18) výrazem A, rovnice
(4.19) výrazem B, rovnice (4.20) výrazem C a následně jejich sečteńım a použit́ım rovnice
(4.25)) dostat k daľśı rovnici závislé na proměnných a, b, c:
RA+RB +RC = A3 + AB +B3 +BC + C3 + CA,
2a3 − a2 − 7ab+ 3b+ 9c = 0. (4.26)
Dále lze vynásobeńım rovnice (4.18) výrazem C, rovnice (4.19) výrazem A, rovnice (4.20)
výrazem B, jejich sečteńım a použit́ım (4.25) doj́ıt k následuj́ıćımu:
A2C +B2A+ C2B = A3 +B3 + C3 = a3 − 3ab+ 3c. (4.27)
Posledńı rovnici závislou na proměnných a, b, c źıskáme z rovnice
(A2 +B)(B2 + C) + (B2 + C)(C2 + A) + (C2 + A)(A2 +B) = 3R2,
A3 +B3 + C3 + A2B2 + A2C2 +B2C2 + A2C +B2A+ C2B + AB + AC +BC = 3R2,
s využit́ım algebraicky upravených výraz̊u (4.22) - (4.24) a (4.27), ve tvaru
a4 − 4a3 + a2 − 4a2b+ b2 + 14ab+ 6ac− 3b− 18c = 0. (4.28)
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Z rovnice (4.21) je zřejmé, že c = −1
8
. Po dosazeńı c do rovnice (4.26) lze z této rovnice
vyjádřit b jako
b =
16a3 − 8a2 − 9
56a− 24
,
které lze spolu s c dosadit do rovnice (4.28). T́ım dostaneme rovnici závislou pouze na
proměnné a ve tvaru
1536a6 − 3072a5 + 4608a4 + 3456a3 − 10368a2 + 15552a− 5832 = 0,
jej́ıž úpravou dostáváme
24(2a− 1)(2a+ 3)(4a2 − 6a+ 9)2 = 0.


















kde kořeny a3, a4, a5, a6 se dále nemuśıme zabývat, jelikož jsou komplexńı a vedou také
na komplexńı hodnotu r. Dosazeńım kořen̊u a1, a2 spolu s b do rovnice (4.25) dostáváme





















r1 = 0, r2 =
√
8.
Hodnota r1 je jedna z rovnováh diskrétńıho modelu (4.3), neńı proto hodnotou r, při které
se objev́ı prvńı trojcyklus. Ten se objev́ı při r = r2 =
√
8. Kořeny funkce g3(λ∗) = λ∗
opět nelze obecně vyjádřit, o stabilitě periodického řešeńı tvořeného trojcyklem tedy nelze
rozhodnout (pomoćı Definice 2.14, Poznámky 2.8 a Poznámky 2.17). Stabilitu můžeme
opět diskutovat alespoň pomoćı grafu a Poznámky 2.8, kde v grafu zkoumáme tečny
funkce g3(x) v bodech trojcyklu při r̊uzných hodnotách r >
√
8. Připomeňme, že pro
r >
√
8 se objev́ı v řešeńı 2 r̊uzné trojcykly. Periodické chováńı tvořené trojcyklem s body
λ1, λ2, λ3 je ukázáno v obrázku (viz Obrázek 9). Z obrázku jde vidět asymptotická stabilita
tohoto řešeńı pro r =
√
8. Obě řešeńı s r̊uznými počátečńımi velikostmi populace se ustálý
do trojcyklu tvořeného body λ1, λ2, λ3.
Je třeba podotknout, že nad hodnotou r =
√
8, při které se objev́ı prvńı trojcyklus, se
mnoźı matematici zamýšlej́ı i v současné době. Zp̊usob, kterým jsme tuto hodnotu ukázali
(inspirovaný [9]), je zdlouhavý a vyžaduje spoustu trik̊u a doplňuj́ıćıch algebraických
úprav. Matematici tak stále hledaj́ı efektivněǰśı zp̊usob pro ukázáńı této hodnoty. Jiné
zp̊usoby jsou uvedeny např́ıklad v [1], [4].
Pro r >
√
8 se jako periodická řešeńı mohou objevit cykly jakéhokoliv řádu k, kde
r̊uzné počátečńı podmı́nky mohou vyvolat r̊uzné chováńı řešeńı. Objevuj́ı se také řešeńı, je-
jichž chováńı je nahodilé - taková řešeńı se nazývaj́ı chaotická. V obrázku (viz Obrázek 10)


















Obrázek 9: Periodické řešeńı tvořené trojcyklem
n














Obrázek 10: Chaotické chováńı řešeńı
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5 Chaos
Systém, v němž nejsou zabudované náhodné prvky, který přesto vykazuje nepředv́ıdatelné
a neuspořádané chováńı, se označuje jako systém s deterministickým chaotickým chováńım.
Pro tyto systémy nejsme schopni analyzovat jejich chováńı v budoucnosti. Chaos se pro-
jev́ı při změně počátečńıch podmı́nek či paramter̊u, přičemž taková změna může být
i nepatrná.
Chaos lze mimo jiné ilustrovat např́ıklad v bifurkačńım diagramu. Bifurkace je jev,
u kterého nastávaj́ı kvalitativńı změny řešeńı sledovaného systému při nepatrné změně
vstupńıch parametr̊u. V př́ıpadě studovaného diskrétńıho modelu je vstupńım parametrem
mı́ra r̊ustu populace r (tzv. bifurkačńı parametr). Bifurkačńı diagram na Obrázku 11
dokumentuje teoretické výsledky odvozené v předcházej́ıćı části, tedy cestu od existence
stabilńı rovnováhy až k chaotickému chováńı v závislosti na rostoućım parametru r.
Obrázek 11: Bifurkačńı diagram
V souvislosti s chaotickým chováńım v diskrétńım logistickém modelu má velký význam
tzn. Feigenbaumova konstanta. Tato konstanta vyjadřuje speciálńı poměr v bifurkačńım






kde rn je taková hodnota r, při které v řešeńı modelu (4.3) vznikne cyklus řádu 2
n.
Konkrétně pro model (4.3) a r1 = 2, r2 =
√




tedy již velmi bĺızká Feigenbaumově konstantě. Feigenbaum p̊uvodně objevil toto č́ıslo
právě v bifurkaćıch logistických zobrazeńı (v roce 1975). Ukázal však, že toto č́ıslo vzniká
i v daľśıch jednodimenzionálńıch zobrazeńıch, v jejichž chováńı se objevuje tzv. zdvojeńı
periody.
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6 Shrnut́ı a závěrečné poznámky
U obou logistických model̊u jsme došli k několika závěr̊um, které určitým zp̊usobem po-
pisuj́ı chováńı řešeńı daného modelu. Pro přehlednost těchto výsledk̊u proto nyńı porov-
nejme všechny zásadńı rozd́ıly mezi spojitým a diskrétńım logistickým modelem. Začněme
nejprve řešitelnost́ı modelu. Spojitý logistický model (3.3) je snadné řešit, a to i přes
jeho nelinearitu, pomoćı vhodné metody pro řešeńı ODR1 (např́ıklad pomoćı separace
proměnných nebo Bernoulliho substituce). Diskrétńı logistický model (4.3) je sice po-
dobný spojitému modelu, lze ho ovšem řešit pouze v konečném čase, a to po dlouhém
iteračńım procesu. Pro tento model neexistuje obecný předpis pro řešeńı, závisej́ıćı expli-
citně pouze na vstupńıch parametrech.
Daľśı rozd́ıl zkoumaných model̊u spoč́ıvá v chováńı řešeńı s počátečńımi podmı́nkami





2 = K, avšak zat́ımco k rovnováze y
∗
2 konverguj́ı řešeńı (3.4) pro všechna r > 0,
k rovnováze x∗2 konverguj́ı řešeńı modelu (4.3) pouze pro 0 < r ≤ 2. V př́ıpadě rovnováhy
y∗1 konverguj́ı k této rovnováze řešeńı (3.4) pro všechna r < 0, k rovnováze x
∗
1 konverguj́ı
řešeńı modelu (4.3) pouze pro −1 < r ≤ 0.
Nejzásadněǰśı rozd́ıl těchto model̊u však spoč́ıvá v existenci periodického řešeńı daného
modelu. Zat́ımco chováńı každého řešeńı spojitého modelu vykazuje pouze konvergenci
k jedné z rovnováh tohoto modelu, chováńı řešeńı diskrétńıho modelu je o mnoho bohatš́ı.
Chováńı každého řešeńı diskrétńıho modelu je dané zejména volbou vstupńıho parametru
r. Kromě rovnováh tohoto modelu, se při volbě r > 2 (kdy kladná rovnováha ztráćı
stabilitu) objevuj́ı také periodická řešeńı tvořená cykly r̊uzných řád̊u. Pro r > 2 se objev́ı
dvojcyklus, pro r >
√
6 čtyřcyklus, pro r > 2,544 osmicyklus,..., a pro r =
√
8 prvńı
trojcyklus. Pro r >
√
8 se tak v řešeńı může objevit cyklus kteréhokoliv řádu, řešeńı se
chová chaoticky. V následuj́ıćı tabulce (viz Tabulka 3) jsou shrnuty oblasti asymptotické
stability jednotlivých cykl̊u (oblasti stability cykl̊u vyšš́ıch řád̊u jsou uvedeny např́ıklad
v [6]):
Spojitý model Diskrétńı model
Druh řešeńı Asympt. stabilita Druh řešeńı Asympt. stabilita
Rovnováha y∗ = 0 r < 0 Rovnováha x∗ = 0 −1 < r < 0
Rovnováha y∗ = K r > 0
Rovnováha x∗ = K 0 < r ≤ 2





6 < r < 2,544
Cyklus řádu 8 2,544 < r < 2,564
Cyklus řádu 16 2,564 < r < 2,568
...
...
Cyklus řádu 3 r =
√
8
Tabulka 3: Tabulka shrnut́ı obou model̊u
Je nutné poukázat na skutečnost, že při kritické hodnotě bifurkace r, kdy daný druh
řešeńı (rovnováha nebo cyklus) ztráćı svoji stabilitu, se objevý nový druh řešeńı, který je
od této hodnoty asymptoticky stabilńı.
Bohatost chováńı řešeńı diskrétńıho modelu je tedy oproti spojitému modelu opravdu
veliká. Nastává proto otázka, jak se rozmanitost chováńı diskrétńıho modelu dokáže
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v př́ıpadě spojitého modelu redukovat pouze do dvou př́ıpad̊u - a to konvergence k jedné z
rovnováh. Pod́ıvejme se na tento problém z numerického hlediska, kde je možné využit́ım
numerických metod naj́ıt řešeńı dynamického systému. Princip numerického řešeńı spoč́ıvá
v diskretizaci proměnných, kdy je řešeńı dynamického systému nahrazeno posloupnost́ı
diskrétńıch bod̊u x0(t0), x1(t1), x2(t2), ..., kde t0 < t1 < t2 < ... . Posloupnost velikost́ı
populace {xn} diskrétńıho modelu v daných časových úsećıch n s počátečńı velikost́ı po-
pulace x0 lze tedy brát jako diskretizaci řešeńı (3.4) spojitého modelu. Vyjádřeme tento
problém pomoćı Eulerovy metody :
Eulerova metoda určuje nový stav autonomńıho systému z předchoźıho na základě
vztahu
xn+1 = xn + hf(xn), n = 0, 1, 2, ...
kde h = ti+1−ti označuje délku diskretizačńıho kroku. Diskrétńı model (4.3) je tedy diskre-
tizaćı spojitého modelu s délkou diskretizačńıho kroku h = 1. Pokud by však tato diskreti-
zace byla zvolena s krokem h = 0,5, vedla by k odlǐsným závěr̊um v popisu chováńı řešeńı
diskrétńıho modelu. Při takovém kroku by byla rovnováha x∗ = K asymptoticky stabilńı
pro 0 < r < 4, dvojcyklus asymptoticky stabilńı pro 4 < r < 2
√
6, atd. Postupným
zmenšováńım h docháźı k prodlužováńı interval̊u hodnot r, pro které jsou daná řešeńı
(rovnováhy a periodická řešeńı) asymptoticky stabilńı. Volbou kroku limitně bĺıž́ıćıho se
h → 0 dostaneme rovnováhu x∗ = K asymptoticky stabilńı pro všechna r > 0, přičemž
model (4.3) přejde na model (3.3). Periodické a chaotické chováńı řešeńı modelu je tedy
potlačeno (
”
posunuto”do nekonečna) minimalizaćı délky diskretizačńıho kroku.
V návaznosti na tuto práci je možné podrobněji analyzovat chaotické chováńı řešeńı
diskrétńıho modelu, které je zde pouze naznačeno. Lze také diskutovat chováńı řešeńı
modelu v krajńıch hodnotách interval̊u asymptotické stability jednotlivých periodických
řešeńı. Samozřejmě se také naskýtá možnost pokusit se naj́ıt efektivněǰśı zp̊usob výpočtu
hodnoty r =
√
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[8] PRÁGEROVÁ, Alena. Diferenčńı rovnice. Praha: SNTL, 1971. ISBN 04-018-71.
[9] SAHA, Partha a Steven H. STROGATZ. The birth of period three. Mathe-
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IN množina všech přirozených č́ısel
IR množina všech reálných č́ısel
IN0 množina všech přirozených č́ısel společně s nulou, tj. {0, 1, 2, ...}
IR+0 množina všech kladných reálných č́ısel společně s nulou, tj. 〈0,∞)
D(f) definičńı obor funkce f
gk(x) k-tá iterace funkce g(x)
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