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Prefacio 
Desde que tuve a mi cargo de las asignaturas “Programación Avanzada” y “Métodos 
Modernos de Programación”, del Postgrado en Ingeniería de Sistemas de la Facultad de 
Minas, consideré importante orientar el estudio de la temática de los lenguajes de 
programación, a promover una formación multilingüística, que capacitara al estudiante para 
elaborar los programas de computador, con el lenguaje apropiado a cada circunstancia.  Las 
obvias regularidades existentes entre los lenguajes procedimentales, sirvieron de 
fundamento para este propósito, y fueron la base de las notas de clase escritas en aquel 
momento. 
Esta primera aproximación dejaba, sin embargo, por fuera a otros “paradigmas” de 
programación, tales como el de la programación “funcional”, la programación “lógica”, la 
programación “orientada a eventos”, la programación “visual”, las “reglas de producción”, 
los “lenguajes de definición de datos” etc..  Se continuó, entonces trabajando, en la 
búsqueda de elementos mas básicos que fundamentaran la identificación de regularidades e 
irregularidades, entre lenguajes representativos de las diferentes tendencias.  El estudio de 
estos elementos básicos, y de la manera como soportan las regularidades e irregularidades, 
entre los lenguajes, constituye la base de este trabajo. 
La definición de los elementos básicos de los lenguajes se enmarcó, además, en el contexto 
de un conjunto de principios cognitivos básicos, cuya utilización explica la aparición de los 
elementos básicos de los lenguajes.  La aplicación de estos principios básicos en la 
generación de los diferentes elementos fundamentales de los lenguajes, y la utilización de 
estos elementos para darle soporte al estudio unificado de los diferentes “paradigmas” 
lingüísticos y sus formas de expresión (o sea de los lenguajes mismos), son la contribución 
del presente trabajo al estudio del área. 
La hipótesis fundamental del trabajo, es de que bajo múltiples formas de expresión, (o 
“sintaxis”), se esconden unos pocos significados (o “semántica”).  Estos significados 
constituyen los elementos fundamentales de los lenguajes.  Se propone, además, que la 
destreza en el manejo de los elementos fundamentales, es lo que verdaderamente habilita al 
programador para escribir programas.  Que lo más importante, no es el tener conocimiento 
de las construcciones sintácticas de los lenguajes, sino el tener la capacidad para asociar sus 
significados con los elementos que ocurren en el dominio de un problema de 
programación
1
.  Si estos elementos fundamentales conforman, además, un grupo mucho 
mas reducido que el conjunto de todas sus posibles expresiones, debe ser posible 
estudiarlos en un tiempo sensiblemente inferior al que tomaría el estudio de los diferentes 
lenguajes que los soportan. 
No se pretende con esto despreciar la importancia de la sintaxis, que de todas maneras se 
requiere.  Se pretende, mas bien, el poder darle su justo valor en cuanto a medio de 
                                                 
1
 De darle significado a estos elementos, en el contexto del problema.  Los elementos del problema serán 
entonces la semántica de los elementos que son la semántica de las construcciones en los lenguajes. 
expresión de un significado, y, con ello, el poder comparar las ventajas relativas de las 
diferentes sintaxis vistas como formas de expresión del mismo significado.  Se resalta, en 
efecto, que una sintaxis apropiada es condición fundamental par el uso efectivo de los 
elementos fundamentales, y que sin ella, no sería posible la potencia expresiva de los 
modernos lenguajes de programación
2
. 
No se intenta, tampoco, proponer un conjunto de elementos fundamentales eternos e 
inmutables, cuyo conocimiento eleve al lector al completo dominio del área.  Se pretende, 
mas bien, utilizar la ocurrencia de estos elementos, en un lenguaje, como un modelo para su 
estudio, para su clasificación, para reconocer el progreso de los lenguajes
3
 y para, 
eventualmente, proponer mejoras a los lenguajes con base en el intercambio de elementos y 
en la proposición de elementos nuevos. 
Se puede observar, también, que la preocupación por la temática del trabajo, ha venido 
apareciendo gradualmente en la literatura especializada en el tema.  A nuestras manos 
llegaron primero libros que cubren individualmente el estudio de varios lenguajes 
particulares [Tucker 88], [Pratt 87]
4
, y luego libros que comparan las diferentes 
construcciones de los lenguajes procedimentales funcionales y lógicos [Fischer 93], 
[Weisen 91]
5
, y luego libros que se concentran en la semántica de los lenguajes de 
programación [Watt 91].  El presente trabajo, se enmarca entre la segunda y la tercera línea 
de trabajo. 
En él se comparan las construcciones de los lenguajes al igual que en la segunda línea de 
trabajo; pero a diferencia de los trabajos en ella, se les da significado en el contexto de un 
conjunto de elementos fundamentales, y en el contexto de su utilización frente al 
modelamiento del problema.  Se les da, además, soporte, o razón de ser, a los elementos 
fundamentales, en el contexto de la utilización de un conjunto de principios básicos 
motores del desarrollo de los lenguajes. 
En él se le da significado a las construcciones de los lenguajes al igual que en la tercera 
línea de trabajo: los trabajos en esta línea se diferencian en que ellos se concentra en mirar 
la computación como un caso particular de una demostración en una lógica matemática, y 
de darle, en consecuencia, significado a las construcciones de los lenguajes, en el contexto 
de la semántica de dicha lógica.  Labor esta última, que si bien de un gran valor teórico, 
contribuye poco al desarrollo de destrezas básicas para la construcción de software.  
La importancia del trabajo frente al desarrollo de la investigación en el área de los lenguajes 
de programación, es que al separar las semánticas de las construcciones de su sintaxis, es 
posible plantear diversos tópicos de investigación, tales como el estudio conceptual, de 
                                                 
2
 Se reivindica con ello a la sintaxis como tópico de investigación, que para los tratados mas teóricos, es mera 
“azúcar sintáctica” 
3
 Ya que nuevos elementos irán apareciendo a medida que el área progresa. 
4
 Tendencia que considero orientada a la sintaxis. 
5
 Haciendo énfasis en la manera como ellos definen el proceso computacional, por lo que los considero 
orientados a la “semántica procedural”. 
mecanismos de traducción y transformación de programas sin pérdida de semántica, las 
carencias de semánticas en diferentes paradigmas, incorporación de semánticas nuevas etc... 
 Algunas líneas de investigación del grupo GILDO, se enmarcan, en efecto, en temas 
derivados del estudio comparado de los lenguajes de programación. 
En la introducción se presentan las diferentes partes del plan del trabajo. 
A efectos del trabajo de promoción a profesor asociado, se presentan solamente las Partes I, 
II y III.  Las partes IV y V se encuentran en elaboración.  
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Introducción 
El presente trabajo, tiene como objetivo el estudio de los lenguajes de programación y 
modelamiento de software. 
No siendo posible estudiar cada uno de los lenguajes de forma particular (lo que tomaría 
años) se ha optado por llevar a cabo un estudio comparativo de los lenguajes con base en el 
reconocimiento de sus elementos comunes y de sus diferencias. 
A este fin se ha efectuado un reconocimiento de los principales componentes de los 
lenguajes, vistos como unidades discretas (v.g. sus “tipos de dato”, “operadores”, 
“literales”, “instrucciones”, “construcciones visuales”, etc..) y a ellos se les ha asociado uno 
o varios “significados”.  Estos significados conforman los “elementos fundamentales” de 
los lenguajes.  La multiplicidad de los lenguajes es manejada, por este mecanismo, 
proyectando los múltiples componentes de los lenguajes, a un conjunto mucho mas 
reducido de elementos.  Así pues, múltiples componentes de uno o varios lenguajes 
significarán lo mismo (tendrán igual “semántica”), y un elemento de significado podrá ser 
expresado de múltiples maneras (adoptará formas diferentes bajo diferentes “sintaxis”)
6
. 
La expectativa de esta manera de abordar el problema, es la de que, con el estudio de un 
conjunto relativamente pequeño de elementos fundamentales, el lector pueda “entender” 
una gama muy amplia de lenguajes de programación.  Entendiendo por “entender el 
lenguaje” como el tener la capacidad de utilizar estos lenguajes para crear programas, luego 
de un estudio relativamente corto de las formas sintácticas con que se expresan los 
elementos fundamentales que lo conforman.  Esto presupone que la escritura de los 
programas se basa es en el conocimiento y manipulación de los elementos fundamentales (y 
de su significado frente al problema que se quiere resolver
7
), mas bien que en la 
manipulación de las formas sintácticas que dichos elementos toman en un lenguaje 
particular. 
La búsqueda de los “elementos fundamentales de los lenguajes”, ha conducido a una 
concepción muy simplificada de los lenguajes en conjunto, en la que una serie de principios 
básicos cognitivos (“agregación”, “modularización”, ”relación”, “definición” y 
“abstracción”), orientan la definición de un conjunto de construcciones de los lenguajes 
(“términos”, “instrucciones”, “aserciones”, “procedures”, “subroutinas”, “construcciones 
visuales”, “estructuras de datos”, “relaciones”, “objetos” etc..), que tienen, o implementan, 
uno o varios significados definidos. 
El significado de estas construcciones se relaciona con la necesidad de proveer mecanismos 
para que, a partir de unos operadores, datos y tipos elementales, el usuario del lenguaje 
pueda construir .operadores, datos y tipos mas complejos.  El estudio de estos significados y 
                                                 
6
 Esto no es otra cosa que la aplicación al caso de los lenguajes de los principios de abstracción y 
generalización en que se fundamentan la mayoría de las ciencias. 
7
 Este significado es el significado de los significados de los elementos de los lenguajes, y se da en el universo 
del problema. 
las construcciones que los implementan, constituye el objeto de estudio del trabajo. 
La estructura del trabajo se ajusta, además, a la idea que el autor tiene, en el momento, de 
dichos elementos fundamentales.  La Parte I, presenta los conceptos básicos del trabajo.  La 
parte II, presenta un conjunto de operadores básicos, situándose en el nivel de los lenguajes 
de 3ª generación.  La Parte III, presenta las construcciones para definir operadores 
complejos.  La Parte IV, presenta las construcciones para definir operandos complejos.  Y 
la Parte V, presenta las construcciones para definir tipos complejos.  A continuación se 
indica la estructura y contenido de las diferentes partes del trabajo: 
Parte I: “Hardware y Software” 
Esta sección presenta conceptos generales sobre el computador, el software y la “Ingeniería 
del Software”, que serán desarrollados en los capítulos siguientes.  Tiene como principal 
objetivo el situar al lector en el área, y proveerlo de un vocabulario básico de términos: 
 Capítulo 1. Computador:  Se presenta al computador como una máquina, que lleva a 
cabo los procesos “computacionales” que el usuario le especifica a través de elementos 
de información.  Se caracterizan dichos procesos, en cuanto a su composición y efecto 
sobre la máquina, y se presentan las ópticas procedural y declarativa para definirlos. 
 Capítulo 2. Programación:  Se presentan los conceptos de “lenguaje de 
programación” y de “maquina virtual”, y se caracterizan los lenguajes por ofrecer un 
conjunto de operadores, operandos y tipos básicos, y una serie de mecanismos para 
construir nuevos operadores, operandos y tipos, que pueden ser incorporados al lenguaje. 
 Se definen los factores que determinan la calidad del software como producto de la 
utilización de los lenguajes. 
 Capítulo 3. Ingeniería del Software:  Se introduce la problemática de la complejidad 
del Software y de los problemas que genera.  Se plantea la idea de usar los métodos de la 
ingeniería, para darles solución, y, en particular el uso de modelamiento como estrategia. 
 Se caracterizan el “análisis” y el “diseño” del Software y los diferentes tipos de 
modelos que se les asocian. 
 Capítulo 4:  Se presenta por último, una colección de principios generales de 
conocimiento, que, en opinión del autor, impulsan las ideas que se incorporan en los 
lenguajes y en el desarrollo del área.  En lo que sigue se hará referencia a estos principios 
como generadores de las construcciones en los lenguajes. 
Parte II: Valores y Operadores. 
Esta sección presenta un conjunto de elementos, como significados básicos de los 
componentes básicos de los lenguajes.  Sitúa al lector al nivel de los lenguajes de 3ª 
generación, presentando a los valores de tipos escalares como los objetos que se manipulan 
en el proceso computacional, y como significado de las operaciones del proceso 
computacional a la aplicación de funciones y a la abstracción de valores, así: 
 Capítulo 5. Valores: Ya que todo programa de computador indica una operación de 
transformación que se lleva a cabo con o sobre datos (o “valores”), todos los lenguajes 
proveen un conjunto de conjuntos de elementos de datos (o “tipos de datos”), cuyas 
propiedades definen el carácter del lenguaje. 
 Capítulo 6. Funciones: El significado de muchos de los operadores básicos del 
lenguaje, es el de la aplicación de funciones para obtener nuevos valores de los 
existentes.  La aplicación de funciones, se indica por medio de “expresiones” dentro del 
programa.  Las expresiones definen un proceso computacional donde ocurren tanto 
paralelismo como precedencia de las operaciones. 
 Capítulo 7. Abstracción de datos: Ya que un programa debe definir una operación de 
transformación aplicable al conjunto de todos sus posibles datos, al definirlo, no se 
puede hacer referencia a datos específicos, sino que se debe usar un mecanismo de 
abstracción, para referirse a ellos de forma genérica.  Este es el significado de muchos 
de los operadores básicos de los lenguajes, y el que define los “estados del proceso”. 
Parte III: Arquitectura de operadores. 
En esta sección se presentan los conceptos asociados a la construcción de nuevos 
operadores con base en los operadores básicos del lenguaje, junto con las ideas relativas a 
su utilización para crear Software que cumpla con los requisitos de calidad expresados en la 
primera parte: 
 Capítulos 8,10 y 11. Agregación de operadores:  Ya que los operadores que proveen 
los lenguajes no cubren todas las operaciones requeridas en el dominio del problema, 
ellos le ofrecen al programador, maneras (“modelos” o “paradigmas”) para construir 
operadores mas complejos con base en la composición de operadores más simples.  En 
estos capítulos se estudian y ejemplifican los diferentes modelos de agregación de 
operadores (usualmente referidos como “paradigmas de programación”), y la manera 
como ellos definen el proceso computacional asociado al operador complejo. 
 Capítulo 9. Abstracción de operadores:  El uso de operadores complejos (incluyendo 
el programa), no debe requerir de mención alguna, relativa a su constitución interna (ya 
que de esta forma su uso se haría muy engorroso), para ello los lenguajes ofrecen 
mecanismos de definición, que permiten el “encapsulamiento” de agregados y la 
definición de módulos a los que se asocian símbolos que aumentan el lenguaje.  Ya que, 
además, un operador agregado debe definir una operación compleja aplicable al conjunto 
de todos sus posibles operandos, al definirlo, no se puede hacer referencia a operandos 
específicos, sino que se debe usar un mecanismo de abstracción para referirse a ellos de 
forma genérica (por ejemplo definir un “modulo”, rotularlo y señalar en él “parámetros 
formales”). 
 Capítulo 12. Arquitectura de operadores:  Visto bajo la óptica de sus operadores, el 
programa es un agregado de operadores que interactúan entre sí, y que, además, se 
descomponen en operadores mas elementales.  Las operaciones que constituyen el 
programa, junto con sus relaciones, constituyen la “arquitectura de operaciones del 
programa”.  Un método para el “diseño” de programas, es el de determinar esta 
arquitectura (por medio de decisiones de diseño), comenzando, usualmente, con las 
funciones mas complejas.  El dominio del problema puede, también, describirse por 
medio de las operaciones que con él se relacionan (o que en él se llevan a cabo).  La 
participación del programa frente al problema, es la de llevar a cabo algunas de estas 
operaciones, o la de suministrar la información que requieren para ser ejecutadas.  La 
definición (por medio de observación) de la arquitectura de las funciones del dominio 
del problema, y la definición del papel que frente a ellas le corresponde al programa, se 
constituye en el “análisis del problema”.  El uso de la arquitectura de los operadores 
para el análisis y diseño de software, se estudia en este Capítulo. 
Dentro del plan global del trabajo se encuentra el de estudiar la aplicación de los principios 
que se utilizaron para la construcción de operadores complejos, a la construcción de valores 
y tipos complejos.  A continuación se presentan las partes que componen dichos contenidos 
con el objeto de reforzar la imagen de coherencia del trabajo. 
Parte IV: Arquitectura de datos. 
En esta sección se presentarán los conceptos asociados a la construcción de nuevos 
operandos con base en los operandos básicos del lenguaje, junto con las ideas relativas a su 
utilización para crear Software que cumpla con los requisitos de calidad expresados en la 
primera parte: 
 Capítulo NN, NN, NN .Agregación de Datos:  Ya que los datos elementales ofrecidos 
por los lenguajes, no son suficientes para describir los elementos y relaciones que 
ocurren entre los datos en dominio del problema, los lenguajes le ofrecen al 
programador, maneras (“modelos” o “paradigmas”) para construir agregados de datos 
mas complejos con base en la composición de datos más simples.  El estudio y 
ejemplificación de los diferentes modelos de agregación de datos, se estudian en estos 
capítulos. 
 Capítulo NN. Abstracción de Datos:  El uso de agregados complejos de datos, no debe 
requerir de mención alguna relativa a su constitución interna (ya que de esta forma su 
uso se haría muy engorroso), para ello los lenguajes ofrecen mecanismos de definición, 
que permiten el “encapsulamiento” de agregados de datos para definir de módulos de 
datos a los que se asocian símbolos que aumentan el lenguaje.  Ya que, en una 
aplicación, puede haber, además, múltiples casos de agregados complejos con la misma 
estructura de composición, algunos lenguajes ofrecen un mecanismo de abstracción, 
con el que es posible definir agregados sin referirse a sus ocurrencias específicas 
(declarando sólo su estructura).  Con este mecanismo el programador puede definir 
nuevos tipos de datos, que completan a los ya existentes en el lenguaje. 
 Capítulo NN. Arquitectura de datos:  Visto bajo la óptica de sus datos, el programa es 
un agregado de datos que se relacionan entre sí, y que, además, se descomponen en 
agregados mas elementales.  Los agregados de datos que constituyen el programa, junto 
con sus relaciones, constituyen la “arquitectura de datos del programa”.  Un método 
para el “diseño” de programas, es el de determinar esta arquitectura (tomando 
decisiones de diseño), comenzando, usualmente, con los agregados mas complejos.  El 
dominio del problema puede, también, describirse por medio de los agregados de datos 
que con él se relacionan (sus “entidades”).  La participación del programa frente al 
problema, es la de representar algunas de estos agregados, y suministrar información 
acerca de ellos.  La definición (observando el dominio del problema) de la arquitectura 
de los datos del dominio del problema, se constituye en el “análisis del problema”.  El 
uso de la arquitectura de los datos para el análisis y diseño de software, se estudia en este 
capítulo. 
Parte IV: Arquitectura de objetos. 
En esta sección se presentan los conceptos asociados a la construcción de nuevos tipos con 
base en los tipos básicos del lenguaje, junto con las ideas relativas a su utilización para 
crear Software que cumpla con los requisitos de calidad expresados en la primera parte: 
 Capítulos NN, NN. Tipos Abstractos y Objetos:  Así como para los tipos de datos 
ofrecidos por el lenguaje, hay un conjunto de operadores que se les aplican a sus 
elementos, para los tipos de datos definidos por el programados, debe ser posible definir, 
también, un conjunto operadores que se les aplique.  Algunos lenguajes tienen 
mecanismos para incluir en los módulos asociados a la definición de tipos de datos 
agregados, un conjunto de operaciones (agregadas)
8
, aplicables a los elementos del tipo.  
Estos nuevos módulos son denominados “tipos abstractos” o “clases de objetos”. 
 Capítulo NN. Herencia y abstracción de tipo:  Las similitudes entre diversas “clases 
de objetos” (o grupos de operadores), pueden describirse con base en establecer entre 
ellos relaciones de generalización/especialización (la relación “es un”).  Algunos 
lenguajes ofrecen mecanismos para implementar esta relación (“herencia” y “tipos 
genéricos”), y permitir la transferencia de propiedades entre clases (“ancestro” “tipo 
genérico”) a otras clases (“descendientes” o “tipos específicos), sin necesidad de 
reprogramarlas.  Una clase “ancestro” puede, además, referirse a tipos genéricos que no 
especifica, para que sus diferentes “herederos” los especifiquen de manera ajustada a sus 
necesidades particulares.  Se implementa con esto un mecanismo de abstracción sobre 
el tipo de los datos que se usa en dichas clases. 
 Capítulo NN. Arquitectura de objetos:  Visto bajo la óptica de sus objetos, el 
programa es un agregado de objetos que se relacionan entre sí, y que, además, se 
descomponen en objetos mas elementales.  Los agregados de objetos que constituyen el 
programa, junto con sus relaciones, constituyen la “arquitectura de objetos del 
programa”.  Un método para el “diseño” de programas, es el de determinar esta 
arquitectura (tomando decisiones de diseño), comenzando, usualmente, con los objetos 
mas complejos.  El dominio del problema puede, también, describirse por medio de los 
objetos que con él se relacionan.  La participación del programa frente al problema, es la 
de representar algunas de estos objetos, y suministrar información acerca de ellos.  La 
definición (observando el dominio del problema) de la arquitectura de los objetos del 
dominio del problema, se constituye en el “análisis del problema”.  El uso de la 
arquitectura de los objetos para el análisis y diseño de software, se estudia en este 
capítulo. 
En la discusión anterior, se hace mención de una serie de principios (colocados en negrilla 
en el texto), que de alguna manera dirigen la definición de las características deseables en 
los lenguajes.  En el trabajo se hará continua referencia a estos principios indicando la 
manera como contribuyen a definir los “elementos fundamentales” de los lenguajes, que no 
tienen otro objeto que el de controlar la complejidad del software
9
. 
                                                 
8
 Que también son módulos. 
9
 Su valor, frente al proceso de investigación, radica no tanto en el reconocimiento de su aplicación en un 
lenguaje, sino en el reconocimiento de su potencial aplicación en un lenguaje. 
Parte I: “Hardware” y “Software” 
Capítulo 1: El Computador. 
 
1 Vista externa. 
El “computador” u “ordenador”, es una máquina cuya función básica es, como su nombre 
lo indica, la de llevar a cabo operaciones de cómputo y/u ordenamiento sobre elementos 
de datos. 
La tarea del computador, vista desde la óptica de quién lo usa, será la de recibir los datos 
necesarios para los cómputos (u ordenamiento), ejecutar dichos cómputos (u ordenamiento) 
y devolver los resultados de su ejecución.  Ella es, pues, una tarea de transformación de 
“datos de entrada” por “datos de salida”, o mas simplemente de “datos” por “resultados”
10
. 
Modernamente, esta transformación de datos por resultados, se extiende por períodos muy 
largos de tiempo y entre lugares muy distantes en el espacio.  En este sentido, el 
computador lleva también a cabo funciones de almacenamiento, transporte y 
distribución de datos. 
Con frecuencia el computador se encuentra, además, formando parte de otras máquinas, de 
las que recibe o a las que entrega datos para controlar su operación.  De esta forma el 
computador actúa sobre el mundo cumpliendo tareas de muy diversa índole, por lo que 
podríamos extender la caracterización de las funciones del computador a casi cualquier 
acción imaginable.  Aquí, sin embargo, nos limitaremos a usar la caracterización básica 
presentada antes. 
El computador tiene, además, la capacidad de llevar a cabo la "misma" transformación para 
cualquier ocurrencia de los datos, a la que la dicha transformación se aplique
11
.  El usuario 
usa, entonces, el computador para llevar a cabo dicha transformación, para aquellas 
ocurrencias de los datos que le sean de interés.  En cada caso la operación de 
transformación será, además, la "adecuada" a sus necesidades (o, en todo caso, la que él 
considera útil).  Diremos de forma mas precisa, que el computador es una máquina, a través 
de la cual se realiza la implementación de una función matemática específica (la 
transformación), que proyecta los elementos del conjunto de los posibles datos a ser usados 
en la transformación (o dominio de la transformación), a los elementos del conjunto de 
resultados de la aplicación de la transformación (el rango de la transformación). 
                                                 
10
 O de “datos” por “información”, para resaltar el hecho de que si se usa el computador, es por que los datos 
que de él se reciben tienen valor para el usuario. 
11
 Esto supone que el término "la transformation" se aplica, por generalización, a varias transformaciones que 
aunque ocurren con datos diferentes son "iguales".  Aparece desde aquí concebida como una abstracción que 
recoge las características comunes a varias transformaciones distintas. 
16 
 
De forma simbólica: 
R=t(D) 
donde: 
D representa los datos. 
R los resultados  
t(.) es una transformación (o programa). 
La “transformación” que lleva a cabo el computador, no es fija, ni única, ni definida durante 
su fabricación.  A un computador, se le pueden definir múltiples y diversas operaciones de 
transformación, entre las que el usuario escoge según sus necesidades particulares, cada vez 
que lo usa.  Decimos, entonces, que el computador es “programable”.  A una 
transformación específica, definida y expresada de forma que pueda ser utilizada por el 
computador la denominamos un “programa de computador”.  La utilización de uno de 
los programas disponibles en un computador la denominamos la “ejecución”. del 
programa
12
. 
Los datos y resultados que se manipulan en la ejecución de los programas, deben ser, 
además, “digitales” (o “digitalizables”).  La información “digital” es aquella que se puede 
expresar (o “codificar”) utilizando secuencias de dígitos de una base de numeración 
cualquiera, como por ejemplo la base binaria {0,1}.  Esta información corresponde, 
esencialmente, a la que se puede expresar en el discurso, utilizando un lenguaje natural (y 
que en conjunto compone el “universo del discurso” o UD). 
Los elementos del UD son, en efecto, “digitalizables”.  Ellos se expresan por medio de 
secuencias de símbolos discretos seleccionados de un “alfabeto” de símbolos finito (como 
por ejemplo los fonemas del Español).  Estos símbolos se pueden, a su vez, “codificar”, 
poniéndolos en correspondencia con los elementos de un subconjunto finito del conjunto de 
los números enteros.  Y estos números se pueden, a su vez, representar con secuencias de 
dígitos de una base de numeración cualquiera.  Con ello los elementos del UD se pueden 
representar digitalmente, substituyendo sus fonemas por los números que les corresponde, y 
estos últimos por las secuencias de dígitos con los que se representan (así todos los 
elementos de UD pueden codificarse en secuencias de, por ejemplo, ceros y unos). 
Las transformaciones que el computador está en capacidad de llevar a cabo sobre los datos, 
deben poderse expresar, además, como manipulaciones sobre las secuencias de dígitos con 
que estos datos se representan.  Así por ejemplo, una pieza musical se puede expresar 
digitalmente asignando números para el tono y para la duración de cada una de sus notas.  Se 
puede hacer que el computador la interprete, haciendo que le envíe las señales 
correspondientes a un dispositivo de salida sonoro.  Se puede, también, indicarle al 
computador que la interprete en otra tonalidad diferente, haciendo que le sume un valor 
constante a los números que representan el tono de las notas, antes de transferirlas al 
dispositivo de salida.  No se puede, sin embargo, indicarle que la interprete “con 
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 Se dice también que el usuario “corre” el programa. 
 
sentimiento”
13
. 
No es fácil caracterizar el alcance y significado de todas las transformaciones que se basan en 
manipulación de símbolos
14
, pero ciertamente en ellas se fundamentan muchos de los proceso 
y técnicas de las ingenierías y las ciencias. 
2 Vista interna. 
El computador le da soporte a la función básica de transformar los datos en resultados, con 
base en la acción conjunta de los elementos físicos que lo componen.  De forma muy 
simplificada estos elementos son los siguientes
15
: 
Dispositivos de Entrada/Salida:  Por medio de estos el usuario se comunica con el 
computador, tanto para suministrarle el programa y los datos, como para recibir de él los 
resultados.  Entre estos dispositivos se encuentran la pantalla, el teclado, el “Mouse”, las 
impresoras, los dibujadores electrónicos, las lectoras de códigos de barra, los sensores etc.. 
Dispositivos de Procesamiento:  Los procesador son los elementos activos del 
computador, y quienes realmente llevan a cabo las diferentes acciones de cómputo y 
ordenamiento de los datos en el proceso.  Ellos se encargan de mover los datos entre los 
diferentes lugares internos de almacenamiento, de efectuar los cómputos, de controlar la 
ejecución de los programas, y de controlar el funcionamiento de todos los dispositivos del 
computador. 
Dispositivos internos de Almacenamiento: Los datos, los programas, y demás 
información asociada a los procesos, es almacenada en el computador en diversos 
“dispositivos de almacenamiento interno”.  Estos dispositivos almacenan la información 
en una serie de “lugares de almacenamiento” que contienen una o varias “unidades de 
almacenamiento”.  Cada “unidad de almacenamiento” puede almacenar un número 
específico de dígitos según el computador.  La unidad de almacenamiento mas usada es el 
“byte”, que almacena ocho dígitos binarios (u ocho “bits” o “pizcas”)
16
. 
Entre los dispositivos de almacenamiento vale la pena destacar los siguientes: 
 Registros del procesador:  Son un grupo relativamente pequeño de lugares de 
almacenamiento, que contienen los datos con los que el procesador está llevando a cabo 
las operaciones más elementales del momento.  Usualmente estos lugares tienen, cada 
uno, el mismo número de unidades de almacenamiento que la “palabra del 
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 A no ser que desarrolláramos una teoría del “tocar con sentimiento” que nos explicara tal cosa con base en 
manipulaciones simbólicas. 
14
 Queda así abierta la discusión sobre si los procesos del ser “inteligente” son de este tipo, y si, en 
consecuencia, el computador puede ser un ser inteligente. 
15
 Se describen los componentes solo para una máquina “Von Newmann” y solo al nivel de profundidad 
requerido en las descripciones posteriores. 
16
 O sea un número entre 0 y 255, o dos números consecutivos entre 0 y 15. 
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procesador”
17
.  En ellos el sistema provee la más alta velocidad de manipulación y el 
más bajo grado de permanencia para los datos.  Son generalmente internos al procesador 
y requeridos por éste, al efectuar las operaciones. 
 Memorias de acceso directo:  Tienen un conjunto de lugares de almacenamiento, a los 
que el procesador puede acceder directamente para tomar o colocar
18
 los datos y 
resultados que se manipulan y crean durante el proceso.  El procesador accede a estos 
lugares, por medio de un número que identifica a cada lugar (su “dirección”), y lo hace 
en un tiempo uniforme que no cambia entre lugares diferentes
19
.  El tamaño de cada 
lugar es, generalmente, de una unidad de almacenamiento, y el procesador en cada 
operación de acceso, generalmente, toma o coloca datos en un número de lugares 
contiguos hasta el tamaño de su palabra.  Hay memorias en las que se pueden tanto leer 
como escribir datos (memorias RAM), y memorias en las que solo se pueden leer datos 
(memorias ROM).  En la memoria de acceso directo, el sistema provee una velocidad 
relativamente alta de manipulación para los datos, y, una permanencia determinada y 
limitada por el tiempo de ejecución del programa que los usa. 
 Dispositivos de almacenamiento a largo plazo:  Tienen un conjunto de lugares de 
almacenamiento, con capacidad para almacenar grandes cantidades de datos, por largos 
períodos de tiempo.  En ellos, los datos permanecen almacenados aunque el computador 
no se encuentre encendido, por lo que se usan para compartir datos entre diferentes 
programas, entre diferentes ejecuciones de un programa, y entre diferentes 
computadoras
20
.  En estos dispositivos la información se almacena en grupos 
denominados “Archivos”, cada uno de ellos asociado a un nombre o identificador único. 
 Cada archivo contiene uno o varios lugares de almacenamiento, que a su vez contienen 
un gran número de unidades de almacenamiento (la capacidad de cada lugar está ligada a 
las características físicas del dispositivo).  El procesador no tiene acceso directo a los 
datos contenidos en los archivos, y ellos deben ser transferidos primero a la RAM con la 
ayuda de unidades especializadas de proceso.  La velocidad de acceso a la información 
almacenada en estos dispositivos, es sensiblemente menor que en la RAM.  El acceso a 
los datos almacenados, no ocurre, tampoco, en tiempo uniforme, ya que depende, tanto 
de operaciones mecánicas de localización del lugar donde se encuentran, como de lectura 
obligada de un número indeterminado de datos previos a ellos.  Entre estos dispositivos 
se encuentran los discos magnéticos y ópticos, fijos y removibles, y las cintas de 
almacenamiento magnético. 
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 Que es el tamaño de las piezas de información con las que el procesador lleva a cabo sus operaciones 
elementales.  Para mayor información sobre la operación del procesador, y el efecto del tamaño de la 
“palabra” en su eficiencia, el lector debe remitirse a un texto sobre arquitectura de computadores. 
18
 O "leer" y "escribir" 
19
 En los computadores modernos, sin embargo, se acelera el acceso a ciertos lugares de esta memoria por 
medio del uso de memorias auxiliares muy rapidas (memorias “CACHE”) en las que su contenido se duplica. 
20
 Ya que algunas de ellas son “removibles”. 
 
3 El proceso computacional. 
Al llevarse a cabo la transformación definida en un programa (o sea al “correrse” el 
programa), se lleva a cabo un “proceso computacional” (al que con frecuencia nos 
referiremos simplemente como el “proceso”).  Un proceso computacional se caracteriza por 
estar compuesto de un conjunto de procesos mas elementales, que ocurren en una sucesión 
parcialmente ordenada en el tiempo.  Los procesos que componen a otro proceso se 
suceden, en efecto, formando uno o varios “hilos de ejecución” que ocurren ya sea en 
“paralelo”, o que se unen o dividen en ciertos instantes del tiempo.  Los procesos que 
componen un hilo se suceden ordenadamente en el tiempo, de tal forma que un proceso no 
comienza hasta que el anterior en el hilo no haya terminado
21
.  Varios hilos de proceso 
ocurren en paralelo, si es irrelevante (o al menos incontrolado) el orden relativo en que 
ocurren dos procesos cualquiera en hilos diferentes.
22
.  Los hilos se unen y dividen en un 
instante de tiempo, si los procesos de los hilos que parten del instante, no comienzan hasta 
terminar los procesos de los hilos que llegan a él. 
Cada uno de los procesos que componen otro proceso, se compone (o descompone), a su 
vez, de un conjunto de procesos aun más elementales, que ocurren, también, en una 
sucesión parcialmente ordenada en el tiempo.  Esta descomposición, puede extenderse hasta 
niveles donde los procesos componentes son operaciones muy elementales, que ocurren al 
nivel de los circuitos internos del procesador.  Para efectos de nuestra discusión, sin 
embargo, no consideraremos niveles de descomposición, mas allá del que descompone los 
procesos, en un conjunto finito de operaciones denominadas “operaciones elementales del 
procesador”
23
 u operaciones de “maquina”. 
Lo que hace interesante a las operaciones elementales del procesador, es que para cada una 
de ellas se ha definido una cadena finita de dígitos, denominada “instrucción del 
procesador” (o “instrucción de máquina”), que la representa de forma digital
24
.  Una 
secuencia de instrucciones de máquina, puede entonces, representar una secuencia de 
operaciones elementales del procesador, que bien podrían constituir un hilo de ejecución en 
un proceso
25
.  El procesador tiene, además, la capacidad de ejecutar el hilo de proceso, 
representado por una de tales secuencias, siempre y cuando ella se encuentre almacenada en 
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 Es factible cierto grado de paralelismo entre procesos consecutivos efectuando subprocesos que no 
dependan de la compleción del proceso anterior.  El efecto debe ser, sin embargo, el mismo que el obtenido al 
ejecutar los procesos separadamente en el orden prescrito. 
22
 Esto no significa necesariamente que los procesos de hilos paralelos se ejecutan simultáneamente o en 
procesadores diferentes.  Es factible que un solo procesador ejecute varios hilos o que un hilo puede ser 
ejecutado por varios procesadores. 
23
 Cuya caracterización tampoco será tema de discusión. 
24
 La cadena comienza con un número de tamaño y significado preestablecido que identifica la operación. 
25
 El uso de instrucciones de “salto bajo condición” le permiten a estas secuencias definir, además, tanto hilos 
diferentes para procesar de forma diferente datos diferentes (efectuando saltos hacia adelante), como hilos de 
ejecución con un número mayor de procesos de máquina, que de instrucciones de máquina en la secuencia 
(con saltos hacia atrás) (ver “Lenguajes Procedimentales”)  
20 
 
la memoria de acceso directo (RAM o ROM). 
Todo programa está, en efecto, constituido por un conjunto de secuencias de instrucciones 
de máquina, y un conjunto de directivas para su ordenamiento durante el proceso.  Ellos le 
definen al computador, por un lado, cuales son los procesos que componen los hilos de 
ejecución, y, por el otro, cual es el orden relativo para la ejecución de dichos hilos durante 
el proceso
26
.  En aquellas máquinas que tienen un solo procesador, sin embargo, los 
programas normalmente definen un solo hilo de ejecución, ya que la ventaja de tener varios 
hilos, es precisamente la de poder ejecutarlos simultáneamente en procesadores o máquinas 
diferentes.  A la ejecución de hilos diferentes en procesadores diferentes, lo denominamos 
“multiprocesamiento”, a la ejecución de hilos diferentes en máquinas diferentes, lo 
denominamos “procesamiento distribuido”.  Es frecuente, además, que el procesador se 
encargue de la ejecución “simultánea” de dos o más hilos de ejecución
27
, cada uno de ellos, 
correspondiendo a un programa diferente.  A esto último lo denominamos “multitarea”. 
4 La maquina de estados.  
Al irse ejecutando las instrucciones de un programa, se producen, tanto ingresos de datos al 
computador, como creación interna de nuevos datos a causa de los cálculos.  Estos datos 
son colocados y recolocados, en los diferentes lugares de almacenamiento a medida que 
aparecen y que se manipulan.  El proceso correspondiente a cada instrucción produce, en 
efecto, un cambio específico sobre los datos almacenados.  Este cambio es lo que 
caracteriza a la instrucción, y lo que la distingue de las demás
28
. 
Así, a medida que el proceso avanza (que cada instrucción de un hilo se ejecuta), las 
memorias del computador atraviesan por una serie de situaciones discretas o "estados", 
caracterizados por la información almacenada.  Al iniciarse el proceso, las memorias tienen 
un estado predeterminado por el programa
29
, que va cambiando a medida que nuevos datos 
entran y se calculan.  Al finalizar el proceso, la sucesión de estados inducida por el 
programa, debe haber producido y almacenado (y posiblemente “escrito” en algún 
dispositivo de salida), los resultados del proceso. 
Lo interesante de esta visión de los procesos, es que una manera de caracterizarlos, a 
cualquier nivel de descomposición, es caracterizando el cambio en el estado de los 
dispositivos de almacenamiento que ellos inducen en la máquina.  Tal como se verá mas 
adelante, la definición de los programas (y de sus partes), se fundamentará, ya sea en definir 
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 En realidad tanto estas secuencias como las directivas de ordenamiento son parte de los datos que manipula 
otro programa denominado el “Sistema Operativo”, que se encarga de colocar las secuencias en la RAM y de 
controlar el orden en que se ejecutan. 
27
 Simultaneidad que es una ilusión que nace de que la maquina ejecuta muy rapidamente pequeños pedazos 
de cada uno de los hilos, con lo que se aprovecha mejor el valioso tiempo del procesador. 
28
 De no existir este efecto, la instrucción no llevaría a cabo nada.  La única excepción son las instrucciones de 
salida, cuyo efecto ocurre en el "exterior" de la máquina. 
29
 Usualmente todos los valores en cero o "Nulo".  Un error común en programación es el de partir y usar 
valores de la memoria no determinados por el programa. 
 
de forma explícita los procesos que componen a los procesos que generan, o en definir de 
forma explícita el cambio de estado producido por los procesos que generan.  La primera 
forma de ver un programa, que denominaremos "visión interna" del programa, da origen a 
la familia de los lenguajes "procedimentales", y la segunda forma de ver un programa, que 
denominaremos "visión externa" del programa, da origen a la familia de los lenguajes 
"declarativos"
30
. 
5 Computadoras y computadoras. 
Sin lugar a dudas el computador juega algún papel en casi todas las actividades de las 
sociedades modernas.  Su capacidad para llevar a cabo cualquier tarea que pueda describirse 
por medio de manipulación de símbolos, le permite ser usado en toda actividad que se 
fundamente en el lenguaje o cualquier otro medio de comunicación simbólica.  Aunque la 
caracterización precisa de estas actividades, es motivo de discusión, aún no se vislumbran, 
de forma clara, los límites de su aplicabilidad. 
No es solo su versatilidad lo que impulsa el uso cada vez más extendido de las 
computadoras.  Son los desarrollos tecnológicos de los últimos tiempos, en los campos de 
la electrónica digital y de los procesos de manufactura de circuitos digitales, lo que ha 
permitido la producción masiva, y a muy bajos precios, de muy diversos tipos de circuitos 
digitales y computadoras, que cubren una rango muy amplio de potencia, aplicabilidad y 
precio. 
El campo de aplicación de la computadora ha seguido, en efecto, un camino determinado 
por la relación costo-beneficio derivada de su uso.  Así, el enorme costo de las primeras 
computadoras, posibilitaba su utilización sólo en tareas de valor estratégico, tales como 
censos, solución de problemas científicos y desarrollo de armamento
31
.   Luego, al 
comenzar a bajar su costo, las computadoras se comienzan a utilizar en las tareas críticas de 
manipulación de datos, de las grandes organizaciones, como por ejemplo el manejo de las 
finanzas, las ventas y la distribución de productos.  Finalmente, con la disminución de sus 
precios, incremento de su potencia, masificación de su producción y diversificación en 
todos sus aspectos, las computadoras se comienzan a utilizan en una gran diversidad de 
tareas, que van desde la solución de grandes problemas científicos, de ingeniería, y 
organizacionales, como por ejemplo la recepción e interpretación de imágenes y datos de 
las sondas espaciales, diseño de grandes aeronaves, e investigación de oportunidades de 
mercado a nivel internacional, hasta el apoyo de las actividades mas elementales de la vida 
diaria, tales como las labores rutinarias de oficina (v.g. escribir este documento), las 
transacciones bancarias (v.g. usar un cajero automático), y el uso de los aparatos domésticos 
                                                 
30
 Los lenguajes declarativos permiten especificar los programas de forma mas sencilla y los procedimentales 
permiten tener mejor control de su desempeño.  Esto debido a que un proceso específico produce un cambio 
de estado único, pero ese cambio de estado puede ser producido por muchos procesos, y al derivar el proceso 
de la descripción del cambio de estado no necesariamente se deriva el mejor. 
31
 Y en ser él mismo, objeto de investigación científica. 
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(v.g. casi toda TV va con su micro incorporado)
32
. 
La forma más común de clasificar las diversas computadoras, es por su tamaño y velocidad 
de procesamiento (ver [Laudon 96]).  Así: 
 Los microprocesadores embebidos, son máquinas monousuario, que se orientan a la 
ejecución eficiente de programas específicos para llevar a cabo labores de control, en 
otras máquinas que los contienen.  Son usualmente computadores pequeños, con 
memoria reducida, con un programa "quemado" en memoria ROM, que intercambian 
con el usuario datos relativos a la operación de la máquina, y que intercambian datos con 
la máquina a través de sensores y actuadores con los que controlan su funcionamiento. 
 Las microcomputadoras suelen ser máquinas monousuario y multitarea (llamados por 
ello "computadoras personales", o PC), que se orientan al apoyo de las labores rutinarias 
de la oficina y del hogar.  Son usualmente máquinas con un procesador genérico, 
relativamente poca memoria, una interfaz de usuario extremamente elaborada, y en las 
que corren Sistemas Operativos y programas abiertos (ofrecidos por diversos 
productores para operar en maquinas de características estandarizadas). 
 Las estaciones de trabajo son máquinas monousuario y multitarea, orientadas a servir 
las necesidades en las tareas científicas y de ingeniería, con capacidades para llevar a 
cabo gran cantidad de cálculos, y capacidades para manipular y presentar eficientemente 
gráficos y visualizaciones de los datos.  Las estaciones de trabajo son en muchos 
aspectos similares a los PC, solo que mas potentes y con frecuencia menos abiertas, por 
lo que el "software" y los aditamentos de "hardware" son mas dependientes del 
fabricante, y en consecuencia mas costosos. 
 Las minicomputadoras son generalmente máquinas multiusuario y multitarea, 
orientadas a servir las necesidades de organizaciones pequeñas, con capacidades 
especializadas para la gestión eficiente de los datos que se generan en los procesos 
organizacionales, y capacidades para la comunicación simultánea con diversos puntos de 
entrada y salida de datos (donde por lo general hay micros o estaciones de trabajo).  Son 
máquinas con gran capacidad de almacenamiento secundario, usualmente menos abiertas 
que las anteriores, una interfaz con el usuario menos elaborada, y dispositivos eficientes 
para la gestión de terminales y redes de comunicación de datos. 
 Los "mainframes" son generalmente máquinas de tamaño grande, orientadas a servir 
las necesidades de organizaciones grandes.  Se caracterizan por tener cantidades masivas 
de memoria RAM y de memoria secundaria (en la forma de discos de alta velocidad), y 
uno o varios procesadores de gran capacidad y velocidad
33
.  Usualmente gestionan 
grandes redes de datos a través de la cuales se comunican con numerosos puntos de 
entrada y salida de datos, y con otras computadoras de igual o menor tamaño.  Estas 
máquinas dan servicio simultáneo a numerosos usuarios, procesando simultáneamente 
muy diversos tipos de tarea.  Rara vez son máquinas abiertas y por lo tanto usan 
                                                 
32
 En este trabajo se argumenta, además, que la orientación de los lenguajes responde en cierta medida a las 
necesidades del área de aplicación, y que en la medida en que ellas van apareciendo, aparecen también las 
facilidades correspondientes en los lenguajes. 
33
 El tamaño de la palabra del procesador es grande (usualmente 64 bits). 
 
elementos de software y de hardware fabricados especialmente para ellas. 
 Los supercomputadoras, son el extremo superior de las computadoras en cuanto a 
potencia y precio.  Se orientan a llevar a cabo cantidades masivas de cálculos, por lo que 
se usan en aplicaciones muy especializadas (ver [Mariño 92] para ejemplos de 
aplicaciones específicas), en las que las necesidades computacionales justifican su costo. 
 Se caracterizan por tener cantidades inmensas de memoria y múltiples  procesadores de 
gran tamaño y alta velocidad (usualmente miles).  Son usualmente alimentadas por otras 
computadoras que se encargan de suministrarle cantidades masivas de información, 
sirviendo a veces las necesidades de regiones extensas.  Tanto los sistemas operativos 
como las aplicaciones suelen ser muy peculiares (pues se orientan a tomar ventaja de sus 
características particulares) y en consecuencia son diseñadas y elaboradas de forma 
específica para ellas. 
La validez de esta clasificación es relativa, por que tal como se señala en [Laudon y Laudon 
96] : "En otra década, las computadoras de escritorio bien pueden tener el poder y 
velocidad de procesamiento que los supercomputadoras de hoy"
34
.  Desde nuestro punto de 
vista será mas bien el costo lo que importe, ya que de él dependerá el tipo de aplicación a la 
que se dedique cada tipo de computadora, y, tal como se indica posteriormente, del tipo de 
aplicación dependerán, en gran medida, las características del lenguaje de programación. 
 
                                                 
34
 Traducción libre del autor. 
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     Capítulo 2: 
Los programas y la 
programación. 
 
 
1 Introducción. 
Tal como se indicó en el capítulo anterior, un programa de computador es una 
especificación de una operación que el usuario puede ejecutar en el computador, para 
efectuar la operación sobre las ocurrencias de los datos que le sean de interés.  El programa 
es, por otro lado, un conjunto de información digital, que el computador usa para 
determinar el proceso computacional correspondiente a cada ejecución de la operación.  
Dos elementos son importantes en esta definición: 
 El programa especifica la operación correcta para todos las ocurrencias de los datos, que 
estén en el conjunto de los datos sobre el cual está definido (o soportado)
35
. 
 El programa define el proceso computacional adecuado para cada una de dichas 
ocurrencias, sin que de ello se derive que este proceso sea necesariamente el mismo para 
todas ellas. 
Ya que un proceso computacional puede descomponerse en secuencias de operaciones 
elementales del procesador, y que estas pueden representarse con secuencias de 
instrucciones de máquina, un programa podrá siempre especificarse por medio de un 
conjunto de secuencias de instrucciones de máquina.  En efecto todo programa podría 
representarse por una sola secuencia de instrucciones de máquina, y toda secuencia de 
instrucciones de máquina puede ser ejecutada como un programa
36
. 
El conjunto de las instrucciones de máquina se constituye, entonces, en un "lenguaje de 
programación" que puede ser utilizado para especificar (o "escribir") programas.  Al escribir 
                                                 
35
 Al menos para un programa “corecto”. 
36
 Es importante enfatizar aquí, que una secuencia de instrucciones de máquina puede definir secuencias de 
operaciones de máquina diferentes, para ocurrencias diferentes de los datos.  Esto es posible gracias al uso de 
la instrucción de "salto bajo condición", que indica una operación que puede cambiar la instrucción de la 
secuencia con la que continúa la ejecución, dependiendo de una condición derivada de los datos.  Los datos, 
de esta manera, pueden "instruir" al programa acerca de la manera como procede el proceso computacional.  
Tal como se verá más adelante este tipo de programa constituye el caso mas elemental de un programa en un 
lenguaje "procedural" (o “procedimental”, o “imperativo”).  Puede también definir diferentes hilos de 
ejecución para diferentes procesadores con base en instrucciones que carguen en otro procesador la dirección 
donde se inicia el hilo. 
 
 
 25 
_________________________________________________________________________ 
programas con este lenguaje, el programador debe, simplemente, escribir una secuencia de 
instrucciones de máquina, ciñéndose a las reglas previamente definidas para especificar 
cada una de ellas
37
. 
2 Niveles lingüísticos. 
El lenguaje de máquina es, sin embargo, poco útil para escribir programas.  Esto se debe, en 
primer lugar, a que las instrucciones de máquina son muy elementales, por lo que se 
requerirían de cientos de miles de ellas para escribir un programa, y , en segundo lugar, a 
que el uso de las instrucciones de máquina, requiere de conocimientos relativos a la 
arquitectura específica de la máquina en que se va a ejecutar el programa, y en particular 
acerca de las direcciones, en el espacio de memoria, de los diferentes dispositivos que la 
componen. 
Se han elaborado, entonces, programas “traductores” que permiten escribir otros 
programas en lenguajes de un “mas alto nivel” que el del lenguaje de máquina.  Los 
traductores definen el proceso computacional para un programa de alto nivel, determinando 
la ejecución de una secuencia previamente establecida de instrucciones de mas bajo nivel, 
por cada una de las instrucciones
38
 del programa de alto nivel.  Esto se logra ya sea, 
interpretando una a una las instrucciones de alto nivel, y "saltando", cada vez, a ejecutar la 
secuencia de instrucciones de mas bajo nivel que les corresponde, o, ya sea, reescribiendo 
primero el programa, en el lenguaje de mas bajo nivel, substituyendo una a una las 
instrucciones de alto nivel por las de bajo nivel que les corresponde, para luego, hacer 
ejecutar el programa reescrito.  En el primer caso, el traductor se denomina “interprete”, y 
en el segundo caso, el traductor se denomina “compilador”. 
El computador mas uno de estos traductores, es una computadora que ejecuta otras 
instrucciones distintas a las que ejecutaba sin el traductor.  Se dice, entonces, que ambos 
conforman una “máquina virtual”. 
Es posible, por supuesto, construir un traductor que traduzca de un lenguaje de “mas alto 
nivel” a otro lenguaje de “menos alto nivel”.  Esta estrategia es, en efecto, la que siguen 
prácticamente todas las computadoras, en las que es posible reconocer una serie de 
máquinas virtuales, unas definidas sobre las otras, a través de programas traductores.   Una 
computadora corriente, podría tener definidas las siguientes capas de virtualización:  
 BIOS: Es el primer nivel, definido sobre la máquina física.  Encapsula las conexiones 
básicas de la máquina liberando al nivel lingüístico siguiente de tener que conocer las 
particularidades físicas, específicas de cada máquina (o al menos de cada familia de 
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 Para ejecutar este programa, es necesario llevarlo primero a la memoria de acceso directo, y luego indicarle 
al procesador la posición en memoria de la primera de sus instrucciones.  Tanto para escribir en el computador 
el programa, como para colocarlo en la memoria y ejecutarlo, se necesita de otro programa escrito 
previamente, para el cual el nuevo programa se constituye en sus datos. 
38
 Deberíamos decir "elemento" en lugar de "instrucción", ya que no todo los programas de alto nivel se 
componen de "instrucciones", término cuyo significado precisaremos posteriormente. 
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máquinas).  Son programas usualmente quemados en ROM y residen, por tanto, 
permanentemente en la memoria de acceso directo.  Parte de la BIOS se ejecuta 
automáticamente al encender la máquina.  La BIOS tiene como tarea, entre otras cosas, 
la de llevar a memoria el Sistema Operativo (“cargarlo” a memoria), y la de ofrecerle un 
lenguaje para la gestión de los dispositivos de la máquina. 
 Sistema Operativo (SO): Son programas que se comunican con el usuario de la 
computadora a través de un conjunto de comandos o de un interfaz gráfico (compuesto 
por menús, formas de dialogo, botones etc..), y se comunican con la computadora a 
través de las instrucciones ofrecidas por la BIOS
39
.  El usuario controla la operación del 
computador, utilizando el lenguaje que le ofrece el SO.  Con él, puede indicarle que lleve 
a cabo tareas tales como las de ejecutar los programas (llevándolos a la memoria y 
"entregándoles" el procesador), manipular archivos (copiándolos, borrándolos, 
renombrándolos etc..), controlar el uso de los dispositivos, dividir el tiempo del 
procesador entre las tareas, coordinar los hilos de proceso, restringir el acceso de los 
usuarios a datos y a programas, conectarse con otras computadoras a través de redes, 
etc..  De especial importancia son los servicios que el SO le ofrece a los programas para 
facilitarles y controlar el uso de los recursos del computador
40
.  Este lenguaje es, ya sea 
un conjunto de instrucciones de máquina, mas un conjunto de comando para tener acceso 
a los dispositivos del computador (por ejemplo comandos para solicitar memoria, tener 
acceso a disco, abrir una ventana en pantalla, etc..), o, un lenguaje que substituye por 
completo al lenguaje de la máquina (un “pseudocódigo”) 
 Lenguajes de Programación:  Con frecuencia considerados parte del SO, existen 
diversos traductores que le permiten al usuario escribir sus propios programas, para 
especificar las operaciones que le sean de interés.  Estos traductores implementan 
"lenguajes de programación" de muy diversa índole, que tienen como objetivo 
fundamental el hacer fácil la escritura de programas.  Aunque existen mucha estrategias 
para lograr "hacer fácil la escritura de programas"
41
, todos los lenguajes tienen en 
común, el que liberan al programador del uso de un lenguaje muy especializado ( lleno 
de los "tecnicismos" de la máquina y del SO), y le que posibilitan el uso de un lenguaje 
muy cercano al del contexto del problema. 
 Aplicaciones:  Implementan las operaciones que el usuario usa para darle solución a sus 
problemas.  Ellos interactúan con el usuario, de formas que pueden ser muy simples o 
muy complejas dependiendo de la manera como se hayan implementado las operaciones. 
 En esta interacción, el usuario solamente hace referencia a los elementos involucrados 
en las operaciones (que son los involucrados en el problema), por lo que el nivel de las 
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 No implica esto que no pueda utilizar directamente las instrucciones de máquina, sino que utiliza las de la 
BIOS para aquellas cosas que ya están programadas allí. 
40
 Para utilizar estos servicios, los programas utilizan comandos especiales del SO.  Cuando un programa trata 
de acceder directamente a estos servicios, sin intermediación del SO, se dice que tiene "mal comportamiento". 
En máquinas con multitarea, el SO controla e impide el mal comportamiento. 
41
 Y el objetivo fundamental de este trabajo es el estudio detallado de esta estrategias. 
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aplicaciones es el más especializado y de más alto nivel posible para comunicarse con la 
máquina. 
3 Los lenguajes de Programación. 
Los lenguajes de Programación tienen como objeto, facilitar la elaboración de los 
programas que soportan el nivel lingüístico aplicativo.  Son implementados por medio de 
programas traductores, que reciben del usuario (o “programador”) la especificación del 
programa en el lenguaje de programación, y la traducen al lenguaje ofrecido para los 
programas por el SO.. 
Un lenguaje de programación le ofrece al programador los siguientes elementos básicos: 
 una conjunto de tipos básicos de datos y un conjunto de operadores definidos para los 
datos de los tipos básicos. 
 Un conjunto construcciones en la forma de instrucciones o elementos gráficos, que 
basados en unas reglas de sintaxis, le permiten al programador definir agregados de los 
elementos básicos para definir operaciones complejas, datos agregados, nuevos tipos de 
datos, nuevas operaciones y, por supuesto, programas ejecutables. 
Desde que fue reconocida la importancia de los lenguajes de programación, se ha dedicado 
una gran cantidad de esfuerzo e investigación a la concepción de “buenos lenguajes”, y a la 
construcción de sus traductores correspondientes.  Es así que existen ahora miles de 
lenguajes de programación, que cubren una gama muy amplia de características, y de 
formas de abordar el problema.  Definir una clasificación para los diversos lenguajes no es, 
tampoco, tarea fácil (ver [Fischer 93]]).  A continuación presentamos de forma sumaria, 
algunas de las características a las que eventualmente se hará referencia en este documento: 
 Orientados a Procesos, a Datos, o a Objetos:  Según si el énfasis del lenguaje es en 
facilitar la construcción de operaciones complejas, estructuras complejas de datos, o 
tipos de datos mas complejos. 
 Procedimentales y declarativos: Tal como se explicó en el capítulo anterior, al definir 
una operación compleja, se puede indicar explícitamente la manera como se secuencian 
las operaciones mas elementales que la componen (o sea la manera como se “procede”), 
a través de un lenguaje de especificación de procesos, o se pueden indicar solamente la 
interacción de datos y el cambio de estado que la operación produce (o se su efecto), a 
través de lenguajes que tienen su raíz en formalismos lógicos. 
 Visuales y Textuales: El programa se puede definir por medio de “instrucciones” 
textuales definidas a través de secuencias de caracteres, o por medio de construcciones 
gráficas definidas por medio de elementos visuales que representan los elementos del 
problema. 
 Interpretados o Compilados: El traductor puede mediar permanentemente entre el 
lenguaje de alto nivel y el SO, interpretando cada elemento del programa y dirigiendo su 
ejecución, con lo que la ejecución del programa se efectúa siempre junto con la del 
traductor; o el traductor puede reescribir el programa en el nivel del SO, “compilando” 
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las instrucciones del nivel del SO que le corresponden a cada elemento del programa, 
con lo que la ejecución del programa no requiere de la ejecución simultánea de su 
traductor. 
Una de las tesis de este trabajo es que no hay un lenguaje uniformemente mejor que los 
demás, en todos sus aspectos, y que, además, cuando aparece nuevas características que se 
muestran claramente útiles, tarde o temprano, son incorporadas en los lenguajes existentes 
(excepto cuando van en contra de los principios básicos del lenguaje).  Uno de los motores 
del desarrollo de lenguajes, es la expansión de las áreas de aplicación del computador, que 
trae consigo nuevos problemas que deben resolverse y que con frecuencia, promueven la 
inclusión de características nuevas en los lenguajes.  Es claro por ejemplo, que los primeros 
lenguajes se orientaban a llevar a cabo cálculos complejos, con lo que aparecieron lenguajes 
capaces de utilizar directamente fórmulas matemáticas (FORTRAN, LISP), al orientarse el 
uso de la computadora al manejo de las grandes cantidades de datos que se generan en las 
organizaciones, aparecen lenguajes especializados en el manejo de archivos y reportes 
(COBOL, RPG), al detectarse los problemas de complejidad que surgen del crecimiento del 
tamaño de los programas y de la necesidad de compartir archivos, aparecen lenguajes que 
estructuran, modularizan y definen claramente las relaciones entre datos y procesos 
(Lenguajes estructurados y Lenguajes orientados a datos), al aparecer las computadoras con 
capacidades gráficas y posibilidad de utilizar sonido, aparecen lenguajes que obvian la 
programación en secuencias texto, y se basan en representaciones gráficas de los elementos 
del problema (programación visual), al ser utilizada la computadora como el vehículo para, 
controlar y registrar las operaciones de las organizaciones, aparecen lenguajes que permiten 
describir, no solo los elementos que se involucran en dichas operaciones, sino también las 
reglas que las controlan y el efecto que tienen sobre los elementos a los que se les aplican 
(lenguajes orientados a objetos), al usarse el computador para el control de procesos en 
tiempo real, aparecen modelos para la gestión y razonamiento sobre el tiempo (de los que el 
autor no conoce lenguajes), al querer que el computador se comporte como un ser humano, 
aparecen modelos de razonamiento y deducción que se involucran en los lenguajes
42
. 
Una tendencia que vale la pena destacar, es la de la especialización de los lenguajes de 
programación según el área específica de aplicación.  Esto permite que en lenguaje se usen 
de forma más directa, los conceptos y elementos del universo del problema, para la 
especificación de las operaciones que tienen interés en ese contexto. 
4 Gestión del programa. 
La escritura, traducción y ejecución de un programa en un lenguaje cualquiera, se lleva a 
cabo con la ayuda de otros programas previamente escritos. Estos programas le permiten al 
usuario escribir el programa en el computador, editarlo (corregirlo y modificarlo), 
almacenarlo en archivos, traducirlo, “ensamblarlo” y por ultimo ejecutarlo.  A continuación 
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 Aunque la demostración automática de teoremas, ha sido un tópico permanente de estudio, se ha venido 
involucrando a las aplicaciones comerciales en la medida en que la potencia de los computadoras lo permite y 
su uso lo requiere. 
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se explican cada uno de estos pasos, para el caso en que el traductor es un compilador, 
indicando en cada caso las acciones a ejecutar, y los programas que involucra: 
 Edición del programa: El primer paso en la gestión de el programa es el de la escritura 
misma de este en el computador.  Este paso se lleva a cabo por medio de un programa 
“editor” cuya función es la de recibir los símbolos que componen el programa y de 
almacenarlos en un archivo.  El editor (un buen editor al menos) le permite al usuario ver 
en la pantalla el programa en edición, y le permite además efectuar correcciones, 
cambios, adiciones etc. 
 Compilación: Luego de que el programa ha sido escrito y almacenado dentro de el 
computador en uno o en varios archivos, se procede al paso de “compilación”.  La 
compilación es, como se explicó antes, una traducción de un lenguaje a otro.  Durante la 
compilación, las instrucciones escritas en el lenguaje de programación, se reescriben (o 
traducen) al lenguaje soportado por el SO (que en la mayoría de los casos es el lenguaje 
de máquina).  La compilación se lleva a cabo por medio de un programa “compilador”. 
El compilador además de traducir el programa, chequea que las instrucciones estén 
escritas correctamente desde el punto de vista de la sintaxis del lenguaje utilizado.  El 
programa escrito en el lenguaje de programación original se denomina “Programa 
Fuente”, el programa ya traducido (o “compilado”) se denomina “Programa Objeto”.  
El compilador deja almacenado el programa objeto en un archivo, el cual será utilizado 
en el paso siguiente. 
 Ensamblaje: ("Link"): El paso siguiente a la compilación es el de “ensamblaje” o 
“armado” del programa.  Durante el ensamblaje, se unen las diferentes partes que 
conforman el programa para formar un todo ejecutable.  La necesidad de ensamblar el 
programa, surge, en primer lugar, porque el programa escrito en un lenguaje de 
programación, siempre utiliza partes preprogramadas no contenidas en el programa 
fuente, y, en segundo lugar, porque un programa grande, generalmente se edita y compila 
por pedazos (o módulos).  El ensamblaje de el programa se lleva a cabo por medio de un 
programa “ensamblador” ("linkage/editor").  El ensamblador produce como resultado 
un archivo que contiene la versión “ejecutable” del programa.  Esta versión (y 
solamente esta versión) puede ser usada para el procesamiento de los datos. 
 Ejecución: (corrida): Una vez obtenida, la versión ejecutable puede ser utilizada para el 
procesamiento de los datos.  Las “corridas” de el programa son iniciadas por el “sistema 
operativo”, cada vez que el usuario se lo indique. 
Es importante resaltar el hecho de que cada vez que se detectan errores, en los pasos de 
compilación, ensamblaje y ejecución, es necesario regresar al paso inicial, o de edición, para 
efectuar las correcciones correspondientes.  En otras palabras, el programador pasa la mayor 
parte de su tiempo “cambiando” el programa fuente.  Esto ha conducido a que, en la mayoría 
de los lenguajes “modernos”, toda la gestión de el programa se lleve a cabo desde el programa 
editor.  Así el programa editor, no solamente es utilizado para entrar y modificar el programa, 
sino que también contiene comandos para iniciar la compilación, el armado y la ejecución. 
Cuando el traductor es un interprete, el programador tiene la ilusión de estar ejecutando 
directamente su programa fuente, sin necesidad de los pasos de compilación y ensamblaje.  La 
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verdad es que con un interprete, la traducción y el ensamblaje se llevan a cabo conjuntamente 
con la ejecución.  En consecuencia, el tiempo requerido para efectuar el procesamiento de los 
datos, se incrementa siempre en el tiempo requerido para la traducción y el ensamblaje. 
5 La calidad del software.  
Al elaborar software, debemos preocuparnos por su calidad.  Los lenguajes de 
programación deben además soportar las construcciones y estrategias en que se basa la 
calidad del software.  A continuación indicaremos un conjunto de características básicas, 
como determinantes de la calidad del software.  Estas características de la calidad no son 
directamente utilizables para determinar la manera de elaborar un pieza de software, ni mucho 
menos utilizables para evaluar la calidad de un lenguaje.  Ellas se soportan, sin embargo, en 
una serie de factores que pueden ser controlados y eventualmente medidos, y que utilizaremos 
como subrogados para su determinación.  Estos factores, y la manera como soportan las 
características de la calidad, serán señalados en el transcurso del trabajo.  Para una mejor 
caracterización de dichos factores y métricas ver [Arango 92] y [Montoya 93] [Fenton 91]. 
La calidad del software, puede mirarse desde el punto de vista del usuario y/o desde el punto 
de vista de quién lo desarrolla.  A las características que determinan la calidad, desde el punto 
de vista del usuario, nos referiremos como “características externas de la calidad”, a las 
características que la determinan, desde el punto de vista del productor, nos referiremos como 
“características internas de la calidad”. 
Para el usuario, el software debe, en primer lugar, efectuar las tareas que él verdaderamente 
necesita. Si lo hace, diremos que el software es “válido”.  En segundo lugar, el software debe 
hacer las tareas de la forma que el usuario cree que las hace ( o de la manera que él considera 
que deben hacerse ). En este caso diremos que el software es “correcto”. El software debe por 
último, ser fácilmente adaptable ( o que al menos el costo de adaptarlo sea razonable ), a las 
siempre cambiantes necesidades del usuario.  Si lo es, diremos que es “mantenible”. 
Hacer software válido, correcto y mantenible, es la responsabilidad primaria del productor.  
Para lograrlo, sin incurrir en costos excesivos, el productor se beneficia, en primer lugar, de 
poder entender su pieza de software, discernir sus componentes, poderlas asociar a los 
distintos aspectos de su funcionalidad y por último, de ser capaz de localizar fácilmente las 
partes que ha de corregir o mejorar.  Si el software posee dichas características, diremos que 
es “legible”.  El productor de software, en segundo lugar, se beneficia de poder utilizar el 
software previamente elaborado para construir software nuevo, y de que su acumulación no se 
convierta en una carga, por la necesidad de mantenerlo, sino en un beneficio, por la 
posibilidad de reutilizarlo. Si el software posee esta característica, diremos que es 
“reutilizable”. 
Las características internas y externas de la calidad, no son realmente independientes. Esto se 
debe a que es el productor del software quién, en última instancia, debe soportar las 
características externas, y para poderlo hacer a un costo razonable, debe preocuparse por 
soportar también las características internas. 
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     Capítulo 
3: Ingeniería del 
Software. 
 
1 La complejidad del Software. 
El software no es en si mismo, mas que un conjunto de elementos de información, 
altamente organizados y expresados en un lenguaje simbólico discreto.  La gestión de una 
pieza de software de tamaño grande es, sin embargo, difícil y costosa.  Esto se debe a que 
ella tiende a estar compuesta por múltiples elementos de información con múltiples 
interacciones, que se encuentran organizados de una forma muy específica entre múltiples 
formas posibles.  El correcto funcionamiento de una de dichas piezas de software, depende 
de que todos los elementos sean los correctos y de que todas sus interacciones sean las 
correctas.  La mas mínima desviación con respecto al orden correcto, puede tener como 
consecuencia que el software se comporte de una manera completamente diferente a la 
esperada.  Al elaborarlo y mantenerlo, el productor debe velar por que este orden se 
establezca y se mantenga, invirtiendo para ello gran cantidad de recursos. 
En suma, una pieza grande de software tiene la tendencia a ser compleja. 
Algunas de las peculiaridades propias del software y de las circunstancias que rodean su 
elaboración, determinan en gran medida su carácter.  A continuación, se resaltan algunas de 
sus características : 
 Es software esta compuesto básicamente de información.  Durante su elaboración, el 
software pasa de ser descrito en los términos de un lenguaje muy impreciso (pero muy 
expresivo) como es el lenguaje natural, a ser expresado en los términos muy precisos 
(pero con frecuencia poco expresivos) de un lenguajes de programación.  Del lenguaje de 
programación será, por último, traducido automáticamente al lenguaje de la máquina.  
En otras palabras el proceso de elaboración del software es un proceso de “refinamiento” 
progresivo de la información que lo describe. 
 El número de los elementos de información que lo componen crece, en general, 
rápidamente con el aumento de la funcionalidad del software, por lo que el software 
moderno esta usualmente compuesto de cientos de miles de elementos
43
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 Que usualmente son “líneas de código”, pero que, pueden ser de otro tipo, según la unidad en que se mida 
 
 
32  
_________________________________________________________________________ 
 La disposición de los elementos que componen el software, debe corresponde a un 
ordenamiento perfectamente calibrado, cualquier desviación respecto a este orden 
perfecto, puede causar que el software se comporte de forma impredecible en ejecución. 
 Una pieza de software, nunca esta realmente terminada.  A diferencia de los productos 
“físicos”, el software siempre será modificable y en efecto lo normal es que se modifique 
para adaptarlo a las siempre cambiantes necesidades del usuario (para mantener su 
validez). 
 Con frecuencia, sin embargo, las modificaciones aumentan su complejidad, llegándose a 
un punto de saturación en el que el software se “deteriora”.  En este punto, la 
introducción de muevas modificaciones, introduce problemas en las modificaciones 
viejas y se hace muy difícil y costoso el efectuarlas (poco mantenible).  Cuando el nivel 
de deterioro es alto, el software suele ser substituido completamente. 
 La elaboración del software, en contraste con la del equipo, esta ligada a la actividad de 
personal especializado, cuya tasa de producción tiende a ser lineal y no incrementa 
velozmente con el “know How”.  No solo no incrementa, sino que el software 
previamente elaborado suele convertirse en un lastre debido a que siempre requiere 
mantenimiento.  Una organización, dedicada al desarrollo de software, con el tiempo 
suele terminar usando un porcentaje muy bajo de sus recursos en desarrollar software 
“nuevo”. 
2 La Crisis del Software. 
El explosivo crecimiento en el uso del computador ha generado un aún más explosivo 
crecimiento en la demanda de software.  Esta demanda presiona a los productores a elaborar 
software cada vez mas diverso y con una funcionalidad cada vez mas elaborada. Sin 
embargo, por sus características el software no se produce tan masivamente como el 
computador mismo, y por lo general, su precio aumenta rápidamente con su complejidad.  
Por otro lado, el costo del mantenimiento de una pieza de software, luego de su liberación, 
suele alcanzar el 80% del costo total de dicha pieza [McLure 92].  Es así como hoy, el 
software es el cuello de botella en el uso del computador y el responsable de la mayor parte 
de los costos 
Esta situación se ha denominado como la “crisis del software” [Brooks 87] 
Algunas de las causas del excesivo costo de mantenimiento son las siguientes [Pressman 
89]: 
 Software invalido: Que el software no resuelva el problema que se quería resolver, es la 
causa mas frecuente de cambios y “mejoras” posteriores a la “liberación” del paquete de 
software. Esto ocurre generalmente por falta de verdadera comunicación entre los 
productores y los usuarios del software. 
 Software incompleto: Con frecuencia consideraciones acerca del desempeño, facilidad 
                                                                                                                                                    
su magnitud (v.g. número de módulos, o de entidades o de objetos, o de niveles de desagregación etc..) 
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de uso, recuperación de la información, control de acceso, requerimientos de auditoria y  
otras restricciones, no son consideradas en el desarrollo y deben ser introducidas luego 
como mejoras. 
 Software incorrecto: Toda porción del software que no ha sido probada (código, 
manuales etc.), tiene una alta probabilidad de estar errada y en consecuencia requerirá 
mantenimiento en el futuro (o causara catástrofes). 
 Escalabilidad: El tamaño del software se hace cada vez mayor, y los métodos de 
elaboración y lenguajes no siempre permiten mantener las características de calidad en 
cualquier escala.  Los programas grandes se hacen entonces, muy difíciles de entender 
(poco legibles) o imposibles de cambiar (poco mantenibles). 
Como puede verse la crisis del software, es un problema de calidad.  Ella surge porque éste 
es liberado con defectos de validez, corrección, y legibilidad.  La crisis del software, no es 
mas que un reflejo de nuestra natural dificultad para enfrentar la complejidad  
3 La Ingeniería del Software. 
Para remediar la crisis del software, se han desarrollado fundamentalmente las dos 
estrategias siguientes: 
 La primera, es la de promover la utilización de software genérico, para repartir el costo 
asociado a la elaboración de una pieza de software, entre múltiples usuarios.  Esta 
estrategia es especialmente útil para el software que apoya actividades muy bien 
definidas o fuertemente estandarizadas.  Un ejemplo de este tipo de software es el del 
software de “oficina” y el software elaborado para el soporte de las actividades rutinarias 
de las empresas (nómina, contabilidad etc..).  El software genérico no cubre, sin 
embargo, todas las necesidades de las organizaciones modernas, en las que el 
computador es el vehículo a través del cual se llevan a cabo la gran mayoría de sus 
operaciones, y en las que el software debe, en consecuencia, incorporar todas sus 
peculiaridades. 
 La segunda, que no excluye a la primera, es la de utilizar mejores métodos de 
elaboración, para disminuir los costos y dificultades asociados al desarrollo mismo del 
software.  Al conjunto de estos métodos se les ha denominado la “Ingeniería del 
Software”. 
Frente a la idea de utilizar los métodos de la “ingeniería” para darle soporte al desarrollo del 
software, cabe analizar, brevemente, el carácter de dichos métodos y la medida en que son 
aplicables frente al software como objeto de estudio. 
Como disciplina, la ingeniería se orienta a la concepción y creación de métodos y procesos 
para llevar a cabo cambios en el mundo real, orientados a servir un propósito previamente 
definido.  Aunque, bajo esta óptica, el ingeniero ciertamente utilizaría cualquier método que 
le fuera útil, predomina la utilización de métodos basados en modelamiento.  Con la 
construcción de modelos de la porción del mundo que desea cambiar, el ingeniero, por un 
lado, especifica las acciones del cambio, y, por otro, prevee el efecto que ellas tendrán en el 
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mundo antes de efectuarlas.  Los modelos le sirven, así, tanto para guiar el proceso mismo 
de cambio, como para evitar procesos de cambio que no conducen al efecto deseado. 
Para generar las respuestas correctas a las preguntas sobre el efecto de los cambios, los 
modelos deben representar adecuadamente el mundo antes y después de los cambios.  Para 
ello, los modelos deben capturar las características y relaciones relevantes, existentes entre 
los elementos del mundo antes de los cambios, y expresarlas en un lenguaje que permita por 
razonamiento, derivar el estado de dichas relaciones luego de los cambios.  La derivación 
de las características y relaciones del mundo en el estado posterior a los cambios, debe 
fundamentarse en leyes que definan tanto relaciones invariantes entre los elementos del 
mundo, como relaciones causa efecto entre las acciones de cambio y las características y 
relaciones de dichos elementos. 
Por su lado, las ingenierías tradicionales, cuando hacen referencia a porciones del mundo 
físico, se apoya en la matemática y en la física, para describir las relaciones entre sus 
elementos componentes, para plantear las leyes que gobiernan dichas relaciones, y para 
derivar el efecto que tendrán los cambios, en el futuro estado de dichas relaciones.  La física 
provee conceptos y leyes que permiten describir el mundo con base en cantidades, y 
establece relaciones invariantes y relaciones causa efecto entre dichas cantidades.  La 
matemática, provee un lenguaje que permite expresar dichas relaciones y leyes, y provee 
mecanismos para combinarlas y derivar los posibles estados futuros de la realidad física, a 
los que conducirían acciones de cambio. 
Para establecer si los cambios en el mundo conducen al efecto deseado, el ingeniero debe 
modelar, además, los propósitos que deben satisfacerse luego de los cambios, y modelar el 
grado de satisfacción que a ellos, le da un posible nuevo estado del mundo.  Para modelar 
los propósitos y sus relaciones con los cambios, el ingeniero define un conjunto de 
objetivos relacionados, que van desde objetivos muy generales (que normalmente no 
pueden lograrse directamente con una acción de cambio) hasta objetivos muy específicos 
(que si pueden lograrse directamente con acciones específicas de cambio).  Los objetivos 
generales son la verdadera razón del proceso, y se “logran” por medio de los objetivos 
específicos que son sus subrogados. 
4 Modelos para el software. 
La Ingeniería del software se fundamenta, también, en una serie de modelos para describir 
tanto el software mismo, como el efecto que tendrá su aparición, frente a la problemática de 
sus usuarios (que se constituye en el mundo sobre el que actúa).  Al elaborar software, no se 
hace, en efecto, otra cosa que modelos.  El software es el modelo de un programa, que tiene 
la capacidad de ser utilizado por un programa traductor, para generar dicho programa.  La 
Ingeniería del software se basa entonces, en crear una serie de modelos que a la postre 
determinan otro modelo.  Normalmente el desarrollo comienza con modelos imprecisos 
(pero expresivos) que describen el dominio del problema, y que se van refinando, hasta 
convertirlos en una descripción precisa (pero poco expresiva) del software mismo. 
A continuación se presenta una caracterización de algunos de los modelos mas usuales en el 
proceso.  En el curso del trabajo, se describirán en detalle algunos de los modelos, vistos 
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bajo la óptica de los conceptos que se estén estudiando en cada caso, y se darán ejemplos 
concretos de su utilización. 
4 1 Modelos del Análisis. 
El software debe servir un propósito en el contexto de un problema y para ello normalmente 
captura y representa una serie de elementos que provienen de la porción del mundo donde 
ocurre dicho problema (a dicha porción del mundo nos referimos como el “dominio del 
problema”).  Aunque el “análisis” tiene diversas acepciones según los métodos de 
desarrollo, puede decirse que los modelos que lo conforman tienen las siguientes 
características fundamentales: 
 Representan sólo elementos del dominio del problema.  En el análisis es deseable 
describir todos los elementos del dominio del problema que se involucran o que 
determinan el sistema informático y el software, para garantizar estos se tengan en 
cuenta de la forma apropiada
44
. 
 Describen dichos elementos en el lenguaje del dominio de problema (en el lenguaje del 
usuario), y no en el lenguaje en que se describen los programas 
 Son el producto de una labor de observación del dominio del problema, en la que no se 
toman decisiones fundamentales sobre la forma del software (la forma de la solución)
45
. 
Los modelos del análisis, son la base para la obtención del software.  Si ya existe un 
“paquete” que se ajuste a las características definidas en el análisis, podrá ser adquirido por 
compra, si no existe, deberá desarrollarse total o parcialmente (tal vez extendiendo la 
funcionalidad de un “paquete” base ). 
Con base en los modelos del análisis, se deben establecerse los criterios de prueba para una 
paquete especifico de software. Estos criterios deben conducir (o consistir) a uno o varios 
conjuntos de datos de prueba, con resultados conocidos y que han de servir para una 
“prueba de aceptación” del software por parte del usuario. 
Los modelos del análisis serán, por último, la base de los modelos del diseño, ya que estos 
deben definir un software que satisfaga las características expresadas en el análisis. 
A continuación se presenta una propuesta específica para clasificar los modelos del análisis. 
 Es conveniente advertir que, aunque ella es basada en el “estado del arte”, no 
necesariamente es la aceptada por los diversos autores en el tema. 
4 1 1 Modelo del problema 
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 Al final suelen tenerse en cuenta, de todas maneras, pero de una forma no registrada ni controlada por el 
grupo responsable de la aplicación. 
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 Esto es discutible si se tiene en cuenta que la observación misma esta guiada por el marco conceptual bajo 
el cual se elabora el software.  Esto será claro al estudiar los modelo de análisis bajo diferentes marcos 
conceptuales. 
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El software no es un propósito en si mismo, es un medio y no un fin.  Tener claro los 
propósitos a los que sirve el software, permitirá validar que una funcionalidad propuesta 
para una pieza de software, tenga la validez requerida frente a sus propósitos. 
Si un propósito (o problema) se considera obtenible (o solucionable) por medio del 
computador, es porque involucra información.  Aun cuando los problemas relacionados con 
la información son tan diversos como la información misma, todos tienen características 
comunes.  Algunos de los problemas relacionados con información son los siguientes: 
 La información requerida no es producida por el sistema, o es producida de forma 
inadecuada:  Ya sea por que el sistema no existe o es obsoleto, o porque no tiene acceso 
a los datos en que se basa la información. 
 La información es producida a un costo excesivo: Cuando el volumen de la 
información es grande, es muy difícil de manejar por medios no automatizados. 
 La información no es producida con la prontitud requerida o en el lugar requerido: 
El beneficio que se deriva de la información, puede ser muy sensible a la “oportunidad” 
con que se obtiene. 
 La información que se obtiene es de mala calidad: Ya sea por que los métodos con 
que se obtiene no son los adecuados o por que el control de la calidad de los datos es 
inadecuada. 
La información, sin embargo, no es el problema mismo, sino tan solo un medio para darle 
solución.  El que sea producida con oportunidad, calidad y bajo costo, es un problema 
subrogado del problema real del usuario.  Los problemas con la información, causan, en 
efecto, problemas en el los resultado de los procesos (o decisiones) a los que la información 
apoya, los problemas en estos resultados causan a su vez otros problemas, y así 
sucesivamente.. 
La descripción del problema debe, en consecuencia, incluir también una descripción de 
dicha cadena de relación causa/efecto entre los problemas (o propósitos) del usuario del 
software.  La relación causa/efecto entre los problemas descritos, en cada uno de los 
eslabones de la cadena de problemas, debe ser cuidadosamente chequeada y validada, para 
evitar costosas inversiones en Sistemas Informaticos que a la postre no resuelven los 
problemas fundamentales del usuario.  Modernamente, esta cadena se establece de “arriba 
hacia abajo” estableciendo primero los problemas fundamentales del usuario, para definir 
luego “estrategias de solución”, que dan lugar a problemas subrogados.  La solución de 
estos problemas se subroga a otros problemas, y así sucesivamente, hasta llegar a un 
problema que involucra información. 
 
 
4 1 2 Requerimientos funcionales del Software. 
En este modelo se describe la manera como debe comportarse el software para darle 
solución al problema.  Se trata de definir, no como debe ser el paquete en si mismo, sino la 
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manera como debe actuar frente al usuario.  El comportamiento del paquete se caracteriza 
básicamente por los siguientes elementos: 
 Información que produce: El obtener cierta  información es la razón fundamental para 
desear un paquete “software”. Se debe, pues, definir muy precisamente cual es esta 
información y cual es la manera en que debe ser producida.  Esta definición debe incluir 
tanto la descripción de informes predeterminados como la descripción de los 
mecanismos de consulta interactiva, que define los posibles informes por pedido. 
 Oportunidad de la Información: Los Informes, deben además producirse 
oportunamente.  Esto es, los informes deben estar disponible en el momento y en el lugar 
en que se necesiten.  Se debe entonces, definir donde deben estar disponibles, cuales 
deben producirse de manera periódica y con que periodicidad, y cuales deben producirse 
por consulta y con que prontitud .  Es de especial interés, conocer las sensibilidad del 
sistema a retrasos en la producción de los informes.  Esta información se usara para 
establecer prioridades y resolver conflictos (respecto al uso de recursos) entre los 
informes. 
 Datos requeridos por el software:  La información que aparece en los informes, se 
fundamenta en datos.  Estos datos deben ser recolectados, depurados y suministrados al 
software antes de que este pueda producir los informes.  Se debe definir cuales son estos 
datos y como deben ser suministrados al programa.  Se debe definir que datos almacena 
el software y cuales debe “reentrarse” cada vez que se necesiten.  Se deben conocer los 
volúmenes para los datos, ya que estos tendrán influencia no solo en la definición 
posterior del tipo de software a usar, sino en la determinación del “esfuerzo” que debe 
llevar a cabo el usuario para que el sistema funcione. 
 Funciones de transformación datos a resultados: La manera como la información que 
aparece en los informes se relaciona a los datos de entrada, debe quedar claramente 
establecida. Esta relación puede establecerse ya sea por medio de fórmulas matemáticas 
que definan las “propiedades” de los resultados, o puede estar consignada en 
documentos legales, memorandos internos  etc.  No deben confundirse estas funciones 
con los algoritmos en que se fundamentan los programas. Estas funciones determinan 
cuales deben ser los resultados asociados a un conjunto especifico de datos pero no 
indican la manera como deben ser obtenidos. 
 Operaciones de mantenimiento de los datos: Para los datos que quedan almacenados, 
debe haber mecanismos de mantenimiento.  Muchos de los eventos que ocurren en el 
dominio del problema inducen cambios en los datos almacenados.  Deben, por tanto, 
conocerse cuales son dichos eventos, que cambios inducen en los datos, con que 
frecuencia y en que lugar ocurren, y cuales son las prioridades para su registro (que 
depende de la oportunidad con que se deba generar la información). 
 Casos de uso del usuario con el software: La interacción del usuario con el software, 
responde a la necesidad de resolver problemas específicos que ocurren en el dominio del 
problema (v.g. “escribir este documento”, o “gestionar una venta”).  La solución a uno 
de estos problemas requiere, en general, múltiples actos de interacción del usuario con el 
software (en la forma de ingreso de datos y obtención de resultados).  La validez del 
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software es su capacidad para dar soporte adecuado a la solución de estos problemas, por 
lo que su identificación y caracterización es clave en la definición de requerimientos. 
 Interfaz usuario software: Para entrar los datos y obtener los informes, el usuario debe 
interactuar con el software.  Esta interacción se da en la forma de comandos, menús, 
ayudas, mensajes de error etc. .  La forma que toma este interfaz tiene influencia en el 
esfuerzo requerido para usar el paquete y en la cantidad de entrenamiento que requiere 
un usuario “nuevo”. 
 Interfaz con otros elementos de software: Los datos y/o resultados del software, 
pueden venir de/(o ir a) otros paquetes de software o bases de datos.  La capacidad de 
efectuar esta comunicación es importante y por tanto debe establecerse claramente. 
 Restricciones: Son de varios tipos, las operativas que definen las condiciones en que 
debe operar el software (equipo que requiere, sistema operativo, manejo de dispositivos 
de salida, funcionamiento en red etc.), las de control de acceso a la información (claves 
de acceso para usuarios, control de concurrencia etc.), Las de protección de la 
información misma (mecanismos de recuperación, mantenimiento de mecanismos de 
respaldo etc.), y los requerimientos de auditoria (seguimiento de una transacción etc.). 
La gran mayoría de los requerimientos de un paquete software, pueden asociarse 
directamente en especificaciones de tipo técnico para el paquete ( p. e. criterios de respuesta 
 => velocidad de procesamiento; orientación a la gestión de datos => gestor de bases de 
datos; cantidad de información => volúmenes de archivos; informes distribuidos => manejo 
en red etc. ). Estas especificaciones, por ser una definición del paquete en términos mas 
precisos, pueden ser un mejor instrumento para establecer su costo y un buen medio de 
comunicación con aquellos que lo van a desarrollar.  El definir estas especificaciones con la 
participación del usuario, ayuda a definir el alcance del software dentro del sistema de 
información y a evitar malos entendidos. 
4 1 3 Conocimiento del Problema 
El software contribuye a darle solución a un problema, suministrando información relativa a 
los elementos involucrados en dicho problema.  Para hacer esto, debe poseer 
“conocimiento” relativo a dichos elementos.  La recolección y especificación de la 
información del dominio del problema, necesaria para elaborar el software, se constituye, 
entonces, en un modelo de “conocimiento del problema”. 
Las características de este modelo, están muy influenciadas por el marco conceptual bajo el 
que se desarrolla el software, y por el “paradigma” utilizado para su especificación.  Así, 
bajo la óptica que ve el software, como un conjunto de operaciones que interactúan, se ve 
también el dominio del problema como un conjunto de operaciones que interactúan; bajo la 
óptica que ve el software, como un conjunto de estructuras de datos que se mantienen y 
observan, se ve también el dominio del problema como un conjunto de “entidades” con 
atributos y relaciones a ser representados en el software; etc..  Si el paradigma utilizado 
para su especificación, permite además “razonamiento”, es posible, además,  deducir 
propiedades del problema no especificadas directamente, pero implícitas en las 
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especificadas. 
La tendencia moderna en la elaboración de software, como en el caso de el desarrollo de 
software orientado por objetos, es hacer que la forma del software mimifique la forma del 
problema.  Esto convierte al modelo del conocimiento del problema en el modelo inicial del 
software mismo y en el modelo de mayor importancia del análisis desde la óptica del diseño 
(por lo que con frecuencia es considerado de diseño). 
En el transcurso del trabajo se describe en detalle, para cada paradigma expuesto, los 
modelos de conocimiento que el paradigma fundamenta. 
4 2 Modelos del Diseño. 
El objeto de la fase de diseño es el de concebir, previo a la construcción, las características 
del paquete de software (definir como va a ser antes de hacerlo).  El diseño debe garantizar 
que el software reproduzca el comportamiento establecido en el análisis.  Aquí el énfasis no 
es en como debe comportarse sino en como ha de ser el software (por “dentro”) .  El 
comportamiento del software, ya establecido, se constituye en un conjunto de restricciones 
para el diseño.  Aunque el diseño tiene diversas acepciones según los métodos de 
desarrollo, puede decirse que sus modelos tienen la características fundamentales 
siguientes: 
 Adiciona a los modelos del análisis, elementos relacionados con la estrategia de uso de 
la plataforma de implantación (elementos del dominio de la solución al problema y del 
lenguaje). 
 Los modelos se especifican en el lenguaje del marco conceptual bajo el que se concibe la 
solución. 
 Son el producto de labores que involucran decisiones fundamentales sobre la forma del 
software (la forma de la solución) 
La elaboración de los modelos del diseño, es motivada por diversos factores, entre los que 
son relevantes los siguientes 
 Permiten analizar varias alternativas de implementación, y corregir decisiones erradas 
antes de pasar a la elaboración del software.  El diseño es, en consecuencia, un proceso 
fundamentalmente iterativo de creación y evaluación de alternativas.  Esto implica 
también que los modelos de diseño deben ser mas simples que los programas mismos, 
por lo que deben orientarse a describir solo sus características fundamentales. 
 Permiten controlar explícitamente las características del paquete de software, guiando su 
construcción.  Estas características, que definiremos mas adelante, son las que controlan 
la legibilidad, mantenibilidad, reutilizabilidad y corrección del código.  En otras 
palabras, en el diseño se determina la “calidad” del paquete de software. 
 Permiten conocer  las características del paquete de software, por lo que se constituyen 
en la guía necesaria para localizar sus problemas y darle mantenimiento. 
Los lenguajes de programación, no son en general adecuados para describir el diseño del 
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software.  Esto se debe fundamentalmente, a que ellos tienden a (y en general requieren) 
describir el programa en detalle.  Un programa, ya escrito en un lenguaje de programación, 
puede estar compuesto por miles de “líneas de código”.  El escribir otras alternativas y/o 
corregir errores para programas ya “escritos”, necesita en consecuencia, gran cantidad de 
esfuerzo.  Por otro lado estos lenguajes, no describen explícitamente las características 
“generales” del software que son el objeto fundamental del diseño. 
Las diferentes metodología de diseño, tienen “lenguajes” propios para la descripción y/o 
“especificación” del software.  Estos lenguajes aunque cambian con el paradigma en que se 
fundamentan (y que pueden ser, simbólicos o gráficos o enfatizar un aspecto diferente en 
cada metodología), son todos de alta “expresividad”.  Esto quiere decir que ellos 
“expresan” mucho con pocos elementos lingüísticos.  Su expresividad se fundamenta, no en 
que sus elementos contengan gran cantidad de información, sino en que ellos se asocian a la 
información previamente poseída por el lector. Son pues, en principio, lenguajes de 
comunicación entre entidades “inteligentes” (diseñador - diseñador, diseñador - 
programador).  Es obvio que el lenguaje natural, de gran expresividad, juega un papel de 
vital importancia en el diseño.  Durante el trabajo se hará especial énfasis en que, en 
general, la imposibilidad de describir verbalmente el diseño (lo que supone baja 
correspondencia entre los elementos del problema y los elementos del software), es un 
índice de un diseño de baja calidad. 
Los modelos que soportan las tres características que soportan el diseño, no necesariamente 
son los mismos.  Por ellos los modelos de diseño cambian según la fase para la que se usen, 
siendo lo normal el desechar los modelos de alternativas no utilizadas (o llevarlos a 
“bancos” de modelos), y el transferir parte de las especificaciones del diseño “constructivo” 
al software mismo, preservando para su posterior uso solo un subconjunto de ellos. 
4 2 1 Refinamiento progresivo / Diseño preliminar y detallado. 
El diseño procede de lo general a lo particular.  En el diseño, el software se concibe 
primero, identificando (y/o definiendo sus elementos constituyentes “mayores”, para luego, 
de forma recursiva, proceder al diseño de cada uno de dichos elementos. 
Los elementos constituyentes del software, son básicamente las operaciones y los conjuntos 
de información (o “datos”), que constituyen los objetos con o sobre los que se llevan a cabo 
las operaciones.  Los métodos mas clásicos de diseño, se orientan ya sea al diseño de las 
operaciones o al diseño de los datos, considerando el otro elemento como dependiente.  El 
método moderno de diseño “orientado al objeto”, se orienta al diseño simultáneo de datos y 
funciones por medio de las entidades abstractas “objeto”. 
Los elementos constituyentes, deben poder definirse sin necesidad de identificar sus propios 
componentes.  Esta definición puede basarse, ya sea en un lenguaje especifico a una 
metodología, en un lenguaje derivado de la lógica, o en un lenguaje natural.  En todo caso 
para las funciones se debe indicar su comportamiento (que hacen)  y para los grupos de 
datos se debe indicar su significado (que son). 
Luego de que los elementos componentes se identifican y definen, se procede a diseñarlos 
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identificando y definiendo sus propios componentes.  Este procedimiento de diseño y 
descripción recursiva del software, se denomina “refinamiento progresivo”. 
En las etapas iniciales del diseño, se trata de concebir los elementos en “abstracto”.  Ellos 
se definen y describen sin tener en cuenta las limitaciones y particularidades del lenguaje de 
programación o bases de datos con los que han de “implementarse”.  Para los datos, no se 
definen tipos de variables, formas de representación o estructuras internas de 
almacenamiento. Para las funciones, no se indican los detalles procedimentales “internos”.  
El diseño puede dividirse en una etapa preliminar o “prediseño” , en la que se definen de 
forma “abstracta” los elementos de nivel superior, y en una etapa posterior o “diseño 
detallado”, en la que se determina la implementación y se diseñan los elementos de mas 
bajo nivel. 
5 Etapas del Desarrollo de Programas. 
El desarrollo de una pieza de software es un proyecto que debe ser planeado, ejecutado, 
evaluado y controlado.  En todos los campos el éxito o fracaso de un proyecto, depende en 
gran medida de su correcta gestión.  La gestión, debe manejar los recursos humanos y 
financieros,  delimitar los alcances técnicos y económicos, planear la contratación de 
personal y la adquisición de equipo, definir una secuencia de etapas de desarrollo con 
objetivos específicos y mecanismos de control en cada etapa, etc.  Se debe estar en 
particular seguros de que el proyecto es económica y técnicamente viable y que los 
procedimientos a seguir durante el desarrollo sean los adecuados. 
A pesar de que en este trabajo no se trata de forma explícita el tema de la gestión del 
desarrollo de software, es importante hacer una breve referencia a la problemática de la 
definición, seguimiento y control de las etapas de un proyecto de desarrollo. 
Tradicionalmente, las etapas de desarrollo siguen la secuencia lógica existente entre los 
modelos de la Ingeniería del Software.  Se prescribe así, una etapa para el análisis, cuyos 
productos son los modelos del análisis, una etapa para el diseño, cuyos productos son los 
modelos del diseño, una etapa para la construcción, cuyos productos son el programa 
mismo, una etapa para las pruebas, cuyo producto es el programa operando correctamente, 
y, por último, una etapa para el “mantenimiento”, cuyo producto es el programa mejorado.  
Este plan de proyecto se denomina actualmente el “ciclo de vida clásico”. 
El ciclo de vida clásico, sin embargo, rara vez se cumple.  Esto debido a que, a pesar de que 
existe una secuencia lógica implícita entre los modelos del desarrollo, estos normalmente 
no se pueden elaborar completos en una secuencia estricta.  Esto se debe a varias razones, 
entre ellas algunas las siguientes: 
 Las mayor parte de las pruebas se efectúan junto con la elaboración de los programas y la 
manera de hacerlas se concibe conjuntamente con el diseño. 
 El punto donde acaba el diseño y comienza la construcción, no es claramente definido. 
 Las componentes de tamaño “reducido”, se diseñan simultáneamente con su 
construcción. 
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 Es frecuente que la concepción de la solución mas adecuada al problema, no sea posible 
sin efectuar ensayos con productos terminados. Esto obliga a construir primero 
programas “prototipos”, que representan los aspectos fundamentales de la solución 
software y luego con base en estos prototipos ( o con base en la información que de ellos 
se obtuvo ), construir la versión “definitiva” del producto. 
 Los alcances y objetivos, deben ser establecidos con base en un análisis de los costos y 
beneficios asociados al proyecto. Esto implica que conjuntamente con la concepción de 
la solución, que es la que determina los beneficios, se efectúen diseños preliminares, con 
base en los cuales se determinan los costos. 
En conclusión, las etapas mismas del desarrollo, deben establecerse cada vez, como parte 
del plan de trabajo del proyecto y están íntimamente ligadas al tamaño y a las características 
de este.  La tendencia moderna, apoyada por el progreso de los lenguajes de programación y 
por la automatización de los procesos involucrados en el desarrollo, es la de “Analiza un 
poco, diseña un poco y programa un poco” [Booch 91], en un proceso de desarrollo 
“incremental e iterativo” [idem], en el que se construyen modelos del software 
progresivamente, hasta tener al final, todos los modelos completamente terminados
46
.  Las 
etapas de desarrollo corresponderían, en este contexto, con versiones del software que se 
elaboran en ciclos rápidos, que se repiten para pasar de una versión a otra, y en las que solo 
en la etapa inicial se parte de un software inexistente [Jacobson 92]. 
                                                 
46
 En opinión del autor, todos los modelos son necesarios y deben construirse formalmente 
independientemente si el desarrollo es bien ordenado, como lo demanda un gran proyecto, o si es “caótico”, 
como usualmente ocurre en el desarrollo de aplicaciones pequeñas. 
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     Capítulo 
4: Principios. 
 
1 Introducción 
Al mirar el panorama de los lenguajes de programación y métodos de desarrollo de 
software, es posible identificar una serie de principios motores del desarrollo de estos 
lenguajes y métodos.  Estos principios no son otros que los que la inteligencia usa para 
comprender y actuar sobre la complejidad del mundo.  Sin ellos, anota Booch [Booch 91], 
“..es poco probable que se pueda controlar la complejidad de los problemas que tenemos 
en nuestras manos..” 
47
. 
Estos principios, considerados por Booch la base del paradigma objetual, son aplicables al 
problema general de la concepción y caracterización de los lenguajes
48
.  A continuación se 
presenta una visión de estos principios, desde la óptica de los lenguajes de programación. 
2 Modularidad 
Las múltiples sensaciones que provienen del mundo, son interpretadas por nuestro aparato 
cognitivo, a través de procesos de agrupamiento que nos permiten reconocer elementos 
individuales o “cosas”, con las que nos relacionamos considerándolas como un todo.  En las 
cosas reconocemos “propiedades”, que no son otra cosa que una clasificación, en grupos 
“cualitativamente” diferentes
49
 (v.g. color, dureza, forma etc..), de las diferentes 
sensaciones que conforman dicha cosa
50
. 
Podemos reconocer, además, que las cosas están “compuestas” (y “componen”) a otras 
cosas, formando una jerarquía de niveles de composición (y descomposición) en la que 
aparecen objetos cada vez mas “complejos” (y cada vez mas “simples”).  La generalización 
de este concepto de descomposición y composición progresiva, nos hace preguntarnos por 
la existencia de la cosa mas “simple” (el átomo), y la existencia de la cosa más compleja (el 
                                                 
47
 Traducción libre del autor. 
48
 Son principios motores de la filosofía y ciencias y aplicables al desarrollo de lenguajes, en la medida en que 
con estos se acerquen más a lenguajes para la descripción y razonamiento sobre el mundo. 
49
 Propiedades que son notadas, además, por que ellas ocurren de diferente manera en diferentes objetos, así 
los colores cambian, y hay objetos suaves y objetos ásperos.  Si la “misma” propiedad, no ocurriera de 
diferente forma, probablemente no sería percibida.  
50
 Bajo esta óptica, las cosas son como diría Sartre “El conjunto de sus manifestaciones” 
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universo). 
La modularidad ha jugado un papel determinante en el desarrollo de lenguajes y 
metodologías de programación.  Así, desde que los programas se escribían en lenguaje de 
máquina, grupos de instrucciones que llevaban a cabo una operación específica (v.g. 
multiplicar dos números), eran recolectados como un todo (o “compilados”), para ser 
copiados en el lugar del programa en que se requería dicha operación.  Modernamente todos 
los lenguajes proveen mecanismos de agregación de instrucciones y/o datos que le permiten 
al programador manipular el agregado como un todo.  La modularidad y la descomposición 
progresiva son, además, base de prácticamente toda propuesta metodológica; así, si, el foco 
del método son las operaciones, estas se descomponen en operaciones mas elementales, si 
el foco del método son los datos, estos se descomponen en datos mas elementales, etc.. 
En este trabajo, se presentarán primero los elementos de los lenguajes, a un cierto nivel 
elemental (en el que ellos son los átomos), y se presentarán luego las varias formas o 
“paradigmas” con los que ellos se agregan. 
3 Relación  
Las partes que conforman un todo se juntan o “relacionan” entres sí, de muchas posibles 
formas.  Una de ellas es la jerarquía de composición misma (que compone a que), pero 
existen otras muchas formas de relacionarse, que reconocemos y expresamos.  Existen por 
ejemplo relaciones espaciales (que esta al lado de que), relaciones de semejanza (que es 
como que), relaciones que aparecen en la manipulación de las cosas (que se usa para hacerle 
esto a aquello), relaciones temporales (que ocurre antes que), de causa efecto (cuando 
ocurre esto ocurre aquello), de intercambio (que recibe esto de aquello),…. ,y relaciones 
que son simplemente “relaciones” (esto se relaciona con aquello). 
Para el correcto funcionamiento de un programa de computador, es vital el establecer de 
forma correcta las relaciones entre sus partes.  Estas relaciones son de muy diversos tipos, 
incluyendo jerarquías de composición, precedencia en la ejecución, intercambio de datos, 
relaciones de uso, de generalización etc..  Los paradigmas de agregación de las partes de un 
software, se basan precisamente en definir y establecer estas relaciones, por lo que serán 
estudiadas en detalle a lo largo del trabajo. 
4 Definición 
La modularidad sería poco útil, si no pudiéramos convenir en hacer referencia a un todo 
complejo sin hacer referencia a las partes que lo componen.  La definición y la modularidad 
son la base de la construcción de los conceptos, y el instrumento que hace efectiva y 
posible, la comunicación entre las personas.  La definición se fundamenta en acuerdos que 
asocian “significados” a símbolos, para que puedan ser usados en el contexto del lenguaje.  
El efecto de la recepción del símbolo, es el de “despertar” o hacer referencia al significado 
previamente establecido. 
Es a través de definiciones que se introducen símbolos para hacer referencia a nuevos 
elementos, en los lenguajes de programación (usualmente a agregados).  Estos símbolos 
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podrán, posteriormente, ser utilizados para hacer referencia al elemento (por ejemplo en la 
construcción de otros elementos).  El programa mismo se utiliza, en efecto, haciendo 
referencia al símbolo que lo representa. 
5 Abstracción 
Por medio de la abstracción podemos reducir la complejidad de los elementos del mundo, 
enfocando nuestra atención solo en sus aspectos “relevantes”
51
.  La extracción de estos 
elementos (o la supresión de los “irrelevantes”), genera un objeto idealizado o “abstracto” 
(y como tal inexistente), cuyas propiedades podemos especificar y manipular mas 
fácilmente.  La especificación de estas propiedades se convierte, entonces, en un “modelo” 
del objeto original.  El proceso de abstracción puede, por supuesto, aplicarse también a un 
objeto abstracto para obtener otro objeto aun mas abstracto.  Por el mecanismo de la 
definición podemos, además, asociar símbolos a los objetos abstractos, para, como se indica 
mas adelante, permitirle al lenguaje el hacer referencia a objetos existentes, o inexistentes 
pero “plausibles”. 
Al realizar el proceso de abstracción sobre objetos diferentes es posible, además, que nos 
encontremos que el objeto resultante es el mismo.  La abstracción es entonces modelo de 
conjuntos de objetos y puede, por tanto, usarse para referirse a dicho conjunto. 
La abstracción es clave en la construcción de programas, un programa es, en efecto, un 
modelo de los procesos computacionales que de él se derivan.  El proceso de abstracción 
(junto con el de clasificación), es el que permite la construcción de subprogramas, tipos de 
datos, clases y en general, de muchos de los elementos de los lenguajes modernos.  A su 
utilización en el contexto de los lenguajes haremos continuamente referencia en el trabajo. 
6 Clasificación. 
La abstracción nos permite clasificar las cosas, encontrando lo que tienen de igual cosas 
diferentes.  La abstracción define, en efecto, grupos de clasificación o “categorías”, 
asociando a una abstracción todas aquellas cosas que tienen las propiedades seleccionadas 
por la abstracción (o sea todas aquellas cosas que al aplicarles la abstracción, conducen a la 
misma abstracción a la que se asocia la categoría). 
Al asociar las categorías con símbolos, por el proceso de la definición, construimos los 
elementos básicos del lenguaje.  Con el lenguaje hacemos referencia a los objetos del 
mundo, acotando el conjunto de cosas asociadas a las categorías a la que pertenecen los 
objetos, por medio de uno (o varios) símbolos pertenecientes a las categorías de las 
propiedades suprimidas de los objetos en el proceso de abstracción.  Así si al símbolo 
“caballo”, que se asocia a una categoría, unimos los símbolos “blanco” y “que corre 
rápido”, pertenecientes a las categorías de las propiedades suprimidas al formar la 
abstracción a la que se asocia “caballo”, obtenemos una construcción del lenguaje que 
“denota” un objeto específico del mundo.  Si, por otro lado, al símbolo que se asocia a la 
                                                 
51
 Que no son los mismos para todos los observadores. 
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categoría, se le unen símbolos que se asocian con otros elementos de las categorías a las que 
pertenecen las propiedades suprimidas, pero que no son poseídas por ninguna de los objetos 
del mundo, entonces podemos “connotar”, en el lenguaje, una cosa inexistente pero 
“plausible”.  Por ejemplo al unir a “caballo”, el elemento “verde” de la categoría de los 
colores (a la que pertenece el “blanco”), connotamos un objeto inexistente “el caballo 
verde”, pero plausible
52
. 
La abstracción y definición se usan continuamente en los lenguajes de programación para 
crear elementos generalizados (o “plantillas”) sobre grupos de elementos específicos, 
substituyendo por “parámetros” aquellos propiedades que los hacen específicos.  Estas 
plantillas son luego utilizadas para crear elementos específicos, restableciendo los 
parámetros a uno de sus valores específicos.  Esta plantilla se puede construir, además, sin 
hacer referencia explícita a todos los elementos del grupo que generaliza (o sea sin que haya 
necesidad de definirlos previamente).  Se crea así un mecanismo que permite crear 
elementos nuevos en el lenguaje, cada vez que se necesiten, simplemente “connotándolos” 
a través de la plantilla. 
 
                                                 
52
 La distinción entre el “denotar” y el “connotar” es referida de Kant en [Marx 68]. 
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Capítulo 5: Valores. 
 
 
7 Introducción. 
Las actividades del computador son básicamente de gestión de datos e información.  En un 
proceso de cómputo, ocurren acciones de recepción, almacenamiento, transformación y 
entrega de datos.  Las acciones específicas que se llevan a cabo en cada proceso, son 
definidas y controladas por el programa asociado a este.  Dicho programa determina que 
datos entran, cuales se almacenan, que transformaciones se llevan a cabo y por último que 
información es producida como resultado del proceso. 
Los programas hacen, en consecuencia, referencia explícita o implícita a los datos 
involucrados en los procesos que determinan.  Estas referencias, son de forma individual (a 
un solo dato) o colectiva (a un grupo de datos), según sea la acción que se esté definiendo y 
las características del lenguaje en que esté escrito el programa. 
La gran mayoría de los lenguajes ofrecen construcciones gramaticales para hacer referencia 
explícita a los valores del proceso, constituyéndose en los términos del programa.  Estos 
valores se constituyen, entonces en la semántica de dichas construcciones (o al menos en 
parte de su semántica).  En algunos lenguajes, las referencias a los valores que manipulan 
son implícitas, por lo que no poseen términos. 
En este capítulo, se estudian los conceptos de valor y tipo de valor, se presentan los tipos de 
valor comúnmente ofrecidos por los lenguajes, se presentan los tipos de términos que 
suelen ser ofrecidos por los lenguajes, y se indica, por último, la manera de referirse a los 
valores de forma implícita (como es un lenguaje sin términos). 
8 Valores. 
A los datos o elementos de información manipulados en un proceso nos referiremos con el 
nombre de “valores del proceso” o simplemente “valores”. 
Definición:  
Valor: Dato o grupo de datos manipulados en un proceso. 
Un valor, puede estar compuesto por un solo ítem o por varios ítems de dato.  A los 
compuestos por un solo ítem, nos referiremos como “valores escalares”.  A los compuestos 
por varios ítems nos referiremos como “valores agregados”. 
____________________________________________________________________________ 
Ejemplo 1: 
Son valores escalares los siguientes: 
145.3  
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34999998988 
p 
true 
9.e50 
Son valores agregados los siguientes: 
{3,7,9,4} 
{38,1.77,350000.,Jose Rojas} 
____________________________________________________________________________ 
9 Tipos de valor 
Los valores involucrados en un proceso, se almacenan en la memoria del computador, bajo 
una representación específica (basada en dígitos binarios), y participan en conjuntos 
específicos de operaciones.  No todos los valores, sin embargo, se almacenan de igual 
manera ni pueden participar en los mismos tipos de operación.  A este efecto, los lenguajes 
de programación, clasifican los valores en diversos “tipos de valor”.  Los valores de un 
mismo tipo, se almacenan de igual manera y pueden participar en el mismo tipo de 
operaciones durante el proceso. 
Definición: 
Tipo: Un tipo es un conjunto de valores a los que se asocia una forma específica de 
almacenamiento y sobre los (o con los) cuales se pueden efectuar un conjunto 
específico de operaciones. 
Todos los lenguajes ofrecen un conjunto predefinido de tipos escalares y agregados, bajo 
diversas representaciones, que cubren diferentes tipos de dato, y diferentes “rangos de 
valor” y “precisiones”.  El lenguaje C ofrece, por ejemplo, datos alfabéticos y aritméticos, 
entre los aritméticos hay “flotantes” y “enteros”, y entre los enteros hay enteros “cortos” 
que permiten representar enteros en el rango {-32768 a 32767},y enteros “largos” que 
permiten representar enteros en el rango {-2147483684 a 2147483647}. 
Algunos lenguajes ofrecen, adicionalmente, construcciones gramaticales que le permiten al 
programador definir tipos nuevos.  En PASCAL es posible, por ejemplo, definir un nuevo 
tipo que comprenda solo los enteros entre el 1 y el 10. 
A los tipos predefinidos en el lenguaje los referiremos como “tipos nativos” del lenguaje, a 
los que define el programador los referiremos como “tipos definidos en el programa”, o 
simplemente “tipos definidos”. 
Nótese que todo valor manipulado en un programa debe ser representado, almacenado y 
operado de alguna manera definida por el lenguaje.  La definición de la manera como un 
valor se manipula implica su asociación con un Tipo de Valor (conformado por todos los 
que se representarían almacenarían y operarían de esa manera); no existen en consecuencia 
lenguajes atipados bajo la definición de tipo arriba presentada.  Algunos lenguajes 
obligan al programador a “declarar” el tipo de los valores que el programa manipula, para 
chequean (o restringir) durante la traducción, que las operaciones en que se involucren sean 
válidas para los valores del tipo seleccionado.  Estos lenguajes se denominan “fuertemente 
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tipados”. Algunos lenguajes, en contraste, asignan ellos mismos el tipo que le corresponde 
a los valores que se manipulan en el programa y tienen poco control sobre su participación 
en operaciones invalidas o que puedan generar incorrecciones en ejecución debidas a su 
tipo.  Estos lenguajes son denominados “débilmente tipados”.  En donde sea pertinente, se 
hará referencia a las implicaciones de dicha orientación de los lenguajes. 
10 Datos del problema y Datos del programa 
Los valores del lenguaje son utilizados en los programas para representar la información del 
dominio del problema.  Los valores ofrecidos en un lenguaje, sin embargo, no cubren todos 
los elementos de dato que pueden ocurrir en los problemas.  La representación que se haga 
de ellos en el programa será, en consecuencia, aproximada. 
La validez de esta aproximación, y de los resultados que con ella se obtengan, estará 
determinada por el carácter de los datos involucrados en el problema, y por el tipo de los 
valores que se utilicen para representarlos.  Los tipos ofrecidos por el lenguaje, son, 
entonces, un factor primario para su orientación.  Así, un lenguaje que no ofrezca valores 
que puedan representar adecuadamente los números reales, podrá difícilmente usarse en la 
solución de problemas científicos, y un lenguaje que no ofrezca valores que puedan 
representar adecuadamente el dinero, no debería ser usado en la solución de problemas 
financieros. 
Aun cuando cada lenguaje determina sus tipos, estos corresponden con modelos genéricos 
que se repiten en los diferentes lenguajes.  Estos modelos corresponden tanto a diferentes 
tipos de datos en el problema (v.g. numéricos y alfabéticos), como a diferentes formas de 
representación interna en el computador para los valores del tipo (v.g. enteros “cortos” y 
enteros “largos”). 
A continuación, se presentan los tipos escalares usualmente ofrecidos por los lenguajes, 
clasificándolos por el tipo de datos.  En la discusión se hace énfasis en las limitaciones de 
cada tipo frente a los datos del problema, sin que se entre a describir en profundidad, la 
representación interna de los valores del tipo (su implementación).  Los tipos agregados se 
tratan en la Parte IV del presente trabajo. 
11 Tipos Escalares Ordenados y Lineales. 
Todos los valores escalares se almacenan en el computador como una secuencia de dígitos 
binarios, ocupando una o varias unidades de almacenamiento consecutivas en una memoria. 
 Si aceptamos que el número de unidades de almacenamiento disponibles para los 
miembros de un tipo, es limitado (al menos por el tamaño de la memoria), podemos 
concluir que todo tipo es isomorfo con un subconjunto finito de los números enteros.  En 
consecuencia los valores de un tipo escalar cualquiera, forman un conjunto lineal y 
ordenado.  Esto significa que para un valor dado, es siempre posible establecer si es mayor, 
menor o igual a otro valor del mismo tipo, y es posible establecer, además, cual es el valor 
siguiente en el tipo, y cuantos valores hay antes que él. 
No es posible entonces representar todos los valores de un conjunto como el de los números 
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reales, que a pesar de ser ordenado, siempre tiene un número infinito de elementos entre dos 
elementos cualesquiera del conjunto.  En otras palabras hay intervalos en los reales cuyos 
valores no son representables por miembro alguno del cualquiera de los tipos de datos 
ofrecidos por los lenguajes de programación. 
12 Declaraciones de Tipo. 
En la mayoría de los lenguajes, el programa determina cuales de entre los diferentes tipos 
disponibles, serán usados para representar los datos del problema.  Los tipos a ser usados se 
determina de una de las maneras siguientes: 
 Con los lenguajes tipados (v.g.  PASCAL y C), en el programa se indica, de forma 
explícita, cuales son los tipos seleccionados.  Esto se hace por medio de construcciones 
específicas del lenguaje, con las que se “declara” en el programa, los tipos de las 
variables, constantes y funciones que utiliza.  En este caso el programa opera siempre 
con valores de los tipos seleccionados, y tiene la posibilidad de controlar durante la 
traducción (si es fuertemente tipado), que las operaciones en que se involucran sus 
valores sean válidas para los miembros de su tipo, y que no se efectúen operaciones en 
las que se produzcan pérdidas de precisión, y durante la ejecución, que los datos que 
ingresan sean del tipo correcto.
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 En los lenguajes atipados (v.g. APL, SMALTALK), el programa determina de forma 
implícita el tipo de los valores que utiliza.  Esto se efectúa través de asignación 
automática de tipos a las constantes, valores que ingresan, y resultados de las 
operaciones, siguiendo reglas predefinidas en el lenguaje.  En este caso el programa 
puede operar con valores de diversos tipos, pero no tiene la posibilidad de chequear 
antes de la ejecución, que estos se involucren en operaciones correctas y que no se 
produzcan perdidas de precisión.  Algunos de estos chequeos se efectúan en ejecución 
interrumpiendo el proceso cuando los problemas ocurren. 
 En algunos lenguajes, (v.g. MATEMATICA, COBOL y ADA) el programa puede 
especificar de forma explícita, al “declarar” sus variables, constantes y funciones, de tipo 
aritmético, la precisión y/o el rango de los valores que representan.  Con esto, en lugar de 
acogerse a uno de los tipos ofrecidos por el lenguaje, ellos trasladan al lenguaje, la 
responsabilidad de seleccionar una representación para los valores, que garantice los 
requerimientos solicitados
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13 Tipos Declarados. 
En los lenguajes que le permiten al programador definir tipos distintos a los nativos, se 
proveen construcciones gramaticales para “declarar tipos”.  Estas construcciones, además 
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 Con este tipo de lenguajes, el programador expresa mejor las intensiones o “semántica” del programa, 
evitando su uso con datos incorrectos. 
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 Pagando el precio de quem los traductores sean mas complejos y los programas mas lentos. 
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de asociar un rótulo de identificación para el nuevo tipo, proveen un medio para la 
definición de sus elementos.  Esta definición se basan en uno de los métodos siguientes: 
 La simple enumeración de los miembros del tipo. 
  
____________________________________________________________________________ 
Ejemplo 2: 
La instrucción PASCAL siguiente: 
type coloresprimarios: { Amarillo, Azul, Rojo } 
Enumera los miembros del tipo “coloresprimarios”. 
____________________________________________________________________________ 
 La selección de un subconjunto entre los miembros de un tipo nativo existente. 
____________________________________________________________________________ 
Ejemplo 3: 
La instrucción Pascal siguiente: 
type Indice [1..10] 
Define un nuevo tipo sobre el tipo nativo Integer. 
____________________________________________________________________________ 
 La definición de una “regla de conformidad”, que permite validar si un dato pertenece o 
no al tipo. 
 
____________________________________________________________________________ 
Ejemplo 4: 
La instrucción C siguiente: 
Typedef DosInt Structure { int a; int b } 
define que cualquier par de elementos del tipo entero conforma al tipo ”DosInt”. 
____________________________________________________________________________ 
14 Referencias a los valores del proceso. 
Para poder indicar manipulación alguna de los valores del proceso, el programa debe tener 
mecanismos para referirse a dichos valores.  Estas referencias se hacen ya sea de forma 
explícita a través de los términos del programa, o de forma implícita a través de el uso de 
una estructura específica de localización de datos. 
El estado del proceso, visto desde la óptica del programa, estará determinado por el valor de 
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los elementos de dato a los que el programa tiene acceso, a través de sus mecanismos de 
referencia, independientemente del valor almacenado en las memorias del computador.  
Para los lenguajes donde se hacen referencias explícitas a los valores del proceso, el estado 
estará determinado, entonces, por el valor de sus términos, para los lenguajes donde las 
referencias son implícita, el estado será determinado, entonces, por el valor de los datos 
colocados en la estructura de referencia. 
En los subnumerales siguientes se discuten estas dos opciones. 
14 1 Términos. 
La gramática de la mayoría de los lenguajes ofrece construcciones cuya semántica es (o 
incluye) la de representar un valor en el programa.  A este significado denominaremos los 
“términos” del programa.  Es factible que en algunos lenguajes, existan construcciones que 
además de representar un valor (o sea constituir un término), indiquen la aplicación de una 
función y la reasignación de una variable.  Se asocian con términos construcciones como la 
que se muestran a continuación. 
14 1 1 Literales 
Un valor de un tipo cualquiera puede indicarse explícitamente en el programa por medio de 
literales . 
Los literales son construcciones definidas en la gramática, usualmente como secuencias de 
caracteres, para representar un valor específico de un tipo.  Cualquier aparición del literal 
representará siempre el mismo valor. 
 
____________________________________________________________________________ 
Ejemplo 5: 
En las instrucciones hipotéticas: 
a <= 3.54 
Nom <= “Luis Restrepo” 
Los valores representados por los literales “3.54” y “”Luis Restrepo””, son 
asignados a las variables a y Nom respectivamente. 
____________________________________________________________________________ 
La gramática de los literales puede ser, sin embargo, idéntica para tipos diferentes.  Este es, 
por ejemplo, el caso. de los varios tipos Enteros o Reales  (de precisiones y rangos 
diferentes) o de los Reales de Punto Fijo, Flotantes y Fraccionarios.  Para ellos los lenguajes 
proveen reglas específicas para definir el tipo de los literales (aun cuando en algunos casos 
estas no sean explícitas). 
____________________________________________________________________________ 
Ejemplo 6: 
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A continuación se muestran algunas de las reglas usadas en el lenguaje C: 
 Un literal numérico sin punto será considerado de alguno de los Tipos Entero 
 Si tiene punto o exponente, de alguno de los tipos Reales de punto flotante. 
 Dentro de los posibles tipos Enteros o Reales de punto flotante, se seleccionará para 
el literal el de menor rango que contenga el valor que este representa. 
 Es posible forzar un literal Entero al tipo Entero Largo colocando al final del literal 
la letra l. 
____________________________________________________________________________ 
14 1 2 Rótulos o “Identificadores”: 
Una valor puede ser indicado por medio de un nombre de “identificación”, con el que ha 
sido previamente asociado ( ver “Abstracción de Valores” ).  El rotulo representará ya sea 
un valor que puede cambiar durante el proceso, en cuyo caso lo llamamos “variable”, o un 
valor que no puede cambiar durante el proceso, en cuyo caso lo llamamos “constante”
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. 
____________________________________________________________________________ 
Ejemplo 7: 
La instrucciones: 
c <= a + b; 
suma los valores asociados con los identificadores “a” y “b” y asocia el resultado con 
el identificador “c”. 
____________________________________________________________________________ 
14 1 3 Expresiones: 
Una expresión (aritmética o lógica ) representa el valor resultante de su evaluación.  En este 
caso la semántica de la construcción indica también la aplicación de una función por lo que 
se asocia también a una operación. 
____________________________________________________________________________ 
Ejemplo 8: 
En las instrucciones: 
a <= 3.4+2. 
c <= a+b 
Se asignan a las variables a y b los valores  resultantes de evaluar las  expresiones { 
3.4+2. } y { a+b } respectivamente. 
____________________________________________________________________________ 
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 Esta acepción difiere de la de la lógica en que allí una constante representa un valor especifico, y una 
variable representa a uno cualquiera de un conjunto de valores.  El valor (o valores) que representan los 
rótulos, no cambian dentro de su alcance. 
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14 1 4 Función: 
La evocación de una función, representa al valor producto de su evaluación. 
____________________________________________________________________________ 
Ejemplo 9: 
En la instrucción: 
a <= Seno(p/2) 
Se asigna el valor { 1 } a la variable { a } 
____________________________________________________________________________ 
14 1 5 Indirección: 
Una dirección de memoria puede ser usada para representar obtener el valor allí 
almacenado.  Dicha operación se denomina “indirección”. 
____________________________________________________________________________ 
Ejemplo 10: 
En las instrucciones: 
a <= *b 
c <= **d 
se asigna a la variable a el valor contenido en el lugar al que “apunta” la dirección que 
representa b y se asigna a la variable c el valor  contenido en el lugar al que “apunta” la 
dirección contenida en el lugar al que “apunta” d. 
____________________________________________________________________________ 
14 2 Referencias implícitas 
En algunos lenguajes como el FORTH, no es necesario se usan términos para referirse a los 
valores del proceso.  Un proceso se soporta sobre una estructura de datos predefinida, y sus 
operaciones se llevan por defecto sobre elementos específicos de la estructura, siguiendo 
reglas preestablecidas por el lenguaje. 
____________________________________________________________________________ 
Ejemplo 11: 
(Tomado de [James 80]) 
Las siguientes instrucciones del lenguaje FORTH: 
 DUP DUP 
 * * 
Obtienen el cubo de el primer valor en una “pila”, substituyendo dicho valor por su 
cubo.  Nótese que las dos primeras instrucciones “DUP” y “DUP”, solo modifican el 
contenido de la “pila” (duplicando el de arriba), mientras que las dos siguientes 
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(“*”,”*”) indican  tanto la aplicación de una función como la modificación del 
contenido del “pila”. 
____________________________________________________________________________ 
15 Tipos escalares 
A continuación se presentan los tipos escalares usualmente ofrecidos por los lenguajes de 
programación. 
Para cada uno de ellos se ejemplifica la conformación de posibles literales para representan 
sus valores (si existen) y, de ser el caso, se hace referencia a su capacidad para representar 
los datos del dominio del problema .  Las operaciones en las que se involucran serán 
referidas en el capítulo siguiente. 
15 1 Boleano: 
Lo conforman dos valores que representan los valores lógicos “cierto”, “falso”.  Los 
literales correspondientes son usualmente derivados de las palabras en inglés “true” y 
“false”.  
 
____________________________________________________________________________ 
Ejemplo 12: 
Una expresión para describir los literales boleanos podría ser la siguiente: 
“TRUE.”|”FALSE.” 
donde las comillas encierran las secuencias de dígitos que identifican a cada valor del 
tipo y las barras verticales indican las alternativas (operador “o”). 
____________________________________________________________________________ 
Algunos lenguajes (v.g. C) no implementan explícitamente el tipo boleano, sino que 
utilizan (con algunas ventajas) los valores “1” y “0” del tipo entero para representarlo. 
15 2 Caracter: 
Lo conforman valores que representan las letras del alfabeto, los dígitos, los signos de 
puntuación y cualquier otro símbolo que pueda estar contenido en un texto (que tenga 
representación gráfica).  Ellos se involucran en operaciones escritura y de comparación de 
caracteres (v.g. para un ordenamiento) 
____________________________________________________________________________ 
Ejemplo 13: 
Una expresión para describir literales tipo Caracter podría ser la siguiente: 
“a”|”b”|.. |”A”|”B”|..    |”1”|”2”|..   |”,”|”)”|..  
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____________________________________________________________________________ 
En algunos lenguajes (v.g. FORTRAN) el tipo “Character” pueden contener mas de un 
símbolo. En este caso, el tipo equivale al tipo agregado “String”. 
15 3 Tipos aritméticos 
Los tipos cuyos valores se orientan a representar valores numéricos, son denominados tipos 
“aritméticos”, y sus miembros pueden ser usados en “expresiones aritméticas”. 
15 3 1 Precisión y Rango. 
De especial importancia para el programador es el conocimiento de las limitaciones que le 
imponen a los procesos de calculo, los tipos de valor que selecciona para sus valores 
numéricos.  Para el caso de los tipos escalares numéricos se deben tener en cuenta los dos 
factores siguientes: 
 Rango: Es el mínimo intervalo en el espacio de los reales, que contiene los valores del 
tipo.  Un tipo no puede ser usado para manipular valores por fuera de este rango, y en 
consecuencia cualquier cálculo o ingreso de datos (asociado al tipo) que produzca 
valores por fuera de él, generará resultados incorrectos en el programa. 
 Precisión: La precisión es la diferencia entre dos elementos consecutivos del tipo.  La 
precisión del tipo determina la precisión de los resultados de la operaciones que se 
efectúan con sus elementos, ya que los resultados se ajustan al elemento mas cercano en 
el tipo correspondiente.  No se puede, v.g. obtener resultados correctos “al centavo” 
usando un tipo tipos valore con una precisión menor que el “peso”. 
La precisión y el rango de un tipo numérico están determinadas por la manera como se 
almacenan lo datos del tipo (o sea por su representación); y en particular con el espacio de 
almacenamiento disponible para las componentes de su representación. 
En la mayoría de los casos, el tamaño del espacio de almacenamiento disponible para las 
componentes de sus representación es fijo, y el lenguaje ofrece varios tipos para la misma 
representación, correspondientes a diferentes tamaños para sus componentes. 
____________________________________________________________________________ 
Ejemplo 14: 
El lenguaje C, ofrece por ejemplo números de la forma: 
m * b
n
 
Donde “m” y “n” son dos valores enteros con signo, y “b” es una base cualquiera 
(usualmente 2). 
Y para los cuales ofrece dos tipos diferentes, el tipo “float” cuyos elementos de 
ocupan 4 bytes, y el tipo “double” cuyos elementos ocupan 8 bytes. 
____________________________________________________________________________ 
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En algunos lenguajes, el espacio disponible para el almacenamiento de las componentes de 
la representación, no es fijo sino que se determina para cada valor en función de los 
criterios de precisión establecidos por las declaraciones del programa. 
15 3 2 Enteros: 
Lo conforman valores que representan un subconjunto de los números enteros o naturales, y 
se involucran en operaciones aritméticas. 
Usualmente los elementos de los tipos enteros disponibles, se representan usando una 
cantidad fija de unidades de almacenamiento que define el rango del tipo.  Dentro de este 
rango, cada elemento es representado de forma exacta en alguna forma de representación 
basada en dígitos binarios. 
____________________________________________________________________________ 
Ejemplo 15: 
Los entero cortos en C, usan dos “bytes” y conforman el tipo 
{-32768 .. 32767 } 
Los enteros largos en C, usan cuatro “bytes” y conforman el tipo 
{-2147483684 .. 2147483647 } 
En el lenguaje PASCAL, el programa puede definir un tipo derivado de los enteros, así: 
{1 .. 10} 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 16: 
Una expresión para describir los literales tipo entero podría ser la siguiente: 
[-]D{D}[”x”|”o”] 
Donde los elementos entre paréntesis rectangulares (“[“ y “]”) son opcionales y los 
elementos entre llaves (“{“ y “}”) se pueden repetir. 
Con ocurrencias como las siguientes: 
345, -4546788 (entero en base 10) 
4AF3x (entero en base 16) 
____________________________________________________________________________ 
15 3 3 Reales de Punto fijo: 
Lo conforman valores que representan un subconjunto de los números enteros o naturales, 
elevados a una potencia negativa especificada.  Se involucran en operaciones aritméticas, 
usualmente en el contexto del manejo del dinero.  Siendo esencialmente enteros, estos 
“reales” tienen sus mismas propiedades. 
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____________________________________________________________________________ 
Ejemplo 17: 
Una expresión para describir literales de un tipo real de punto fijo podría ser la 
siguiente: 
[-]D{D}.2D (donde el “2” indica el número de veces que ocurre “D”).  
Con ocurrencias como las siguientes: 
3.45 
-454678.80 
____________________________________________________________________________ 
15 3 4 Reales de Punto Flotante: 
Lo conforman un conjunto de valores que representan un subconjunto contable de los 
números racionales.  Son números de la forma siguiente: 
m * b
n
 
Donde “m” y “n” son dos valores enteros con signo, y “b” es una base cualquiera 
(usualmente 2). 
____________________________________________________________________________ 
Ejemplo 18: 
Una expresión para describir los literales tipo real de punto flotante podría ser la 
siguiente (que obligaría a que hubieran dígitos antes y después del decimal, pero el 
exponente es opcional): 
[-]D{D}.D{D}[e[-]D{D}] 
Con ocurrencias como las siguientes: 
345,0 
-4546788 0054 
45.20e-2 
____________________________________________________________________________ 
Una propiedad importante de este tipo, es la de que sus valores no cubren uniformemente el 
dominio de los reales.  En efecto, para valores en la cercanía de cero, la densidad de valores 
es muy alta, y para valores de gran magnitud, la densidad de valores es muy baja.  Esto hace 
que la precisión del tipo, cambie con la magnitud de los valores que se usen. 
____________________________________________________________________________ 
Ejemplo 19: 
Las dos expresiones siguientes: 
1.00eX - 1.00eX + 1 
1.00eX + 1 - 1.00eX 
Puede conducir a valores diferentes, para valores suficientemente grandes de X (1 y 0), 
debido a la perdida de precisión al efectuarse operaciones con valores de gran magnitud. 
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____________________________________________________________________________ 
15 3 5 Fraccionarios: 
Lo conforman un conjunto contable de valores que representa a un subconjunto de los 
números racionales.  Son números de la forma siguiente: 
m / n 
Donde “m” y “n” son dos valores enteros con signo. 
____________________________________________________________________________ 
Ejemplo 20: 
Una expresión regular para literales de un tipo fraccionario podría ser la siguiente: 
[-]D{D}/D{D} 
Con ocurrencias como las siguientes: 
3/4 
-454678/80 
____________________________________________________________________________ 
Al igual que con los “reales de punto flotante”, el cubrimiento del espacio de los reales, 
tampoco es uniforme para este tipo.  Se deja al lector la tarea de establecer la precisión de 
estos dos tipos, con base en el tamaño máximo unidades de almacenamiento disponibles 
para sus componentes enteras. 
15 3 6 Complejos: 
Son un subconjunto del espacio de los números complejos, generalmente correspondientes 
al uso de dos elementos del tipo Real de Punto Flotante, para representar la parte real y la 
parte imaginaria del valor.  Para el usuario se comportan como un escalar sobre el que se 
definen un conjunto de operaciones que incluyen operadores para generar ocurrencias, o 
creación (con base en valores del tipo Real) y para la obtención de sus componentes 
(cartesianos o polares). 
____________________________________________________________________________ 
Ejemplo 21: 
Una expresión para representar los literales de un tipo complejo podría ser la siguiente: 
{[-]D{D}.D{D}[e[-]D{D}],[-]D{D}.D{D}[e[-]D{D}]} 
Con ocurrencias como las siguientes: 
{3.0,4.3} 
{-454678.00,80.30} 
____________________________________________________________________________ 
15 4 Fecha: 
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Lo conforman el conjunto de las fechas según un calendario específico (normalmente el 
Juliano).  Generalmente se incluyen operadores para generar ocurrencias, y para obtener 
algunos de sus componentes, para el cálculo del tiempo entre dos fechas especificas, para 
obtener el día de la semana, para presentarla en diversos formatos, etc.. 
15 5 Hora: 
Lo conforman un conjunto de valores de tiempo, sobre el cual se definen una serie de 
operadores para generar ocurrencias, obtener de sus componentes, presentación, etc.. 
 
 
15 6 Enumerados: 
Estos son generalmente tipos definidos, en los que el programador indica explícitamente los 
valores componentes.  
____________________________________________________________________________ 
Ejemplo 22: 
Ver ejemplo 2 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 23: 
Una expresión para describir los literales de un tipo enumerado podría ser la siguiente: 
amarillo|azul|rojo 
Con ocurrencias como las siguientes: 
amarillo 
azul 
____________________________________________________________________________ 
En algunos lenguajes los valores de un tipo enumerado, pueden tener además valores 
numéricos asociados. Estos valores son ya sea el ordinal del valor dentro del tipo o un valor 
que el programador indica explícitamente. 
____________________________________________________________________________ 
Ejemplo 24: 
En el lenguaje C, los enumerados pueden asociarse con vlaores. 
azul=2, amarillo|azul|rojo 
Con posibilidad de utilizarse en el contexto de operaciones 
____________________________________________________________________________ 
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Los literales a ser usados para la representación de los valores, corresponden generalmente 
a los usados en su definición, a números del tipo Entero o Flotante, o a valores definidos 
para el efecto por medio de construcciones de la gramática del lenguaje.  
15 7 Punteros: 
A los lugares en la memoria principal del computador, se les asocia una “Dirección de 
Memoria” que los identifica unívocamente.  Esta dirección puede estar constituida por uno 
o dos números enteros, según la arquitectura del computador.  Algunos lenguajes permiten 
la manipulación de direcciones de memoria en los programas.  El conjunto de las 
direcciones de memoria conforma entonces el tipo “puntero”. 
El tipo “puntero”, no suele ser manipulado de forma aislada y en general se usa en 
asociación con el tipo de los datos contenidos en los lugares de memoria a los que se hace 
referencia.  Así un programa manipula un puntero que “apunta” a un entero, o que “apunta” 
a un flotante o que “apunta” a un arreglo etc. 
Por lo general, los lenguajes no definen literal alguno para la representación explícita de las 
direcciones de memoria, aunque algunos permiten la conversión de números enteros a 
direcciones de memoria. 
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 Capítulo 6: 
Funciones. 
 
 
1 Introducción. 
Tal como se indicó en el capítulo anterior, la mayoría de los lenguajes de programación 
permiten la escritura de términos en la forma de expresiones.  Las expresiones se basan en 
la aplicación de símbolos de operación u “operadores” y/o de símbolos de función o 
“funciones”, a otros términos del programa o “operandos”.  Las expresiones indican la 
aplicación de una función definida en el lenguaje, a valores específicos de su dominio, para 
señalar un valor específico de su rango.  La semántica de las expresiones está ligada, 
entonces, no solo al valor que representan, sino a la función que aplican. 
Las funciones que las expresiones aplican, son definidas sobre los valores ofrecidos por el 
lenguaje, y tienen, por tanto, características especificas a dichos tipos, que las hacen 
diferentes a las usuales de la matemática. 
Las expresiones no son, por otro lado, las únicas construcciones del lenguaje que indican la 
aplicación de una función.  La aplicación de una función puede ser, en efecto, indicada de 
forma implícita tanto en el contexto de las expresiones, como en el contexto de otras 
construcciones tales como la asignación. 
Las expresiones, además, normalmente inducen que en el programa se ejecuten operaciones 
orientadas a obtener o “calcular” el valor que representan.  Las operaciones que inducen 
son, por tanto, parte de su semántica.  Estas operaciones, tienen como resultado la 
aparición, en el dominio del programa, de nuevos valores, que a la postre, conducen a la 
obtención de los resultados del proceso a partir de los datos. 
En algunos lenguajes, sin embargo, las expresiones no necesariamente inducen operaciones 
para el cálculo del valor que representan, ellas pueden, en efecto, hacer parte de expresiones 
mas complejas que, antes de calcularse, son transformadas algebraicamente a otras 
expresiones con igual semántica, pero con distintas expresiones componentes.  La semántica 
operativa, no es por tanto inherente a las expresión misma, la semántica denotacional si. 
Además, en los lenguajes en los que las referencias a los términos es implícita, no hay 
expresiones (ver “Valores”), aunque, por supuesto, hay cálculos.  En estos lenguajes la 
semántica de los símbolos de operación y de función, es entonces solo la de indicar una 
operaciones de cálculo y no la de hacer referencia a valor alguno. 
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La aplicación de funciones para representar valores y el calculo del valor resultante de la 
aplicación de funciones son, por tanto, dos importantes aspectos de la semántica de las 
construcciones de los lenguajes.  En este capítulo se presenta primero una caracterización de 
las funciones ofrecidas por los lenguajes, se describen luego los “operadores” y los “símbolos 
de función” mas usuales, y se presenta, por último, una caracterización de las operaciones que 
se asocian al cálculo del valor de las expresiones compuestas
56
. 
Vale la pena mencionar aquí, que tanto las expresiones como la aparición de operadores, 
pueden tener otros significados a los mencionados aquí.  En efecto el calculo del valor de una 
expresión puede tener o no tener efecto sobre el estado del proceso.  Esta semántica de 
algunas expresiones y operadores, es estudiada en el capitulo “Abstracción de Valor”. 
2 Funciones de los lenguajes de Programación 
Las funciones son, matemáticamente hablando, relaciones que proyectan de forma unívoca, 
los elementos de un conjunto de valores (su dominio), a otro conjunto de valores (su rango). 
 A un elemento del dominio, le corresponde un, y solo un, elemento del rango.  Un 
elemento del rango puede corresponder, sin embargo, a varios elementos del dominio.  Las 
funciones ofrecidas por los lenguajes de programación, están definidas sobre los tipos de 
datos ofrecidos por el lenguaje, con los que se definen sus dominios y rangos. 
Con las funciones del lenguaje se aproximan, en el programa, las funciones matemáticas que 
se manipulan en el dominio del problema.  Así, las funciones de los lenguajes se constituyen 
en la semántica para algunas de las construcciones del lenguaje, y las funciones del problema 
se constituyen en la semántica, inducida por el significado de la aplicación, para algunas de las 
funciones del lenguaje. 
Los símbolos con que se representan las funciones del lenguaje suelen, sin embargo, ser los 
mismos símbolos que se usan para referirse a las funciones del dominio del problema.  Esta 
circunstancia hace que su uso pueda inducir a errores de interpretación del programa.  Así, 
como se explicó en el capítulo anterior
57
, un termino del programa no necesariamente 
representa el mismo valor que representa el término correspondiente en el problema.  El 
programador debe tener presente las características de las funciones que usa, y en particular de 
sus diferencias con respecto a las funciones que pretenden representar. 
3 Expresiones. 
Las expresiones son el mecanismo fundamental para indicar la aplicación de funciones. Las 
expresiones indican la aplicación de uno o mas operadores a uno o mas valores (u 
                                                 
56
 Las operaciones asociadas a las expresiones elementales son nativas al lenguaje y no se discuten en detalle.  
Las operaciones asociadas a la aparición de operadores en lenguajes sin expresiones tienen interés solo por sus 
efectos sobre el estado del proceso y se mencionan en “Abstracción de Valor”.  Las operaciones asociadas con 
los subprogramas son discutidas en la parte III.  La transformación algebraica de expresiones antes de su 
evaluación, no es discutida en este trabajo. 
57
 En donde se ejemplifico que en las “sumas” del lenguaje no necesariamente se cumple la ley conmutativa. 
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“operandos”), y representan al valor resultante de dicha aplicación.  Ellas son 
construcciones que, generalmente, aparecen componiendo a otras construcciones del 
programa, tales como, asignaciones, evocación a funciones y construcciones de entrada y 
salida de datos.
58
 
Las expresiones son usualmente construcciones de una de las formas siguientes: 
 V_V.._V 
V_V.._V  
V  V 
donde: 
“ ” Es uno de los operadores ofrecidos por el lenguaje. 
“V” Representa uno de los valores a los que se les aplica la operación, estos valores 
son los “operandos” en la expresión. 
“_” Es un separador (usualmente coma, comillas o un espacio en blanco). 
Las tres formas difieren por la posición del operador, la primera de las formas la 
denominaremos notación “prefija”, la segunda notación “postfija”, y la tercera notación 
“infija”. 
Cuando el operador se aplica a un solo valor, nos referiremos a él como operador 
“monádico”, si se aplica a dos valores, nos referiremos a él como operador “diádico”. 
Es importante resaltar que ya que una expresión es en si misma una representación de un 
valor, los operandos de una expresión pueden ser, a su vez, expresiones.  Esto permite la 
escritura de “expresiones compuestas” que conjugan varios operandos y operadores (ver 
precedencia y asociatividad ). 
____________________________________________________________________________ 
Ejemplo 1: 
En el lenguaje C, se usa la notación infija par los operadores usuales C: 
…a+1; 
…a+b*c; 
Y la notación prefija para las funciones definidas en el programa: 
….min(a,b); 
….min(a,max(b,c)); 
En el lenguaje LISP, se usa solo notación prefija: 
….(+ a b.. 
….(min a (max b c)).. 
____________________________________________________________________________ 
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 En algunos lenguajes ( p.e. APL y LISP ) es posible escribir una expresión y solicitar su evaluación 
inmediata sin necesidad de involucrarla en otra instrucción. 
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4 Operadores funcionales 
Cada lenguaje ofrece una serie de operadores funcionales “nativos”, que pueden aplicarse a 
valores de los tipos nativos del lenguaje.  Cada lenguaje define, además, los operadores 
nativos que implementa.  A continuación se hace una lista de los operadores mas comunes, 
clasificándolos según el tipo de los operandos a los que se aplican. 
4 1 Operadores aritméticos: 
Todos los lenguajes ofrecen operadores aritméticos, que implementan las operaciones 
aritméticas usuales sobre sus tipos numéricos.  Las funciones indicadas por los operadores 
aritméticos, corresponden con sus homólogas matemáticas, pero ajustadas a los valores 
disponibles en el tipo particular al que se aplica.  Este ajuste obliga a aproximar los 
resultados de la aplicación de la función matemática a los valores disponibles más próximos 
en el tipo.  Esta circunstancia, explica efectos sobre la semántica del operador, como los 
explicados en el capítulo anterior (v.g. que el orden de los sumandos si puede alterar la 
suma). 
Algunos de ellos se listan en los ejemplos siguientes. 
____________________________________________________________________________ 
Ejemplo 2: 
El lenguaje PASCAL ofrece los siguientes operadores aritméticos: 
Operador Aridad Descripción 
- monádico cambio de signo 
+ diádico suma 
- diádico resta 
* diádico multiplicación 
/ diádico división real 
// diádico división entera 
\\ diádico residuo de división entera 
____________________________________________________________________________ 
Los operadores aritméticos normalmente se aplican a operandos de los varios tipos 
numéricos ofrecidos por el lenguaje, que pueden incluir escalares, vectores y matrices.  La 
operación que evalúa la función correspondiente debe, en cada caso, ajustarse a las 
características del tipo al que se aplique
59
.  Debido a que ellos no representan, en 
consecuencia, una operación única, se les considera “sobrecargados” o “polimórficos”. 
                                                 
59
 En el sentido de que la operación que evocan es distinta según el tipo de los operandos. 
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____________________________________________________________________________ 
Ejemplo 3: 
El lenguaje APL, los operadores aritméticos se aplican también a vectores y matrices.  
Implementa además una serie de operadores adicionales que actúan sobre arreglos y 
matrices, entre los que vale la pena mencionar el operador compuesto siguiente: 
/<arreglo> 
Donde: 
“<arreglo>” es un vector de escalares numéricos 
“ ” es un operador aritmético sobre escalares numéricos. 
El operador compuesto es llamado operador de “reducción”.  Su efecto es el de "insertar" 
el operador aritmético “ ” entre los valores del arreglo, generando (virtualmente) una 
expresión compuesta que da como resultado un solo valor escalar. 
Asi: 
+/{2,4,7,9} (es igual a 2+4+7+9) 
+/A*B (halla el producto escalar de los vectores A y B) 
____________________________________________________________________________ 
Sobre los tipos numéricos, usualmente se ofrecen operadores de comparación, que 
proyectan dos valores cualquiera a un valor lógico. 
____________________________________________________________________________ 
Ejemplo 4: 
El lenguaje C ofrece los siguientes operadores de comparación para valores numérico: 
Operador Aridad Descripción 
> monádico mayor que 
>= diádico mayor o igual que 
= = diádico igual que 
< diádico menor que 
<= diádico menor o igual que 
!= diádico no igual que 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 5: 
El lenguaje APL, los operadores de comparación se aplican también a operandos que son 
vectores y matrices, produciendo como resultado vectores o matrices de valores lógicos 
(en este caso unos y ceros), que resultan de comparar entre si los elementos 
correspondientes de los operandos. 
 67 
_________________________________________________________________________ 
La combinación de operadores de comparación sobre vectores con el operador de 
reducción, permite la descripción de operaciones con expresiones muy concisas. 
Así, la expresión siguiente: 
+/A=B 
Permite obtener el producto escalar de los vectores “A” y “B”: 
____________________________________________________________________________ 
4 2 Operadores Lógicos: 
Actúan sobre valores lógicos para dar como resultado un valor lógico, según las tablas de 
verdad de cada operador.  Estas tablas corresponden, en general, a las de algunos de los 
conectores lógicos de proposiciones en una lógica de primer orden (operadores boleanos). 
____________________________________________________________________________ 
Ejemplo 6: 
El lenguaje C ofrece los siguientes operadores de comparación para valores numérico: 
Operador Aridad Descripción 
! monádico negación 
|| diádico o no exclusivo 
&& diádico y lógico 
____________________________________________________________________________ 
Al igual que con los operadores anteriores, ellos pueden aparecer implementados sobre 
vectores y matrices de valores lógicos para dar como resultado el vector o arreglo 
correspondiente al resultado de la comparación, efectuada término a término. 
 
 
4 3 Operadores sobre la representación de los valores: 
Un valor puede ser proyectado a otro, actuando directamente sobre su representación 
interna en la memoria, vista como una secuencia de unos y ceros (“bits”). 
____________________________________________________________________________ 
Ejemplo 7: 
El lenguaje C ofrece los siguientes operadores sobre la representación de los valores: 
Operador Aridad Descripción 
~ monádico complemento a 1 
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^ diádico o exclusivo lógico entre bits 
| diádico o no exclusivo lógico entre bits 
& diádico y lógico entre bits e 
>> Entero diádico desplazamiento de “Entero” bits a 
la derecha 
<< Entero diádico desplazamiento de “Entero” bits a 
la izquierda 
____________________________________________________________________________ 
4 4 Operadores sobre el Tipo de los Valores. 
La aplicación de operadores aritméticos y operaciones que asocian valores a rótulos (ver 
capítulo “Abstracción de Valor”), pueden inducir también operaciones de cambio de tipo. 
Las operaciones de cambio de tipo, aplican funciones que proyecta los valores de un tipo a 
los valores de otro tipo diferente.  Esta proyección es necesaria en la aplicación de 
operadores aritméticos a operandos de diferente tipo, y útil en procesos que requiera ya sea 
truncamiento o ya sea efectuar operaciones en precisiones mayores que la de los operandos 
disponibles. 
Aunque las reglas para efectuar el cambio de tipo pueden depender del lenguaje y de los 
tipos involucrados, el valor resultante normalmente corresponde al elemento, en el nuevo 
tipo, mas próximo al valor original.  Así, un real de punto flotante se proyectaría a un entero 
truncando sus decimales. 
Al llevarse a cabo una operación de cambio de tipo, se deben tener en cuenta los siguientes 
efectos que ella tiene sobre la información: 
 Si el rango del tipo nuevo, no contiene al rango del tipo viejo, es posible que el valor 
resultante no tenga relación alguna con el tipo viejo (o quede almacenado uno de los 
valores extremos del tipo nuevo). 
 Si la precisión del tipo nuevo, es menor que la del tipo viejo, es posible que se pierdan 
cifras en el cambio de tipo. 
En algunos lenguajes cuando hay perdida de información en el cambio de tipo, es necesario 
que el programador la indique explícitamente por medio de un operador de cambio de tipo 
en el programa.  Para ello implementan un operador monádico de cambio de tipo, que 
debe usarse bajo la sintaxis del lenguaje. 
____________________________________________________________________________ 
Ejemplo 8: 
El lenguaje C ofrece operadores de cambio de tipo de la forma: 
(Tipo)Valor 
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Que proyectan el valor numérico “Valor” a un elemento del tipo numérico “Tipo”. 
Y varias funciones que efectúan cambio de tipo entre valores numéricos y alfabéticos, tale 
como: 
itoa(Valor_Entero) 
____________________________________________________________________________ 
En algunos lenguajes, implementan un operador que permite obtener ya sea el tipo de un 
valor
60
 o características asociadas al tipo. 
____________________________________________________________________________ 
Ejemplo 9: 
El lenguaje C++ ofrece un operador de las formas: 
typeid(Valor) 
typeid(Tipo) 
Que permite obtener el tipo de un valor o nombre de tipo.  Y el C ofrece un operador que 
permite obtener el espacio de almacenamiento requerido por un valor o por los valores de 
un tipo: 
sizeof Valor 
sizeof(Tipo) 
____________________________________________________________________________ 
 
 
4 5 Operadores sobre punteros 
Los valores de tipo puntero se utilizan para crear enlaces entre valores almacenados en la 
memoria del computador, por lo que su mayor utilidad aparece en la manipulación de 
valores compuestos.  Para poder tener acceso al valor almacenado a través de la dirección 
del lugar de almacenamiento, se necesita del operador de “indirección”.  Para obtener la 
dirección de una referencia a un lugar de almacenamiento
61
, se requiere del operador de 
“referencia”. 
____________________________________________________________________________ 
Ejemplo 10: 
                                                 
60
 Este operador permitiría tener acceso al tipo de los valores durante la ejecución, en contraste a la 
(permanente) disponibilidad de este en compilación.  Para los lenguajes tipados esto cobra sentido solo en 
cuanto se permita a una variable (posiblemente un puntero) asociarse a tipos diferentes a aquellos para la que 
fue definida. 
61
 Debe distinguirse las referencias a lugares de almacenamiento de las referencias a valores o “términos”.  En 
los lenguajes procedimentales, las referencias a un lugar de almacenamiento son idénticas a las referencias a lo 
allí almacenado y se distinguen en el programa solo por su posición en las instrucciones (ver “Abstracción de 
Valores”). 
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El lenguaje C ofrece los siguientes operadores relativos a punteros: 
Operador Aridad Descripción 
* monádico indirección 
& monádico referencia 
Que se usan en expresiones como la siguiente: 
B=&F 
..A+*B.. 
Donde: 
“F” es un nombre de variable asociado a un valor numérico, que en el lenguaje C 
refiere tanto a un lugar de almacenamiento como a lo almacenado en el lugar. 
“B” es un nombre de variable asociada a la dirección de un lugar de memoria 
donde se almacena un valor numérico. 
“A” es un nombre de variable asociado a un valor numérico. 
Nótese que en la primera línea del ejemplo, los nombres de variable son utilizados para 
referirse a un lugar de almacenamiento, mientras que en la segunda son utilizados para 
referirse al valor allí almacenado.  La variable “B”, en particular, refiere  primero a un 
lugar de almacenamiento y luego a una puntero allí almacenado, en contraste, la expresión 
“*B” refiere al valor numérico almacenado en el lugar al que “apunta” el puntero 
almacenado en, o referido por, “B”. 
____________________________________________________________________________ 
Es posible definir también operadores “aritméticos” sobre los punteros para hacer mas 
efectiva su utilización. 
____________________________________________________________________________ 
Ejemplo 11: 
El lenguaje C la expresión la siguiente: 
..A+B.. 
Donde: 
“A” es un nombre de variable asociado a un puntero que apunta a valores de un 
cierto tipo (el tipo del puntero). 
“B” es un nombre de variable asociado a un entero. 
Representa a un puntero que apunta a un lugar de memoria adelante del que señala “A”, y 
separado de éste por un espacio suficiente para almacenar “B” valores consecutivos del 
tipo de valores a los que apunta “A”. 
____________________________________________________________________________ 
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5 Expresiones Compuestas. 
Puesto que toda expresión representa un valor, puede ser operando en otra expresión.  
Cuando esto sucede se forman “expresiones compuestas” que combinan mas de un 
operador con uno o mas operandos.  La gramática de la mayoría de los lenguajes, permite, 
además, que las expresiones compuestas se escriban sin que sea necesario indicar 
explícitamente cuales valores son operandos de cada operador. 
____________________________________________________________________________ 
Ejemplo 12: 
Son expresiones compuestas las siguientes: 
a + b - c  1.43                (1) 
a  b + c * d - f               (2) 
a  ( b + c ) * ( d - f )       (3) 
____________________________________________________________________________ 
Al evaluar una expresión compuesta, es necesario identificar cuales son los operandos 
asociados a cada operador, sean estos simples o compuestos.  Esto, a su vez, es equivalente 
a establecer cual es la secuencia en que se aplican los operadores a los operandos 
individuales. 
____________________________________________________________________________ 
Ejemplo 13: 
En la expresión (1) del ejemplo anterior, los operandos de cada operador son los 
siguientes: 
Operador Operando Operando 
+ a b 
- a + b c  1.43 
 c 1.43 
Que es equivalente a la aplicación de los operadores en la secuencia: 
, +, - 
____________________________________________________________________________ 
Para definir el orden en que se aplican los operadores, cada lenguaje usa una o varias de las 
reglas siguientes: 
1. Una sintaxis para las expresiones que hace explícita la asociación de los operadores con 
los operandos. 
2. Un orden de "precedencia" que indica que algunos operadores se aplican primero que 
otros. 
3. Un sentido de "asociatividad" para los operadores monádicos, que se implementan. 
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4. Un sentido de aplicación entre los operadores de igual precedencia. 
5. Especificación explícita de un operando por medio del uso de paréntesis:  Las 
expresiones encerradas en paréntesis, se evalúan primero que las que estén por fuera de 
ellos (los operadores dentro de los paréntesis mas internos se aplican primero). 
Cada lenguaje utiliza, sin embargo, las reglas que considera conveniente. 
____________________________________________________________________________ 
Ejemplo 14: 
En el lenguaje LISP, el uso de notación polaca (regla 1) para las expresiones, permite 
determinar sin ambigüedad los operadores de cada operando.  Así, la expresión (1) del 
ejemplo 12 se escribiría de la forma siguiente: 
(- (+ a b) (  c 1.43)) 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 15: 
En el lenguaje APL los operadores se evalúan de derecha a izquierda, utilizando solo un 
sentido de aplicación de los operadores (regla 4).  La expresión (1) del ejemplo 12 se 
escribiría de la forma siguiente: 
(a + b) - (c  1.43) 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 16: 
La mayoría de los lenguajes procedimentales utilizan precedencia entre operadores y un 
orden de asociatividad.  El orden de aplicación de los operadores para la expresión (1) del 
ejemplo 12, propuesta en el ejemplo 13, ocurriría bajo el orden de precedencia y 
asociatividad (hipotético), entre operadores: 
Precedencia: 
Precedencia Operador 
1ero operadores monádicos 
2do *,  
3ro +, - 
Asociatividad: 
De izquierda a derecha para todos los operadores. 
____________________________________________________________________________ 
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6 El tipo de las Expresiones. 
En la mayoría de los lenguajes, los operadores diádicos que actúan con operandos 
numéricos, permiten que estos sean de dos tipos numéricos diferentes. 
____________________________________________________________________________ 
Ejemplo 17: 
En el lenguaje C son validas operaciones entre enteros y reales: 
1 + 1.43 
6 / 7.5 
____________________________________________________________________________ 
En cada caso la forma de efectuar la operación y el tipo del resultado, es determinado 
explícitamente por el lenguaje.  La norma ideal sería, por supuesto, que la forma y tipo en 
que se efectúen las operaciones sea tal que no se produzcan imprecisiones en el resultado. 
La mayoría de los lenguajes, sin embargo, llevan a cabo la operación ya sea uno de los tipos 
de los operandos o en un tipo diferente que incluye a ambos tipos.  La norma más común es 
la siguiente: 
-  Primero se efectúa una operación de conversión de tipo, para uno o ambos operandos, de 
tal manera que queden de un tipo cuyo rango contenga el rango de los dos tipos originales. 
-  La operación se lleva a cabo, entonces, con operandos del mismo tipo, y el tipo del 
resultado corresponde al tipo en el cual fue efectuada la operación. 
-  Si el resultado es asignado a una variable asociada a un tipo diferente, se aplica una 
operación de cambio de tipo antes de la asignación. 
7 Precisión. 
El resultado de la evaluación de una expresión, es influenciado por el tipo de valor en el que 
se efectúan las operaciones.  El tipo en el que se hacen los cálculos, puede además coincidir 
o no, con los tipos usados para el almacenamiento de valores en la memoria RAM
62
. 
La precisión de una operación aritmética es la del tipo en que se efectúe la operación.  Así, 
una operación con resultado  de tipo “entero”, ajustará este al entero superior o inferior del 
intervalo al que pertenece el resultado teórico de la operación, con una consecuente 
imprecisión de máximo una unidad, y una operación con resultado “flotante”, ajustará este a 
uno de los extremos del intervalo que definen, los dos valores consecutivos en el tipo entre 
los cuales está el resultado teórico de la operación, con una consecuente imprecisión 
máxima igual a la magnitud de dicho intervalo. 
____________________________________________________________________________ 
Ejemplo 18: 
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 En algunos lenguajes (p.e. COBOL), los valores en RAM se mantienen en representación literal (la definida en 
la declaración) y al efectuarse los cálculos, estos se convierten a un tipo de alta precisión. 
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La división entera: 
 1/2 
dará como resultado cero. 
La suma: 
1.e30 + 0.1 - 1.e30 
dará como resultado cero ya que la primera suma da como resultado 1.e30. 
____________________________________________________________________________ 
Es importante resaltar que el tipo en que se efectúan las operaciones, no tiene que coincidir 
con el tipo en que se almacenan los datos y que por tanto la pérdida de precisión puede 
ocurrir solo en el paso final de conversión del valor del calculo al tipo del resultado 
(aliviando errores como el ilustrado en el segundo caso del ejemplo). 
Es posible por otro lado, que el resultado de una operación quede por fuera del rango del 
tipo del resultado.  En estos casos el resultado es normalmente impredecible. 
____________________________________________________________________________ 
Ejemplo 19: 
La operación para el tipo “entero de 2 bytes” siguiente:: 
32500 * 32500 
no es representable en dicho tipo y por tanto el resultado no es definido. 
____________________________________________________________________________ 
8 Sobrecarga y Definición de Operadores. 
Algunos de los lenguajes que soportan la arquitectura de orientación al manejo de Objetos, 
tales como el C++ y el SMALTALK, permiten la definición de operadores nuevos para ser 
aplicados a instancias de las clases de Objetos que se implementen (operadores nuevos para 
valores de tipos nuevos).  Estos operadores pueden representarse por medio de nuevos 
símbolos, o por medio de los mismos símbolos con los que se representan los operadores ya 
existentes.  En el segundo caso se dice que se están “sobrecargando” los operadores 
existentes. 
En estos casos, la aplicación de los operadores, la formación de expresiones compuestas, el 
tipo de los resultados y en general la semántica de su aplicación, deberá estar sujeto a reglas 
y restricciones especiales que ocurren por defecto o que deben describirse junto con su 
definición. 
9 Subprogramas Funcionales 
Los subprogramas son, como se describe, en la parte III del trabajo, módulos operativos de 
programa, que pueden reutilizarse en el mismo programa o en programas diferentes. 
Uno de los subprogramas más usuales son las “funciones”, a las que nos referiremos como 
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“subprogramas funcionales”.  Con ellos es posible la implementación, por parte del usuario 
del lenguaje, de operaciones que aplican una función a un conjunto de valores del 
programa
63
. 
La sintaxis con la que se evocan los subprogramas funcionales es, por lo general, basada en 
notación prefija:  Al rótulo que identifica el subprograma, le siguen una secuencia de 
términos, correspondientes a los valores sobre la que se aplica. 
____________________________________________________________________________ 
Ejemplo 20: 
En el lenguaje LISP, el módulo de programa siguiente: 
(define (sumcua a b)(+ (* a a) (* b b))) 
crea la función “sumcua” que al usarse suma los cuadrados de dos valores, así: 
>(sumcua 3 4) 
25 
Nótese que en este lenguaje la notación para la evocación de subprogramas y aplicación 
de operadores es la misma. 
____________________________________________________________________________ 
 
____________________________________________________________________________ 
Ejemplo 21: 
En el lenguaje C la función correspondiente sería: 
int sumcua(int a, int b){return a * a + b * b} 
Que podría ser evocada en el contexto de otra instrucción, de la forma siguiente: 
…sumcua(3,4)… 
____________________________________________________________________________ 
En la mayoría de los lenguajes hay, o pueden obtenerse, un conjunto de subprogramas 
funcionales preelaborados para ser usados en las labores de programación. 
____________________________________________________________________________ 
Ejemplo 22: 
La mayoría de implementaciones del lenguaje C ofrecen una serie de “funciones”, entre 
ellas, funciones que aproximan las rfuncines trascendentales sobre los números reales: 
sin(x), 
cos(x), 
etc.. 
____________________________________________________________________________ 
                                                 
63
 Aunque como se mencionó antes, con ellas es posible implementar también operaciones que, además de 
aplicar funciones, cambian el valor de los términos del programa. 
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10 Evaluación de expresiones. 
En la mayoría de los lenguajes, la aparición de un término, se asocia a la ocurrencia de un 
subproceso u operación que lleva a cabo el calculo del valor que el término representa (y 
que se ejecutará si el control del proceso lo requiere) .  Este subproceso se deriva 
directamente de las características del termino, y se fundamenta en procesos elementales 
predefinidos que llevan a cabo la aplicación de las funciones nativas del lenguaje, a valores 
ya calculados y almacenados en la memoria. 
Para aplicar la función definida por un operador del lenguaje, o por un subprograma nativo 
del lenguaje, a un conjunto de términos, es necesario obtener primero los valores de los 
términos a los que se aplica.  Por otro lado, el orden en que se obtengan los valores de 
dichos términos, no afecta en modo alguno el resultado de su aplicación. 
____________________________________________________________________________ 
Ejemplo 23: 
En la expresión siguiente, el valor del termino representado por el uso del operador “+”: 
(3 * 4) + (5 / 7) 
no puede obtenerse sin obtener primero los valores representados por el uso de los 
operadores “*” y “/”.  No es relevante, sin embargo, el orden en que estos dos últimos 
valores se obtengan. 
Igual situación ocurre para los términos que aparecen como argumentos en la evocación al 
subprograma siguiente: 
…sumcua(3+2,4/5)… 
Donde no es posible obtener el valor representado por el subprograma, sin evaluar antes 
primero la suma y la división, pero el orden en que estos se obtengan es irrelevante. 
____________________________________________________________________________ 
Esta circunstancia, permite definir un semiorden para la ejecución de las operaciones 
representadas por las expresiones que involucran operadores y evocación de subprogramas 
funcionales
64
.  Este semiorden es el que resulta de aplicar de forma recursiva la siguiente 
regla de evaluación: 
Llevar a cabo en paralelo (o sea en un orden cualquiera) las operaciones necesarias 
para obtener el valor de los operandos de un operador y luego efectuar la operación 
indicada por el operador. 
Es entonces posible definir, para una expresión compuesta, el conjunto de operaciones 
elementales que se deben ejecutar para evaluarla, y el orden en que ellas se deben llevar a 
cabo, con lo que queda definido el proceso de computo asociado a una expresión o 
evocación de un subprograma funcional nativo (la semántica operativa del término). 
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 Este semiorden es válido incluso en el contexto de lenguajes que operan por reescritura como el LISP, ya 
que ella no altera la relación de precedencia de aplicación de los operadores.  Solo en modelos de  
 77 
_________________________________________________________________________ 
___________________________________________________________________________ 
Ejemplo 24: 
A la expresión siguiente: 
(3 * 4) + (5 / (7 + 4)) 
le correspondería el siguiente proceso: 
                                3 
                                       * 
                                4 
                                              + 
                                7 
                                    + 
                               4         / 
            
                                  5 
____________________________________________________________________________ 
El cálculo del valor resultante, o “evaluación de la expresión”, se lleva a cabo durante la 
ejecución, en el momento en que los objetivos del cálculo o el programa lo requieran. 
Es posible que en algunos lenguajes (o implementaciones de un lenguaje), la semántica de 
los términos del programa sea solamente la de referirse a un valor involucrado en el 
proceso, sin que a toda aparición de un operador (o aplicación de la función que le 
corresponde), se le asocie una operación de calculo del valor correspondiente. 
Es posible, en efecto, que la ejecución del programa incluya manipulaciones algebraicas de 
los términos, que cambien expresiones complejas por otras expresiones de igual semántica 
denotacional (o sea asociadas con el mismo valor), pero que correspondan a un proceso 
computacional distinto.  En esta nueva expresión la aplicación de la funciones indicadas 
puede, en efecto, diferir de las indicadas en la expresión original, por lo que al ser evaluada, 
dichas aplicaciones no se traducen realmente en operaciones que eventualmente se ejecuten. 
 Un ejemplo de ello es la ejecución de una consulta sobre una base de datos “relacional”, 
que corresponde a la evaluación de una expresión del álgebra de conjuntos, y que puede ser 
substituida por otra expresión equivalente, cuya evaluación sea mas económicas de realizar. 
Nótese que el cálculo del valor representado por una expresión no implica, en si mismo, un 
cambio de valor para los términos del proceso.  Es decir ella no necesariamente genera un 
cambio de estado en el sentido definido en el capítulo “Valores”.  Para que ese cambio de 
estado se de, es necesario que la expresión haga parte de otra construcción que induce la 
asociación (o reasociación) del valor de un rótulo un rótulo. 
Algunos lenguajes como el C, ofrecen sin embargo, operadores que indican tanto el cálculo 
del valor asociado al un término, como la “reasignación” del valor asociado a alguno de los 
rótulos que involucra. 
____________________________________________________________________________ 
Ejemplo 25: 
En las instrucción C: 
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a = a+1; 
El operador “+”, induce la evaluación de la función suma, mientras que en la instrucción: 
a++; 
El operador “++” induce tanto la suma, como la reasignación de la variable (tiene el 
mismo efecto que la instrucción completa de arriba). 
____________________________________________________________________________ 
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 Capítulo 7: 
Abstracción de Valor. 
 
 
1 Introducción. 
Tal como se vio en el primer capítulo del trabajo, el computador tiene la capacidad de llevar 
a cabo la misma operación de transformación, para cualquier ocurrencia de los datos a la 
que la transformación se aplique. 
Desde este punto de vista, es posible afirmar que, un programa es una abstracción de un 
conjunto de procesos computacionales “iguales”
65
, que conforman una categoría, y 
que difieren solo por los datos sobre los que se aplican (su dominio).  Durante la 
ejecución del programa la abstracción debe convertirse en un proceso computacional 
específico, para valores específicos del dominio de datos.  El nombre de la aplicación hace, 
en efecto, parte del lenguaje del sistema operativo y, como en el caso del lenguaje natural, 
puede ser utilizado para “connotar” una ocurrencia cualquiera dentro de la categoría, pero 
que a diferencia del lenguaje natural, también “denota” la ocurrencia (la crea). 
Al especificar el programa no se puede, en consecuencia, hacer referencias a valores 
específicos para los datos involucrados en el proceso.  Se debe utilizar, mas bien, un 
modelo de abstracción para referirse a ellos de forma genérica. 
Dos de los modelos comúnmente utilizados para llevar a cabo dicha abstracción, son el del 
uso de “variables”, y el del uso de referencias implícitas a los valores del proceso.  El 
primer modelo se basa en el uso de rótulos para hacer referencia a ciertos valores del 
proceso.  El segundo modelo se basa en el uso de una estructura de datos (v.g. una “pila”), 
para predeterminar efecto de los cálculos sobre los datos almacenados.  A estas maneras de 
hacer referencia a los valores del proceso las denominaremos, de forma genérica, como los 
mecanismos de "Abstracción de Valores". 
Para implementar estos mecanismos, el lenguaje debe proveer construcciones sintácticas.  
En el primer modelo se deben proveer mecanismos para definir el valor de los rótulos, 
mientras que en el segundo se deben proveer mecanismos para colocar y recolocar los 
valores en la estructura.  La semántica de estas construcciones será, entonces, la de cambiar 
el estado del proceso.  En los lenguajes que se fundamentan en el uso de términos, estas 
construcciones determinan, además, los valores asociados a los términos del programa.  En 
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 Precisamente porque, bajo un proceso de abstracción, son reducidos a la misma abstracción.  El truco es que 
aquí la abstracción se construye directamente, sin que para ello se requiera de los procesos mismos.  
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los lenguajes que no tienen términos, la aplicación de los operadores y símbolos de función, 
hacen parte de estas construcciones. 
En este capítulo se analiza el significado de los diferentes mecanismos que proveen los 
lenguajes para llevar a cabo la abstracción de valores, así como el significado de las 
construcciones con las que ellos se implementan.  Se analiza en particular el uso de las 
variables y de las construcciones que determinan su valor.  Al igual que en los capítulos 
anteriores, se discute también el significado operativo del uso de variables, presentando las 
alternativas de implementación mas usuales, para el mantenimiento de la relación 
rótulo/valor.  
2 Rótulos asociados con valores o “Variables”. 
El modelo de abstracción mas frecuentemente utilizado por los lenguajes de programación, 
es el de utilizar rótulos de identificación o “variables” para representar los valores del 
proceso
66
.  Los rótulos serán, entonces, utilizados para definir los elementos del programa 
sin hacer referencia explícita a los valores que representan. 
____________________________________________________________________________ 
Ejemplo 1: 
Cualquiera de las expresiones siguientes (colocada, por ejemplo, en una construcción de 
salida, tal como la línea de datos de una calculadora moderna): 
(3 * 4) + (4 / 3) 
(5 * 8) + (8 / 5) 
(20 * 9) + (9 / 20) 
indica una operación específica a ser llevada a cabo por la computadora. 
Por otro lado, la expresión siguiente: 
(a * b) + (b / a) 
indica la misma transformación, y puede además, ser aplicada a cualquier par de valores 
enteros, uno en el lugar de "a" y otro en el lugar de "b". 
____________________________________________________________________________ 
Para convertir un programa así expresado, en un proceso de computo específico, o sea para 
ejecutarlo, es necesario que sus rótulos se asocien con los valores específicos del proceso.  
La asociación de los rótulos a los valores del proceso, deberá llevarse a cabo durante la 
ejecución, a través de operaciones específicas al propósito. 
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 El uso de variables en los lenguajes de programación es sutilmente diferente al uso que se les da en la lógica 
matemática.  En los lenguajes, aunque ellas se pueden asociar a cualquiera de los valores del dominio, en un 
proceso se asocian a uno solo de ellos (o a un subconjunto), cambiando el valor al que se asocian de proceso 
en proceso (y durante el proceso mismo).  En la lógica, cada formula de la teoría hace referencia a (o dice algo 
de) todos los valores representados por las variables que involucra. 
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____________________________________________________________________________ 
Ejemplo 2: 
Para convertir el patrón de proceso presentado en el ejemplo anterior al primero de los 
procesos presentados, es necesario agregar instrucciones que asocien los rótulos a los 
valores del proceso: 
a << 3 
b << 4 
(a * b) + (b / a) 
____________________________________________________________________________ 
En lo que sigue se discuten las construcciones usualmente ofrecidas por los lenguajes para 
el manejo de los rótulos asociados con valores. 
2 1 Constantes y variables. 
Los rótulos o lugares, referidos en un programa, pueden permanecer asociados a un único 
valor para todos los procesos (independientemente de los datos), permanecer asociados a un 
único valor en cada proceso (que depende del valor de los datos), o asociarse a varios 
valores durante un mismo proceso (que se cambia a través de relecturas o reasignaciones).  
En el primer caso diremos que el rótulo se refiere a (o mas generalmente que el rótulo “es”) 
una constante del proceso y en el segundo y tercer caso se dice que el rótulo se refiere a (o 
mas generalmente que el rótulo “es”) una variable dentro del proceso. 
En algunos lenguajes (algunas versiones de LISP), no es posible la reasignación de valores 
a un rótulo, y estos mantienen el mismo significado durante la ejecución del módulo de 
programa en el que ocurre; en estos casos se dice que dicho lenguaje posee “transparencia 
referencial” para los valores que manipula. 
2 2 Declaración y tipo de las Constantes y Variables. 
Es común que un lenguaje provea construcciones gramaticales específicas para definir los 
rótulos, asociados a los valores a ser usados en el programa.  Estas se dan, generalmente, en 
la forma de instrucciones de Declaración de Variables y Constantes. 
La sintaxis de las instrucciones de declaración de rótulos, varía considerablemente con el 
lenguaje, y puede ir desde una simple lista de los rótulos a ser usados en cada dominio (v.g 
en SMALLTALK), incluir el tipo de los valores asociados a cada rótulo (v.g. en C y 
PASCAL), incluir la asignación de un valor específico para cada rótulo (v.g. C), e incluir, 
además, la especificación del formato de escritura para el valor asociado (v.g. COBOL). 
Algunos lenguajes exigen que todo rótulo sea declarado antes de ser utilizado (COBOL, 
PASCAL, C, MODULA-2, ADA, SMALLTALK), otros lenguajes permiten, pero no 
obligan a declarar los rótulos (v.g. FORTRAN), y, finalmente, otros, no incluyen 
instrucción alguna para la declaración de estos (v.g. APL).  En los lenguajes tipados, la 
instrucción de declaración es necesaria para definir el tipo del valor asociado a los rótulos 
y/o cambiar el tipo que el lenguaje les asocia por defecto. 
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En todo caso, la obligación de declarar las variables, aunque aumenta sensiblemente el 
tamaño de los programas, protege al programador del uso inadvertido de rótulos 
equivocados (v.g. el de llamar un valor “Nom” en un sitio y luego “Nomb” en otro).  Este 
error es de ocurrencia común en programas de magnitud considerable (y con un gran 
número de valores diferentes), y el precio de tener que declarar cada rótulo, es ampliamente 
compensado por la detección temprana de errores en los nombres (es poco útil, sin 
embargo, en programas cortos donde el programador mantiene en su “memoria de corto 
plazo” los nombres de sus constantes y variables y puede además chequear fácilmente las 
inconsistencias). 
El uso y significado de un rótulo en un programa, puede, en algunos lenguajes (v.g. C), 
restringirse a Dominios Referenciales cortos, tales como Subprogramas, Bloques o 
Instrucciones Compuestas (dentro de este grupo un rótulo podría, además, ser declarado 
como una constante o variable aunque en otro grupo diferente no lo fuera).  Para tal fin, 
algunos lenguajes permiten incluir declaraciones de rótulos a niveles locales, con 
características específicas al grupo (ver “Abstracción de Operaciones”). 
El tipo de los valores asociados a los rótulos (o el tipo del rótulo) es, como puede inducirse 
de las discusiones anteriores, dependiente del lenguaje, y en algunos casos es fijo y en otros 
variable.   En los lenguajes tipados, el tipo es fijo y determinado ya sea explícitamente en la 
instrucción de declaración del rótulo, o implícitamente por medio de las reglas del lenguaje 
(v.g. FORTRAN asigna por defecto el tipo INTEGER a los rótulos que empiecen por las 
letras I,J,K,L,M y N).  En los lenguajes atipados, el tipo es variable y corresponde al tipo de 
los valores que se le asignen al rótulo durante en la ejecución. 
2 3 Inicialización de Constantes y Variables. 
Como mencionó antes, es posible, en algunos lenguajes, incluir, en la instrucción en que se 
declara, la asignación de un valor al rótulo.  Esta asignación sigue reglas y restricciones 
específicas a cada lenguaje, que pueden diferir sensiblemente de las utilizadas en la 
instrucción de asignación propiamente dicha; por esta razón, esta asignación es referida 
como “inicialización de constantes y/o variables”.  En la mayoría de los casos, la 
inicialización es además, la única manera de asociarle valores a las constantes del 
programa. 
La inicialización de variables y constantes en lenguajes compiladores, tiene además la 
ventaja de que ella se lleva cabo durante la compilación y/o el ensamble para los valores 
localizados en la memoria Global ahorrándose el tiempo requerido para ello en ejecución. 
 
2 4 Entrada y Salida de Valores. 
Algunos de los rótulos y lugares de almacenamiento
67
 del programa, obtienen su valor de 
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 No todos lo lugares de almacenamiento están rotulados, ya que los valores allí almacenados pueden 
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datos que vienen “exterior” del programa.  Los valores de algunos de los términos del 
programa son, por otro lado, enviados al “exterior” del programa, como resultados de la 
ejecución.  Las acciones de ingreso y egreso de valores desde y hacia el “exterior” del 
programa son denominadas “operaciones de Entrada y Salida” (o mas simplemente 
operaciones de “E/S”). 
Las operaciones de E/S definen, entonces, una transferencia de valores de o hacia los 
“dispositivos externos” al programa.  Estos dispositivos comprenden tanto los dispositivos 
físicos de comunicación del computador, tales como el teclado, pantalla e impresora, como 
los dispositivos lógicos externos al programa, tales como los archivos de datos, el sistema 
operativo u otro programa en ejecución. 
Las operaciones de E/S requieren de la definición previa de los siguientes aspectos de la 
transferencia de información: 
 Dirección en que se efectúa la transferencia (si la información entra o sale) 
 En el caso de salida de datos, los valores que salen. 
 En el caso de entrada de datos, los rótulos o lugares a los que se van a asociar (o donde 
se van a almacenar) los valores que entran. 
 El dispositivo externo con el que se efectúa el intercambio. 
 El formato de la información afuera del programa, que describe su representación, tipo, 
localización y características en el dispositivo externo.  Este tipo debe ser reconocido por 
el programa, quién, si es del caso, efectúa junto con la operación de E/S una operación 
de cambio de tipo a los valores, al tipo interno de almacenamiento en el programa. 
La entrada y salida de datos, es definida por medio de diversos mecanismos o 
construcciones que para tal fin ofrecen los lenguajes de programación.  A continuación se 
presentan los dos mas comunes. 
2 4 1 Instrucciones de E/S. 
Con los lenguajes “procedimentales” (ver Arquitectura de Operaciones), es necesario 
indicar en los programas, de forma explícita, cuales serán las operaciones de entrada de 
datos y salida de resultados, así como el momento de la ejecución en que estas serán 
llevadas a cabo.  Para tal fin, dichos lenguajes proveen construcciones gramaticales 
específicas en la forma de “instrucciones de E/S”.  A través de las instrucciones de E/S, el 
programador especifica la interacción del programa con su entorno y esta, a su vez, no 
puede ir mas allá de la especificada en el programa (Así, el sistema operativo o medio 
ambiente de programación, al correr el programa, lleva a cabo sólo aquellas operaciones de 
E/S definidas en el programa, sin que en ese momento el usuario pueda introducir variante 
alguna). 
____________________________________________________________________________ 
                                                                                                                                                    
representarse por medio de expresiones con punteros.  Los rótulos, por su parte, no siempre representan 
lugares de almacenamiento, sino que se pueden asociar a los valores mismos. 
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Ejemplo 3: 
Unos posibles modelos genéricos de instrucciones de entrada y salida, que involucre 
explícitamente los diferentes elementos de información necesarios para llevar a cabo la 
operación, es el siguiente: 
Entrada 
(rotulo|lugar[{,rotulo|lugar}])<<([formato,]dispositivo) 
En el que a una lista de nombres de variables o lugares de almacenamiento 
referidos en el programa, se les “ingresarían”, valores desde un dispositivo en el 
que su tipo es descrito por medio de un “formato”  
Salida 
(termino[{,termino}])>>([formato,]dispositivo) 
En el que los valores asociados a una lista de términos del programa, se 
“egresarían”, hacia un dispositivo en el que su tipo es descrito por medio de un 
“formato”  
____________________________________________________________________________ 
En las instrucciones de E/S implementadas en los lenguajes, no siempre es necesario 
colocar explícitamente toda la información requerida para la operación de E/S.  Algunos 
lenguajes usan modelos simplificados, que le ahorran al programador esfuerzo en los casos 
mas comunes.  Algunas de las simplificaciones mas corrientes son las que siguen: 
 El formato de los datos (que incluye color, tamaño, fuente, colocación en la pantalla, 
etc..), se define a través de instrucciones o funciones de librería acompañantes que se 
ejecutan antes de la de E/S o a las que se hace referencia en ella.  La información que 
proveen estas instrucciones, puede así, ser usadas por varias instrucciones de E/S en el 
programa (v.g. FORTRAN, C, PASCAL). 
 El formato puede estar contenido en un valor agregado de tipo “cadena” (v.g. C y 
FORTRAN), que puede ser definido dentro del programa, o ingresado desde el exterior 
por medio de otras instrucciones.  Con ello, no solo es posible que los formatos sean 
compartidos por varias instrucciones de E/S, sino que además, sean definidos (y 
cambiados) para cada ejecución. 
 Los formatos para cada valor a ser intercambiado en operaciones de E/S, pueden estar 
contenidos en las instrucciones de declaración del rótulo (v.g.. COBOL) o en las 
instrucciones de declaración del tipo de valor al que se asocia. 
 El lenguaje puede suministrar un formato de defecto para cada tipo de valor (v.g. 
PASCAL). 
 El dispositivo puede estar asociado con la palabra clave (o símbolo) que identifica a la 
instrucción, y el lenguaje ofrece una serie de instrucciones de E/S diferentes, una para 
cada dispositivo (v.g. C). 
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 La instrucción solo transfiere un valor de un tipo determinado, y el lenguaje ofrece una 
instrucción diferente de E/S para cada tipo (v.g. C, MODULA2 ). 
 Los términos en las instrucciones de salida solo pueden ser variables y no es posible 
escribir utilizar literales o expresiones (v.g. algunas versiones de FORTRAN ). 
2 4 2 Construcciones Visuales de E/S. 
El gran incremento en la disponibilidad del computador y tiempo de CPU, ha generado una 
gran demanda por programas de ejecución interactiva, que colaboren con el usuario en las 
actividades de preparación de datos, análisis de resultados y concepción de alternativas.  
Esta demanda ha impulsado, a su vez, el desarrollo, dentro de los lenguajes de 
programación, de mecanismos para hacer mas “amigable” tanto la ejecución de los 
programas como los procesos de E/S.  A tal fin, las versiones modernas de los lenguajes, 
ofrecen una gran variedad de construcciones y mecanismos. 
Los lenguajes procedimentales, por su parte, ofrecen una gama de instrucciones y funciones 
prefabricadas de E/S, con las que el programador define, en el texto de los programas, las 
propiedades que tendrá su interfaz frente al usuario, durante la ejecución.  Estas incluyen 
instrucciones para fines tan diversos como la colocación de información en diversos puntos 
de la pantalla, el uso colores y fuentes diversas para los caracteres, la elaboración de 
gráficos, la presentación de “menús” y “formas de diálogo”, el manejo de dispositivos 
especiales, etc.. . 
Por otro lado, la demanda por programas “amigables”, de corte interactivo, se ha extendido 
también a los compiladores e interpretes de los lenguajes de programación.  Es así que, en 
la actualidad, muchos de ellos involucran un medio ambiente interactivo, que le ayuda al 
programador a escribir, compilar, probar, corregir y ejecutar los programas que elabora. En 
estos ambientes, es básico la existencia de un editor de texto especializado en las 
características propias del lenguaje.  Algunos medios ambientes de desarrollo, involucran 
también, editores especializados para la definición del interfaz con los usuarios.  Estos 
editores, le permiten al programador definir el interfaz en un medio ambiente gráfico, en el 
que este se “dibuja” o compone con base en elementos prefabricados que se toman de 
menús y se colocan en el punto deseado del interfaz.   Los elementos prefabricados pueden 
ir desde simples líneas de texto o rayas, hasta elementos complejos con propiedades 
especiales, tales como, menús, campos de llenado de datos, botones de activación, ventanas 
con desplazamientos activados por el “ratón”, formas preelaboradas para elementos de la 
base de datos etc.. . 
En algunos lenguajes procedimentales, el editor del interfaz incluye mecanismos de 
generación del conjunto de instrucciones que lo define, que, luego de producidas, deben 
ser incluidas manualmente dentro del texto del programa (v.g. en FOXPRO).  En otros, se 
obvia la generación de las instrucciones, y cada componente del interfaz es reconocido por 
el ambiente como un componente que es invocado dentro del texto del programa en el 
punto en el que se desea su activación (v.g. en INFORMIX).  En algunos lenguajes (v.g. en 
ORACLE), en vez de evocar el elemento del interfaz desde el texto del programa, las 
diferentes partes del texto del programa se evocan desde el interfaz, y son, por tanto, 
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activadas en ejecución a medida que el usuario interactúa con este.  El punto importante 
aquí, es que los elementos que se manipulan en la edición del interfaz, se convierten en 
parte integral del lenguaje de programación, y son los que el programador realmente usa 
al escribir el programa (ver “Eventos y Disparos”). 
Una variante dentro de la construcción visual del interfaz, es la utilizada en la Hojas 
Electrónicas de Cálculo (v.g. LOTUS-123 y EXCEL).  En ellas, el programador no incluye 
en sus programas (en sus hojas específicas), las construcciones necesarias para el control de 
la ejecución y manipulación de datos y resultados.  Estas construcciones hacen parte del 
medio ambiente de desarrollo y son activadas durante la ejecución de la hoja de cálculo 
específica.  Así los procedimientos de E/S no solo se comportan de manera uniforme en 
todos los programas, sino que todos ellos disponen de todas las facilidades de E/S que 
ofrece el medio ambiente (sin necesidad de programarlas). 
2 5 Asignación. 
La asociación de rótulos y lugares con valores, no solo se lleva a cabo para valores que 
provienen del exterior del programa en el momento de su ejecución.  Es común que dicha 
asociación se lleve a cabo con valores producidos dentro del programa como consecuencia 
de operaciones de evaluación de funciones. 
La gran mayoría de los lenguajes proveen, a este fin, una construcción gramatical específica 
que indica dicha asociación.  A esta construcción nos referiremos, de forma genérica, como 
instrucción de “asignación”.  
____________________________________________________________________________ 
Ejemplo 4: 
Un posible modelo genérico de instrucción de asignación, sería el siguiente: 
rotulo|lugar<=termino 
En el que a un nombres de variables o lugares de almacenamiento referidos en el 
programa, se asociaría con el valor referido por un término del programa  
____________________________________________________________________________ 
Varias razones asisten a los lenguajes a incluir la instrucción de asignación, entre ellas las 
siguientes: 
2 5 1 Eficiencia 
El valor representado en una expresión, puede ser requerido varias veces durante la 
ejecución del programa.  La asignación a un rótulo, del valor representado por dicha 
expresión, induce en la mayoría de los lenguajes, a que ella se evalúe y el valor resultante se 
“almacene” en la memoria, para ser usado luego en los puntos donde se opera con el rótulo, 
sin necesidad de reevaluar la expresión que representa. 
____________________________________________________________________________ 
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Ejemplo 5: 
El resultado siguiente: 
(b,c,d)<<("3f",Teclado); 
(Seno(b)*c+Seno(b)*d)>>("f",Pantalla); 
puede obtenerse de forma mas eficiente asi: 
(b,c,d)<<("3f",Teclado); 
a<=Seno(b); 
(a*b+a*c)>>("f",Pantalla); 
____________________________________________________________________________ 
2 5 2 Claridad 
Una expresión compleja, puede expresarse de forma más simple asignándole rótulos a sus 
componentes ( a la manera del "donde" de las ecuaciones en matemática ). 
____________________________________________________________________________ 
Ejemplo 6: 
La expresión: 
(((a+b/c)*(c/a)+(f*g/2))/(g**2)).....; 
se puede expresar de forma mas sencilla en la forma siguiente: 
t1 <= (a+b/c)*(c/a) 
t2 <= f*g/2 
t3 <= g**2 
((t1+t2)/t3)....; 
____________________________________________________________________________ 
 
 
2 5 3 Iteración, en lenguajes procedimentales 
En los lenguajes procedimentales, las partes de los programas que llevan a cabo procesos de 
“acumulación”, “búsqueda”, “selección” y “ordenamiento”, siguen patrones de proceso que 
por lo general se describen con base en la reasignación iterativa de valores a un mismo 
rótulo o lugar (ver “Lenguajes Procedimentales”). 
____________________________________________________________________________ 
Ejemplo 7: 
Las instrucciones en lenguaje C que siguen: 
for( S=0,i=0;i<n;i++,S+=a) scanf("i",&a); 
"acumulan" en “S” un conjunto de valores leídos, con base en la reasignación iterativa 
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para “S” e “i”. 
____________________________________________________________________________ 
2 5 4 Representación de los estados de un objeto "dinámico" o 
"variable" 
Los programas de computador modelan aspectos o “objetos” del mundo real, a través del 
registro de valores para los atributos que a ellos se les asocia.  En el mundo, estos atributos 
sufren modificaciones, que deben ser registrados, en el computador, como un cambio al 
valor correspondiente.   El registro de dichos cambios puede requerir la asignación de un 
nuevo valor al atributo. 
____________________________________________________________________________ 
Ejemplo 8: 
En un programa el rotulo “Sld”, se asocia al saldo de un deudor, un pago parcial “Pg”, 
sería descontado del saldo con instrucciones como las siguientes: 
Pg <<= ("f",Pantalla); 
Sld = Sld - Pg; 
____________________________________________________________________________ 
2 6 Semántica operacional del uso de Variables 
La asociación de rótulos con valores durante el proceso, no se lleva a cabo de forma igual 
en los programas de todos los lenguajes, ni para todos los valores de un programa para un 
mismo lenguaje.  Esta asociación se efectúa de forma particular, en cada caso, según las 
características y orientación particular de cada lenguaje. 
En lo que sigue indicaremos las formas de asociación mas típicas así como su efecto en la 
eficiencia y uso del espacio por parte del proceso. se indicará, donde sea posible, el modelo 
utilizado por los lenguajes analizados. 
2 6 1 Rotulo = Lugar de Almacenamiento. 
En los lenguajes tipados en que el traductor es un compilador, es posible conocer el tipo de 
valor asociado a las variables, antes de la ejecución del programa (ya que se establece al 
escribirlo).  En ellos, usualmente se toman ventaja de esta propiedad, determinando, desde 
el ensamblaje, el lugar en la memoria en que será almacenado el valor asociado a cada 
rótulo en la ejecución.  Así el rótulo se asocia al valor indirectamente, a través de su lugar 
de almacenamiento. 
Dos rótulos diferentes identifican, normalmente, dos lugares diferentes y en consecuencia 
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hacen referencia a dos valores diferentes
68
. 
Allí, las instrucciones que producen una nueva asociación rótulo/valor, se asocian con la 
ejecución de una operación que produce el cambio de un valor almacenado en la memoria.  
La lectura obtiene el valor del exterior, y la asignación obliga a la ejecución de la operación 
que calcula el valor del término, para generar el valor a ser “colocado” en el lugar de 
almacenamiento. 
Puede suceder, entonces, que el valor calculado sea de un tipo diferente al del asociado al 
lugar de almacenamiento. En estos casos, la mayoría de los lenguajes, ejecutan una 
operación de cambio de tipo antes de su colocación.  La operación de cambio de tipo, puede 
a su vez, causar pérdida de información que puede ir desde un cambio en precisión, hasta la 
pérdida completa del valor. Ante la posibilidad de perdida de información, en las 
instrucciones de asignación, algunos lenguajes producen un error de compilación que 
impide la operación (v.g. en PASCAL), otros exigen un operador explícito de cambio de 
tipo en el que el usuario declare su intención de producir la pérdida (v.g. en C), y otros 
permiten la perdida sin tomar acción correctiva alguna (v.g. FORTRAN). 
2 6 2 Rótulo = Apuntador al valor. 
En la mayoría de los lenguajes atipados y en los que el traductor es un interprete, no se 
conoce de antemano ni el número ni el tipo de los valores a ser asociados con cada rótulo en 
un programa.  Además, en los lenguajes débilmente tipados, no se define el tipo de los 
valores a ser asociados a cada rótulo y este tipo puede cambiar durante la ejecución.  Una 
manera de manejar estos valores en la memoria, es la de trasladar al “heap” el 
almacenamiento de los valores que pasan de un cierto tamaño, y asociar el correspondiente 
rótulo, con un lugar de la memoria que almacena la dirección del lugar donde se encuentra 
el valor.  En estos casos, el rótulo se asocia al valor indirectamente a través de un puntero, 
cuyo lugar de almacenamiento es indicando por el rótulo, y el lugar en que se almacena el 
valor, no requiere estar ni predefinido ni restringido al almacenamiento de datos para un 
tipo específico. 
En estos casos es posible (y en algunos casos deseable), que dos rótulos diferentes se 
refieran a punteros que apuntan al mismo valor. 
Las instrucciones que asignan un valor a un rótulo usualmente se asocian, en esta 
modalidad, con la aparición de un nuevo valor en el “heap” de la memoria, y con el cambio 
de la dirección asociada al rótulo.  La asignación de un valor previamente asociado con otro 
rótulo, v.g. en la instrucción "a<=b", puede resolverse, sin embargo, colocando el puntero 
al que se refiere "a" a apuntar al mismo lugar al que apunta el puntero al que se refiere 
"b".  Esta forma de resolver la asignación es especialmente útil en los casos en que se 
asigna a un rótulo un valor agregado de gran tamaño ya existente en la memoria y 
                                                 
68
  Algunos lenguajes permiten asociar mas de un nombre a un mismo lugar de almacenamiento.  Esto produce 
sin embargo confusión en las operaciones de asignación y lectura ya que afectan simultáneamente al valor 
asociado a ambos rótulos. 
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previamente asociado con otro rótulo
69
. 
El valor asociado al rótulo, a través del apuntador, no requiere ser de un tipo específico y 
este puede ser cambiado durante la ejecución sin que se produzca perdida de información 
alguna (v.g. en APL). 
Es de anotarse que esta modalidad de manejo de la asociación no corresponde con la del 
uso explícito de valores tipo Puntero, implementada en varios de los lenguajes 
procedimentales (v.g. C y PASCAL).  En ellos, los rótulos se declaran de tipo puntero y se 
refieren por tanto a lugares donde verdaderamente se almacenan direcciones de memoria
70
.  
Posteriores apariciones del rótulo, evalúan al apuntador y no al valor al que apunta.  Para 
obtener dicho valor, es necesario aplicarle a el apuntador el operador de “indirección” (ver 
“Funciones”). 
2 6 3 Rótulo = Referencia al Valor. 
Es posible que en un lenguaje, la semántica de los términos del programa , y entre ellos la 
de los rótulos, sea solamente la de referirse a un valor involucrado en el proceso.  Y que la 
aparición de la aplicación de una función, no signifique que se llevará a cabo el cálculo del 
valor correspondiente en algún momento de la ejecución, para almacenarlo en algún lugar 
de la memoria (ver discusión al respecto en el Capítulo “Funciones”). 
Este tipo de semántica operacional permite mantener, durante el proceso, la asociación del 
rótulo con el término que define su valor, sin que sea necesario evaluarlo y almacenarlo en 
la memoria.  Así, es posible mantener en la memoria solo los valores básicos del proceso (o 
los que no dependen de la aplicación de funciones), y aquellos valores sobre los que se está 
operando en el momento (y para los que se podría usar una representación de alta precisión 
y rango).  Cuando el proceso requiera de un valor asociado a una expresión que, a su vez, se 
asocie con variables, que a su vez, se asocien con otros términos, será siempre posible 
reescribir la expresión substituyendo las variables por su expresión, y efectuarle 
transformaciones algebraicas convenientes, antes de su evaluación. 
3 Referencias Implícitas a los Datos. 
Otro mecanismo de abstracción, es el de no hacer referencia explícita en el programa, a los 
datos del proceso.  En este caso las operaciones del programa deben tener definido de 
antemano (o “conocer”), sobre que datos deben ejecutarse.  Una manera de darles este 
conocimiento, es el de definirlas para que actúen sobre unos elementos de dato, 
especificados posicionalmente en el contexto de una “estructura” de datos predeterminada. 
La estructura de datos mas utilizada para este propósito es la “pila”.  Una pila es una 
                                                 
69
  Es práctica común en estos casos, generar un nuevo valor, solo si el asociado a uno de los rótulos se 
actualiza por medio de asignación o lectura; este modo se denomina en la literatura "copia en escritura". 
70
 Estos lenguajes, por su caracter de "tipados", restringen los apuntadores a apuntar solo a valores del tipo 
definido en la declaración del rótulo. 
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estructura lineal, en la que los datos se ordenan en secuencia y se ingresan y retiran 
solamente por la parte de arriba (los primeros que entran son los últimos que salen).  La 
utilidad de la pila estriba en que es una estructura fácil de implementar, su manejo es 
apoyado directamente por instrucciones de máquina, y es la única estructura de datos 
requerida para evaluar expresiones. 
Los términos del programa pueden, en efecto, escribirse sin hacer referencia explícita a los 
operandos sobre los que actúan los operadores que involucran, si de antemano se asume que 
al evaluar un operador los operandos que le corresponden son los primeros elementos de la 
pila, y que el resultado de la operación substituye en la pila a sus operandos. 
Para que los operandos del operador a ser evaluado, se encuentren en la posición adecuada 
dentro de la pila, se debe utilizar, sin embargo, operadores especializados en la 
manipulación de los datos de la pila.  Estos últimos operadores pueden quedar mezclados 
en el programa con los que indican los cálculos. 
____________________________________________________________________________ 
Ejemplo 9: 
La expresión del ejemplo 2, podría ser evaluada por medio de la siguiente secuencia de 
operadores en un lenguaje hipotético: 
<< <<  
* 
<< 4 
<< 3 
/ 
+ 
____________________________________________________________________________ 
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     Capítulo 8: 
Lenguajes 
Procedimentales. 
 
 
1 Introducción. 
Si un programa de computador define una función de transformación que proyecta el 
dominio de los datos en el dominio de los resultados, y esta transformación se lleva a cabo a 
través de un proceso computacional, debe ser posible, entonces, definir el programa, 
definiendo el proceso computacional con el que dicha transformación se lleva a cabo. 
Si un proceso computacional se caracteriza, a su vez, por los subprocesos que lo componen, 
el orden en que ellos se ejecutan, y el efecto que tienen en los datos (o valores), debe ser 
posible, entonces, definirlo indicando, de forma explícita, los subprocesos que lo 
componen, la secuencia en que se deben activar y los elementos de información con los que 
operan.  
Los lenguajes en que los programas se definen de esta manera, se denominan “lenguajes 
procedimentales” o “imperativos”.  Se denominan procedimentales porque con ellos, lo 
que hace el programa (su “semántica”), se define de forma indirecta definiendo el proceso 
computacional con el que dicha semántica se implementa  (que hay que hacer para hacer lo 
que se quiere).   Se denominan imperativos porque, en principio, con ellos se “ordena” al 
computador a llevar a cabo el proceso específicamente definido
71
. 
En los lenguajes procedimentales, los subprocesos se indican por medio de construcciones 
de la sintaxis denominadas “instrucciones”.  Cada instrucción especifica una operación que 
puede, por supuesto, ser compuesta.  La secuencia de ejecución de los subprocesos (o de las 
instrucciones), se indica por medio de la secuencia en que se escriben las instrucciones en el 
programa, y por medio de otras construcciones del lenguaje denominadas “instrucciones de 
control del proceso”. 
La instrucciones de los lenguajes procedimentales expresan, en consecuencia, sólo una 
semántica de tipo operativo, las instrucciones de control tienen, por su parte, como 
                                                 
 71
 El compilador o intérprete, además de traducir la especificación del proceso, normalmente lo redefine, 
cambiándolo a otro, con igual significado, pero mejores características (v.g. más eficiente).  Siendo así que el 
objetivo del programa no es, entonces, definir el proceso sino definir su semántica.    
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semántica las de definir el semiorden de ejecución para las otras instrucciones.  El todo, 
tiene, por último, como semántica la de definir una operación compuesta.  Esta operación 
compuesta tiene, por supuesto una semántica funcional, como se explicó en el capítulo 1, 
pero no es explícita en el programa
72
. 
En este capítulo se describen las instrucciones de un lenguaje procedimental, con énfasis en 
las instrucciones de control del secuenciamiento. 
2 Instrucciones “elementales”. 
En un lenguaje procedimental las instrucciones son, ya sea las ofrecidas de forma nativa por 
la sintaxis del lenguaje, o las definidas por el programador.  A las primeras las 
denominaremos “elementales”, a las segundas las denominaremos “programadas”.  La 
manera de programar instrucciones se discute en el capítulo “Abstracción de Operaciones”. 
 Las instrucciones elementales, por su parte, son las que pueden construirse con base en las 
operaciones nativas del lenguaje discutidas en la parte II del trabajo. 
Tal como se explicó en el capítulo “Programas y Programación”, una operación se 
caracteriza por tener efecto sobre el estado de la máquina o por tener efecto sobre el estado 
del “mundo” externo a la máquina.  En un lenguaje procedimental basado en el uso de 
términos, en consecuencia, las instrucciones se asocian solo con operaciones que generen 
cambios en el valor asociado a los términos del programa, o salidas de datos al exterior del 
mismo.  Así, en estos lenguajes las instrucciones elementales son las siguientes: 
 Instrucciones de entrada: Que producen el ingreso de valores desde el exterior, y su 
posterior almacenamiento en memoria. 
 Instrucciones de asignación:  Que inducen el calculo de valores asociados con términos 
del programa, y su posterior almacenamiento en memoria
73
. 
 Instrucciones de salida: que inducen el cálculo de valores asociados con términos del 
programa y su posterior envío al exterior del programa. 
Los valores de los términos del programa, se redefinen a medida que se ejecutan las 
instrucciones, por lo que cambian continuamente durante la ejecución.  La semántica de las 
salidas del programa, depende entonces, del momento de la ejecución en que se produzcan 
(en que se induzca el cálculo del valor de los términos que involucran).  Al elaborar un 
programa en un lenguaje procedimental es, entonces, de especial importancia sincronizar el 
uso de los términos, cuidándose de inducir el cálculo del valor que representan, sólo en el 
momento en que representan el valor adecuado. 
En un lenguaje procedimental en el que la referencia a los valores sea implícita, es una 
                                                 
72
 Una importante línea de investigación, es la de derivar y especificar la semántica de los programas 
procedurales, transformándolos, por ejemplo, a una expresión funcional equivalente.  Ver [Gomez 97] para un 
trabajo en esta dirección. 
73
 Nótese que un término por si solo, no induce a un calculo, solo lo hace cuando aparece como parte de una 
instrucción de asignación o de salida. 
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instrucción elemental cualquiera que tenga efecto sobre la estructura de almacenamiento 
(v.g. la aparición aislada de un operador, o una operación explícita de modificación de la 
pila.) 
3 Ejecución en secuencia y en paralelo. 
En la mayoría de los lenguajes Imperativos, la ejecución en secuencia de subprocesos (un 
hilo de procesos), se indica colocando en igual secuencia las instrucciones que los 
representan (o con las que se indican). 
_____________________________________________________________________________ 
Ejemplo 1: 
La siguiente secuencia de instrucciones: 
{I1;I2;I3;...; In} 
podría indicar, en un lenguaje hipotético, la siguiente secuencia de subprocesos: 
Sp1->Sp2->Sp3->.....->Spn 
donde el proceso “Spi” es el indicado por la instrucción “Ii”. 
_____________________________________________________________________________ 
La colocación de las instrucciones del programa, en sucesión, puede requerir un elemento 
sintáctico de separación.  Este elemento puede ser el carácter de cambio de línea para 
algunos lenguajes (v.g. FORTRAN), o un carácter especial de terminación para las 
instrucciones (v.g. ";" en C). 
La ejecución paralela de grupos de subprocesos, por su parte, se substituye con frecuencia 
por ejecución secuencial de los varios hilos de subproceso involucrados.  Esto es debido a 
que el resultado de la ejecución en paralelo de varios subprocesos es el mismo que el de su 
ejecución en serie
74
, y a que, el multiproceso es un desarrollo posterior al de la mayoría de 
los lenguajes imperativos.  La evolución de los equipos con múltiples procesadores, el uso 
de redes y el acceso simultáneo a bases de datos por múltiples usuarios, ha impulsado, sin 
embargo, a la inclusión en los lenguajes imperativos, de mecanismos para indicar y 
controlar la ejecución paralela de subprocesos
75
.  El mas simple es el de indicar la ejecución 
en paralelo de dos partes distintas del programa. 
_____________________________________________________________________________ 
Ejemplo 2: 
La siguiente secuencia de instrucciones: 
{I1,I2,I3,..., In} 
                                                 
74
  No es sin embargo cierta la afirmación inversa ya que no es posible ejecutar en paralelo todas las series de 
subprocesos. 
75
  Puede haber también "paralelización" automática de los subprocesos, redefiniendo durante la traducción la 
secuencia en que se ejecutan, siempre y cuando las relaciones entre ellos lo permita. 
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podría indicar, en nuestro lenguaje hipotético, la siguiente secuencia de subprocesos: 
Sp1-> 
Sp2-> 
Sp3-> 
.. 
->Spn 
donde el proceso “Spi” es el indicado por la instrucción “Ii” y el separador “,” 
indicarIa que se ejecuten en paralelo. 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
Ejemplo 3: 
En el lenguaje C++ se advierte, en efecto, que al evocar un subprograma (al igual que al 
calcular una expresión): 
subp(A1,A2,A3,..., An); 
el orden de evaluación de los argumentos (u operandos de la expresión) es indeterminado, 
indicando así paralelismo
76
.  Por otro lado, la “,”que aquí se asocia a paralelismo, se usa 
en otras construcciones del lenguaje, como un operador que indica la ejecución en 
secuencia de una serie de instrucciones.  Así, en el siguiente caso: 
subp(A1,(A21,A22),A3,..., An); 
La evaluación del argumento “(A21,A22)” , cuyo valor es el de “A1”, depende de la 
evaluación de izquierda a derecha, de los términos entre el paréntesis, tal como lo indica 
el operador “,”. 
_____________________________________________________________________________ 
En algunos lenguajes, es posible agrupar secuencias de instrucciones para formar "bloques" 
de instrucciones o “instrucciones compuestas”, que pueden luego ser usadas como una 
instrucción dentro de otro grupo de instrucciones que se llevan a cabo en secuencia o 
paralelo. 
____________________________________________________________________________ 
Ejemplo 4: 
La instrucción “Ik” del ejemplo 2 podría ser la composición de otro grupo de 
instrucciones, así: 
{I1;I2;I3;...{Ik1,Ik2,Ik3...};..In} 
Donde las reglas de juego de nuestro lenguaje serían las siguientes: 
 Una secuencia de instrucciones separadas por ";" indica que los procesos 
correspondientes deben ejecutarse en dicha secuencia.  Una secuencia de instrucciones 
                                                 
76
 Cabe recordar aquí, que hemos definido paralelismo como la indeterminación del orden de ejecución de un 
conjunto de subprocesos, que implica que se pueden ejecutar simultáneamente, y no su ejecución simultánea 
misma, que no depende del programa sino del computador.. 
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separadas por el carácter "," indica que los procesos correspondientes se ejecuten en 
paralelo. 
 Toda secuencia de instrucciones debe ir encerrada en llaves y no puede contener sino 
un solo modo de secuenciamiento.  Podría eliminarse el carácter de fin de instrucción 
en la última instrucción de una secuencia.  
 Una secuencia de instrucciones encerrada en llaves, es una instrucción (compuesta) y 
puede, por tanto componer otra secuencia. 
_____________________________________________________________________________ 
Al indicar, de forma explícita, la ejecución en paralelo de los subprocesos de un proceso, 
puede ocurrir que el resultado del proceso no es determinado por su especificación, sino que 
depende del orden (casual) en que se ejecutan los subprocesos. 
_____________________________________________________________________________ 
Ejemplo 5: 
La especificación siguiente: 
i<=0;{{i<=1;i<=i+1},{i<=1;i<=i-1}}; 
Puede determinar diferentes valores para “i”, al final del proceso, dependiendo del orden 
relativo en que se ejecuten los subprocesos. 
_____________________________________________________________________________ 
Se hace necesario proveer, entonces, mecanismos para restringir las secuencias de ejecución 
de los subprocesos, a aquellas que garanticen un resultado definido para el proceso.  Estos 
mecanismos aparecen en los lenguajes que permiten la definición de operaciones 
concurrentes y serán estudiados en el Capítulo “Eventos y Disparos”. 
4 Instrucción de Selección y "GO TO". 
La sola especificación de subprocesos formando hilos que se ejecutan en secuencia o en 
paralelo, no es suficiente para definir programas realmente útiles. 
_____________________________________________________________________________ 
Ejemplo 4: 
Los programas siguientes: 
{d<=b*b-4.*a*c; 
 rr1<=(b+sqrt(d))/(2.*a);ri1=0.; 
 rr2<=(b-sqrt(d))/(2.*a);ri2=0.; 
} 
y 
{d<=b*b-4.*a*c; 
 r1<=(b)/(2.*a);ri1<=sqrt(-d)/(2.*a) 
 r2<=(b)/(2.*a)};ri2<=-sqrt(-d)/(2.*a); 
} 
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Pueden ser usados para obtener la raíz de una ecuación cuadrática, dados sus coeficientes, 
cubriendo cada uno de ellos un dominio de datos diferente.  El usuario debe, sin embargo, 
determinar en cada caso cual de los programas usa. 
_____________________________________________________________________________ 
Es necesario contar, también, con la posibilidad de seleccionar los subprocesos que se 
ejecutan, con base en los datos manipulados en el programa.  La selección de la ejecución 
alternativa entre uno varios subprocesos en un estado determinado del proceso, se puede 
llevar a cabo, en la mayoría de los lenguajes procedimentales, por medio de una instrucción 
de selección, y de una instrucción de salto, o “transferencia de control”. 
_____________________________________________________________________________ 
Ejemplo 5: 
En nuestro lenguaje hipotético, la instrucción de selección tiene la forma siguiente: 
if(Valor_Lógico)Instruccion 
En la que si “Valor_Lógico” es “cierto”, se ejecuta “Instrucción” y si 
“Valor_Lógico” es “falso”, no se ejecuta. 
La instrucción de transferencia de control tiene la forma siguiente: 
go_to Rotulo 
Donde “Rotulo” identificaría a otra instrucción en el programa
77
, con la que se 
continua el proceso (luego de la transferencia de control). 
_____________________________________________________________________________ 
La instrucción de salto define explícitamente la instrucción que debe ejecutarse a 
continuación de ella misma, y, al ser usada en combinación con una instrucción de 
selección, permite “saltarse” selectivamente un grupo de instrucciones en una secuencia 
dada. 
_____________________________________________________________________________ 
Ejemplo 6: 
En el grupo siguiente: 
{i1;I2;I3;...;if(?)go_to A;Ik1;Ik2;Ik3;A:Ij;..In} 
El proceso se “salta” La ejecución del grupo “Ik..” cuando el valor lógico "?" evalúa 
a "cierto" 
_____________________________________________________________________________ 
 
                                                 
77
 Nótese que el salto a una instrucción determinada, es válido solo si el estado del proceso al efectuar el salto 
es válido para continuarlo desde ese punto. Esto es particularmente problemático si el salto se efectúa desde o 
hacia un proceso en un grupo de procesos que se que se ejecuta en paralelo.  Las instrucciones de 
Secuenciamiento Estructurado y el manejo de Excepciones imponen, en efecto, restricciones al "go_to". 
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_____________________________________________________________________________ 
Ejemplo 7: 
Utilizando la instrucción de selección y de transferencia de control, los dos programas del 
ejemplo 4 se pueden reunir en uno solo: 
{d<=b*b-4.*a*c; 
 if(d>0)go to A 
 rr1<=(b+sqrt(d))/(2.*a);ri1=0.; 
 rr2<=(b-sqrt(d))/(2.*a);ri2=0.; 
 go to B; 
 A: 
 rr1<=(b)/(2.*a);ri1<=sqrt(-d)/(2.*a); 
 rr2<=(b)/(2.*a)};ri2<=-sqrt(-d)/(2.*a); 
 B: 
} 
Que puede ser usado para obtener la raíz de una ecuación cuadrática, cubriendo la unión 
de los dominios de los programas anteriores y sin que el usuario se vea obligado a escoger 
el programa que ejecuta (el programa escoge por él)
78
. 
_____________________________________________________________________________ 
Nótese que, en aquellos lenguajes en que se implementa la instrucción compuesta o bloque, 
la instrucción de selección, por si sola, permite decidir si se ejecuta o no un grupo de 
instrucciones. 
_____________________________________________________________________________ 
Ejemplo 8: 
En los grupos siguientes: 
{i1;I2;I3;...;if(?){Ik1,Ik2,Ik3...};..In} 
ó 
{i1,I2,I3,...,if(?){Ik1,Ik2,Ik3...},..In} 
El grupo “Ik...” , solo se ejecuta si el valor lógico “?”, evalúa a “cierto”. 
_____________________________________________________________________________ 
Si la instrucción a la cual se efectúa el salto es anterior a la que lo indica, se producirá la 
ejecución repetitiva del conjunto de subprocesos, que indican las instrucciones incluidas en 
el salto. 
_____________________________________________________________________________ 
Ejemplo 9: 
En el grupo siguiente: 
{I1;..B:if(?)go_to A;Ik1;Ik2;go_to B; A:Ij;..In} 
                                                 
78
 Sin esta facilidad sería inmanejable el número de programas y la selección de cual ejecutar en cada caso. 
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La ejecución de los subprocesos indicados por las instrucciones “Ik..”, se repetirá 
mientras hasta que, al inicio de su ejecución, el valor lógico “?” no evalúe a "cierto" (se 
pregunta primero y se hace después). 
En el grupo siguiente: 
{I1;I2;...B:Ik1;Ik2;if(?)go_to B; A:Ij;..In} 
La ejecución de los subprocesos indicados por las instrucciones “Ik..” se repetirá hasta 
que, al final de su ejecución, el valor lógico “?” no evalúe a "cierto" (se hace primero y 
se pregunta después) 
_____________________________________________________________________________ 
Con ello, es posible indicar en el programa la ejecución repetitiva de un conjunto de 
subprocesos, escribiendo una sola vez, las instrucciones que los indican.  Esta facilidad es 
fundamental para la escritura de programas útiles.  Permite, por un lado, “reutilizar” una 
porción del programa, indicando muchos subprocesos del proceso, con una sola 
especificación.  Y, lo que es más importante, permite extender el dominio de los programas 
que operan sobre grupos de valores, a procesar grupos de tamaño indeterminado. 
_____________________________________________________________________________ 
Ejemplo 10: 
En el programa siguiente (donde se han usado varias líneas e “indentación” para clarificar 
el proceso): 
 {v<<pantalla; 
  B:if(v=nulo)go_to A;  
  procese(v); v<<pantalla; 
  go_to B; 
  A: 
 } 
Se recibe del exterior una serie de valores (posiblemente agregados) y se les lleva a cabo 
el mismo proceso, reutilizando “procese(v)”, hasta que se ingresa un valor que indica 
que no hay mas valores (“nulo”).  Con ellos son los datos los que determinan el número 
de valores procesados. 
_____________________________________________________________________________ 
La importancia de indicar de forma simple la repetición de subprocesos, se pone de 
manifiesto en la oferta de una gran variedad de instrucciones especializadas a tal 
propósito
79
. 
_____________________________________________________________________________ 
Ejemplo 11: 
                                                 
79
 Estas instrucciones, que incluyen las de iteración estructurada presentadas mas adelante, no son otra cosa 
que “azúcar sintáctico” cuya utilidad es la de facilitar hacer mas legible la especificación de la repetición de 
procesos. 
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En el lenguaje FORTRAN, aparece la instrucción “DO”, cuyo uso se ilustra en la 
siguiente porción de programa
80
: 
  . 
  S=0. 
  DO 10 I=1,n,2 
   S=S+A(I) 
 10 CONTINUE 
  . 
Que suma los elementos de índice impar del vector A. 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
Ejemplo 12: 
En el lenguaje C, aparece la instrucción “for”, cuyo uso se ilustra en la siguiente 
porción de programa: 
 . 
 for(i=1,s=0.;i<=n;s+=a[i],(i++)++); 
 . 
Que lleva a cabo la misma tarea en una sintaxis mas compacta. 
_____________________________________________________________________________ 
Una consecuencia del uso incondicional de la instrucción de salto, es que las operaciones 
primera y última que se ejecutan en el proceso (y en los bloques de programa), no 
necesariamente coinciden con la primera y última instrucción en el programa (ya que 
podrían ser instrucciones de salto).  Es así que los lenguajes que dependen de estas 
instrucciones para el control de la ejecución (los no “estructurados”), generalmente incluyen 
instrucciones de inicio y de terminación del proceso tanto para el programa como para los 
bloques de programa. 
 
_____________________________________________________________________________ 
Ejemplo 13: 
{ 
} 
donde: La ejecución del programa se inicia en la instrucción "{" y la ejecución de la 
instrucción "}" produce la terminación del proceso. 
_____________________________________________________________________________ 
Para una discusión de la instrucción de inicio y terminación del proceso en un bloque, ver 
capítulo "Abstracción de Procesos" 
                                                 
80
 Se deja al lector, en este ejemplo y en el siguiente, la tarea de expresar la semántica de estas instrucciones 
con base en las de selección y transferencia de control. 
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5 Secuenciamiento estructurado.  
El uso desordenado de las instrucciones de selección y salto, degrada rápidamente la 
legibilidad de los programas, dificultando (y en algunos casos virtualmente impidiendo) la 
escritura y el mantenimiento de programas que tengan una utilidad no trivial. 
Este hecho puede ilustrarse por medio de un ejemplo que combine varios “casos” para un 
cálculo, con la necesidad de repetirlo, y el deseo del programador de “reutilizar” 
instrucciones ya escritas, así: 
_____________________________________________________________________________ 
Ejemplo 14: 
Considere el siguiente patrón de programa
81
 (organizado en varias líneas por claridad): 
 {   IA1;IA2;.. 
   b:IB1;IB2... 
     if(?)go_to e; 
     IC1;IC2;...caso=1; 
   r:IR1;IR2;.. 
     if(caso=2)go to f; 
     ID1;ID2;..; 
   p:if(??)go_to b: 
     IW1;IW2;... 
     stop; 
   e:IE1;IE2;..caso=2; 
     go to r 
   f:IF1;IF2;.... 
     go to p 
 } 
En el ejemplo, luego de un proceso inicial (instrucciones “.IA1;IA2;...”), hay un 
cálculo que se repite varias veces (instrucciones “.. IB.-.IF..”); dicho cálculo 
tiene dos casos según sea el valor de "?" (instrucciones “. IC.-.ID..” para "?" 
falso, o instrucciones “. IE.-.IF..” para "?" cierto). El programador encuentra 
además, que un grupo de instrucciones en un caso (instrucciones “. IR..”) es el 
mismo que para el otro y decide reutilizarlo por medio de "go_to"(s).  Luego de 
efectuados los varios cálculos, se escriben los resultados (instrucciones “. IW..”). 
_____________________________________________________________________________ 
El libre uso de la instrucción de salto incondicional tiene, también, problemas cuando el 
salto se hace a un lugar intermedio en un bloque de instrucciones.  En estos casos es posible 
que el estado de los datos, no sea válido cuando se inicia el proceso en un lugar intermedio 
del bloque (ya que comúnmente este estado es definido por instrucciones al principio del 
bloque).  Para controlar este problema, algunos lenguajes impiden el salto a lugares 
intermedios de un bloque, implementando solo bloques “con una entrada” (v.g. PASCAL), 
otros lenguajes generan mensajes de error cuando el salto induce un proceso desde un 
                                                 
81
 Si el lector desea un caso específico, remítase al problema MM. 
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estado inválido (v.g. C++), y por último algunos lenguajes dejan al programador la 
responsabilidad de controlar dichos problemas (FORTRAN). 
Motivadas por estos problemas, e impulsadas por una serie de desarrollos conceptuales 
acerca de las características de los máquinas de cómputo y de la aplicación de dichos 
desarrollos a la escritura de programas, aparecieron en los años 60, las formas 
“estructuradas” de secuenciamiento para los subprocesos.  A la rápida difusión, de esta 
forma de escribir programas y de los desarrollos metodológicos que de ella se derivaron 
(ver “Arquitectura de Funciones”), se le ha denominado “La Revolución Estructurada” de la 
Ingeniería del Software [King 84]. 
Las formas estructuradas de secuenciamiento de los subprocesos (o mas simplemente la 
“programación estructurada”), se basan en el hecho demostrado, de que el uso de la 
instrucciones de selección y salto, puede substituirse por el uso de tres formas de indicar el 
secuenciamiento de subprocesos, sin perder expresividad al escribir programas de 
computador en lenguajes procedimentales.  Estas tres formas, definen tres tipos de bloques 
de instrucciones en el programa.  Cada tipo de bloque indica un proceso, con base en dos 
bloques de instrucciones, mas elementales, que indican subprocesos.  Así: 
 Secuencia: El bloque del programa, indica que dos subprocesos, se ejecutan una vez en 
una secuencia determinada por el bloque (secuencia o en paralelo).  De forma gráfica: 
 
 
 
 
 Selección: El bloque del programa, indica que se ejecute una vez uno de dos 
subprocesos, entre los cuales se escoge según el valor que tenga un termino del 
programa, en el momento de ejecutar el proceso indicado por el bloque.  De forma 
gráfica: 
     A      B 
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                                                  If(?) 
 
 
 
 
 
 Iteración: El bloque del programa, indica que se ejecuten de forma repetitiva dos 
subprocesos, uno después del otro, hasta que el valor que tenga un termino del programa, 
luego de ejecutar el primero de ellos, indique terminar con las repeticiones.  De forma 
gráfica 
 
 
 
                                                                                             If(?) 
 
 
 
 
Los bloques de instrucciones asociados a los subprocesos, pueden ser ya sea vacíos, en cuyo 
caso no indican proceso alguno, o bloques de instrucciones que definen el subproceso con 
base en indicar otros subprocesos mas elementales, que también se secuencian en una de las 
formas estructurada. 
_____________________________________________________________________________ 
Ejemplo 15: 
Un proceso puede estar compuesto de dos procesos, P1 y P2, que se ejecutan en 
secuencia, donde el proceso P1 esta compuesto de dos procesos P11 y P12 entre los que 
se selecciona, y el proceso P2 puede consistir de la repetición de un proceso P21, hasta 
que se cumpla una condición. 
     A 
     B 
     B 
     A  
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De forma gráfica: 
 
              P 
   
                                       P1 
                                                                         ? 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                       P2 
 
 
 
 
 
 
                                                                        ?? 
 
 
 
 
 
 
_____________________________________________________________________________ 
Ya que las formas de secuenciamiento estructurado son esencialmente una manera de 
organizar el uso del "go_to", ellas pueden implementarse por medio de las instrucciones de 
selección y salto, descritas en el numeral anterior.  A continuación se ilustra el uso de las 
formas estructuradas, utilizando las instrucciones de selección y salto, para el mismo caso 
de programación del ejemplo anterior.  Las ventajas inherentes a el uso de la P.E. (o 
P11 
P21 
P12 
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Programación Estructurada), esperamos sean obvias al lector en el ejemplo. 
_____________________________________________________________________________ 
Ejemplo 16: 
Considere el siguiente patron de programa (organizado en varias líneas y con el, uso de la 
 "indentación" para clarificar su estructura): 
 
 { IA1;IA2;.. 
  b: IB1;IB2... 
   if(?)go_to e; 
    IC1;IC2; 
    IR1;IR2; 
    ID1;ID2; 
   go_to p 
  e:   IE1;IE2;... 
    IR1;IR2;... 
    IF1;IF2;... 
  p: if(??)go_to b: 
  IW1;IW2;... 
  } 
Nótese que aunque el proceso es el mismo que en el ejemplo anterior, la secuencia de los 
subprocesos queda plasmada en el uso de las estructuras.  Notese además que el código 
del grupo de instrucciones (IR1;IR2,.,) debe duplicarse y que la instrucción de parada 
(stop) es ahora innecesaria. 
_____________________________________________________________________________ 
6 Instrucciones "estructuradas" de secuenciamiento. 
Aunque las formas estructuradas de secuenciamiento pueden implementarse con el uso de 
las instrucciones de selección y salto, la mayoría de los lenguajes proveen instrucciones 
específicas para indicar la selección y la repetición estructuradas.  Estas instrucciones 
obvian el uso explícito del salto incondicional (o "go_to"), presentando de forma explícita 
el (o los) grupo(s) de procesos entre los que se selecciona o repiten. 
Las instrucciones de secuenciamiento estructurado, y en especial la instrucción de iteración, 
toman diversas formas, dependiendo del lenguaje de programación.  A continuación se 
presentan unas representaciones hipotéticas para dichas instrucciones, en las que se 
muestran los elementos de información que ellas involucran. 
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6 1 Selección estructurada. 
La instrucción de selección estructurada, debe indicar la condición de selección y los 
subprocesos entre los que la condición selecciona. 
_____________________________________________________________________________ 
Ejemplo 17: 
if(Valor_Logico){Instruccion1,Instruccion2} 
Donde: si “Valor_Logico” evalúa a "cierto", se lleva a cabo 
“Instruccion1”, y si “Valor_Logico” evalúa a “falso” se lleva a cabo 
“Instruccion2”. 
_____________________________________________________________________________ 
El uso recursivo de la instrucción de selección, en el que las instrucciones entre las que se 
escoge, pueden a su vez ser instrucciones de selección, genera un árbol de selección 
múltiple entre un grupo específico de instrucciones. 
_____________________________________________________________________________ 
Ejemplo 18: 
El patrón de código siguiente: 
 
 if(S=a) I1 
 else if(S=b) I2 
   else if(S=c) I3 
     else I4 
Selecciona una de cuatro instrucciones posibles, dependiendo del valor asociado a "S". 
_____________________________________________________________________________ 
La mayoría de los lenguajes procedimentales, proveen una instrucción de selección 
múltiple, que permite escribir de forma explícita construcciones como las del ejemplo. 
_____________________________________________________________________________ 
Ejemplo 19: 
 case(Valor){ :Valor1 Instruccion1, 
              :Valor2 Instruccion2, 
               . 
               . 
              :ValorN InstruccionN, 
              :else    InstruccionN1 
            } 
Donde: Se lleva a cabo la primera instrucción (tomadas de arriba abajo) que tenga su 
“valori” asociado igual a “Valor”, o la instrucción asociada a "else" si 
ninguno de los valores asociados es igual a “Valor”.  Así, se lleva a cabo 
“Instruccioni” si y solo si “Valori” es igual a “Valor” y “Valorj” 
es diferente de “Valor” para todo “j” menor que “i” o la 
“InstruccionN1” si “Valorj” es diferente de “Valor” para “j” menor 
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o igual a “N”. 
_____________________________________________________________________________ 
6 2 Iteración estructurada. 
La instrucción de iteración estructurada toma diversas formas, dependiendo de si se conoce 
o no de antemano el número de iteraciones y, para este último caso, de si la condición de 
terminación se chequea antes o después de la ejecución del proceso que se repite.  Ella debe 
en todo caso indicar el grupo que se repite y la condición que controla el fin de la 
repetición.  A continuación se presenta un modelo representativo para cada uno de ellos, 
junto con su correspondiente implementación no/estructurada. 
_____________________________________________________________________________ 
Ejemplo 20: 
for( Rotulo, Valor1, Valor2, Valor3 ) Instruccion  
Donde: “Instrucción” se repite mientras que el valor asociado a “Rotulo” esté en 
el intervalo definido por “Valor1” y “Valor2”.  Al inicio del proceso, 
“Rotulo” es asignado a “Valor1” y al final de cada iteración (antes de la 
posible iteración siguiente), “Rotulo” es reasignado al valor resultante de 
adicionar “Valor3” a su valor anterior. 
Nótese que en la instrucción presentada, antes de decidirse si se Ejecuta 
"Instrucción", se chequea que el valor de "Rotulo" pertenezca al intervalo.  
Además, ya que "Rotulo" es asociado a "Valor1" antes de la primera iteración, 
"Instrucción" se ejecuta al menos una vez.  Esta instrucción tiene el mismo 
significado que el código siguiente: 
 
    Rotulo=Valor1; 
 a: if(Rotulo   [Valor1..Valor2])go_to b; 
       Instruccion; 
       Rotulo+=Valor3; 
       go_to a: 
     b: ..... 
_____________________________________________________________________________ 
_____________________________________________________________________________ 
Ejemplo 21: 
while(Valor_Logico) Instruccion do; 
y 
do Instruccion while(Valor_Logico); 
Donde: Instrucción se repite mientras que (1a forma), o hasta que (2a forma) la condición 
del "while" evalúe a "cierta". 
Nótese que en la primera forma, Instrucción puede no llevarse a cabo nunca, y que en la 
segunda forma, Instrucción se lleva a cabo al menos una vez.  El proceso iterativo termina 
cuando, como consecuencia de la ejecución de Instrucción, “Valor_Logico” cambia a 
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"falso". Estas instrucciones tienen el mismo significado que el código siguiente: 
 a: if(!Valor_Logico)go_to b 
       Instruccion; 
       go_to a; 
 b: .... 
y 
 a: Instruccion; 
    if(Valor_Logico)go_to a; 
_____________________________________________________________________________ 
A continuación se presenta de nuevo el ejemplo de programación del numeral anterior, pero 
escrito con las instrucciones de secuenciamiento estructuradas. 
_____________________________________________________________________________ 
Ejemplo 22: 
Considere el siguiente patrón de programa (organizado en varias líneas y con el, uso de la 
"indentación" para clarificar su estructura): 
 {   IA1;IA2;.. 
     do {  
             IB1;IB2... 
         if(?) 
           { IE1;IE2;... 
             IR1;IR2;... 
             IF1;IF2;... 
           } 
         else 
           { IC1;IC2;... 
             IR1;IR2;... 
               ID1;ID2;... 
           } 
        }  
     While(??) 
     IW1;IW2;... 
  } 
_____________________________________________________________________________ 
Una consecuencia del uso de las instrucciones de secuenciamiento estructurado, es que todo 
bloque de programa puede verse como una estructura lineal de instrucciones (entre ellas las 
de secuenciamiento estructurado), cuya ejecución procede secuencialmente desde la 
primera hasta la última.  Esto no solo elimina la necesidad de usar instrucciones de inicio y 
de terminación del proceso, sino que posibilita la asociación del concepto de "función" a los 
bloques y partes del programa (ver "Abstracción de Procesos"). 
7 Rompimiento de ciclos e interrupción del Proceso. 
Aunque el uso de las instrucciones estructuradas de secuenciamiento, contribuye 
enormemente a la legibilidad de los programas de computador, hay circunstancias en las 
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que su rígida aplicación, complica la codificación en lugar de simplificarla.  En este 
numeral y en el siguiente, se presentan algunas de dichas circunstancias, junto con sus 
posibles tratamientos y el consecuente concepto de los rompimientos y de las excepciones o 
interrupciones del proceso. 
En el ejemplo ilustrativo de los numerales anteriores, apareció la necesidad de escribir dos 
veces el grupo de instrucciones común a las dos ramas del "if"
82
, para salvaguardar las 
formas estructuradas de secuenciamiento.  En la iteración estructurada se presenta una 
situación similar, cuando la condición de terminación del ciclo se genera en un cálculo 
intermedio dentro del grupo de instrucciones a ser iterado.  Esta circunstancia se clarifica 
mejor con un ejemplo. 
_____________________________________________________________________________ 
Ejemplo 23: 
El siguiente patrón de código, obtiene y agrega una serie de términos  hasta el primero que 
no cumpla con una condición. 
 
 . 
  
 S=S_Inicial(); 
 a: t=Termino(); 
    if(NoValido(t))go to b; 
    S=Agrege(S,t); 
    go to a; 
 b: ..... 
El uso de una instrucciones de iteración estructurada, requiere obtener el término inicial 
antes del ciclo, asi: 
 
 . 
 . 
 S=S_inicial(); 
 t=Termino(); 
 while(Valido(t)); 
       { S=Agrege(S,t); 
     t=Termino(); 
       } 
_____________________________________________________________________________ 
En algunos casos es también necesario terminar un ciclo, cuando en medio del proceso 
iterado se detecta una condición inesperada o de error, así: 
_____________________________________________________________________________ 
Ejemplo 24: 
                                                 
82
 Esta repetición puede en parte aliviarse con el uso de subprogramas u otras técnicas de reutilización de 
código como las descritas en el cápitulo "Abstracción de Procesos". 
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En el siguiente patrón de proceso, se aborta un grupo de ciclos anidados, al presentarse 
una posible división por cero. 
 
 for i=1,ni 
   { for j=1,nj 
       { for k=1,nk 
           { . 
             . 
             if(!a[i,j,k])go to b 
             ........./a[i,j,k] 
             . 
               } 
         . 
         . 
       } 
     .  
     . 
   } 
 b:...... 
 
La solución estrictamente estructurada, para este caso, requeriría el uso de instrucciones de 
selección "if" y una variable adicional de error, para terminar los ciclos y obviar los 
procesos inválidos
83
, asi: 
 
 error=falso; 
 i=1; 
 while( i<=ni $$ !error) 
   { j=1; 
     while j<=nj && !error) 
       { k=1; 
         while k<= && !error) 
           { . 
             . 
             if(a[i,j,k] && !error) 
               { ....../a[i,j,k] 
                 . 
               } 
             else error=cierto; 
             k++; 
               } 
 
         if(!error) 
           { . 
             . 
               } 
         j++; 
       } 
                                                 
83
 La sintaxis de la instrucción "for" del lenguaje C, permite escribir este código de manera mucho mas 
compacta y legible. 
 111 
_________________________________________________________________________ 
 
     if(!error) 
       { . 
         . 
       }   
         i++; 
       } 
 b:...... 
_____________________________________________________________________________ 
Una alternativa al uso del “go_to” en estos casos, es provista por la mayoría de los 
lenguajes procedimentales estructurados, en la forma de una instrucción de "rompimiento 
del ciclo". 
_____________________________________________________________________________ 
Ejemplo 25: 
breack 
Donde: La ejecución de la instrucción “breack”, interrumpe el ciclo en que ella se 
encuentra y el proceso continúa con la instrucción siguiente a la que inició dicho 
ciclo. 
_____________________________________________________________________________ 
Esta instrucción de rompimiento de ciclo tiene, en general, efecto solamente sobre el ciclo 
mas interno que la contiene.  En consecuencia ella solo provee una solución sin "go_to", 
a los problemas mencionados, cuando hay un solo ciclo involucrado. 
Se deja al lector el ejercicio de reescribir el código del ejemplo anterior utilizando la 
instrucción de rompimiento de ciclo. 
La mayoría de los lenguajes procedimentales, proveen otras instrucciones de interrupción 
de procesos en adición a la de rompimiento de ciclos.  Ellas permiten ya sea terminar la 
ejecución del programa o terminar la ejecución de una instrucción compuesta dentro del 
programa.  La instrucción de interrupción de la ejecución del programa es, en los lenguajes 
estructurados, requerida solo si se desea (o requiere) terminar el proceso antes de la última 
instrucción.  La instrucción de interrupción de la ejecución de un bloque, se ofrece por lo 
general solo en el contexto del uso de Subprogramas y Procedimientos (ver capítulo 
"Abstracción de Procesos") y tiene como efecto no solo el de interrumpir el proceso del 
bloque sino el de producir la "devolución" del resultado de su ejecución. 
8 Manejo de Excepciones. 
La ocurrencia de una condición de excepción no siempre debe conducir a la terminación del 
proceso.  Así por ejemplo, una división por cero en un proceso de solución de un sistema de 
ecuaciones lineales, podría solucionarse reorganizando la matriz de coeficientes y el vector 
de términos independientes, y un intento fallido de acceso a un archivo de disco, podría 
solucionarse con la participación del operario del computador.  Una vez solucionado el 
problema que produjo la excepción, el proceso puede continuar llevando a cabo de nuevo la 
operación que la produjo. 
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La solución del problema asociado a la excepción, requiere, en general, la ejecución de un 
proceso especifico a dicho problema. Las instrucciones correspondientes a este proceso se 
pueden incluir (o evocarse) en el punto donde la excepción se produce, utilizando para ello, 
una instrucción de selección "if". 
_____________________________________________________________________________ 
Ejemplo 26: 
En el siguiente proceso, se evita abortar el proceso, al presentarse una posible división por 
cero. 
 
 for i=1,ni 
   { for j=1,nj 
       { for k=1,nk 
           { . 
             . 
             if(!a[i,j,k]){/* manejo de excepción */} 
             ........./a[i,j,k] 
             . 
               } 
         . 
         . 
       } 
     .  
     . 
   } 
 
 
En el siguiente proceso se evita abortar el proceso al presentarse una falla en la apertura 
de un archivo 
 . 
 . 
 . while( error=open(... )) 
     { case (error) { error1: /* manejo #1 */ .. 
                      error2: /* manejo #2 */ .. 
                      . 
                          . 
                          errorN: /* manejo #N */ .. 
                    } 
_____________________________________________________________________________ 
Incluir el código que maneja las excepciones en el lugar donde estas se producen, tiene, sin 
embargo, inconvenientes.  El principal es que el código de la excepción oscurece el 
propósito fundamental del proceso donde ocurre, el cual corresponde a lo que lleva a cabo 
el código que se ejecuta cuando la excepción no ocurre.  Otro inconveniente, es el de no 
poder hacer independiente el manejo de la excepción, del usuario del proceso en donde 
ocurre; esto es especialmente importante en los casos en que dicho proceso se expresa en un 
bloque reutilizable (v.g. para definir el interfaz de un programa) 
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Algunos lenguajes como el ADA y el C++,  ofrecen un mecanismo para la gestión de 
excepciones, que permite la activación de un bloque del programa cuando ocurre una 
excepción específica en otra parte del mismo.  Para ello, primero, se rotula la excepción y 
se asocia el bloque de manejo a dicho rótulo, y luego, en la instrucción donde ocurre la 
excepción (que puede ser compuesta), se "levanta" la excepción por medio de una 
instrucción específica que menciona su rótulo.  Algunas excepciones, tales como la división 
por cero, o la falla en la apertura de archivos, son levantadas internamente por las 
instrucciones nativas donde ocurren, sin que sea necesario escribir una la instrucción que la 
levanta.  Luego de terminada la ejecución del código asociado al manejo de la excepción, 
este puede indicar ya sea la terminación del proceso o la repetición de la instrucción donde 
la excepción se produjo
84
. 
_____________________________________________________________________________ 
Ejemplo 27: 
raise rotulo 
donde: “rotulo” es el nombre asociado a la excepción y la ejecución del "raise" 
levanta la excepción, activando los bloques definidos para su manejo. 
_____________________________________________________________________________ 
La representación y discusión del significado del bloque rotulado que maneja la excepción, 
será presentada en el Capítulo "Abstracción de Procesos". 
_____________________________________________________________________________ 
Ejemplo 28: 
Los dos códigos de los ejemplos anteriores, podrían escribirse con base en el 
"levantamiento" de excepciones de la manera siguiente: 
 
 for i=1,ni 
   { for j=1,nj 
       { for k=1,nk 
           { . 
             . 
             { if(!a[i,j,k])raise divi_cero }; 
             ........./a[i,j,k] 
             . 
               } 
         . 
         . 
       } 
     .  
     . 
                                                 
84
 El manejo la excepciones es semejante al del uso de subprogramas, explicado en el capítulo "Abstracción de 
código", difiere de ella en que las instrucciones que se ejecutan (el modulo módulo evocado) las provee la 
función donde se produjo la excepción, la función que la evocó o cualquiera de las funciones en la cadena de 
evocación, o todas simultáneamente. 
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   } 
 
y 
 
 . 
 . 
 . { if(error=open(... ))  raise no_archivo } 
 
donde la instrucción compuesta que contiene el "raise", se volvería a ejecutar luego 
del código asociado a la excepción. 
Si el lenguaje levanta automáticamente una excepción en las circunstancias anteriores, no 
es necesario el "raise", así: 
 
 for i=1,ni 
   { for j=1,nj 
       { for k=1,nk 
           { . 
             . 
             ........./a[i,j,k] 
             . 
               } 
         . 
         . 
       } 
     .  
     . 
   } 
 
y 
 
 . 
 . 
 open(... ) 
 
Donde, de presentarse la excepción se ejecutaría el código a ella asociado (aun cuando su 
rótulo no aparezca mencionado en las instrucciones que la producen), para luego 
reiniciarse la ejecución del bloque donde ella se produjo. 
_____________________________________________________________________________ 
Una extensión al manejo de las excepciones levantadas implícitamente, como las del 
ejemplo anterior, es el manejo de excepciones cuya ocurrencia no se asocia con la ejecución 
instrucción específica alguna del programa.  Este es el caso de los programas que 
reaccionan a eventos del mundo real a través de excepciones levantadas en el programa por 
dispositivos físicos (o "censores") para la detección de dichos eventos (v.g. un programa 
para el control de un proceso o de una situación).  En ellos la excepción debe ser atendida 
prontamente para almacenar o procesar la información asociada al evento, interrumpiendo 
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el proceso que se este llevando a cabo para reanudarlo luego de atendida la excepción. 
La asociación de excepciones (y otros modelos de abstracción) con "eventos" externos , se 
usa también en algunas implementaciones de lenguajes procedimentales (v.g. Borland C++, 
y el 4gl del DBMS INFORMIX) para separar y estandarizar las partes del programa que 
definen la interacción con el usuario (o sea el "interfaz" del programa), de las partes que 
llevan a cabo los procesos mismos (o sea el "cuerpo" del programa).  En ellos el interfaz se 
fabrica, ya sea por medio de una serie de bloques prefabricados de programa o por medio de 
editores y/o lenguajes especializados a tal fin.  Al ejecutarse el programa, el interfaz 
levanta, con base en las acciones o eventos de interacción con el usuario (p.e. el mover el 
cursor a un campo de entrada de datos, el pulsar una tecla específica o el apretar uno de los 
botones del "ratón", etc..), una serie de excepciones predefinidas, que son resueltas por 
bloques específicos definidos en el cuerpo del programa.  Este modelo de programación 
"orientado a eventos" liberar al programador de los detalles del interfaz, e impulsa la 
utilización de interfaces estandarizados con un comportamiento altamente sofisticado y 
muy "amigable" (p.e. interfaces gráficos con " 
9 Iteración en paralelo. 
La construcción propuesta en el numeral 3, para la especificación de la ejecución paralela 
de procesos no es suficientes para especificar todos las oportunidades de ejecución paralela, 
en un programa procedimental.  Una de estas oportunidades es la de la ejecución paralela de 
las diferentes repeticiones del proceso a ser iterado, en una estructura de control iterativa. 
Esto es obvio si se tiene en cuenta que dicha construcción parte de la especificación 
separada de los procesos a ser ejecutados en paralelo, mientras que la estructura de iteración 
parte de una única especificación para múltiples procesos  
Es pues necesario adicionarle a las construcciones de control, antes presentadas, 
construcciones de control adicionales para especificar y controlar la ejecución paralela de 
procesos iterados.  Para una descripción mas detallada de dichas construcciones ver 
[Brawer 89]. 
De interés para nuestra discusión es el hacer notar que estas construcciones introducen un 
grado adicional de complejidad en la programación procedimental, ya que lo normal en los 
procesos iterativos es que los valores calculados en una iteración sean utilizados por las 
iteraciones siguientes.  En este tipo de programación se vuelve, entonces, crítico el control 
del uso de las variables del programa.  Es, en efecto, necesario garantizarle a cada iteración, 
que el valor de las variables que usa, sea el que requiere, y que, en consecuencia, tome 
dichos valores de las variables después de que sean calculados y antes de que sean 
modificados por otros procesos paralelos. 
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 Capítulo 9: 
Abstracción de 
Operaciones. 
 
 
1 Introducción. 
La razón de ser de los programas de computador es su reutilización.  Deseamos, en efecto, 
que el computador lleve a cabo muchas veces la tarea que el programa describe, pero no 
deseamos describirla mas de una vez. 
Para ello, utilizamos un mecanismo de definición, que consiste en “encapsular” la 
descripción de la tarea para formar un módulo, en asociar el módulo con un nombre o 
símbolo gráfico que lo identifique y en indicarle al sistema operativo, la existencia del 
identificador para que nos permita utilizarlo en una orden de ejecución.  En dicha orden no 
se requerirá mencionar, del programa, mas que dicha identificación. 
Cada ejecución del programa no es, sin embargo, igual a la anterior.  No tendría objeto el 
obtener los mismos resultados una y otra vez!.  Cada ejecución, en efecto, involucra un 
“caso” diferente, que corresponde a un conjunto diferente de valores involucrados en el 
proceso.  El programa no debe, en consecuencia, hacer referencia a valores específicos, 
sino que debe utilizar un modelo de abstracción para referirse a ellos de forma genérica. 
El modelo de abstracción utilizado para la construcción de programas, se fundamenta, ya 
sea en el uso de variables, o ya sea en el uso de una estructura de datos predeterminada
85
 
para hacer referencia a los valores manipulados en el proceso.  En asocio con el modelo 
utilizado, el lenguaje debe proveer mecanismos para, en cada ejecución, ya sea, asociar las 
variables a los valores específicos del proceso, o ya sea, colocar los valores específicos del 
proceso en el lugar que les corresponde dentro de la estructura de datos (construirla). 
Así como es importante la reutilización de los programas, también es importante la 
reutilización de partes de los programas, para escribir ya sea otros programas, u otras partes 
del mismo programa.  Es importante, por ejemplo, tener la posibilidad de utilizar grupos de 
instrucciones previamente escritas y probadas, cuando sea necesario repetir la operación 
que dichas instrucciones determinan. 
____________________________________________________________________________ 
Ejemplo 1: 
                                                 
85
 Ver “Abstracción de Datos”. 
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Considere por ejemplo las instrucciones en negrilla de siguiente grupo de instrucciones en 
un programa: 
float Sum,Sum2,Vma,Dta; 
         float A[100]; 
         int i,n; 
         . 
         . 
         Sum=0.; Sum2=0.; 
         for(i=0;i<n;i++) 
            { Sum+=A[i]; Sum2+=A[i]*A[i]; 
            } 
         Vm=Sum/n; 
         Dt=(Sum2-Sum*Sum/n)/(n-1); 
         . 
         . 
Estas instrucciones, llevan a cabo el calculo del valor medio y desviación típica, para el 
conjunto de n valores contenidos en el arreglo A. Si fuese necesario, en el mismo 
programa o en otro diferente, efectuar el calculo de otro valor medio y desviación típica, 
tendríamos que reescribir las mismas instrucciones.  Por ejemplo el calculo 
correspondiente a m valores contenidos en el vector B seria efectuado con las 
instrucciones siguientes: 
. 
         . 
         Sum=0.; Sum2=0.; 
         for(i=0;i<m;i++) 
            { Sum+=B[i]; Sum2+=B[i]*B[i]; 
            } 
         Vm=Sum/m; 
         Dt=(Sum2-Sum*Sum/m)/(m-1); 
         . 
         . 
 
Que estas son básicamente las “mismas”, aunque actúan con o sobre variables diferentes. 
____________________________________________________________________________ 
La mayoría de los lenguajes de programación cuentan, en efecto, con mecanismos que 
permiten reutilizar el código previamente escrito, cada vez que se desean repetir las 
“mismas operaciones”.  Con estos mecanismos, se logra que el código elaborado se 
convierta en un recurso que extiende los elementos disponibles en el lenguaje de 
programación. 
Al igual que con los programas, la reutilización de partes de un programa deberá 
fundamentarse tanto en un modelo de definición, como en un modelo de abstracción.  Con 
ellos deberá ser posible, por un lado, reutilizar las partes descritas, sin necesidad de 
describirlas cada vez, y, por otro lado, especificar los elementos de la descripción que 
cambian en cada reutilización. 
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Los modelos utilizados para la reutilización de partes de programa, suelen basarse en los 
mismos principios que los utilizados para la reutilización de programas, así: 
 El modelo de definición se basa en “encapsular” la parte para formar un módulo y en 
asociar el módulo con un identificador.  El identificador, así definido, puede utilizarse en 
una construcción del lenguaje, para reutilizar, o “evocar”, la parte que representa. 
 El modelo de abstracción se fundamentan, ya sea en el uso de rótulos de identificación 
para referirse a los elementos que varían (v.g. las variables), o ya sea en el uso de 
estructuras de colocación de datos para referirse a ellos indirectamente. 
A continuación se introducen los elementos propios de las estrategias de reutilización de 
partes, bajo el paradigma de los lenguajes procedimentales.  En los capítulos 
correspondientes se indicarán las diferencias con otros paradigmas. 
2 Modularización, Dominios Referenciales y Visibilidad. 
El encapsulamiento se implementa por medio de construcciones del lenguaje, y se usa para 
delimitar módulos de programa, que serán considerados como un todo en el contexto de 
otras construcciones del lenguaje.  Con estas construcciones se pueden definir, en general, 
no solo los módulos de los programas, sino también los símbolos que los representan. 
Cada lenguaje provee las construcciones necesarias para llevar a cabo el encapsulamiento. 
Estos mecanismos pueden ser utilizados en el contexto de diversos propósitos, solo uno de 
los cuales es el de la reutilización de las partes. 
____________________________________________________________________________ 
Ejemplo 2: 
En el ejemplo anterior se utiliza el mecanismo de encapsulamiento del lenguaje para 
definir la instrucción compuesta que se ejecuta repetitivamente en el contexto del “for”, 
así: 
 .. 
 Sum=0.; Sum2=0.; 
 for(i=0;i<n;i++) 
  { Sum+=A[i]; Sum2+=A[i]*A[i]; 
  } 
 Vma=Sum/n; 
 … 
Donde las instrucciones encapsuladas por los símbolos del lenguaje “{“ y “}”, son un 
módulo sin identificación y una instrucción compuesta. 
____________________________________________________________________________ 
Es factible, también, que el lenguaje ofrezca diversos tipos de construcción para llevar a 
cabo encapsulamiento, en función del uso posterior del módulo.  En la mayoría de los casos 
las consideraciones sobre visibilidad y permanencia, presentadas mas adelante, se aplican 
solo a los módulos que son, por si mismos, ejecutables en el contexto del lenguaje. 
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Ejemplo 3 
En el lenguaje C, las “macros” son una manera de reutilización de código, en la que el 
código a ser reutilizado se encapsula colocándolo en una sola línea luego de una palabra 
reservada.  En caso de que el código requiera mas de una línea, se debe terminar cada una 
de ellas con un carácter especial de continuación.  En el ejemplo 11 se ilustra el uso de 
una macro para reutilizar el código del ejemplo 1.  Las macros nos son, sin embargo, 
ejecutables por si mismas, ya que, como se indica mas adelante, se usan solo para efectuar 
copias a otra parte del código fuente. 
Otra construcción que implementa una forma de encapsulamiento en el lenguaje C, es el 
“archivo de código”, en el que se definen partes de programa, usualmente relacionadas, 
que van a ser reutilizadas en otras partes de programa.  El archivo, es en si mismo un 
módulo que separa sus partes, de las del módulo las usa..  Los archivos de código, se usan 
tanto para ser copiados dentro de otros módulos, al igual que las macros, como para ser 
compilados independientemente de los módulos que los usan, apoyando el manejo de los 
subprogramas.  En el primer caso, al igual que con las macros, el archivo no define un 
dominio referenciales, mientras que en el segundo, al igual que con los subprogramas, si 
define un dominio referencial.  En los ejemplos 12 y 24 se ilustra los dos usos de un 
archivo de código en C 
____________________________________________________________________________ 
Los programas están, pues, compuestos de módulos.  El programa es en si mismo un 
módulo (al menos frente al Sistema Operativo), que contiene otros módulos.  La mayoría de 
los lenguaje permiten, además, que dentro de un módulo definido se puedan definir otros 
módulos
86
.  Con ello los programas se constituyen en un conjunto de partes que se 
descomponen progresivamente en partes mas elementales. 
En los lenguajes mas modernos, los módulos de programa se utilizan para delimitar el 
“dominio referencial” de los identificadores del programa. 
Definición: 
Dominio referencial de un identificador: es la mínima parte del programa en la que 
se puede cambiar el identificador por otro, sin cambiar la semántica del programa. 
En algunos lenguajes (v.g. C y PASCAL), es posible incluir declaraciones “locales” en un 
módulo del programa.  La localidad de una declaración restringe el dominio referencial de 
los identificadores involucrados, al módulo donde aparecen. 
Cuando un modulo es incluido dentro de otro módulo puede, en general, utilizar los 
identificadores del modulo en que se incluye (con el mismo significado).  Un módulo que 
incluye a otros no puede, en general, utilizar los identificadores locales a los módulos 
incluidos.  Esto crea, entonces, una jerarquía de “visibilidad” en la que los módulos pueden 
utilizar los elementos definidos en el código en que están inmersos, y que se constituyen en 
                                                 
86
 Con restricciones propias de cada lenguaje ver ejemplos de C y PASCAL ara módulos orientados a ciertos 
propósitos. 
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su “medio ambiente”, pero mantienen la posibilidad de ocultarle a dicho medio ambiente 
sus elementos propios. 
____________________________________________________________________________ 
Ejemplo 4: 
En el lenguaje PASCAL, cada módulo, incluido el programa mismo, tiene una sección 
que contiene las declaraciones, antes de la sección que contiene la descripción de los 
procesos.  En la sección de declaraciones se definen los tipos, las variables y las 
constantes, junto con las funciones y subprogramas del módulo.  Estas últimas son 
también módulos, que tienen su propia sección de declaraciones, en donde es posible 
definir tipos, constantes, variables, funciones y subprogramas locales al módulo.  Estas 
funciones y subprogramas locales, son también módulos y pueden, en consecuencia tener 
elementos definidos propios… 
La visibilidad entre módulos, opera de adentro hacia afuera, así, en el contexto de un 
módulo se puede usar cualquier elemento declarado en cualquiera de los módulos a los 
que el módulo pertenece, pero no puede usar ningún elemento declarado dentro de los 
módulos que en él se definen (el módulo definido si, por supuesto!).  Así: 
programa tal; 
 a,i :integer; 
 b: real; 
 . 
 . 
 supb1(…); 
  c: integer; 
  . 
  subp11(…) 
   d: integer; 
   . 
   BEGIN 
    . 
    d=…+c 
    a=… 
   END 
  subp12(…) 
   . 
   BEGIN 
    . 
    subp11(…); 
    . 
   END 
  BEGIN 
   . 
   subp11(…);subp12; 
   . 
  END 
 BEGIN 
  for(i=1,10) 
   BEGIN 
    … 
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   END 
  . 
  subp1(…);subp2(…); 
  a=… 
  b=… 
 END 
Donde la parte que describe las operaciones del módulo constituyen una instrucción 
compuesta (encerrada por las palabras reservadas “BEGIN” y “END”).  Nótese que un 
módulo cualquiera utiliza los elementos declarados en sus “ancestros”, pero ninguno de 
los declarados en sus “descendientes”.  Nótese que dentro de una instrucción compuesta 
puede haber otras instrucciones compuestas (tales como la parte que se repite en el 
contexto del “for”), sin que ella se constituya en un dominio referencial. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 5: 
En el lenguaje C, por su parte, los módulos no tienen una sección especial de 
declaraciones en las que se definan otros módulos.  Los módulos son, mas bien, las 
instrucciones compuestas, que, como se indico en el ejemplo 2, se encuentran 
encapsuladas por los símbolos del lenguaje “{“ y “}”. 
En las instrucciones compuestas se pueden declarar tipos, constantes y variables locales, 
pero no funciones (y no hay otro tipo de subprograma).  Las instrucciones compuestas 
pueden, por supuesto, contener otras instrucciones compuestas en las que se declaran 
elementos propios.   Tal como en el PASCAL, la visibilidad entre módulos, opera de 
adentro hacia afuera, así, en el contexto de un módulo se puede usar cualquier elemento 
declarado en cualquiera de los módulos a los que el módulo pertenece, pero no puede usar 
ningún elemento declarado dentro de los módulos que en él se definen.  Así: 
 int a; 
 float b; 
 . 
 . 
 main(){ 
  for(int,i=1;<=10;i++) 
   {float f; 
    … 
   } 
  . 
  subp1(…);subp2(…); 
  a=… 
  b=… 
  { 
 supb1(…){ 
  int c; 
  . 
  subp11(c,…);subp12; 
   . 
  } 
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 subp11(int c,…){ 
  . 
  d=…+c 
  a=…+ 
  } 
 subp12(…){ 
  . 
  subp11(…); 
  . 
  } 
Tal como puede notarse en el ejemplo, los subprogramas (las funciones) no pueden 
aparecer dentro de otros subprogramas como en el PASCAL.  Ellos aparecen definidos en 
regiones “universales”, que son delimitadas por los archivos de código, y pueden ser 
utilizadas por cualquier otro módulo del mismo archivo (es posible definir también 
elementos compartidos por varia archivos de compilación, con base en la instrucción 
“external”, ofrecida por el lenguaje). 
____________________________________________________________________________ 
Un módulo puede hacer referencia a un elemento local con un identificador previamente 
utilizado por uno de sus ancestros.  En este caso el elemento al que hace referencia el 
identificador es diferente adentro del módulo y fuera de el. 
____________________________________________________________________________ 
Ejemplo 6: 
En el siguiente código C: 
int a=2; 
main() 
 {int i,n=3; 
  for(i=1;i<n;a+=subpgr1(),i++); 
  printf(" %d ",a); 
  return(0); 
 } 
int subpgr1() 
 {int b=2; 
  a*=subpgr2(b); 
  return(a); 
 } 
int subpgr2(int b) 
 {static int a; 
  a=b; 
  return(a); 
 } 
 
El valor referido por “a” es uno para “main” y “subpgr1”, y otro diferente para 
“subpgr2”.  Se deja al lector como ejercicio, el determinar el valor escrito por el 
programa a través de la instrucción “printf”. 
____________________________________________________________________________ 
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3 Abstracción de partes. 
Para ser reutilizadas, las partes deben adaptarse a las necesidades del módulo que las 
reutiliza.  Para ello se debe obtener primero una expresión abstracta de la parte, en la que se 
haga referencia de forma genérica a los elementos que cambien de reutilización en 
reutilización.  Luego, en el momento de reutilizar la parte, es necesario fijar, o “instanciar”, 
los elementos que cambian de reutilización en reutilización, a los que sea requerido en cada 
caso.  Para definir así las partes, el lenguaje debe proveer tanto construcciones que permitan 
definir las abstracciones, como construcciones que permitan instanciarlas en el momento de 
su uso, o “evocación”. 
En los lenguajes donde se utilizan nombres de variables para referirse a los valores, lo usual 
es adjuntar a la identificación del modulo una lista con las variables cuyos valores 
asociados cambian de reutilización en reutilización.  Estos identificadores se denominan 
“argumentos formales” del módulo.  Al evocar la abstracción se debe proveer otra lista con 
los valores que a los que se asociarán las variables en esa reutilización particular.  Estos 
valores e denominan “argumentos formales del módulo”. 
____________________________________________________________________________ 
Ejemplo 7: 
En el caso de reutilización del ejemplo anterior, lo que tienen de diferente los dos grupos 
“iguales” de instrucciones, es que utilizan diferentes nombres de variable. 
En un hipotético lenguaje C
87
 uno de los medios de reutilización son la “funciones”, que 
se definen por “fuera” de las demás funciones (una función no puede contener a otra).  
Las instrucciones del ejemplo anterior, se convertirían en un elemento reutilizable de la 
manera siguiente: 
estadisticos(float *A, int n) 
 { 
 float Sum,Sum2,Vm,Dt; 
 int i; 
 Sum=0.; Sum2=0.; 
 for(i=0;i<n;i++) 
  { Sum+=A[i]; Sum2+=A[i]*A[i]; 
  } 
 Vm=Sum/n; 
 Dt=(Sum2-Sum*Sum/n)/(n-1); 
 return (Vm,Dt); 
 } 
Donde: 
“{“ y “}”: “encapsulan” el grupo de instrucciones indicando el inicio y el fin 
del módulo. 
“estadisticos” : identifica el módulo. 
                                                 
87
 En donde me tomé la libertad de violar la sintaxis “retornando” dos valores en lugar de uno, para evitar el 
tener que, incluir, y explicar, el uso de estructuras. 
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“(int *A, int n)” : lista los elementos que cambian de uso en uso. 
“(Vm,Dt)” lista de los elementos que conforman el resultado de la función. 
La “parte” reutilizable se evocaría en el lugar donde se requiere de la manera siguiente: 
 float Vma,Dta;A[100]; 
 int n; 
 ... 
 ... 
 (Vma,Dta)estadisticos(A,n) 
 ... 
 ... 
____________________________________________________________________________ 
En un lenguaje donde se utiliza una estructura de colocación de datos, para hacer 
referencias implícitas a los valores, no es necesario el uso de argumentos ya que el módulo, 
al ser evocado, toma los valores de la estructura, cambiándola de ser preciso. 
____________________________________________________________________________ 
Ejemplo 8: 
En el lenguaje FORTH, un módulo reutilizable se define sin necesidad de argumento 
alguno (Adaptado de [James 80]).  El módulo: 
 : CUBE 
  DUP DUP 
  * * 
  ; 
Puede ser evocado en otro módulo: 
 : 10CUBES 
  10 0 
  DO 
   CRI I . I CUBE 
  LOOP 
  ; 
Para escribir los cubos de los diez primeros números. 
____________________________________________________________________________ 
La concepción y definición de abstracciones es, en si mismo, un asunto muy sencillo.  Lo 
que no es tan sencillo, es el proceso computacional con que se implementa su significado.  
Los lenguajes ofrecen, en efecto, diferentes formas de implementación y con frecuencia un 
mismo lenguaje ofrece diferentes posibilidades, entre las que el usuario escoge según su 
conveniencia
88
.  La escogencia de una posibilidad u otra, afecta el desempeño y la 
                                                 
88
 Esto puede considerarse como un atraso de los lenguajes, y posible objeto de investigación, ya que, frente al 
problema, al usuario lo que le interesa es el poder definir y reutilizar las abstracciones.  Debería, ser problema 
del traductor, y no del programador, el escoger la mejor manera de definir el proceso con base en la 
abstracción. 
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reutilizabilidad de la abstracción. 
Las construcciones ofrecidas por los diferentes lenguajes para apoyar la construcción de 
abstracciones pueden variar, en efecto, de lenguaje en lenguaje, y un mismo lenguaje puede 
ofrecer construcciones de varios tipos correspondientes a las varias formas de 
implementarlas. 
El significado de las construcciones ofrecidas para la construcción de abstracción sobre los 
valores del proceso, se presenta a continuación.  Se discuten luego abstracciones que 
permiten cambiar, en las reutilizaciones, otros elementos diferentes a los valores del 
proceso. 
4 El significado de las Abstracciones. 
Los lenguajes de programación ofrecen diferentes construcciones y mecanismos para 
construir las partes reutilizables.  Ellas difieren básicamente en el significado operativo de 
la evocación de la parte, en el contexto del proceso definido por el programa que la evoca. 
A continuación se presenta el significado de los tipos de abstracción comúnmente utilizadas 
por los lenguajes procedimentales, para reutilizar código variando los datos involucrados en 
el proceso.  Estos significados se presentan con base en tres formas posibles de llevar a 
cabo la reutilización del código.  En los capítulos asociados a otras formas de agregación se 
indicará el significado operativo de sus abstracciones respectivo. 
4 1 "Vaya" y "Vuelva" / Procedimientos rotulados. 
Tal vez el mecanismo de reutilización mas obvio es el de efectuar transferencia de control 
(por medio de un “go_to”), desde el punto donde se desea efectuar una operación al 
punto donde están las instrucciones que la describen. 
____________________________________________________________________________ 
Ejemplo 9: 
Las instrucciones del cálculo de los valores estadísticos, utilizadas en los ejemplos 
anteriores, podrían ser reutilizadas de la manera siguiente: 
 
         float Sum,Sum2,Vm,Dt 
          Vma,Dta,Vmb,Dtb,Vmc,Dtc; 
         float A[100],B[50],C[40]; 
         int i,n,m,nc,caso; 
         . 
         . 
         caso=0 
         a: 
         Sum=0.; Sum2=0.; 
         for(i=0;i<n;i++) 
            { Sum+=A[i]; Sum2+=A[i]*A[i]; 
            } 
         Vm=Sum/n; 
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         Dt=(Sum2-Sum*Sum/n)/(n-1); 
         if(caso==1)go to b; 
         if(caso==2)go to c; 
         Vma=Vm; Dta=Dt; 
         . 
         . 
         caso=1; 
         for(n=m,i=0;i<n;A[i]=B[i],i++); 
         go to a; 
         b: 
         Vmb=Vm; Dtb=Dt; 
         . 
         . 
         caso=2; 
         for(n=nc,i=0,i<n;A[i]=B[i],i++); 
         go to a; 
         c: 
         Vmc=Vm; Dtc=Dt; 
         . 
 
____________________________________________________________________________ 
Este sistema explícito de reutilización de código tiene muchos defectos y pocas virtudes, 
entre los defectos se encuentran: 
 El uso de variables de control para controlar el ir y volver (variable “caso”), complica 
innecesariamente el proceso. 
 Cuando el calculo se desea ejecutar con variables distintas a las de las instrucciones a 
repetir (con los vectores “B” o “C”), es necesario transferir el contenido de las primeras 
a las segundas (“B” o “C” a el vector “A” y “m” y “nc” a “n”). 
 Este método introduce el mas alto grado posible de dependencia entre las diferentes 
funciones que utilizan el mismo código ( baja "cohesión" ), ya que las instrucciones de 
una o varias funciones están contenidas en otra. 
Algunos lenguajes (v.g. COBOL, BASIC) ofrecen abstracciones de operación, que tienen el 
significado operacional de un “vaya y vuelva”.  En este tipo de abstracciones, a un grupo 
cualquiera de instrucciones se les coloca un  "rotulo" o identificador único.  Para reutilizar 
las instrucciones en el mismo programa (para ir y volver), es necesario mencionar 
solamente el identificador (con lo que se evita el uso explícito de las variables de control).  
A este tipo de abstracción nos referiremos como "procedimientos rotulados". 
Los procedimientos rotulados, se caracterizan por los elementos siguientes: 
 Las instrucciones aparecen escritas una sola vez en el programa fuente. 
 Las instrucciones que se reutilizan hacen parte del código del programa que los reutiliza. 
 Las variables que aparecen en el grupo de instrucciones hacen referencia a los mismos 
valores a los que hacen referencia otras ocurrencias de la misma variable en el programa. 
En consecuencia, un cambio del valor asociado a una variable en el módulo, cambia el 
valor de todos los términos del programa en donde dicha variable se involucra. 
 No existen argumentos en la abstracción. 
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____________________________________________________________________________ 
Ejemplo 10: 
El siguiente módulo de un programa COBOL chequea que un cierto valor sea mayor que 
cero, y si no lo es escribe un mensaje de error  (evocando a otro módulo). 
 
         VALIDAR-EXISTE-VALOR. 
      *=== VERIFICA QUE HAYA UN VALOR 
 
            IF VALOR-D NOT > 0 
               MOVE "NO" TO IND-REG-BUENO 
               MOVE "ERROR FALTA VALOR" TO MENSAJE-W 
               PERFORM MOSTRAR-MENSAJE. 
 
Y se evoca desde otras partes del programa, cada vez que se requiere el chequeo. 
IF EXISTE-MOVIMIENTO 
PERFORM ARMAR-CRONOLOGICO 
               PERFORM VALIDAR-ACTIVO 
               PERFORM VALIDAR-EXISTE-VALOR 
               PERFORM VALIDAR-EXISTE-SOPORTE 
               PERFORM VALIDAR-FECHA-CAUSACION 
____________________________________________________________________________ 
4 2 Reescritura del código / Macros. 
Otro mecanismo obvio de reutilización, es el de copiar (o reproducir) las instrucciones, 
cada vez que se dese efectuar el calculo.  Este sistema, es facilitado por la gran capacidad 
de los editores modernos de programas.  Algunas de sus virtudes (+) y defectos (-) son los 
siguientes: 
 (+) Permite reutilizar el código sin que se genere dependencia alguna entre las funciones. 
 (-) Es necesario cambiar los nombres de las variables, con posterioridad a la copia, si el 
calculo se efectúa con variables diferentes. 
 (-) Aumenta el tamaño del programa ya que las instrucciones aparecen repetidas. 
 (-) Cualquier cambio a las instrucciones que efectúan el calculo (v.g. una mejora ), debe 
efectuarse tantas veces como existan copias. 
Algunos lenguajes (C, ENSAMBLADORES) ofrecen abstracciones de operación que tiene 
el significado operacional de una copia automatizada con substitución de ítems.  En este 
método, las instrucciones a ser copiadas se escriben en un punto del programa diferente a 
aquel en que se usan y generalmente antes que este (v.g. al principio del programa ).  Junto 
con las instrucciones, se coloca un nombre que las identifica o "representa", y una lista de 
los ítems que han de ser cambiados en el proceso de copia.  Cada vez que se desea una 
copia de las instrucciones en el programa, se evoca la macro, colocando dicho nombre y 
una lista de los elementos que han de remplazar a los que se cambian.  Antes de la 
compilación un “preprocesador” del código se encarga de substituir la evocación por el 
texto de la macro, efectuando las substituciones correspondientes.  A uno de estos grupos 
128  
_________________________________________________________________________ 
 
de instrucciones nos referiremos con el nombre de "Macros". 
Las macros, se caracterizan por los elementos siguientes: 
 Las instrucciones serán escritas en el programa fuente, tantas veces como reutilizaciones 
haya de la macro. 
 Las instrucciones que se reutilizan serán convertidas a instrucciones del programa que 
las reutiliza. 
 Las variables que aparecen en el grupo de instrucciones luego de reescritas hacen 
referencia a los mismos valores a los que hacen referencia otras ocurrencias de la misma 
variable en el programa. En consecuencia, un cambio del valor asociado a una variable 
en el módulo, cambia el valor de todos los términos del programa en donde dicha 
variable se involucra. 
 Los argumentos de la abstracción son los elementos a ser substituidos en la copia. 
____________________________________________________________________________ 
Ejemplo 11: 
Las instrucciones del cálculo de los valores estadísticos, utilizadas en los ejemplos 
anteriores, podrían ser reutilizadas a través de una macro, de la manera siguiente: 
         #define  Stad(A,n,Vm,Dt) \ 
          { float Sum=0.,Sum2=0.;\ 
            int i;\ 
            for(i=0;i<n;i++)\ 
              { Sum+=A[i]; Sum2+=A[i]*A[i];\ 
              }\ 
            Vm=Sum/n;\ 
            Dt=(Sum2-Sum*Sum/n)/(n-1);\ 
          } 
         . 
         . 
         float Vma,Dsa,Vmb,Dsb,Vmc,Dsc; 
         float A[100],B[50],C[40]; 
         int n,m,nc 
         . 
         . 
         Stad(A,n,Vma,Dta) 
         . 
         . 
         Stad(B,m,Vmb,Dsb) 
  
         . 
         Stad(C,nc,Vmc,Dsc) 
         . 
____________________________________________________________________________ 
Es frecuente remplazar la definición misma de la macro, por una instrucción que copia el 
contenido de un archivo que la contiene.  Copiar la macro desde un archivo, permite que 
varios programas puedan compartir la misma macro sin que deba reescribirse su definición 
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en cada uno.  Nótese que la copia de código desde un archivo se constituye en si misma en 
una construcción que implementa una macro simplificada (sin cambio de ítems). 
____________________________________________________________________________ 
Ejemplo 12: 
En el ejemplo anterior la definición de la macro se substituiría por una instrucción 
"include", así: 
 
     #include "stadis.c" 
 
Donde “stadis.c” es el nombre de un archivo cuyo contenido seria la macro. 
____________________________________________________________________________ 
El uso de macros soluciona de forma sencilla, el problema del cambio de nombres de 
variables y el problema de la propagación de los cambios en el código, a todos los puntos 
donde es copiado.  Tiene, sin embargo, un problema inherente al mecanismo de 
substitución de un ítem por otro:. Si un ítem que aparece como operador en expresión 
dentro de la macro, es substituido por otra expresión, es posible que en la expresión 
resultante, el orden de evaluación de los operadores no corresponda con el de la expresión 
original. 
____________________________________________________________________________ 
Ejemplo 13: 
Si la macro siguiente: 
 #define expr(a,b) a/b 
es evocada en el programa en el programa de la manera siguiente: 
 .. = ... expr(x,y+z); 
el resultado correspondería al de haber escrito la expresión siguiente: 
 .. = ... (x/y)+z; 
y no a la esperada: 
.. = ... x/(y+z); 
____________________________________________________________________________ 
Este problema puede en general solucionarse con el uso cuidadoso de paréntesis al escribir 
la macro.  O con el uso de un editor mas “inteligente” al efectuar las copias, que tuviera en 
cuenta la estructura del código definido en la macro. 
____________________________________________________________________________ 
Ejemplo 14: 
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El problema se evitaría escribiendo la macro de la forma siguiente: 
 #define expr(a,b) a/(b) 
O con el uso de una “método” “inline” en el lenguaje C++ 
____________________________________________________________________________ 
4 3 Subprogramas. 
Todo grupo de instrucciones, que pueda ejecutarse independientemente
89
, describe una 
operación.  Se puede, entonces, pensar en separar dichas instrucciones para crear una 
especie de “programa independiente” que efectúe la operación.  Cuando un módulo requiera 
la operación podrá ejecutar, o “evocar”, el programa, entregándole los datos que la 
operación requiere, y recibiendo de él los resultados que la operación produce. 
La mayoría de los lenguajes de programación ofrecen, en efecto, construcciones para 
construir módulos independientes, que implementan operaciones específicas, y que pueden 
ser evocados desde otros módulos del programa.  La independencia de estos módulos se 
fundamenta en el uso de elementos locales, que pueden ser compartidos temporalmente 
con los módulos que los usan.  A este tipo especial de módulos, nos referiremos con el 
nombre de "subprogramas". 
A diferencia de los subprogramas, los procedimientos rotulados no son módulos 
independientes en los que existan elementos locales.  Todos los elementos referidos en un 
procedimiento rotulado, son elementos del módulo al que pertenece.  Estos elementos son, 
por tanto, compartidos permanentemente ente ambos y el procedimiento es totalmente 
dependiente del módulo que lo usa. 
El grado de independencia de los subprogramas, con respecto a los módulos o programas 
que los usan, puede también variar.  Es posible que el subprograma sea un programa, cuya 
ejecución es iniciada desde otros programas con los que no tiene elementos comunes, y 
comparten información, sólo a través de procesos de intercambio de elementos (de 
“lecturas” y “escrituras”).  Es posible, también, que el código correspondiente a un 
subprograma esté escrito dentro del programa que lo usa.  En este caso, el subprograma y 
sus usuarios pueden tener elementos comunes, y compartir información, tanto a través de 
procesos de intercambio, como a través de adquirir, temporal o permanentemente, 
visibilidad común sobre elementos específicos. 
Ventajas (+) y desventajas (-) del uso de subprogramas. 
 (+) Permite reutilizar el código sin afectar la cohesividad de las diferentes partes del 
programa. 
 (+) Las variables utilizadas en el subprograma son independientes de las variables 
definidas en quien lo usa. 
 (+) No aumenta el tamaño del programa con el numero de evocaciones, tan rápido como 
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 Que contenga todos los elementos indicados en las instrucciones de control del secuenciamiento. 
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con las macros. 
 (+) La independencia de los subprogramas, permiten esconder la implementación (y 
elaboración) de los subprogramas de quien los usa.  El usuario requiere solo colocar en 
el programa la evocación del subprograma. 
 (+) Permite la reentrancia, lo que a su vez simplifica (y en algunos casos hace posible), 
la implementación de muchos procesos. 
 (-) El intercambio de valores requerido entre el subprograma y quien lo usa, puede hacer 
ineficiente el proceso, especialmente si el subprograma se evoca muy frecuentemente. 
____________________________________________________________________________ 
Ejemplo 15: 
El ejemplo usado anteriormente, podría escribirse utilizando subprogramas, de la forma 
siguiente: 
 
 struct St { 
     float Vm,Dt; 
    }; 
 main() 
  { 
   struct St sta,stb,stc; 
   float A[100],B[50],C[40]; 
   int n,m,nc 
   . 
   . 
   sta=Stad(A,n) 
   . 
   . 
   stb=Stad(B,m) 
   . 
   . 
   stc=Stad(C,nc) 
   . 
    
  } 
struct St Stad( 
              float *A, 
              int n 
             ) 
 { struct St s; 
   float Sum=0.,Sum2=0.; 
   int i; 
 
   for(i=0;i<n;i++) 
    { Sum+=A[i]; Sum2+=A[i]*A[i]; 
    } 
   s.Vm=Sum/n; 
   s.Dt=(Sum2-Sum*Sum/n)/(n-1); 
 
   return(s); 
 } 
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4 3 1 Argumentos, datos y resultados. 
Los subprogramas son, pues, abstracciones asociadas con módulos rotulados.  En estos 
módulos hay una serie de identificadores locales, a través de los cuales se comparten, 
temporalmente, elementos con el módulo que evoca la abstracción.  Estos identificadores 
locales son los argumentos formales de la definición de la abstracción, y representan lo que 
cambia de reutilización en reutilización.  Los elementos del módulo evocador que se 
comparten con el módulo evocado, son los argumentos reales del uso de la abstracción. 
Hay varias maneras básicas de asociar los argumentos reales con los formales.  Estas 
maneras que definen la semántica “operativa” del subprograma, se fundamentan en las 
posibles maneras de asociar valores del modulo que evoca con valores del módulo evocado, 
así: 
 Argumentos “por valor”.:  El módulo evocador envía el valor de algunos de sus 
términos al módulo evocado (los datos), quien los asocia con identificadores locales, 
usualmente antes de iniciarse el proceso definido por el subprograma.  El modulo 
evocado, transfiere el valor de algunos de sus términos al módulo evocador (los 
resultados), quien también los asocia con algunos de sus términos, usualmente, después 
de terminarse el proceso definido por el subprograma.  En esta modalidad los 
identificadores locales del evocado se asocian a copias del valor de algunos términos del 
evocador y no a los valores mismos (aunque al principio sean “iguales”)
90
.  Así, cuando 
el evocado ejecuta instrucciones que cambian el valor asociado a los argumentos 
formales, el valor de los términos del evocador no cambian.  Estos últimos cambian 
solo cuando el evocador asocia los valores que recibe del evocado con algunos de sus 
identificadores. 
 Argumentos “por referencia”:  El modulo evocado asocia sus argumentos formales 
con identificadores del modulo evocador convirtiéndolos en sus “alias”.  Esta asociación 
ocurre, usualmente, antes de iniciarse el proceso correspondiente a la operación definida 
por el módulo, y termina al final de dicho proceso.  En esta modalidad los argumentos 
formales del subprograma se asocian con los mismos valores a los que se asocian los 
identificadores correspondientes en modulo que lo evoca.  Así, cuando el evocado 
ejecuta instrucciones que cambian el valor asociado a los argumentos formales, el valor 
de los términos del evocador también cambian. 
 Argumentos “por indirección”:  El modulo evocado recibe, por valor, la dirección del 
lugar en la memoria donde residen algunos de los valores del módulo evocador.  Estas 
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 En cuanto se asocia a una copia, se asocia a la copia y no al elemento mismo.  Como copia, sin embargo, se 
asocian a un elemento de datos que es igual.  Esta diferencia no será clarificada hasta la aparición de los 
objetos, en la que dos objetos distintos pueden ser iguales y dos referencias distintas al mismo objeto se dice 
que son “idénticas”. 
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direcciones se asocian con argumentos formales en el modulo evocador.  A través de 
estas direcciones y por medio del operador de indirección, el evocador puede ya sea 
utilizar o cambiar dichos valores.  En consecuencia, el evocado puede ejecutar 
instrucciones que cambian los valores del evocador, cambiando así el valor de sus 
términos. 
El intercambio de datos y resultados entre el evocador y el evocado, se lleva a cabo ya sea 
por medio de los argumentos de la abstracción, o por medio de variables que comunes a los 
dos módulos, gracias a la visibilidad.  La mayoría de los lenguajes implementan también las 
denominadas “funciones” en las que el identificador de la abstracción representa los 
resultados de la operación, convirtiéndose así en nuevos operadores del lenguaje
91
.  En las 
“funciones”, el código del subprograma debe indicar explícitamente el término (o términos) 
cuyo valor será asociado (o “retornado”) al identificador del subprograma. 
Un argumento pueden servir, entonces, para intercambiar un dato o un resultados de la 
operación, o para hacer ambas cosas.  Todo depende de la manera como el subprograma 
utilice el identificador correspondiente, y de la forma como se establezcan las relaciones 
entre los argumentos formales y reales.  Es con base en el conocimiento de la sintaxis y de 
las reglas de juego del lenguaje, que el programador controla el intercambio de datos y 
resultados, y en especial los cambios en el valor de los términos del programa evocador, 
producidos por la ejecución del evocado (los “efectos colaterales” del subprograma). 
____________________________________________________________________________ 
Ejemplo 16: 
En el lenguaje FORTRAN todos los argumentos del subprograma pueden ser utilizados 
para transferir datos, resultados, o ambos, entre el evocador y el evocado.  Todo depende 
de la manera como el evocador y el evocado usen el argumento.  Así, un argumento 
transfiere datos al subprograma, si éste lo utiliza como un término antes de haberle 
reasociado un valor.  Un argumento transfiere resultados al evocador, si el subprograma le 
asocia un nuevo valor y, además, el argumento real que le corresponde es un 
identificador
92
. 
En el lenguaje no se pueden manejar explícitamente direcciones (no tiene el tipo 
“puntero”) y no permite al programador escoger la semántica de sus argumentos, con lo 
que es el compilador quien decide si los pasa por valor o por referencia (usualmente los 
arreglos se pasan por referencia para evitar perdida de eficiencia). 
El lenguaje impide cualquier incompatibilidad de tipo entre los argumentos reales y los 
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 Al discutir los operadores ofrecidos por los lenguajes los clasificamos en los que solo indicaban la 
aplicación de funciones para definir nuevos términos en el programa, sin que su ejecución causara por si 
misma, efectos colaterales, y aquellos que cambiaban los valores asociados a identificadores del programa, 
cuya ejecución causa por si misma efectos colaterales.  Las “funciones” que implementan los lenguajes son 
operadores que pueden tener efectos colaterales y en ese sentido no son verdaderas funciones. 
92
 En algunas versiones del FORTRAN, se daba el caso de que al pasar como argumento el símbolo “1”, a 
una variable que era reasignada en el subprograma, el subprograma le cambiaba el valor asociado al “1” 
asociándolo a un entero diferente. 
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formales
93
. 
El programador, en consecuencia, debe conocer muy bien la manera como los 
subprogramas usan los argumentos, para tener control sobre los posibles efectos 
colaterales. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 17: 
En el lenguaje PASCAL, por su parte, el programador puede escoger la semántica de sus 
argumentos indicando si serán pasados por valor o por referencia y puede, además, 
manejar explícitamente direcciones (tiene el tipo “puntero”).  A través los argumentos que 
son punteros y de los argumentos pasados por referencia, el subprograma puede transferir 
resultados, causando efectos colaterales en el módulo evocador.  A través de los 
argumentos pasados por valor, el subprograma no “retorna” valor alguno, por lo que a 
través de ellos no pueden devolverse resultados ni causar efectos colaterales en el módulo 
evocador (aún si el argumento formal se reasigna en el subprograma y el argumento real 
es una variable).  El lenguaje impide, también, cualquier incompatibilidad de tipo entre 
los argumentos reales y los formales. 
El programador tiene, en consecuencia, un mejor control sobre los posibles efectos 
colaterales sin necesidad de conocer en detalle el código del subprograma. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 18: 
En el lenguaje C, los subprogramas son todos “funciones”, con lo que aparentemente 
pretende implementar la semántica de las funciones expresada antes (las verdaderas 
funciones no tienen efectos colaterales) .  Así, los argumentos de una función en C son, 
todos oficialmente por valor y no son utilizados para retornar valor alguno.  Los 
resultados de la función son, en principio, retornados a través del identificador de la 
función y el efecto que estos tengan en el evocado debe declararse explícitamente por 
medio de instrucciones en el evocado. 
El C permite, sin embargo, el paso de direcciones (ya que implementa el tipo “puntero”), 
con lo que implementa argumentos por indirección (posibilitando efectos colaterales).  El 
nombre de los arreglos no representa, además, al arreglo mismo sino a la dirección en 
memoria del primer elemento del arreglo.  Al pasarle un arreglo a una función como 
argumento, este es pasado por indirección, permitiendo efectos colaterales.  El 
programador C sabe, sin embargo, que solo ocurrirán efectos colaterales, cuando pasa 
como argumento una dirección (o un arreglo). 
En el C++, sin embargo, se permite el uso de argumentos por referencia en las funciones, 
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 Estos chequeos se llevan a cabo durante el ensamblaje del programa, por lo que no pueden detectarse 
durante la compilación o edición del programa. 
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para evitar el tener que utilizar el operador de indirección dentro de la función
94
, con lo 
que el programador debe estar atento a este elemento en los subprogramas que utiliza. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 19: 
En el lenguaje ADA, a diferencia de los anteriores, el programador indica, para cada 
argumento, si ha de ser utilizado para intercambiar datos o resultados o ambos 
(argumentos “IN”, “OUT” ó “IN OUT”), permitiendo, también, el manejo explícito de 
direcciones.  El programador, aparte de lo anterior, no puede escoger la semántica 
operativa de sus argumentos indicando si serán pasados por valor o por referencia.  Así: 
PROCEDURE sum_prod (a,b: IN INTEGER; c: IN OUT INTEGER; 
       d: OUT INTEGER) IS 
BEGIN 
 c:=a+b+c; d=a*b; 
END sum_prod; 
Con ello, el programador, define explícitamente los posibles efectos colaterales del 
subprograma, ya que debe asumir que ellos ocurrirán sobre los elementos a los que 
apuntan los punteros y sobre las variables en las posiciones rotuladas “OUT”.  Le deja al 
compilador la tarea de decidir cual manera de asociar los argumentos es la mas adecuada. 
____________________________________________________________________________ 
Las posibles diversas formas de asociar los argumentos, que generen el correcto 
intercambio de datos por resultados, son aparentemente equivalentes desde el punto de vista 
de la operación definida en la abstracción.  Así, los datos necesarios para efectuar la 
operación son utilizados por el módulo evocado, y los resultados producidos por la 
operación serán utilizados por el módulo evocador, independientemente de la forma como 
se establezcan las relaciones entre ellos. 
La diferencias mas obvia es en términos de eficiencia, ya que el esfuerzo necesario para 
compartir datos por valor, es muy superior al requerido para compartirlos por referencia o 
indirección (considere por ejemplo el esfuerzo requerido para transferir un arreglo, entre los 
módulos).  Por otra parte, en algunos lenguajes (v.g. C), las incompatibilidades de tipo entre 
los argumentos reales y formales se pueden resolver en la modalidad de argumentos por 
valor, por medio de una operación de cambio de tipo, efectuada sobre el valor del 
argumento real. 
Las diferencias de significado, aparecen solo cuando se tiene en cuenta la posibilidad de 
que varios procesos que tienen que ver con los valores compartidos, se ejecuten en paralelo. 
 Así, si un proceso altera uno de los valores compartidos en el módulo evocador, el módulo 
evocado no detectará el cambio en el caso de compartirlos por valor, y si lo detectará en el 
caso de compartirlos por una de las otras modalidades.  El programador deberá tener en 
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 Con lo que al incluir mas “azúcar sintáctico” en el lenguaje pierde una de sus propiedades mas útiles. 
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cuenta esta posibilidad, al escribir código, para que se preserve la semántica de la operación 
en todas las circunstancias.  Los mecanismos necesarios para el manejo de estos elementos 
se discutirán en la parte III del presente trabajo.
95
 
4 3 2 Uso de la Pila, Permanencia y Recursividad 
En los lenguajes procedimentales modernos, los valores locales a los módulos, incluidos los 
asociados a los argumentos formales de los subprogramas, quedan localizados en una 
región especifica de la memoria del programa, denominada pila (o "stack").  Para los 
argumentos por valor y valores locales, se almacena el valor local directamente en la pila.  
Para los argumentos por referencia se almacenan las direcciones necesarias para establecer 
la identidad del argumento formal con el real. 
Al evocarse un subprograma, y antes de iniciar su ejecución, se separa en la pila el espacio 
requerido para sus elementos.  Una vez que la ejecución termina, este espacio es liberado y 
disponible para otro subprograma.  Cuando dentro de un subprograma se evoca a otro 
subprograma, el espacio de sus variables se "apila" en la pila, a continuación de las 
variables del evocador.  Este proceso de "apilamiento" se lleva a cabo tantas veces como 
sea necesario (o hasta que se agote el espacio de memoria disponible para la pila).  En 
adición al valor de las variables, la pila contiene la dirección de la instrucción siguiente a la 
que evoco el subprograma.  Esta dirección es utilizada por la instrucción de "retorno" para 
determinar donde se continua la ejecución.  El funcionamiento de la pila, se ilustra de forma 
gráfica en el apéndice del capítulo. 
Los elementos variables internas a los subprogramas están, además, presentes en memoria, 
y por tanto disponibles, solo durante el tiempo en que el que se ejecuta la operación 
asociada al subprograma.  Una vez esta operación termina, el espacio que le corresponde en 
la pila, puede ser reutilizado para otra operación.  La jerarquía de composición de módulos 
de un programa, se corresponde, entonces, a una jerarquía de disponibilidad de los 
elementos del programa.  Así, los elementos globales, que no pertenecen ningún módulo, 
están disponibles durante el tiempo de ejecución del programa.  Los elementos de un 
módulo cualquiera están disponibles durante la ejecución de cualquiera de sus instrucciones 
o de cualquiera de sus módulo, o de cualquiera de los módulos incluidos en su jerarquía de 
composición. 
En algunos lenguajes, es posible hacer que el valor asociado una variable local a un 
módulo, esté disponible aun cuando no se esté ejecutando la operación asociada el módulo. 
Para ello el compilador localiza el espacio asociado a la variable, junto con el asociado a las 
variables globales del programa.  Estas variables son denominadas "estáticas".  Cualquier 
ejecución del módulo podrá tener, entonces, acceso al valor asociado a la variable y toda 
referencia a ellas, desde cualquier ejecución del módulo, se asocia con la misma 
localización en memoria y por tanto con el mismo valor.  Nótese que a diferencia de las 
                                                 
95
 El tener que tener en cuenta todas las posibles eventualidades es lo que hace complejo el uso de lenguajes 
procedimentales, lo ideal es declarar la intención del proceso, como lo hace el ADA, y dejar que el 
compilador decida sobre la forma de proceder. 
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variables globales, una variable estática sigue siendo visible sólo desde el módulo, al que 
pertenece.  Este mecanismo permite, entonces, disociar los aspectos de visibilidad de los de 
permanencia o disponibilidad de los valores. 
____________________________________________________________________________ 
Ejemplo 20: 
El ejemplo usado anteriormente, podría colocarse una variable estática que contara el 
número de veces que se usa el subprograma: 
truct St Stad( 
              .. 
             ) 
 {. 
  . 
  static nveces=0; 
 
  nveces++; 
  . 
  . 
 } 
 
 
 
Es conveniente hacer referencia a que la inicialización de una variable global solo se 
efectúa una vez.  El lenguaje C no permite inicializar variables locales. 
____________________________________________________________________________ 
Estos principios, será extendidos fácilmente a elementos que estarán disponibles antes y 
después de la ejecución de los programas, y que pueden ser visibles por uno o varios 
programas.  Con ellos caracterizaremos en la parte III del trabajo, algunos elementos de los 
gestores de bases de datos, en los que programas y definiciones podrán crear y utilizar 
elementos de este tipo. 
La utilización de la pila para almacenar los elementos internos de los subprogramas, 
permite que un programa se evoque a si mismo.  Cuando un lenguaje permite que los 
subprogramas se evoquen a si mismo se dice que implementan la "Recursividad" o 
"Reentrancia".  Nótese que, en los lenguajes procedimentales, cuando un subprograma se 
evoca a si mismo, las variables asociadas a la nueva evocación se "apilan" encima de las 
correspondientes a la evocación anterior.  Eso permite que al reejecutarse el subprograma, 
no se afecten los valores previamente calculados quienes estarán disponibles en el momento 
en que la nueva evocación termine.  En el apéndice del capítulo, se da un ejemplo completo 
que ilustra el uso de la pila durante un proceso recursivo. 
Tal como se verá en el capítulo correspondiente, la reentrancia es clave para la definición de 
programas en lenguajes declarativos, y el efecto que produce en la ejecución es bastante 
diferente al de los lenguajes procedimentales. 
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5 Tipos de Abstracción. 
Hasta ahora, al “adaptar las partes a las necesidades del módulo que las reutiliza” se ha 
hecho referencia solo a la aplicación de una operación, definidas en la parte, a los valores 
específicos de un módulo que requiere dicha operación.  Para ello, la abstracción sobre la 
parte se ha centrado en los valores que involucra, representándolos por medio de los 
argumentos formales de la abstracción, y en el momento de reutilizar la parte, los 
argumentos reales proveen los valores con los que se va a llevar a cabo realmente la 
operación. 
Es posible, sin embargo, pensar que de reutilización en reutilización se cambien otros 
elementos distintos de los valores asociados a la operación que la parte involucra.  Una 
parte puede contener, en particular, operadores y evocaciones a subprogramas, 
declaraciones de tipo y representar otra cosa distinta que los resultados de un cálculo. 
Un subprograma que se evoca desde la parte puede requerir cambiarse de reutilización en 
reutilización.  La mayoría de los lenguajes procedimentales modernos permiten, en efecto, 
que los argumentos formales de un subprograma, hagan referencia abstracta a subprogramas 
que han de evocarse en el módulo (es decir que el identificador se use en una evocación, 
para identificar el subprograma evocado).  Se excluye, en general, abstracciones sobre los 
operadores nativos del lenguaje, o los definidos que no se ajusten a la sintaxis prescrita para 
los subprogramas
96
. 
____________________________________________________________________________ 
Ejemplo 21: 
El siguiente subprograma en C obtiene la raíz de una función genérica por el método de la 
bisección: 
Bisecc( 
  float *f(float x), 
  float xi, 
  float xs, 
  float dx 
   ) 
 { 
  float yi,ys,ym; 
  yi=f(xi);ys=f(xs); 
 
  while(abs(xs-xi)>dx) 
  {xm=(xi+xs)/2.; ym=f(xm); 
   if(yi*ym<0.){xs=xm; ys=ym;} 
   else  {xi=xm; yi=ym;} 
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 Esto posiblemente se deba a que la manera como el compilador traduce el uso del operador (que indica una 
función), es diferente a la manera como traduce la evocación a una “función” declarada por el usuario (aunque 
también puede ser una función de verdad).  En el primer caso posiblemente la inserte como una macro en 
tiempo de compilación, sin que pueda cambiarla en ejecución, mientras que en el segundo posiblemente la 
evoque por medio de un puntero al subprograma, que podría cambiar en ejecución. 
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  } 
 
  return(xi+xs)/2.; 
 } 
____________________________________________________________________________ 
La utilidad de cambiar de reutilización en reutilización el tipo de algunas de las variables 
declaradas en la parte, se hace evidente si se considera el ejemplo siguiente. 
____________________________________________________________________________ 
Ejemplo 22: 
El siguiente subprograma en C ordena un vector de números enteros en orden ascendente, 
utilizando el método de “selección”: 
selsort( 
  int *V, 
  int n, 
    ) 
 {int Vmx, imx; 
  for(int i=0;i<n-1;i++) 
  {imx=i; Vmx=V[i]; 
   for(int j=i+1;j<n;j++) 
   {if(V[j]>Vmx){Vmx=V[j]; imx=j;} 
   } 
   Vmx=V[i]; V[i]=V[imx]; V[imx]=Vmx; 
  } 
 } 
El método de ordenamiento es el mismo independientemente del tipo de los elementos del 
vector, es sin embargo necesario escribir una función diferente para cada caso. 
____________________________________________________________________________ 
Para poder reutilizar la parte cambiando el tipo de algunos de sus componentes, es 
necesario contar con un mecanismo de abstracción sobre el tipo del componente. 
____________________________________________________________________________ 
Ejemplo 23: 
El lenguaje ADA, ofrece no permite argumentos distintos a los que representan valores en 
los subprogramas.  Ofrece, sin embargo una construcción denominada unidades 
genéricas”, que permite la definición de abstracciones sobre subprogramas (y sobre 
“paquetes” de subprogramas) con las que se pueden crear, a nivel de compilación, 
diferentes subprogramas (y paquetes) variando, tanto los “tipos” de sus declaraciones, 
como los subprogramas de sus evocaciones y algunas de sus variables y constantes. Así, 
en el ejemplo siguiente, tomado de [Gómez 97]: 
GENERIC 
 TYPE ti IS PRIVATE; 
PROCEDURE intercambio (x,y: IN OUT ti); 
PROCEDURE intercambio (x,y: IN OUT ti) IS 
 t:ti; 
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BEGIN 
 t=x; x=y; y=t; 
END intercambio; 
Se define una abstracción que puede reutilizarse para crear subprogramas específicos en 
tiempo de compilación: 
PROCEDURE int IS NEW intercambio (INTEGER); 
PROCEDURE int IS NEW intercambio (FLOAT); 
PROCEDURE int_otro IS NEW intercambio (otro); 
Donde el nombre sobrecargado “int” representa dos subprogramas y el nombre 
“int_otro” representa un tercero. 
____________________________________________________________________________ 
Como en el caso del ejemplo anterior, se puede pensar en tener abstracciones que, al 
evocarse, representen operadores o el nombre de subprogramas, y que, en consecuencia, sus 
evocaciones aparezcan en el lugar que a ellos les corresponde.  Estas abstracciones 
representan no a un operador o abstracción específica, sino a un conjunto de ellas, y sus 
evocaciones denotan, por tanto, la construcción de una de ellas
97
.  A continuación se 
presenta un ejemplo hipotético de tal tipo de abstracción, similar a las disponibles en el 
lenguaje funcional LISP (ver “Lenguajes Declarativos”). 
____________________________________________________________________________ 
Ejemplo 22: 
El siguiente ejemplo, adaptado de [Abelson 85], se presenta un subprograma en un 
hipotético lenguaje C declarativo, que representa a otro subprograma, que a su vez puede 
ser evocado: 
float (float x) derivada (float *f(float), float dx) 
 {return (f(x+dx)-f(x))/dx; 
 } 
Donde la evocación del subprograma (que recibe además como argumento una función), 
retorna otro subprograma que a su vez deberá ser evocado.  Nótese que en el tipo de la 
función se ha colocado el perfil de la función que retorna como resultado de la evocación. 
Así en el código siguiente el identificador “nueva_funcion” es un subprograma que puede 
ser evocado varias veces: 
n_f=(derivada sin(),0.01); 
a=n_f(90); b=n_f(45); 
____________________________________________________________________________ 
La introducción del concepto de genericidad, en el contexto de los tipos definidos por el 
                                                 
97
 Aunque tienen el mismo efecto que las abstracciones sobre operadores, como la presentada antes ,(ya que 
cada evocación construye un “nuevo” subprograma).  Ellas permiten, sin embargo, disociar el instanciamiento 
(o construcción de la abstracción), que es una evocación con su uso (que es otra evocación).  Esto permitiría 
eventualmente (aunque el LISP no lo hace) asignar la abstracción, así construida, a un identificador, para 
luego evocarla varias veces en el programa. 
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programador, permiten definir mecanismos aún mas útiles que los presentados, para la 
definición de abstracciones sobre funciones y tipos.  En el contexto de los tipos definidos, 
estas abstracciones se aplican a familias de partes reutilizables, sin que se pierdan su 
significado en el contexto del problema.  Ellas serán implementadas a través del mecanismo 
de la herencia en los lenguajes orientados por Objetos (ver parte IV) 
6 Paquetes de abstracciones, Interfaz e Implementación. 
Siendo el objeto de las abstracciones, la reutilización de partes de programa, es natural el 
querer tener “bibliotecas” de partes que puedan ser utilizadas como extensiones del 
lenguaje, al elaborar software.  Estas bibliotecas han aparecido desde los primeros 
lenguajes, ya sea como parte del lenguaje mismo (v.g. COBOL), o como “paquetes 
externos” que se pueden elaborar y/o obtener comercialmente (v.g. FORTRAN).  La gran 
mayoría de los lenguajes modernos permiten, en efecto, que las abstracciones se escriban en 
paquetes separados de los programas, para que luego puedan ser copiadas o evocadas desde 
los programas que las necesitan. 
Para su inclusión en paquetes, la abstracción de proceso mas útil es el subprograma, y en 
particular, los subprogramas que son módulos totalmente independientes de los módulos 
que los utilizan.  En muchos lenguajes, es incluso posible compilar los subprogramas de 
forma independiente para crear bibliotecas de “código objeto”, agilizando, así, su 
reutilización. 
Las macro, los procedimientos rotulados y los subprogramas embebidos, por su parte, 
usualmente requieren de elementos externos, de su medio ambiente, que tendrían que hacer 
parte del programa o módulo que los use.  Esto coarta a estos módulos, a poseer un medio 
ambiente compatible con el que los subprogramas necesitan, y obligan al programador a 
conocer de la abstracción, no solo los elementos necesarios para su evocación sino los 
elementos del medio ambiente que requiere. 
Para que un módulo de programa pueda utilizar un subprograma (o, mas bien, para que sea 
posible traducir la evocación), debe contar con una cierta cantidad de información relativa 
al módulo evocado.  Debe conocer, en particular, el nombre del subprograma, los 
argumentos que requiere, y los valores que retorna como resultado.  Esta información se 
denomina el “perfil” o “interfaz” del subprograma.  Para los argumentos y valores de 
retorno es necesario conocer su tipo (si el lenguaje es tipado).  Si el tipo de estos elementos, 
es definido, y no nativo, se debe conocer su definición.  Si, además, el subprograma fue 
concebido para ser utilizado con constantes rotuladas (v.g. ROJO por 1, AZUL por 2, etc..), 
se deben conocer dichos rótulos y su definición. 
Por otro lado, para usar un subprograma, no es necesario conocer las instrucciones mismas 
del subprograma, ni los nombres de sus variables internas, ni ningún otra cosa que no haga 
parte de el interfaz. A todo este conjunto de elementos, nos referiremos por el nombre de 
"implementación". 
Para los lenguajes en los que el código de los subprogramas, deben estar incluido en el 
código del programa que los usa (v.g. PASCAL), el interfaz es recopilado directamente por 
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el traductor (que normalmente exige que el código de los subprogramas aparezcan antes que 
su evocación).  En este caso la reutilización de subprogramas en diferentes programas, se 
fundamenta en mecanismos que copian (o “incluyen”), el código de los subprogramas en el 
código de los programas que los usan. 
Para los lenguajes en los que el código de los subprogramas se puede traducir 
independientemente del código del programa que los usa (v.g. FORTRAN, C, ADA), el 
interfaz es transferido por medio de algún mecanismo especifico al lenguaje. 
____________________________________________________________________________ 
Ejemplo 23: 
En el lenguaje FORTRAN, los subprogramas pueden ser escritos en archivos de 
compilación independientes y compilados para formar bibliotecas de códigos “objeto”.  
Estas bibliotecas contienen no solo el subprograma compilado, sino también la 
información relativa a su perfil. 
Los programas que los usan no tienen acceso al perfil sino hasta la fase de ensamblaje del 
programa (“link”).  En esta fase el programa ensamblador toma de las bibliotecas, los 
códigos objeto y la información sobre el perfil para los subprogramas evocados.  Con el 
perfil el ensamblador chequea que las evocaciones sean sintácticamente correctas, 
rechazando aquellas en las que hay incompatibilidad de número y tipo de los argumentos. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 24: 
En el lenguaje C, los subprogramas pueden ser escritos en archivos de compilación 
independientes (archivos de código), y compilados para formar bibliotecas de códigos 
“objeto”.  En estos archivos se puede incluir también otros elementos de programa tales 
como tipos definidos y variables globales.  La información relativa al perfil de los 
subprogramas, se debe escribir en un archivo independiente (archivo de encabezados) que 
será luego incluido por los usuarios de los subprogramas del archivo de código.  En el 
archivo de encabezamiento se pueden incluir también macros que serán copiadas al incluir 
el archivo. 
El ejemplo de los estadísticos se escribiría de la manera siguiente utilizando un modulo 
independiente de compilación: 
archivo de encabezados: "stadis.h" 
         struct St { 
                     float Vm,Dt; 
                   }; 
         struct St Stad( 
                        float *A, 
                        int n 
                       ); 
 
archivo de implementacion: "stadis.c". 
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         #include "stadis.h" 
         struct St Stad( 
                        float *A, 
                        int n 
                       ) 
          { struct St s; 
            float Sum=0.,Sum2=0.; 
            int i; 
 
            for(i=0;i<n;i++) 
              { Sum+=A[i]; Sum2+=A[i]*A[i]; 
              } 
            s.Vm=Sum/n; 
            s.Dt=(Sum2-Sum*Sum/n)/(n-1); 
 
            return(s); 
          } 
 
Los módulos que usan los subprogramas requieren tener acceso al perfil, y deben, por 
tanto, copiar (o “incluir”) los archivos que contienen los encabezados.  Es posible, con 
ello, verificar que sean sintácticamente correctas.  En el lenguaje C debe haber 
compatibilidad de número en los argumentos, cuando incompatibilidad de tipo se efectúan 
cambios de tipo y si ellos implican pérdida de precisión se producen mensajes de 
advertencia. 
 
         #include "stadis.h" 
         main() 
            { 
          struct St sta,stb,stc; 
          float A[100],B[50],C[40]; 
          int n,m,nc 
          . 
          . 
          sta=Stad(A,n) 
          . 
          . 
          stb=Stad(B,m) 
          . 
          . 
          stc=Stad(C,nc) 
          . 
           
            } 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 25: 
El lenguaje ADA, ofrece como segunda unidad de los programas (la primera son los 
subprogramas) la construcción denominada “paquete”. En el paquete es posible 
implementar independientemente, subprogramas, y otros elementos como tipos de datos y 
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variables globales.  Los paquetes soportan de forma explícita la separación del interfaz y 
la implementación de grupos de subprogramas.  Los primeros se colocan en la “parte 
declarativa del paquete”, y los segundos en el “cuerpo del paquete”.  En la parte 
declarativa puede haber, además, una subsección de  elementos “privados”.  Los usuarios 
del paquete pueden ver, y utilizar, los elementos de la parte declarativa que no estén en la 
sección de elementos privados (estos son de uso exclusivo dentro del paquete). 
Un ejemplo de paquete, (adaptado de [Gómez 97] )es el siguiente: 
PACKAGE otros_tipos IS 
  TYPE rat IS 
   RECORD 
    num:INTEGER; den:POSITIVE; 
   END RECORD; 
  FUNCTION eq (x,y:rat) RETURN BOOLEAN; 
  FUNCTION “+” (x,y:rat) RETURN rat; 
  .. 
  .. 
  TYPE cmplx IS 
   RECORD 
    real:FLOAT; imag:FLOAT; 
   END RECORD; 
 … 
 PRIVATE 
  PROCEDURE eq_den (x,y: IN OUT rat) RETURN BOOLEAN; 
END otros_tipos; 
PACKAGE BODY otros_tipos IS 
 PROCEDURE eq_den (x,y: IN OUT rat) RETURN BOOLEAN IS; 
  BEGIN 
   … 
  END; 
 FUNCTION eq (x,y:rat) RETURN BOOLEAN IS 
  BEGIN 
   … 
  END; 
 FUNCTION “+” (x,y:rat) RETURN rat IS 
  BEGIN 
   … 
  END; 
 … 
 … 
END otros_tipos; 
Los módulos que usan los subprogramas requieren tener acceso al perfil, para ello, 
indican que usarán elementos del paquete. 
 
WITH otros_tipos; 
PROCEDURE mio_1 IS 
 x,y: otros_tipos.rat; 
… 
PROCEDURE mio_2 IS 
 a,b: otros_tipos.cmplx; 
… 
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Nótese el uso del operador de resolución de dominio “.”, para distinguir entre los 
elementos “rat” y “cmplx” del mismo paquete. 
Los paquetes en ADA, pueden ser usados para crear unidades genéricas, con lo que es 
posible crear abstracciones de tipo y subprogramas sobre un gran número de elementos 
reutilizables. 
 
7 Apéndice No.1 Uso De La Pila 
El ejemplo siguiente, tiene como objeto ilustrar el uso de la “pila” para almacenar las 
variables internas a un subprograma. En particular, el ejemplo enfatiza el comportamiento 
del "pila" cuando un subprograma se evoca recursivamente a si mismo. 
Considere el subprograma siguiente (NOTA: Los números en “{.}” que aparecen al 
principio, representan la dirección de la instrucción): 
 
 {1} void Quick_Sort( 
     double *A, 
     int in, int fin 
    ) 
 {2}  { 
 {3}   int spl; 
  
 {4}   if(fin > in ) 
 {5}   {spl=Split(A,in,fin); 
 {6}    Quick_Sort(A,in,spl-1); 
 {7}    Quick_Sort(A,Spl+1,fin); 
 {8}   } 
  
 {9}   return(0); 
 {10} } 
  
Este subprograma, ordena los elementos contenidos en el vector A, contenidos entre los 
subíndices in y fin inclusive.  El subprograma “Split()”, tiene a su cargo la tarea de 
redistribuir los elementos de “A” comprendidos en el intervalo “in” - “fin”.  Esta 
redistribución consiste en colocar, dentro del intervalo, a todos los elementos menores que 
el de “A[in]”, antes de el y a todos los elementos mayores que el de “A[in]”, adelante 
de el (el elemento en “A[in]” queda por tanto en la posición "correcta" dentro del 
intervalo).  La escritura de esta función se deja como un ejercicio al lector. 
En el ejercicio, seguiremos paso a paso el comportamiento de la "Pila", durante la siguiente 
evocación a el subprograma “Qick_Sort()”: 
 
{11} double A[5]={ 9, 5, 1, 3, 8 }; 
  
{12} main() 
{13}  { 
{14}   Quick_Sort(A,0,4); 
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{15}   return(0); 
{16}  } 
  
La tabla siguiente, muestra de forma resumida el contenido de la “pila” y el estado de el 
vector A, luego de cada paso en la ejecución.  Por simplicidad se suprimen los pasos 
internos de el subprograma “Split(.)”. 
 
 
 instruccion  stack          vector A 
      R  A  in fin spl 
 
    {14}  {15} &A  0   4            5  9  3  1  8 
 
    { 5}  {15} &A  0   4   2        3  1  5  9  8 
 
    { 6}  { 7} &A  0   1            3  1  5  9  8 
     {15} &A  0   4   2 
 
    { 5}  { 7} &A  0   1   1        1  3  5  9  8 
    {15} &A  0   4   2 
 
    { 6}  { 7} &A  0   0            1  3  5  9  8 
    { 7} &A  0   1   1 
    {15} &A  0   4   2 
 
    { 9}  { 7} &A  0   1   1        1  3  5  9  8 
    {15} &A  0   4   2 
 
    { 7}  { 8} &A  2   1            1  3  5  9  8 
       { 7} &A  0   1   1 
    {15} &A  0   4   2 
 
    { 9}  { 7} &A  0   1   1        1  3  5  9  8 
    {15} &A  0   4   2 
 
    { 9}  {15} &A  0   4   2        1  3  5  9  8 
 
    { 7}  { 8} &A  3   4            1  3  5  9  8 
        {15} &A  0   4   2 
 
    { 5}  { 8} &A  3   4   4        1  3  5  8  9 
    {15} &A  0   4   2 
 
    { 6}  { 7} &A  3   3            1  3  5  8  9 
    { 8} &A  3   4   4 
    {15} &A  0   4   2 
 
    { 9}  { 8} &A  3   4   4        1  3  5  8  9 
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    {15} &A  0   4   2 
 
    { 7}  { 8} &A  5   4            1  3  5  8  9 
    { 8} &A  3   4   4 
    {15} &A  0   4   2 
 
    { 9}  { 8} &A  3   4   4        1  3  5  8  9 
    {15} &A  0   4   2 
 
    { 9}  {15} &A  0   4   2        1  3  5  8  9 
 
    { 9}                            1  3  5  8  9 
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 Capítulo 10:  
 Lenguajes 
Declarativos. 
 
 
1 Introducción. 
Si el objeto de un programa de computador, es el de definir una transformación de datos a 
resultados, que ha de llevarse a cabo a través de un proceso computacional, debe ser posible 
entonces, definir directamente dicha transformación, sin tener que definir el proceso 
computacional. 
Es importante, en este punto, hacer notar que aún si se usa un modelo lingüístico 
procedimental, en el que se describe un proceso computacional específico, el compilador o 
el interprete usualmente redefinen dicho proceso a otro de igual semántica, pero mas 
adecuado frente al uso de los recursos disponibles (mas eficiente, o con mejor uso de la 
memoria, o con procesos en paralelo, etc.)  En otras palabras lo que se toma del proceso 
definido en el programa, es su semántica y no el proceso mismo
98
. 
Los lenguajes que se orientan a definir directamente la semántica de los programas, en lugar 
de definir el proceso con los que esta se implementa, se denominan "lenguajes 
declarativos"
99
.  Se denominan declarativos porque, en general, el programa se limita a 
describir o "declarar" las características de la transformación que define o las características 
del resultado que con ella se obtiene.  En el vocabulario de la Programación Estructurada, 
podríamos decir que los lenguajes declarativos, se orientan a la definición de "QUE" hacen 
los programas, en lugar de definir "COMO" lo hacen. 
Esta descripción del QUE, toma diversas formas según el lenguaje específico.  Ella, sin 
embargo, debe incluir una especificación de los elementos de entrada y salida del programa 
y una especificación de la manera como se relacionan dichos elementos.  La especificación 
de las entradas y salidas se efectúa, ya sea por medio de instrucciones específicas que las 
describen, o por medio de la definición (o creación) de una muestra de las formas y 
documentos en que aparecen a través de un editor especializado (ver programación visual). 
La especificación de las relaciones entre los elementos de las entradas y las salidas, se 
expresan ya sea por medio de expresiones algebraicas y ecuaciones traídas de la matemática 
(lenguajes funcionales), y/o por medio de aserciones de la lógica matemática (lenguajes 
                                                 
98
 Esta semántica no es recuperada explícitamente del proceso, sino que los cambios al proceso se efectúan 
por medio de un conjunto de operaciones de transformación que mantienen invariable la semántica. 
99
 O “definicionales”, ver [Pineda 96] 
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lógicos). 
En los numerales que sigue, se presentan algunos de los modelos declarativos que aparecen 
en los lenguajes corrientemente utilizados.  Se incluyen solo modelos para la descripción de 
los elementos de las entradas y salidas y de las relaciones entre dichos elementos. 
2 Lenguajes funcionales. 
En la sección II, se presentaron los conceptos de valor, tipo, literales, variables, operadores, 
operandos, y el de abstracción de valor, como elementos básicos constitutivos de un 
lenguaje de programación.  Si se observan estos elementos desde la óptica de la lógica 
matemática, es fácil identificarlos con los elementos de la implementación en el 
computador, de una interpretación para un conjunto de tipos abstractos definidos en una 
lógica ecuacional
100
, así: 
 Los elementos de la signatura de un tipo abstracto (TA), se corresponden con los 
elementos del lenguaje de programación (L) de la siguiente manera: los nombres de los 
tipos abstractos (o “sorts”) del TA se corresponde con los nombres de los tipos de L, los 
símbolos constantes y variables del TA se corresponde con los literales y rótulos 
variables de L, los símbolos de función del TA se corresponden con los operadores
101
 de 
L, y el predicado de igualdad en el TA se corresponde con las diferentes formas de 
asociación valor - rótulo en el L. 
 Los elementos del dominio de la interpretación de la signatura son los valores que 
definen el tipo, y las funciones que representan los simbolos de función, son las 
funciones que se aplican en el proceso para los operadores correspondientes. 
Con las construcciones que los lenguajes de programación ofrecen para indicar estos 
elementos podemos, en consecuencia, indicar también tanto expresiones (o términos) como 
fórmulas bien formadas (o aserciones) de la lógica correspondiente.  Un lenguaje funcional 
se fundamente en el uso de estos términos y aserciones, para definir la semántica de los 
programas de computador.  Las expresiones y aserciones se definen, sin embargo, con base 
en la sintaxis (y construcciones) ofrecidas por el lenguaje de programación, que no 
necesariamente coincide con la de los términos y fórmulas bien formadas de la lógica 
matemática correspondiente.  A los lenguajes declarativos cuya sintaxis si coincide con la 
de una lógica matemática, los denominaremos como “lenguajes lógicos” y a su uso como 
“programación lógica”, a los demás nos referiremos simplemente como lenguajes 
“declarativos”. 
El proceso (o los procesos) computacional(es) definido(s) por el programa, se deriva de los 
términos y aserciones, apoyándose en un modelo de “cálculo” que define, en cada caso, la 
                                                 
100
 Que tiene como único predicado la igualdad y como símbolos de función los operadores del lenguaje. 
Aunque la lectura del capítulo no requiere de conocimientos previos en lógica. 
101
 Descontando aquellos operadores que indican no solo la aplicación de una función, sino también la 
redefinición de los rótulos, que corresponden a símbolos definidos con base en los símbolos de función 
correspondiente y el predicado de igualdad. 
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secuencia de subprocesos necesarios para llevar a cabo la transformación (o 
transformaciones) definida(s). 
En los numerales siguientes, se presenta de forma detallada la manera como dichas 
expresiones y aserciones definen el programa, así como los mecanismos necesarios para 
derivar de ellas el (o los) proceso(s) computacional(es) correspondientes. 
2 1 Entradas y salidas del programa. 
Un término del programa representa a un (o a un conjunto de) valore(s) del tipo al que 
corresponde, y, en consecuencia, si un término aparece en una construcción que describe 
una salida del programa, el valor (o valores) correspondiente(s) será(n) escrito(s) en el lugar 
que la instrucción le indique. 
____________________________________________________________________________ 
Ejemplo 1: 
En un hipotético lenguaje C declarativo, para la instrucción siguiente: 
scanf(“valor=”,123) 
el valor indicado por el término “123” sería escrito en el punto actual de escritura
102
. 
____________________________________________________________________________ 
En un lenguaje que permita ejecución interactiva, un término presentado al intérprete, sería 
respondido con el(los) valor(es) correspondiente(s)  
____________________________________________________________________________ 
Ejemplo 2: 
En el lenguaje LISP, la escritura (en la línea de diálogo) de la expresión siguiente: 
>(+ 1 2) 
 
obtendría como respuesta el valor asociado: 
3 
____________________________________________________________________________ 
2 2 Aserciones 
El uso de variables, en los términos, debe generalmente acompañarse con aserciones que 
restrinjan el valor representado por la variable (usualmente a uno), o de lo contrario se 
                                                 
102
 Nótese que aunque el C es un lenguaje procedimental, la instrucción de escritura define lo que debe 
escribir el programa sin indicar como va a escribirlo, y en ese sentido sería válida en el contexto de un 
lenguaje funcional.  En los ejemplos de esta sección usaremos con frecuencia instrucciones en la sintaxis de un 
lenguaje procedimental en un contexto funcional, para resaltar que no es la sintaxis la que las hace 
procedimentales  
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escribirían todos los valores representados por la expresión
103
  
____________________________________________________________________________ 
Ejemplo 3: 
En el lenguaje LISP, el uso de una aserción permite la obtención del valor expresado por 
un término, así: 
  >(define a 1) 
  a 
  >(+ a 2) 
  3 
____________________________________________________________________________ 
La aserción puede indicar que el valor asociado a la variable se defina en el momento de 
ejecución, por medio de un dato de entrada. 
____________________________________________________________________________ 
Ejemplo 4: 
En el lenguaje C declarativo, las instrucciones siguientes: 
  scanf(“%d”,a); 
  printf(“%d”,a+2); 
al ejecutarse ingresándole el valor 1, producirían el resultado siguiente: 
  >1 
  3 
____________________________________________________________________________ 
En una hoja de cálculo las aserciones y expresiones aparecen de forma implícita dentro de la 
construcción visual ofrecida por el lenguaje. 
____________________________________________________________________________ 
Ejemplo 5: 
En una “hoja de cálculo” se combinan, de un modo muy expresivo, aserciones que 
asocian nombres de variable a datos de entrada (que son implícitas en el acto de entrar un 
valor en una celda), aserciones que asocian nombres de variable a expresiones (que son 
implícitas en el acto de ingresar una expresión en una celda), y colocación de términos en 
la construcción que describe la salida del programa (ya que el valor del término asociado 
a cada celda es visualizado en la hoja), así la “hoja” siguiente: 
 A B C 
1    
2 B1-A1 B1-A2 B2*A2 
mostraría los valores que se muestran asumiendo que el usuario ingreso los datos 
                                                 
103
 Ante esta situación, usualmente el lenguaje opta por escribir el nombre de la variable o la reporta como 
“indefinida” 
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mostrados en la primera fila: 
 A B C 
1 1 2 3 
2 1 1 1 
____________________________________________________________________________ 
El papel de las aserciones es el de restringir el valor de las variables a aquellos que las 
satisfagan.  Desde este punto de vista serían válidas aserciones más generales que las que 
implican las construcciones para llevar a cabo la asociación rótulo - valor (que serían solo 
un caso particular). 
____________________________________________________________________________ 
Ejemplo 6: 
En el lenguaje C declarativo, las instrucciones siguientes: 
  scanf(“%d”,y); 
  x*x = y 
  printf(“la raiz de y es = %d”,x); 
al ejecutarse deberían producir los resultados siguientes: 
  >4 
  2 
____________________________________________________________________________ 
El proceso computacional es, sin embargo, mas difícil de establecer para casos como los del 
ejemplo, por lo que la mayoría de los lenguajes restringen las aserciónes a un subconjunto 
de todas las posibles.  En particular, el uso de las aserciones que asocian los rótulos a 
valores, permiten derivar de un modo muy sencillo el proceso computacional (ver 
“reescritura”). 
2 3 Aserciones condicionales. 
El valor que se asocia a una variable por medio de una aserción, puede depender del valor 
de un término, sobre el que la aserción decide.  Estas aserciones son llamadas condicionales 
y se apoyan en el uso de una instrucción “if funcional”, o en el uso de una instrucción 
“case funcional”, que seleccionan uno de una gama de posibles valores
104
 
____________________________________________________________________________ 
Ejemplo 7: 
En el lenguaje C declarativo, las instrucciones siguientes: 
  scanf(“%f %f %f”,a,b,c); 
  d=b*b-4*a*c 
  r1r=if(d>=0.)((b+sqrt(d))/(2.*a)) 
                                                 
104
 En contraste el “if procedimental”, selecciona una entre un grupo de posibles instrucciones a ejecutar. 
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   else    (b/(2.*a)) 
  r1i=if(d>=0.)0. 
   else    (sqrt(-d)/(2.*a)) 
  printf(“raiz 1 = %f +i %f”,r1r,r1i); 
al ejecutarse escribirían el valor de la primera raíz de una ecuación de segundo grado con 
componente imaginaria o sin ella.  Debe notarse que las dos instrucciones “if” 
presentadas, seleccionan entre dos términos y no entre dos instrucciones, por lo que 
siempre representa a un valor. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 8: 
En el lenguaje SCHEME, las instrucciones siguientes (adaptado de [Abelson 85]): 
  >(define a (- 1) 
  >(define b (cond((> a 0) a) 
      ((= a 0) 0) 
      ((< a 0) (- a)) 
     ) 
   ) 
asociarían a la variable “b” el valor absoluto del valor asociado a la variable “a”, así:  
  >(* a 2) 
  -2 
  >(* b 2) 
  2 
____________________________________________________________________________ 
2 4 Agregación de código 
Un programa escrito en un lenguaje declarativo, consistirá en el agregado de varias 
aserciones y construcciones de entrada y salida como las presentadas en los numerales 
anteriores.  Tal como se verá mas adelante (ver “reescritura”), la secuencia en que aparecen 
estos elementos en el programa no tiene relación alguna con la secuencia de subprocesos 
que ocurren en el proceso computacional. 
El agregado presenta, mas bien, una serie de restricciones sobre las variables que definen el 
valor o los valores que ellas representan, y una serie de construcciones de salida en las que 
aparecen términos, que por estar asociados a los valores de las variables, definen los valores 
que en ellas aparecen. 
Las variables del programa tomarán, en efecto, aquellos valores que satisfagan las 
restricciones que las aserciones les impongan.  No es posible por tanto escribir un programa 
cuyas aserciones sean insatisfacibles. 
____________________________________________________________________________ 
Ejemplo 9: 
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En el lenguaje C declarativo, las aserciones siguientes: 
  int x; 
  scanf(“%d”,x); 
  x=x+1; 
  printf(“%d”,x); 
No podrían generar resultado alguno ya que no existe un entero que sea igual a su sucesor 
____________________________________________________________________________ 
Las aserciones (que incluyen las instrucciones de entrada), definen el valor para cualquier 
término, que se construya usando las constantes y las variables del programa.  Es posible 
expresar, entonces, varios requerimiento de información u “objetivos”, usando varias 
construcciones de salida en la que aparecen términos, y evaluarlos de forma selectiva 
cuando se desee, obteniéndose así, programas que generan múltiples respuestas opcionales. 
 Es posible también, proponer objetivos no incluidos en el programa, para ser evaluados en 
el momento en que se proponen, obteniéndose así, programas interactivos de consulta. 
____________________________________________________________________________ 
Ejemplo 10: 
En el lenguaje C declarativo, las aserciones siguientes: 
  int ancho, largo, alto; 
  cubo: scanf(“%d %d %d”,ancho, largo, 
     alto); 
  area: printf(“%d”,ancho*largo); 
  volumen: printf(“%d”,ancho*largo*alto); 
podrían ser ejecutadas interactivamente, para darle, primero, valores a las variables que 
definen el cubo, y consultar, luego, su ancho o su volumen, así: 
  >cubo: 3  4  2; 
  ancho=3  largo=4  alto=2 
  >area; 
  12 
y sería posible proponerle un objetivo para obtener un valor no previsto, asi: 
  >printf(“%f”,sqrt(ancho*ancho  
  + largo*largo)); 
  5 
____________________________________________________________________________ 
Cada ejecución de un programa define, entonces, un “mundo” en el que las variables y 
términos se asocian a aquellos valores (o conjuntos de valores) que satisfacen las aserciones.  
Para otra ejecución distinta, estas variables y términos se asociarán con otros valores o 
“mundo” diferente. 
Si ,por otro lado, la permanencia de los valores asociados a los rótulos, supera la ejecución del 
programa que los define (el mundo que crea es permanente), debe ser posible cambiarlos por 
medio de mecanismos que cambien las aserciones definidas por el programa.  Estos 
mecanismos son, ya sea instrucciones u operaciones de actualización, que pueden cambiar (o 
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reintroducir) aserciones que asocian rótulos con valores de entrada, o facilidades (de 
programación) para cambiar las aserciones relativas a valores calculados dentro del programa. 
Los primeros son normalmente utilizados por el usuario de la aplicación quién administra los 
valores de más alta variabilidad (y por eso se definieron como de entrada), y los segundos son 
normalmente utilizados por el programador quién administra las restricciones y reglas de 
calculo que son de mas baja variabilidad (y por ello hacen parte del programa).  . 
2 5 Funciones definidas por el programador 
Con el uso de la abstracción y el encapsulamiento, es fácil la introducción de nuevos 
símbolos de función y la definición de la función correspondiente.  Las funciones así 
definidas, harían parte del lenguaje, y podrían, por tanto, ser usadas en la construcción de 
términos y aserciones. 
____________________________________________________________________________ 
Ejemplo 11: 
En el lenguaje C declarativo, la función siguiente: 
  int cuadrado(int x) 
   {return x*x } 
podrá ser utilizada en un término: 
  scanf(“%d”,x); 
  printf(“x*x= %d”,cuadrado(x)); 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 12: 
En el lenguaje SCHEME, las instrucciones siguientes (tomado de [Abelson 87]): 
  (define (square x) (* x x)) 
  (define (sum-of-squares x y) 
   (+ (square x) (square y)) 
  ) 
permitirían el cálculo interactivo siguiente: 
  >(sum-of-squares 3 4) 
  25 
___________________________________________________________________________ 
Al igual que para los lenguajes procedimentales, las funciones pueden construirse por 
abstracción sobre elementos distintos a aquellos que representan funciones. 
___________________________________________________________________________ 
Ejemplo 13: 
En el lenguaje SCHEME, la función siguiente (adaptado de [Abelson 87]): 
  (define (deriv f x dx) 
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   (/ (- (f (+ x dx) (f x))) dx) 
  ) 
permitiría el cálculo de la derivada aproximada en el punto “x” de una función “f” que se 
pasa como argumento, asi: 
  >(deriv (lamda (x)(* x x)) 0 1) 
  1 
donde la construccion “(lamda (x) (<expresion>))” del lenguaje permite la 
definición de una funcion sin nombre a ser transferida como argumento (indica que la 
expresión no debe evaluarse para obtener un valor sino pasarse como función), o devuelta 
como resultado de la abstracción (ver ejemplo xx). 
____________________________________________________________________________ 
Al igual que para los lenguajes procedimentales, una función define un dominio referencial 
(o mundo propio) en el que puede haber rótulos propios y aserciones propias.  Los valores 
de estos rótulos dependerán, tanto del valor de los argumentos de la función, como de las 
aserciones propias. 
____________________________________________________________________________ 
Ejemplo 14: 
En el lenguaje C declarativo, la función siguiente para calcular el perímetro de un 
rectángulo de base y altura conocidos: 
  int Perímetro(int b,h) 
   {int d; 
    d=sqrt(b*b+h*h);) 
    return b+h+d 
   } 
podrá ser utilizada en un término: 
  >Perímetro(3,4); 
  12; 
____________________________________________________________________________ 
Los argumentos formales son, entonces, rótulos propios a la función cuyo valor es definido 
por medio de una aserción implícita, incluida en el mundo interno a la función en el 
momento en que ella es evocada.  Esta aserción asocia dichos rótulos con los argumentos 
reales, que son términos del mundo en el que la función es evocada (de la misma manera 
que las construcciones de entrada, definen aserciones que asocian rótulos con valores del 
“exterior” del programa).  El valor de retorno, no es otra cosa que el valor de un término del 
mundo de la función, que es .”exportado” al mundo en el que ella es evocada (de igual 
manera que las salidas de un programa).  Tal como con los programas, cada evocación de 
una función crea un mundo diferente que, como se muestra en el numeral siguiente, puede 
existir simultáneamente con mundos creados por otras evocaciones de la misma función. 
2 6 funciones recursivas. 
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El uso de instrucciones que reasignan el valor asociado a un rótulo (sumándole, por 
ejemplo, otro valor al que tenía antes) es una práctica generalizada en los lenguajes 
procedimentales y base de procesos tales como los de acumulación y ordenamiento.  En el 
contexto de un lenguaje declarativo, el uso de este tipo de instrucciones introduciría 
aserciones imposibles de satisfacer e imposibilitaría, por tanto, el asociar valores 
específicos a las variables y términos que participan en las salidas del programa. 
Para poder escribir con base aserciones, los mismos programas que se escriben con base en 
procesos, es necesario el uso de funciones recursivas, o sea de funciones que se definen con 
base en si mismas.  En estas funciones el valor de la aplicación de la función a un elemento 
de su dominio, es obtenido con base en el valor (o valores) de la aplicación la misma 
función a otro (u otros) elementos del dominio (usualmente mas simples), situación que se 
lleva a cabo de forma recursiva hasta llegar a un elemento para el que la función tiene un 
valor conocido. 
____________________________________________________________________________ 
Ejemplo 15: 
En el lenguaje C declarativo, la función: 
 sum(int *A,int n) 
   {return if(n==0)0; 
     else A[1]+sum(A++,n-1); 
   } 
Permitirían sumar una lista de valores enteros contenidos en un arreglo de tamaño 
conocido.  Nótese que la función es definida con base en la aplicación de ella misma a una 
lista mas pequeña (sumando la “cabeza” de la lista a la suma de los elementos de la 
“cola”) y el valor de la función para una lista vacía es conocido (es igual a cero). 
____________________________________________________________________________ 
El uso del modelo de abstracción de procesos con funciones genéricas permite la 
construcción de funciones con un alto nivel de abstracción. 
____________________________________________________________________________ 
Ejemplo 16: 
En el lenguaje SCHEME, la función siguiente (adaptada de [Abelson 87]): 
  (define (ac op i j sig trm) 
   (if (> i j) 
    0 
    (op (trm i) 
     (ac op (sig i) j sig trm) 
    ) 
   ) 
  ) 
implementa los procesos de acumulación través de una función genérica que puede usarse 
para el cálculo de productorias y sumatorias, asi, con el siguiente código: 
  >(ac (lamda (x y)(+ x x)) 1 4  
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    (lambda (x) (+ 1 x)) (lambda (x) (x)) 
   ) 
  10 
se obtiene la suma de los cuatro primeros enteros, y con el código siguiente: 
  >(ac (lamda (x y)(* x x)) 1 4  
    (lambda (x) (+ 1 x)) (lambda (x) (x)) 
   ) 
  24 
se obtiene su producto
105
. 
____________________________________________________________________________ 
Cuando los procesos de búsqueda se programan en lenguajes Procedurales, es típico el uso 
de instrucciones de iteración (“mientras que (no encuentre) siga buscando”).  A 
continuación se da un  ejemplo de uno de estos procesos en un lenguaje funcional. 
____________________________________________________________________________ 
Ejemplo 17: 
En el lenguaje C declarativo, la función: 
 raiz(double *f(),a,b,epsx,epsy) 
   {double m,fm,fa,dx; 
    m=(b-a)/2; dx=b-a; 
    fa=f(a); fm=f(m); 
    return 
    if((dx<epsx)&&(fm<abs(epsy))) 
     m; 
    else if(fa*fm>0.) 
      raiz(f,m,b,epsx,epsy); 
      else 
      raiz(f,a,m,epsx,epsy); 
   } 
Buscaría la raíz de la función “f” en el intervalo [a,b] con precisiones [epsx, epsy] por el 
método de la bisección. 
____________________________________________________________________________ 
En la sección 3 se presentarán ejemplos adicionales de funciones recursivas, que se aplican 
a agregados de datos definidos también con base en el uso de la recursión. 
2 7 Reescritura. 
Con el objeto de poder ejecutar un programa escrito en un lenguaje declarativo, es necesario 
derivar un proceso computacional del conjunto de construcciones de salida, términos y 
                                                 
105
 Esta representación sintáctica, tan poco atractiva para las familiares sumatorias y productorias, es debida en 
parte al lenguaje usado en el ejemplo (en cuanto al uso de la notación prefija para las expresiones y el uso de 
la notación “lambda” para representar funciones), pero principalmente al uso de una sintaxis unidimensional 
compuesta por secuencias de símbolos. 
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aserciones que lo componen.  Este proceso computacional deberá, en todo caso, encontrar 
el valor asociado a las variables, calcular con base en ellos, el valor asociado a los términos, 
y por último, generar con base en el valor de los términos, las salidas del programa.  No es 
necesario, sin embargo, obtener el valor para todos las variables y términos mencionados en 
el programa, sino que es suficiente, obtener el valor solo para aquellos elementos que le dan 
soporte a las salidas que se quieren observar. 
Una manera de llevar a cabo lo anterior es la de proceder a producir las salidas definidas en 
el programa (o las escogidas por el usuario) en un orden definido arbitrariamente.  Para 
poder producir cada salida, se debe proceder a calcular los términos que en ella se 
mencionan, en un orden definido arbitrariamente.  Y, finalmente, para poder calcular cada 
término, se debe proceder a calcular sus elementos (o subtérminos), en un orden definido 
por un sistema de asociatividad y precedencia definido arbitrariamente.  Este modo de 
proceder no es otro que el referido en el capítulo “Funciones” (Parte I) al describir la 
manera como se procede, al efectuar la evaluación de expresiones complejas.  El programa 
se asimila, entonces, a una “función” cuyos argumentos son las salidas, que deben 
“evaluarse” en un orden arbitrario.  Cada salida es a su vez una “función” cuyos argumentos 
son los términos, que deben evaluarse en un orden arbitrario.  Cada término es, por último, 
una función cuyos argumentos son subtérminos, que deben evaluarse en un orden arbitrario 
(la función y los argumentos a los que corresponde un expresión, son definidos por las 
reglas de asociatividad y precedencia).  Los subtérminos son funciones cuyos..., etc.. 
Tal como se describió en el capítulo referido, este proceso de evaluación es isomorfo con el 
de recorrer de abajo hacia arriba (tocando primero los hijos y luego el padre),el árbol de 
descomposición de la estructura de las funciones a las que se asimila el programa. 
____________________________________________________________________________ 
Ejemplo 18: 
Considere el programa siguiente, escrito en C declarativo: 
 int a,b,c,p; 
 main(){ 
  {A: printf(“%d”,a*b); 
   B: printf(“%d %d”,c,f1(a+b,c); 
   scanf(“%d %d”,a,b); 
   c=(a+b)/b; 
  } 
 f1(int a,b) 
  {int d; 
   d=a/b; 
   return c*d; 
  } 
Al ejecutarse, el proceso computacional para obtener la salida “B:”, el proceso 
computacional sería derivado del siguiente árbol de descomposición: 
 
                                     c 
 
                                              printf 
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                                a 
                                    + 
                               b         f1 
            
                                  c 
 
____________________________________________________________________________ 
El valor asociado a cada variable que aparezca en el árbol, debe obtenerse con base en la 
aserción que la define.  Cuando la variable es definida por medio de un predicado de 
igualdad (que corresponden a un asociación rótulo - valor), basta con substituir, en el árbol, 
el nombre de la variable, ya sea por el subárbol correspondiente al término que la define, o 
por el valor resultante del ingreso del dato correspondiente. Este procedimiento es 
equivalente a reescribir la variable en la función original por su definición.
106
 
____________________________________________________________________________ 
Ejemplo 19: 
En el ejemplo anterior el árbol extendido quedaría de la forma siguiente: 
 
 
                                a 
                                    + 
                               b         / 
            
                                  b 
 
                                              printf 
                                a 
                                    + 
                               b         f1 
            
                                  c 
 
Donde por simplicidad se substituyo solo el valor de la primera aparición del valor de 
“c”. 
____________________________________________________________________________ 
Como se puede inducir del ejemplo anterior, no es conveniente substituir primero todas las 
ocurrencias de una variable por su definición a nivel simbólico, para efectuar los cálculos 
posteriormente, ya que se llevarían a cabo los mismos cálculos varias veces. 
Se debe proceder, mas bien, a efectuar los cálculos involucrados tan pronto como sea 
posible, efectuando el ingreso de los datos tan pronto como aparezcan las variables 
                                                 
106
 Nótese que la simplicidad de este proceso es debida a la simplicidad del tipo de aserciones permitidas.  No 
es posible utilizarlo para el caso de aserciones más generales como las que se presentan en el Ejemplo nn, ya 
que no es posible definir, con base en ellas, el término o valor que ha de substituir al rótulo. 
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correspondientes, y efectuando las operaciones (aplicando las funciones) tan pronto como 
estén definidos el valor de los operandos. 
Al proceder de esta manera, en primer lugar, queda definido de forma unívoca el orden en 
que se efectúa el ingreso de los datos (lo que es muy importante si se deben preparar 
ingresos en “bloque”), en segundo lugar, se pueden evitar recálculos innecesarios para las 
variables o evocación de funciones que ocurran varias veces (ya que es posible guardar su 
valor, y evitar, así, construir de nuevo el subárbol de evaluación que les corresponda), y , 
por último, se tiene definido en el momento de hacer la substitución, el valor del término en 
que se basan las diferentes alternativas para el caso de las aserciones condicionales, que en 
el caso de las funciones recursivas es necesario para hacer finito el proceso de substitución 
(para una discusión mas extensa al respecto ver [Abelson 87]). 
____________________________________________________________________________ 
Ejemplo 20: 
En el ejemplo anterior en lugar de proceder a substituir el valor de “c” por su expresión, 
se procede a calcular este y a substituir las otras ocurrencias por el valor calculado.  El 
árbol de evaluación, pasaría así por las siguientes etapas, asumiendo que los datos de 
entrada para “a” y “b” fueran el valor de “1”: 
Substitución de “a” y ”b” por su valor: 
 
 
 
                                     c 
 
                                1            printf 
                                    + 
                               1         f1 
            
                                  c 
 
Reducción de términos y substitución del valor de “c”: 
                                1 
                                    + 
                               1         / 
            
                                  1 
 
                                   2          printf 
                                         f1 
                                  c 
 
Calculo de “c” y substitución d sus referencias por el valor calculado 
                                    2 
 
                                              printf 
                                  2 
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                                        f1 
                                 2 
 
____________________________________________________________________________ 
Los cálculos correspondientes a las funciones nativas, serán efectuados durante el proceso 
de evaluación del árbol, en el momento en que se requieran.  Para las funciones definidas en 
el programa, se debe proceder a reescribir su nombre por el término que las define.  Las 
variables y funciones que aparezcan en dicho término deberán reescribirse por el valor o 
expresión que les corresponda, teniendo en cuenta, que los parámetros formales de la 
función deben ser substituidos por los parámetros reales, y que, en todo caso, al substituir 
un rótulo por su definición, se deben aplicar las reglas de visibilidad que le correspondan 
(para determinar correctamente cual es su definición). 
____________________________________________________________________________ 
Ejemplo 21: 
Continuando con el ejemplo anterior, la expansión del valor de la función “f1” 
conduciría al árbol de evaluación siguiente: 
Substitución de “f1” por su valor de retorno (donde  por visibilidad el valor de “c” ya 
se conoce): 
 
 
                                    2 
 
                                              printf 
                                  2 
                                        * 
                                 d 
 
Substitución del valor de “d”, con base en su definición en “f1” y el valor de los 
argumentos de la evocación de (nótese que los “a” y “b” de “f1” son locales) 
                                    2 
 
                                              printf 
                                  2 
                                        * 
                               2 
                                   / 
                               2 
 
Del que se puede obtener la salida. 
__________________________________________________________________ 
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 Capítulo 11: 
Eventos y 
Disparos. 
 
 
1 Introducción. 
Los modelos de agregación procedimental y declarativo, ofrecen una manera de definir 
operadores complejos con base, tanto en los operadores ofrecidos por el lenguaje, como en 
los operadores definidos previamente.  Un programa de computador, se dijo, no era otra 
cosa que uno de esos operadores puesto a disposición del usuario, quién lo utilizaría para 
obtener los resultados de su interés. 
La interacción del usuario con el computador no es, sin embargo, tan simple como la 
ejecución de una operación.  Un programa de computador suele, en efecto, reunir muchas 
operaciones complejas, entre las que el usuario escoge a través de “menús”, “comandos” y 
“formas de diálogo”. 
El usuario de una aplicación ejecuta, además, no una sino muchas de sus operaciones, en un 
orden que él selecciona, para lograr la satisfacción de cada uno de sus propósitos 
específicos. 
Considere por ejemplo el caso de un moderno editor de textos.  Al propósito de obtener el 
documento deseado, se hace necesario pasar largas horas frente al computador, indicándole 
una y otra vez la ejecución de una gran diversidad de operaciones, que van desde la 
inclusión de un nuevo carácter en el texto, hasta el examen de la ortografía y del estilo. 
Es, en efecto, la norma mas bien que la excepción, que las tareas que se efectúan a través 
del computador requieran de la ejecución de un conjunto de operaciones, que se llevan a 
cabo de forma interactiva en una o en varias ejecuciones, de uno o de varios programas.  
Nótese que en este discurso el concepto de “tarea” o “propósito”, unifica, desde la óptica 
del usuario, a un conjunto de operaciones a ser ejecutada en el computador.  Esta 
unificación puede darse, ya sea porque todas ocurren sobre un conjunto de datos que 
consideramos una unidad (v.g. el documento en edición), o por que todas ocurren al 
servicio de una actividad identificada como una unidad en el contexto del problema (v.g. la 
gestión en el computador de una venta)
107
. 
                                                 
107
 La identificación y registro de estas unidades de operación del usuario frente al computador, solo se han 
venido ha reconocer, a nivel de análisis, en el contexto de los “casos de uso” del análisis Orientado por 
Objetos [Jacobson]. 
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La discusión de los mecanismos de agregación de las operaciones (ya de por si agregadas) 
para conformar un programa, y el planteamiento de las consideraciones que conlleva su 
ejecución conjunta, son el objeto de este capítulo.  En él se discuten dos mecanismos 
básicos de agregación, el de la agregación por “eventos externos”, y el de la agregación por 
“disparos” o “reglas de producción”. 
La agregación por eventos permite la escritura de programas que dan “servicios” a sus 
usuarios bajo solicitud de estos, constituyéndose en entes informáticos pasivos o 
“servidores”, que evolucionan según los acontecimientos que ocurren en el mundo.  La 
agregación por disparos permite, por su parte, la escritura de programas que actúan sobre 
sus usuarios dándoles o solicitándoles información, constituyéndose en entes informáticos 
activos o “clientes”, que producen acontecimientos en el mundo controlando, así, su 
evolución.
108
 
2 Agregación por Eventos. 
Si consideramos el ingreso de datos al programa como una acción del mundo sobre el 
software, que causa en él una “impresión” [Falkenberg 96], podemos considerar el conjunto 
de lecturas asociadas a una operación como un “estímulo” sobre el software que causa un 
“evento” (o cambio) en el software, y que desata una “reacción” en la forma de un proceso 
de computo, que a la postre produce una conjunto de salidas o “respuesta” del software 
hacia el mundo. 
Un programa sería, bajo esta óptica, un dispositivo o “sistema”, que reacciona a una cierta 
variedad de estímulos predefinidos, generando para cada uno de ellos una respuesta. 
Poner juntas un conjunto de operaciones es relativamente fácil. 
____________________________________________________________________________ 
Ejemplo 1: 
en el contexto de un lenguaje procedimental.  Un conjunto de operaciones entre las que el 
usuario selecciona, se pueden agregar por medio de una estructura “case”, que selecciona 
una de las operaciones con base en el valor de una variable de lectura, así, en pseudo C 
podríamos escribir lo siguiente: 
 .. 
 while((S=menu())!= “X”) 
  switch(S) 
  { 
   [“A”] { <lectura datos operación A>; 
     <ejecución operación A>; 
     breack; 
      } 
   [“B”] { <lectura datos operación B>; 
                                                 
108
 Nótese que la clasificación “cliente”, “servidor”, es hasta cierto punto arbitraria, ya que al objeto de 
satisfacer un servicio requerido, o sea actuando como “servidor”, un programa o computador puede pedirle 
servicio a otro, actuando de “clienbte”. 
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     <ejecución operación B>; 
     breack; 
      } 
   . 
   . 
   else  { <escribe “opción errada”> 
     breack; 
  }; 
 
donde la función “menu” se encarga de presentarle al usuario las opciones y de efectuar 
las la lectura de la que el usuario seleccione. 
____________________________________________________________________________ 
____________________________________________________________________________ 
Ejemplo 2: 
En el contexto de un lenguaje declarativo, la implementación es aún mas simple, en 
efecto, en un lenguaje funcional es posible cambiar en cualquier momento, cualquier 
elemento del conjunto de las aserciones que definen los valores asociados a las variables, 
generando así la reevaluación de todos los términos que dicha aserción afecta. 
____________________________________________________________________________ 
2 1 Menús, Formas e Interfaces Gráficos. 
Los programas modernos le presentan al usuario una interfaz, usualmente gráfica, que 
contiene menús, y campos de ingreso/egreso de datos.  Los menús presentan opciones de 
proceso entre las que el usuario selecciona para activar una operación.  Los campos de 
ingreso de datos presentan valores del proceso, que el usuario puede ver y/o modificar. 
La activación de algunas de las operaciones ofrecidas a través de los menús, puede requerir 
de ingreso de datos específicos a la operación, en cuyo caso la operación se inicia con el 
despliegue de una forma de diálogo para que el usuario ingrese dichos datos.  El resultado 
de la operación estará asociado, tanto a los datos específicos de la operación como al estado 
de los valores del proceso en el momento en que la operación se ejecuta (ver numeral 
siguiente). 
La modificación de uno de los valores del proceso, a través de un campo de ingreso de 
datos, puede afectar el valor asociado a las variables del proceso e inducir, por tanto, el 
recálculo de los términos en que ella participa
109
. 
La manera como se define y utiliza el interfaz, depende en gran medida de las 
características del lenguaje. 
En la mayoría de los lenguajes procedimentales se ofrecen instrucciones que permiten las 
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 Recálculo que no necesariamente se efectúa al modificar la variable, sino que puede efectuarse al 
necesitarse el término. 
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definición y uso del interfaz, en el contexto de las instrucciones que conforman el 
programa. 
____________________________________________________________________________ 
Ejemplo 3: 
En una aplicación COBOL, tanto la elaboración (o “dibujo”) de la forma en pantalla, 
como su utilización para la “captura” de los datos, se indica de forma explícita en el 
programa por medio de instrucciones del lenguaje.  A continuación se presenta como 
ejemplo un “Procedure” que hace parte de un programa de gestión de “gastos” de una 
entidad pública: 
         LEER-ENCABEZAMIENTO. 
      *=== FORMA DE ENTRADA DE DATOS PARA LAS TRANSACCIONES EJECUCION, 
      *=== AUMENTO DE RESERVA Y CANCELACION DE EJECUCION AUMENTANDO RESERVA 
 
            MOVE FECHA-TRABAJO-W TO FECHA-CAUSACION-D. 
 
            DISPLAY "DOC. RESERVA"        LINE 10 COLUMN  1 
                    "DOC. RESPALDO"       LINE 12 COLUMN  1 
                    "FECHA CAUSACION AAMMDD" LINE 14 COLUMN  1 
                     FECHA-CAUSACION-D     LINE 14 COLUMN  30. 
 
            ACCEPT LETRAS-SOL-D LINE 10 COLUMN 30 UNDERLINED 
                   PROTECTED SIZE 2 AUTOTERMINATE CONVERSION. 
            ACCEPT DIGITOS-SOL-D LINE 10 COLUMN 34 UNDERLINED  
                   PROTECTED SIZE 5 AUTOTERMINATE CONVERSION. 
            ACCEPT LETRAS-DOC-D LINE 12 COLUMN 30 UNDERLINED 
                   PROTECTED SIZE 2 AUTOTERMINATE CONVERSION. 
            ACCEPT DIGITOS-DOC-D LINE 12 COLUMN 34 UNDERLINED 
                   PROTECTED SIZE 5 AUTOTERMINATE CONVERSION. 
            ACCEPT FECHA-CAUSACION-D LINE 14 COLUMN 30 
                   CONVERSION DEFAULT IS CURRENT VALUE. 
____________________________________________________________________________ 
Como en el caso del ejemplo anterior, bajo un lenguaje procedimental, el programa debe 
controlar explícitamente tanto el orden en que se usan los elementos de la forma, como el 
efecto que su uso produce en la aplicación. 
En algunos lenguajes procedimentales, se ofrecen sublenguajes, con los que es posible 
definir la forma independientemente del programa que la usa, para luego evocarla y 
controlar su uso en el contexto de las instrucciones del programa. 
____________________________________________________________________________ 
Ejemplo 3: 
En una versión del gestor de bases de datos INFORMIX, las formas se definen por medio 
de un “4GL” (lenguaje de cuarta generación) y de forma independiente de los programas 
que las usan, así, la forma del ejemplo anterior, se define en este lenguaje de la forma 
siguiente: 
El uso de dicha forma se define en el contexto del programa, evocándola y controlando su 
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uso por medio de instrucciones específicas del lenguaje.  Así, en el código siguiente es 
fácil reconocer las instrucciones que abren la forma y controlan su uso (en negrilla). 
FUNCTION LEER_EJEC() 
--- Se leen los datos necesarios para realizar una ejecucion 
 
   OPTIONS 
      FORM LINE 5 
   OPEN FORM ejec FROM "ejecucio" 
   DISPLAY FORM ejec 
   LET ind_asentar_w = " " 
   LET ind_cumplir_w = "NO" 
   LET ind_reg_bueno = "  " 
   INPUT BY NAME p_mvto.cod_doc_resv 
      AFTER FIELD cod_doc_resv 
         SELECT cod_doc_resv  
         FROM mvto 
         WHERE cod_doc_resv = p_mvto.cod_doc_resv 
         IF STATUS = NOTFOUND THEN 
            ERROR "Error.  La reserva no existe" 
            NEXT FIELD cod_doc_resv 
         END IF 
         CALL VALIDAR_APR() 
      DISPLAY p_mvto.cod_doc_resv TO resant 
   END INPUT 
   INPUT BY NAME p_mvto.cod_art THRU p_mvto.dsc_art 
   INPUT BY NAME p_vect_mvto.cod_doc_resp 
   LET p_vect_mvto.fch_caus = fch_tbjo_w 
   DISPLAY fch_tbjo_w TO fch_caus 
   INPUT BY NAME p_vect_mvto.fch_caus WITHOUT DEFAULTS 
      AFTER FIELD fch_caus 
         LET fch_tope = fch_tbjo_w 
         LET fch_cheq = p_vect_mvto.fch_caus 
         CALL VALIDAR_FCH_CAUS() 
         CALL VALIDAR_SEC_FCH() 
         IF ind_reg_bueno = "NO" THEN 
            NEXT FIELD fch_caus 
         END IF 
   END INPUT 
   INPUT BY NAME p_vect_mvto.cant 
   INPUT ind_cumplir_w FROM cumplir 
   INPUT ind_asentar_w FROM asentar 
END FUNCTION 
____________________________________________________________________________ 
En este caso la forma juega un cierto papel integrador de los elementos de código, ya que 
estos elementos se asocian con las acciones que se llevan a cabo sobre la forma.  La 
relación del usuario y de los términos del programa con la forma es, sin embargo, 
controlada desde el código mismo, ya que en él se define el orden en que se usan los 
elementos de la forma, las operaciones se llevan a cabo como resultado del uso de dichos 
elementos, y cuales operaciones generarán cambios (o “escribirán”) a los valores mostrados 
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en la forma. 
En el contexto de un lenguaje funcional los valores presentados en la forma (o construcción 
de salida), pueden asociarse directamente con los términos del programa sin que para ello se 
requiera hacer explícita la operación que los “escribe”.  El cambio de los valores de un 
campo de entrada en una forma equivale, entonces, al cambio de una de las aserciones del 
programa que define el valor de una variable, e induce el recálculo automático de los 
términos que de ella dependen. 
____________________________________________________________________________ 
Ejemplo 5: 
En una “hoja de cálculo” el cambio del valor asociado a una celda genera el recálculo del 
valor de las celdas que se le relacionan, así en la hoja siguiente: 
 A B C 
1    
2 B1-A1 B1-A2 B2*A2 
con los valores siguientes: 
 A B C 
1 1 2 3 
2 1 1 1 
El cambio de A1 (al valor “2”), se propagaría automáticamente a A2, B2 y C2: 
 A B C 
1 2 2 3 
2 0 2 0 
____________________________________________________________________________ 
Nótese que en este tipo de lenguajes, el programa no requiere controlar el orden en que el 
usuario utiliza los elementos de la forma. 
Es factible tener un comportamiento similar al del ejemplo anterior, aun en lenguajes no 
funcionales
110
, si se usa la forma como elemento integrador de las operaciones que 
conforman el programa. 
Para ello basta con asociar operaciones a los diferentes tipos de “evento” que el usuario 
puede llevar a cabo sobre la forma.  Estos eventos comprenden acciones tales como la 
activación de una opción en un menú, el ingreso (o la salida) de un campo de entrada de 
datos, o la ejecución o confirmación del cambio en un valor.  Esta asociación puede llevarse 
a cabo de forma interactiva en el contexto de un editor especializado para las formas, con en 
el que además de especificar los componentes de la forma, se especifican los elementos de 
                                                 
110
 Que usualmente se autodenominan “visuales” 
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código asociados, a los eventos asociados a dichos componentes
111
. 
De esta manera desaparece la necesidad de controlar desde una pieza de código la manera 
como el usuario utiliza la forma, y permite que el usuario seleccione entre las acciones 
disponibles (que como se verá en el numeral siguiente dependen del “estado”) las que desea 
efectuar en cada momento. 
2 2 Secuencias Válidas de Operaciones / Estados y 
Precondiciones. 
Una consideración importante, que surge al agregar una gran cantidad de operaciones 
dentro en un programa, es la del orden con que dichas operaciones se pueden llevar a cabo.  
Considere por ejemplo el caso de un editor de texto, en el que algunas de las acciones (v.g. 
“pegar”) están supeditadas a la ocurrencia previa de otras (v.g. “cortar”). 
El paradigma de agregación de operaciones debe, en consecuencia permitir la inclusión de 
consideraciones de esta índole para impedir que se lleven a cabo secuencias inválidas de 
operaciones.
112
 
En el contexto de un lenguaje procedimental, parece obvio, que como parte de una 
operación se deben especificar las operaciones que ella posibilita.  Así, por ejemplo, en un 
editor de textos, todas las operaciones de selección de texto deberían incluir una operación 
de activación de la opción de menú “cortar”, y las operaciones que suprimen dicha 
selección deberían incluir una operación de desactivación de dicha opción. 
Esta alternativa es útil, sin embargo, solo para casos muy elementales de secuenciamiento. 
La especificación se complica, en efecto, cuando la activación de una operación depende de 
la ejecución de varias operaciones previas, o cuando depende también de su resultado, o 
cuando se debe especificar que a la activación de una operación especifica, eventualmente 
le debe, seguir la activación de otra también específica. 
Este problema no es otro que el de la teoría de los “lenguajes”, los “autómatas finitos” y la 
“computación”.  Allí se le da solución teórica a la problemática de la validación e 
interpretación de una “frase” en un lenguaje, vista como una secuencia de símbolos, cuya 
“validez” depende del lenguaje.  Es obvio que el problema de las secuencias válidas de 
operaciones en un programa es el mismo, si vemos cada operación como un símbolo, y las 
secuencias correctas de operaciones como las “frases” del “lenguaje” de interacción del 
usuario con el programa. 
Entre los conceptos útiles de la teoría está el de “estado”.  En efecto, la noción de estado de 
la teoría de autómatas, puede asimilarse ya sea a un valor específico de las variables del 
                                                 
111
 Normalmente los componentes de una forma son de ciertos tipos predefinidos en el lenguaje, y, como tales 
tienen asociados un conjunto predefinido de eventos. 
112
 En su forma mas sencilla, el ejecutar las operaciones en el orden correcto es responsabilidad del usuario de 
la aplicación.  Modernamente se espera, sin embargo, que las aplicaciones velen por el mantenimiento de las 
“reglas del negocio”. 
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programa, donde un valor diferente correspondería a un estado diferente, o a un 
subconjunto del conjunto de todos los diferentes valores de dichas variables, donde un 
conjunto de diferentes valores podría corresponder a un mismo estado (para esta definición 
de estado ver [Rumbaugh 91])
113
.  Al ejecutarse una operación, el estado de las variables 
cambia por lo que el valor de los términos al principio de una operación, depende de las 
operaciones que se han efectuado antes que ella.  Muchas de las operaciones de un 
programa moderno tienen, en efecto, como única función la de modificar el estado del 
programa, por lo que no requieren ingreso alguno de datos.  Nótese que esta situación es 
diferente a la de un programa en el que se ejecuta una sola operación, en la que el estado 
inicial para la misma es, en teoría, siempre el mismo.
114
 
La consideración del estado del programa al ejecutarse una operación determinada puede, 
además, determinar el efecto de dicha operación. Con ello es posible implementar 
operaciones “sobrecargadas” que se asocien a significados genéricos del dominio del 
problema, pero cuyo efecto sea diferente según la situación en que se apliquen.  Considere 
por ejemplo la operación “borrar” de un editor de texto cuyo efecto puede ir desde borrar un 
carácter hasta el borrar un archivo, según el momento de la ejecución (o estado) en que se 
ejecute. 
Con base en el estado de las variables del programa, es posible definir cuales operaciones 
pueden activarse en un momento dado de la interacción del usuario con el programa.  Para 
ello, basta asociar la posibilidad de ejecutar dicha operación con una “precondición” 
evaluada con base el valor de los términos del programa.  Así, la operación solo se llevaría 
a cabo en aquellos estados en los que la precondición evalúe a “cierto”. 
Bajo esta óptica, un programa es la implementación de un autómata finito determinístico en 
el que los estados han sido caracterizados de forma explícita .  Por ello, tal como se verá en 
el capítulo “Arquitectura de Operaciones”, es factible modelar un programa, con base en la 
especificación de los cambios de estados inducidos por sus operaciones, y con base en la 
especificación de un autómata que define las secuencias válidas de estas. 
2 3 Concurrencia. 
Otra consideración importante, que surge al agregar una gran cantidad de operaciones 
dentro en un programa, es el grado de concurrencia con que dichas operaciones se pueden 
llevar a cabo.  Considere por ejemplo el caso de una aplicación de gestión ventas en la que 
se requiere que muchas operaciones (v.g. facturar un artículo) puedan ocurrir 
simultáneamente, y el caso de una aplicación de reservas de asientos en la que se requiere 
impedir la reserva simultánea del mismo asiento. 
                                                 
113
 El concepto de estado es clave para la definición de las secuencias validas de operaciones sobre un 
“objeto” informático, en el contexto del desarrollo OO, que establece una metodología para definir las 
secuencias válidas de operaciones en una aplicación compleja, con base en las secuencias válidas de 
operaciones sobre sus componentes. 
114
 Como se dijo antes, es un error común de programación en lenguajes procedimentales, el dejar indefinido 
este estado inicial para el proceso. 
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El paradigma de agregación de operaciones debe, en consecuencia permitir la inclusión de 
consideraciones de esta índole para controlar la concurrencia de sus operaciones. 
La concurrencia no es otra cosa que ejecución en paralelo de las operaciones ofrecidas por 
un programa, excepto porque en lugar de haber sido programada es casual.  Tal como se 
hizo notar en el Capítulo “El Computador”, el paralelismo entre dos procesos es 
esencialmente el que es indeterminado el orden de ejecución de los subprocesos del uno con 
respecto a los subprocesos del otro; y tal como se hizo notar en el Capítulo “Lenguajes 
Procedimentales”, esta indeterminación tiene importancia solo cuando los procesos se 
relacionan con los mismos elementos de dato, y cuando estos son modificados por ellos.  El 
control de la concurrencia de las operaciones debe, en consecuencia, evitar que ocurran 
aquellas secuencias de ejecución que producen resultados incorrectos, pero debería 
permitir, a la vez, que ocurran aquellas secuencias de ejecución que producen resultados 
correctos (para optimizar el uso de la capacidad de procesamiento). 
Puesto que en un lenguaje funcional solo se define lo que constituye un resultado correcto, 
sin indicar la secuencia de subprocesos con los que se obtiene, es responsabilidad del 
mecanismo de reescritura, el evitar que el valor asociado a una variable cambie durante su 
uso.  En el contexto de un lenguajes procedimental, por otra parte, se deben indicar de 
forma explícita, las restricciones impuestas al paralelismo para evitar que se pierda la 
“semántica del proceso”
115
. 
Lo mas normal en este último caso, es que el lenguaje provea instrucciones de “bloqueo” de 
datos, para que un proceso impida a los otros procesos, que cambien la información que 
necesita mientras la usa.  De esta manera el proceso que ejecuta de primero el bloqueo 
sobre los datos que necesita, avanza mas rápidamente haciendo esperar a los otros procesos 
hasta que él “libere” dichos datos.  El problema con este sistema es que si un proceso le 
bloquea un dato a un segundo proceso, obligándolo a parar, cuando este segundo proceso ya 
le había bloqueado otro dato que necesita, entonces al tratar de usar ese dato también se ve 
obligado a parar, quedando ambos procesos interrumpidos, cada uno esperando la 
terminación del otro.  Esta situación, llamada “abrazo mortal”, es muestra de los problemas 
que se deben resolver en programas que permitan concurrencia. 
3 Agregación por Disparos. 
Si consideramos el ingreso de datos al programa como una “observación” del mundo por el 
software (posiblemente a través de establecer una relación de medida entre una variable del 
programa y una propiedad del mundo), podemos considerar el conjunto de escrituras 
asociadas a las operaciones como una “acción” del software que causa un “evento” (o 
cambio) en el mundo.  Considere como ejemplo un programa que a través de sensores, 
obtienen una y otra vez medidas de diversas propiedades del mundo (v.g. humedad y 
temperatura), y que solo generan un egreso de datos, o “acción” sobre el mundo, cuando el 
valor de los datos leídos cumple ciertas propiedades (v.g. si la humedad es baja para la 
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temperatura se emite una señal a un aspersor). 
Bajo esta óptica, un programa es un dispositivo o “sistema” que toma acciones de forma 
autónoma sobre el mundo, generando cambios dirigidos a controlarlo.  Las operaciones que 
se realizan en este éste tipo de programa, no se llevan a cabo por el mero hecho de haber 
sido estimulado desde el mundo, sino por el hecho de que el software posee una “intensión” 
acerca del estado del mundo. 
El estado del mundo es, usualmente, interpretado por el valor de algunos términos del 
programa, posiblemente derivados de los datos de entrada.  Las acciones de control sobre el 
mundo se determinan por el chequeo de ciertas condiciones, denominadas “condiciones de 
disparo” (o en inglés “triggers”).  Cuando una condición de disparo se satisface, el 
programa desata, o “dispara”, la ejecución de las operaciones que se le asocian.  Las 
operaciones implementan, entonces, acciones de control encaminadas al logro de ciertos 
objetivos de control, definidos en el dominio del problema y cuyo modelamiento es clave 
en el desarrollo de este tipo de software
116
. 
Poner juntas un conjunto de operaciones cuya activación depende de condiciones relativas 
al estado de las variables del programa es relativamente fácil. 
____________________________________________________________________________ 
Ejemplo 1: 
En el contexto de un lenguaje procedimental.  Un conjunto de operaciones entre las que el 
software selecciona, se pueden agregar por medio de una estructura “case”, que 
selecciona una o varias de las operaciones con base en condiciones derivadas del estado 
de las variables del programa, luego de la observación: 
 .. 
 while((O=observacion())!= “X”) 
  switch(O) 
  { 
   [<condicion1>(O)] { <Acción 1>; 
        breack; 
        } 
   [<condicion2>(O)] { <Acción 2>; 
        breack; 
        } 
   . 
   . 
   else  { <Acción de defecto> 
     breack; 
  }; 
Donde se implementa un ciclo de una observación  levar a cabo la primera acción cuya 
condición se cumpla.  Otras estrategias de acción como las que se discuten mas adelante, 
requieren de consideraciones mas complejas. 
                                                 
116
 El autor no conoce, sin embargo, métodos para el modelamiento de dichos objetivos y mecanismos de 
control, que se orienten a la definición de este tipo de software. 
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Ejemplo 2: 
En el contexto de un lenguaje declarativo, el valor de las variables que controlan las 
acciones sobre el mundo toman un valor definido con base en los términos del programa. 
Nótese que este valor puede ser “no acción” ya que para su definición se tendrán en 
cuenta la condiciones, por medio de construcciones de selección funcional de valor.  La 
estrategia de llevar a cabo todas las acciones cuya condición se cumpla, es mas sencilla en 
este contexto. 
El ciclo de observación sobre el mundo se consideraría, como un proceso de reaserción 
periódica de los valores de las variables del programa. 
_________________________________________________________________________ 
3 1 Reglas de Producción / “calentamiento” y “disparo”. 
Es fácil notar que el núcleo de un programa de esta naturaleza, es un conjunto de reglas de 
la forma: 
 <condición>  <acción>. 
Este tipo de reglas se denominan “reglas de producción”
117
. 
Tal como en el caso del modelo de agregación basado en el conjunto de los eventos sobre 
los elementos visuales del interfaz, es fácil imaginar un modelo de agregación basado en un 
conjunto de condiciones sobre las variables de observación.  Se pueden concebir, también, 
medios ambientes para el desarrollo de este tipo de aplicaciones, que le ofrezcan al usuario 
construcciones  específicas para definir y “conectar” los valores de entrada y los valores de 
salida a sensores y a actuadores externos, construcciones para definir y asociar las 
diferentes reglas de disparo con sus acciones correspondientes, y construcciones para 
establecer en un estado dado, la forma como se controlan los disparos de las acciones de 
control. 
Surgen en particular, una serie de consideraciones sobre el control de los disparos de las 
acciones de control a las que el medio ambiente debe dar respuesta.  Algunas de ellas son 
las siguientes: 
 Si varias condiciones de disparo se cumplen en un estado dado, (a las que se les refiere 
como “calientes”), cual o cuales de sus acciones asociadas se deben llevar a cabo, o 
“disparar”, y en que orden?. 
 Si el número de variables de observación y de condiciones de disparo son muchas para 
cumplir con las restricciones temporales del dispositivo de control, cuales de las 
condiciones se deben examinar primero?. 
Todo esto se complica aún mas si se tiene en cuenta que el disparo de una acción, puede 
implicar el “enfriamiento” de condiciones cuya acción no ha sido activada aún, o si se tiene 
en cuenta que pueden existir acciones con diferentes grados de eficacia (calidad de su 
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efecto) y eficiencia (tiempo de ejecución). 
En general a la problemática del secuenciamiento de la ejecución de las acciones y de la 
concurrencia, discutidas para el caso de la agregación de operaciones por medio de eventos, 
se le debe sumar la problemática de la evaluación de la efectividad de las acciones frente a 
la intencionalidad del programa visto como un dispositivo de control.  Para un ejemplo de 
esta problemática ver [Hayes-Roth 90]. 
3 2 Razonamiento Hacia Atrás y hacia Adelante. 
En el marco de la programación declarativa, las reglas de producción pueden verse como la 
definición de reglas de inferencia en el contexto de una teoría lógica.  En efecto, cualquier 
cláusula de una teoría, puede escribirse en la forma siguiente: 
B1 B2 B3.. Bm A1 A2 A3.. An 
Donde los conectores lógicos tienen el significado usual, las letras representan instancias de 
los predicados de la teoría, o “átomos”, en las que sus argumentos han sido substituidos por 
términos de la teoría. 
Es conveniente hacer notar aquí que las instrucciones de la programación funcional, 
presentada en el “Lenguajes Declarativos”, se corresponden a casos particulares de las 
cláusulas arriba presentadas, en las que “n” es igual a 1, “A1” es una instancia de un 
predicado de igualdad, y las “Bi” son instancias de predicados de comparación entre 
valores numéricos. 
Si nos limitamos, en efecto, a tener en cuenta solo cláusulas donde “n” es igual a 1, el 
conjunto de cláusulas se convierte en un sistema de inferencia con el que se pueden llevar a 
cabo demostraciones de forma automática en el computador.  En efecto, si se parte de un 
conjunto de átomos dados como ciertos en la teoría, es posible inferir otros átomos que la 
teoría determina como ciertos, con solo examinar cuales de las condiciones de implicación 
hacen ciertas dichos átomos. 
En efecto, el sistema de inferencia puede en principio proceder a inferir todos los átomos 
ciertos de la teoría, examinando de forma cíclica las cláusulas de la teoría e incorporando 
nuevos átomos ciertos en cada ciclo (de inferencia).  Esta forma de razonamiento, 
denominada “hacia adelante”, tiene el inconveniente de que no tiene fin, cuando el número 
de átomos ciertos de la teoría es infinito. 
Otra modalidad de automatización de la inferencia, es la del “razonamiento hacia atrás”, en 
el que dado un átomo se valida si es cierto, chequeando si son ciertas los átomos que lo 
implican en una cláusula de la teoría.  Para chequear si son ciertos los átomos que lo 
implican, se chequea que sean ya sea de los dados como ciertos en la teoría, o que ellos 
sean, a su vez, implicados a través de otras cláusulas… 
El lenguaje PROLOG, es en efecto una implementación del razonamiento hacia atrás, y será 
discutido en detalle en la parte IV del documento. 
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