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Abstract –There is a complex relation between the mechanism of preferential attachment, scale-free
degree distributions and hyperbolicity in complex networks. In fact, both preferential attachment
and hidden hyperbolic spaces often generate scale-free networks. We show that there is actually a
duality between a class of growing spatial networks based on preferential attachment on the sphere
and a class of static random networks on the hyperbolic plane. Both classes of networks have the
same scale-free degree distribution as the Barabasi-Albert model. As a limit of this correspondence,
the Barabasi-Albert model is equivalent to a static random network on an hyperbolic space with
infinite curvature.
Introduction. – Scale-free networks have attracted a lot of interest as models for many
technological, social and biological networks. Their degree distribution has been explained
by the mechanism of preferential attachment in growing networks [1]. The same distribution
can be obtained in models with a preferential attachment mechanism that includes other
features of the nodes [2], for example their position in some physical or abstract space [3–10].
On the other hand, static models based purely on hidden variables have also been pro-
posed for scale-free networks, see for example [11, 12]. Other models generate an effective
preferential attachment mechanism through optimization or competition, e.g. [13–15].
Networks on hyperbolic spaces have recently attracted some interest as models for real-
world scale-free networks. It was shown in [16] that the degree distribution of static random
networks on the hyperbolic plane H2 is naturally power-law. More general models based on
static networks on hidden hyperbolic spaces [16–18] seem to be able to explain in a simple
way the scale-free degree distribution, assortativity and clustering observed for Internet and
other real networks.
It has often been suggested that there is a relation between the scale-free structure of
a network and its property of negative curvature, or hyperbolicity. Several forms for this
relation have been presented, some involving the network topology [19, 20], other building
scale-free networks on hyperbolic spaces [16–18]. However, the role of preferential attach-
ment has not been studied in details, with the exception of a recent work that shows how an
effective preferential attachment mechanism emerges from the underlying hyperbolics space
[21]. In this paper, we take the reverse route and find dual hyperbolic models for a class of
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networks built on preferential attachment. More precisely, there is an equivalence between a
class of growing networks with preferential attachment on hidden spheres SD and a class of
static random networks on hyperbolic spaces HD+1. The equivalence is valid in the limit of
large networks and it works only approximately for young nodes. Moreover, as an interest-
ing limit of this equivalence, we find a correspondence between the original Barabasi-Albert
model and some random static network models on HD in the strong curvature limit. Our
results show that preferential attachment is deeply related to the hyperbolic structure of the
abstract space behind the network.
Networks with preferential attachment as hyperbolic networks. – We discuss
the relation between two models: (PA) networks grown by preferential attachment on the
D-dimensional sphere, and (SH) static random networks on the (D + 1)-dimensional hy-
perbolic space. The PA models have already been studied in [3, 10], while the SH models
are modifications of the hyperbolic models proposed by Krioukov, Bogun˜a´ and collabora-
tors [16, 22]. We relate them by matching both their “node density” and their “connection
probability” in the proper space, thus showing the duality. The birth time of the nodes in
the growing network is mapped to the radial coordinate of the hyperbolic space.
The structure of the two models is summarized here:
Preferential attachment: Static hyperbolic network:
Parameters: D, m, T , γ D, ζ, 〈k〉, N , R, α
Start from small network
↓ Choose N positions at random
Choose a random position x according to the density (8)
on the sphere SD on the hyperbolic disk HD
↓ of curvature ζ and radius R
Add a new node with m ↓
links in position x Add N nodes
↓ in these positions
Connect the loose ends ↓
of the m links For each pair of nodes,
to random nodes connect them
chosen according to with the distance-
preferential attachment dependent probability (10)
in eqs. (1), (2) multiplied by µ(N,R)
↓
Repeat until T nodes
Note that all these networks are spatial networks. We will not focus on the spatial aspect
here; the reader is referred to [23] for an extensive review of the subject.
(PA) Networks with preferential attachment on SD. We consider a growing network
on SD with a generic connection probability f(ϑ) and preferential attachment. At every
time, a node i is added to the system with m links to m nodes that are randomly chosen
according to the probability
pj =
f(ϑi,j)kj∑
l f(ϑi,l)kl
(1)
where ϑi,j is the angular distance between i and j. If f(ϑ) is an integrable function on
the sphere, then these models have the same degree distribution as the usual Barabasi-
Albert model, i.e. p(k) ∼ k−3 [3] and no clustering in the thermodynamic limit [2]. We are
particularly interested in the case of a connection function of the form
f(ϑ) = (1− cos(ϑ))−γ (2)
p-2
Duality between preferential attachment and hyperbolic networks
which is integrable for γ < D/2. We denote the solid angle (i.e. the position on the sphere)
by Ω.
The aim of this section is to show that this subclass of models is equivalent to a class
of static models on hyperbolic space. We employ a trick reminescent of [12], that is, we
consider the birth time t0 of each node as a spatial variable with uniform distribution
between 1 < t0 < T . We can substitute the degree k(t|t0) with its meanfield average
k(t|t0) = m
(
t
t0
)1/2
and then calculate the “random connection probability” that is the
probability that an edge is formed between two nodes born at times t1 < t2:
p(t1,Ω1; t2,Ω2) =
Vol(SD)f(ϑ1,2)∫
dDΩf(ϑ)
m
(
t2
t1
)1/2
∫
t′<t2
dt′
(
t2
t′
)1/2 (3)
with ∫
t1<t2
p(t1,Ω1; t2,Ω2)dt1
dDΩ1
Vol(SD)
dt2
dDΩ2
Vol(SD)
= mT (4)
and the connection probability in the space (t0,Ω) is
p(t1,Ω1;t2,Ω2) =
Vol(SD)m
2
∫
dDΩf(ϑ)
·
f(ϑ1,2)
(t1t2)
1/2
(5)
∝ exp
[
−
1
2
(log(t1) + log(t2)− 2 log(f(ϑ1,2)))
]
This estimate is reasonable if the node degrees are well approximated by their mean values,
i.e. there is an error related to the variance of k(t) [24]. The relative error on t0 scales
like
√
k(t|t0)|dt0/dk|/t0 ∼ k
−1/2, which is small for nodes not too young and in the large
network limit.
Now we can map the space (t0,Ω) to the hyperbolic space H
D+1 and in particular to a
disk of radius R. Consider the spherical coordinates (r,Ω) in hyperbolic space. The mapping
is (t0,Ω) → (r,Ω) with t0 = ν(R)e
Dαr. The corresponding density in the hyperbolic space
is
ρ(r) dr dDΩ =
ν(R)Dα eDαr
Vol(SD)
dr dDΩ (6)
and the total number of nodes is N = ν(R)(eDαR − 1) = T . The “random connection
probability” has the form
p(r1,Ω1;r2,Ω2) =
Vol(SD)m
2ν(R)
∫
dDΩ(1− cos(ϑ))−γ
· (7)
· exp
[
−
Dα
2
(
r1 + r2 +
2γ
Dα
log(1− cos(ϑ1,2))
)]
In this mapping, the function ν(R) and the parameter α can be chosen arbitrarily.
In the next section we will see that the density (6) and the connection probability (7)
correspond precisely to the ones of a class of random network models in HD+1.
(SH) Static networks on hyperbolic spaces. We present a class of static random net-
works that is a variant of the H2 model in [16]. We consider a network with N ≫ 1 nodes
uniformly distributed on a hyperbolic space HD of constant negative curvature K = −ζ2.
The nodes occupy random positions in a ball of radius R ≫ 1/ζ. This space can be de-
scribed by a radial coordinate r and D− 1 angular coordinates Ω describing the position on
the sphere SD−1 of constant radius. The volume density is J(r) ∝ sh(ζr)D−1 where sh(x)
denotes the hyperbolic sine of x, and for large r it can be approximated as J(r) ≃ e(D−1)ζr.
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We allow for a nonhomogeneous distribution of nodes, in particular we consider the density
of nodes increasing exponentially with the radius
ρ(r) dr dD−1Ω ≃
N(D − 1)α e(D−1)αr
Vol(SD−1)
(
e(D−1)αR − 1
) dr dD−1Ω (8)
The distance between two points (r1,Ω1) and (r2,Ω2) is given by
ch(ζd1,2) = ch(ζr1)ch(ζr2)− sh(ζr1)sh(ζr2) cos(ϑ1,2) (9)
where ϑ1,2 is the angular distance between the points Ω1 and Ω2.
We build the network by randomly connecting pairs of nodes at distance d with proba-
bility p = µ(N,R)p(d,R). The factor µ(N,R) gives the freedom to tune the average degree
〈k〉 to any chosen value, in our case 〈k〉 = 2m. A class of D = 2 models with p(d,R) a
integrable function of χ = e(D−1)ζ(d−R)/2 on R+ are equivalent to the S1 models of [17]
and have scale-free degree distributions [16]. Here we consider a different subclass of models
with a density of nodes dependent on N as N ≃ ν(R)e(D−1)αR, a value of α < ζ and a
random connection probability
p(d,R) =
1
ν(R)
e−(D−1)αd/2 (10)
Choosing ν(R) = e−(D−1)αR/2, these models have the same form as the models in [16] but
with p(d,R) ∝ e−(D−1)α(d−R)/2 = χ−α/ζ that is a non-integrable function. From a direct
calculation we find that the average degree for nodes at radius k is k¯(r) ≃ e−(D−1)αr/2,
therefore also this model has a scale-free degree distribution p(k) ≃ ρ(r(k))
∣∣∣ dr(k)dk
∣∣∣ ∝ k−3.
Now we compare these random network models on the (D + 1)-dimensional hyperbolic
space and the growing network models on theD-dimensional sphere discussed in the previous
section. It is clear that the density (8) is identical to the density (6) of the growing model.
For the connection probability, a good approximation to the distance (9) for ϑ & e−ζmin(r1,r2)
is given by the formula
d = r1 + r2 +
1
ζ
log(1− cos(ϑ)) (11)
up to an irrelevant constant − log(2)/ζ, and substituting it in the expressions (10) we obtain
exactly the random connection probability (7) with the condition
γ =
Dα
2ζ
(12)
on the parameters of the models. For large networks, neglecting a infinitesimal fraction of
central nodes, the fraction of neighbours with ϑ < e−ζmin(r1,r2) becomes arbitrarily small
and so the fraction of incorrect links too. This proves the equivalence of the two models.
As a check of the correspondence, we note that the average degree for nodes depends on
the birth time/position in the same way in both models, i.e. e−Dαr/2 ∼ t
−1/2
0 .
Moreover, all hyperbolic models in this class with the same dimension D and the same
ratio α/ζ are equivalent in the large N limit, because they are all equivalent to the model
with preferential attachment on the sphere SD and γ = (D/2) · α/ζ. In the hyperbolic
models, the equivalence is just a rescaling of the metric. Note also that hyperbolic models
with the same N but different radii R and different ν(R) are equivalent.
Since the preferential attachment mechanism does not produce a finite clustering in the
limit of large size [2], the same is true for these dual hyperbolic networks, as can be verified
directly [25]. The null clustering can be seen as a consequence of the non-integrability of
p(d,R) ∝ χ−α/ζ in the context of the S1 models in [16, 17].
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Fig. 1: Relative deviation of µ(N) from the prediction in eq. (13) in the SH model for different
values of γ.
Numerical results. The duality presented above is valid for large networks under some
approximations. We can estimate the goodness of the approximations by comparing different
quantities on the two sides of the duality. We simulate the PA model on the circle S1 and
the SH model on the hyperbolic disk H2, which are dual to each other. We fix m = 5 (i.e.
〈k〉 = 10) and we choose arbitrarily ν(R) = 1 and ζ = 1. The tunable parameter of the
matching is therefore γ = α/2.
A first check involves the quantity µ(N,R) in the SH model, which can be estimated
analytically from the PA model by comparing eqs. (7) and (10), obtaining
µ(N,R) =
〈k〉Vol(SD)
22+α/2
∫
dDΩ(1− cos(ϑ))−γ
(13)
independent on N and R. This prediction is sensitive to the accuracy of the approximation
(11). Numerical results for the deviations from this prediction are presented in Fig. 1. The
agreement is very good for large network size (> 105), while for small networks and γ close
to 1/2 there are strong finite-size effects.
We compare three important features of these models across the duality: (i) the degree
distribution, Fig. 2; (ii) the assortativity in degree, or degree-degree correlation, expressed
as the average degree of neighbours 〈kNN 〉 as a function of the node degree k, in Fig. 3; (iii)
the clustering coefficient as a function of the size of the network in Fig. 4.
The degree distribution is roughly independent on γ and matches very well across the
duality, except for very small nodes. The assortativity is weak in these networks, which
is reflected in the flatness of 〈kNN (k)〉, but the general trend is captured by the duality -
except for the disassortative tail at low k appearing in PA models, which does not match
the behaviour of the SH models. Instead, the latter have a flatter curve that agrees with the
prediction for the PA model from continuum approximation [2]. Finally, both the absolute
value and the time scaling of the clustering coefficient match very well between the two
sides of the duality. Note that the clustering matches well also for γ > 1/3, where the
theory in [2] breaks down and the scaling is different from the Barabasi-Albert model due
to cutoff-dependent effects.
Barabasi-Albert model as network on infinitely curved hyperbolic space. –
There are two interesting limit of the above correspondence from the point of view of the
growing network model. The first limit is obtained by sending D →∞ with constant γ: the
growing model in this limit lives on an S∞ sphere, which has the curious property that the
angular distance between two random points is always pi/2, therefore the spatial structure
p-5
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Fig. 2: Degree distribution for the two dual models at N = 106. The different values of γ = 1/8,
1/4, 3/8 result in the same distribution.
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model (points) - as a function of the network size, for different values of γ.
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disappears and the model reduces to the original Barabasi-Albert model. The second limit
can be obtained by sending γ → 0 for a given dimension D: in this case the connection
function is f(ϑ) = 1, therefore we recover once again the usual Barabasi-Albert model.
On the other side, the corresponding models on HD are in the strong curvature limit
ζ/α = D/γ → ∞ and have a very simple structure: given the product λ = Dα, they
live on hyperbolic space with a metric structure given by the distance d = r1 + r2, an
exponential density of nodes ρ(r) ∼ eλr and a connection probability p ∼ e−λd/2. A simple
calculation gives k¯(r) ∼ e−λr/2 and therefore p(k) ∝ k−3 also in this limit, as expected from
the equivalence.
The Barabasi-Albert model of growing random networks is therefore equivalent to a
class of static random network models on the finite or infinite-dimensional homogeneous
hyperbolic space HD or H∞ in the infinite curvature limit.
Conclusions. – The initial question for this work was to know if the networks gener-
ated by preferential attachment are someway equivalent to hyperbolic networks. We have
shown that the answer is positive at least for some classes of networks, including the in-
teresting case of the Barabasi-Albert model. These results strengthen the relation between
preferential attachment and hyperbolic spaces.
It is interesting that a mapping exists between growing and static networks, despite the
difference in the equilibrium vs non-equilibrium nature of these systems. Recently, it has
been shown that similar (but exact) dualities between growing and static random network
can be found in a variety of contexts [24]. These relations between equilibrium and non-
equilibrium systems are not uncommon in networks, as shown by the classical example of
Bose-Einstein condensation phase transition in growing networks out of equilibrium [26], but
they are nevertheless quite promising in revealing common laws and unexplained similarities
between widely different mechanisms.
These exact or approximate dualities have several interesting consequences. A first,
general implication of the existence of these dualities is the impossibility to discriminate
between static and growing networks models from a single time point. In fact, even for
networks that fit well a simple static model, there could be an equivalent growing model
that could therefore explain equally well the data, and vice versa. Discriminating between
static and growing networks requires information from multiple time points.
A second consequence is the possibility to translate directly the results obtained in a
model to the dual one. We already showed that it is possible to compute analytically quan-
tities like the average degree in the dual model. Relevant features like degree distribution,
assortativity and clustering can be estimated from either side of the duality and applied to
the other. The dynamics and the critical points of phase transitions in models like Ising [27]
or Bose-Hubbard [28] on a Barabasi-Albert network will also be the same as on the static
dual hyperbolic network at large curvature, and similarly for the resilience and resistance to
attacks [29, 30], the critical parameters for infection or communication models [31, 32], etc.
We expect that some of these results could be only weakly dependent on the exact shape of
the connection function (2) or connection probability (10), therefore the matching could be
qualitatively valid also for a larger class of models.
It would be of great interest to extend this duality further to hyperbolic models with
finite clustering coefficient and to variations of the Barabasi-Albert model. Models with
preferential attachment in an expanding space are among the potential candidates.
More generally, exploration of approximate dualities in other simple network models with
tunable parameters could lead to further insights on the nature of complex networks and a
renewed look at the space of network models, similarly to what happened in string theory
two decades ago with the discovery of string dualities [33].
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