Abstract-As software developers, we strive to create computational systems that are as robust and versatile as biological organisms have evolved to be in nature. We propose a software development methodology capable of producing selfadaptive software, using digital evolution to discover behaviors and optimize solutions. Employing this methodology we present an example behavioral concept from inception to fruition on physical hardware, as a proof of concept of the approach. We evolve environmentally-aware motility behaviors through digital evolution, automatically translate the evolved programs into C code, and compile and load the programs onto mobile robots.
I. INTRODUCTION
To design dynamic and resilient computational systems, researchers often take inspiration from nature. Living organisms exhibit an amazing ability to adapt to a changing environment, both in the short term (phenotypic plasticity) and in the longer term (Darwinian evolution). Moreover, many organisms exhibit traits that are desirable in self-managing computing systems: system monitoring (senses, awareness); short-term changes in priorities (reflexes, sleep); system reconfiguration (muscle growth, calluses); self repair (blood clotting, tissue healing); intrusion detection/elimination (immune systems). For this reason, many researchers turn to biologically-inspired methods to construct highly adaptive systems [1] - [3] , both by mimicking the designs produced by nature, and by evolving new ones. While biomimetic approaches have been successful at addressing aspects of system design [2] , [4] , they are limited to codifying behaviors found in nature today, imitating the results of evolution without accounting for the process that optimized these systems to fit their environment. Evolutionary computation, on the other hand, tends to go to the opposite extreme of abstracting out the evolutionary process and applying it in a purely algorithmic form to problem solving.
A fundamentally different approach to building robust, flexible computational systems is digital evolution [5] . In this method, a population of self-replicating computer programs exists in a user-defined computational environment and is subject to mutations and natural selection. These "digital organisms" are provided with limited resources whose use must be carefully balanced if they are to survive. Over generations, these organisms evolve to optimize resource usage and thrive if they are able. The environment of these organisms can be crafted such that the organisms are faced with problems comparable to the one that the researcher wants to solve. Unlike mere numerical simulations, Avida organisms possess the ability to evolve in an open-ended manner, often revealing unexpected and strikingly clever solutions. The most widely used digital evolution platform is Avida [6] , developed by Ofria and colleagues, which has been used to conduct extensive research in the evolution of biological complexity [7] .
In this work we investigate the application of digital evolution to the design of software exhibiting self-adaptive properties, based on high-level goals provided by the developer. A developer will be able to use this methodology to construct and optimize solutions for a target platform and environment. Specifically, we apply the methodology to the design of control software for mobile robots. We evolve behaviors in Avida, and then automatically translate them into C programs, which are compiled and loaded onto iRobot TM Create mobile robots. Experiments demonstrate that the robots exhibit the desired behaviors and can be used to solve problems.
The main contribution of this paper is to demonstrate a "proof of concept" of the proposed approach. We show that this method is capable of (1) synthesizing and optimizing solutions based on high-level behavioral specifications, (2) generating adaptive behaviors, and (3) facilitating reimplementation when the target platform or environment changes.
II. SOFTWARE DEVELOPMENT MODEL
As described by Kephart and Chess [8] , autonomic computing focuses on creating computer systems that manage themselves according to an administrator's goals. Our approach uses digital evolution to help design computational behavior needed in such systems. However, rather than addressing only runtime behavior, we also apply autonomic computing concepts to help guide the software development process. Evolving behaviors in virtual entities whose capabilities closely match those of the target platform can produce well adapted solutions that can be directly mapped into a target environment. Moreover, by introducing noise and uncertainty into the virtual environment, the evolutionary process will select solutions that are robust, efficient, and acceptable as real-world solutions.
To create such a system, physical, biological, and evolutionary principles must be packaged into a single development methodology. The system must also enable verification and validation of the resulting software, with a feedback loop to the developmental process. We propose a four-stage development model, depicted in Figure 1 , to meet this need. The stages are: cultivation, translation, simulation, and deployment. Each plays a significant role in the development of robust and effective real-world solutions. During the cultivation stage, digital organisms with capabilities similar to a target platform are evolved in the Avida digital evolution system, described in Section III. Effectively, Avida provides a "digital Petri dish" for evolving new computational behaviors based on high-level human guidance. Thus the solutions are produced autonomically -once initiated, the population lives and evolves without human interaction. By abstracting development in this manner, a developer can focus time and effort on the desired behavior of the system rather than low-level implementation.
Avida produces digital organisms whose genomes -programs coded in a specially designed language -have evolved to fit their environment. The second stage of the methodology translates one or more of these genomes (typically the most prevalent ones in the population) into a format compatible with target hardware platforms. For our prototype system we developed a tool that translates Avida genomes into C code. C was chosen due to the availability of compilers for a wide variety of architectures. The C code produced by the translator can be compiled, without modification, to execute on a multitude of computing devices, from a resource-heavy server to a constrained sensor device or even a microrobot.
The simulation and deployment stages of the development methodology are both used to test the effectiveness of evolved solutions. Any shortcomings observed in either of these stages are fed back into the cultivation stage to refine the evolved model. Simulation is often used during the early stages of development, followed by experimentation on actual hardware. Moreover, parts of the simulation stage can be automated, as in [10] , to further reduce the time and cost of testing. Finally, the translated code is tested in simulation and on realworld devices to detect any inaccuracies, which feed into the cultivation and simulation stages as adjustments to the model. Through the use of this multi-stage development methodology, a developer can focus time and energy on determining desired behaviors and rely on the evolutionary process, combined with the translator, to produce a low-level implementation. Additionally, a developer can integrate existing tools such as model checkers into the cultivation stage, in order to verify that the software adheres to specified properties [11] , [12] .
III. DIGITAL EVOLUTION AND THE AVIDA SYSTEM Digital evolution (DE) [5] is a type of evolutionary computation (EC) focused on studying evolutionary processes in a virtual environment. DE allows biologists to hypothesize and test generalities of the evolutionary process, as well as for problem-solving applications. Traditional EC methods consist of iterative stochastic search through a simulated landscape guided by selection, based on a predefined fitness function. The power of the EC approach is well documented, as EC methods have been used in the design of distributed systems [13] , and have been shown to be competitive with humans in many other areas of design and engineering [14] .
Unlike many EC methods, digital organisms in systems such as Avida self-replicate and evolve in an open-ended manner, reminiscent of natural organisms. However, because the evolution occurs in silico, Avida allows complete transparency of the entire population and enables fundamental questions to be distilled into a pure form and studied free of the constraints that often hinder the study of natural organisms. Digital evolution can also be "harnessed" to help solve problems in science and engineering, including the design of computing systems that would benefit from behaviors similar to those exhibited by natural organisms [15] . Recently, Avida has been used to cultivate digital organisms that exhibit self-organizing [16] , [17] , self-healing [16] , and adaptive resource aware behavior [18] , as well as automated state-diagram construction [11] used in requirements engineering. For the study described here, we have extended Avida to handle movement of embodied digital organisms, and taken care to ensure that evolved solutions produced by Avida can be directly mapped and tested in both simulation and real-world hardware.
A. Avida Operation
In Avida, a population of individual digital organisms (or Avidians) compete for space in a fixed size lattice of cells. Each cell can contain at most one organism comprised of a circular list of assembly-like instructions (its genome) and a virtual CPU, as shown in Figure 2 . A standard virtual CPU is made up of three general purpose registers (AX, BX, and CX), two stacks, and two general purpose heads. One head (Flow) is used as a target for jumps and the other (IP) is an instruction pointer. When executed, the instructions in an organism's genome operate on elements of its virtual CPU. Avida instructions can perform flow control operations, manipulate the content of an organism's virtual CPU, collect information from the environment, or cause the organism to move around the lattice. Instruction execution costs the organism both virtual CPU cycles and energy. The number of virtual cycles and energy expended depends on the instruction being executed. For example, executing an instruction that activates a motor consumes more energy than executing an arithmetic instruction that manipulates registers. Typically, Avidians exist in a single population, evolving from an ancestral organism capable only of replication. This organism's genome consists of a copy loop and a large number of "no-operation" instructions (used as blank tape). An organism replicates by copying its genome and placing the offspring into a random neighboring cell, often overwriting the previous inhabitant. During copying, mutations occur probabilistically, in the form of instructions being inserted, deleted, or replaced. The Avida instruction set is designed to be resilient: any program is syntactically correct, though it many not have a useful function [19] . All behavior beyond replication must enter the genome through mutations. Organisms gain energy by performing tasks to metabolized user-specified resources, which typically give them a competitive advantage.
An alternative to evolving a single, large population is to divide the Avida world into independent regions called demes (see Figure 3 ). This approach is useful when evolving group-level cooperative behaviors or, as in this paper, to explore movements of individual organisms. When an organism is injected into a cell within a deme, it receives a fixed energy budget and its metabolic rate is set using equation M etabolicRate = Energy InstructionsBef oreZeroEnergy . An organism's metabolic rate is used by the Avida scheduler to divide virtual CPU cycles among the organisms in the population, and to adjust the energy cost associated with executing instructions. The higher an organism's metabolic rate, the more virtual CPU cycles it executes per unit time, and the higher the energy cost per instruction. For the runs presented in this paper, an organism's metabolic rate was set so that 10, 000 of the simplest arithmetic instructions can be executed before an organism's energy is depleted. To facilitate deme-level evolution, we turned off individual replication of organisms and instead replicated them into another deme whenever a deme-level task (or predicate) has been satisfied. The more quickly a deme satisfies a predicate, the faster it will replicate and spread its genome throughout the population.
Initially, each deme is assigned a copy of an empty genome, containing only no-ops, as shown on the left of Figure 4 . Once a deme has either reached an age limit or satisfied a deme-level predicate, the deme is replicated. As in individual replication, mutations can occur during deme replication. In this study, there is a 0.75% probability that the newly created genome is different from its parent. A copy of the new genome is then inserted into a random deme, and both the original deme and the one containing the offspring are restarted. In our case study, we evolved mobility behaviors by limiting each deme to a single organism. This deme configuration provided the organisms with space in which to live, move, and eventually evolve the desired behaviors, which were specified as deme-level predicates.
B. Genome Translation
We are exploring two different approaches to translating Avidian behaviors into software for real-world systems. In one approach, described in [12] , Avidians evolve to construct state diagrams describing behaviors. These diagrams are then translated into code using traditional code generation techniques. In the other approach, used in the study presented here, the genomes themselves describe the behaviors of interest, and we translate them directly into C code.
The virtual machine used within Avida has a von Neumann architecture and can easily be transformed into C, however, other more advanced architectures can be used. As each instruction is either atomic or modified by no-operation instructions that immediately follow it in the code, we can translate a genome in a single pass. To perform the translation we use FLEX, a freely available lexical analyzer generator, and BISON, a parser generator, along with a custom generator function. Once the translation is complete, the generated code and virtual machine are cross-compiled for the target platform. By translating the code rather than executing a virtual machine, we achieve increased execution speed and decreased memory usage, allowing limited resource devices to execute the translator's output.
IV. METHODS
To demonstrate the feasibility of the proposed development methodology, we present an example behavior from concept to fruition on physical hardware. We provide guidance for construction of the final product only through a single deme-level predicate. Multiple predicates and other organism-level tasks could be added to obtain more complicated behavior. However, our goal in this paper is to show proof of concept, rather than a production-level system. We demonstrate that through the use of the development methodology, adaptive behaviors can be produced for real-world hardware, specifically an iRobot TM Create system.
The goal of the case study is to evolve control software for robots, of varying capabilities, that allows them to search for and move to a light source. Event detection and location discovery are common problems addressed in adaptive behavior and evolutionary robotics literature [20] , [21] . We will present evidence that an embodied agent's capabilities can be accurately mapped into the development methodology and produce effective results. In the following experiments an agent will be evolved and embodied in virtual hardware during the cultivation stage. Once cultivation has completed, the evolved solution is translated and loaded onto an iRobot TM Create, and its behavior is evaluated.
A. Relevant Avida Instructions
In this study, an individual organism can interact with its local environment in one of two ways: movement and sensing. An organism can move to a neighboring cell by executing the MOVE instruction. The destination cell is determined by which of its eight neighboring cells an organism is facing, as shown in Figure 5 . An organism can change its facing by executing a rotate instruction, which causes the organism to rotate its facing to the right or left by one cell. Besides movement, an organism can also interact with its environment through sensing. By executing a sense instruction, an organism can gain information about the current environmental conditions. An example sense instruction is SENSE-CELL-DATA, shown in Figure 5 . The SENSE-CELL-DATA instruction is similar to a majority of Avida instructions in that its execution can be modified by a no-op instruction that immediately follows the SENSE-CELL-DATA instruction in a genome. By default, the SENSE-CELL-DATA instruction will place a sensed value into an organism's BX register. However, if a no-op instruction immediately follows the SENSE-CELL-DATA instruction, then the sensed data will be placed in the register specified by the no-op. For example, if a NOP-A instruction immediately follows a SENSE-CELL-DATA instruction then the sensed data will be placed in the AX register. By allowing instructions to be modified in this manner the Avida designers have removed the need for instruction-level arguments. This novel representation increases the robustness of the Avida language to mutations, which would be disastrous to most general purpose programming languages. It also implicitly disallows syntactically incorrect genomes because an instruction's format can never be violated. To increase similarity between the real-world and the Avida world, all of the movement and sensing instructions used in the following experiments have a higher energy cost than other instructions that do not require external devices, such as sensors and motors. In addition to increased cost, three separate environmental sensing facilities were used during cultivation depending on the capabilities of the target platform. The same base platform, an iRobot TM Create, is modeled and used for comparison. However, separate treatments with various sensing capabilities are presented to demonstrate the flexibility of the development methodology.
B. Treatments
We experimented with different sensing capabilities in our Avida runs, illustrating the effectiveness of the methodology in producing results for various embodied agents. The first of these sensing capabilities uses the COLLECT-CELL-DATA instruction. This instruction enables an organism to sense the intensity of light at its current position. The second capability enables an organism to separately sense the intensity of a light source in three directions using the SENSE-CELL-DATA instruction described above. Specifically, the organism can sense the light intensity directly in front, in front and to the left, and in front and to the right of its current location. With the appropriate arithmetic instructions, these sensed measurements can be compared to determine in which direction the light is the most intense. The final sensing capability combines directional sensing with a rotate operation. Using the SENSE3-AND-ROTATE instruction, an organism can sense the light intensity within its environment and rotate to face the highest intensity. As will be shown, this level of functionality is highly suitable to the target task, and can be used as a building block for more complex evolved behaviors.
To encourage the evolution of object detection and location behaviors we apply selection pressures that reward organisms for efficiency in reaching the target, a simulated light bulb. Since instructions have different energy costs, variations in execution sequences can produce diverse energy consumption among organisms. Once an organism reaches a target, that organism's genome is replicated and placed into the current deme and into another randomly selected deme. A bonus is given to the new organisms based on the amount of energy remaining in the organism. By applying selective pressures in this way, we reward individual organisms that can detect and move to the simulated light bulb in an efficient manner. In the following section we discuss the experimental results of these three treatments. Each treatment consists of 20 replicate runs, each containing 500 single-organism demes and lasting for 250, 000 updates. Each individual is allowed to live for 1000 updates or until its deme is replaced. On average, an organism will execute a single instruction during an update.
V. EXPERIMENTAL RESULTS
Initially we expected the evolved solutions that were exposed to the SENSE-CELL-DATA instruction to exhibit better performance than those exposed to the COLLECT-CELL-DATA instruction, due to the increased functionality of the former. However, this was not the case. Even though SENSE-CELL-DATA enables an organism to sense its environment in more detail, we never observed an evolved organism that used the functionality entirely. We speculate that this effect arose due to the energy cost associated with executing this instruction and the simplicity of the environment. Specifically, organisms evolved that could perform the target task with only partial information about the environment. This success is encouraging to the extent that the evolutionary process did not need complete information of an organism's environment to complete the task. Actually, in both the COLLECT-CELL-DATA and SENSE-CELL-DATA treatments, evolved organisms exhibited arc-like movement, where an organism would either move straight ahead if conditions were improving, or turn if not. In general, dominant genomes produced by these runs contained a loop, similar to the sample code shown in Table  I . The organism senses the environment and moves or rotates depending on whether or not the light intensity is increasing. Over the course of evolution, these loops were optimized to consume less and less energy, and we can see from Figure 6 that on average both treatments require a similar amount of time to detect and move to the simulated light source.
In addition to the total time required for an organism to move to the target location, we also tracked individual movments. Plotted in Figure 7 is the average number of Average fraction of total allowed time required for a deme to be replicated in both the COLLECT-CELL-DATA and SENSE-CELL-DATA treatments.
organisms in the SENSE-CELL-DATA treatment populations that moved toward, away, and neutrally with regard to the location of the light source. A similar graph was also generated for the COLLECT-CELL-DATA treatment, but the results were not significantly different, and are not shown here. A notable aspect of this graph is that, in general, the same number of organisms are moving toward, away and neutrally with respect to the light source. This result is intuitive since mobility is dependent on an organism's memory of sensed values from multiple locations. In order for the organism to change its heading it must be subjected to a movement that either was neutral or away from the target. Thereby, the organism depends on this type of "bad" movement to find the target, regardless of its adverse effect on energy consumption.
Building on the results seen in the two previous treatments and the prospect of evolving more complex behaviors in the future, we exposed populations of organisms to the SENSE3-AND-ROTATE instruction. As described above, the SENSE3-AND-ROTATE instruction automatically rotates an organism to face the cell with the highest measured light intensity. This instruction is an example of a building block that a developer might consider adding to a system based on the problem domain. It also illustrates the flexibility of the methodology to handle various levels of target device capabilities. With the addition of the SENSE3-AND-ROTATE instruction the average fraction of the maximum time allow to complete the task is drastically reduced (Wilcoxon rank sum test α = 0.01 p = 6.8 × 10 −8 ), as shown in Figure 8 . Also, the average fraction of organisms in the population that move toward the light is significantly higher than those that move away (Wilcoxon rank sum test α = 0.01 p = 6.73 × 10 −8 ), as shown in Figure 9 . Table II shows a portion of an evolved genome, produced by the cultivation stage using the SENSE3-AND-ROTATE instruction. This partial genome is shorter and simpler than the partial genome shown in Table I , but accomplishes the same task. Even when energy costs for executing movement and sensing instructions are increased by an order of magnitude, this treatment still produces solutions capable of performing the task. However, the other two treatments are inhibited by such an increase in energy cost because of the increased number of instructions required to successfully complete the task. Figure 10 presents a sample of the Avida results in a 50×50 grid. The figure shows a three dimensional representation of the gradient used in the experiments. The black lines represent paths of 3 different organisms that used the SENSE3-AND-ROTATE instruction to follow the gradient. Depending on the organism's initial facing, the beginning of a path may display a few movements that allow the organism to orient itself to face the high point of the gradient, and then move in that direction. Since an organism is rewarded for energy conservation, more direct paths are preferred.
We translated several evolved genomes into C code, compiled them, and loaded them onto an iRobot TM Create robot. We then placed the robot in a room with a light source and filmed the resulting behavior. Four sample clips from one of these movies are shown in Figure 11 . The images show a sequence of clips from the robot's initial position, orientation, its progress toward the light source, and then finally touching the light.
VI. RELATED WORK
In this paper we proposed a methodology capable of producing autonomic behaviors in software systems, by using digital evolution to realize a developer's high-level goals. Many traditional approaches to autonomic computing, where an administrator's goals guide the runtime behavior of the Clips from a movie that shows translated code produced by the SENSE3-AND-ROTATE treatment executing on an iRobot Create system [9] . The video is available at www.cse.msu.edu/thinktank/mobility system, have been proposed, including those based on architectural models [22] , [23] , infrastructure for engineering emergent behavior [24] , model-driven development [25] , and design patterns [4] . In addition, the development of emergent systems [26] has been shown to produce robust, scalable, self-* systems [2] , [3] , [27] . Control over the population of agents [28] , and methods to quantify their behaviors [29] , show considerable promise. Our work complements these methods by using digital evolution to explore, as part of the software development process, possible solutions that realize autonomic behavior.
The case study presented in the paper is related to work in evolutionary robotics [1] , which addresses the automatic generation of autonomic robots, and has been used to investigate questions in cognitive and neuroscience [30] . Work in this area has provided insight into the evolutionary conditions necessary for emergent communication [31] , as well as communication protocols [32] , multi-robot cooperation [33] , and the concurrent design of a robot's morphology and its controller [34] . By combining autonomic computing with evolutionary computation, specifically evolutionary robotics, the proposed methodology provides a means to harness the power of evolution and apply it to the development of robust, scalable, self-* systems.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
We have described an autonomic software development model based on Darwinian evolution that is capable of producing adaptive and autonomic behaviors. Through the use of this methodology we have shown that various device capabilities can be successfully modeled and cultivated to produce solutions that, once translated, can execute directly on real-world hardware. We have also shown that a developer can direct the process by providing high-level requirements for the evolved solution, and easily handle a change in the target platform's morphology by altering the capabilities modeled in the evolutionary process.
Employing evolution as the "designer" of software is not without its limitations. Well crafted high-level goals and building blocks that allow evolution to produce desired results are needed. Also, the evolutionary system may present hurdles to overcome. For instance, the virtual CPU architecture presented in this paper is capable of computing complex solutions, however the number of instructions required may be too large for the evolutionary process to stumble upon. More capable virtual architectures are under development. Even with these limitations, our process has been shown to produce results acceptable for deployment of real-world devices.
We intend to extend this work to include evolved behaviors for swarm robots. We are beginning to work on problems such as division of labor, communication optimization, and predator avoidance. We also plan to address evolution of the morphology of the target platform along with its controller. By adding this dimension we hope to produce cohesive robotcontroller combinations that are competitive with humandesigned systems.
Traditional software development methods are being challenged by the ever-increasing complexity of today's software systems. As the cost of developing these systems grows, alternatives that construct adequate solutions with less manpower are appealing. Evolution provides us with a method capable of producing solutions for increasingly complex environments. Enabling software development methods to harness this power, through digital evolution, may provide a means to produce economical software solutions that exhibit the robustness, flexibility, and adaptability that abound in solutions produced by natural evolution.
Further Information. Papers on digital evolution and the Avida software are available at http://devolab.msu. edu. Information on evolving adaptive and cooperative behavior can be found at http://www.cse.msu.edu/ thinktank.
