Introduction
In [11, 15, 16] , a multivariate polynomial interpolation scheme was developed to interpolate function values on equidistant node points along Lissajous trajectories. The consideration of such node points is motivated by applications in a novel medical imaging modality called Magnetic Particle Imaging (MPI) (see [17, 18] ). In this imaging technology, the magnetic response of superparamagnetic nanoparticles is measured along particular sampling paths generated by applied magnetic fields. For a typical kind of MPI scanner, these sampling paths are Lissajous curves.
In two dimensions, the polynomial interpolation scheme given in [15] was used to recover the distribution of the magnetic particles from a reduced reconstruction on equidistant nodes along the Lissajous trajectory [17] . A particular feature of this bivariate interpolation scheme is the fact that the self-intersection and the boundary points of Lissajous curves are used as interpolation nodes and that the spectral index set of the underlying polynomial space has a triangular structure. In [11] , this bivariate construction was extended to higher dimensional Lissajous curves by using polynomial spaces with a particular polygonal spectral structure that will be studied in more detail in this work. In the literature, there exist also other polynomial approximation schemes that use Lissajous trajectories as generating curves. Two such constructions for three and more dimensions for polynomial spaces of a bounded total or maximal degree can be found in [6, 7] . Note that in the choice of the Lissajous curves and the polynomial spaces these constructions differ from the approach considered in this work.
Using polynomials for interpolation, special attention has to be given to the numerical condition of the interpolation scheme. In order to exclude bad conditioning, the structure of the interpolation nodes as well as the spectral structure of the polynomial interpolants have to be studied. The goal of this article is to provide such an analysis for the absolute condition number of the polynomial interpolation schemes considered in [11, 15, 16] . The interpolation nodes under consideration have been introduced in [11] as Lissajous-Chebyshev node points LC ( n) κ (see (3.1) ). In this notation, the parameters κ ∈ Z d and ∈ {1, 2} determine the underlying types of Lissajous curves, and the vector n = (n 1 , . . . , n d ) ∈ N d with pairwise relatively prime entries n 1 , . . . , n d ∈ N (1.1) describes the frequencies of the Lissajous curve with respect to the coordinate axis. The interpolation problem itself is given as follows:
For the node points LC (1.
2)
It was shown in [11] that the interpolation problem (1.2) has a unique solution in the polynomial space Π The nodes LC ( n) κ , the Chebyshev polynomials T γ , and the interpolation problem will be recapitulated in more detail in Section 3 of this article.
The absolute condition number of the interpolation problem (1.2) with respect to the uniform norm f ∞ = ess sup Besides its relation to the numerical stability of the interpolation problem (1.2), the Lebesgue constant (1.3) is also an essential tool for the investigation of the approximation error f − P ( n) κ f ∞ . A main goal of this article is to provide for all n satisfying (1.1) asymptotic upper and lower bounds for the Lebesgue constants (1.3) in the sense of (1.13). The corresponding result in Theorem 3.4 states
(1.4)
In particular, the upper and lower estimates have asymptotically the same magnitude as the Lebesgue constants for polynomial interpolation on the tensor product Chebyshev grid (see [8] ). Therefore, the interpolation problem (
is asymptotically as well-conditioned as the mentioned tensor product case. The upper estimate in (1.4) of the Lebesgue constant Λ ( n) κ is further used in Corollary 3.5 to formulate a multivariate error estimate and an example of a Dini-Lipschitz-type condition for the uniform convergence of the interpolation polynomials P ( n) κ f . In the bivariate setting, the obtained results are generalizations of the corresponding results for the Padua points in [5, 9, 10] and improvements of estimates given in [14] .
We sketch our program for the proof of (1.4). For a finite set Γ ⊂ Z d , the Lebesgue constant L(Γ) related to partial Fourier series is defined as
To obtain the upper and lower bounds for (1.3), our strategy in the proof of Theorem 3.4 consists in establishing the relations
and the Lebesgue constants L Γ ( n), * κ of the symmetrized sets Γ ( n), * κ . Here and in the following, for every Γ ⊂ Z d its symmetrization Γ * is defined as
Using the methods developed in Section 2, Corollary 3.3 states that
Then, combining (1.5) and (1.7) yields (1.4). The technically more sophisticated part of the sketched program is the proof of (1.7). The used methods are developed in Section 2. Therein we consider the sets 
Note that
Sets of this kind are illustrated in Figure 1 .1 and are of interest since they might be used as elementary building blocks for more complex polyhedra. Further, our results could be useful for the investigation of generalizations of the triangular partial Fourier series in [28] .
Estimates of the Lebesgue constant L(Γ) for various types of sets Γ are extensively investigated in the literature. An overview about the state of the art can be found in the survey article [20] . Since we are dealing with sets having a polyhedral structure, estimates of the Lebesgue constants for those sets are particularly interesting for us. If E is a fixed d-dimensional convex polyhedron containing the origin, then it is well-known (see [3, 4, 23, 27, 30, 31] ) that for all real m 1 we have
In this work, we want to refine this asymptotic result for special d-dimensional polyhedra in which integer-valued directional dilation parameters m 1 , . . . , m d ∈ N are given. An example for different directional parameters is the case of rectangular sets
This immediately follows from the well-known one-dimensional case (see [1] ).
The starting points for our investigations of L(Γ) are two estimates of the Lebesgue constant given in [30] and [31] . In [30, Theorem 2] it is stated that for all polyhedra E ∈ R 2 with n edges, we have the uniform upper bound
Further, it is shown in [31] that for all convex sets E ∈ R d containing a ball with radius r 1 we have the lower bound 
Thus, the magnitude of the uniform upper and lower bounds is the same as in the rectangular case (1.8). Similarly, Theorem 2.3 states that for a fixed r ∈ Q, r > 0, and
In Section 2, we consider also another type of polyhedral sets given by 
General notation
For x ∈ R, we use x = max{n ∈ Z | n x}, x = min{n ∈ Z | n x} and denote
Let f and g be real functions on a set X. The notation
has by definition the following meaning:
Furthermore, we write f (x) g(x) for all x ∈ X, (1.13) if for all x ∈ X we have both f (x) g(x) and g(x) f (x).
We write x = (x 1 , . . . , x d ) for elements of the Euclidean space
, and for Lebesgue-measurable functions f : [−1, 1] d → R, and 1 p < ∞, we define
Lebesgue constants for polyhedral partial sums of Fourier series
We summarize the main results of this section.
In Section 3, we will apply this theorem to obtain estimates of the Lebesgue constant for the interpolation problem on the Lissajous-Chebyshev nodes. To prove Theorem 2.1 we will use the following statement which is also interesting by itself.
Theorem 2.2 Let
Further, let us consider the sets Σ . These sets can be considered as another possible generalization of the sets considered in [30] for m ∈ Z d , and they are interesting since they may be used as building blocks for certain polyhedra.
The proofs of these results are given in Subsections 2.2, 2.1, and 2.3, respectively.
Proof of Theorem 2.2
Let us first formulate and prove several auxiliary statements. 
3) and
Here and in the following,
In the special case k = d, for simplicity, we denote
, and
Proof. First, we show that
Now, (2.6) follows from
For the functions corresponding to the symbols
Equality (2.6) means that we have (2.5) with (m d−1 , m d ) in place of m, and (t d−1 , t d ) in place of t. Thus, induction argument using the relation (2.7) for S ∈ {D, G, D , F } implies that for i ∈ {d − 2, . . . , 2, 1} we have (2.5) with (m i , . . . , m d ) in place of m, and (t i , . . . , t d ) in place of t. In particular, for i = 1, we have (2.5).
k,(r,s) (t), and, using (2.4), we set
We also denote
Proof. In the case k = d, the equality (2.8) is proved in Proposition 2.4. Let us consider the case 2
At the same time, Proposition 2.4 with (m 1 , . . . , m k ) instead of m and (t 1 , . . . , t k ) instead of t gives the equality
For the functions corresponding to the symbols S ∈ {D, G, H, F }, we have the ascending recursion relation
Below, we will show that (2. 
e it k − 1 and
Therefore, (2.11) is equivalent to
Now, we observe that for S ∈ {D, D , F } the equation in (2.10) is satisfied also for i = k + 1. Hence, (2.9) implies that (2.12) and, therefore, (2.11) is equivalent to
But (2.13) easily follows from
Thus, we get (2.12) and therefore (2.11).
Finally, we consider the case k = 1. Equation (2.14) yields 
Proof. By using the inequality 1 15) it is easy to see that for all
we have
By using (2.3) and (2.15), for all m ∈ [1, ∞) d , we obtain 20) and
In the following, we will use the next two well-known statements: For all continuously differentiable 2π-periodic g : R → R and δ ∈ R (see [13, p. 46] ):
For all trigonometric polynomials τ n of degree at most n, one has (see [13, p. 102] ): 
Thus, since (2.21), we have for all m ∈ [1, ∞)
Combining this with (2.20), (2.19) yields:
In analogy to (2.24), we derive that for all m ∈ [1, 
Proof. Let k ∈ {2, . . . , d}. We will show (2.26) for all m ∈ N d . Denote
where •k is given by (2.4). Using the equality
and (2.15), we obtain that for all m ∈ N d and all
We conclude that for all m ∈ N d the following inequality holds
Thus, to prove (2.26) it is sufficient to verify that for all ν 1 and all
For
Let us abbreviate m = m k−1 . Since γ k−1 , m, and m k are integers, we have that
Thus, taking into account that by 1-periodicity of h ν,m we have h ν,m (t) = h ν,m ( t ), t ∈ R, we derive
Next, by the Fourier inversion theorem, it holds 
Proof of Theorem 2.2. Inequality (2.1) is well-known for
For all k ∈ {1, . . . , d}, we get by Proposition 2.5 that
Clearly, for all m ∈ N d and all k ∈ {1, . . . , d}, we have
(2.37) and, by Proposition 2.6, for all m ∈ N d and all k ∈ {1, . . . , d} we have
Thus, we need to estimate only F
. This is done with a particular choice of the index k. Let k = k(m) be such that m i m k for all i ∈ {1, . . . , d}. We consider the following three cases:
and ln (m k+1 + 1) ln (m k + 1) .
and ln (m k−1 + 1) ln (m k + 1) . Therefore, by Proposition 2.7, we get that for all m ∈ N d and k = k(m) we have
Combining (2.36), (2.37), (2.38), and (2.39), we get that for all m ∈ N d and k = k(m)
. Because of (2.35), we get the assertion (2.1) by a simple induction argument.
Proof of Theorem 2.1
Let S d be the set of all permutations of {1, . . . , d}, i.e. the set of bijections from {1, . . . , d} onto {1, . . . , d}. 
Assume that N ∈ N is fixed and that for
Then, for the fixed N ∈ N, the estimate (2.43) holds also for all Ξ ∈ X (m) ∪,N . Proof. The well-known inclusion-exclusion principle yields
Since N is fixed, we conclude the assertion.
For m ∈ N d , we consider the sets
, and we use the notation
. . , d}}, and for ∅ = K ⊆ {1, . . . , d}, we denote
Proposition 2.10 Let d 2 and ∅
is equal to
where
Proof. By the definition, we have
. , σ(d) /
∈ K, we conclude that (2.45) is a subset of (2.46). Now, let γ be an element of (2.46). Then, there exist j h+1 , . . . , j d such that
and γ is an element of the corresponding set in the union (2.45).
Corollary 2.11 Let
Proof. For K = {1, . . . , d}, we have
Thus, Proposition 2.8 implies (2.47).
Let us now consider the case d 2 with a non-empty set 
Since Proposition 2.8 implies (2.43) for all sets in X For k ∈ {1, . . . , d}, we define
(2.49)
and, furthermore, the right hand side of (2.50) is a union of pairwise disjoint sets.
Proof. Let γ ∈ Γ (m) . We will show that γ belongs to the right hand side of (2.50). 
Since this is clear if γ ∈ Γ
Thus, by the definition in (2.44), we have
Now, let γ belong to the right hand side of (2.50). We will show that γ ∈ Γ (m) .
This is clear if
There is γ ∈ Γ , we have
Since for j = k we have γ j = γ j , and since γ ∈ Γ (m) 1 , we have (2.51), and therefore
Combining (2.52) and (2.53) yields γ ∈ Γ (m) .
Finally, to complete the proof, we show that the right hand side of (2.50) is the union of pairwise disjoint sets. Let γ ∈ s
, and we conclude
Proof. By Proposition 2.12, the right hand side of (2.50) is a union of pairwise disjoint sets. Therefore,
and the cross product structure of
Combining (2.54), (2.55), Corollary 2.11, and (2.56) yields the assertion.
Corollary 2.14 For all
We have
At the same time, if M = ∅, then the left hand side in (2.58) is L({0}) = 1.
ln(m i + 1) for M = ∅. Thus, using Corollary 2.13
we conclude that for all m ∈ N d we have
Now, (2.59) implies that the assumption (2.43) is satisfied and, therefore, taking into account (2.57) and Lemma 2.9 we get the assertion.
Lemma 2.15
For z > 0 and a ∈ (0, 1], we have
Proof. The assertion is trivial for a = 1. Let a ∈ (0, 1). The function h :
We conclude ln a > (a − 1) (1 − ln a) , i.e. ln a > (a − 1) ln(e/a). Thus, since a−1 < 0, for z e/a we have ln a > (a−1) ln z, i.e. ln(az) > a ln z. For 0 < z < e/a, we conclude a ln z < a ln(e/a) = a(1 − ln a) < 1. We have shown: if ln(az) 1, then we have ln(az) > a ln z, and if ln(az) < 1, then we have also a ln z < 1.
Proposition 2.16 There are
Proof. We use the following Hardy-Littlewood inequality, see [32, p. 286 ]:
By the induction argument from [24, p. 69], we get for
c γ e i(γ,t) dt
Using an appropriate shifting and orthogonality, we obtain
By (2.63), we get for L Γ (m) the lower bounds
.
and now Lemma 2.15 implies the first inequality in (2.61) with Thus, for d = 1, (2.66) yields the second inequality in (2.61) with β 1 = π −1 . Let us prove this inequality for d 2. We adapt the decomposition approach from [31] .
For j ∈ {1, . . . , d}, we denote 
Having in mind (2.64), we can assume without restriction K = ∅, since we can ensure
For all γ ∈ {0, . . . , m j /2 }, we have the cross product structure
Thus, for all γ ∈ {0, . . . , m j /2 } the inequality (2.66) implies
Note that the product over the empty set K \ {j} = ∅ is considered as 1. In this case, by (2.64), the inequality (2.68) is satisfied. Now, (2.67) yields
For γ 1, we have 2γ γ + 1. Further, we have 4 2m j . We conclude
Next, for r > 0, we derive
and, therefore, there exists k ∈ K such that
Using (2.70) with r = 1/2 and (2.69) with j = k and taking into account the definition of K, we obtain
Now, Lemma 2.15 implies the assertion with
Proof of Theorem 2.1. The statement follows immediately by combining Corollary 2.13, Corollary 2.14, and Proposition 2.16.
Proof of Theorem 2.3
Let d 
It is easy to see that
In what follows, we will need several auxiliary functions given by
and
Σ,r (t). Proof. We have for i ∈ {1, . . . , d − 2} the recursive relation
where S ∈ {D, F }. Note that
Thus, from (2.75) for S = D, we immediately get the same recursive relation (2.75) for the function corresponding to the symbol S = G. Next, using the equality
. Thus, applying the relations (2.75) to S ∈ {D, G, F }, we obtain the assertion.
Proposition 2.18 Let
where L 
Using (2.76), (2.74), and the sets (2.18), we get
Σ,r,i (t)| dt, and
By (2.15), we easily get
. Further, we have
Indeed, using (2.22) and (2.23), we obtain for i ∈ {1, . .
and, therefore (2.77).
Proposition 2.19
Let r = p/q with p, q ∈ N. For all m ∈ N d , we have where lcm(q, m 1 , . . . , m d−1 ) denotes the least common multiple of q, m 1 , . . . , m d−1 .
Proof. The proposition can be proved by repeating the proof of Proposition 2.7. Thus, let us present the sketch of the proof.
Using (2.72), (2.73), and (2.15), we get as in the proof of Proposition 2.7 that
. . .
. . , γ j−1 ). Thus, to finish the proof it is sufficient to verify that for all ν 1 we have There is k ∈ K satisfying (2.70). Using the first and second inequality in (2.60), by analogy with (2.71), we get (2.79) for
Interpolation on Lissajous-Chebyshev nodes
We first describe the solution of the interpolation problem (1.2) in more detail and collect some notation from [11] .
Let us consider for γ ∈ N The proof of this result is given in [11] . Note that for = 1 only the case κ = 0 was treated. However, since the general node sets LC As a first auxiliary result to estimate this constant, we prove the following MarcinkiewiczZygmund-type inequality.
=
