Abstract-Practical adaptive neural control is presented for a class of nonlinear systems with unknown time delays in strict-feedback form. Using appropriate Lyapunov-Krasovskii functionals, the unknown time delays are compensated for. Controller singularity problems are solved by practical neural network control. A novel differentiable control function is provided such that the practical design can be carried out in the decoupled backstepping design. It is proved that the proposed design method is able to guarantee semi-global uniform ultimate boundedness of all the signals in the closed-loop system, and the tracking error is proven to converge to a small neighborhood of the origin.
I. INTRODUCTION
Robust control of systems with time delays has attracted much attention due to its mathematical challenge and application demand in real-time control. The existence of time delays may make the stabilization problem become much more difficult. Lyapunov-Krasovskii functionals [1] , combined with the linear matrix inequality (LMI) technique [2] , have been used to establish a framework for the stability and control of time-delay systems [3] , [4] . There are basically two stability checking criteria-delay-dependent [5] and delay-independent [6] . Robust control of time-delay systems using the above-mentioned technique is also intensively investigated. However, for nonlinear systems with delay in the state, few results are reported. In [7] and [8] , for a class of nonlinear time-delay systems in strict-feedback form, systematic and practical backstepping design has been presented. Under the mild assumption on the upper bound of the unknown time-delay, the proposed design based on the Lyapunov stability is delay-independent in the sense that the design is totally free from unknown delays except for their upper limits. The controller singularity problem is solved by introducing the practical design and using integral Lyapunov function. However, due to the integral operation, the controller is complicated in the practical implementation, and so is its derivation. Motivated by the results in [9] and [10] , where the systems properties have been fully exploited such that a rather simple control scheme has been developed without using integral-Lyapunov functions and singularity problems have been avoided as well, we present a direct neural network controller for a class of time-delay systems in strict-feedback form. A continuous function is introduced to solve the differentiation problem at certain discontinuous points.
The main contribution of the paper lies in i) the novel introduction of continuous functions to provide smooth control functions that are differentiable to any required degree such that the practical control can be carried out in the backstepping design and ii) the employment of decoupled backstepping design, by which the stability analysis of the proposed practical control can be carried out in a nested matter to guarantee the closed-loop stability, and the residual set of each state in z i coordinate can be iteratively individually determined. Manuscript A4) The unknown smooth functions h i ( x i (t)) satisfy the inequality jh i ( x i (t))j i j=1 jx j (t)j% ij ( x i (t)) with % ij (1) known smooth functions. A5) The size of the unknown time delays is bounded by a known constant, i.e., i max , i = 1; . . . ; n.
Without losing generality, we will only consider the case when gi(1) > 0. Note that the requirement for _ xn01(t) is a constraint but realistic for many physical systems as we are not requiring _ x n , which is directly influenced by the control. In addition, @gn(x)=@xn = 0 means that
which is only dependent on the state x. Obviously, _ g i ( x i ), i = 1; . . . ; n 0 1 is also dependent on the state x only. As gi(1) is a smooth function, we know that 8 xi 2 with being a bounded compact set, there exists a known constant g id > 0 such that j_ gi(1)j g id . This nice property could be used to simplify the later controller design.
III. PRELIMINARIES
A function approximator will be used to approximate the unknown nonlinear functions. In this paper, the radial basis function (RBF) neural network (NN) [11] is used to approximate the continuous (6) Suppose that x 2 Z , where Z is a compact set. Define sets c Z and 0 Z as c := fx j jxj < cz g Lemma 1 [7] , [8] : Set 0 Z is a compact set.
Lemma 2:
Even function q i (x) : R ! R, equation (9) shown at the bottom of the page, where c qi = [2(n 0 i) [14] , ai ; bi > 0, and integer i 2 R + , is (n 0 i)th differentiable, i.e., qi(x) 2 C n0i and bounded by 1.
IV. DIRECT NN CONTROL FOR FIRST-ORDER SYSTEM
We first consider the tracking problem of a first-order system by defining the tracking error z 1 = x 1 0 y d _ z 1 (t) = g 1 (x 1 (t))u(t)+ f 1 (x 1 (t)) + h 1 (x 1 (t 0 1 )) 0 _ y d (t): (10) Certainty equivalent control based on feedback linearization takes the form u(t) = (1=g1(x1))[0f1(x1) + v(t)]. If g1(1) and f1 (1) are unknown, their estimatesĝ 1 andf 1 will be used instead to construct the controller and singularity problem may occur when g1(x1) = 0. To avoid it, we will estimate the unknown term, e.g., f 1 (x 1 )=g 1 (x 1 ), as a whole rather than estimate the function g 1 (1) and f 1 (1) individually. Another design difficulty comes from the unknown time-delay 1, which can be compensated for by introducing the Lyapunov-Krasovskii functional in the form of
with U (1) 0 being a properly chosen function. The time derivative of V U (t) is _ V U (t) = U (x(t)) 0 U (x(t 0 1 )), where the term U (x(t 0 1 )) can be used to compensate for the unknown time-delay terms related to 1, whereas the remaining term U (x(t)) does not introduce any uncertainties to the system. Consider scalar smooth function V z = (1=2)z 2 1 (t)=g 1 (x 1 ) and Lyapunov-Krasovskii functional VU (t) = (1=2gmin) t t0 U1(x1( ))d with U1(x1(t)) = (1=2)x 2 1 (t)%1(x1(t)) 0. Noting Assumption A4), and using Young's inequality, we have
1 (t 0 1 )% 2 1 (x 1 (t 0 1 )): (12) As g 1 (x 1 (t)) g min , it follows that
In addition, from Assumption A2), we have 0_ g1(x1)z 2
where
with Z 1 = [x 1 ; y d ; _ y d ] T 2 Z R 3 and Z being a compact set that will be specified later. From (13) , it is found that the controller design is free from unknown time-delay 1 at the present stage. Since f 1 (1) and g 1 (1) are unknown smooth functions, NNs will be used to approximate the function Q1(Z1). According to the main result stated in [15] , any real-valued continuous function can be arbitrarily closely approximated by a network of RBF type over a compact set. However, it is apparent that Q1(Z1) is not continuous over the compact set Z at z1(t) = 0.
Therefore, we will reconstruct the compact set over which the NN approximation is feasible and valid. To this end, define c := fz 1 j jz 1 j < c z g Z
0 Z := Z 0 c :
qi ( 
From Lemma 1, we know that 0 Z is a compact set, over which function Q 1 (Z 1 ) is continuous and
where 1(Z1) is the approximation error, satisfying j1(Z1)j 3 z with 3 z > 0 being an unknown constant. As the ideal weight W 3
1 is unknown, we will use its estimateŴ 1 instead in the later controller design.
Remark 1: As the function approximation property (16) of NNs is only guaranteed in a compact set, 0 Z in this case, the stability result obtained is in the sense of semi-global, i.e., it is only valid in this compact set, yet this compact set can be made as large as possible. Adaptive NN control can be easily constructed by choosing NN of sufficiently large size to guarantee that all the closed-loop signals stay within this compact set, provided that the system starts from a bounded initial compact set belonging to 0 Z . In addition, the size of the compact set is measurable by the closed-loop analysis, as shown later.
The control effort will be activated only in the compact set 0 Z so that we would like to relax our control objective to boundedness of states around the origin rather than the asymptotic convergence to origin. Accordingly, consider the practical adaptive control u(t) = 0k1(t)z1 0Ŵ is a constant vector, 1 is a small constant to introduce the -modification for the closed-loop system, and k 1 (t) > 0 will be specified later. 
whose size 1 = maxf p 2gmaxC01; cz g, with C01 being defined later, can be adjusted by appropriately choosing the design parameters.
Proof: Consider the Lyapunov function candidate V 1 (t) as
with ( 
The stability analysis will be carried out in two regions: i) z 1 2 -modification in adaptive control to be developed later. In addition, the quadratic functions V z (t), the Lyapunov-Krasovskii functionals V U (t), and the Lyapunov function candidates V i (t) are defined as 
The practical adaptive control is proposed, for i = 1; . . . ; n
Note that when i = n, n is actually the control input u(t).
Step 1: Consider the z1-subsystem and kŴ 1 k is kept unchanged in a bounded value. As V z (t) and V U (t)
are smooth functions, we know that for bounded x1 and z1, Vz (t) and V U (t) are bounded, and V 1 (t) is bounded.
Step i (2 i n 0 1): Similar procedures are taken as in Step 1.
The dynamics of zi-subsystem is given by
Consider Vi(t) in (30). Using Young's inequality and noting Assumption A4), the time derivative of V i (t) is
Consider the control given by (32)-(34). Similarly as in Step 1, the stability analysis is carried out in the three regions, respectively: i) For
, from which it can be seen that the stability of the z i subsystem is dependent on zi+1, which will be dealt with in the next steps; ii) for zi 2 I z , zi is bounded, and it can be concluded backward that z i01 ; . . . ; z 1 are all bounded so that xi; xi01; . . . ; x1 can be guaranteed to be bounded as well. The boundedness ofŴi can be obtained from the similar analysis carried out in Region 1 of Step 1; and iii) for z i 2 z , it directly follows that zi, xi, andŴi are bounded.
Step n: In the final step, the actual control u(t) appears in the dynamics of the z n -subsystem given by _ zn = gn( xn(t))u + fn( xn(t)) + hn( xn(t 0 n)) 0 _ n01(t):
Consider the control given by (32)-(34). Similarly, as in the previous steps, the stability analysis is carried out in the three regions, respectively: i) For z n 2 O z , q n (z n ) = 1, the final control u(t) is invoked, and the time derivative of Vn(t) along (32)-(34) and (41) is _ V n (t) 0c n V n (t) + n , from which we conclude that V n (t) is bounded; hence, z n ,Ŵ n are bounded. ii) For z n 2 I z , z n is already bounded. It can be concluded backward that all the previous zith subsystem, i = 1; . . . ; n 0 1, are stable, i.e., z i ,Ŵ i , i = 1; . . . ; n 0 1 are all bounded. As xi = zi + i01, i = 2; . . . ; n, x1 = z1 + y d , and i, i = 1; . . . ; n 0 1 are smooth functions, we know that i are bounded, and hence, x i , i = 1; . . . ; n are bounded. The boundedness ofŴ n can be obtained from the similar analysis carried out in Region 1 of Step 1.
iii) For z n 2 z , the boundedness of z n directly follows. Hence, z i , xi andŴi, i = 1; . . . ; n 0 1 are bounded. As qn(zn) = 0, _ W n = 0, kŴnk is kept unchanged in a finite value. where > 0 is a constant related to the design parameters and will be defined later in the proof, and S can be made as small as desired by an appropriate choice of the design parameters. Proof: Consider the Lyapunov function candidate
where V z (t) and V U (t) are defined in (28) and (29) Considering V z (t) and V U (t) and noting that g i (1), % ij (1) are smooth functions, we know that for bounded xi, zi andŴi, Vz (t) and VU (t) are bounded, i.e., there exists a finite CB such that
V (t) CB:
(53) From (57), we know that V i (t), z i , andŴ i , i = 1; . . . ; n are bounded.
Since z1 = x1 0 y d and y d is bounded, x1 is bounded. For x2 = z 2 + 1 , since 1 is function of bounded signals z 1 , Z 1 ,Ŵ 1 , 1 is thus bounded, which in turn leads to the boundedness of x 2 . Following in the same way, we can prove one by one that all i01 and xi, i = 3; . . . ; n are bounded. Therefore, the systems' states x i , i = 1; . . . ; n are bounded.
Considering (44), we know that 
From (57) and (58), we readily have the compact set Z defined in (42) over which the NN approximation is carried out with its feasibility being guaranteed. 
i.e., the vector z will eventually converge to the compact set S defined in (43).
VI. CONCLUSION
Practical adaptive neural control has been addressed for a class of nonlinear systems with unknown time delays in strict-feedback form. The unknown time delays have been compensated for using appropriate Lyapunov-Krasovskii functionals. Controller singularity problems have been solved by employing practical NN control. Novel differentiable control functions have been applied in decoupled backstepping design. The proposed design has been proven to be able to guarantee semi-global uniform ultimate boundedness of all the signals in the closed-loop system, and the tracking error has been proven to converge to a small neighborhood of the origin.
