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11 Introduction
We consider a problem of Image Retrieval from a database of images without any
associated metadata such as keywords, tags or natural language text. In a situation
when the user is unable to query the system because there are no labels available
or they are not appropriate for the type of search, we employ the mechanism of
Relevance Feedback to specify the user needs. For instance, imagine a journalist
looking for an illustration to his or her article about patriotism in the database of
unannotated photos. The idea of a suitable image may be very vague and the best
way to navigate through the database is to provide feedback to the images proposed
by the system. The user plays a key role in the process of learning as he or she
must indicate relevance of n displayed images. We propose a system that operates
through a sequence of rounds, where n images are displayed at each round and the
user provides Relevance Feedback by indicating how close the displayed images are
to his or her ideal target image.
With the growth of the Internet and the associated amount of available images, there
has been a steadily increasing interest in new tools for managing and analyzing them
[SWS+00]. New Image Retrieval techniques are required in many domains, such as
medicine, photography, advertising or design. Traditional Image Retrieval tools
(e.g. Google Image Search, AltaVista) rely heavily on the metadata associated with
images, such as caption and keywords but with the rapid growth of the amount of
digital images, keyword annotation becomes infeasible [ZH03]. To overcome this
problem, some systems employ crowd sourcing for label collecting. For example,
a game for collecting tags was designed and the collected labels were later used in
Google Image Retrieval [goo11]. The game soon became popular and it was possible
to collect a reliable database of labels due to the large number of participants.
In Content-Based Image Retrieval (CBIR) no image metadata is used but instead
CBIR systems rely on visual features automatically extracted from images, such as
color, shape or texture. The first CBIR experiments date back to 1992 [KKOH92],
where color and shape features were used for automatic Image Retrieval. Since
then, many CBIR Image Retrieval systems have been developed, such as Superfish
[SF12] or CIRES [IqA02]. The main problem of applying such features to intelligent
tasks in Computer Vision is the semantic gap between automatic feature extraction
and human interpretation of these features. Image Retrieval systems can only pro-
vide information on feature similarity, but they lack semantic understanding and
interpretation of images that guide humans in their image selection [SWS+00].
2However, despite these problems, the process of Image Retrieval can be greatly im-
proved by actively involving the user into the search loop and utilizing his knowledge
in the iterative search process for better target modeling and personalized search (for
example, GNU Image-Finding Tool [MSP03]). The most popular way of involving
the user in the retrieval process is through Relevance Feedback [ZH03]. Relevance
Feedback was first used in document retrieval but soon it was applied in multi-
media search, including Image Retrieval. For example, PicHunter [CMM+00]) is a
Bayesian approach to Image Retrieval with user interactions. The other Relevance
Feedback Image Retrieval system PicSOM [LKLO00] utilizes Self-Organizing Maps
in search for suitable images.
Relevance Feedback mechanisms are also used as input for Exploration/ Exploita-
tion algorithms which attempt to predict “the most informative” and “the most
positive” image at the same time [ZH03]. Multi-Armed Bandits problems are dis-
cussed in association with casino slot machines – bandits. In a stochastic decision
making situation a gambler tries to learn what reward each of the bandit arms can
give. In an Image Retrieval problem we consider showing an image to a user to
be pulling an arm and the feedback we get back from the user is the reward. For
example, PinView [AHK+10] is based on contextual Multi-Arm Bandit algorithm
LinRel [Aue02]. In order to be applied in real-life systems the algorithms used in
Image Retrieval systems must be time-efficient and easily scalable to large datasets.
Most work on Exploration/Exploitation algorithms concentrates on analyzing their
theoretical guaranties but often ignores their potential usability in real life appli-
cations. To allow the users to interact with a retrieval system we have to ensure
that it is able to provide an immediate response to user’s manipulations. The more
elaborate an algorithm is, the more precise result it tends to provide, but at the
same time the more computational power it tends to require. To overcome scal-
ability limitations one can use primarily retrieved images [MV11] or precomputed
clusters to choose the most representative samples in an Active Learning scenario
[NS04]. Wu, 2001 [WM01] tackles, for example, the problem of high-dimensional
computation in nearest neighborhood Relevance Feedback search.
In this work, we introduce ImSe, an exploratory Image Retrieval system based on
Multi-Armed Bandits. We propose a novel approach based on a hierarchical Gaus-
sian Process (GP) bandits combined with Self-Organizing Maps (SOM) to speed up
the computation. The proposed algorithm is called GP-SOM and forms an integral
part of the ImSe system. At every iteration, the algorithm balances between ex-
ploiting available knowledge to make the best current prediction and exploring other
3possibilities to decrease uncertainty given only a limited feedback from the user.
Classical Exploration/Exploitation trade-off algorithms are designed to predict one
object per iteration. In hierarchical settings the question of selecting multiple ob-
jects per round becomes even harder and we tackle this problem by utilizing the
Gaussian Process belief on the potential feedback as a temporal pseudo feedback.
This document is organized as follows. In the next section, we briefly describe issues
associated with Image Retrieval. In Section 3, we give a theoretical overview of
Reinforcement Learning with particular emphasis on trading off between exploration
and exploitation. A detailed description of the proposed system and the GP-SOM
algorithm in Section 4 is followed by its complexity analysis in Section 5. The
experimental design and results of the system evaluation are presented in Section 6.
Finally, we discuss the results and future plans in Section 7.
42 Image Retrieval
Interest in Image Retrieval was motivated by the growth of the Internet and the
popularity of digital imaging. The amount of available images has increased dra-
matically within last years and so tools for managing them have become a growing
field of research. Image Retrieval is an active field of research since it is used in
many domains, such as medicine, photography, advertising, design etc.
With the increasing presence of digital imaging in modern life, the question of stor-
ing, monitoring, analyzing and searching images becomes vital. The database type
defines what type of user and algorithm are the best suited for a given retrieval task.
Smeulders, 1998 [SKG98] identifies narrow and broad domain image databases. Nar-
row databases, such as medical images of blood cells or frontal photos of faces in
the same light and background, are characterized by predictive variability. On one
hand, it is easier to define the similarity measure for this type of database, but on
the other, the similarity measure cannot be applied to other domains. Broad domain
databases include collections of different images; it could be photo and image col-
lections of groups of people or images extracted from the Web. It is harder to work
with this kind of data. It is impossible to restrict the variability of the database
and in consequence, features and similarity measures are trickier to define. Feature
extraction is the subfield of Computer Vision and there is still no perfect solution to
this problem. Usually, the results based on narrow databases, where domain-specific
knowledge is used, are higher than on broad databases.
Two main fields of Image Retrieval are Context-Based Image Retrieval (for exam-
ple, Yee, 2003 [YSLH03]), where textual data and other metadata are used, and
Content-Based Image Retrieval (for example, Rui, 1999 [RHC99]) that relies only
on features extracted from the images. They emerged from two different research
areas – Database Management and Computer Vision.
In Context-Based Retrieval, filenames, image captions, HTML titles and “ALT=”
text, hyperlinks, keywords and other texts are used [FSA96]. Context-Based Re-
trieval is sometimes called metadata Image Retrieval. This approach was established
in late 1970s (for instance, see [CF80]). The examples of Context-Based Image Re-
trieval systems include many industrial Image Retrieval systems such as Google
Image Search, AltaVista, Corbis, Live Search from Microsoft and Webseer [FSA96].
Methods adapted from information retrieval can be used in metadata Image Re-
trieval. For instance, the ranking technique PageRank may be applied not only to
5textual data but also to image ranking [JB08].
In our work we will concentrate on Content-Based Image Retrieval and in particular
we will analyze the benefits of engaging the user in the search process.
2.1 Content-Based Image Retrieval
Unfortunately, in most most cases the information needed to adapt text retrieval
techniques to Image Retrieval (as it is done in metadata Image Retrieval) is not
available or not reliable. With the growing amount of digital images, keyword an-
notation becomes infeasible [ZH03]. When people assign labels to images, there is a
lot of room for subjectivity and mistakes in the annotation procedure. Studies have
shown that users performing the labeling task independently and without communi-
cation create and use very personalized hierarchies of concepts. To overcome these
problems, systems of crowd sourced label collecting were designed. For example, in
[goo11] a game for collecting tags was created. Two random people who enter the
system are coupled together and the same image is shown to them. They neither
have any information about their partner nor any communication tool. Their task is
to give a label describing the image that will co-occur with the label of the partner.
This task formulation results in a situation where people type many relevant tags.
The tag that is the same for both players is usually a very precise descriptor of the
shown image. This game soon became very popular and due to its large scale a
reliable database of labels was collected for the first versions of Google image search
in the early days of Image Retrieval.
However, even when image metadata and tags are available, some tasks require
other types of knowledge. For example, suppose a person saw an image of an exotic
animal and now he or she would like to find an image of this animal and learn its
name. In this scenario, the user would guide an image search with queries like “long
ears”, “small fuzzy tail”, “white fur”, that are unlikely to be present in the labeled
database.
Another problem occurs when the user’s retrieval target is am abstract concept.
For example, the task may be to illustrate “patriotism”, “madness” or “boredom”.
Labels usually describe the visual content of images, but not their meaning. That is
why these words are not common labels in the database, which means that the user
has to define a concrete target in his mind and only then look for the image. For
instance, the user may decide that a good illustration for “patriotism” is an image of
6a battle from the Second World War in Stalingrad. However, there is no guarantee
that such an image exists at all in the database.
Now, let us consider a search of an image of a “cat” in a huge database, where there
is likely to be plenty of such images. The user may have a particular requirement
what the cat should look like: for instance, it should sit in the garden, be white and
red and it should be cleaning itself. Most likely, thousands of different cat images
in the database will all have only the tag “cat” without the level of details needed
in this task. This brings us to the question of how detailed the labels should be to
answer such queries and how to get them without neglecting their quality.
In order to overcome all these difficulties in the labeled search, the researchers came
with the concept of Content-Based Images Retrieval which utilizes features from
images themselves [RHC99]. There is no laborious part in this process and no need
to assign labels manually because the features are extracted automatically. There
is no problem of detailed label assignments as all the information is present in the
images and can be extracted differently for different purposes without human labeler
involved.
Thus, Content-Based Image Retrieval (CBIR) stands for search of an image in a
database without using metadata such as labels or associated text, but only by
means of automatically derived visual features such as color, shape and texture. The
first attempt to use CBIR was in 1992 [KKOH92], where color and shape features
were used for automatic Image Retrieval. Since then, a continuous development of
the field has led to many Image Retrieval systems of different nature.
2.1.1 Feature Extraction
Research in CBIR is a broad and expanding discipline nowadays and there is a
great variety of systems based on CBIR. Many of them involve elaborate Computer
Vision techniques for analyzing images and their structure in order to find similar
images, for example CIRES [IqA02] or SuperFish [SF12]. SuperFish uses the classic
idea of visual similarity but operates in the specific domain of commercial products.
Image Retrieval systems, like img(Rummager), may combine traditional text-based
Informational Retrieval with feature extraction [CBL09].
Content-Based Image Retrieval consist of three parts: Feature Extraction, Multi-
dimensional Indexing and Retrieval System Design [RHC99]. Feature extraction is
of separate interest in itself and many methods have been developed in the field of
7Computer Vision. We will not go into details of these techniques but just mention
briefly those that we refer to later on in this work.
• Color. This is the most popular feature used in retrieval tasks. It is easy and
fast to extract, easy to interpret and independent of the image size and orien-
tation. Usually, when talking about color feature, we mean color histograms
in RGB or HSV spaces.
• Texture. The next popular and simple choice for visual feature is texture.
It describes the structure of surface and its relationship to the surrounding
environment. When talking about texture, we usually mention such concepts
as contrast, entropy and regularity. Among the extraction methods we should
mention wavelet transform and Gabor wavelet transform.
• Shape. Another popular visual feature is shape, that is often required to
be rotation, scaling and translation invariant. Shape feature may be 2D or
3D. The basic technique to extract it is through different kinds of Fourier
transforms.
Other popular visual features in Computer Vision include color layout, segmentation,
different kinds of edge detectors, corner detectors, points of interest detectors and
many others.
The second aspect related to Image Retrieval is High Dimensional Indexing [GCP11].
It is essential because we have to work with huge dimensions and non-Euclidean
distance measures in visual features. Very often we have to utilize either indexing
or dimensionality reduction techniques to allow efficient browsing of the database.
Finally, to develop a full system, we need to design the retrieval part itself. In many
systems, retrieval is done with search by example, search by sketch or navigating
in image categories. In this work, we are mostly interested in random browsing
systems. For example, this principle is used in PicSOM [LKLO00] and PinView
[AHK+10] CBIR sysems.
2.1.2 Semantic Gap
Even though the field of feature extraction is well-developed and many researchers
are actively working in it, there are still some unsolved problems. The main issue
is applying extracted features to intelligent tasks in Computer Vision such as clas-
sification, clustering or search. What remains unsolved is the visual information
8interpretation – the so-called Semantic Gap. It is often not clear at all how to judge
the similarity of images just by the extracted features. It is clear that high-level con-
cepts are not straightforwardly encoded in color, texture and shape. It is very easy
for humans to recognize an objects on the screen even though they may vary a lot
in position, rotation and lighting. On the contrary, the machine that only relies on
pixels of images cannot easily deduct what object it is. Image Retrieval systems can
provide only feature similarity information but they lack semantic understanding
and image interpretation that guides humans in their behavior [SWS+00].
The Semantic Gap between image content and the context led to a huge disap-
pointment in the early Computer Vision applications. Even though vision tasks are
tackled by many researcher and a lot of progress has been made since the field was
established, the accuracy of the predictions is still far from being perfect even in
well understood tasks such as object classification [SWS+00].
Many problems in Computer Vision are not addressed, because it is impossible to
solve them without image understanding. For example, search by association (open-
ended) search is rarely tackled in classical Computer Vision applications. However,
we still believe that even without complete image understanding the task of Images
Retrieval can be tackled by including interactive components. This will be discussed
in the next section on the Relevance Feedback mechanism.
2.2 Relevance Feedback
Initially in Image Retrieval tasks the user was considered to be just a “labeler”
of the image database. When Content-Based retrieval was developed, its aim was
to dispose of the user in the retrieval loop and make the process fully automated.
But none of these approaches reached high performance and researchers in the field
decided to bring the user back to the retrieval process in a more intelligent way.
Relevance Feedback was first developed in document retrieval but it was soon ex-
tended to multimedia retrieval. It is common knowledge that there is no problem of
Semantic Gap for humans, that is so hard to overcome in traditional Content-Based
Retrieval systems. Thus, we need to utilize user knowledge in the interactive search
process for better personalized and targeted modeling of each retrieval session. In
Relevance Feedback Content-Based Image Retrieval we bring the user back to the
retrieval loop, where we are interested more in an interactive image understanding
rather than completely automatic methods for retrieval.
9There are many systems that require interactions and feedback from the user in
different forms. For example, Fire system allows the user to define a part of an
image to use in search instead of the whole canvas area [DKN04]. PicsLikeThat
[CCP] relies on the image similarities as in any classical CBIR system, but learns
image relationships from user’s interactions.
However, the most popular way of utilizing the user in the retrieval process is through
Relevance Feedback mechanism as it is done, for example, in GNU Image-Finding
Tool. The user is presented with a set of images and he provides feedback on how
relevant these images are to his search. The system then makes the next prediction
which is consistent with the received feedback [MSP03]. The user is engaged in
the loop of active learning, where he or she iteratively refines the original query by
providing the feedback for the current system prediction. We should also mention
two other Relevance Feedback Image Retrieval systems relying on the same principle
of interactive query refining: PinView [AHK+10] and PicSOM [LKLO00]. These two
systems are the most similar to the system presented in this work and so we will
describe them in more detail later on.
2.3 Scalability Limitations
New challenges occur in the Image Retrieval field all the time, even though previous
ones, such as Semantic Gap and the role of the user in the Image Retrieval, still
remain unsolved [LSDJ06]. For example, nowadays sizes of actual databases are so
big that researchers need to consider how to tackle the task in a scalable manner
[GCP11]. The fashionable concept of “Big Data” is mentioned in Image Retrieval
more and more often. This issue is closely related to the challenge of providing Image
Retrieval services in an instant interactive manner in the modern digital world.
The difference between training stage and actual performance stage diminishes and
the problems in Image Retrieval have a strong on-line oriented character. There
were attempts to make image search systems scalable as, for instance in SALSAS
[GCP11], where the complexity is almost constant for any database size thanks to
locality sensitivity hashing. Pre-clustering can also be incorporated to take data
distribution into account during the search [NS04].
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3 Reinforcement Learning and Exploration/Exploitation
trade-off
This chapter introduces the concept of Reinforcement Learning (RL), what kind of
problems it solves and what techniques it uses. We start with the definition and
characteristics of RL problems in Section 3.1. Then, in Section 3.2 we explain in
more details the Exploration/Exploitation trade-off problems and how a variety of
Bandit algorithms help to tackle this problem. We start our description of Bandit
policies with classical UCB like algorithms and then move into problem formulation
with dependent arms and discuss algorithms like LinRel, LinUCB and GB-UCB
Bandits. Finally, we conclude the section on Reinforcement Learning with a list of
open challenges.
3.1 Reinforcement Learning
Reinforcement Learning (RL) is motivated by physiological approach. It appeared
at the intersection of computer science and statistics on one side and psychology and
neuroscience on the other side. Nowadays, it attracts a lot of attention from the Ar-
tificial Intelligence and Machine Learning communities. RL is mainly characterized
by the nature of its problems rather than particular methods to solve them. The ba-
sic problem in Reinforcement Learning is decision making by an agent in situations
of uncertainty in a stochastic environment with perception-action links between an
agent and environment [SB98]. An agent is acting in a stochastic non-deterministic
environment and learns the behavior policy that maps states to actions without
specifying directly how to reach the target but by getting reward and punishment
from the environment (which, however, may have delayed character).
The usual way to describe a RL problem is through action-perception loop [SB98].
An agent is acting in a stochastic environment and his aim is to increase a long-
term reward obtained from the environment, which may often be delayed. The
agent must discover what actions lead to a better reward in a set of trial-and-error
interactions. In a general framework of Reinforcement Learning problems, an agent
chooses at each iteration an action a based on indication of the current state s
of the environment, which changes the environment state s that is communicated
back to a decision maker through a reinforcement signal r – reward or punishment
[SB98]. In the trial-and-error interaction, an agent learns an optimal behavior B
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in the dynamic environment without explicit instructions of how the target may be
achieved. Thus, a RL problem is characterized by a set of environment states s, a
set of actions a that an agent can take in states and a reinforcement signal r.
Reinforcement Learning problems are often encountered in the fields of robotics,
distributed control, multiagent learning, economics, telecommunication, decision
support systems, resource management etc. ([BBDS08], [KLM96]). It differs a
lot from Supervised Machine Learning problem formulation and adaptation of Su-
pervised methods does not lead to good results. First of all, there are no training
input/output pairs in RL and algorithm has to learn in an on-line manner. As
a consequence, there are no training/testing stages in the learning process which
also means that the performance is evaluated in an on-line fashion simultaneously
with learning. Another important feature of RL is that an agent never knows the
optimal action. After making a decision and choosing an action, an agent receives
the reward, but it never knows how good the reward is compared to other possible
actions and what the optimal strategy is in that situation and the long-term best
action. PAC models in Supervised Learning may seem to be similar to RL but their
aim is to learn the policy with high expected future predicted accuracy, while in RL
we are interested in minimizing the total loss, even the part of it that is obtained
while learning. The closest RL framework is established in Q-learning [WD92] that
can be viewed as a transfer point between Supervised ML and Reinforcement ML.
Reinforcement Learning is often compared with search and planning problems.
There are two main classes of algorithms used to solve Reinforcement Learning
problems [KLM96].
• The fist type of strategy is to search for the best behavior in the environment in
the space of possible behavior strategies. An example of an algorithm following
this strategy is a genetic algorithm.
• The second approach uses statistics and dynamic programming in estimating
the utility of different actions in the states of the environment
We often mention optimal behavior in the definition of RL. Optimal behavior may
be defined differently and it determines the way the problem is solved. Some popular
optimality criteria according to [KLM96] are listed below. Let us denote the reward
obtained at the iteration i as ri.
• Finit time horizon optimality is used when the lifetime for algorithm h is known
and in this case it is clear that we aim to maximize the reward R obtained
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within h iterations that is equal to:
E(
h∑
t=0
rt). (1)
• Infinite horizon optimality is applied when we do not know when the algorithm
should stop and in this situation we take into consideration all future rewards
but discount them over time with a factor 0 ≤ γ < 1. The total reward R is:
E(
∞∑
t=0
γtrt). (2)
• Average reward may also be used for judging the optimality. It is very similar
to the case of infinite horizon with γ approaching 1. Then the reward R is
equal to:
E(
1
h
∞∑
t=0
rt). (3)
Having defined an optimality criteria for a policy, we now need to decide what
criteria should be used for evaluating the learning performance. It may be one of
the following:
• Convergence: asymptotic convergence to an optimal behavior. This evaluation
of the learning performance is the closest to Supervised Machine Learning
policy evaluation but it may not be the best in practice.
• Speed of convergence: how fast the proposed algorithm finds an optimal or
sub-optimal strategy.
• Level of performance: how good the strategy found after a given time is.
• Regret: this is a very popular choice in RL problems, especially in Bandit
algorithms. It penalizes the mistakes when they occur and aims to find the
best policy with the least regret despite the fact that we did not know and
could not follow the best policy from the beginning. Regret consists of the
expected difference between total reward of the algorithm at time T and the
best possible reward. Many Multi-Armed Bandit problems are analyzed in
terms of regret bounds (see [ACBF02] for an illustration).
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One of the central issues in Reinforcement Learning is trading off between Ex-
ploration and Exploitation strategies in the uncertain stochastic environment. A
decision maker must choose between following the best current predicted strategy
(exploit the available knowledge) and testing other alternatives (exploring to reduce
the uncertainty about the environment) to discover a strategy that beat the current
best choice. These problems are often addressed by Multi-Armed Bandit algorithms.
3.2 Multi-Armed Bandits
Multi-Armed Bandit problem formulation deals with the decision making process
in the face of uncertainty [SB98]. It has been an area of research since 1950 and
its definition goes back to 1979 [Git79]. The intuitive idea of Multi-Armed Bandit
comes from the example of a gambler (agent) playing a row of slot machines (arms
of a bandit) with some unknown prizes (rewards). At every iteration, the agent faces
a decision-making problem which arm to play and receives some reward for it. The
problem is stochastic but stationary and reward in arms may be modeled as a sample
from a fixed probability distribution. The agent is aiming to maximize the reward
but as he does not know how rewards are generated, he has to not only exploit the
most promising arms but also explore different potential actions. The challenge in
Multi-Armed problems is to balance between exploration and exploitation. As in
any Reinforcement Learning problem, the evaluative feedback that we get from an
agent tells us only how good the action is, but we have no idea if the selected arm
is the best of the worse among other possibilities.
A close area of research to Exploration/Exploitation policies is Active Learning and
the arm selection process may be considered as an Active Learning process. The
aim of Active Learning algorithm may be, for example, to build a classifier as quick
and precise as possible by choosing the most informative example from the input
space to label [Mac92].
Examples of Multi-Armed Bandits problems include placing advertisements on the
web, where placing an add corresponds to pulling an arm and user clicks are a reward.
For instance, this is used by Yahoo for news articles recommendation [LCLS10].
Another example of Multi-Armed Bandits approach to a recommendation task is
shown for Information Retrieval of scientific articles in [GRK+13]. In this work, the
authors used Multi-Armed Bandit formulation for directing the users in the concept
space and predicting his intent from keyword manipulations.
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In this subsection, we present a number of different Exploration/Exploitation Bandit
algorithms under independent arms assumption. We start with a Greedy algorithm
and then show that even the simplest active exploration strategy -Greedy is more
probable to converge to the optimal solution. Then, we present the idea of Upper
Confidence Bound in Bandits algorithms. Finally, we explain why algorithms with
distinct arms cannot be applied in many practical problems and we introduce an-
other class of algorithms with dependency in arms such as LinRel, LinUCB and a
non-parametric Gaussian Process Bandits.
3.2.1 Greedy Strategy
Let us denote the actual value of an action a as r∗(a) and if we play an arm we keep
its estimate as a sample average of obtained rewards – µt(a). The more each arm
is played, the more precise the estimation of the true value becomes. The simplest
strategy is a Greedy one, where after obtaining the first estimates we stick to the
arm a with the highest reward µy(a) – this is so-called Greedy strategy [SB98]. If
the environment was deterministic, the strategy to exploit the available knowledge
would always be optimal, but as the environment is stochastic, the estimate might be
inaccurate and it brings us to the question of balancing exploration and exploitation.
3.2.2 Epsilon Greedy
The main idea of non-greedy strategies is to improve estimates of true arm rewards
by exploring different, sometimes not optimal actions to maximize the reward in
the long run. It is not possible to explore and exploit by pulling arm in the same
iteration and that is why the question of balancing between exploring and exploiting
in Bandits algorithms is of a great importance.
A very simple but often a very good way to bring exploration into the algorithm is
to introduce a random action into the behavior of an agent with probability . Such
a strategy is called Epsilon Greedy and in practice it may be a strong benchmark
and often hard to outperform [SB98]. The more each arm is selected, the closer
its estimate is to the actual value and the probability of selecting an optimal arm
converges to 1− , while Greedy behavior tries to maximize the reward only in one
iteration. The benefit of utilizing Epsilon Greedy strategy depends on the amount
of variance in the system. The bigger the variance in the reward, the better Epsilon
Greedy strategy is compared to a Greedy one.
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3.2.3 UCB Policy
When we aim to get asymptotically optimal regret in a long term, we do not need to
explore the whole space equally. For example, after a few runs many of the arms are
believed to be far from the optimal solution and there is no need to explore them in
a stationary environment, while some of the arms that are close to the current best
solution deserve more attention. The Upper Confidence Bound (UCB) algorithms
implement this idea [ACBF02]. They establish confidence intervals for all arms and
continue playing an arm if and only if its upper bound gives some probability on
belief that this might be the best arm.
The general idea is to maximize the Upper Confidence Bound of the arm selected
at each iteration that is a combination of predicted mean and variance of an arm
[ACBF02]. This is Optimism in the Face of Uncertainty (OFU) principle. For each
arm, we keep reward estimate µt(a) at iteration t as a predicted mean of the relevance
score and uncertainty measure σi(a) as a standard deviation of the relevance. βt is a
parameter to adjust the confidence level and thus balance between exploration and
exploitation. It is a positive monotonic factor and may be a constant or a function
of time. The predicted mean, the uncertainty and the parameter βt together define
a confidence interval for each arm a at iteration i:
[µt(a)−
√
(βt) · σt(a);µt(a) +
√
(βt) · σt(a)]. (4)
We believe that true reward for an arm is in the interval of the Equation 4. The
arm is played if it has the highest upper bound in the confidence interval. This is
how exploration is achieved – Upper Confidence Bound includes our uncertainty in
the current estimate and it allows us to try promising arms. Thus, at each iteration
i we choose the best arm to pull that maximizes the Upper Confidence Bound:
argmax{µt(a) +
√
(βt) · σt(a)}. (5)
Thus, UCB-like policies aim to estimate the function of reward accurately when its
potential value is high but do no care about the accuracy of the estimation as soon
as Upper Confidence Bound on the reward is low.
The difference in policies is in how the predicted mean and the variance are calcu-
lated and each realization of UCB principle specifies the way how µt(a), σt(a) and
βt could be obtained. Classical UCB1 algorithm sets µi(a) to be the sample average
of the arm and variance σt(a) is calculated as:
σt(a) =
√
2 · ln t
nt(a)
, (6)
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where t is the iteration number and nt(a) is the number of times arm a was played
so far.
A popular choice for βt is an increasing function of time – 2 · ln(t). When βt grows
with time, it ensures that asymptotically even the worst arms would be sometimes
played and it allows the algorithm to deal even with not completely stationary
problems. Factor βt may be adjusted to balance Exploration/Exploitation level.
The theoretical guarantees on asymptotic convergence of UCB1 policy were proven
in [ACBF02] and the regret bound is shown to be O(√N).
3.2.4 UCB-tuned Algorithm
The algorithms based on the Upper Confidence Bound principle are gaining their
popularity. For example, UCB-Normal deals with a problem where the rewards
are known to be normally distributed and UCB-tuned is a modification of UCB
algorithm that performs better than UCB in all the experiments, but a theoretical
guarantee is not proven for it [ACBF02]. Many other strategies rely on the same
principle, sometimes not in a direct way. In this section we will present an UCB-
tuned version of the UCB policy.
We substitute σt(a) from Equation 6 with:√
ln t
nt(a)
·min{1
4
;V (nt(a))}, (7)
where V (nt(a)) is the upper confidence bound on the variance of an arm a:
V (nt(a)) = (
1
nt(a)
·
nt(a)∑
t=1
r2t (a))− rˆ2(a) +
√
2 · ln t
nt(a)
. (8)
It was shown in the experiments in [ACBF02] that the UCB-tuned version of UCB-
like policy performs quite well. However, in many real situations the number of
bandit arms may be greater than the number of the experiments we can conduct,
and as a consequence we cannot pull arms multiple times to get better estimates of
the rewards. In this situation, the simple and efficient algorithms for exploring arms
described above are not applicable any more and in order to tackle the problem we
need to take into consideration the correlation between arms, which brings us to the
stochastic Multi-Armed Bandit problems with dependent arms. The dependency
structure may be captured, for example, by clustering [PCA07], linear regression
(Section 3.2.5) or Gaussian Processes (Section 3.2.7).
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3.2.5 LinRel Algorithm
The algorithm used in PinView system [AHK+10] is LinRel [Aue02]. It relies on
linear regression model that captures functional relationship in correlation of arm
inputs and reward. In this section, we consider an extension of a standard LinRel
algorithm and its kernelized version that uses non-linear feature transformation by
utilizing a kernel. Basically, the algorithm adopts the UCB main idea but sets
its own way of calculating the belief on the reward and uncertainty with a linear
regression estimation.
At each iteration, LinRel suggests arms to be pulled based on the feedback obtained
in previous iterations. In each iteration, the LinRel algorithm obtains an estimate
of weight vector wˆ by solving a linear regression problem in Equation 9. Suppose
we have matrix X, where each row xa is a feature vector of arms pulled so far.
Let r = (r1, r2...rh)> be the column vector of relevance scores received so far from
the user, where h is the number of iterations. Thus, LinRel tries to estimate wˆ by
solving the linear regression problem:
r = X · w. (9)
Based on the estimated weight vector wˆ, LinRel calculates an estimated relevance
score µt(a) = xa · wˆ for each arm a that has not already been presented to the user.
As mentioned earlier, in order to deal with the Exploration/Exploitation trade-off,
we choose arms to present not with the highest score but with the largest Upper
Confidence Bound for the relevance score. If σt is an upper bound on standard devi-
ation of relevance estimate µt(a), the upper confidence bound of arm a is calculated
as:
µt(a) + βtσt, (10)
where βt > 0 is a constant used to adjust the confidence level of the upper confidence
bound.
In the regularized version of the algorithm, we add the regularization factor λ to the
linear regression and the relevance score mt of arm xa is calculated as:
ma = xa · (X> ·X + λI)−1X>, (11)
and the arm that maximizes
ma · r + βt‖ma‖ (12)
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is selected for presentation. As we can see, LinRel relevance estimation of the
reward is based on the linear regression with regularization to avoid overfitting.
The variance σt in this case is defined as:
σt = diag(‖sa‖). (13)
To deal with non-linear transformation of the input space we utilize the kernel
trick [STC04] and map our original feature space into another one described as dot
products of the original features. Kernel trick allows us to work with non-linear
projections that improve the quality of classification, while keeping the complexity
limited.
3.2.6 LinUCB Algorithm
Another contextual bandit algorithm very close to LinRel was introduced in [LCLS10].
It was developed for personalized news article recommendation but the algorithm
itself is a general enough to be applied in different settings. It extends LinRel idea
and their performance is very similar but LinUCB was shown in the experiments
on personalized web recommendations to be more effective when the data is sparse
and the number of arms is huge. The algorithm is also motivated by the fact that
is applicable to dynamic datasets, which is the case, for example, in news articles
recommendation [LCLS10].
LinUCB is also based on ridge linear regression, that was used in Equation 11, but
without regularization:
ma = (X
> ·X + I)−1X> · rt, (14)
and we define At as:
At = X
> ·X + I. (15)
We select an arm a to pull that maximizes the upper confidence bound:
argmax{x>a ·ma + α
√
x>a · A>t · xa}, (16)
where the constant α is defined as:
1 +
√
ln 2
δ
2
, (17)
for δ > 0.
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This algorithm has time complexity linear in the number of arms and cubic in the
number of features d, but at the same time its regret bound is no different from
other state of art algorithms, which is O(√KdN).
3.2.7 Gaussian Process Upper Confidence Bound Algorithm
The last policy that we discuss in this chapter is used as a basis for the proposed
algorithm and it is a non-parametric policy called Gaussian Process Bandits Upper
Confidence Bound (GP-UCB) [SKKS09]. We start with introducing the Gaussian
Processes framework in general, which originated in 1996 [WR96]. Traditional ways
to solve regression or classification problems usually include parametric methods
that are intuitive and easy to understand. When the problem is more complected,
traditional parametric methods loose the advantage of their interpretability and
with complex datasets they do not have enough expressive power [Ras06]. Another
disadvantage of parametric methods is that they impose some structure of the input
data, which means that we have to agree about the form of the model before fitting
the data. It can be either linear, quadratic, polynomial, etc. but we have to specify
it in advance. Gaussian Process gives the data freedom to speak for itself and this
is less parametric tool.
Gaussian Process can be used to set a Bayesian framework for regression and can
be seen as an infinite-dimensional multivariate Gaussian distribution. By definition,
Gaussian Process is a set of random variables such that any finite subset of it follows
multivariate joint Gaussian distribution. As one-dimensional Gaussian distribution
(over vectors) is completely defined by its mean and variance, Gaussian Process
(which defines a distribution over functions) is fully specified by its mean and co-
variance functions [RW06]. Often, mean µa is assumed to be zero and a popular
choice for covariance function is “squared exponential”:
k(xa, xa′ ) = σ
2
f exp[
−(xa − xa′ )2
2l2
], (18)
where xa and xa′ are two arms, σ2f is the highest value that the covariance can
reach and l is a length parameter that is responsible for making distinct observa-
tions neglectable. If we want to take the noise into account, we define kernel as a
combination of the covariance function defined in the Equation 18 and add Gaussian
noise to it:
k(xa, xa′ ) = σ
2
f exp[
−(xa − xa′ )2
2l2
] + σ2nδ(xa, xa′ ), (19)
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where δ(xa, xa′ ) is the Kronecker delta function and σn characterizes the amount of
noise we add. With the mean and covariance functions we can define prior on the
Gaussian Process. Suppose x is the training set with known reward values and x∗
is the test set values with mean values µ and µ∗ corresponding to them. Σ is the
covariance for a training dataset, Σ∗ is the covariance between training x and test
data x∗ and Σ∗∗ is the covariance of the test data. Then, a prior distribution on the
joint distribution can be written as [Ras06]:[
r
r∗
]
∼ N
([
µ
µ∗
]
,
[
Σ Σ∗
Σ>∗ Σ∗∗
])
. (20)
The posterior condition probability for p(f∗|f) can be derived to be:
p(f∗|f) ∼ N (Σ∗Σ−1f,Σ∗∗ − Σ∗Σ−1ΣT∗ ). (21)
We can define Gaussian Process Bandits in the same way as UCB policies. Assume
thatK is kernel representation of arms from X (and in particularK, K∗ and K∗∗ are
parts of the kernel matrix, where K correspond to pairwise kernel function between
all shown datapoints, K∗ – between shown datapoints and those we have to predict,
and K∗∗ – between datapoints to predict), r is a vector of Relevance Feedback we
received so far. We have a probabilistic measures of posterior mean and uncertainty
and then as usual in UCB-like policies we pull the arm with the highest score:
K∗K−1r +K∗∗ −K∗K−1KT∗ . (22)
3.2.8 Open Challenges
One of the important characteristics and a challenge in all the Bandits algorithms
is their sensitivity to the amount of computation in the on-line step of the decision
making procedure. We have to limit the time an agent might spend between actual
interactions with the environment to keep it to be interactive.
Developing Bandit algorithms on trees is an active field of research nowadays. For
instance, Upper Confidence Tree (UCT) algorithm based on standard UCB tech-
nique created a lot of interest thanks to its success in building intelligent agents for
playing Go game [KS06]. UCT algorithms are often considered in combination with
Monte Carlo Tree Search.
A lot of effort is spent on building policies for non-stationary problems, where the
distribution of the rewards are changing with time, but still this problem formulation
remains not completely solved.
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All the Multi-Armed Bandit policies are designed to pull one arm of a bandit at
a time. However, some of the applications require multiple selection per iteration
([GRK+13], [LCLS10]). In most of the cases, the problem is solved by sorting UCB
and selecting top n arms to pull. The problem is even more complicated when we
deal with hierarchical settings. Moreover, new challenges occur in this scenario.
For instance, we might want to ensure the diversity in the arm selection and this
problem is almost ignored in most Bandit settings.
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4 ImSe System Design
In this section, we introduce Relevance Feedback Content-Based Image Retrieval
system ImSe based on a time efficient Exploration/Exploitation strategy GP-SOM.
First, we explain why there is a need for a system of this type and what prob-
lems related Content-Based Image Retrieval and Multi-Armed Bandit algorithms
the system attempts to address. Next, in Section 4.2, we provide an overview of
the data flow and computational methods used in ImSe. Sections 4.3 and 4.4 ex-
plain the data preprocessing stage and the online stages of the computation. The
preprocessing techniques include feature extraction, Self-Organizing Map and kernel
computation. The online step is based on a time-efficient algorithm GP-SOM, which
also demonstrates an effective way of ensuring diversity in the arm selection process.
4.1 Motivation
In order to be applied in real-life systems, the algorithms for Image Retrieval need
to be time-efficient and easily scalable to large datasets. Many researchers in Ex-
ploration/Exploitation algorithms analyze theoretical guaranties, but often ignore
their potential usability in real life applications. To keep users interacting with a
retrieval system we have to ensure that it is able to provide an immediate result
in response to user’s manipulations. The more elaborate an algorithm is, the more
precise result it can usually provide, but at the same time the more computational
power it requires.
In this section, we describe the design of the ImSe system. We introduce a time-
efficient reinforcement learning algorithm applied to Content-Based Image Retrieval.
We employ hierarchical Gaussian Process (GP) bandits [PACJ07] to balance between
exploration and exploitation, where Self-Organizing Maps (SOM) [Koh01] of image
features discretize the input space and are used as layers in the bandit hierarchy.
We call our algorithm GP-SOM. By employing Self-Organizing Map as a discretiza-
tion of a search space we allow state-of-art computational techniques to be applies
to huge spaces. Like all Exploration/Exploitation algorithms, GP-SOM balances
between presenting images that are most similar to the current user’s selection and
collecting a diverse feedback from the user to make more confident predictions in
future iterations.
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4.2 Algorithm Overview
The system operates through a sequence of rounds, when a set of n images is dis-
played at each iteration and the user must indicate which images are the closest to
the ideal target image and which are the most different from the ideal target. The
user provides feedback ranging from -1 to 1 (with 0 by default), where -1 indicates
that a given image is very different from the ideal target and 1 indicates that a given
image is very similar to the ideal target, i.e. it shares a lot of features with the ideal
target.
The predictions are done by Gaussian Process techniques. We employ an idea of
hierarchical Multi-Armed Bandits [PACJ07] to balance between exploration and
exploitation to sample images and SOM serves as levels in the hierarchy. The main
flow of the algorithm is presented in Algorithm 1 and a graphical presentation of
the data flow in the system is illustrated in Figure 1. A detailed description of each
of the steps is presented in the next sections. Several techniques are used in the
proposed GP-SOM algorithm. First, we extract features H = h1, h2, ..., hN from a
database of N images P = p1, p2, ..., pN and compute the distances between them
for digital processing of visual information. Distances are presented in a matrix DP
of dimensions N × N . Feature extraction and distances calculation are described
in details in Section 4.3.1. Instead of straight optimization in image space, we
utilize hierarchical Multi-Armed Bandits. In Section 4.3.2, we build a SOM M =
{V,AV } based on the extracted features, which results in an image hierarchy with
m model vectors V = {v1, ..., vm}. AV shows image assignments to model vectors
and AV = {a1, ..., am}, where ai = {pj : pj ∈ cluster(vi)}. Next, we calculate a
kernel KP ⊂ RN×N for images and model vectors (Section 4.3.3). The preprocessing
techniques are crucial for the system to the able to perform retrieval in on-line
manner. In Section 4.4, we describe how the pre-build SOM is used as levels of
hierarchy in GP bandits. In order to ensure diversity of the images presented at
each iteration we apply pseudo Relevance Feedback when sampling the images.
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Algorithm 1 GP-SOM overview
Require: database of image P = p1, ..., pN
calculate features H ← ExtractFeatures(P )
calculate distances DP ← CalculateDistances(H)
pre-compute Self-Organizing Map M ← calculateSOM(9H)
calculate kernel KP ← CalculateKernel(DP ,M)
repeat
predict n images p1, p2, ..., pn ← HierarchicalMAB(H,KP ,M)
User provides feedback F = {f 1, f 2, ..., fn}, where −1 ≤ f i ≤ 1
until user terminates the search
Figure 1: Dataflow overview of ImSe system
4.3 Preprocessing
In order to speed up the time it takes to perform one iteration using our interac-
tive retrieval system, we first pre-compute the features of all the images in a given
database. We also pre-compute the distances between the images, the SOM dis-
cretization and the kernel for the GP bandits. This step is done off-line. The aim of
the pre-processing step is to keep the time needed for the on-line calculations almost
independent of the linear increase in the size of the database.
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4.3.1 Feature Extraction
As a first step, we extract features from the images. In our experiments reported
below, we used the color feature as it is easy to understand and interpret for hu-
mans as well as fast and easy to extract and process. Color has a high discriminating
power compared to texture or shape and many studies have shown that the color fea-
ture dominates users’ decisions when comparing images [HLP+10]. Plain histogram
representation with 64 bins will saturate the feature comparison for datasets with
more than 25000 images that is why a joint histogram was chosen. This kind of
comparison reaches its discriminative limit with size of dataset more than 250 000
and this is enough for this stage of development of ImSe system ([PZ99], [SS94]).
OpenCV [Ope12] library from Intel with bindings to Python was chosen as a tool
for extracting color information. OpenCV stands for Open Source Computer Vision
Library and it’s main focus is on real-time image processing. It is written is C++
but has an extensive interface to Python. Having developed OpenCV together with
Integrated Performance Primitives Intel made these routines very fast and effective.
The color processing works in the following way. First we extract 3 color planes from
images – red (R), green (G) and blue (B) planes. Then we create a 3 dimensional
histogram with 64 bins in each direction and color depth from 0 to 255 for the
extracted feature planes and normalize it to sum all bins to 1. Color histogram
represents colors distribution in an image and the way it is contacted is no different
from any kind of histogram, where pixels are random vectors and their values are
amount of colors in each color space. There is no information about the way OpenCV
processes the images apart from plain code and user documentation, but we can
guess the extracting information about RGB values and counting the amount of
pixels with the same values is straightforward.
The next question that we face is feature interpretation. In particular we have to de-
cide how to compare color histograms with each other. We need to define a distance
metrics for image color histograms. Our experiments showed that classic distance
measures like pure Euclidean distance is not a good intuitive measure of human sim-
ilarity perception. For example, this measure doesn’t work well when histograms
are sparse. OpenCV library has a few options for histogram comparison. It may
be correlation similarity measure, Chi-Square, Intersection or Hellinger distance. A
more suitable distance interpretation is probability density distance metrics [Hel09].
It was decided to use Hellinger distance from openCV library for this purpose be-
cause as a probability density metrics it has a nice probabilistic interpretation and
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it performed well in intuitive understanding. Hellinger distance is a measure of sim-
ilarity of probability distributions that is closely related to Bhattacharyya distance.
If H i and Hj are histograms of images i and j, Nb is a number of histogram bins
and H ik is the value of kth bin in the histogram of image i, then Hellinger coefficient
d(H i, Hj) for discrete distribution in bins can be calculated as:
d(H i, Hj) =
√√√√1− 1√
H i ·Hj · (Nb)2
·
Nb∑
k=1
√
H ik ·Hjk. (23)
4.3.2 Self-Organizing Map (SOM)
Next in the preprocessing stage we create a discretization of the input space topology
through a Self-Organizing Map (SOM) [Koh01]. It represents a non-linear projection
of high dimensional space into a lower dimension space. SOM is an unsupervised
method for dimensionality reduction by constructing an artificial neural network of
instances that reflects their topological order. SOM provides the so-called model
vectors that are treated in our algorithm as clustering of the input space.
Non-linear projection methods are not widely-used as a preprocessing technique due
to their complexity and specificity of applicability. We choose using them because
they seem to be a very natural and intuitive way of organizing images in terms
of color features. One of popular ways to obtain SOM is through Expectation
Maximization algorithm.
In our case, the number of clustersm is determined to be
√
N , whereN is the number
of images in the database. This choice is done in order to minimize computations
that will be explained in Section 5. First, we create models vectors (which correspond
to centroids in traditional clustering) and calculate the initial distances between
them based on a 2-dimensional grid (see Figure 2).
Figure 2: An example of a grid for a Self-Organizing Map
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SOM may be calculated using the EM algorithm. At the beginning model vectors
are assigned randomly. To avoid empty initializations, models vectors are chosen
to be random images from a set of images in the database. The main difference
between SOM and traditional Expectation-Maximization techniques (as K-means)
is in the Maximization step. In the SOM Maximization step, when recalculating a
model vector, the images assigned to other model vectors are also considered and
their influence depends on the neighborhood function between model vectors. The
neighborhood function in our system is the Gaussian kernel:
Dt = exp(
−D0
2 · (σ0 · exp(−tλt ))2)
), (24)
where D0 represents the initial distances in model vector grids, t is time, σ0 is the
degree of dependency between model vectors at the beginning (the bigger σ0, the
more dependent they are) and λt is the rate of dependency change with time (the
bigger λt, the slower the dependence decreases). In the ImSe system the values of
these parameters were set to σ0 = 5 and λt = 4.
Consider an image i that is currently assigned to a model vector m∗i with distance
d∗i and model vector mk for which we want to calculate influence of image i. The
neighborhood functionDt determines distance from model vectorm∗i to model vector
mk as d∗k. Then the weight of image i for cluster centroid mk can be determined
by:
d∗i · d∗k. (25)
The Expectation step is similar to the classic K-means: datapoints are assigned
to the closest model vectors. The preprocessing step results in an objects hierarchy
which serves as an input to the hierarchical GP bandits algorithm. The Expectation
step is similar to the classic K-means: datapoints are assigned to the closest model
vectors. The procedure described above is presented in Algorithm 2.
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Algorithm 2 BuildSOM
Require: histogram features H = {h1, h2, ..., hN}, where hi ⊂ R3·64×1 and 0 ≤ hi ≤
255;
number of clusters m;
constants σ0 and λt.
iteration t← 0
model vectors V = {v1, ..., vm}, vi ⊂ R3·64×1 are initialized randomly
locate model vectors V in a grid in the order of matrix G:
G←
∣∣∣∣∣∣∣
v1 ... v√m
... ... ...
vm−√m ... vm
∣∣∣∣∣∣∣
initialize distances D0 in grid G: D0 ⊂ Rm×m : dij ← (mod√m(i)−mod√m(j))2 +
(div√m(i)− div√m(j))2
repeat
Calculate distances Dt at iteration t: Dt ← exp( −Dt−12·(σ0·exp(−tλt ))2))
Calculate distance DV H between histograms of datapoints H and model vectors
V : DV H ← EuclideanDistance(V,H)
for image pi ∈ P do
find the closest model vector vpi: vpi ← minv{DVH(pi)}
end for
for model vector vi ∈ V do
collect datapoints pj into assignments ai in SOM: ai ← {pj : vpj = vi}
recalculate model vectors vi as means of histograms H of datapoints from
assignments ai: vi ← mean(H[ai])
end for
increase time: t← t+ 1
until converged
return model vectors V and image assignments to them AV : M = {V,AV }
The preprocessing step results in an object hierarchy which serves as an input to
the hierarchical GP bandits algorithm. An example SOM for 1000 images and 36
model vectors is presented in Figure 3. For the illustration purpose, instead of model
vectors we show images that are the closest to them. We can clearly see that images
close to each other on the 2-dimensional grid share common features.
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Figure 3: An example of a Self-Organizing Map for an image dataset.
4.3.3 Kernel
Hellinger distances from a random image to all the other images are shown in the
Figure 4. We can see that there are almost no images very close to the particular
image (no points withing distance less than 0.5) and at the same time there are not
very many images that are completely different from it (distance more than 0.9).
Most of the images in the dataset are located withing distances from 0.7 to 0.9. This
can give us a feeling of how the data distribution looks like.
30
Figure 4: Distances from a random image to all others
We decided to use a well known kernel trick to make non-linear projection of our
data [STC04]. As the next preprocessing step, we calculate a single kernel for both
images and model vectors. The kernel is based on the Hellinger coefficient presented
in Equation 26:
d(H i, Hj) =
√√√√1− 1√
H i ·Hj · (Nb)2
·
Nb∑
k=1
√
H ik ·Hjk, (26)
for which we calculate a Gaussian kernel as in Equation 27:
Dt = exp(
−Dg
2 · (σ0 · exp(−tλt ))2)
). (27)
We set the constant values at σ0 = 0.5 and λt = 0.8.
The final kernel matrix includes distances from images to images, from cluster cen-
ters to images and from clusters to clusters. This kernel matrix together with cluster
assignments from SOM is passed on to the on-line step of GP-SOM algorithm as a
prior covariance function in GP.
4.4 On-line step in GP-SOM
The basic idea behind the GP-SOM algorithm is to apply Bandit problem formula-
tion to the image search. Multi-Armed Bandits are used here in order to predict not
only the most relevant images according to the current selection of Gaussian Process,
but also those images, that would help to decrease uncertainty in the feature space.
An intuitive idea is that arms of a Bandit are images, rewards – user feedback. At
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every iteration, GP-SOM faces a decision-making problem – which image to show
to the user and receives some reward for it – user feedback. The challenge here is
to balance between exploration to find images that beat our current best prediction
and exploitation of the feedback in the system.
Instead of straightforward optimization in the image space, we utilize hierarchical
Multi-Armed Bandits [PACJ07]. Model vectors that are produced as a result of
clustering become the first level of instances for hierarchical Multi-Armed Bandits
and images associated with the model vectors become the second level. We apply
a 2-layer bandit settings: first we select a model vector and then an image from a
pool of images associated with a chosen model vector.
Thus, in the first layer, the arms are considered to be model vectors and we select one
model vector by GP-UCB algorithm. In the next step, arms are images associated
with the chosen model vector and we select one image. There might be two causes
for an image to be selected – it might have high predicted user interest or we might
want to get feedback on it to reduce our uncertainty about it. When we need to
obtain multiple images in a single iteration, we want to ensure that they are not only
different but also diverse. For example, if we get feedback on a particular location l
in the image space, it will be propagated on the neighboring datapoints by GP and
there is no need to show multiple images from location l. In other words, an optimal
selection of images should be spread out in the space and thus an algorithm should
try to reduce a gap in ’unexplored’ parts of the map.
Exploration/Exploitation algorithms aim to achieve this diversity, however, they are
designed to select one image per iteration, then receive feedback on it and predict
the next image. In our system, we present multiple images at each iteration and
thus have to design a procedure that will ensure optimal selection of n images which
cannot be assumed to be independent. Thus, when sampling the ith image among
the n images, we need to take into consideration the influence of i− 1th image that
has been selected for presentation before receiving any Relevance Feedback from
the user. Thus, when sampling the ith image, we assume that we received pseudo
feedback for the previously sampled images 1, 2, ..., i − 1. As we do not know the
user’s real opinion on the selected images, we take the GP belief on 1, 2, ..., i− 1th
images as our pseudo feedback. Again, we use hierarchical GP-UCB procedure
to sample the next image, taking into consideration user’s feedback from previous
iterations and pseudo feedback from the GP in the current iteration. We repeat the
selection procedure n times in order to obtain n images to present to the user. The
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procedure is illustrated in the Figure 4.4. The sampling procedure is described in
Algorithm 3.
Figure 5: Dataflow in the on-line step of GP-SOM
Algorithm 3 HierarchicalMAB
Require: SOM M = {V ′, AV }, where V ′ = {v′1, ..., v′m} is a set of kernelized model
vectors, v′i ⊂ RN×1 and AV = {a1, ..., am} is a set of image assignments to model
vectors, ai = {pj : pj ∈ cluster(vi)}, where pj is an image;
set of shown images pit−1 up to iteration t− 1: S = {p1t−1, ..., pnt−1};
feedback F on S: F = {f 1t−1, ..., fnt−1}, where −1 ≤ f it−1 ≤ 1.
set of selected images: R← {}
repeat
Arms are model vectors V ′ = {v′1, ..., v′m}, choose an arm v∗: v∗ ← max{GP-
UCB(V ′ , S, F )}
Arms are images associate with v∗ - AV ∗ = {pj : pj ∈ cluster(v∗)}, choose an
image p∗ and get its predicted relevance p∗f : p∗f , p∗ ← max{GP-UCB(AV ∗ , S, F )}
Update the set of shown images S with the selected image p∗: S ← S ∪ p∗
Update the feedback F with pseudo feedback p∗f : F ← F ∪ p∗f
Add the selected image p∗ to the result set R: R← R ∪ p∗
until n images are sampled: |R|= n
return set of n selected images R
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5 Complexity analysis
We benchmark our system against two Exploration/Exploitation algorithms already
presented in the section about contextual Multi-Armed Bandits: kernelized version
of LinRel [Aue02], which forms an integral part of the PinView system, and the
Gaussian Processes Bandit algorithm [SKKS09]. At each iteration, they suggest new
images to be presented based on the feedback from the user obtained in previous
iterations. The system exploratory selects not only current best predicted images,
but also images for which the user feedback improves the accuracy of the estimate
by decreasing the uncertainty in the feature space enabling better image selections
in subsequent iterations. We selected these two algorithms as they are the closest
in terms of design to GP-SOM.
When designing our algorithm, we consider not only theoretical guarantees of the
Exploration/Exploitation methods but also their applicability to real-time systems.
Usually theoretical analysis of bandit-style algorithms concentrate on regret bounds,
but the time required for computing every prediction is neglected. The application
we are considering is very practical, user-oriented and interactive and usability plays
an important role. We can even sacrifice a bit of quality if we can obtain the result
much faster. Below, we compare the computational complexity of LinRel, GP-
UCB bandits and GP-SOM and find out how the complexity depends on the size of
database and number of images presented at each step.
Let N denote the number of images in the dataset. At each iteration, we present n
images, where n N . We assume that the search can only last as long as all images
have been displayed, so that i · n < N . In most situations we are interested in the
situation when i · n N , otherwise the user can just browse the whole database.
Let us denote the constant in multiplication complexity as cm, summation as cs and
inversion as ci. We will consider the basic linear algebra operations, where matrix
multiplication of [m × k] by [k × p] takes time cm · O(mkp), summation of two
matrices of the size [m×n] takes time cs · O(mk) and inversion of an [k× k] matrix
requires ci · O(k3) steps.
34
5.1 LinRel
Let us consider the i+1th iteration. In each iteration i, LinRel calculates estimated
relevance score µi of each image:
µi = si · fi, (28)
where si is defined as:
si = Xp · (X>si ·Xsi + λI)−1X>si , (29)
and the variance is:
σi = diag(‖si‖). (30)
First, we calculate the complexity of one iteration of Kernelized LinRel. Remember
that the Xp matrix dimensionality is [N ×N ], Xsi is [i · n×N ] and fi is a vector of
[1× i · n]. Thus, the computation of si from Equation 29 requires:
(31)cm · O(N
2in) + cs · O(N2) + ci · O(N3) + cm · O(N3) + cm · O(N2in)
= cm · O(N3) + cs · O(N2) + ci · O(N3)
= O(N3).
Computing µ from Equation 28 takes just cm ·O(N2) = O(N2) and σ from Equation
30 takes cm · O(N2) as we need only values from the diagonal. To sum up, the
complexity of each step of LinRel does not depend on the number of iterations, but
on the number of images in the dataset as O(N3).
5.2 GP Bandits
At each iteration i, we present to the user the image that maximizes argmax{µi +√
β · σi}, where µi is a predicted mean of the relevance score, σi is a standard
deviation. In GP-UCB, we define µ as:
µ = K∗K−1r, (32)
and variance as:
K∗∗ −K∗K−1KT∗ . (33)
When analyzing the complexity of GP, we should notice that K∗K−1 is used in
both Equations 32 and 33 and so can be precomputed as v. K, K∗ and K∗∗ have
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dimensionality [in × in], [N × in] and [N × N ] respectively. Computing v takes
cm · O(Ni2n2) + ci · O(i3n3), µ from Equation 32 takes cm · O(Nin) and variance
from formula 33 takes cm ·O(Nin)+cs ·O(N) (because we only need values from the
diagonal). The total complexity of one iteration of GP bandits takes only O(Ni2n2)
compared to O(N3) of LinRel. At the same time, we avoid inverting a huge [N×N ]
matrix and do it only with a smaller [in× in] matrix.
5.3 GP-SOM
When building the Self-Organizing Map, we choose the number of points it contains
such that the complexity of the algorithm at each level of hierarchy is approximately
the same, which means that the number of model vectors in the map is chosen to
be approximately
√
N . We have already shown that the complexity of GP bandits
is O(Ni2n2). In GP-SOM, we perform the same calculations but on 2 levels with√
N objects in the set and n times (as after selecting each of the images we provide
a pseudo feedback). Thus, the complexity of GP-SOM is 2 · n · O(√Ni2n2) and
2 · n is much smaller than √N in any realistic situation. Moreover, Self-Organizing
Map approach can be generalized into an l-level hierarchical bandit by introducing
additional levels in the map and increasing the complexity only by a scalar factor.
If we fix the number of arms in each run to be P and allow an l level hierarchy, we
can process P l images with the complexity l · O(Pi2n3).
Table 1 summarizes the complexity of the three algorithms [KG13]. We can easily
see the benefit of using hierarchical GP bandits in Exploration/Exploitation trade-
off. Additionally, it was shown that the SOM approach can be generalized into l
level hierarchical bandits by introducing additional levels in the map and increasing
the complexity only by a scalar factor.
LinRel O(N3)
GP O(Ni2n2)
GP-SOM O(√Ni2n3)
Table 1: Time complexity of the on-line part of LinRel, GP bandits and GP-SOM.
36
6 Experiment Design and Results
We tested the performance of the ImSe system in simulations (Section 6.1) com-
paring it to LinRel and GP-UCB and in real-life experiments (Section 6.2), where
we couldn’t afford comparing to computationally expensive methods and involved
real users only for GP-SOM, Random and only Exploitation settings. Each of the
following sections presents the design of the experiments and the results obtained
in them.
6.1 Simulations
Due to the computational complexity of LinRel and GP bandits, we did not test
these algorithms in real-life settings with large dataset but instead we tested them
in simulations. In order to compare the performance of the three algorithms, we ran
a set of simulation experiments.
We used the MIRFLICKR-25000 dataset [HL08] with 3 sets of visual descriptors:
texture, shape and color [MJHL10]. We consider 3 visual aspects of each image
when constructing a map and the closest image is determined by a harmonic mean
of similarities in visual aspects:
1
(1/dt + 1/ds + 1/dc),
(34)
where dt is distance from a datapoint to the model vector in texture space, ds in
shape space, and dc in color space.
6.1.1 The User Model
We assume that the choice of one of the presented images is a random process, where
more relevant images are more likely to be chosen. In our simulation experiments,
we will rely on the user model proposed in [AGL+11], which has been shown to be a
close approximation of real user behavior. We assume a similarity measure S(x1, x2)
between images x1, x2, which also measures the relevance of an image x compared
to an ideal target image t by S(x, t). Let 0 ≤ λ ≤ 1 be the uniform noise in the
user’s choice. The probability of choosing image xi,j is given by:
D{xti = xi,j | xi,1, . . . , xi,k; t} = (1− λ)
S(xi,j, t)∑k
j=1 S(xi,j, t)
+
λ
n
. (35)
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Assuming a distance function d(·, ·), a possible choice for the similarity measure is
S(x, t) = d(x, t)−a with parameter a > 0. With the polynomial similarity measure,
the user’s response depends on the relative size of the image distances to the ideal
target image. We use Euclidean norm as the distance measure between image x and
the target image t. In all the experiments, the values of a and λ were kept constant
at 4 and 0.1, respectively (the optimal values based on [AGL+11]).
6.1.2 Simulations Results
The reported results are averaged over 100 searches for randomly selected target
images from the dataset. We also tested the influence of n, i.e. the number of
images displayed at each iteration, on the performance of the algorithms. In our
experiments n was set to 5, 10 and 20. The results are summarized in Figure 6,
where we show the average number of iterations to find the target image with respect
to the size of n.
Figure 6: Comparison of the performance of LinRel, GB UCB and GB-SOM.
GP-SOM significantly outperforms LinRel and GP bandits for smaller values of n.
For large values of n, there is no significant difference between LinRel and GP-SOM,
however GP-SOM is more computationally efficient than LinRel, i.e. LinRel is much
slower and does not scale up to large datasets of images. We believe this result is
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due to our enhanced multiple image selection policy with temporal pseudo feedback
that allows us to select diverse images at every iteration and it has the most effect
with small n.
6.2 Real-life Experiments
The Image Retrieval system ImSe was implemented in Python programming lan-
guage with scientific libraries NumPy and SciPy and deployed with Django frame-
work and Apache at the university server. The system is available under the url
<http://hand.hiit.fi/imse/start/?user=’thesis’>.
6.2.1 Task Design
Image Retrieval is sometimes classified in the literature [CMM+00] by the type of
target. According to this criteria image search consists of the following categories.
• Target search. Target search is the situation when the user is looking for a
particular image in the database. For instance, the user might want to find
a very specific image of himself/herself with a favorite cat at the age of 4 or
some well-known historical photography of a famous cathedral in the city.
• Category search. In this situation the user doesn’t have a concrete target in
mind, but he or she will be satisfied with any of the images from the desired
category. In this case the user might want to find a photo of a 4-year-old girl
or a building in the baroque style.
• Search by association. In this type of task the user is just browsing a big
collection of images without knowing how the target may look like, but only
with a concept in mind. For example, the user may be willing to illustrate
such concept as ’youth’ or illustrate an essay about the history of some city a
century ago.
Other studies may identify more categories of search, but in our work we will con-
centrate on the tasks identified by [CMM+00] and try to investigate what kind of
algorithms supports users in performing these tasks the best.
We designed three subtasks for each of these types. In the “Target search” task, we
asked the users to find a particular image randomly chosen from a database. We
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used images of: a) water, b) insect, c) city. In “Category search”, the users were
asked to find images from a certain category. The selected categories were: a) night,
b) flowers, c) sunset. In the “Open search” task, the users were given a description of
a situation that requires a set of images as an answer. The three subtasks were: a)
to find and image to illustrate an essay about wild life, b) to find an image to attach
to an invitation to a mountain trip, c) to help a journalist to find an illustration to
an article about spring.
Task 1. Target search
Please find the image that is shown in the top left corner of the screen. If you find an exact
image, finish the experiment by pressing the ’Finish’ button, otherwise terminate when
you don’t feel that continuing the experiment will bring you closer to the target. You will
perform 3 subtasks in this task. We ask you to mark (as Excellent, Good or Satisfactory)
as many images as you can during each of the session, but at least 3 images in any of the
subtasks. If you don’t like the target and/or first images, you can update the page.
a) Follow the link to look for an image with water
b) Follow the link to look for an image with an insect
c) Follow the link to look for an image with city
Task 2. Category search
In this task we ask you to find as many images of a particular category as you can. You will
perform 3 subtasks in this task. As previously, we ask you to mark images as Excellent,
Good and Satisfactory. Please find as many images of the category of each subtask as you
can, but at least 5 images in every subtask.
a) Follow the link to look for images of category NIGHT
b) Follow the link to look for images of category FLOWERS
c) Follow the link to look for images of category SUNSET
Task 3. Open-ended search
In the last task we ask you to perform an open-ended search, where you have to find suitable
images for 3 different scenarios. As usual, mark as many images as you find relevant with
marks Excellent, Good or Satisfactory. Mark at least 5 images in each search. You are
welcome to be creative in this task!
a) You are looking for an image to accompany your essay on wild life. Use this link to
perform this task.
b) You want to invite a friend for a mountain trip and looking for an illustration to your
invitation letter. Use this link to perform this task.
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c) You are a journalist writing an article about spring. Find an appropriate illustration
for it. Use this link to perform this task.
6.2.2 System Interface.
ImSe has a very simple user interface designed to be used without any initial training.
The basic interface of the system is presented in Figure 7. In the “Target search”
task, the target image is displayed in the top left corner of the screen. At each
iteration, the users were presented with 10 images.
Figure 7: ImSe system interface
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Figure 8: ImSe image control panel
When a mouse hover around an image, the control panels appear. The displayed
images include two control panels (Figure 8). To navigate the system, the slidebar at
the bottom of each image is used. The scale runs from -1 to +1, where -1 indicates
that an image is irrelevant and +1 indicates that an image is relevant. Through
this slidebar, the users provide their relevance feedback on the displayed images. In
the top left corner, there are 3 radio buttons that were added only for testing, the
input from which is used for the system evaluation. The users were asked to mark
all the appropriate images either as “Satisfactory” (sharing some of the features, but
not sufficient to substitute the target image), “Good” (close to the target, but not
exact) or “Excellent” (almost identical to the target). The users were not required
to grade all the images, but only those they find useful for prediction. To navigate
the system, the “Next” button is used. Having completed the task, the user presses
the “Finish” button to terminate the search (Figure 7). We collect the information
about the images presented to the users, the feedback and all the marks (“Excellent”,
“Good” and “Satisfactory”) provided by the users. We did not ask the users to run
the search for a specific number of iterations but instead we allowed them to finish
the search when they felt satisfied with the results. Below we show the instructions
that were provided to the users.
System usage
We ask you perform several tasks in different system configurations. Please watch the
video attached about system usage.
To navigate the system, use the slidebar at the bottom of each image, the scale goes from
-1 to +1, where -1 indicates that an image is visually irrelevant and +1 indicate that an
image is relevant, press ’Next’ to get next prediction. You do not need to grade all the
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images, but only those you find useful for navigation (both relevant or irrelevant ). Mark
all appropriate images that you find during the search as
• Excellent (almost identical to the target),
• Good (close, but not exact) and
• Satisfactory (sharing the some of mains features, but not sufficient to substitute the
target).
Marks from slidebar go to the system for navigating and marks Excellent, Good and
Satisfactory go to us to evaluate system’s success. Please note that no text is used in the
system, only visual similarity between images, it will help you to navigate in the space.
Mark all the appropriate images before terminating, press ’Finish’ to terminate the search.
Please note that it is not possible to go back to the previous step, so you have to mark
the images as they are presented to you (but you don’t need to mark all of the presented
images)! Do not forget about possibility to give negative feedback! Use Chrome browser!
Now you can try it out here.
6.2.3 Logging
During the interactions with the system some information about the system usage
was recorded and specially for this purposes a structure of relational database was
constructed. There are 3 instances that are recorded, they are Image, Experiment
and Iteration.
Image is used mostly inside the system and it allows to refer any image stored there.
It has the following fields:
field type meaning
index integer position of the image in the kernel
filename string path and name of the file containing the image
Table 2: Image database structure
The most important for log analysis is the Experiment table in the database, it
contains all the basic information about the task execution. In order to analyze and
evaluate the performance of different algorithms we record such information as the
time when the task started and ended and how may images of each type close to
the target were marked.
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field type meaning
session id string the session id in the cookies
user name string the name assigned to users during the experiment
algorithm string the name of the algorithm utilized in the experiment, possi-
ble values are GP-SOM, Exploitation and Random
target type string the type of the target in the task, can be either ’target’,
’category’ or ’open’ search
category string the description of image that was a target in the search, for
example, ’water’, ’insect’, ’sunset’, ’wild life’, ’mountain trip’
target Image the link to an Image object, if ’target’ search was used, oth-
erwise None
interactions integer the number of interactions performed during the search ses-
sion
excellents integer the number of excellent images marker during the search
goods integer the number of good images marker during the search
satisfactories integer the number of satisfactory images marker during the search
images number
total
integer total number of images in the database retrieved
images number it-
eration
integer number of images shown to the user at each iteration
finished boolean true is user completed the search by pressing the button to
terminate the search
time start integer time stamp for the beginning of the experiment
time finish integer time stamp when the user completed the task
Table 3: Experiment database structure
For more detailed look at the experiment data we can refer to the Iteration table
that contains information about every step from the experiment. In this table we
can find information about what images were shown to the user, what feedback for
them was received, when each of the relevant images was marked.
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field type meaning
experiment Experiment the reference to the corresponding experiment from Experi-
ment table
iteration integer the number of this iteration
images shown string indexes of images shown at the iteration
feedback string feedback from slidebar for the shown images
marks string the marks that were given to the images shown if any
time integer time stamp at which the iteration was done
Table 4: Experiment database structure
6.2.4 Experiments Configuration
We recruited 18 participants (9 male and 9 female) with different backgrounds (lin-
guistics, arts, biology, computer science, physics etc.) and of different ages (22-55)
to participate in the experiments. We used the same MIRFLICKR-25000 dataset
[HL08] as in the simulation experiments. We used different permutations for differ-
ent algorithms in order to minimize the influence of order in which different settings
were performed by the users. However, each subtask was performed an equal num-
ber of times with each of the tested settings, i.e. GP-SOM, exploitation only (Expl)
and random (Rand).
Users were performing each type of task (Target, Category and Open search) in 3
different system configurations: a) algorithm used for image prediction was GP-SOM
b) strategy was ’only Exploitation’ c) images at each iteration were shown randomly.
Trying to minimize the influence of order in which the systems are tried by users,
everyone used the systems in different order and the amount of trials in different
configurations were equal when aggregated for all the users. The configuration for
the experiment can be found in Table 5.
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task target target target category category category open open open
user water insect city night flowers sunset wildlife mountain spring
1 gp-som Expl Rand Expl gp-som Rand Rand gp-som Expl
2 Expl gp-som Rand Rand gp-som Expl gp-som Rand Expl
3 Rand gp-som Expl gp-som Rand Expl Expl Rand gp-som
4 gp-som Rand Expl Expl Rand gp-som Rand Expl gp-som
5 Expl Rand gp-som Rand Expl gp-som gp-som Expl Rand
6 Rand Expl gp-som gp-som Expl Rand Expl gp-som Rand
7 Expl gp-som Rand gp-som Expl Rand Rand gp-som Expl
8 Rand gp-som Expl Expl gp-som Rand gp-som Rand Expl
9 gp-som Rand Expl Rand gp-som Expl Expl Rand gp-som
10 Expl Rand gp-som gp-som Rand Expl Rand Expl gp-som
11 Rand Expl gp-som Expl Rand gp-som gp-som Expl Rand
12 gp-som Expl Rand Rand Expl gp-som Expl gp-som Rand
13 Rand gp-som Expl Expl gp-som Rand gp-som Expl Rand
14 gp-som Rand Expl Rand gp-som Expl Expl gp-som Rand
15 Expl Rand gp-som gp-som Rand Expl Rand gp-som Expl
16 Rand Expl gp-som Expl Rand gp-som gp-som Rand Expl
17 gp-som Expl Rand Rand Expl gp-som Expl Rand gp-som
18 Expl gp-som Rand gp-som Expl Rand Rand Expl gp-som
Table 5: Combinatorial design of the experiment for 18 subjects, 3 types of tasks
and 3 algorithms.
6.2.5 Real-life Experimental Results.
Having conducted all the experiments we collected the data from logs to analyze
the performance of different settings. Table 6 summarizes the average number of
iterations that it took the users to complete each type of task. In all types of
tasks, the average number of iterations for GP-SOM and Exploitation algorithm
was approximately the same, but clearly smaller than for the Random algorithm.
In general, the Target search took the longest reflecting the fact that searching for
a specific target takes more iterations than a less specific type of search.
Algorithm Target search Category search Open search
Random 20.8 14.4 19.1
Exploitation 16.1 12.2 13.8
GP-SOM 15.4 12.6 13.8
Table 6: Number of iterations for GP-SOM, Exploitation and Random algorithms
for different types of tasks.
In Table 7, we report the average time spent on each iteration for different types of
settings. The results show that the users need to spend more time at every iteration
of GP-SOM, observing how the results have changed, compared to Exploitation,
where the next iteration is very similar to the previous one and there is very little
variation in the type of images presented.
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Algorithm Target search Category search Open search
Random 0.43 0.43 0.37
Exploitation 0.37 0.28 0.25
GP-SOM 0.43 0.42 0.31
Table 7: Time in minutes spent at each iteration for GP-SOM, Exploitation and
Random algorithms for different types of tasks.
Taking into consideration the images bookmarked as ’Excellent’, ’Good’ and ’Satis-
factory’, we define the following measure of weighted average mark as a quality of
search that is used in the further analysis of the results:
(3 ·#excellent+ 2 ·#good+ 1 ·#satisfactory)/#iterations. (36)
Table 8 compares the performance for all the three algorithms in terms of the de-
fined measure for different categories of search. We report the average cumulative
score per iteration. The proposed algorithm GP-SOM outperforms Exploitative and
Random algorithms for all types of searches. Judging by the weighted number of
bookmarked images by the users, the Target search is the most difficult due to the
specific nature of the task. The best result by GP-SOM was obtained in Category
search. As expected, the random algorithm performs the worst. The pure exploita-
tion algorithm performs worse than GP-SOM in all tasks indicating that GP-SOM
helps the user to find more suitable images.
Search
type
Algorithm Weighted average of
bookmarked images per
iteration
Random 0.95
Target Exploitation 1.56
GP-SOM 1.64
Random 1.51
Category Exploitation 2.06
GP-SOM 2.85
Random 1.34
Open Exploitation 2.06
GP-SOM 2.58
Table 8: Comparison of the performance of GP-SOM, Exploitation and Random
algorithms in different types of tasks.
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Below, we discuss the results for all types of search separately.
Target search. In Target search, the users were shown a particular target image to
find, but as it may take a long time to find a very specific image, we allowed the
users to terminate the search if they felt they found enough close substitutes for
the target image. In our case, images marked as “Excellent” were close substitutes
for the target image. In Figure 9, we can see that the number of “excellent” images
found by the users grows with the number of iterations in GP-SOM, Exploitation
and Random settings. We can clearly see that the strategy with Exploitation only
has converged after 12 iterations and the users could not find any more “excellent”
images as they are stuck in a local maximum. GP-SOM, where exploration is also
present, continues to find suitable images throughout the whole search session.
Figure 9: Cumulative number of “excellent” bookmarked images in target search.
Table 9 shows detailed information on how many images of each type were book-
marked by users on average per one iteration. Users ofGP-SOM were more successful
than those of the other algorithms in finding “Excellent” and “Good” images. For
Target search, “Excellent” images are of great importance as they are similar enough
to the target image to substitute it.
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Target search
Algorithm #excellent/#iterations #good/#iterations #satisfactory/#iterations
Random 0.057 0.175 0.431
Exploitation 0.134 0.317 0.521
GP-SOM 0.151 0.346 0.493
Category search
Random 0.30 0.197 0.213
Exploitation 0.4 0.318 0.209
GP-SOM 0.68 0.297 0.212
Open-ended search
Random 0.137 0.282 0.363
Exploitation 0.341 0.361 0.309
GP-SOM 0.484 0.38 0.364
Table 9: The average number of bookmarked images per iteration for GP-SOM,
Exploitation and Random algorithms in Target, Category and Open-ended searches.
Category search. We obtained category annotations for some of the image classes
from MIRFLICKR dataset and we used this information for additional evaluation
of the performance of the “Category search”. We calculated the precision for all
three algorithms and got on average 12% precision for Random browsing, 23% for
Exploitation search and 26% for the GP-SOM based system (Table 10).
Algorithm Precision
Random 12%
Exploitation 23%
GP-SOM 26%
Table 10: Precision in Category search in GP-SOM, Exploitation and Random al-
gorithm.
The graph of cumulative quality score was obtained using Equation 36 for Category
search and it is shown in Figure 10. It took only 5 iterations for GP-SOM to
outperform the Exploitation setting. Table 9 shows the average number of images
of every type per iteration. GP-SOM obtains the highest score for “Excellent” images
but it is slightly worse at finding “Good” images, while the amount of “Satisfactory”
images retrieved is approximately the same in all settings.
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Figure 10: Weighted cumulative number of bookmarked images in category search
Open-ended Search. When analyzing the Open-ended search we looked at the
weighted average of number of bookmarked images over time and total number
of images of each category per iteration. The results are illustrated in Figure 11. As
we can see in Table 9, GP-SOM performs well in all categories but its performance
is significantly high in finding “Excellent” images.
Figure 11: Weighted cumulative number of bookmarked images in open ended
search.
6.2.6 Detailed Discussion
In Figure 12 we can see weighted average number of bookmarked images in each of all
the tasks separately that were offered to the users. The difference in the performance
of different algorithms depends on the task. For example, in the Target search of
insects, category search of flowers and sunset and open-ended search of illustration
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for a wild-life, the GP-SOM algorithms is performing better and better after a few
iterations and outperforms Exploitation and Random algorithms that are converged
too fast and do not help to find better results with time. The task of finding an
insect image in the database is not a trivial as finding, for example, water image,
especially as there are not that many insect images in the database. We are glad to
demonstrate that the GP-SOM algorithm was successful in supporting the user in
this type of a task.
Figure 12: Weighted cumulative number of bookmarked images in category search
In general, we can notice that people managed with category search better that with
the other types and managed to find the largest number of relevant images, even
though open-ended tasks gave them more freedom to define what the appropriate
target is.
There are 2 tasks in which none of the settings performed well – they are target
search for city and open-ended search for image for a invitation for a mountain trip.
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Besides, mountain trip search performed the worst among other tasks and we believe
that users failed to complete the task because there were not enough images of this
content in the database. We explain no difference in the results reached by the users
performing the task in different settings in the search of a particular image of a city
by lack of appropriate image features descriptors distinguishing this type of images.
It is actually almost impossible to see the difference in city images judging only
by 3-D color histogram color and more sophisticated feature extraction techniques
are needed. In the task on finding images to illustrate an article about spring we
see that Exploitation and GP-SOM algorithms are performing almost identical, but
much better than a Random algorithm. It shows that color features used to solve
this task helped a lot to distinguish them from other images, but the task was easy
and flexible enough to cope with it even without using Exploration.
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7 Conclusions and Discussion
We proposed a model of time-efficient Relevance Feedback mechanism for Content-
Based Image Retrieval with an Exploration/ Exploitation algorithm that balances
between presenting images about which the system is uncertain and images about
which the system has high confidence. The model uses clusters of images obtained
through Self-Organizing Map to serve as the first layer in GP bandits in order to
overcome scalability issues in large unannotated databases.
We performed simulations and real-life experiments to test the performance of the
proposed algorithm and it was found to outperform the competing algorithms in all
the criteria: convergence, time-efficiency and usability. Simulation results demon-
strated that the proposed mechanism of selecting multiple images ensures their diver-
sity and achieves better performance when a small number of images are presented
at each iteration.
The hierarchical technique used in GP-SOM facilitates running image searches much
faster and can be easily used in real-life systems. We created an Image Retrieval
system ImSe incorporating the GP-SOM algorithm and tested its performance in
different types of searches. The experimental results show that in all types of search,
users of the GP-SOM algorithm were able to find more relevant images in a fewer
number of iterations compared to other algorithms.
There are a number of interesting observations related to the experimental results.
First, there we observed a clear difference between male and female behavior in
Image Retrieval that we did not analyze in details: female participants tend to spend
more time per iteration selecting images compared to male participants. Another
interesting observation concerns performance of the GP-SOM algorithm in tasks
with a varying level of “complexity”. For instance, when the task is more difficult
(few similar images in the database or the image contains very specific features),
GP-SOM gives us a large improvement over a strategy based only on exploitation.
We will conduct more tests in the future to fully confirm these observations.
An obvious direction for ongoing research is to learn individual feature kernel combi-
nations instead of relying only on one feature and incorporate this into a hierarchical
scenario. We would also like to deploy even bigger variants of the system with more
sophisticated visual features. Another interesting process we would like to investi-
gate is ensuring the diversity among multiple selected objects as an optimization
problem. It also could be interesting to model the stochastic environment with non-
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parametric methods, where the distribution of the rewards is changing with time.
Moreover, we are curious to investigate other types of feedback and manipulations
from the user.
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