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Abstract
In semi-online scheduling problems, we always assume that some partial additional information is exactly known in advance.
This may not be true in some applications. This paper considers semi-online scheduling problems on two identical machines with
inexact partial information. Three versions are considered, where we know in advance that the total size of all jobs, the optimal
value, and the largest job size are in given intervals, respectively, while their exact values are unknown. We give both lower bounds
of the problems and competitive ratios of algorithms as functions of a so-called disturbance parameter r ∈ [1,∞). We establish
for which r the inexact partial information is useful to improve the performance of a semi-online algorithm with respect to its pure
online problem. Optimal or near optimal algorithms are then obtained.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In scheduling theory, a problem is called offline if we have full information on the job data before constructing
a schedule. If jobs arrive one by one and the jobs are required to be scheduled irrevocably on machines as soon
as they are given, without any knowledge of the jobs that will arrive later, the problem is called online. If some
partial additional information about the jobs is available in advance, and we cannot rearrange any job that has been
assigned to machines, then the problem is called semi-online. Different partial information produces different semi-
online problems. Algorithms for (semi-) online problems are called (semi-) online algorithms. Naturally, one wishes to
achieve improvement of the performance of a semi-online algorithm with respect to its corresponding online problem
by exploiting additional information. Though it is a relatively new area, various papers and a number of results on
semi-online algorithms for scheduling problems have been published in the last decade. This paper will also consider
the design and analysis of algorithms for semi-online scheduling.
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∗ Corresponding author. Tel.: +86 571 87951429; fax: +86 571 87953715.
E-mail address: tanzy@zju.edu.cn (Z. Tan).
0304-3975/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2007.02.014
Z. Tan, Y. He / Theoretical Computer Science 377 (2007) 110–125 111
In semi-online research, it is crucial to determine which type of partial information can improve the performance
of a semi-online algorithm, and to what extent. Here we use the competitive ratio to measure the performance of an
(semi-) online algorithm. For an (semi-) online algorithm A and a job sequence, let C A denote the objective function
value produced by A and let C∗ denote the optimal value in an offline version. Then the competitive ratio of A is
c = inf{c′ : C A ≤ c′C∗, for any job sequence}. An (semi-) online problem has a lower bound ρ if no (semi-) online
algorithm has a competitive ratio smaller than ρ. An (semi-) online algorithm is called optimal if its competitive ratio
matches the lower bound. With these definitions, we say that an information is useful if it can admit an optimal semi-
online algorithm with a competitive ratio smaller than that of an optimal online algorithm or the lower bound of the
pure online problem.
We use the classical scheduling problem P2||Cmax to illustrate the idea and method in this paper. Note that
P2||Cmax is the most commonly studied problem in the semi-online scheduling literature; corresponding results,
lower bounds and optimal algorithms are the basis for further study on general problems. It can be formulated as
follows. We are given a sequence of independent jobs with sizes p1, p2, . . . , pn , which must be non-preemptively
scheduled onto two identical machines M1,M2. We identify the jobs with their sizes. The objective is to minimize the
maximum machine load i.e. makespan, where the load of a machine is the total size of the jobs assigned to it. It is
well known that algorithm LS is an optimal algorithm for the online version of P2||Cmax with a competitive ratio of
3/2 [9], [8]. Here LS always assigns all the jobs to the machine with the smaller current load.
Several basic semi-online variants have been studied so far. Among others, Azar and Regev [4] considered the
information that the optimal value C∗ is known in advance (denoted by opt), which is also called the online bin
stretching problem. Kellerer et al. [11] considered the information that the total size of all the jobs T = ∑nj=1 p j
is known in advance (denoted by sum), which can be also thought of the generalized online bin stretching problem
[5]. He and Zhang [10] considered the information that the largest job size pmax = max j=1,...,n p j is known in
advance (denoted by max). It is interesting that optimal algorithms for these semi-online problems have the identical
competitive ratio of 4/3, which seems to imply that these types of partial information are of the same usefulness.
Seiden et al. [12] studied another semi-online problem where jobs arrive in order of decreasing sizes (denoted by dec).
They proved that LS is still optimal with a competitive ratio of 7/6.
To further shed light on usefulness of different types of information, combined semi-online problems have attracted
researchers’ attention. The problem is to determine whether a combination of two types of information can admit to
the construction of a semi-online algorithm with much smaller competitive ratio than that of the case where only one
type of information is available. Tan and He [13] pointed out several kinds of combination which make no sense.
They further considered two combined semi-online problems. One is the version where both sum and dec are known
in advance, and the other is the version where both sum and max are known in advance. Optimal algorithms with
competitive ratios of 10/9 and 6/5 were provided, respectively. Epstein [7] considered a semi-online version with
combined information opt and dec. An optimal algorithm with a competitive ratio of 10/9 was provided. Moreover,
Do´sa and He [6] studied the semi-online versions where one type of information and one type of additional algorithmic
extension are combined.
In all the above considered semi-online problems, we assume that the known partial information is exact. However,
this assumption may not be true in some applications. Instead, we may know some partial information in advance,
but this information is not accurate, or it has uncertainty. That is, we only know some disturbed partial information
in advance. We would like to see whether it is still useful, and how to design an algorithm based on this inexact
information accordingly. In this paper, we propose to introduce this concept in the context of semi-online scheduling.
Three variants regarding the basic semi-online versions opt, sum,max will be studied. For the first variant, denoted
by P2|dis opt|Cmax, we know in advance that there exist some p > 0 and r ≥ 1 such that C∗ ∈ [p, rp]. For the
second one, denoted by P2|dis sum|Cmax, we know in advance that there exist some p > 0 and r ≥ 1 such that
T ∈ [p, rp]. For the last one, denoted by P2|dis max|Cmax, we know in advance that there exist some p > 0 and
r ≥ 1 such that pmax ∈ [p, rp]. We call r the disturbance parameter. We will present the competitive ratios of semi-
online algorithms and lower bound as functions of the r for each problem, by which we can see to what extent the
disturbed information is useful, and how the disturbance parameter affects the competitive ratios/lower bounds from
the parametric competitive ratios/lower bounds obtained. The results are summarized in Table 1, and Fig. 1 further
depicts the competitive ratios and the lower bounds of the three problems.
Moreover, although sum is a relaxation of opt, all the results are similar or are identical in the literature (e.g.,
competitive ratios, algorithms, and lower bounds) for P|sum|Cmax and P|opt|Cmax, that is to say, an algorithm
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Table 1
The results obtained in this paper
Problem dis opt dis sum dis max
The interval of r where the algorithm obtained is optimal
[
3+√21
6 ,
1+√10
3
] [
3+√21
6 ,∞
) [1,√5− 1]
∪
[
6−√10
2 ,∞
)
∪[2,∞)
The interval of r where the disturbed information is useful
[
1, 32
) [
1, 32
)
[1, 2)
The gap between the upper and lower bound ≤ 0.0303 ≤ 0.0303 ≤ 0.0445
The total length of non-optimal interval ≤ 0.2957 ≤ 0.2635 ≤ 0.7640
Fig. 1. Left: The competitive ratios and lower bounds of P2|dis sum|Cmax and P2|dis opt|Cmax. Solid curves are for the former problem and
dashed curves for the latter problem. Right: The competitive ratio and lower bound of P2|dis max|Cmax.
designed for P|sum|Cmax may be applied to P|opt|Cmax with the same competitive ratio [4,5,1]. However, we
will show that this may not be valid for our problems. In fact, when 1.3502 ≤ r ≤ 3/2, the lower bound for
P2|dis opt|Cmax is smaller than that for P2|dis sum|Cmax, and our algorithm H1 also has a smaller competitive ratio
when it is applied to P2|dis opt|Cmax. Therefore, these two types of information have some similarity in semi-online
algorithm design and analysis, but definitely are not identical, even for the two machines case.
A somewhat closely related problem is the basic semi-online problem of P2||Cmax, where it is assumed that there
exist some p > 0 and r ≥ 1 such that all the job sizes are in [p, rp]. He and Zhang [10] proved that LS is an optimal
algorithm with a competitive ratio of (1+min{r, 2})/2. However, this problem is different from those considered in
this paper, since for this problem, we know the exact information of every job once it arrives, and it becomes optimally
solvable for the case of r = 1 (we then have full information of the job sequence, and it is a very special case that
all jobs are identical). For our considered problems, we never know the exact information of opt, sum and max,
respectively, and they become semi-online ones P2|opt|Cmax, P2|sum|Cmax, and P2|max|Cmax even when r = 1.
Another related problem is the semi-online problem of P2||Cmax where the total size of all the jobs T is known in
advance, and it is assumed that the size of jobs does not exceed a fixed upper bound γ . Angelelli et al. [2,3] presented
both lower bounds and competitive ratios of semi-online algorithms as functions of r = 2γ /T . Optimal algorithms
for some intervals of r ∈ [0, 1] were obtained.
The paper is organized as follows. Section 2 considers P2|dis opt|Cmax and P2|dis sum|Cmax simultaneously.
Section 3 considers P2|dis max|Cmax. When analyzing a semi-online algorithm, we denote by l ti the current load of
Mi right before the assignment of pt , and by li the final load of Mi after all the jobs have been assigned, i = 1, 2.
2. Problems with dis opt and dis sum
By normalization, we assume that p = 1 when considering P2|dis opt|Cmax, and p = 2 when considering
P2|dis sum|Cmax.
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2.1. Lower bounds
Theorem 2.1. Any semi-online algorithm A for P2|dis opt|Cmax has a competitive ratio of at least
4
3 , for 1 ≤ r ≤ 87 ,
5r
2r+2 , for
8
7 ≤ r ≤ 3+
√
21
6 ≈ 1.26376,
7r+1
4r+2 , for
3+√21
6 ≤ r ≤ 1+
√
10
3 ≈ 1.38743,
6−√10
2 , for
1+√10
3 ≤ r ≤ 6−
√
10
2 ≈ 1.41886,
r, for 6−
√
10
2 ≤ r ≤ 32 ,
3
2 , for r ≥ 32 .
Proof. (1) Since 4/3 is the lower bound for the problem P2|opt|Cmax, it is still valid for P2|dis opt|Cmax when
1 ≤ r ≤ 8/7.
(2) Remember that C∗ ∈ [1, r ] in the following proof. Assume 3+
√
21
6 ≤ r ≤ 1+
√
10
3 . Let p1 = 2r
2−r−1
4r+2 and
p2 = 3r2−r4r+2 . If they are assigned to the same machine, say M1, let p3 = r
2+3r
4r+2 . If p3 is also assigned to M1, let the
last two jobs be p4 = 3+6r−5r24r+2 and p5 = 2+r−r
2
4r+2 . Then we have
C A ≥ p1 + p2 + p3 = 6r
2 + r − 1
4r + 2 ≥
7r + 1
4r + 2
while C∗ = 1. It follows that C AC∗ ≥ 7r+14r+2 . If p3 is assigned to M2, let p4 = 2r
2+3r+1
4r+2 . We obtain
C A ≥ min{p1 + p2 + p4, p3 + p4} = min
{
7r2 + r
4r + 2 ,
3r2 + 6r + 1
4r + 2
}
= 7r
2 + r
4r + 2 ,
and C∗ = r , resulting in C AC∗ ≥ 7r+14r+2 .
Hence we only need to consider the case that A assigns pi to Mi , i = 1, 2. Then let p3 = 4r−2r24r+2 . If p3 is assigned
to M1, let the last two jobs be p4 = 1 and p5 = 3+2r−3r24r+2 . We have C∗ = 1 and
C A ≥ min{p1 + p3 + p4, p2 + p4} = min
{
7r + 1
4r + 2 ,
3r2 + 3r + 2
4r + 2
}
= 7r + 1
4r + 2 .
It follows that C
A
C∗ ≥ 7r+14r+2 . If p3 is assigned to M2, let p4 = 1+4r−r
2
4r+2 . If p4 is assigned to M1, let the last job be
p5 = 6r2−2r4r+2 . We have
C A ≥ min{p1 + p4 + p5, p2 + p3 + p5} = 7r
2 + r
4r + 2 ,
and C∗ = r , implying C AC∗ ≥ 7r+14r+2 . If p4 is assigned to M2, let the last two jobs be p5 = p6 = 2+r−r
2
4r+2 . We have
C A ≥ p2 + p3 + p4 = 7r+14r+2 , and C∗ = 1. It follows that C
A
C∗ ≥ 7r+14r+2 , too.
(3) By setting r = 1+
√
10
3 , we know
7r+1
4r+2 = 6−
√
10
2 . Hence, we conclude that
6−√10
2 is still the lower bound
of the problem for the case of 1+
√
10
3 ≤ r ≤ 6−
√
10
2 . Using sequences {p1 = p2 = r2 , p3 = p4 = 1 − r2 } and
{p1 = p2 = r2 , p3 = r}, we can obtain a lower bound of min{r, 3/2} for the case of 6−
√
10
2 ≤ r ≤ 2. Using sequences
{p1 = p2 = 1} and {p1 = p2 = 1, p3 = 2}, we can obtain a lower bound of 32 for the case of r ≥ 2.
(4) The result of the remaining case of 87 ≤ r ≤ 3+
√
21
6 can be verified by essentially similar arguments to
those in (2), so we only list the schedules of algorithm A, and the adversarial sequences for all possible situations in
Table 2. 
Let r1 ≈ 1.3502 be the solution of the equation 7r+14r+2 =
√
1+32r−1
4 .
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Table 2
The case of r ∈
[
8
7 ,
3+√21
6
]
for Theorem 2.1
Schedule by A
Adversary sequence Optimal schedule C A
M1 M2
{p1, p2, p3, p4, p5} ∅ { 3r−2r2
2r+2 ,
3r2−2r
2r+2 ,
4r−r2
2r+2 ,
2+r−r2
2r+2 ,
2−2r+r2
2r+2
}
M1 : {p1, p2, p4}
M2 : {p3, p5}
C∗ = 1
2
{p1, p2, p3, p4} {p5} 2+6r−r22r+2
{p1, p2, p3, p5} {p4} 2+3r+r22r+2
{p1, p2, p3} {p4, p5} 5r2r+2
{p1, p2, p4} {p3}
{
3r−2r2
2r+2 ,
3r2−2r
2r+2 ,
4r−r2
2r+2 ,
4r2−r
2r+2
}
M1 : {p1, p4}
5r2
2r+2
M2 : {p2, p3}
{p1, p2} {p3, p4} C∗ = r 3r2+3r2r+2
{p1, p3, p4, p5} {p2} { 3r−2r2
2r+2 ,
3r2−2r
2r+2 ,
6r−4r2
2r+2 , 1,
2−5r+3r2
2r+2
}
M1 : {p1, p2, p3, p5}
M2 : {p4}
C∗ = 1
4+6r−3r2
2r+2
{p1, p3, p4} {p2, p5} 2+11r−6r22r+2
{p1, p3, p5} {p2, p4} 2+3r22r+2
{p1, p3} {p2, p4, p5} 4−5r+6r22r+2
{p1, p4, p5} {p2, p3} { 3r−2r2
2r+2 ,
3r2−2r
2r+2 ,
6r−4r2
2r+2 ,
r2+r
2r+2 ,
6r2−4r
2r+2
}
M1 : {p1, p2, p4} 5r22r+2
{p1, p4} {p2, p3, p5}
M2 : {p3, p5}
5r2
2r+2
C∗ = r
{p1, p5, p6} {p2, p3, p4} { 3r−2r2
2r+2 ,
3r2−2r
2r+2 ,
6r−4r2
2r+2 ,
r2+r
2r+2 ,
2−2r+r2
2r+2 ,
2−2r+r2
2r+2
}
M1 : {p1, p4, p5}
M2 : {p2, p3, p6}
C∗ = 1
5r
2r+2
{p1, p5} {p2, p3, p4, p6} 2+3r+r22r+2
{p1, p6} {p2, p3, p4, p5} 2+3r+r22r+2
{p1} {p2, p3, p4, p5, p6} 4+r+2r22r+2
Theorem 2.2. Any semi-online algorithm A for P2|dis sum|Cmax has a competitive ratio of at least

4
3 , for 1 ≤ r ≤ 87 ,
5r
2r+2 , for
8
7 ≤ r ≤ 3+
√
21
6 ,
7r+1
4r+2 , for
3+√21
6 ≤ r ≤ r1,√
1+32r−1
4 , for r1 ≤ r ≤ 32 ,
3
2 , for r ≥ 32 .
Proof. Because all the job sequences used in the proof of Theorem 2.1 satisfy T ∈ [2, 2r ], the lower bound for the
dis opt problem claimed in Theorem 2.1 is still valid for the dis sum problem. However, in the following, we show
that, if r1 ≤ r ≤ 3/2, the dis sum problem admits a greater lower bound.
Write x =
√
1+32r−1
8 . Then x > 1/2 and 3x < 2r < 4x . Let p1 = p2 = x . If they are assigned to the same
machine, let the last two jobs be p3 = p4 = 1− x . Obviously, C A ≥ max{2x, 2−2x} = 2x , while C∗ = 1. It follows
that C
A
C∗ ≥ 2x . Otherwise, let the last job be p3 = 2r − 2x . We then have C A = 2r − x and C∗ = 2x . It follows that
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C A
C∗ ≥ 2r−x2x . Therefore,
C A
C∗
≥ min
{
2x,
2r − x
2x
}
≥
√
1+ 32r − 1
4
. 
2.2. Description of algorithms
In this subsection, we present our semi-online algorithms. Noting that the lower bounds are 3/2 for any r ≥ 3/2,
LS is optimal for the problems considered in this section. That is to say, the disturbed information becomes useless.
Hence, we focus on the interval of r ∈ [1, 3/2] in the following.
Let c be a parameter satisfying r ≤ c ≤ 2 whose exact value will be specified later. In fact, c will be the desired
competitive ratios of our algorithms. We call the process that assigns jobs one by one by an algorithm as a scheduling
process.
Definition 2.1. (1) If right before the assignment of job pt , l ti1 ∈ [(2−c)r, c] and l ti2 ≤ c hold, where {i1, i2} = {1, 2},
then we say that a scheduling process is in Stopping Condition 1 (SC1 for short).
(2) If right before the assignment of job pt , l ti1 ∈ [(4−2c)r−c, c−1] and l ti2 < (2−c)r hold, where {i1, i2} = {1, 2},
then we say that a scheduling process is in Stopping Condition 2 (SC2 for short).
We further present two basic assignment procedures as follows.
Assignment Procedure 1 (AP1 for short): Assign pt and all the remaining jobs to Mi2 . Stop.
Assignment Procedure 2 (AP2 for short): Assign pt and subsequently arriving jobs to Mi2 until there exists a job
pt ′ such that l t
′
i2
< (2− c)r and l t ′i2 + pt ′ ≥ (2− c)r . We do the following:
1. If l t
′
i2
+ pt ′ ∈ [(2− c)r, c], assign pt ′ to Mi2 and all the remaining jobs according to AP1. Stop.
2. If l t
′
i2
+ pt ′ > c and l t ′i1 + pt ′ ≤ c, assign pt ′ to Mi1 and all the remaining jobs according to AP1. Stop.
3. If l t
′
i2
+ pt ′ > c and l t ′i1 + pt ′ > c, assign pt ′ to Mi1 and all the remaining jobs to Mi2 . Stop.
Lemma 2.1. For both problems considered in this section, if the scheduling process of an algorithm A is in SC1 (SC2)
right before assigning pt , then AP1 (AP2) results in C
A
C∗ ≤ c.
Proof. We first consider the problem P2|dis sum|Cmax. Since T ∈ [2, 2r ], we have C∗ ≥ T/2 ≥ 1.
Case 1 The scheduling process of algorithm A is in SC1 right before assigning pt . Then A assigns pt and all
the remaining jobs to Mi2 according to AP1. By the definition of SC1, (2 − c)r ≤ l ti1 ≤ c holds. Hence, we have
li1 = l ti1 ≤ c ≤ cC∗ and
li2 = T − li1 = T − l ti1 ≤ T − (2− c)r ≤ T − (2− c)
T
2
= c · T
2
≤ cC∗. (1)
It follows that C A = max{li1 , li2} ≤ cC∗.
Case 2 The scheduling process of algorithm A is in SC2 right before assigning pt . We distinguish three subcases
according to the three steps of AP2.
Subcase 1 l t
′
i2
+ pt ′ ∈ [(2 − c)r, c]. Then the scheduling process turns into SC1 right after assigning pt ′ to Mi2 .
Hence, we have li2 = l t
′
i2
+ pt ′ ≤ c ≤ cC∗, and li1 = T − li2 ≤ cC∗ by a similar argument used for proving (1), which
implies C A ≤ cC∗.
Subcase 2 l t
′
i2
+ pt ′ > c and l t ′i1 + pt ′ ≤ c. Then together with l t
′
i2
< (2− c)r , we have pt ′ > c − (2− c)r . On the
other hand, since the jobs from pt to pt ′ (excluding pt ′ ) are all assigned to Mi2 , we have l
t ′
i1
= l ti1 ≥ (4 − 2c)r − c,
and thus l t
′
i1
+ pt ′ > ((4 − 2c)r − c) + (c − (2 − c)r) = (2 − c)r . This implies that assigning pt ′ to Mi1 makes the
scheduling process in SC1. By the same argument as in Case 1, we can reach the goal.
Subcase 3 l t
′
i2
+ pt ′ > c and l t ′i1 + pt ′ > c. We have li1 = l t
′
i1
+ pt ′ > c and
li2 = T − li1 = T − (l t
′
i1 + pt ′) ≤ 2r − c ≤ c. (2)
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Therefore,
C A
C∗
= li1
C∗
≤ l
t ′
i1
+ pt ′
pt ′
≤ 1+ l
t ′
i1
pt ′
≤ 1+ l
t ′
i1
c − l t ′i1
= c
c − l t ′i1
≤ c,
where the last inequality is because c − l t ′i1 = c − l ti1 ≥ c − (c − 1) = 1 (due to the definition of SC2, l ti1 ≤ c − 1).
Now we have completed the proof for the problem P2|dis sum|Cmax. With an argument analogous to that above,
we can obtain the same result for P2|dis opt|Cmax, except for replacing (1) and (2) by the following inequalities (3)
and (4), respectively.
li2 = T − li1 ≤ 2C∗ − (2− c)r ≤ 2C∗ − (2− c)C∗ = cC∗. (3)
li2 = T − li1 = T − (l t
′
i1 + pt ′) ≤ 2C∗ − c ≤ 2r − c ≤ c.  (4)
The main idea of the algorithms can be stated as follows. When we schedule the jobs we try to achieve SC1 or
SC2 of the scheduling process as early as possible. If this is fulfilled, we then assign all the remaining jobs according
to corresponding assignment procedures AP1 or AP2, which guarantees the desired competitive ratio by Lemma 2.1.
If the scheduling process cannot be in one of SC1 and SC2, then there must exist some jobs with larger sizes (e.g.,
ps, s ∈ {a, b, d, e, f } in the algorithm description) that prevent the scheduling process from SC1 or SC2. Since we
have properly assigned these jobs, the competitive ratio remains valid. Note that, for the former case, the lower bound
1 of the C∗ is sufficient for obtaining the desired competitive ratio, whereas for the latter case, we need to establish a
tighter estimate of the C∗.
Algorithm H1:
1. Assign jobs to M1 until there exists a job pa such that la1 < (4− 2c)r − c and la1 + pa ≥ (4− 2c)r − c.
(1.1) If la1 + pa ∈ [(4− 2c)r − c, c − 1], assign pa to M1 and all the remaining jobs by AP2. Stop.
(1.2) If la1 + pa ∈ (c − 1, (2− c)r), assign pa to M2.
(1.2.1) if pa ≤ c − 1, assign all the remaining jobs by AP2. Stop.
(1.2.2) if pa > c − 1, go to Step 2.
(1.3) If la1 + pa ∈ [(2− c)r, c], assign pa to M1 and all the remaining jobs by AP1. Stop.
(1.4) If la1 + pa > c, assign pa to M1 and all the remaining jobs to M2. Stop.
2. Assign subsequent arriving jobs to M1 until there exists a job pb such that lb1 < (4 − 2c)r − c and lb1 + pb ≥
(4− 2c)r − c.
(2.1) If lb1 + pb ∈ [(4− 2c)r − c, c − 1], assign pb to M1 and all the remaining jobs by AP2. Stop.
(2.2) If lb1 + pb ∈ (c − 1, (2− c)r), and
(2.2.1) if pa + pb < (2− c)r , assign pb to M2 and go to Step 3.
(2.2.2) if pa + pb ∈ [(2− c)r, c], assign pb to M2 and all the remaining jobs by AP1. Stop.
(2.2.3) if pa + pb > c, assign pb to M1 and go to Step 5.
(2.3) If lb1 + pb ∈ [(2− c)r, c], assign pb to M1 and all the remaining jobs by AP1. Stop.
(2.4) If lb1 + pb > c, assign pb to M1 and all the remaining jobs to M2. Stop.
3. Assign subsequent arriving jobs to M1 until there exists a job pd such that ld1 < (4 − 2c)r − c and ld1 + pd ≥
(4− 2c)r − c.
(3.1) If ld1 + pd ∈ [(4− 2c)r − c, c − 1], assign pd to M1 and all the remaining jobs by AP2. Stop.
(3.2) If ld1 + pd ∈ (c − 1, (2− c)r), and
(3.2.1) if pa + pb + pd ≤ c, assign pd to M2 and all the remaining jobs by AP1. Stop.
(3.2.2) if pa + pb + pd > c, assign pd to M1 and go to Step 4.
(3.3) If ld1 + pd ∈ [(2− c)r, c], assign pd to M1 and all the remaining jobs by AP1. Stop.
(3.4) If ld1 + pd > c, assign pd to M1 and all the remaining jobs to M2. Stop.
4. Assign subsequent arriving jobs to M1 until there exists a job pe such that le1 < (2− c)r and le1 + pe ≥ (2− c)r .
(4.1) If le1 + pe ∈ [(2− c)r, c], assign pe to M1 and all the remaining jobs by AP1. Stop.
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(4.2) If le1 + pe > c, and
(4.2.1) if pa + pb + pe ≤ c, assign pe to M2 and all the remaining jobs by AP1. Stop.
(4.2.2) if pa + pb + pe > c, assign pe to a machine by LS algorithm, and all the remaining jobs to another
machine. Stop.
5. Assign subsequent arriving jobs to M1 until there exists a job p f such that l
f
1 < (2− c)r and l f1 + p f ≥ (2− c)r .
(5.1) If l f1 + p f ∈ [(2− c)r, c], assign p f to M1 and all the remaining jobs by AP1. Stop.
(5.2) If l f1 + p f > c, and
(5.2.1) if pa + p f ≤ c, assign p f to M2 and all the remaining jobs by AP1. Stop.
(5.2.2) if pa + p f > c, assign p f to a machine by LS algorithm, and all the remaining jobs to another
machine. Stop.
Algorithm H2:
1. Assign jobs to M1 until there exists a job pa such that la1 < (4− 2c)r − c and la1 + pa ≥ (4− 2c)r − c.
(1.1) If la1 + pa ∈ [(4− 2c)r − c, c − 1], assign pa to M1 and all the remaining jobs by AP2. Stop.
(1.2) If la1 + pa ∈ (c − 1, 6r − 2c + 1− 3cr), assign pa to M1 and go to Step 2.
(1.3) If la1 + pa ∈ [6r − 2c + 1− 3cr, c(1+ r)− 2r ], assign pa to M1 and go to Step 3.
(1.4) If la1 + pa ∈ (c(1+ r)− 2r, (2− c)r), assign pa to M2 and go to Step 4.
(1.5) If la1 + pa ∈ [(2− c)r, c], assign pa to M1 and all the remaining jobs by AP1. Stop.
(1.6) If la1 + pa > c, assign pa to M1 and all the remaining jobs to M2. Stop.
2. Assign subsequent arriving jobs to M1 until there exists a job pb such that lb1 < 6r − 2c + 1 − 3cr and
lb1 + pb ≥ 6r − 2c + 1− 3cr .
(2.1) If lb1 + pb ∈ [6r − 2c + 1− 3cr, c(1+ r)− 2r ], assign pb to M1 and go to Step 3.
(2.2) If lb1 + pb ∈ (c(1+ r)− 2r, (2− c)r), assign pb to M2 and all the remaining jobs by AP2. Stop.
(2.3) If lb1 + pb ∈ [(2− c)r, c], assign pb to M1 and all the remaining jobs by AP1. Stop.
(2.4) If lb1 + pb > c, assign pb to M2.
(2.4.1) if pb ≤ c, assign all the remaining jobs by AP1. Stop.
(2.4.2) if pb > c, assign all the remaining jobs to M1. Stop.
3. Assign subsequent arriving jobs to M2 until there exists a job pd such that ld2 < (4 − 2c)r − c and ld2 + pd ≥
(4− 2c)r − c.
(3.1) If ld2 + pd ∈ [(4− 2c)r − c, c − 1], assign pd to M2 and all the remaining jobs by AP2. Stop.
(3.2) If ld2 + pd ∈ (c − 1, (2− c)r), assign pd to M1 and all the remaining jobs by AP1. Stop.
(3.3) If ld2 + pd ∈ [(2− c)r, c], assign pd to M2 and all the remaining jobs by AP1. Stop.
(3.4) If ld2 + pd > c, assign pd to M2 and all the remaining jobs to M1. Stop.
4. Assign subsequent arriving jobs to M1 until there exists a job pe such that le1 < (4 − 2c)r − c and le1 + pe ≥
(4− 2c)r − c.
(4.1) If le1 + pe ∈ [(4− 2c)r − c, c − 1], assign pe to M1 and all the remaining jobs by AP2. Stop.
(4.2) If le1 + pe ∈ (c − 1, (2− c)r), and
(4.2.1) if pa + pe ≤ c, assign pe to M2 and all the remaining jobs by AP1. Stop.
(4.2.2) if pa + pe > c, assign pe to M1 and go to Step 5.
(4.3) If le1 + pe ∈ [(2− c)r, c], assign pe to M1 and all the remaining jobs by AP1. Stop.
(4.4) If le1 + pe > c, assign pe to M1 and all the remaining jobs to M2. Stop.
5. Assign subsequent arriving jobs to M1 until there exists a job p f such that l
f
1 < (2− c)r and l f1 + p f ≥ (2− c)r .
(5.1) If l f1 + p f ∈ [(2− c)r, c], assign p f to M1 and all the remaining jobs by AP1. Stop.
(5.2) If l f1 + p f > c, and
(5.2.1) if pa + p f ≤ c, assign p f to M2 and all the remaining jobs by AP1. Stop.
(5.2.2) if pa + p f > c, assign p f to a machine by LS algorithm, and all the remaining jobs to another
machine. Stop.
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2.3. Competitive analysis
Theorem 2.3. The competitive ratio of H1 for P2|dis sum|Cmax is
c = max
{
7r + 1
4r + 2 ,
√
1+ 32r − 1
4
}
=
{ 7r+1
4r+2 , for 1 ≤ r < r1,√
1+32r−1
4 , for r1 ≤ r < 32 .
Proof. It is easy to verify that, for 1 ≤ r ≤ 3/2, the value of c satisfies 0 < (4− 2c)r − c < c − 1 < (2− c)r < c.
So, algorithm H1 is well-defined. To obtain the desired competitive ratio, we distinguish three cases with regard to
how H1 terminates.
Case 1 The scheduling process stops at one of Steps 1.1, 2.1, 3.1, 2.2.2, 4.1, 5.1, 1.3, 2.3 and 3.3. Then from the
description of H1, we know that the scheduling process has been in SC1 or SC2 right before entering any one of these
steps. Hence, the desired competitive ratio follows directly from Lemma 2.1.
Case 2 The scheduling process stops at one of Steps 1.2.1, 3.2.1, 4.2.1 and 5.2.1. We show one by one that the
scheduling process has indeed been in SC1 or SC2 before stopping, too, which completes the proof of Case 2.
(a) For Step 1.2.1, according to the conditions of Steps 1 and 1.2, we have la1 < (4− 2c)r − c and la1 + pa > c− 1,
i.e. pa > (c − 1)− ((4− 2c)r − c) = 2c − 1− (4− 2c)r . Note that
c =

7r+1
4r+2 >
8r+1
4r+3 , if 1 ≤ r < r1,√
1+32r−1
4 ≥ 7r+14r+2 > 8r+14r+3 , if r1 ≤ r < 5+
√
41
8 ,√
1+32r−1
4 > r ≥ 8r+14r+3 , if 5+
√
41
8 ≤ r < 32 .
Therefore, pa > 2c−1− (4−2c)r > (4−2c)r − c. On the other hand, the condition of Step 1.2.1 states pa ≤ c−1.
Hence, pa ∈ [(4 − 2c)r − c, c − 1]. Since pa is the first job assigned to M2 and la1 ≤ la1 + pa < (2 − c)r , the
scheduling process is in SC2 right after assigning pa to M2.
(b) For Step 3.2.1, we claim that assigning pd to M2 makes the scheduling process in SC1. To see this, by the
condition of Step 1.2.2, we have pa > c − 1. By the condition of Step 2.2.1, we have lb1 < (4 − 2c)r − c and
lb1 + pb > c − 1, implying pb > 2c − 1 − 4r + 2cr . Similarly, we can see pd > 2c − 1 − 4r + 2cr . Therefore,
pa + pb + pd > c − 1+ 2(2c − 1− 4r + 2cr) = 5c − 3− 8r + 4cr . Note that
c =

7r+1
4r+2 >
10r+3
5r+5 , if 1 ≤ r < r1,√
1+32r−1
4 ≥ 7r+14r+2 > 8r+14r+3 , if r1 ≤ r < 4+
√
11
5 ,√
1+32r−1
4 > r ≥ 10r+35r+5 , if 4+
√
11
5 ≤ r < 32 .
It follows that pa + pb + pd > 5c − 3− 8r + 4cr > (2− c)r . Hence ld2 + pd = pa + pb + pd ∈ [(2− c)r, c] and
ld1 ≤ ld1 + pd < (2− c)r < c, which implies the desired claim.
(c) For Step 4.2.1, we claim that assigning pe to M2 makes the scheduling process in SC1. Note that pa > c − 1
and pb > 2c− 1− 4r + 2cr proved in (b) are still valid. By the conditions of Steps 4 and 4.2, we have le1 < (2− c)r
and le1 + pe > c, implying pe > c − 2r + cr . Then,
pa + pb + pe > (c − 1)+ (2c − 1− 4r + 2cr)+ (c − 2r + cr) = 4c − 2− 6r + 3cr > (2− c)r,
where the last inequality is due to c ≥ 7r+14r+2 > 4r+12r+2 , which is valid when r < 2. Hence, the claim is true.
(d) For Step 5.2.1, we claim that assigning p f to M2 makes the scheduling process in SC1. In fact, by the condition
of Steps 5 and 5.2, we have l f1 < (2− c)r and l f1 + p f > c, resulting in p f > c − 2r + cr . Combining this with the
condition of Step 1.2.2, we have pa + p f > (c − 1)+ (c − 2r + cr) > (2− c)r , where the last inequality is due to
c ≥ 7r+14r+2 > 4r+12r+2 .
Case 3 The scheduling process stops at one of all the remaining Steps 1.4, 2.4, 3.4, 4.2.2 and 5.2.2. We show that
the desired competitive ratio is still valid. We first claim that it is impossible that the final loads of the two machines
are greater than c. In fact, if l1 > c and l2 > c, then T = l1 + l2 > 2c ≥ 2r , contradicting T ∈ [2, 2r ]. Therefore,
if there exists an i1 ∈ {1, 2} such that li1 > c, then CH1 = li1 . Hence, if the scheduling process stops at one of Steps
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1.4, 2.4 and 3.4, we always have CH1 = ls1 + ps , where s ∈ {a, b, d}. Combining this with ls1 < (4 − 2c)r − c and
ls1 + ps > c, we establish
CH1
C∗
≤ l
s
1 + ps
ps
≤ 1+ l
s
1
ps
≤ 1+ l
s
1
c − ls1
= c
c − ls1
≤ c
c − ((4− 2c)r − c) ≤ c,
where the last inequality is because c− ((4− 2c)r − c) ≥ 1 (due to c ≥ 7r+14r+2 > 4r+12r+2 ). Hence, we are left to consider
the subcases that the scheduling process stops at Steps 4.2.2 and 5.2.2, which will be done by contradiction. Hence,
we suppose CH1/C∗ ≥ c. Noting that, for these two subcases, assigning the job ps , s = e, f , to the machine with
current smaller load still makes its completion time greater than c, we thus have CH1 = min{ls1 + ps, ls2 + ps} > c
and CH1 ≤ (T − ps)/2+ ps = (T + ps)/2.
(e) For Step 4.2.2, we have CH1 ≤ min{pa + pb + pe, T+ps2 }. Note that H1 must have ever entered Steps 1.2.2,
2.2.1 and 3.2.2 before going to Step 4.2.2. Thus the values of ls1 and ps , s ∈ {a, b, d, e}, satisfy all the conditions of
these steps, e.g.,
pa > c − 1, pa + pb < (2− c)r, pa + pb + pd > c, pa + pb + pe > c, (5)
lb1 + pb ∈ (c − 1, (2− c)r), ld1 < (4− 2c)r − c. (6)
We next estimate the lower bound ofC∗ by considering the assignment of pa, pb, pd and pe in an optimal schedule.
Clearly there are 23 = 8 possible situations on two machines. We classify them into four classes, and deal with them
separately, as follows.
Subcase e1 pe does not share a machine with any one of pa, pb, pd in the optimal schedule. Then pa, pb, pd
are processed on the same machine and thus C∗ ≥ pa + pb + pd . Substituting this and CH1 ≤ (T + pe)/2 into
CH1/C∗ ≥ c, and because pa + pb + pd > c (see (5)), we have T + pe > 2c2. Hence,
2T ≥ T + (pa + pb + pd + pe) = (T + pe)+ (pa + pb + pd) > 2c2 + c ≥ 4r,
where the last inequality is due to c ≥
√
1+32r−1
4 . This contradicts T ∈ [2, 2r ].
Subcase e2 pe and pd are processed on the same machine in the optimal schedule. Then C∗ ≥ pd + pe. Similarly,
substituting this and CH1 ≤ pa + pb + pe into CH1/C∗ ≥ c, we have pa + pb > cpd + (c − 1)pe. Note that
pa + pb + pd > c and pa + pb + pe > c (see (5)), we obtain
2c(pa + pb) ≥ c(pa + pb + pd)+ (c − 1)(pa + pb + pe) > (2c − 1)c,
i.e., pa + pb > (2c − 1)/2 > (2− c)r , contradicting the second inequality of (5).
Subcase e3 pe and pb are processed on the same machine in the optimal schedule. Then C∗ ≥ pb + pe. Similarly
to Subcase e2, we have pa > (c − 1)(pb + pe).Moreover, substituting
C∗ ≥ T
2
≥ l
e
1 + pa + pb + pd + pe
2
≥ l
d
1 + pa + pb + pd + pe
2
and CH1 ≤ pa + pb + pe into CH1/C∗ ≥ c, we obtain (2− c)(pa + pb + pe) ≥ c(ld1 + pd), i.e.,
(2− c)pa ≥ c(ld1 + pd)− (2− c)(pb + pe) ≥ c(ld1 + pd)−
2− c
c − 1 pa .
It follows that pa ≥ c−12−c (ld1 + pd). Therefore, by (6), we have
c − 1 ≤ lb1 + pb ≤ ld1 + pb = pa + pb + ld1 − pa < (2− c)r + ld1 − c−12−c (ld1 + pd)
= (2− c)r + 3−2c2−c ld1 − c−12−c pd ≤ (2− c)r + 3−2c2−c ((4− 2c)r − c)− c−12−c pd ,
and thus pd < c − (2− c)r , which violates the second and third inequalities of (5).
Subcase e4 pe and pa are processed on the same machine in the optimal schedule. Then C∗ ≥ pa + pe. Since
c ≥ 7r+24r+1 > 2r+2r+2 , 2(c − 1) > (2 − c)r holds. If pa < pb, then by the first inequality of (5), pa + pb > 2(c − 1) >
(2− c)r , contradicting the second inequality of (5). Therefore, pa ≥ pb. This implies that C∗ ≥ pb + pe. The same
argument as in Subcase e3 can reach the goal.
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(f) For Step 5.2.2, we have CH1 ≤ min{(T + p f )/2, pa + p f }. Consider the assignment of pa, pb, p f in the
optimal schedule. Three subcases are considered, as follows.
Subcase f1 pa and p f are assigned to the same machine. Then C∗ ≥ pa + p f ≥ CH1, a contradiction.
Subcase f2 pa and pb are assigned to the same machine. Then C∗ ≥ pa + pb. Substituting this and CH1 ≤
(T + p f )/2 into CH1/C∗ ≥ c, we have T + p f > 2c(pa + pb). Since, before entering Step 5.2.2, the scheduling
process has entered Step 2.2.3, pa + pb > c. Therefore, 2T ≥ T + pa + pb + p f > 2c2 + c ≥ 4r , where the last
inequality is due to c ≥
√
1+32r−1
4 . This contradicts T ∈ [2, 2r ].
Subcase f3 pb and p f are assigned to the same machine. ThenC∗ ≥ pb+ p f . Substituting this andCH1 ≤ pa+ p f
into CH1/C∗ ≥ c, we obtain pa ≥ cpb + (c − 1)p f . Noting that pa + pb > c and pa + p f > c (due to the
conditions of Steps 2.2.3 and 5.2.2), we have 2cpa ≥ c(pa + pb) + (c − 1)(pa + p f ) > (2c − 1)c. It follows that
pa > (2c − 1)/2 > (2− c)r , which contradicts the condition of Step 1.2, i.e., la1 + pa < (2− c)r .
In summary, we have shown that for all possible cases CH1/C∗ ≤ c holds. 
Obviously, H1 can also be applied to solve the dis opt problem. More interestingly, the competitive ratio will
become smaller for r ∈ ( 5+
√
41
8 ,
3
2 ). To achieve this, the value of parameter c in the description of algorithm H1 is
changed accordingly.
Theorem 2.4. The competitive ratio of H1 for P2|dis opt|Cmax is
c = max
{
7r + 1
4r + 2 , r
}
=
{
7r+1
4r+2 , for 1 ≤ r < 5+
√
41
8 ,
r, for 5+
√
41
8 ≤ r < 32 .
Proof. The proof is almost identical to that for Theorem 2.3, except for the following two points.
(I) For the case that H1 terminates at Step 4.2.2, Subcase e1 does not occur, since otherwise, C∗ ≥ pa+ pb+ pd ≥
c ≥ r , a contradiction.
(II) For the case that H1 terminates at Step 5.2.2, similarly, only Subcase f3 may occur. 
We remark that even if we take c to have the same value (i.e. that described in Theorem 2.4) when applying H1
to both problems, H1 cannot retain the same competitive ratio. This indicates that the difference of the competitive
ratios is due to the different structure of the two problems rather than the selection of parameter c. To see this, let
r = 139 . Then Theorem 2.4 says that the competitive ratio of H1 for P2|dis opt|Cmax is 139 . However, the following
instance shows that the competitive ratio of H1 for P2|dis sum|Cmax cannot be 139 even if we still set c = 139 . Let
{p1 = p2 = 6081 , p3 = 11481 }, which satisfies T = 2r . Since c − 1 = 3681 < p1 < 6581 = (2 − c)r , p1 is assigned to
M2 by Step 1.2. Moreover, as c − 1 < p2 = p1 < (2 − c)r and p1 + p2 = 12081 > c, p2 is assigned to M1 by Step
2.2.3. Last, p3 is assigned to M1 by LS rule. Hence, we have CH1 = p1+ p3 = 17481 , while C∗ = p1+ p2 = 12081 ; this
implies CH1/C∗ = 174120 > 139 . The above example can be easily extended to other values of r ∈ ( 5+
√
41
8 ,
3
2 ).
Combining Theorems 2.1–2.4, we conclude that algorithm H1 is optimal for the dis sum problem when r ∈
[ 3+
√
21
6 ,
3
2 ], and for the dis opt problem when r ∈ [ 3+
√
21
6 ,
1+√10
3 ] ∪[ 6−
√
10
2 ,
3
2 ].
For 1 ≤ r ≤ 3+
√
21
6 , H2 can be better than H1 for both problems.
Theorem 2.5. If 1 ≤ r ≤ 3+
√
21
6 , then for P2|dis sum|Cmax and P2|dis opt|Cmax algorithm H2 has a competitive
ratio of
c = max
{
2r + 2
r + 2 ,
12r + 1
6r + 4
}
=
{
2r+2
r+2 , for 1 ≤ r < 65 ,
12r+1
6r+4 , for
6
5 ≤ r ≤ 3+
√
21
6 .
Proof. It is easy to verify that for 1 ≤ r ≤ 3+
√
21
6 , the value of c satisfies 0 < (4 − 2c)r − c < c − 1 <
6r − 2c+ 1− 3cr < c(1+ r)− 2r < (2− r)c < c. Hence, algorithm H2 is well-defined. We prove the competitive
ratio for both problems simultaneously. The proof is similar to that for Theorem 2.3. Similarly, we distinguish three
cases with regard to how H2 terminates.
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Case 1 The scheduling process stops at one of Steps 1.1, 1.5, 2.3, 3.1, 3.3, 4.1, 4.3 and 5.1. Then from the
description of H2, we know that the scheduling process has been in SC1 or SC2 right before entering any one of
these steps. Hence, the desired competitive ratio follows directly from Lemma 2.1.
Case 2 The scheduling process stops at one of Steps 2.2, 2.4.1, 3.2, 4.2.1 and 5.2.1. We show one by one as follows
that the scheduling process has indeed been in SC1 or SC2 before stopping, too.
(a) For Step 2.2, we only need to show that pb ∈ [(4 − 2c)r − c, c − 1]. By the condition of Step 2.2, we have
lb1 < 6r−2c+1−3cr and lb1+ pb > c(1+r)−2r , implying pb > 4cr+3c−8r−1 ≥ 4r−2cr−c (due to c ≥ 12r+16r+4 ).
On the other hand, since lb1 ≥ la1 + pa > c− 1 and lb1 + pb < (2− c)r , we have pb < 2r − cr − c+ 1 ≤ c− 1 (due to
c ≥ 2r+2r+2 ). Therefore, pb ∈ [(4 − 2c)r − c, c − 1], implying that assigning pb to M2 makes the scheduling process
in SC2.
(b) For Step 2.4.1, we claim that assigning pb to M2 makes the scheduling process in SC1. To see this, by the
condition of Step 2.4, we have lb1 < 6r − 2c+ 1− 3cr and lb1 + pb > c, implying pb > 3c+ 3cr − 6r − 1 > (2− c)r ,
where the last inequality is due to c ≥ 2r+2r+2 ≥ 8r+14r+3 , which is valid for r ≤ 4/3. Hence, pb ∈ [(2 − c)r, c], and the
desired claim follows.
(c) For Step 3.2, we claim that assigning pd to M1 makes the scheduling process in SC1. Note that H2 must
have ever entered Step 1.3 or Step 2.1 before stopping at Step 3.2. If H2 have ever entered Step 1.3, we have
ld1 = la1 + pa ∈ [6r − 2c + 1 − 3cr, c(1 + r) − 2r ]. If H2 have ever entered Step 2.1, we also have
ld1 = lb1 + pb ∈ [6r − 2c + 1− 3cr, c(1+ r)− 2r ]. By the condition of Step 3.2, we have
2c − 1− 4r + 2cr = (c − 1)− (4r − 2cr − c) < pd ≤ ld2 + pd < (2− c)r.
Therefore,
(2− c)r = (6r − 2c + 1− 3cr)+ (2c − 1− 4r + 2cr) ≤ ld1 + pd ≤ c(1+ r)− 2r + (2− c)r = c,
and the desired claim follows.
(d) For Step 4.2.1, we claim that assigning pe to M2 makes the scheduling process in SC1. In fact, by the conditions
of Steps 1 and 1.4, we have la1 < (4− 2c)r − c and la1 + pa > c(1+ r)− 2r , implying pa > 3cr − 6r + 2c. By the
conditions of Steps 4 and 4.2, we have le1 < (4 − 2c)r − c and le1 + pe > c − 1, implying pe > 2c − 1 − 4r + 2cr .
Hence,
pa + pe > (3cr − 6r + 2c)+ (2c − 1− 4r + 2cr) = 5cr − 10r + 4c − 1 > (2− c)r,
where the last inequality is due to c ≥ 12r+16r+4 .
(e) For Step 5.2.1, we claim that assigning p f to M2 makes the scheduling process in SC1. In fact, by the condition
of Steps 5 and 5.2, we have l f1 < (2 − c)r and l f1 + p f > c, resulting in p f > c − 2r + cr . Combining this with
pa > 3cr − 6r + 2c proved in (d), we have pa + p f > (3cr − 6r + 2c)+ (c − 2r + cr) > (2− c)r , where the last
inequality is due to c ≥ 2r+2r+2 > 10r5r+3 .
Case 3 The scheduling process stops at one of all the remaining Steps 1.6, 2.4.2, 3.4, 4.4 and 5.2.2. We show that
the desired competitive ratio is still valid.
We first claim that it is impossible that the final loads of the two machines are greater than c. In fact, if l1 > c and
l2 > c, then T = l1+l2 > 2c ≥ 2r and C∗ ≥ T/2 > r , contradicting T ∈ [2, 2r ] (for the disturbed sum problem) and
C∗ ∈ [1, r ] (for the disturbed opt problem). Therefore, if there exists an i1 ∈ {1, 2} such that li1 > c, then CH1 = li1 .
Hence, if the scheduling process stops at one of Steps 1.6 and 4.4, we always have CH2 = ls1 + ps , where s ∈ {a, e}.
Combining this with ls1 < (4− 2c)r − c and ls1 + ps > c, we establish
CH2
C∗
≤ l
s
1 + ps
ps
≤ 1+ l
s
1
ps
≤ 1+ l
s
1
c − ls1
= c
c − ls1
≤ c
c − ((4− 2c)r − c) ≤ c,
where the last inequality is because c− ((4−2c)r − c) ≥ 1 (due to c ≥ 2r+2r+2 > 4r+12r+2 ). If the scheduling process stops
at Step 3.4, then we have CH2 = ld2 + pd . Combining this with ld2 < (4− 2c)r − c and ld2 + pd > c, we establish
CH2
C∗
≤ l
d
2 + pd
pd
≤ 1+ l
d
2
pd
≤ 1+ l
d
2
c − ld2
= c
c − ld2
≤ c
c − ((4− 2c)r − c) ≤ c,
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If H2 stops at Step 2.4.2, we have CH2 = pb = C∗. Hence, we are left to consider the case that the scheduling
process stops at Step 5.2.2. This implies that CH2 ≤ min{(T + p f )/2, pa + p f }. Suppose CH2C∗ ≥ c.
Next we consider the assignment of pa, pe, p f in the optimal schedule.
Subcase 1 pa and p f are assigned to the same machine. Then C∗ ≥ pa + p f ≥ CH2, a contradiction.
Subcase 2 pa and pe are assigned to the same machine. Then C∗ ≥ pa + pe. According to the condition of
Step 5.2.2, we have pa + pe > c. Substituting these two inequalities and CH2 ≤ T+p f2 into C
H2
C∗ ≥ c, we have
T + p f > 2c2, and thus 2T ≥ T + pa + pe + p f > 2c2 + c ≥ 4r , where the last inequality is due to c ≥
√
1+32r−1
4 .
This contradicts T ∈ [2, 2r ] for P2|dis sum|Cmax and C∗ ∈ [1, r ] for P2|dis opt|Cmax.
Subcase 3 pe and p f are assigned to the same machine. Then C∗ ≥ pe+ p f . Substituting this and CH2 ≤ pa+ p f
into C
H2
C∗ ≥ c, we obtain pa ≥ cpe+(c−1)p f . Noting that pa+pe > c and pa+p f > c (due to the conditions of Steps
4.2.2 and 5.2.2), we have 2cpa ≥ c(pa+pe)+(c−1)(pa+p f ) > (2c−1)c. It follows that pa > (2c−1)/2 > (2−c)r ,
which contradicts the condition of Step 1.4, i.e., la1 + pa < (2− c)r .
In summary, we have shown that for all possible cases C
H2
C∗ ≤ c holds. 
3. Problem with dis max
By normalization, we assume that p = 1 in this section. Hence pmax ∈ [1, r ].
Theorem 3.1. Any semi-online algorithm A for P2|dis max|Cmax has a competitive ratio of at least
2r+2
r+2 , for 1 ≤ r ≤
√
5− 1 ≈ 1.2360,√
r2+2r−(r−2)
2 , for
√
5− 1 ≤ r ≤ 85 = 1.6000,
r+4
4 , for
8
5 ≤ r ≤ 127 ≈ 1.7143,√
9r2+28r+4−(3r−2)
4 , for
12
7 ≤ r ≤ 7+
√
65
8 ≈ 1.8828,
r+1
2 , for
7+√65
8 ≤ r ≤ 2,
3
2 , for r ≥ 2.
Proof. (1) Assume 1 ≤ r ≤ √5 − 1. Let p1 = 2−r2 and p2 = r2 . If they are assigned to the same machine, say M1,
let p3 = 1. If p3 is also assigned to M1, no more jobs arrive. Then we have C A = p1 + p2 + p3 = 2 ≥ 2r+2r+2 , while
C∗ = 1, resulting in C AC∗ ≥ 2r+2r+2 . If p3 is assigned to M2, let p4 = r . We obtain C A ≥ min{p1+ p2, p3}+ p4 = r+1,
while C∗ = r+22 , resulting in C
A
C∗ ≥ 2r+2r+2 , too.
Hence we only need to consider the case that A assigns pi to Mi , i = 1, 2. Then let p3 = 1 be the last job; we
have C A ≥ min{p1, p2} + p3 = 4−r2 , and C∗ = 1, implying C
A
C∗ ≥ 4−r2 ≥ 2r+2r+2 , where the last inequality is due to
1 ≤ r ≤ √5− 1.
(2) The cases of
√
5 − 1 ≤ r ≤ 7+
√
65
8 can be verified by essentially similar arguments as those above; hence we
only list the schedules of algorithm A, and the adversarial sequences for all possible situations in Tables 3–5. Note
that, in the proof for the case of
√
5 − 1 ≤ r ≤ 85 , let x =
√
r2+2r−2
2 and y =
√
r2+2r−r
2 , which satisfy y ≥ x ≥ 0
and 2+ 2x = r + 2y. For the case of 127 ≤ r ≤ 7+
√
65
8 , let u =
√
9r2+28r+4−(3r+2)
4 , v = r+2u−24 and w = 3r+2u−24 ,
which satisfy r + 2v = 2w and r + 2u = 2+ 4v.
(3) Using sequences {p1 = p2 = 1/2, p3 = 1} and {p1 = p2 = 1/2, p3 = 1, p4 = r}, we can obtain a lower
bound of r+12 for the case of
7+√65
8 ≤ r ≤ 2. Using sequences {p1 = p2 = 1} and {p1 = p2 = 1, p3 = 2}, we can
obtain a lower bound of 3/2 for the case of r ≥ 2. 
Because the lower bound is 3/2 for any r ≥ 2, we focus on the interval of r ∈ [1, 2]. The following algorithm is
modified from PLS [10], which is optimal for P2|max|Cmax.
Algorithm MPLS:
1. Assign jobs to M1 until there exists a job pa such that one of the following conditions happens:
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Table 3
The case of r ∈
[√
5− 1, 85
]
for Theorem 3.1
Schedule by A
Adversary sequence
Optimal schedule
C∗ C A
M1 M2 M1 M2
{p1, p2, p3} ∅ {x, y, 1+ x} {p1, p2} {p3} 1+ x 1+ 2x + y
{p1, p2} {p3, p4} {x, y, 1+ x, 1− y} {p1, p2, p4} {p3} 1+ x 2+ x − y
{p1, p2, p4, p5} {p3} {x, y, 1+ x, {p1, p3, p4} {p2, p5} r + y 1+ r + x{p1, p2, p4} {p3, p5} 1− y, r}
{p1} {p2, p3} {x, y, 1} {p1, p2} {p3} 1 1+ y
{p1, p3, p4} {p2} {x, y, 1, 1+ x − y} {p1, p3} {p2, p4} 1+ x 2+ 2x − y
{p1, p3, p5} {p2, p4} {x, y, 1, {p1, p3, p4} {p2, p5} r + y 1+ r + x{p1, p3} {p2, p4, p5} 1+ x − y, r}
Table 4
The case of r ∈
[
8
5 ,
12
7
]
for Theorem 3.1
Schedule by A
Adversary sequence
Optimal schedule
C∗ C A
M1 M2 M1 M2
{p1, p2, p3, p4} ∅
{
2−r
2 ,
r
4 ,
r
4 , 1
}
{p1, p2, p3} {p4} 1 2
{p1, p2, p3, p5} {p4} { 2−r
2 ,
r
4 ,
r
4 , 1, r
}
{p2, p3, p4} {p1, p5} r+22 1+ r{p1, p2, p3} {p4, p5}
{p1, p2, p4} {p3} { 2−r
2 ,
r
4 ,
r
4 , 1
}
{p1, p2, p3} {p4} 1
8−r
4
{p1, p2} {p3, p4} r+44
{p1, p3, p4} {p2} { 2−r
2 ,
r
4 , 2− r, 1
}
{p1, p2, p3} {p4} 1
8−3r
2
{p1, p3} {p2, p4} r+44
{p1} {p2, p3, p4, p5}
{
2−r
2 ,
r
4 , 2− r, r4 , 1
}
{p2, p3, p4} {p1, p5} 4−r2 6−r2
{p1, p5, p6} {p2, p3, p4}
{
2−r
2 ,
r
4 , 2− r, {p1, p2, p4, p5} {p3, p6} 2 r+42{p1, p5} {p2, p3, p4, p6} r4 , 1, r
}
{p1, p4, p5} {p2, p3}
{
2−r
2 ,
r
4 , 2− r, {p1, p2, p3, p4} {p5} 3− r
16−5r
4
{p1, p4} {p2, p3, p5} r4 , 3− r
}
20−7r
4
(1.1) pa ∈ [1, r ];
(1.2) la1 + pa > 2.
2. Assign pa to M2, and all the remaining jobs by algorithm LS.
Theorem 3.2. For P2|dis max|Cmax, algorithm MPLS has a competitive ratio of 2r+2r+2 for r ∈ [1, 2], and is optimal
for r ∈ [1,√5− 1].
Proof. We distinguish four cases according to the values of ln1 and l
n
2 , i.e., the loads of two machines after all the jobs
have been assigned.
Case 1 ln2 = 0. In this case, pn is the first job such that its size lies in [1, r ] and is assigned to M2. If CMPLS = pn ,
the algorithm produces an optimal schedule. Otherwise, CMPLS = ln1 . By the algorithm rule, we know ln1 ≤ 2 ≤ 2pn .
Therefore,
CMPLS = ln1 ≤
2
3
(ln1 + pn) =
4
3
ln1 + pn
2
≤ 4
3
C∗ ≤ 2r + 2
r + 2 C
∗.
Case 2 ln1 ≥ ln2 and 0 < ln2 < 1. Because pa ≤ ln2 < 1 and la1 + pa > 2, ln1 ≥ la1 > 2 − pa > 1 > ln2 . Since
jobs arriving later than pa are assigned by the LS rule, M1 does not process any jobs after pa arrives. Moreover,
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Table 5
The case of r ∈
[
12
7 ,
7+√65
8
]
for Theorem 3.1
Schedule by A
Adversary sequence Optimal schedule C∗ C A
M1 M2
{p1, p2, p3} ∅ {v, u, w}
M1 : {p1, p2}
w u + v + w
M2 : {p3}
{p1, p2} {p3, p4}
{v, u, w, M1 : {p1, p2, p4}
w 2w − v − u
w − v − u} M2 : {p3}
{p1, p2, p4, p5} {p3} {v, u, w, M1 : {p2, p3, p4} r + v r + w{p1, p2, p4} {p3, p5} w − v − u, r} M2 : {p1, p5}
{p1, p3, p4} {p2} {v, u, u − v, 1} M1 : {p1, p2, p3} 1 1+ u{p1, p3} {p2, p4} M2 : {p4}
{p1} {p2, p3, p4, p5}
{v, u, u − v, M1 : {p2, p3, p4} 1+ v 2+ v
1+ 2v − 2u, 1} M2 : {p1, p5}
{p1, p5, p6} {p2, p3, p4} {v, u, u − v, M1 : {p1, p2, p4, p5} r + u − v 1+ r + v{p1, p5} {p2, p3, p4, p6} 1+ 2v − 2u, 1, r} M2 : {p3, p6}
{p1, p4, p5} {p2, p3} {v, u, u − v, M1 : {p1, p2, p3, p4} 1+ 2v 2+ 5v − 2u{p1, p4} {p2, p3, p5} 1+ 2v − 2u, 1+ 2v} M2 : {p5} 1+ v + 2u
since no job with size in [1, r ] has arrived right before the arrival of pn , we deduce that pn is the largest job and thus
pn ∈ [1, r ]. Therefore, ln1 = la1 ≤ 2 ≤ 2pn and
ln1 ≤
4
3
ln1 + pn
2
≤ 4
3
C∗ ≤ 2r + 2
r + 2 C
∗.
On the other hand, by ln1 ≥ ln2 , pn ≤ r and ln1 ≥ 1, we have
ln2 + pn = 1r+2 (ln2 + pn)+ r+1r+2 (ln2 + pn) ≤ 1r+2 (ln1 + r)+ r+1r+2 (ln2 + pn)
≤ r+1r+2 ln1 + r+1r+2 (ln2 + pn) ≤ 2r+2r+2
ln1+ln2+pn
2 ≤ 2r+2r+2 C∗.
Hence, we obtain CMPLS = max{ln1 , ln2 + pn} ≤ 2r+2r+2 C∗.
Case 3 ln1 ≥ ln2 and ln2 ≥ 1. Since the difference between the current loads of the two machines is less than pmax
under the LS rule, we have ln1 ≤ ln2 + r , Therefore,
ln1 = 1r+2 ln1 + r+1r+2 ln1 ≤ 1r+2 (ln2 + r)+ r+1r+2 ln1 ≤ r+1r+2 ln2 + r+1r+2 ln1
≤ 2r+2r+2
ln1+ln2+pn
2 ≤ 2r+2r+2 C∗,
and
ln2 + pn = 1r+2 (ln2 + pn)+ r+1r+2 (ln2 + pn) ≤ 1r+2 (ln1 + r)+ r+1r+2 (ln2 + pn)
≤ r+1r+2 ln1 + r+1r+2 (ln2 + pn) ≤ 2r+2r+2
ln1+ln2+pn
2 ≤ 2r+2r+2 C∗.
Hence, we have CMPLS = max{ln1 , ln2 + pn} ≤ 2r+2r+2 C∗.
Case 4 ln1 < l
n
2 . In this case, pn is assigned to M1. We claim that l
n
2 > 1. Otherwise, l
n
1 > 2 − ln2 > 1 > ln2 , a
contradiction. Hence,
ln1 + pn = 1r+2 (ln1 + pn)+ r+1r+2 (ln1 + pn) < 1r+2 (ln2 + r)+ r+1r+2 (ln1 + pn)
≤ r+1r+2 ln2 + r+1r+2 (ln1 + pn) ≤ 2r+2r+2
ln1+ln2+pn
2 ≤ 2r+2r+2 C∗.
Next we prove ln2 ≤ 2r+2r+2 C∗, which implies that CMPLS ≤ 2r+2r+2 C∗ and we are done. In fact, if the first job pa on M2
satisfies pa < 1, then ln1 ≥ la1 > 2− pa ≥ 1. Therefore, by ln2 ≤ ln1 + r , we have
ln2 =
1
r + 2 l
n
2 +
r + 1
r + 2 l
n
2 ≤
1
r + 2 (l
n
1 + r)+
r + 1
r + 2 l
n
2 ≤
r + 1
r + 2 l
n
1 +
r + 1
r + 2 l
n
2
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≤ 2r + 2
r + 2
ln1 + ln2 + pn
2
≤ 2r + 2
r + 2 C
∗. (7)
If pa ∈ [1, r ] is the unique job assigned to M2, we have ln2 = pa ≤ C∗. Finally, if pa ∈ [1, r ] and there exists at least
one more job pb on M2, then pb is assigned by the LS rule, and thus ln1 ≥ lb1 ≥ lb2 ≥ pa ≥ 1. Therefore, we also have
ln2 =
1
r + 2 l
n
2 +
r + 1
r + 2 l
n
2 ≤
1
r + 2 (l
n
1 + r)+
r + 1
r + 2 l
n
2 ≤
r + 1
r + 2 l
n
1 +
r + 1
r + 2 l
n
2
≤ 2r + 2
r + 2
ln1 + ln2 + pn
2
≤ 2r + 2
r + 2 C
∗.
The proof is thus finished. 
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