Abstract: Data mining is a very important and useful technique to extract knowledge from raw data. However, there is a challenge faced by data mining researchers, in the form of potential discrimination. Discrimination means giving unfair treatment to a person just because one belongs to a minority group, without considering one's individual merit or qualification. The results extracted using data mining techniques may lead to discrimination, if a biased historical/training dataset is used. It is very important to prevent data mining technique from becoming a source of discrimination. A detailed survey of discrimination discovery methods and discrimination prevention methods is presented in this paper. This paper also presents the list of datasets used for experiments in different discrimination-aware data mining (DADM) approaches. Some ideas for future research work that may help in preventing discrimination are also discussed.
Introduction
The dictionary meaning of word Discrimination is unfairly treating people just because they belong to a specific minority group. It means prejudicially treating an individual only because he or she is a member of a certain group or a category, without considering the person's individual merit. It also means giving opportunities to one group, while denying the same to another (minority) group. Discrimination is undesirable because it treats people on the basis of inaccurate procedures, while it fails to treat them based on their merits.
Data mining is an important technique, used for extracting useful knowledge from raw data. However, there is a negative social perception about data mining, potential discrimination. The word 'potential' means at present the decision is not discriminatory; however, it can lead to discrimination in the future. One of the reasons for discrimination is the use of biased historical/training datasets for generating classification or association rules. If a historical/training dataset is biased towards a particular group or community, then the learned rules will also become biased, i.e., we will get discriminatory results from data mining tasks. It is important to tackle discrimination issue to avoid data mining from becoming a source of discrimination. DADM is composed of designing methods to measure, discover and prevent discrimination.
There are laws for preventing discrimination based on number of attributes (e.g., race, age, gender, religion, nationality, disability, marital status, etc.), viz. Anti-Discrimination acts. These laws are designed as per the constitution of a nation hence they are specific to a particular country. The law that is discriminatory in a particular country may not be discriminatory in other countries. However, these laws are reactive, not proactive. Technology can help in making these laws proactive by contributing discrimination discovery and prevention techniques.
According to social sciences, there are mainly two types of discrimination -Direct and Indirect. Direct discrimination can happen by mentioning the minority or disadvantaged groups based on discriminatory-sensitive attributes, e.g., an institute does not grant admission to a person just because he or she belongs to a minority group. In case of indirect discrimination, the minority or disadvantaged group is not mentioned directly; however, it can be identified using background knowledge, e.g., an institute does not grant admission to a person because he or she lives in a particular area; however, from background knowledge (e.g., census data), it may be clear that the people in that particular area belong to a minority group.
DADM is particularly important in the following domains.
• Credit and insurance, e.g., suppose a user wants to apply for an insurance policy online and if names of the companies are extracted from the data, which is biased towards a specific company, then that particular company's name will not be shown on the form. This is a form of discrimination, which is undesirable.
• Sale, rental and financing of housing.
• Offering job at a firm.
• Access to public accommodation.
• Admission to an institute.
• Nursing homes.
• Adoptions.
• Healthcare, i.e., denying healthcare benefits to minority people.
The main aim of this paper is to present a survey of discrimination discovery and prevention methods in DADM and to discuss the ideas for future research directions that will help in preventing discrimination. The rest of the paper is organised as follows. The basic terminology for DADM is presented in Section 2. Approaches for discrimination prevention are mentioned in Section 3. The detailed survey of DADM is presented in Section 4. Datasets used for DADM are listed in Section 5. Our own analysis and comments are presented in Section 6 under the heading Discussions. Ideas for future research and conclusions are mentioned in Section 7.
Basic terminology in DADM
The terminologies as defined by Ruggieri et al. (2010a) and Pedreschi et al. (2009a) are mentioned here:
• A data item is said to be potentially discriminatory (PD) if it is decided as discriminatory according to laws and regulations.
• A classification rule A, B → C is potentially discriminatory (PD) when A is a non-empty discriminatory item set and B is a non-discriminatory item set.
• Elift is the metric to measure discrimination, which states the ratio of confidence of two rules, with and without the PD item. Let A, B → C be a PD classification rule extracted from DB with conf (B → C) > 0. The extended lift (elift) of the rule is,
• Discrimination threshold (α) is a fixed threshold stating an acceptable level of discrimination according to laws and regulations. E.g., the four-fifths rule of US Federal legislation, 2011 (d) , states that "a selection rate for any race, gender or ethnic group, which is less than four-fifths (or 80%) of the rate for the group with the highest rate, will generally be regarded as evidence of adverse impact". So, minimum threshold value for selection rate is 4/5 (80%). But in the discrimination discovery literature, benefit refusal (denial rate) has been considered, so the four-fifths rule turns out to fix a maximum acceptable value of 5/4 = 1.25, i.e., α = 1.25.
So, the calculation of α depends on the laws of the particular country. E.g., according to US law, the selection rate is 80%; in other countries, this rate may be higher or lower than 80%. Obviously, the value of α will change. So, the same dataset, which is discriminatory according to the laws of the country, may not be discriminatory according to the laws of different countries.
• A PD classification rule c = A, B → C is α-protective w.r.t. elift, if elift < α. Otherwise, c is α-discriminatory.
Approaches for discrimination prevention
Discrimination prevention is composed of inducing patterns that do not lead to discriminatory decisions even if the original training datasets are biased. Discrimination can be prevented in one of the following three ways: Pre-processing, In-processing or Post-processing. Hajian and Domingo-Ferrer (2013) described these three basic approaches for discrimination prevention:
Pre-processing
This approach removes discrimination by transforming original dataset and the classifiers are learnt or classification rules are extracted from such transformed dataset. As rules or classifiers are learnt from such discrimination-free dataset, they will also become discrimination-free. The pre-processing approach is useful for applications in which dataset needs to be published and data mining is performed by external entities and data holder. The dataset is changed before publishing it or performing any data mining tasks. Discriminatory biases are removed from the dataset and then it is published for performing data mining tasks. E.g., in the pre-processing technique called Suppression developed by Kamiran and Calders (2012) , all the discriminatory attributes are removed and then this transformed data are used to perform data mining tasks. Another technique called, Massaging, developed by Kamiran and Calders (2012) , changes the class labels of some of the minority community data objects to remove discrimination. This is also pre-processing technique, as processing is done on the input dataset before applying data mining algorithms. Any standard data mining algorithm can be used on this changed data.
In-processing
This approach changes the data mining algorithms to make them discrimination-free. However, standard data mining algorithms cannot be used in this approach. We need to use new special-purpose data mining algorithms. This approach is different than pre-processing because it does not perform any transformation on the input data to remove discrimination. Input data remain unchanged, however, the change is done to standard data mining algorithms to remove or prevent discrimination. E.g., consider decision tree construction technique developed by Kamiran et al. (2010) to prevent discrimination. In this technique, the input dataset remains unaltered, whereas the decision tree is constructed to prevent discrimination. While choosing the splitting criteria to construct decision tree, not only the accuracy of the split is considered, but also the discrimination caused by the split is considered. The split that causes less discrimination is selected. This is an in-processing technique, because it changes the standard decision tree construction algorithm to incorporate discrimination prevention.
Post-processing
This approach modifies the resulting data mining models, instead of transforming the original dataset or changing standard data mining algorithms. The post-processing approach does not allow the dataset to be published: only the modified data mining models can be published (knowledge publishing), hence data mining can be performed by the data holder only. In this approach, the results of data mining tasks are changed to remove discrimination. E.g., consider a leaf relabelling technique developed by Kamiran et al. (2010) in which the decision tree is created by using original data with standard decision tree construction algorithm. In fact, the constructed tree is given as an input parameter, and then the discrimination of the tree is reduced by changing the class labels of some of its leaves. This is post-processing approach, because processing is neither done on original data nor on standard algorithms, but on the mined results. Discrimination prevention based on Pre-processing seems to be a more flexible approach as it does not change the standard data mining algorithms (unlike In-processing) and it allows data publishing rather than just knowledge publishing (unlike Post-processing).
Survey of researches in DADM
The overall summary of the research work in the field of DADM is summarised in Figure 1 . The research in this field was started by Pedreschi et al. (2008) . The problem was further extended by Ruggieri et al. (2010a) to discover discrimination in the dataset (shown in the left part of Figure 1 ). Hajian and Domingo-Ferrer (2013) then used this discrimination discovery approach for finding discrimination prevention techniques. The research was done in parallel by Kamiran et al. (2010) , Calders and Verwer (2010) , Calders (2009, 2012) , who identified different techniques for DADM (depicted in the right part of Figure 1) . Custers et al. (2013) present detailed information about DADM such as discrimination discovery, discrimination prevention, privacy protection and conditional discrimination.
The main research in DADM has revolved around either identifying and measuring the discrimination or preventing the discrimination.
Discrimination discovery and prevention techniques
The discrimination discovery and prevention techniques depicted in Figure 1 are explained in brief in the following sections.
Discrimination discovery process
As described by Ruggieri et al. (2010a) , the discrimination discovery process consists of finding all discriminatory classification rules depending on the laws and regulation of a specific country/region. This approach consists of identifying potentially discriminatory item sets, then applying discriminatory measures to find discriminatory classification rules. Ruggieri et al. (2010a) and Pedreschi et al. (2009b) describe different direct and indirect discrimination measures. Luong et al. (2011) modelled the discrimination discovery and prevention problem by a variant of k-NN classification method that implements the legal methodology of situation testing. Pedreschi et al. (2012) provided measures to rank the discriminatory rules, so that only the top-k rules should be taken into consideration by the anti-discrimination analyst for further investigation.
Rule-based discrimination prevention methods
The discrimination discovery approach stated by Ruggieri et al. (2010a) is extended by Hajian and Domingo-Ferrer (2013) . The approach uses the same discrimination discovery process described by Ruggieri et al. (2010a) to identify the direct and indirect discrimination rules. Hajian and Domingo-Ferrer (2013) developed data transformation methods to convert the discriminatory rules to non-discriminatory rules. They have developed discrimination prevention methods to prevent both direct and indirect discrimination. Kamiran et al. (2010) have developed the decision tree algorithm for identifying and removing discrimination. There are two methods:
Decision tree methods for DADM
• In-processing method: The splitting criterion is chosen, in such a way that the discrimination caused by the split is minimised.
• Post-processing method: The discrimination in the decision tree is reduced by changing some of its class labels.
Naïve Bayes methods for DADM
Calders and Verwer (2010) have developed the Naïve Bayes methods to detect and remove discrimination. Three methods are described:
• the first (post-processing) method modifies the probability of the decision being positive
• the second (in-processing) method trains two models, one for positive values of sensitive attribute and another for negative values of sensitive attribute
• the third (in-processing) method uses a hidden (latent) variable for training the Bayesian model. Kamiran and Calders (2012) have developed pre-processing methods to remove discrimination. Four methods are described.
Pre-processing methods for DADM
• The first method removes all the attributes, which are most correlated to the sensitive attribute. However, this method reduces accuracy too.
• The second method changes the class labels of the deprived sensitive attribute to reduce discrimination. However, this method is intrusive, as it changes the data.
• The third method assigns higher weights to the deprived sensitive attributes to reduce discrimination. In this method, it is not required to change the data.
• The fourth is a sampling method; two types of samples are considered, uniform sampling and preferential sampling.
While taking samples for training the classification model, the data points of deprived sensitive attributes are duplicated in the sample and the data points of the favoured sensitive attributes are removed from the sample. Recently, Calders et al. (2013) have provided a solution to discrimination-aware regression problem. Earlier work was based on discrimination-aware classification. They have also handled multiple explanatory attributes and provided measures to quantify attribute effects in regression problem. have developed methods based on ensemble classifiers. Romei et al. (2012) have presented a real-life application (case-study) to discover gender discrimination in project funding. They have used a variant of k-NN to discover gender discrimination in the project funding.
Relationship between privacy-preserving data mining (PPDM) and DADM
Privacy means a freedom to a person to handle the personal information the way the person wants. Potential privacy violation means some of the results of data mining may unintentionally or deliberately violate user's privacy. The main aim of PPDM is to create the methods or algorithms to modify the original data, so that private data will remain private even after data mining tasks. PPDM is a well-explored area. Fung et al. (2010) have presented a detailed survey in this area. They listed and described different privacy models, different privacy attack models and different data anonymisation methods. have started to explore the relationship between PPDM and DADM by studying the impact of data anonymisation techniques of privacy preserving on anti-discrimination. They have studied the impact of two data anonymisation techniques (generalisation and suppression) on anti-discrimination. This approach is a pre-processing (data publishing) approach of PPDM. The relation of post-processing approach (knowledge publishing) and anti-discrimination is described by . Ruggieri (2013) has specified the impact of the privacy-preserving model, t-closeness on anti-discrimination. He has developed a method to make the data both discrimination-free and privacy protected. This is a pre-processing method. Hajian et al. (2014) have extended the approach suggested by , by developing a new pattern sanitisation method for discrimination prevention. This is a post-processing approach. A method is developed for each discrimination measure from the legal literature. Ruggieri et al. (2014) have described different privacy attack strategies to solve problems such as indirect discrimination discovery, privacy-aware discrimination discovery and discrimination data recovery. Aggarwal and Yu (2008) have described various privacy-preserving techniques and algorithms.
Tools for DADM
The researchers so far have developed different tools for discovering discrimination in data mining. Pedreschi et al. (2009a) presented a reference model, named LP2DD, for finding evidence of discrimination in automatic decision support system (DSS). Ruggieri et al. (2010b) developed a tool, called DCUBE, to discover discrimination. It is an oracle-based tool, which can be used to discover direct and indirect discrimination in the given input dataset.
The tasks performed by DCUBE include:
• discovering direct discrimination
• discovering indirect discrimination
• discovering affirmative actions and favouritism.
It has three phases: mining, loading and querying. It partially automates the discrimination discovery process. This tool is useful in domains like government, economics, law and social sciences. However, DCUBE has two limitations:
• it is more useful for technical and professional users
• it extracts many classification and association rules, and owing to this it is difficult to interpret the patterns. Gao and Berendt (2011) have done an enhancement to DCUBE by developing DCUBE-GUI tool. DCUBE-GUI overcomes these two limitations of DCUBE by making it useful for naïve users and by providing visualisation of discriminatory rules. DCUBE-GUI tool is further extended by Berendt and Preibusch (2012) , where a user of the tool is involved while exploring or inspecting discrimination further. This is called exploratory DADM.
The development in the DADM tools is depicted in Figure 2 . 
Comparison of DADM approaches
The comparison of different DADM approaches described by Kamiran and Calders (2012) is shown in Figure 3 . The discrimination in percentage is shown on the x-axis and the accuracy is shown on the y-axis. It can be observed from Figure 3 that pre-processing techniques are more accurate than Decision tree methods and Naïve Bayes methods for DADM. Hajian et al. (2011) have stated that pre-processing techniques described by Hajian and Domingo-Ferrer (2013) for discrimination prevention are better than pre-processing techniques developed by Kamiran and Calders (2012) , because of the following two reasons:
• The discrimination prevention methods developed by Kamiran and Calders (2012) consider only one discriminatory attribute. Also, these methods are unable to guarantee that the transformed dataset is really discrimination-free, because their approach is not able to remove or detect indirect discrimination.
• Discrimination prevention methods developed by Hajian and Domingo-Ferrer (2013) consider several discriminatory attributes and their combinations. They have also generated some measures to check the amount of discrimination removal.
Other issues in DADM
Sometimes, the given dataset may be imbalanced, i.e., the discriminatory data points are so less in number than normal data points or the discriminatory data points are too high in number than normal data points. The issue of handling DADM for imbalanced datasets is studied by Ristanoski et al. (2013) . Sometimes, it is not required to remove all the discrimination from the given dataset; some part of discrimination is tolerable or acceptable. Total discrimination is the combination of explainable (false) and non-explainable (true) discrimination. It is important to remove only non-explainable (true) discrimination. This is called conditional discrimination. The issue of handling conditional discrimination is studied by Zliobaite et al. (2011) .
Datasets used for DADM
There are five datasets used for the research on DADM till date. The brief description of all these datasets is mentioned here. Kohavi and Becker (1996) constructed this dataset, which consists of 48,842 instances. It has 14 attributes, namely age, work, class, education, education-NUM, marital-status, occupation, relationship, race, sex, capital-gain, capital-loss, hours-per-week and native-country, with income as a class label. This dataset makes prediction whether a person's income exceeds $50K per year based on census data. It contains 6 continuous and 8 categorical attributes. The race attribute has been taken as a discriminatory attribute for DADM research. Newman et al. (1998) constructed this dataset, which consists of around 1000 instances. It has 20 attributes as status of existing checking account, duration, credit history, purpose, credit amount, savings account/bonds, present employment, instalment rate, personal status and sex, other debtors, present residence, property, age, other instalment plans, housing, number of existing credits in this bank, job, number of people being liable to provide maintenance for, telephone and foreign worker. It contains both 13 categorical and 7 numeric attributes, with credit as a class label. This dataset classifies people described by a set of attributes as good or bad credit risks. Age and foreign worker are treated as discriminatory attributes for DADM research. Lane and Kohavi (2000) constructed this dataset, which consists of 299,285 instances. It has 40 (both categorical and numeric) attributes. Some of the important attributes are given here as age, class of worker, industry code, occupation code, gross income, education, wage per hour, marital status, sex, member of a labour union, reason for unemployment, capital gains, capital losses, detailed household, information about family, country of birth, total income, migration code, etc. This dataset contains weighted censes data extracted from the 1994 and 1995 current population surveys conducted by the US census bureau. It contains demographic and employment-related information. Sex is taken as a discriminatory attribute for DADM research.
Adult dataset (also known as census income dataset)

German credit dataset
Census income (KDD) dataset
Communities and crime dataset
Redmond (2009) constructed this dataset, which consists of 1994 instances. It has 128 attributes (both numeric and categorical). This dataset combines socio-economic data from the 1990 US census, law enforcement data from the 1990 US LEMAS survey and crime data from the 1995 FBI UCR. The race is taken as a discriminatory attribute for DADM research.
Dutch census of 2001 dataset
This dataset is taken from the Dutch Central Bureau for Statistics (2001) . This dataset consists of 60,420 instances. It has 11 categorical attributes with occupation as a class label. This dataset represents aggregated groups of inhabitants of the Netherlands. Gender is taken as a discriminatory attribute for DADM research.
Discussions
DADM is a very interesting and emerging research area. Though a lot of work is already done by many researchers in this area, there are still many open problems for further research. It is not possible to study DADM alone. It is important to study DADM in combination with other disciplines such as law, social sciences and privacy preservation to study relationship of DADM with other areas. Discrimination is basically a social issue, which can also appear in the data mining. Data mining can provide tools for discovering and preventing discrimination. The other areas such as privacy preservation can also provide tools for discovering and preventing discrimination.
The government of India has tried to prevent gender discrimination by providing laws such as Maternity Benefits Act (1961) and Equal Remuneration Act (1976) . It will be a good research area to create methods and measures, based on Indian laws, to prevent and discover discrimination. Sometimes, it may happen that direct discrimination in one area may result in discrimination in another area, e.g., gender discrimination against females in managerial position may have an impact on higher education of females, which in turn may cause low investment in education for females. It may even be one of the reasons that people do not want a girl child. Thus, it is necessary to find the effects of the discrimination on other areas as well. While studying the effects of discrimination, we may find reasons for some of the social problems, which further highlight the importance of discovering and preventing discrimination. DADM also shows that technical and social problems can go hand in hand.
It is also necessary to consider the severity of the discrimination caused. The severity of discrimination depends on severity of discriminatory attributes. Discrimination is severe if the person belongs to more than one discriminatory group. E.g., the discrimination faced by a black woman. This discrimination is more severe than the discrimination faced by a white woman, because of the two discriminatory attributes, black (race) and woman (gender).
This paper tries to present a consolidated information about DADM, which might prove helpful for the researchers who want to do further research in the discrimination and privacy areas. The survey presented in this paper will be useful to identify future research directions in the DADM field. This paper may serve as a starting point for further research and may be referred by researchers to get an overview of the research done in these areas. The paper will be useful for a wide range of readers who are new researchers in this area. The paper tries to integrate work from various areas of DADM and also adds author's understanding in this area.
Ideas for future research directions and conclusions
The future research directions in DADM are mentioned here:
• Although many discrimination prevention techniques are already developed, there is still scope to create new data pre-processing, in-processing or post-processing methods or to modify the existing methods for discrimination prevention. E.g., currently, only elift measure has been used to create data transformation methods, however, other measures such as slift can also be used to create new data transformation methods.
• Many discrimination-related problems arise in our society. We can identify some of these problems and create the problem-specific application using existing DADM techniques, e.g., identifying whether discrimination is happening towards a minority group while providing health benefits. We may consider another example, in the corporate firms; discrimination can happen during employee referral policy. An existing employee may refer to new candidate belonging to his or her religion. This is a kind of structural/indirect discrimination. The existing indirect discrimination discovery algorithms can be used to identify discrimination in such cases.
• Privacy protection and anti-discrimination are dependent on each other. Hiding discriminatory attribute for privacy protection affects the discrimination caused. E.g., in case of employee hiring, it is interesting to investigate, what happens if the employer knows the race of job-seeking candidate and what happens if the race is unknown to the employer, which is why it is important to explore the relationship between discrimination prevention and privacy preservation. As privacy preservation is a well-explored area, many of the privacy preservation methods can be used for discrimination prevention. Although some of the privacy-preserving techniques (generalisation, suppression and t-closeness) are already used to identify relationships between PPDM and DADM, we can use many other privacy-preserving techniques such as permutation and perturbation to identify relationships between PPDM and DADM. This may give us different results than existing results. A new pre-processing technique can be generated by using PPDM techniques.
• It will be interesting to detect the severity of discrimination. While identifying severity, we can decide the priority of the extracted rules according to their severity. The rule will be severe if it contains more than one discriminatory attribute. Severity also depends on the type of discrimination, i.e., individual, institutional or structural.
• There is a gap between privacy protection and handling conditional discrimination. We can use privacy-preserving techniques to prevent only bad/explainable discrimination.
• We can also study discrimination in terms of cause and effect, i.e., studying effects of one kind of discrimination to another kind of discrimination. Sometimes, a small amount of discrimination on one dataset may become large in another dataset. It is important to recognise the ways in which discrimination in one domain or at one stage can impose negative spillover effects into other arenas.
• We can also extend discrimination discovery techniques for different types of input data, e.g., Audio, video or social network data.
To take advantage of data mining techniques to solve social problems, it is important to identify and prevent discrimination in datasets. Discrimination discovery and prevention can be performed using different data mining techniques. The purpose of this paper is to present a survey of research work done in DADM till date. The current research directions in this field are discrimination discovery, discrimination prevention and exploring the relationship between PPDM and DADM. It can be stated based on the current research in this field that data pre-processing techniques for discrimination prevention are more flexible and accurate than other discrimination prevention techniques. It can also be concluded that DADM is useful in many different domains. DADM has applications in social and legal domains, as well as governmental bodies. Its users include owners of socially sensitive decision data, government anti-discrimination analysts, technical consultants in legal cases, researchers in social sciences, etc.
