Galaxy clusters are the most massive gravitational structures in the universe, and also provide unique probes of its expansion. Their strong X-ray emission and unique cosmic microwave background scattering signature afford an independent method to obtain distances based on the physics of ionized plasmas. In this article we determine the distance to 39 clusters of galaxies in the redshift range 0.14≤z≤0.89 using Chandra X-ray data and radio observations from the Owens Valley Radio Observatory and the Berkeley-Illinois-Maryland Association interferometric arrays. We analyze the plasma and dark matter distribution in clusters using a hydrostatic equilibrium model that accounts for radial variations in density, temperature and abundance, and quantify the statistical and systematic errors of this method. The analysis is performed via a Markov chain Monte Carlo technique that provides simultaneous estimation of all model parameters. We measure a Hubble constant of H 0 = 77.1 ± Mpc −1 (statistical followed by systematic uncertainty at 68% confidence). The consistency between the models illustrates the relative insensitivity of SZE/X-ray determinations of H 0 to the details of the cluster model. Our determination of the Hubble parameter in the distant universe agrees with the recent measurement from the Hubble Space Telescope key project that probes the nearby universe.
ABSTRACT
Galaxy clusters are the most massive gravitational structures in the universe, and also provide unique probes of its expansion. Their strong X-ray emission and unique cosmic microwave background scattering signature afford an independent method to obtain distances based on the physics of ionized plasmas. In this article we determine the distance to 39 clusters of galaxies in the redshift range 0.14≤z≤0.89 using Chandra X-ray data and radio observations from the Owens Valley Radio Observatory and the Berkeley-Illinois-Maryland Association interferometric arrays. We analyze the plasma and dark matter distribution in clusters using a hydrostatic equilibrium model that accounts for radial variations in density, temperature and abundance, and quantify the statistical and systematic errors of this method. The analysis is performed via a Markov chain Monte Carlo technique that provides simultaneous estimation of all model parameters. We measure a Hubble constant of H 0 = 77.1 ± 3.8 3.4 ± 10.0 8.0 km s −1 Mpc −1 (statistical followed by systematic uncertainty at 68% confidence) for an Ω M = 0.3, Ω Λ =0.7 cosmology. We also analyze the data using an isothermal β model that is free of the hydrostatic equilibrium assumption, and find H 0 = 73.4 ± 4.5 3.8 ± 9.5 7.6 km s −1 Mpc −1 ;
Introduction
Combined analysis of radio and X-ray data provides a method to determine directly the distances to galaxy clusters. Galaxy clusters are the largest gravitationally collapsed structures in the universe, with a hot diffuse plasma (k B T e ∼ 10 keV) that fills the intergalactic space. Cosmic microwave background (CMB) photons passing through this hot intracluster medium (ICM) have a ∼ 1% chance of inverse Compton scattering off the energetic electrons, causing a small (∼ 1 mK) distortion of the CMB spectrum, known as the Sunyaev-Zel'dovich Effect (SZE: Sunyaev & Zel'dovich 1970 , 1972 ; for reviews see Birkinshaw 1999; Carlstrom, Holder, & Reese 2002) . The same hot gas emits X-rays primarily through thermal bremsstrahlung. The SZE is a function of the integrated pressure, ∆T ∼ n e T e dℓ, where n e and T e are the electron number density and temperature of the hot gas, and the integration is along the line-of-sight. The X-ray emission varies as S X ∼ n 2 e Λ ee dℓ, where Λ ee is the X-ray cooling function. The different dependences on density, along with a model of the cluster gas, enable a direct distance determination to the galaxy cluster. This method is independent of the extragalactic distance ladder and provides distances to high redshift galaxy clusters. The promise of direct measurement of cluster distances and the Hubble parameter motivated early searches for the SZE.
The ∼ 1 mK SZE signal proved challenging for initial searches, but recent improvements in both technology and observational strategies have made observations of the SZE routine. High signal-to-noise ratio (S/N) detections of the SZE have been made with single dish observations at radio wavelengths (Birkinshaw and Hughes 1994; Herbig et al. 1995; Myers et al. 1997; Hughes and Birkinshaw 1998; Mason et al. 2001) , millimeter wavelengths (Holzapfel et al. 1997a,b; Pointecouteau et al. 1999 Pointecouteau et al. , 2001 ) and submillimeter wavelengths (Lamarre et al. 1998; Komatsu et al. 1999) , while interferometric observations at centimeter wavelengths produce high quality images of the SZE Grainge et al. 1993; Carlstrom et al. 1996 Carlstrom et al. , 2000 Grainge et al. 2002; Reese et al. 2000 Reese et al. , 2002 Grego et al. 2000 Grego et al. , 2001 La Roque et al. 2003; Udomprasert et al. 2004 ).
SZE/X-ray determinations of the Hubble parameter have progressed from determinations using individual galaxy clusters, to samples of a few (Myers et al. 1997; Mason et al. 2001) , up to a sample of 18 galaxy clusters (Reese et al 2002;  for reviews see Reese 2004 and Reese 2002) . In most cases, simple isothermal β models were adopted for the cluster gas, since the data did not warrant a more sophisticated treatment.
Recent primary CMB anisotropy observations with WMAP (Spergel et al. 2003) do not measure the expansion of the universe directly. Rather, the Hubble parameter is inferred as a secondary parameter (e.g., Efstathiou & Bond 1999 ). In the nearby universe, the Hubble Space Telescope Key Project measured H 0 = 72 ± 8 km s −1 Mpc −1 (Freedman et al. 2001) . SZE/X-ray distances provide a measure of the Hubble constant that is independent of the extragalactic distance ladder and probes high redshifts, well into the Hubble flow. Therefore, SZE/X-ray determinations of H 0 provide an independent measurement of the Hubble parameter, bridging the gap between nearby determinations and those from the surface of last scattering.
We present a Markov chain Monte Carlo joint analysis of interferometric SZE observations and Chandra X-ray imaging spectroscopy observations of a sample of 39 galaxy clusters with redshifts 0.14 ≤ z ≤ 0.89. The unprecedented spatial resolution of Chandra combined with its simultaneous spectral resolution allow more realistic modeling of the intracluster plasma than previous studies, thus enabling a more accurate determination of the Hubble constant.
Observations of galaxy clusters
2.1. Interferometric Sunyaev-Zel'dovich effect data Interferometric radio observations of the 39 clusters in Table 1 were performed at the Berkeley-Illinois-Maryland Association observatory (BIMA) and at the Owens Valley Radio Observatory (OVRO). The arrays were equipped with 26-36 GHz receivers to obtain maps of the Sunyaev-Zel'dovich Effect (SZE) toward the clusters (Carlstrom et al. 1996 (Carlstrom et al. , 2000 Reese et al. 2000) . These frequencies are on the Rayleigh-Jeans end of the microwave spectrum, and the scattering with cluster electrons causes an intensity decrease that, in terms of brightness temperature, corresponds to a change in T CM B of order −1 mK.
Most of the OVRO and BIMA telescopes were placed in a compact configuration in order to maximize the sensitivity on angular scales subtended by distant clusters (typically ∼ 1') and a few telescopes were placed at longer baselines for simultaneous point source imaging (Reese et al. 2002) . The SZE data consist of the position in the Fourier domain (uv plane) and the visibilities -the real and imaginary Fourier component pairs as functions of u and v, which are the Fourier conjugate variables to right ascension and declination. The effective resolution of the interferometer, the synthesized beam, depends on the u-v coverage and is therefore a function of the array configuration and source position. A typical size for the synthesized beam of our observations is ∼ 1', as shown in Figure 1 . The SZE data were reduced using the MIRIAD (Sault et al. 1995) and MMA (Scoville et al. 1993 ) software packages and imaged with the DIFMAP (Pearson et al. 1994 ) software, and absolute flux calibration was peformed using Mars observations adopting the brightness temperature from the Rudy (1987) Mars model. The gain was monitored with observations of phase calibrators, and remained stable at the 1% level over a period of months. Data were excised when one telescope was shadowed by another, when cluster observations were not bracketed by two phase calibrators, when there were anomalous changes in the instrumental response between calibrator observations, or when there was spurious correlation. Positions of point sources were identified using the long baseline data; their fluxes are included as free parameters in the model, using the same methodology as Reese et al. (2002) . Additional details of the SZE data analysis are provided in Reese et al. (2002) and Grego et al. (2000) .
Chandra X-ray data
The Chandra X-ray data for the 39 clusters in our sample were obtained primarily through the Guaranteed Time program of L. van Speybroeck. The observations were performed with the ACIS-I and ACIS-S detectors. The two ACIS instruments provide spatially resolved X-ray spectroscopy and imaging with an angular resolution of ∼ 0.5" and with energy resolution of ∼ 100−200 eV. Data analysis was performed with the CIAO software (version 3.2) and the CALDB calibration information (version 3.1) provided by the Chandra calibration team (Chandra Interactive Analysis of Observations, http://cxc.harvard.edu/ciao/).
The first step in the data analysis was to process the Level 1 data to correct for the charge transfer inefficiency of the ACIS detectors. We then generated a Level 2 event file applying standard filtering techniques: we selected grade=0,2,3,4,6, status=0 events (as defined in the Chandra Proposers Observatory Guide) and filtered the event file for periods of poor aspect solution using the good time interval (GTI) data provided with the observations. Periods of high background count rates were occasionally present, typically due to Solar flares (Markevitch 2001) . We discarded these periods using an iterative procedure in which we constructed a light-curve of a background region in 500 second bins, and time intervals that were in excess of the median count rate by more than 3σ were discarded from the dataset. The Chandra instruments are affected by the buildup of a contaminant on the optical blocking filter located along the optical path to the ACIS detector. We accounted for this efficiency reduction using CIAO and CALDB. Spectra were accumulated in concentric annuli centered at the peak of the X-ray emission, each encompassing the same number of source photons, after removal of point sources. Both images and spectra were limited to 0.7-7 keV in order to exclude the low-energy and high-energy data that are more strongly affected by background and by calibration uncertainties. Background was measured from the same cluster observations, using peripheral regions of the detector that are source free. Additional details of the Chandra X-ray data analysis are provided in Bonamente et al. (2004) .
Images of the X-ray surface brightness of selected clusters are shown in Figure 1 , with SZE contours overlaid, and in Appendix 1 for all 39 clusters. Chandra also provides spatiallyresolved spectroscopy that allows a determination of the temperature and metal abundance of the hot plasma. The spectral properties of the plasma are obtained by fits to an optically thin emission model, with absorbing column N H fixed at the Galactic value. The uncertainty in N H of ∼ 10 19 cm −2 (Dickey and Lockman 1990) results in uncertainties in the measured temperatures of less than 1%, and therefore has a negligible effect in the measurement of the cluster distances. In Figure 1 we show the radial profiles of the X-ray surface brightness and of the plasma temperature for several representative clusters, along with their best fit curves as determined from the modeling described in the next section; radial brightness and temperature profiles for the full cluster sample are presented in Appendix 2 and 3.
In Figure 2 we show the composite radial temperature profiles for the 39 clusters. The clusters containing plasma with a central cooling time t cool ≤ 0.5t Hubble , which we refer to as the "cool core" sample, are shown on top, while clusters with longer cooling times are shown on the bottom 1 . The profiles follow the same distribution as the De Grandi & Molendi (2001) sample. The spectra were extracted in annular regions that contain roughly the same number of source photons for each cluster. Since the minimum number of source photons detected in the faintest of our clusters is approximately 2,000, we chose this number as the average number of counts per annulus. In a few bright clusters, we increased this threshold to 5,000 counts, in order to avoid an excessive number of annuli. (Carroll, Press and Turner 1992) with H 0 =72 km s −1 Mpc −1 and the cooling time (t cool ≃ 3k B T /2Λ ee n e ) is calculated using the central density and the temperature from an isothermal β model fit. data for all clusters are reported in Appendix 3 (Table 4 ). Metal abundances of the hot cluster plasma have a marginal effect on the X-ray cooling function (see section 3). We assume the De Grandi et al. (2004) abundance profile in our analysis, which is consistent with our measured abundances.
Measuring distances with X-ray and Sunyaev-Zel'dovich Effect data
To determine the distance to a cluster, we must first construct a realistic model for the cluster gas distribution. At the center of clusters the density may be high enough that the radiative cooling time-scale is less than the cluster's age, leading to a reduction in temperature and an increase in central density. This increases the central X-ray emissivity in the Chandra passband, as shown in Figure 1 for the clusters RXJ 1347.5-1145 and Abell 1835. At large radii, the density of the gas is sufficiently low that X-ray emission can be sustained for cosmological periods without significant cooling. Cool core clusters effectively exhibit two components: a centrally concentrated gas peak and a broad, shallower distribution of the gas. This phenomenon motivates the modelling of the gas density with a function of the form:
This shape generalizes the single β-model profile, introduced by Cavaliere and Fusco-Femiano (1976) and commonly used to fit X-ray surface brightness profiles, to a double β-model of the density that has the freedom of following both the central spike in density and the more gentle outer distribution. A double β-model of the surface brightness was first used by Mohr et al. (1999) to fit X-ray data of galaxy clusters; the density model of Equation 1 was further developed by La Roque (2005) . The quantity n e0 is the central density, f represents the fractional contribution of the central component (0 ≤ f ≤ 1), r c1 and r c2 are two core radii that describe the shape of the inner and outer portions of the density distribution and β determines the slope at large radii (the same β is used for both the central and outer distribution in order to reduce the total number of degrees of freedom).
The X-ray surface brightness is related to the gas density as
where z is the source's redshift, n e is the electron density of the plasma (Equation 1), Λ ee = Λ ee (T e , A) is the X-ray cooling function and is a function of the plasma temperature T e and metal abundance A, and the integration is performed along the line of sight l. In The SZE decrement is proportional to the integrated gas pressure as
where f (x,Te) is the frequency dependence of the SZE, x = hν/k B T CM B and f (x,Te) ≃ −2 at our observing frequency of 30 GHz, T CM B = 2.728 K (Fixsen et al. 1996) , σ T is the Thomson cross section, k B is the Boltzmann constant, c is the speed of light in vacuum, m e is the electron mass, T e the electron temperature, and the integration is along the line of sight.
Historically, the cluster distance has been solved for directly by taking advantage of the different density dependences of the X-ray emission and SZE decrement (e.g., Hughes, Birkinshaw and Arnaud 1991; Reese et al. 2002; Bonamente et al. 2004 ):
The cluster angular diameter distance D A ≡ dl/dθ, where θ is the line-of-sight angular size, can be inferred with a joint analysis of SZE and X-ray data by assuming a cluster geometry to relate the measured angular size in the plane of the sky to that along the line of sight. For our adopted spherical geometry, these two sizes are equal. Eliminating n e in Equation 4, one obtains
The details of the plasma modelling, e.g., the numerical integration of the density profile, are included in the proportionality constants of Equation 4 and 5.
The hydrostatic equilibrium model
The method described so far is sufficent for obtaining cluster distances (e.g., Reese et al. 2002) , but it does not include a model for the distribution of the cluster dark matter. The presence of large amounts of dark matter, well established both on observational and theoretical grounds, is the reason for the high temperature of the cluster plasma. Dark matter and baryonic matter reach hydrostatic equilibrium on a time scale that is shorter than the cluster's age (Sarazin 1988) . Under spherical symmetry, this results in the condition
where P is the gas pressure, ρ g is the gas density and φ = −GM total /r is the gravitational potential due to both dark matter and the plasma. Using the ideal gas equation of state for the diffuse cluster plasma, P = ρ g k B T /µm p where µ is the mean molecular weight and m p is the proton mass, one obtains a relationship between the cluster temperature and the cluster's total mass:
We combine these hydrostatic equilibrium equations with a dark matter density distribution from Navarro, Frenk and White (1997):
where C DM is a normalization constant and r s is a scale radius. Note that with this normalization, no cosmology dependence is introduced by our dark matter model. These model equations are combined with the X-ray and SZE data using a Markov chain Monte Carlo method, described in the following section.
Parameter estimation using the Markov chain Monte Carlo method
Our model consists of five parameters that describe the gas density (n e0 , f , r c1 , r c2 and β; Equation 1), two parameters that describe the dark matter density (ρ c and r s ; Equation 8) and the angular diameter distance D A . Some additional parameters such as the cluster position, point source positions, and point source fluxes are also included. A detailed discussion of SZE point sources is provided in Reese et al. (2002) . By linking the central densities between the X-ray and SZE datasets, and allowing D A to vary, the model can be integrated along the line of sight and compared with the X-ray and SZE data simultaneously, according to Equations 2 and 3. The model parameters can also be used with Equation 7 to solve for the cluster temperature profile, which is integrated along the line of sight and compared with the spectral data as described below. The Markov chain Monte Carlo (MCMC) method used to estimate the model parameters is described in Bonamente et al. (2004) . In this section we provide a brief overview of the method, focusing on the changes we applied to accomodate the new hydrostatic equilibrium model of section 3.1.
The first step of the Markov chain Monte Carlo method is the calculation of the joint likelihood L of the X-ray and SZE data with the model. This calculation follows three independent steps, one for each of the datasets involved: SZE data, X-ray images, and X-ray spectra. The likelihood calculation for the SZE data is performed directly in the Fourier plane, where the data are taken and where we understand the noise properties of the data. The likelihood is given by
where ∆R i and ∆I i are the difference between model and data for the real and imaginary components at each point i in the Fourier plane, and W i is a measure of the Gaussian noise.
Since the X-ray counts are distributed according to Poisson statistics, the likelihood is given by
where M i and D i are the model and detected counts for pixel i, and a numerical integration is needed to calculate the model prediction according to Equation 2.
The spectral likelihood is calculated by comparing the predicted temperature profile with the observed one:
where i labels the bins in the temperature profile (Figure 2 
2 , T i and M i are the detected and predicted temperatures and σ i is the measured temperature uncertainty. Likelihood evaluation for the spectral data requires another numerical integration in order to solve for T e (r), according to Equation 7. This temperature profile is weighted by the square of the density and the cooling function (Equation 2) and then integrated along the line of sight in order to determine the emission-weighted temperature profiles, which can be directly compared with the measured temperature profile. Since the three datasets are independent, the joint likelihood is given by
A Markov chain is a sequence of model parameters constructed with the property that the model parameters appear in the chain with a frequency that is proportional to their posterior probability, i.e., the probability of occurrence in the light of the current observations. We start by assuming vague prior probability distributions for all parameters as top-hat functions between two extreme values. The first link of the MCMC is chosen as the midpoint of the prior distributions. We then select a candidate for the next link in the chain using a proposal distribution, in our case a simple top-hat function of constant width around the previous parameter values. These candidate parameter values are accepted into the chain or rejected according to the Metropolis-Hastings criterion (Metropolis 1953 , Hastings 1970 that takes into account the likelihood information. This process is iterated for a large number of steps, which we chose as 100,000. This number ensures that the MCMC has reached convergence towards the posterior probability distribution functions of the parameters (Bonamente et al. 2004) . Convergence is tested using the Raftery-Lewis test (Raftery and Lewis 1992; Gilks et al. 1996) , the Gelman-Rubin test (Gelman and Rubin 1992) and the Geweke test (Geweke 1992) . Confidence intervals for the model parameters are obtained by computing the cumulative distribution of the occurrence for each model parameter. We consider the median of the distribution as the best-fit value and calculate 68% confidence intervals around the median. The results of the MCMC analysis are shown in Table 2 .
Uncertainty analysis
The uncertainties in Table 2 represent the photon-counting statistical uncertainties of the X-ray images and spectra, and the statistical uncertainty of the SZE observations, as described in section 3.2. Other sources of uncertainty that affect our measurements are discussed in this section and listed in Table 3 .
Uncertainty in Galactic N H
In the spectral fits of section 2.2 we used the HI column densities of Dickey and Lockman (1990) , which have an uncertainty of σ N H = 1 × 10 19 cm −2 . A variation of the HI column density will primarily affect the best-fit X-ray temperature. The temperature, in turn, affects the measurement of cluster distances through Equation 5,
e , in which the X-ray cooling function is Λ ee ∝ T 0.5 . We obtained spectral fits of our clusters using N H + σ N H and N H − σ N H as the HI column densities, and found that the best-fit temperatures change by less than 0.5%. The uncertainty in Galactic N H therefore results in a D A uncertainty of ≤ 1% (D A ∝ T −1.5 e ).
Cluster asphericity
Most clusters do not appear circular in X-ray or radio observations (e.g., Mohr et al. 1995) . Numerical simulations by Sulkanen (1999) show that using a spherical model to fit triaxial X-ray and SZE clusters is an unbiased estimator of cluster distances, when a large sample of clusters is used, and that the standard deviation of the measured distance for one cluster is ∼ 15%.
Small scale clumps in the intracluster gas
Clumping of the intracluster medium on scales smaller than the Chandra resolution is a potential source of systematic error. In fact, the X-ray emission would be enhanced by the factor:
A factor C>1 leads to an underestimate of the angular diameter distance (D A ∝ S −1 X ), and consequently to an overestimate of the Hubble constant. Concurrent observations and numerical simulations suggest that clumping on scales smaller than the Chandra resolution has a negligible effect on the model parameters (La Roque et al. 2006); we therefore do not include this source of uncertainty in our error analysis.
Point sources in the field
Undetected SZE point sources near the cluster center mask the central decrement. According to Equation 5, D A ∝ ∆T 2 CM B , and an underestimate of the SZE decrement will result in an underestimate of the cluster distance. The synthesized beam of the SZE instrument also has negative sidelobes, and therefore overestimates of the decrement are also possible. A detailed treatment of the effect of point sources by Reese et al. (2002) shows that SZE point sources result in a ∼ 12% uncertainty in the determination of D A .
For the X-ray data, the superior angular resolution of Chandra allows one to locate the point sources and mask them from the analysis, so negligible uncertainty from undetected X-ray point sources is introduced.
Radio halos
Large scale diffuse non-thermal radio emission has been detected towards the center of a few clusters (e.g., Giovannini and Feretti 2000; Giovannini et al. 1999; Hanish 1982) . This radiation may mask the SZE decrement, resulting in an underestimate of D A . Reese et al. (2002) determined that the average effect of a radio halo at the BIMA and OVRO frequency is ∼1.5% of the thermal decrement. The inclusion of a one-sided +3% error in the D A measurement (∝ ∆T 2 CM B ) will therefore account for the possible presence of a radio halo.
Kinetic SZE effect and CMB anisotropies
Peculiar velocities of clusters introduce a distortion in the CMB spectrum, known as the kinetic SZE. For a typical line-of-sight peculiar velocity of 300 km s −1 (Watkins 1997 , Colberg et al. 2000 ) and a cluster of T e = 8 keV, the kinetic SZE is 4% of the thermal SZE. Since D A ∝ ∆T 2 CM B , the kinetic SZE effect introduces an uncertainty of 8% to the determination of cluster distances.
Primary anisotropies of the CMB have been measured by Dawson et al. (2001) and Holzapfel et al. (2000) with BIMA on the scales of the observations presented in this paper. The 95% confidence upper limit is ∆T CM B < 19 µK at l ∼ 5500 (∼ 2 arcmin scales). This results in a 68% uncertainty of ≤1% in the measurement of ∆T CM B , and ≤2% in the measurement of D A .
X-ray calibration
The calibration of the Chandra ACIS effective area is known to ∼ 5% in the 0.7-7 keV band of interest (http:/asc.harvard.edu/cal). This uncertainty affects the D A measurements directly through the surface brightness terms in Equation 5. The effect of this uncertainty on S X is estimated at 5% (D A ∝ S X , Equation 5). Temperature measurements with Chandra may be subject to systematic offsets caused by effective area and energy calibration errors, which we estimate at 5% (http:/asc.harvard.edu/cal). According to Equation 5, D A ∝ Λee S X T 2 e , where Λ ee ∝ T 0.5 e , and the effect of the temperature measurement uncertainty results in a ∼7.5% uncertainty on the distance for one cluster.
SZE calibration
The absolute calibration of the interferometric observations is known to about 4%, resulting in an uncertainty of 8% in the distance measurement of one cluster. Reese et al. (2002) also studied the effect of imprecisions in the measurement of the BIMA and OVRO primary beams, and conclude that the effect on distance measurements is negligible.
Measurement of the Hubble constant using the hydrostatic equilibrium model
We now use the 39 cluster distances to estimate the Hubble constant. The angular diameter distance D A is a function of the cluster redshift z, the mass density Ω M , the dark energy density Ω Λ , and the Hubble constant H 0 , which is the overall normalization:
where "sinn" is defined as "sinh" if Ω k > 0 and as "sin" if Ω k < 0, and Carroll, Press and Turner 1992) . Observations of the CMB anisotropy (Spergel et al. 2003) , high-redshift supernovae (Riess et al. 2004; Knop et al. 2003; Tonry et al. 2003 ) and mass measurements of galaxy clusters (e.g., Grego et al. 2001; Vikhlinin et al. 2003; Allen et al. 2004 ) indicate a flat, dark energy-dominated universe with Ω M ≃ 0.3 and Ω Λ ≃ 0.7, and these values are adopted in all subsequent analysis unless otherwise specified. We fit the theoretical D A (z) function to our sample of 39 cluster distances. For the fit, we combine the statistical errors given in Table 3 with the data modelling D A errors in Table 2 , and obtain H 0 = 77.1± 3.8 3.4 km s −1 Mpc −1 (68% confidence interval, statistical uncertainty only). The fit uses the MCMC parameter estimation method described in section 3.2, with the likelihood calculated using Equation 11. The χ 2 statistic of the best-fit model is 32.7 for 38 degrees of freedom.
The total systematic errors in D A are calculated by combining the individual systematic uncertainties of Table 3 in quadrature, applying the resulting errors to all 39 cluster distances, and repeating the fit. We obtain a systematic uncertainty in H 0 of (+10.0,-8.0) km s −1 Mpc −1 . Figure 3 shows the Chandra/SZE cluster distance measurements, and the theoretical curve for the best-fit Hubble constant H 0 =77.1 km s −1 Mpc −1 and Ω M = 0.3, Ω Λ = 0.7. We also show the angular diameter distances of nearby clusters from Mason et al. (2001) , to demonstrate that the best-fit curve is in agreement with low-redshift X-ray/SZE measurements. Our measurement of H 0 in the distant universe is in agreement with the Hubble Space Telescope Key Project measurement of H 0 = 72 ± 8 km s −1 Mpc −1 (Freedman et al. 2001) , which probes the nearby universe.
In order to address the effects of cosmology on the value of the Hubble constant obtained from the SZE/X-ray method, we also repeat the fit of our cluster distances with the theoretical D A (z) function for a matter-dominated universe with Ω m = 1.0 and Ω Λ = 0.0. The best-fit value of the Hubble constant in this case is H 0 =67.3± 3.3 2.9 (68% statistical error), with a χ 2 statistic of 33.1 for 38 degrees of freedom. This fit has the same quality as that for (Table 2 ) and the additional sources of random error described in section 4 and Table 3 . The systematic errors of Table 3 the currently favored Ω m = 0.3, Ω Λ = 0.7 cosmology, indicating that cluster distances alone
can not yet effectively constrain the energy density parameters. The matter density Ω m can be determined by SZE/X-ray measurements of gas mass fractions (La Roque et al. 2006 ).
Measurement of the Hubble constant using the isothermal β-model
We compare the cluster distance results from the hydrostatic model of section 5 to the results from other ICM models to determine how sensitive the distance measurements are to the details of the plasma modeling. These models consist of a simple isothermal β-model, with a density profile described by Equation 1 with f =0, and with a constant temperature. Since cluster centers often feature a sharp gradient in density and temperature, not consistent with this simple f =0 model, we also repeat the model fits excising the central 100 kpc of the X-ray data from the analysis. Figure 2 and Table 4 show that, when the central 100 kpc are removed from the X-ray data, the temperature profiles out to ∼ 0.3600 kpc are essentially flat. With these simplifying assumptions, the X-ray surface brightness and SZE decrement have simple analytical functions (see, e.g., Birkinshaw et al. 1991) , and numerical integrations are no longer needed. Also, we do not enforce hydrostatic equilibrium, and accordingly do not consider the dark matter distribution and the spectral likelihood information in the MCMC procedure described in section 3.2.
There is no simple way to mask the central 100 kpc from our interferometric data, because these data are fit in the Fourier plane (La Roque 2005) . However, the SZE data are less sensitive to the presence of a dense core than the X-ray data (Equation 4), and the X-ray data drive the fit for the density shape parameters. In addition, even clusters with X-ray structures in the core are normally in pressure equilibrium (Markevitch et al. 2000 (Markevitch et al. , 2001 , and should therefore have smooth SZE profiles. We therefore use the entire SZE dataset and the 100 kpc-cut X-ray dataset for this analysis. The assumptions of the model outlined above are described and tested in more detail in La Roque et al. (2006) . This model includes the following parameters: S X0 , r c , β, ∆T SZ , kT and A. The angular diameter distance D A is calculated according to Equation 5, which is explained in detail in Bonamente et al. (2004) . Applying this simple model to the data, we calculate the angular diameter distances (Figure 4) . The same fitting technique employed in section 5 above yields a best-fit Hubble constant of H 0 = 77.2 ± 4.8 4.2 ± 10.1 8.2 km s −1 Mpc −1 (68% confidence interval, statistical followed by systematic errors), with a fit statistic of χ 2 =53.5 for 38 degrees of freedom.
Finally, we include the results for the standard isothermal β model fit to the entire X-ray dataset, i.e., without the excision of the central 100 kpc. This exercise is provided for comparison with earlier analyses that used such modelling (e.g., Reese et al. 2002) , and it is useful to assess the impact of the bright cluster cores on the determination of the distance scale. These simple isothermal β-model fits are also used to compute the cooling time and classify cool core clusters, as discussed in section 2.2. This model yields the angular diameter distances of Figure 5 and a best-fit Hubble constant of H 0 = 73.4± 4.5 3.8 ± 9.5 7.6 km s −1 Mpc −1 (68% confidence interval, statistical followed by systematic errors), with a fit statistic of χ 2 =53.6 for 38 degrees of freedom.
These results indicate that the measurement of cluster distances and of the Hubble constant with X-ray and SZE clusters is largely insensitive to the details of the hot ICM modelling.
Conclusions
We analyzed 39 clusters of galaxies with X-ray and SZE data, the largest sample to date used to measure H 0 . The high quality of the Chandra X-ray data and SZE interferometric imaging enabled the use of a hydrostatic equilibrium model that accounts for radial variations in cluster temperature, and for sharp density gradients caused by the cooling of the plasma in the cluster core. The joint analysis of X-ray and SZE data yields a direct measurement of the cosmic distance scale in the redshift range 0.14<z<0.89. We measure a Hubble constant of H 0 = 77.1 ± 3.8 3.4 ± 10.0 8.0 km s −1 Mpc −1 (68 % confidence interval, statistical followed by systematic uncertainty), which is in agreement with the Hubble Space Telescope Key Project results obtained at low redshift. We also analyze our measurements with a simple isothermal model of the hot plasma without the hydrostatic equilibrium assumption. The results from this simple model are in good agreement with the hydrostatic equilibrium model, indicating that the X-ray/SZE method used to determine the cosmic distance scale is largely insensitive to the details of the hot plasma modeling. Fig. 4 .-Angular diameter distances of the 39 clusters, using the simple 100 kpc-cut isothermal model described in section 6. The error bars are the total statistical uncertainties, obtained by adding the X-ray and SZE data modelling uncertainties and the additional sources of random error described in section 4 and Table 3 . The systematic errors of Table 3 are not shown. Dashed line is the best-fit angular diameter curve using the best-fit Hubble constant H 0 =77.2 km s −1 Mpc −1 and Ω M = 0.3, Ω Λ = 0.7. -28 - 
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