Abstract -A commonly recognized weak point of the DCT-based transform coding is its blocking effects which become increasingly visible in the low bit-rate territory. In the first part of this paper, motivated by a recent work of Bruckstein, Elad, and Kimmel (BEK) [1] and by the progress from [3], we propose a combined adaptive technique that can be applied to a BEK type of transform coding system for performance improvement. In the second part of the paper, motivated by a recent work of Tsaig, Elad, Milanfar, and Golub (TEMG) [2], we investigate an averaging technique for the design of optimal interpolation filter that can be utilized in a TEMG type system framework for further performance improvement. Simulation results are presented to demonstrate the effectiveness of the two proposed methods.
INTRODUCTION
In spite of the emerging wavelet-based standard JPEG-2000 for still images [4] , the discrete cosine transform (DCT) based JPEG standard [5] - [7] remains to be one of the most successful applications of transform coding methods for still digital images.
A commonly realized disadvantage of the DCT-based transform coding is its blocking artifacts which become increasingly visible when the bit-rate gets lower. In the past, considerable research endeavors have been made to deal with this problem. The work of particular interest and relevant to the methods described below are the algorithms recently proposed in [1] - [3] that are JPEG-based and incorporate an anti-aliasing filtering and down-sampling pre-processing step and an interpolative up-sampling post-processing step, which have demonstrated considerable performance improvement in terms of coding gain and reduced blocking effects. Studies of image coding problems employing similar frameworks can also be found in [8] - [11] .
In this paper, two JPEG-based down-scaling techniques for low bit-rate image coding are proposed. The proposed techniques are built on similar system frameworks as in [1] - [3] (see Fig. 1 ) where effective and simple-to-implement adaptive and averaging schemes are incorporated for performance enhancement at a cost of moderate increase in complexity relative to that of [1] and [2] . Simulation results are presented to demonstrate the effectiveness of the proposed techniques.
II. BACKGROUND OVERVIEW

A. The Method of Bruckstein, Elad, and Kimmel (BEK)
As illustrated in Fig. 1 , the BEK method [1] (after a routine anti-aliasing filtering of the input image) down-samples the image to a lower resolution, applies JPEG to the down-scaled image with the same bit budget, and then interpolates the resulting image to obtain an image of original resolution. Since the JPEG is applied to an image of reduced size (for instance, the size is reduced by 4 when the image is downscaled by a factor of 2 in each dimension), using the same bit budget simply means that an increased number of bits can be assigned to each 8-by-8 image blocks, allowing more DCT coefficients to be included in the encoding process. It is intuitively clear that the above step shall help reduce the blocking effects. In addition, the interpolative up-sampling as a low-pass filtering step facilitates a further reduction of the blocking artifacts. A quantitative analysis that substantiates this idea and simulation results that demonstrate the effectiveness of the method especially for low bit-rate coding can be found in [1] .
B. The Method of Tsaig, Elad, Milanfar, and Golub (TEMG)
For further performance enhancement, the method of TEMG [2] addresses the issue of optimizing the decimation and interpolation stages. The algorithm starts by applying an antialiasing separable FIR two-dimensional (2-D) filter to an input digital image X of size m n × . In this case, the transfer [2] , the normalized cutoff frequency f c of H(z 1 , z 2 ) is optimized so as to maximize the peak signal-to-noise ratio (PSNR). The output of decimation filter is down-sampled by k in both dimensions and the down-scaled image Y is encoded by DCT plus certain quantization and coding techniques before transmission. The received 2-D signal is decoded by corresponding decoding techniques and the resulting image Ŷ is then up-sampled by k and filtered by an interpolation 2-D filter G to produce the reconstructed imageX .
In [2] , the scaling factor is set to k = 2 and the upsampling and interpolative filtering are treated as a unified process which is performed using one filter G for interpolation. In a scenario such as this, filter G may be explicitly described by four subfilters G (p,q) with p and q assuming the values of 0 or 1, where each subfilter is applied to the decoded image Ŷ to produce a subimage of size (m/2)× (n/2), and the four filtered subimages are used to construct image X as its even row/even column, even row/odd column, odd row/even column, and odd row/odd column parts, respectively. Each of the four nonseparable 2-D FIR filters is obtained by minimizing the Euclidean norm of an error vector that measures the difference between a subimage x (p,q) obtained by down-scaling the input image X by 2 and a subimage obtained by filtering Y using subfilter G (p,q) . Here x (p,q) denotes a column vector formed by taking each row of the subimage, transposing it to a column, stacking it with the next column vector, and so on. In analytic terms, let the size of each subfilter G (p,q) be l × l and Φ be a matrix of size , then g (p,q) is obtained by minimizing the norm
where + Φ denotes the pseudo-inverse of matrix Φ . Once filters g (p,q) for p, q ∈ {0, 1} are determined, they are used to produce the even row/even column, even row/odd column, odd row/even column, and odd row/odd column parts of the output image X as
.
C. The Adaptive Down-Scaling Algorithms
Adopting a BEK type framework, two adaptive downscaling algorithms are proposed in [3] in order to further improve the coding performance in terms of the PSNR, and this is accomplished at a cost of moderate increase in complexity relative to that of [1] .
Roughly speaking, the process of down-scaling an input image is made adaptive in two ways, both of which are based on the knowledge of the image's local features or statistics. In one way, the down-scaling rate is made adaptive to the image's local features of each s s × block, where the block size s depends on the set of down-scaling rates employed in the process; while in the other, the down-scaling rate is fixed but each down-scaled 8 8 × block is associated with a quality factor of quantization matrix that is made adaptive to the image's features in that block using a linear interpolation over a given range of levels. In either adaptive framework, for a given bit budget, an increased number of bits is assigned to those blocks with rich features such as edges, while a reduced number of bits are given to those blocks that are less dynamic. This kind of bit allocation further eases off the blocking artifacts improving the coding performance. The adaptive down-scaling rate algorithm turns out to be effective for large size images containing regions with fewer details, while the adaptive quality factor algorithm is found to be more suitable for medium-size images, as it requires considerably more computing power than the BEK method.
Motivated by the line of thoughts in [1] - [3] , we propose two improved strategies for JPEG-based low bit-rate image coding.
III. COMBINED ADAPTIVE AND AVERAGING STRATEGIES
A. A Combined Adaptive Strategy
Based on the two adaptive algorithms that are separately presented in [3] , here we propose a combined algorithm that takes the advantages of the two adaptive strategies. To describe this algorithm, we first recall several concepts and definitions from reference [3] .
Let X be the input gray-scale image of size N 1 × N 2 with 8-bit pixel vales in the range [0, 255], and let the image be divided into a total of K blocks of size s s × . Easy-to-compute and reasonable measures for the richness of the image details and "dynamics" in a given image block include its standard deviation and edge density measure [3] . The standard deviation associated with the k-th block is given by ( ) Let E be the binary edge map of the input image, which has the same size as the image itself and assumes value 1 at position (i, j) if the point happens to be on an edge or value 0 otherwise. Let E k be the s s × submatrix of E associated with the k-th image block. An alternative measure, namely the edge density measure, for the richness of the k-th block can then be defined as 
With the above preliminaries, the combined adaptive algorithm can be described as follows.
First, similar to the BEK method, an anti-aliasing filtering stage is applied to an input image X. Next, the filtered image is divided into blocks of size s s × , where s is determined by (5). Using either (3) or (4), the local image statistics are generated for each block and certain thresholds i δ with i = 1, 2, …, K -1 are selected. Based on this information, the down-sampling process can be performed for each s s × block by a specific rate k R . Those blocks not down-sampled by the minimum rate min R are subsequently bordered by blocks with constant value 128. In this way, the size of the combined block becomes min / .
down s s R =
The resulting image is denoted by Y. As an illustrative example, image peppers so processed using two sampling rates 2 and 4 is shown in Fig. 2 As a result, for a given bit budget, an intermediate 8 8 × image block with rich details is allowed to use more bits to code its DCT coefficients than the less dynamic image blocks.
We note that a small overhead is required for the quality factors { } k q to be coded and transmitted along with the information data. An alternative version of this combined algorithm can be obtained if one takes the advantage of the specific block structures of intermediate image Y (see Fig. 2 ) and compresses the blocks with different down-sampling rates by using different pre-defined quality factors. For a given set of downsampling rates{ } k R , with 1, 2,...,
, one can choose a corresponding set of quality factors { } k q to compress each s s × block from image Y. In the decoding stage, it is necessary to perform an additional intermediate step that decompresses the entire image using a fix known quality factor, which usually results in a poor quality intermediate image Ŷ . This Ŷ is used only for identifying the necessary up-sampling rate k R for each s s × block based on the specific block structures containing constant value 128, and then finding the corresponding quality factor k q for the entire s s × block. Having done this, the decompression process is repeated using the appropriate quality factors, and the resulting image Ŷ is adaptively up-sampled and interpolated, as previously described, to reconstruct image X . Therefore, if fixed sets of down-scaling rates and quality factors are employed, there will be no need to code and transmit the map of quality factors.
B. An Averaging Strategy for Performance Improvement
Unlike the original TEMG algorithm which only utilizes the first subimage for further processing and neglecting the information contained in the other three subimages, we propose to take advantage of all available data.
Let Y 1 , Y 2 , Y 3 , and Y 4 denote, respectively, the filtered and down-sampled even row/even column, even row/odd column, odd row/even column, and odd row/odd column subimages of input image X. Note that Y 1 here is taken as Y in the original TEMG algorithm. We propose to construct a new Y by computing the average of the four subimages and then rounded it to integer values, namely,
It is intuitively clear that Y contains information from all four subimages, hence may serve as a better representative for input image X. Therefore, it is reasonable to hope that replacing Y with Y in our algorithms would lead to further performance improvement at the cost of a very moderate increase in complexity. In doing so, the matrix Φ depends on the average subimage Y , as well as the interpolation filters vectors ( , ) p q g , with , {0,1} p q = . The optimization problem in (1) and its solution given by (2) remain the same, with matrix Φ modified accordingly.
IV. SIMULATION RESULTS
The proposed algorithms were applied to several medium size ( 512 512 × ) test images including peppers, lena, boat, and goldhill. Due to the space limitation, below only the simulation results concerning image peppers are presented.
A. The Combined Adaptive Algorithm
The performance of the proposed combined adaptive (AdaComb) algorithm was compared with the performance of several existing algorithms: the BEK method [1] , the adaptive down-scaling rate (AdaRate) algorithm [3] and the adaptive quality factor (AdaQFactor) algorithm [3] .
Using a decimation filter with 0.7 c f = and linear interpolation in all four algorithms, a fixed quality factor q for the BEK, an adaptive quality factor which has been adjusted in the range [ 0.8 , 0.8 ]− + + for the AdaQFactor and AdaComb, and 2 and 4 as down-scaling rates for the AdaRate and AdaComb, the results for image peppers are depicted in Fig. 3 . Our simulation experiences also indicated that the AdaComb algorithm may obtain increased performance gain over the AdaRate algorithm if the designer has the patience in tuning of the input parameters carefully.
B. The Averaging Algorithm
By using the average of all four down-sampled subimages instead of just one subimage as the input to the encoder module in conjunction with the original TEMG algorithm, we obtained superior results in term of PSNR for medium size images.
For image peppers, both the decimation and interpolation filters have length 7. The decimation filter was designed using the Chebyshev window with f c = 0.7. The simulation results are depicted in Fig. 4 . V. CONCLUDING REMARKS We have proposed two techniques for low bit-rate transform coding of digital images within the framework of [1] - [3] for further performance improvement. The first one is an adaptive technique that explores the down/up-sampling and coding stages, while the second one is an averaging strategy that is applied to the filtering stage. Simulation results are presented to demonstrate the effectiveness of the proposed methods. Based on the simulation results, it appears to be worthwhile to combine the adaptive and the averaging techniques into one algorithm. 
