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Abstract
Objective
To derive a closed-form analytical solution to the swing equation describing the power sys-
tem dynamics, which is a nonlinear second order differential equation.
Existing challenges
No analytical solution to the swing equation has been identified, due to the complex nature
of power systems. Two major approaches are pursued for stability assessments on sys-
tems: (1) computationally simple models based on physically unacceptable assumptions,
and (2) digital simulations with high computational costs.
Motivation
The motion of the rotor angle that the swing equation describes is a vector function. Often, a
simple form of the physical laws is revealed by coordinate transformation.
Methods
The study included the formulation of the swing equation in the Cartesian coordinate sys-
tem, which is different from conventional approaches that describe the equation in the polar
coordinate system. Based on the properties and operational conditions of electric power
grids referred to in the literature, we identified the swing equation in the Cartesian coordinate
system and derived an analytical solution within a validity region.
Results
The estimated results from the analytical solution derived in this study agree with the results
using conventional methods, which indicates the derived analytical solution is correct.
Conclusion
An analytical solution to the swing equation is derived without unphysical assumptions, and
the closed-form solution correctly estimates the dynamics after a fault occurs.
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
ddKi
dt à oKi á B
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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" #
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xI
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. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
peleci!k à giiE2i á j~yikjEiEksinÖ yk á di   gikÜ à giiE2i   j~yikjxivky á j~yikjyivkx
qeleci!k à biiE2i   j~yikjÖxivkx á yivkyÜ! j~yikjÖxivkx á yivkyÜ à  qeleci!k á biiE2i
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With (4) and (5), the swing equation in CCS becomes
yi Mi
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Eqs (6) and (7) lead to
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Nomenclature 
CCS Cartesian co rdin te system 
COI center of inertia 
COM coupled oscillation model 
DAE differential algebraic equation 
DM  direct method 
IEEE Institute of Electrical and Electronics Engineers 
MVA  Mega Volt Amp 
PCS  polar coordinate system 
TDS time domain simulation 
γik  admittance angle of the line connecting Buses i and k 
γK  cohesive angle for the coupled oscillation model 
κF()  condition umber of the matrix inside the parenthesis associated with the Frobenius norm,  
δi  o or a gle f a g nerator i  
λ eigenvalue 
ϑ() order of the quantity inside the parenthesis 
ςK coupling strength in the Kuramoto model 
θk  terminal voltage angle at Bus k that a generator i is directly connected to 
δiK ph se of the ith oscillator in the Kuramoto model 
ωi dδi/dt the speed of rotor angle of a generator i  
ωiK natural fr quency of the ith oscillator in the Kuramoto model 
Di  damping term associated with a generator i  
Ei  voltage magnitude of the ith Ibus that remains unchanged over the transient 
Ek  termin l voltage magnitude 
Ibus bus representing a generator 
Kbus bus that is directly connected to a generator or generators, i.e., slack bus or PV bus 
Mbus bus that is not directly connected to a generator, i.e., PQ bus  
Mref  reference inertia assigned for a frequency- or time-dependent load  
Mi  inertia of a rotor in a generator i  
Nb  number of rminal buses in the system including Kbus and Mbus 
ND number of frequency- or time-dependent loads 
NI number of generators in the system including Ibus 
Y  admittance matrix 
bldiag block-diagonal matrix 
diag  diagonal matrix 
ei  ith column vector in an identity matrix 
gii  real component of the line ad itta ce conn cting a gener tor i and Bus k  
h scaling factor to adjust the update of d2wI/dt2 
ij  injection current at Bus j 
ij0  injection currents at Bus j when no volt ges are applied 
pi  real power injection from a generator i 
  electrical power output from a generator i to Bus k 
  mechanical power input to a generator i  
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
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dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
xi Mi
d2xi
dt2
á Di
dxi
dt
✓ ◆
á yi Mi
d2yi
dt2
á Di
dyi
dt
✓ ◆
á E2i Mi
ddi
dt
✓ ◆2" #
à 0 Ö7Ü
Eqs (6) and (7) lead to
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pmax maximum power injection,  
qi  reactive power injection from a generator I to Bus k 
rad radian 
s(λ)  condition of λ,  
t0  time when a disturbance (a physical anomaly and/or a control action) occurs 
uL  left eigenvector of M t,  
uR  right eigenvector of Mat,  
vj  voltages at Bus j 
vx real part of the voltages v 
vy  imaginary part of the voltages v 
xI  real part of the loss-reflected voltage at Ibuses 
yI  imaginary part of the loss-reflect d voltage at Ibuses 
  magnitud  of lin  dmittance connecting a generator i and Bus k 
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should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
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This paper is structured as follows: the first section lists three approaches, assumptions, and
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the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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coupled oscillation model; κF(), condition number
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identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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 5 
Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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Kbus, bus that is directly connected to a generator
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th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig1. p-d curve to illustrate the equal-area criterion. 
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synchronized points of the swing equation (after ignoring the amping term) yields zero (Area 1 = Area 2). This is called 
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According to Lyapunov stability in nonlinear dynamic theory, one can t ll if a yst m will  stable in the future if  
Lyapunov function is identified to meet some conditions [10]. While there is no rule to construct a Lyapunov function, DM 
is devel ped under various assumptions [10 – 17] that often includes a lossless network (zero damping), no consideration 
of reactive power, and constant voltage magnitudes that are difficult to justify physically. Under these physically 
unjustifiable assumptions, the system is stable if one can find a Lyapunov function. On the other hand, the failure to find 
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Numerical approach 
The third approach is to accommodate all the details f the swing equation and Kirch off’s laws, and conduct a numerical 
computation. Often, a numerical integration or differ ntiati n pproach is applied to solve nonlinear differential equations 
and recent advancements in fast computation makes the numerical approach an attractive option [18], [19]. For the swing 
equation, a numerical method (such as the Euler or Runge–Kutta method) is used to find the temporal changes of internal and 
terminal voltages [20], [21]. The advantage of this approach is the capability to solve any complex function. However, in 
addition to the high computation costs, the numerical method involves a truncation error. For example, the errors associated 
with the Euler and modified Euler methods are in the order of  [20], and that of the Runge–Kutta method is 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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the m des may be underestimated. The numerical approach also requires precise estimation of the model parameters. It 
should be noted that numerical simulation did not capture the impact of the 1996 WSCC (Western System Coordinating 
C uncil) system outage [23]. 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
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ddi
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
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order differential equation with multi-variables; the time derivatives are multiplied with the
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internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
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When a di turbance occurs it is possible for some generators to stray slightly off perfect synchronization. However, the 
rate of deviation from synchronization is always kept small before losing synchronization. The impacts of these 
approxim tions are discussed in a later section. 
 
Va iables 
A natural choice of variables in CCS would be the real and the imaginary components of voltages. The choice leads to
 
. A better choice is to rotate the voltage angles by the phase angl  of the li e between the internal 
and terminal buses ( ), and the choice yields only two terms by  where 
, , , and . For CCS, two variables are necessary (x and y) 
instead of one (δ) to describe the angular motion of internal voltages, and an additional equation is imposed to preserve the 
constant internal voltage magnitudes . 
 
Load modeling 
Th  dev lop ent of a new load model is beyond the scope of this study. Instead, we attempt to integrate the existing load 
models for our proposed formulation. A widely used load model is outlined in [26]. Loads located at a same bus are 
integrated in o a sing e lo d, nd this load is separated and modeled into four subgroups: (Category I) an induction load, 
(Category II) a frequency-dependent or a time-dependent load, (Category III) a load with constant impedance or a load with 
constant current, and (Category IV) the remaining loads. While Categories I and II are integrated in the swing equation, the 
admittance matrix Y is modified to incorporate Cate ories III and IV in terms of th  voltage–current relationship.  
Category I: an induction load. This has onz ro inertia, me ning it appears n the swing eq ation s a syn ronous machine 
that remains in the swing equation. The load is modeled similarly to that of a generator, or more specifically, to that of a 
negative ge erator.  
C tegory II: a frequency dependent or a ime dep ndent load. A frequ ncy dependent load is  [8], 
where the first comp nent  represents a load with a fixed imp dance, and the second rm is the frequency-
depende t load. If a ynchronous machine is located at the same bus as the load, the coefficient of the first time-derivative 
term is the sum of both the damping and frequency-dependent terms. Similarly, a time dependent load is 
 [27]. For this type of load, the constant term is integrated into Category IV. 
Category III: a load with constant impedance or with constant current. These are integrated in , where ilcc 
and ylci model the constant current and the constant impedance at Bus l, respectively. This expression makes it possible to 
convert these loads into the diagonal shunt element in the admittance matrix Ybus (yl) or a constant in . 
Category IV: a remaining load. The remaining load introduces nonlinear characteristics, and it cannot haracterize l ad 
characteristics on a constant voltage node in the system due to non-dependency on the voltage angle at the node. The BIG 
model in [28] and [29] is an attempt to integrate the load as a linear model (similar to loads with constant impedance or 
current), and show a good match for static loads. Interested re ders may wish to read a literature survey on modeling loads in 
[30]. The type of load may be interpreted with a Taylor series expansion n terms of voltages near the operation point: 
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load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
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network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
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an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
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by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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. Combined with the load modeling constant current and constant impendence, the current 
is expres ed in terms of voltage . 
 
Network flows 
To establish a set of equations, an electric power grid is redefined, and a set of buses s introduced to model th  internal 
voltage of a synchronous machine, Ibus; in other words, a Kbus is directly connected to an Ibus. Note that synchronous 
machines include induction motors, frequency- and time-dependent loads, and synchronous generators (but not asynchronous 
renewable generators). No Ibus is connected to multiple Kbuses, while a Kbus can be connected to multiple Ibus s. If two 
Kbuses are directly connected, an Mbus is inserted between them. Fig 2 illustrates the definitions of the Ibus, Kbus, and 
Mbus. Fig 2 (A) shows the one-line diagram of a m difi d IEEE 3-bus system with three generators, and Fig 2 (B) is the one-
line diagram of the system modeled in this study. The generators are modeled as Ibuses (in red); the top two buses where the 
generators are directly co nected are modeled as Kbuses (in green); and the bottom bus that is not connected to a generator is 
modeled as an Mbus (in blue), respectivel . To prevent two Kbuses from being directly connected, another Mbus (vertical 
bus in blue) is inserted. Because all the buses in the original network remain in the model, and bec use NI of Ibus s and 
additional Mbus are introduced, the number of buses for this network model is always greater than that for the original 
network. It should be emphasized that unlike DM, in which the network reduction is applied to make the problem simple, this 
stu y preserves the topolo y of the network.  
Suppose a disturbance occurs between t = 0 and t = 0+ (immediately after the disturbance). During the disturbance, the 
angular motion of the physical rotor must b  continuou ; that is, instantaneous change in the angular motion is zero. Unlike 
rotor angles, voltages do change abruptly, while Kirchhoff’s laws are obeyed both before and afte  the disturbance. Using 
Kirchhoff’s laws, the voltages are compute  to meet the real and the reactive power balances at Kbus and Mbus immediately 
after the disturbance. Aft r the disturbance, the angular motion of the rotors and voltages at all the buses correspondingly 
adjusts to meet both the swing equations and Kirchhoff’s laws. The admitt nce matrix of the redefined grid that 
accommodates Categories III and IV loads is in a block structure associated with both Ibuses and Mbuses because there is no 
direct connecti n betw en them. For the Kbuses an  the Mbuses in the etwork model show  in Fig 2 (B), Ohm’s law finds i 
= Yv where the currents i and the voltages v at the buses are also expressed in terms of loads, i.e., .  
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.  Schematic one-line diagrams of (A) the IEEE 3-bus system and of (B) the system with three Ibuses (in red), two 
Kbuses (in green), and two Mbuses (in blue). 
https://doi.org/10.1371/journal.pone.0225097.g002 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
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dt2
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ddi
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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qeleci!k à biiE2i   j~yikjÖxivkx á yivkyÜ! j~yikjÖxivkx á yivkyÜ à  qeleci!k á biiE2i
Ö4Ü
The definitions of xi and yi lead to
ddi
dt
à   1
yi
dxi
dt
à 1
xi
dyi
dt
à 1
E2i
xi
dyi
dt
  yi
dxi
dt
✓ ◆
and
d2di
dt2
à 1
E2i
xi
d2yi
dt2
  yi
d2xi
dt2
✓ ◆
Ö5Ü
With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Note th t induction, freque cy-dependent, and time-dependent loads are not included in the current–voltage relationship. 
With no direct connection between Ibus and Mbus, Ohm’s law over the network modeled in this work (Fig 2 (B)) is 
. Because an Ibus is only connected to one Kbus, the inclusion of the buses i  a r dial 
exte si n of th  origin l network. Therefore, the currents on the Kbus and the Mbus at a given voltage must be invariant to 
the choice of network model: 
               (1) 
The paramete s  an   epresent the constant current and constant impedance components, respectively. Note that at 
Kbuses and Mbuses, only loads (including zero loads) exists because the loa s in this study excludes the induction, 
freq ency-depend nt, and time-dependent loads. Eq (1) yields the following relationship in terms of modified voltages at 
Ibus (wI): 
             (2) 
where . Using (2), the real and t  imaginary components of the bus 
voltag s are 
               (3) 
 
Revisiting swing equation 
Typically, swing equations are written in the PCS, as this is convenient for describing angula  motion. The PCS inevitably 
introduces the exponential function (i.e., sinusoidal function) to express the real power injection, which makes it difficult to 
solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function by taking sinθ ≈ θ and cosθ ≈ 1 
as θ ≈ 0. However, in the swing equation, d to describe the angular motion is not small enough to apply the approximation. 
The power injection from Ibus i to Kbus k is as follows:  
               (4) 
The definitions of xi and yi lead to 
 and              (5) 
With (4) and (5), the swing equation in CCS becomes 
            (6) 
In comparison to the swing equation in the PCS, (6) is a heterogeneous nonlinear second-order differential equation with 
multi-variables; the time derivatives are multiplied with the variables; and the last term is nonlinear. Additionally, the 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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á Di
ddi
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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c nditions related to the c nstant internal voltage magnitude and to its derivatives are also nonlinear. If one combines the 
conditions with (6), the resulting equation becomes highly complex. Instead, we derive 
               (7) 
Equations (6) and (7) lead to 
               (8) 
Note that (8) involves no approximation. It is interesting that the rea tive power injection appears in (8), while t e swing 
equation considers only the real power balance. The constraints are conditions that the differential equations hold under. 
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Furthermore, the voltages at Kbus are xpressed in terms of wI as shown in (2) 
            (10) 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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d2di
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á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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be ong to the Ibus. For a system with NI of Ibuses and NK of Kbuses, (10) is further simplified with the constraints (O1 and 
O2 are small) as follows:  
              (12) 
where , ,  
, , , and the superscript T refers to transpose. Similarly, 
(11) becomes 
                  (13) 
wh r  ,  
, , , , and  are the 
modified voltages derived from the frequency- or time-dependent load at Bus i. Let z be [wI; dwI/dt; ], and then with the 
constraints (O1 and O2 are small) (12) and (13) becomes 
   where  and   s.t.           (14) 
(14) is a co stra ned homogeneous linear first-order differential equation with multi-variables. There is no known solution 
to the constrained differential equation. Fig 3 illustrates our approach to solving the swing equation. The arrows with solid 
lines refer equivalent, and those with dashed lines represent similar in the proximity proportional to the relaxation applied. S1 
is the s lut on to the co ventional swing equ tion formulated in , which is id ntical to S2 in CCS a d S3 because (8) is 
equivalent to (10) with the constraint of O2 = 0. Equality constraints are identical to the inequality constraints if the upper 
bounds are zeros, i.e., S3 = S4. S5 is the solution to the problem relaxed by ϑ(ΔE). Note that tE + δt is the first time when any 
o  the relaxed constra nts is binding, and that δt is strictly positive. In the range of [0, tE], no constraints are binding, which 
makes S6 involve nonbinding constraints. In the optimization theory, the solution to a constrained problem equals that of the 
same problem without the constraints that are not binding. Therefore, S7 is the same as that to S6 even though no constraints 
are taken into consideration in solving S7. The process finds S7 is in the proximity of S1 by ϑ(ΔE) if  and ΔE is kept 
small enough to ensure the validity of the solution. The justification is outlined in the section describing the validity region 
with projections so that the error remains mall. This conclude  the first step of Feynman’s algorithm, write down the 
problem. 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
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. Using (2), the real and the imaginary
components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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It is possible to represent u in terms of a real-valued function as follows: 
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where n and l are the indices of real and complex eigenvalues, respectively. Diff entiating  with respect o ime 
introduces a block-diagonal matrix Dl such that , where , lRe is 
the real igenvalues,   and  are real and imaginary components of the complex eigenvalues of T, respectively. It is 
noteworthy that Dl is obtained from the block Schur decomposition [31] , so that Dl has a block-diagonal 
structure. Therefore, T a  Dl are related through the similarity transformation. In (15), Ф is the time-invariant coefficient 
matrix, and the differential equation yields 
                (18) 
Because u is not a null vector, (18) introduces a Sylvester equation; that is, . The Bartels–St wart algorithm is 
an efficient way to so ve a Sylvester equation [31], and its computational cost is (N3). It involves the orthogonal reduction 
of Dl and T matrices into triangular form using the QR factorization, and then solving the resulting triangular system 
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We claim that the following function is the solution to (14): 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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        (21) 
Using  and  the initial condition of  is 
          (22) 
W th a set of vectors ξ, , β is determined from the following least square process: 
              (23) 
The analytical solution to the swing equa ion that satisfies Kirchhoff’s laws is  
 where          (24) 
If all the real parts of the eige values are negative, u converges to zero as time increases. Therefore, under the circumstance 
and when O1 and O2 remain sufficiently small, 
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Write down the solution 
 
Co putational complexity 
There are several steps to determining the complexity: finding voltages immediately after the disturbance, decomposing 
eigenvalues of T, and computing β. The first process has the same complexity as solving power flow equations ϑ(Nb1.5) [32]; 
the second and last processes involve ϑ[(NI+ND)3] [31], because th  dimension of T is (4NI+2ND) × (4NI+2ND). Therefore, 
the first process is predominant if Nb > (NI+ND)2. Even though additional computat ons re nec ssary at τ, th  first proc ss 
does not need to be solved because the voltages are readily available from (2). Therefore, the additional computation may not 
necessarily increase the computational cost significantly.  
 
Stability assessment 
The conventional stability assessment based on COM or DM certifies when a state is eventually stable. We propose another 
stability assessment—that the eigenvalues of T play a key role.  
Type I: stable if the real parts of all the eigenvalues are non-positive or Θ = 0 (no disturbance).  
Type II: operationally stable if the largest posit ve real eigenvalue λm is small enough such that 1/λm ≤ Top, where Top is a time 
scale where transient stability is concerned. Typical time scales of transient stability studies are between sub-seconds to tens 
of seconds [33].  
Type III: operationally stable if the coefficients corresponding to the terms in the base solution with positive real eigenvalues 
are small enough for the system to remain stable within Top.  
Type IV: unstable if the system divulges rapidly. 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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In this sse s ent scheme, the positive real parts of eigenvalues and the corresponding coefficients play a key role. Apart 
from Type III (in the presence of a disturbance), assessment is possible with the eigenvalues of the T matrix. If no positive 
eigenvalues exist, the state is eventual y stable. 
 
Validity r gi n 
The general solution of (20) to (10) is obtained without considering the constraints. It would be ideal to solve the ordinary 
differential equation (10) with the constraints–DAE. DAE integrates the differenti l variables and the algebraic variables. 
While DAE is complete, to the best of our knowledge, no analytical solution has currently been identified. Therefore, the 
approach in this study is to identify the validity region where the constraints hold. To discuss the change of the constraints 
(drift-off phe omen ), if we do not explicitly consider them while solving the differential equation (such as P7 in Fig 3), 
suppose we want to solve the following pendulum proble , 
. One may eliminate λ, and find a differential equ tion as follows:  
with the following constraints: . The numerical solution to the differential equation is evaluated 
without considering the constraints explicitly. Fi  4 (A) shows the drift-off phenomena of the constraints, and the err rs 
associated with  and  grow quadratically and linearly, respectively [34].  
Eq (10) is analogous to constrained mechanical systems that can incorporate the repeated projection of a numerical solution 
onto the solution manifold; projections on position constraints and on velocity constraints for improving the stability (see Fig 
4 (B)). The error remains negligible wit  well-d veloped proj ctions; hence, the soluti  (20) to (10) is valid without 
consideration of the constraints. However, the projections are not a linear process, which makes it difficult to integrate them 
into (10). Instead, we define a validity region where solution (20) is valid, and the projections are made at the boundary of the 
validity gion to compe sat  for the drift-off. The induced errors and the approach to compensate the errors are d scussed n 
the following section. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 4. (A) Errors in the constraints and (B) global error with various projections. Both figures are from Ref. [34]. 
https://doi.org/10.1371/journal.pone.0225097.g004 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
peleci!k à giiE2i á j~yikjEiEksinÖ yk á di   gikÜ à giiE2i   j~yikjxivky á j~yikjyivkx
qeleci!k à biiE2i   j~yikjÖxivkx á yivkyÜ! j~yikjÖxivkx á yivkyÜ à  qeleci!k á biiE2i
Ö4Ü
The definitions of xi and yi lead to
ddi
dt
à   1
yi
dxi
dt
à 1
xi
dyi
dt
à 1
E2i
xi
dyi
dt
  yi
dxi
dt
✓ ◆
and
d2di
dt2
à 1
E2i
xi
d2yi
dt2
  yi
d2xi
dt2
✓ ◆
Ö5Ü
With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Internal voltages, EI 
Suppose, in a time range of [0, Δt], the int rnal voltages deviate from the nominal values significa tly, which affects z i  
(20), meaning the constraints do not hold. Because (20) yields the analytical expression of xI and yI in terms of t, one can 
evaluate a p ojection vector Δcon that includes the error in EI (position projection, ) and the error in the 
first derivative (velocity projection, ), i.e., . The constraints hold if 
the 2-norm of the projection vector does not exceed a threshold ΔE.  
 
Error in T 
The matrix T in (10) is exact except for ne el ment each row by an approx matio  that Oi(t) =  
= Oi0+. There might b  a discrepancy betwe n the true z and the estimated z due to the 
nonnegligible O2. The impact will affect two components: (1) the inaccuracy in estimating T and the eig nvalues of T, and 
(2) the error i  the coefficients according to Φ, δΦ.  
The impact of O2 in the inaccuracy is as follows: When the change in Oi(t) is in the order of εT, the impact propagates to 
T, Dl, and correspondingly Φ and Ψ. The change in T due to Oi(t) affects the eigenvalues of T that are in the block-diagonal in 
Dl. Suppose λ is a simple igenvalue of T and uL and uR are the corresponding left- and right- igenvectors. ϑ(εT) changes in T 
can induce εT/s(λ) in the eigenvalues [31],  
 where , , a d            (25) 
Eq (25) indicates that the impact of the change in Oi(t) is a linear change in the eig nvalues of T, the block-diagonal elements 
in Dl. Let  nd  b  the true matrices;  and  be the difference matrices between the true and the approximated 
matrices (i. .,  and ); and  and  δΦ be the true solution matrix corresponding to  and  and 
the difference matrix, respectively. Further, define ρ and σ:  and 
. Dl is a similarity transformed matrix of T (i.e., Dl = P-1TP); hence, 
. From ΦDl – ΦT = 0 and , one finds 
            (26) 
Eq (26) can be rewritten in terms of the Kronecker product, 
          (27) 
Using the Kronecker product, one finds the upp r/lower bound  of the Froben us norm of a roduct bet en two m trices A 
and B as follows: 
           (28) 
Eqs (27) and (28), and the triangle inequality theorem yield 
            (29) 
and using the triangular inequality and the fact that the Frobenius norm is no less than 2-norm [31]: 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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          (30) 
With the definition of ρ and σ, (30) becomes: 
                  (31) 
Because a time-varying Oi(t) determi s ε, one can compute the τε that the r lative error in T remain a threshold ΔT, i.e.,  
 for all .  Let yz be the first derivative of z with respect to time, then (14) yields:  
where  and . In the time range, there might be an error in T involving the error that propagates in yz 
and z as follows:  
              (32) 
 
Beyon  the validity region 
The boundary of the validity region is defined either when the constraints do not hold, or when the error in T exceeds th  
threshold. At the boundary of the validity region, the values for z nd T are upd ted as described. With the updated values, 
(14) still holds because the errors in (14) and the constraints remain less than the threshold. Therefore, the problem in (14) 
will be solved with the initial condition that is the updated values for z. It is necessary to ensure consistency among the initial 
values; h nce, a consistent i itialization problem. This problem has been studied widely; (1) a small artificial step with the 
backward Euler method [35], [36], (2) Taylor series expansion [37], [38], and (3) graph theoretic algorithm to obtain the 
minimal set of equations for differentiation to solve for consistent initial values [39], [40]. 
Eqs (12) and (13) and the constraints are rewritten as follows: 
           (33) 
The cardinalities of f and g are 2NI+2ND and 2NI, respectively. By the definition of the variables in (33), u and s are 
classified as differential variables and algebraic variables. Accordi gly (33) is call d a DAE. At a given wI0 and uI0, the 
Newton-Raphson method finds: 
        (34) 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
ddKi
dt à oKi á B
K
N
XN
jà1
sinÖdKi   dKj Ü.
Analytical solution to swing equations
PLOS ONE | https://doi.org/10.1371/journal.pone.0225097 November 19, 2019 2 / 30
polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
yi Mi
d2xi
dt2
á Di
xi
dt
✓ ◆
  xi Mi
d2yi
t2
á Di
dyi
dt
✓ ◆
á E2i Öpmechi!k   giiE2i   j~yikjvkxyi á j~yikjvkyxiÜ à 0 Ö6Ü
In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
xi Mi
d2xi
dt2
á Di
dxi
dt
✓ ◆
á yi Mi
d2yi
dt2
á Di
dyi
dt
✓ ◆
á E2i Mi
ddi
dt
✓ ◆2" #
à 0 Ö7Ü
Eqs (6) and (7) lead to
Mi
d2xi
dt2
á Di
dxi
dt
á  qi á biiE2i áMi
ddi
dt
✓ ◆2" #
xi á Öpmechi   giiE2i Üyi   j~yikjE2i vkx à 0
Mi
d2yi
dt2
á Di
dyi
dt
  Öpmechi   giiE2i Üxi á  qi á biiE2i áMi
ddi
dt
✓ ◆2" #
yi   j~yikjE2i vky à 0
s:t:x2i á y2i à E2i ; xi
dxi
dt
á yi
dyi
dt
à 0
Ö8Ü
Analytical solution to swing equations
PLOS ONE | https://doi.org/10.1371/journal.pone.0225097 November 19, 2019 8 / 30/30 
where . 
The term in (34) is compensated to yield a consiste t i itial point immediately beyond the validity region. With the 
consistent initial poin  nd updated T, the analytical solution in (20) is identifi . Mo t components inside the curly bracket in 
(34) are constant. Therefore, only a few visits to the boundaries of the validity limits does not increase the computation time 
significantly if efficient rank-update techniques are employed. 
 
Insight on the dynamics 
As in (12), T has a block structure, and it can be broken into two submatrices as follows: 
              (35) 
The first term is invariant with the operation point of specific contingency, but the second term varies. We consider the 
eigenv lue decomposition of T as consecutive applications of the eigenvalue update and down-date of Top from the 
eigenvalues of Tsys; that is, the sum of multiple rank-1 [41] or rank-2 [42] updates (+) and multiple down-dates (-). The 
impacts of  Top are to shift the eigenvalues of Tsys, which is bounded by the Bauer-Fike theorem [31]: 
 where . If the iagonal elements in Top are all zeros (or 
negligible), the Gershgorin circle theorem can be applied [31]. The Gershgorin disk is isolated from the other disks so that a 
disk contains precisely one eigenvalue of T. Motivated readers may find the process in [43]. Note that Tsys only depends on 
the system, and Top varies with the dynamics. The following section outlin  t e terms affecting the stability of the system. 
Reactive power, . This term negatively affects Lcon, shifting the eigenvalues to the right. Reactive power 
supports voltages, which makes it difficult for a s stem to settle into new v ltages. However, the reactive power injection is 
very small in comparison to the  term; therefore, its impact on the transient stability is highly limited. 
Unsettled mechanical power,  in . These terms are associated with the mecha ical power in L, and hav  
the same magnitudes with opposite signs; hence, their impacts on shifting the real eigenvalues of T cancel out. However, their 
impacts are on shi ting the imaginary components of the eigenvalues. It is intuitively correct that unsettled mechanical power 
enhances the oscillating motion. In many cases, the resi tance of an internal generator model is zero, meaning gii is zero. 
Unlike the reactive power injection, plays a key role in stability assessment. A synchronization condition based purely 
upon the power injections is proposed in [9]. 
Inter-voltage sensitivity matrix, HKI. As the sensitivity of HKI increases in a positive direction, the voltages at Kbus swing 
tightly together with the generators. The negative sensitivities in HKI imply that the voltages at Kbus swing against the 
angular motion of rotors. They act as a ragging force to stabilize the ystem. The impact of the inter-voltage sensitivities is 
to shift in the same direction as the sign of HKI.  
Damping coefficient. The damping term appears in the lower diagonal in T. Because the damping terms are non-negative, 
the impact is to shift the eigenvalues to the left. Therefore, the damping terms help to stabilize the system against disturbance. 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
yi Mi
d2xi
dt2
á Di
xi
dt
✓ ◆
  xi Mi
d2yi
t2
á Di
dyi
dt
✓ ◆
á E2i Öpmechi!k   giiE2i   j~yikjvkxyi á j~yikjvkyxiÜ à 0 Ö6Ü
In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Ine tia. The ter s reactive power, unsettled mechanical power, voltage sensitivity HKI, and damping are all scaled by the 
inertia constant Mi. Regardless of their signs, the amplitudes are normalized in terms of inertia. The impact of inertia becomes 
clear in TDS in a way that agrees with this observation. 
Loads. Loads are classified into three categories: synchronized induction load, frequency- or time-dependent load, and 
rem ining loads. The r maining loads affect the sensitivity matrix HKI, which is a part of the L, , and Top matrices. The 
frequency- and time-dependent loads, and the synchronized induction loads, are taken into consideration in the swing 
equation (14). It is noteworthy that the T matrix has a block diag al s ructure betw en the two loads; therefore, the Eige -
space of each block is independent so that their subspaces are orthogonal. 
 
 
Illustrative examples and discussion 
Simulation  are erformed for various IEEE model syst ms (IEEE 9, 14, 30, and 118-bus systems). To compar  the results 
with both a coupled oscillator model [9] and DM, which assume a lossless system (γ = 0 for all th  lines) nd constant 
voltage magnitudes, the resistance components are all ignored. A phase cohesiveness for synchronization is also introduced:
. Electric power is generated at Ibus and injected into the grids; therefore, the angles at Ibus (δI) are 
greater than those at bus. ( ). The power flow from Ibus i to Kbus k (power injection at PV buses of the original 
network) is proportional to [26]. Therefore, the phase cohesive ess is equivalent to the constraints imposed on 
the injection between two directly connected oscillators. We found that as the system becomes unstable, th  maximum angle 
differences after the disturbance are significantly higher than those in the stable case. Even though the values for the 
dynamics are not listed in [9], the phase cohesiveness for synchronization finds the trend correctly for the disturbances we 
tested. Similarly, the synchro iz tion condition is also checked, and it was found that there is a gK appearing in [9] to satisfy 
 for the chosen equilibrium points. Because there can be many equilibrium points, it can be difficult to 
analyze the stability region of each point [13]. For the sake of vi ual presentation, the simulation results on the IEEE 9 bus 
system are d scussed in th s paper. Fig 5 shows the one-line diagram of the system, and Table 1 lists the data relevant to this 
study. In the proposed network modeling in this study, there are three Ibuses, three Kbuses, and six Mbuses. The pre-fault 
power flows are computed using the unified method based on the Kronecker product [44], and the threshold values for ΔT and 
ΔE are 1% and 10%, respectively. The scaling factor h in this study is 0.1. All the numerical computations are performed 
using a Mac pro with two 2.93 GHz 6-core Intel Xeon processors. 
The results are summarized in Table 2. In the tab e, 10% d8 n the first column refers to 10% loss of lo ds at Bus 8; Fig in 
the second column is the figures associated with t  event at the first colum ; Δδmax under coupled oscillator column is the 
synchronization condition proposed in [9] where the threshold for the system is 0.129; ΔVst under the DM column is the 
stability margin that is defined in the Appendix. For some cases, the stability assessments are undetermined and shown as “-“, 
because the certificate is not issued. Time under the time domain simulation (TDS) and proposed model columns represent 
the computation time for numerical computations. 
 
Loss of loads 
Three sets of cases are performed to simulate the loss of load at Bus 8; no loss, 10% loss, and entire loss. Prior to the loss of 
load, the system was in the steady state condition that was identified using the power flow study. When no disturbance 
occurs, the system should stay in the same steady state at t = 0. Immediately after the loss of load, a new operating point is 
found by solving (2) with the updated loads and wI at the steady state, because the rotor angles do not change instantaneously.  
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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dt2
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig 5. IEEE 9-bus system. The red arrow and red cross repre ent the lo s of load and the lin  fault, respectively. 
https://doi.org/10.1371/journal.pone.0225097.g005 
 
Table	1.	Machine	data	for	the	IEEE	9-bus	system	illustrated	in	Fig	5.	
Generat r	 ocation	 Mi Di gii bii |Ei| 
Bus 1 2.364 0.0254 0.0 -16.45 1.057 
Bus 2 0.640 0.0066 0.0 -8.35 1.050 
Bus 3 0.301 0.0026 0.0 -5.52 1.017 
https://doi.org/10.1371/journal.pone.0225097.t001 
 
Table	2.	Summary	of	the	simulation	results.	
Event Fig 
Coupled oscillator DM TDS Proposed method 
Δδmax stability Vmargin stability time stability time stability 
10% d8 6 0.116 stable 8.96 stable 3.80 stable 0.17 stable 
entire d8 7 0.113 stable 9.21 stable 2.62 stable 0.55 stable 
on-fault 8 0.137 - -34.87 - 3.45 unstable 0.11 unstable 
postfault 10 0.155 - -1.98 - 3.37 stable 1.91 stable 
https://doi.org/10.1371/journal.pone.0225097.t002 
 
The stability of the post-fault operation point is estimated using DM and the synchronization condition proposed in [9]. 
The trajectory during the transient state is numerically calculated in terms of TDS. The details of TDS and of DM based on 
an energy function are outlined in the Appendix. For the case with no disturbance, even though the eigenvalues of T are non-
zeros, the coefficient Θ is zero (Type I) because the constant term in (20) is zero, meaning the system stays in the steady state 
at the pre-fault condition. 
 
Slight change in the load at Bus 8  
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig 6 llustrates the trajectories of (A) rotor angles δ, of (B) voltage magnitudes E, of (C) Oi(t), and of (D) computed 
magnitudes of the internal voltages when a 10% loss of the load at Bus 8 occurs at t = 1 s.  
Stability of th  system. In the post-fault state, the maximum angle differences i  voltage angles imm diately afte  th  
disturbance is 0.116 rad, while the synchronization condition reported from [9] is 0.129 rad. As shown Fig 6 (B), the 
variations of the voltage magnitudes are not significant, which indicates that a condition of both COM and DM holds. 
Because the maximum a gle difference is less than the threshold, the stability assessment predicts the convergence to a stable 
state. The energy functions V(δ, ω) for DM are evaluated at all equilibrium points to check the stability of the system. Based 
on to the stability m rgin of 8.96 (= Vcr – Vcl > 0), a stability certificate is issued by DM. TDS is also p rformed with a time 
step Δt of 0.01 s. All three stability assessment approaches yield the same estimate— onverging to a new equilibrium point.  
The positive eigenvalues of T are small, and the corresponding Θ is numerically negligible (Type II). As shown in Fig 6 
(A), the rotor angles are all synchronous, and the voltage magnitudes quickly settle down to a new equilibrium point. The 
analytical solution and the numerical results from TDS are visually indistinguishable, as shown in Fig 6 (A). For clear 
presentation, the voltage magnitudes and the r tor speeds a e generated by the proposed a alytical approach in Fig 6 (B).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig	6.		The trajectories of (A) δ, of (B) E, of (C) Oi(t), and of (D) the magnitudes of the internal voltages after 10% of loss of the 
load at Bus 8 (red arrow in Fig 5). 
https://doi.org/10.1371/journal.pone.0225097.g006 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
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magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
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that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
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ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
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Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
yi Mi
d2xi
dt2
á Di
xi
dt
✓ ◆
  xi Mi
d2yi
t2
á Di
dyi
dt
✓ ◆
á E2i Öpmechi!k   giiE2i   j~yikjvkxyi á j~yikjvkyxiÜ à 0 Ö6Ü
In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Validity region. In this study, the tolerance for ε , ΔT, is set to 1% for all the numerical evaluations. The 
value of  in the case of 10% loss of the load at Bus 8 is 16.71; hence, the tolerance of the impact of O2 toward  is 
1.67 × 10-2 (= 1% × 16.71). The variations of Oi(t) are negligible, as shown in Fig 6 (C)—the value of   is 1.21 × 10-4 
( = 7.24 × 10-6)  ϑ(10-4). This means the impact of O2 is negligible, and the validity region extends to the entire 
time domain of the transient in th  case. Fig 6 (C) indicates that η(t) for the g nerators are constant after assuming µ(t) = 0. 
Therefore, |Oi(t)| follows the Karamata representation theorem (i.e., a slowly varying function), which also leads to the 
extended validity region. Fig 6 (D) shows that the estimated voltage magnitudes vary within the threshold (ΔE = 10%) of the 
nominal voltages, and that O1 s less than the threshold most times. This implies only a few times of crossing the validity 
regions in 10 s. It is noteworthy to mention that in most si ulations, O1 and O2 are small. 
 
Entire loss of the load at Bus 8 
A significant change in the load at Bus 8 occurs at t = 1 s, and the generator dynamics are simulated. Fig 7 illustrates the 
trajectories of (A) δ, (B) the voltage mag itudes at the terminal voltages, (C) Oi(t), and (D) the estimated magnitudes of the 
inter al voltag s.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 7. The trajectories of (A) δ, of (B) E, of (C) Oi(t), and of (D) the estimated magnitudes of internal voltages due to the 
entire loss of the load at Bus 8 at t = 1 sec (red arrow in Fig 5). 
https://doi.org/10.1371/journal.pone.0225097.g007 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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St bility of th  system. After the loss of load, the stability of the system is tested; (1) the maximum angle difference across 
the lines is 0.113 (<0.129), (2) the stability margin is 9.21 (>0), and (3) TDS with Δt = 0.01 s. All three methods find the 
stability of the system, and conv ge to  new equilibrium point after the disturbance. D e to the loss of loa s at Bus 8, the 
reactive power injected to the grid exceeds the demands, and the uncompensated reactive power makes the voltages at the 
terminal buses increase (Fig 7 (B)). A condition of COM and DM that the terminal voltage magnitudes are constant holds 
marginally.  
Fig 7 (A) shows the dynamics of rotor angle for the entire loss of the load at Bus 8, and exhibits no discrepancies between 
th  analytic approach and TDS. The positiv  igenvalues of T are small, but the corresponding Θ is numerically negligible 
(Type II). Therefore, the proposed analytical solution also estim tes the stability of the system correctly.  
Validity region. Because the value of  in the case of the entire loss of the load at Bus 8 is 17.61, the tolerance to the 
impact of O2 toward  is 0.18 (= 1% × 17.61). The variation in Oi(t) of three generators over 10 s is approximately 8, 
and the corresponding  is 9.88 × 10-2 (  = 5.61 × 10-3). Therefore, the validity region extends to the entire 
time domain of the transient if O1 is small. As shown in Fig 7 (C), η(t) (after assuming µ(t) = 0) does not converge as t goes 
to infinity; therefore, the Karamata repr sen t on theorem may not be applicable. Consistent with this observation, Oi(t) is 
not slowly varying, but the impacts on T are within the threshold. O1 often (5 peaks) reaches ΔE (= 10%), as shown in Fig 7 
(D). The projection method identifies the peaks (the boundaries of the validity regions), and the consistent initial points are 
evaluated using (34) for the application of (20), which increases the computation time. 
 
Line fault: on-fa lt trajectory 
At t = 1 s, a three-phase fault occurs on the line connecting Buses 7 and 8 near Bus 7 (red cross mark shown in Fig 4). 
Usi  the pre-fault ower flow solution by applying the unified power flow analysis approach in [44], the parameters to 
formulate the swing equations are identifie . Due t  the continuation of the rotational movement, the rotor angle δ remain 
continuous in time regardless of the change in the n twork. The element in Ybus corresponding o Bus 7 s increa ed to 
represent a high admittanc  to ground, and the voltage at Bus 7 collapses. With this modification, the on-fault voltages and 
the parameters for the swing equations in the on-fault trajectory are computed. Fig 8 illustrates the on-fault trajectories of (A) 
δ, of (B) E, of (C) Oi(t), and of (D) the estimated magnitudes of the internal voltages when the fault is not cleared.  
Stability of the system. After the disturbance, Bus 2 is isolated from the system that is directly connected to Generator 2, and 
its voltage magnitude reduces to zero (Fig 8 (B)). Because n  load is located at Bus 2, the electr c pow  injection becom  
zero, and the electrical power input from the generator is stored in the rotor in the form of mechanical power (increased rotor 
speed). For the res  of the system, the change in the power supply by the isolated Bus 2 (effectively the loss of Generator 2) is 
compensated by the other generators. This leads to a change in rotor angle, as shown in Fig 8 (A). Clearly, the reactive power 
injection changes abruptly (see Fig 8 (C)).  
The maximum angle difference for COM is 0.137 rad, while the value for g in [9] is 0.129, which does not meet the 
synchronization condition. If the method fails to issue a certificate, the stability of the system is undetermined. However, the 
short-circuit makes Bus 2 disconnected from the rest of the network, and the remaining network different from the original 
network. Therefore, the prediction based on the synchronization condition may not be exact. The closest unstable equilibrium 
for DM is found, and the stability margin is found to be -34.87 (<0), which m an  the stability of the system is ot certified. 
Similar to COM, the stability of the system is un etermine  if  certificate is not issu d. 
Fig 8 (A) shows large deviations in the results for Generator 2 between the proposed analytic solution and TDS after t = 
1.5 s, but both indicate system instability. They both indicate that Generator 2 will lose synchronization quickly after the line 
fault, and be disconnected from the network (Type IV, unstable). In the on-fault condition, Generator 2 is isolated from the  
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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dt2
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ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig 8. The trajectories of (A) δ, of (B) E, of (C) Oi(t), and of (D) the estimated magnitudes of internal voltages due to the line 
fault at the line between Buses 7 and 8 near Bus 7 at t = 1 sec (red cross in Fig 5). 
https://doi.org/10.1371/journal.pone.0225097.g008 
 
rest of the system. Therefore, as shown in Fig 8 (A), the r tor angular motion b mes faster than motion of th  other 
generators. 
 
Validity region. Fig 8 (C) shows the fault-on trajectories of Oi(t) if the fault is not cleared. Oi(t) for Generator 2 is not a 
slowly varying function, and it does not follow the Karamata representation theorem because η(t) divulges for Generator 2, 
meaning η(t) is not bound.  is 7.88, and the threshold for  is 7.88 × 10-2 (1% × 7.88), but the impact of O2 is 1.00, 
which is greater than its threshold. Fig 8 (D) lists the estimated magnitudes of the nternal voltages. S ortly after the line 
fault, the internal voltages at Bus 2 increase too ickly, and O1 becomes large. Therefore, the validity region is limited 
quickly after 1 s, and neither O1 nor O2 are small during th  on-fault trajectory. 
 
Line fault: post-fault trajectory 
To prevent the loss of synchronization, the fault should be cleared. At t = 1.1 s, the fault is cleared by opening up the circuit 
breakers of the line between Buses 7 and 8. With the updated topology, the Ybus is updated; accordingly, a new operation 
point is identified. However, the rotor angular motions are continuous. Fig 9 show the post-fault trajectories of (A) rotor 
angle, and (B) estimated magnitudes of the internal voltages, respectively. Fig 9 (A) exhibits that the analytical approach  
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
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dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig 9. (A) Post-fault trajectories of the rot r angles and (B) the magnitudes f the estimated internal volt ges. 
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doe  ot predict the rotor dynamics properly after 2.5 s, and the discrepancy increases with time. The TDS has a time step of 
0.01 s.  
Stability of the system. The maximum angle difference in voltage angles immediately after clearing the fault is 0.155 rad, 
which COM concludes is the undetermined stability of the system. The closest unstable equilibrium point is observed, and 
the stability margin based on DM is -1.98 (<0), which also renders DM unable to estimate the stability of the system. There is 
a d screpancy in the results of the rotor angles between the proposed analytic method and TDS. This discrepancy increases 
after t = 3 s as the system evolves over time.  
Validity r gion. The value of  immediately after clearing the fault is 11.43; hence, the tolerance to the impact of O2 
toward  is 0.114 (= 1% × 11.43). The impact of O2 is 1.79 ( = 0.156), which is beyond the threshold of 1% 
after cleari g the fault. Fig 9 (B) indicates that the voltage magnitudes suddenly increase after 2 s, meaning O1 is not small 
after 2 s. The validity region boundaries are identified with the projecti ns, and the consistent initial points are identified to 
correct the errors. 
 
Post-fault trajectory: beyond the validity region 
At the boundary of the validity region, T and z are modified according to (32) and (34). Because they are still close to the 
true ones at the boundary, the consistent initial points are evaluated at the boundaries. With the updated values for T and z, 
one can compute the coefficient to construct the analytical solution under the constraints that O1 and O2 are small with the 
updated values. Fig 10 show the post-fault trajectories beyond the validity region of (A) router, (B) the magnitudes of the bus 
voltages, (C) Oi(t), and (D) the estimated magnitudes of the internal voltages, respectively.  
Stability of the system. Fig 10 (A) shows an improved simila ity betw en two m dels. Fig 10 (B) illustr es the post-fault 
trajectories of the terminal voltages that indicate non-negligible changes of voltage magnitudes. Th  left and the right 
eigenvectors are identified corresponding to each eigenvalue λ of T to compute the condition of the eigenvalue, s(λ) from 
(25). The largest deviation of the eigenvalue corresponds o the smallest condition of the eigenvalue: 
. It was found that the largest change in the eigenvalue was  before the update, 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
ddKi
dt à oKi á B
K
N
XN
jà1
sinÖdKi   dKj Ü.
Analytical solution to swing equations
PLOS ONE | https://doi.org/10.1371/journal.pone.0225097 November 19, 2019 2 / 30
polar coordinate system; TDS, time domain
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of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Fig 10. (A) Post-fault trajectories of the rotor angles and (B) trajectories of the voltage magnitudes, (C) Oi(t), and (D) the 
estimated magnitudes of internal voltages after the fault is cleared at t = 1.1 seconds. 
   https://doi.org/10.1371/journ l.pone.0225097.g010 
 
and the corresponding updated eigenvalue was , and s(λ) was approximately 1.8. It turns out that the 
eigenvalue has the largest real part in the positive, but the corresponding coefficients are not large enough to make the system 
divulge before t = 10 s (Type III stable). As shown Figs 10 (A) and (B), both the analytical approach and TDS expect the 
stability of the system. 
V lidity region. As discussed with Fig 10 (D), the validity region boundaries are frequently revisited (15 times), and 
consistent initializations are performed by the projections using (34). Note that the codes are not currently optimized to 
utilize the sparse structure of the matrices and to explain the partial update of the Jacobian matrices  in (34), 
which makes the computation process inefficient. The voltage magnitudes of Generator 2 swings widely because the 
generator is closest to the location of the line fault among all the generators.  
 
 
Future works 
In this work, for the sake of simplicity, the dynamics of the generators are represented using the classical model. It is 
important to model the generators correctly to discuss the power system dynamics [23]. We plan to accommodate generator 
models that have been widely used for decades in numerous commercial simulation programs for modeling round-rotor and 
salient-pole synchronous generators [26] (the GENROU/GENSAL models) and for the detailed treatment of saturation (the 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
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Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
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number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
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dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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GENTPF/GENTPJ models) [45]. The immediate adjustment in modeling is on Ibus where the voltage magnitude Ei does not 
stay constant, which requires a modification in O1. 
 
 
C clusions 
In this paper, we derived an analytical solution to the swi g equation  to a sess the transi t stab lity of power grids. To the 
b st of ur k owledge, our solution is a unique analyti al solution to the swing equations without physically unacceptable 
assumptions, while obeying Kirchhoff’s laws. The solution indicates the factors affecting the stability after a disturbance 
occurs. Based on the solution, a ew stability assessment approach is proposed. The assessment tool is different from the 
conventional assessment tools (COM, DM, and TDS approach) in that the derivation of our solution does not require the 
unphysical assumptions required for both COM and DM (such a  lossless grids, constant voltages at all buses, a d no 
consideration of reactive power). Moreover, its computational complexity is manageable. In addition to the low 
computational complexity, the approach proposed in this study explores the components affecting power system dynamics by 
examining the structure of the T matrix in terms of system depende t (Tsys) and op ration point depend n  (Top) submatrices. 
The simulation results show that O1 and O2 are small in most cases. Ho ever, even in a case when O1 and O2 are large, it is 
possible to aintain O1 and O2 small by intro ucing the validity region based on the projection method . The consistent 
initializations make it possible to identify the trajectories reliably.  
 
 
Appendi  
Ti e domain simulation, TDS 
For comparison, TDS is performed using the Runge–Kutta method [46]. At first, the loads are converted to equivale t 
admittance to construct a linear model (i. ., the current is linear with the internal voltages). From the linear urrent and 
voltage rel tionship, the pa amet s in (2) are evaluated at the post-fault state. Because the magnitudes of internal voltages 
are assumed constant, the voltage at the Ibuses can be evaluated in terms of δ. Once the voltages at the Ibuses are computed, 
one can compute all the terminal voltages and real power injection at the Ibuses. Using the terminal voltages and the real 
power injection, it is possible to pdate δ.  
W  first efine , and rewrite the swing equation:  where 
 and . At the first sub step at iteratio , 
with a step size Δt > 0, one finds 
  where             (A1) 
The update of z allows finding a power flow solution corresponding to the value of z for updating . (A1) is 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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With (4) and (5), the swing equation in CCS becomes
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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                (A3) 
In averagi g the four increments, a larger weight is given to the middl  increme ts. M ltiple simulations are perf rm d 
with various time steps Δt in a decreasing order until the simulation results are invariant. 
 
Direct method based on an energy functio  
The Lyapunov stabili y theorem gives sufficient conditi ns to determine the stability of the system. Numerical computation 
of the underlying ordinary differential equations is not necessary to derive the stability properties. The Lyapunov stability 
theorem gives two conditi ns for stability for a Lyapunov function V on an open set U. (1)  and (2) 
. 
For a power system with multiple machines, th  traditional DM utilizes the energy function under the assumptions of 
losses (γik = 0) and of the fixed voltage magnitudes (Ek is fixed). The simplest energy function would be the mechanical 
interpretation [8] as follows: 
           (A4) 
The corresponding swing equation is ; the efor , V s tisfies stability 
conditions as follows: 
           (A5) 
The rotor angle δref is t e measure of the internal voltage angle with respect to the terminal voltage angle of the reference 
bus. For convenience, the reference frame for the rotor angle is redefined with respect to the rotating COI, i.e., 
 where  . Equilibrium points are 
found at a set of the rotor angles that satisfies  and , which leads to . Beside the 
stable equilibrium point, there will be the NI neighboring unstable equilibrium points to the stable equilibrium point. At the 
unst ble equilibrium points, th  “kinetic energy” (EKE) is zero, and the energy equals the “potential energy”, EPF. Along the 
unstable equilibrium points, one can find the closest unstable equilibrium point. At the point, the critical energy Vcr is defined 
so that any trajectory starting from a point with a lower energy than Vcr is guaranteed to converge into the stable equilibrium 
point if no other equilibrium points are contained in the set [10]. As a result, one can certify the system stability based on the 
stability margin, Vmargin = Vcr – Vcl where Vcl is the current energy at the clearing time. 
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
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The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
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components of the bus voltages are
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Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
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In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
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Introduction
Electric power loads are expected to be fulfilled continuously in modern society, and when a
load is not satisfied it is termed an “event”. The infrastructure to generate and transport elec-
tricity to end-consumers is called a power system. In the United States, this infrastructure
comprises 19,023 individual, commercial generators (6,997 power plants) [1], 70,000 substa-
tions [2], and 360,000 miles of lines [3]. The number of power electronic devicess is more than
a million, and non-anticipated losses of system components inevitably occur. The Federal
Energy Regulatory Commission in the United States regulates the interstate transmission and
wholesale of electricity. According to a report submitted to them [4], the 1-in-10 standard is a
widely used reliability standard across North America. To meet this standard in a large-scale
network with many system components, the power system must be able to withstand sudden
disturbances (such as electric short circuits or non-anticipated loss of system components). It
should be noted that most disturbances (including the failure of components) do not lead to
an event. When a disturbance occurs, a governor regulates the speed of a machine to adjust the
output power of a generator according to the network conditions. In general, the timeframe of
governor action is approximately 0.1–10 s [5]. Therefore, it is necessary to assess if the power
system is stable approximately 10 s after a disturbance occurs, which is the subject of the tran-
sient stability assessment.
Viewed overall, power systems consist of mechanical and electrical systems that obey
energy conservation and Kirchhoff’s laws, which are integrated as the so-called swing Eq [5],
Mi
d2di
dt2
á Di
ddi
dt
à pmechi   peleci!k:
The swing equation is a heterogeneous nonlinear second-order differential equation with
multi-variables. There is no known method to solve the differential equation in an analytical
fashion. Instead, several approaches to analyze the problem are suggested: 1) simplify the prob-
lem by ignoring the difficult components; 2) solve the problem for a “simple” system and
extend the knowledge to a complex system; and 3) adopt a numerical approach. While these
three approaches provide practical assessment for some cases, their applicability is limited due
to their assumptions.
This paper is structured as follows: the first section lists three approaches, assumptions, and
limitations; the second section formulates the problem in a different coordinate system than
the polar coordinate system (PCS), and discusses the differences between the two; the third
section lists the solution process to solve the reconstructed problem; the fourth section pres-
ents the analytical solution; the fifth section shows a set of examples; and the sixth section lists
the conclusions and future studies.
Approaches for solving the swing equation
Coupled oscillator model
If the complexity associated with power systems is ignored, there might be a problem such as
the swing equation. The first approach is to ignore the complexity of power systems, and to
apply the knowledge from a different domain of science. It was found that in an oscillatory
motion, if the frequency is spread more than the coupling between the oscillators, each oscilla-
tor runs at its own frequency. Otherwise, the system spontaneously maintains synchronization
[6]. The field of synchronization in networks is reviewed in [7]. The Kuramoto model [8] pro-
vides an analytic function as follows:
ddKi
dt à oKi á B
K
N
XN
jà1
sinÖdKi   dKj Ü.
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polar coordinate system; TDS, time domain
simulation; γik, admittance angle of the line
connecting Buses i and k; γK, cohesive angle for the
coupled oscillation model; κF(), condition number
of the matrix inside the parenthesis associated with
the Frobenius norm, κF (M) = kMkFkM −1kF; δi,
rotor angle of a generator i; λ, eigenvalue; W(),
order of the quantity inside the parenthesis; ςK,
coupling strength in the Kuramotomodel; θk,
terminal voltage angle at Bus k that a generator i is
directly connected to; δiK, phase of the i th oscillator
in the Kuramotomodel; ωi, dδi /dt the speed of
rotor angle of a generator i ; ωiK, natural frequency
of the ith oscillator in the Kuramotomodel; Di,
damping term associated with a generator i; Ei,
voltage magnitude of the ith Ibus that remains
unchanged over the transient; Ek, terminal voltage
magnitude; Ibus, bus representing a generator;
Kbus, bus that is directly connected to a generator
or generators, i.e., slack bus or PV bus;Mbus, bus
that is not directly connected to a generator, i.e.,
PQ bus;Mref, reference inertia assigned for a
frequency- or time-dependent load;Mi, inertia of a
rotor in a generator i; Nb, number of terminal
buses in the system including Kbus andMbus; ND,
number of frequency- or time-dependent loads; NI,
number of generators in the system including Ibus;
Y, admittance matrix; bldiag, block-diagonal matrix;
diag, diagonal matrix; ei, i
th column vector in an
identity matrix; gii, real component of the line
admittance connecting a generator i and Bus k; h,
scaling factor to adjust the update of d2wI/dt
2; ij,
injection current at Bus j; ij
0, injection currents at
Bus j when no voltages are applied; pi, real power
injection from a generator i; peleci!k , electrical power
output from a generator i to Bus k; pmechi ,
mechanical power input to a generator i; pmax,
maximum power injection, pmax j~y ik jEiEk ; qi,
reactive power injection from a generator I to Bus
k; rad, radian; s(λ), condition of λ, sÖ Ü à juHL uR j;
t0, time when a disturbance (a physical anomaly
and/or a control action) occurs; uL, left eigenvector
ofMat,Mat à  uHL ; uR, right eigenvector ofMat,
MatuR = λuR; vj, voltages at Bus j; vx, real part of
the voltages v; vy, imaginary part of the voltages v;
xI, real part of the loss-reflected voltage at Ibuses;
yI, imaginary part of the loss-reflected voltage at
Ibuses; j~y ik j, magnitude of line admittance
connecting a generator i and Bus k.
dependent . Eq (1) yi lds the following relationship in t m of modified voltages at Ibus
(wI):
vK
vM
 !
à
(
YKM  
YKK YMK
YKM YMM
" #) 1 YIK
0
 !
RwI  
i0Kbus
i0Mbus
 !" #
à HKI
HMI
" #
wI á
vIK
vIM
 !
Ö2Ü
where R à cosgik singik singik cosgik
" #
; vI à RwI;wI à
xI
yI
 !
. Using (2), the real and the imaginary
components of the bus voltages are
vkx à eTk vK à eTkHKIwI á eTk vIK ; vky à eTkáNKvK à eTkáNKHKIwI á eTkáNKvIK Ö3Ü
Revisiting swing equation. Typically, swing equations are written in the PCS, as this is
convenient for describing angular motion. The PCS inevitably introduces the exponential
function (i.e., sinusoidal function) to express the real power injection, which makes it difficult
to solve analytically. In a DC power flow model [26], we often linearize the sinusoidal function
by taking sinθ⇡ θ and cosθ⇡ 1 as θ⇡ 0. However, in the swing equation, δ to describe the
angular motion is not small enough to apply the approximation. The power injection from
Ibus i to Kbus k is as follows:
peleci!k à giiE2i á j~yikjEiEksinÖ yk á di   gikÜ à giiE2i   j~yikjxivky á j~yikjyivkx
qeleci!k à biiE2i   j~yikjÖxivkx á yivkyÜ! j~yikjÖxivkx á yivkyÜ à  qeleci!k á biiE2i
Ö4Ü
The definitions of xi and yi lead to
ddi
dt
à   1
yi
dxi
dt
à 1
xi
dyi
dt
à 1
E2i
xi
dyi
dt
  yi
dxi
dt
✓ ◆
and
d2di
dt2
à 1
E2i
xi
d2yi
dt2
  yi
d2xi
dt2
✓ ◆
Ö5Ü
With (4) and (5), the swing equation in CCS becomes
yi Mi
d2xi
dt2
á Di
xi
dt
✓ ◆
  xi Mi
d2yi
t2
á Di
dyi
dt
✓ ◆
á E2i Öpmechi!k   giiE2i   j~yikjvkxyi á j~yikjvkyxiÜ à 0 Ö6Ü
In compari n o the sw ng equation in the PCS, (6) is a heterogeneou nonlinear second-
order differential equation with multi-variables; the time derivatives are multiplied with the
variables; and the last term is nonlinear. Additionally, the conditions related to the constant
internal voltage magnitude and to its derivatives are also nonlinear. If one combines the condi-
tions wit (6), the result equation becomes highly complex. Instead, we derive
xi Mi
d2xi
dt2
á Di
dxi
dt
✓ ◆
á yi Mi
d2yi
dt2
á Di
dyi
dt
✓ ◆
á E2i Mi
ddi
dt
✓ ◆2" #
à 0 Ö7Ü
Eqs (6) and (7) lead to
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á  qi á biiE2i áMi
ddi
dt
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