Counts data models cope with the response variable counts, where the number of times that a certain event occurs in a fixed point is called count data, its observations consists of non-negative integers values {0,1,2,…}. Because of the nature of count data, the response variables are usually considered doing not follow normal distribution. Therefore, linear regression is not an appropriate method to analysis count data due to the skewed distribution. Hence, using linear regression model to analysis count data is likely to bias the results, under these limitations, Poisson regression model and "Negative binomial regression" are likely the appropriate models to analysis count data. Sometimes researchers may Counts more zeros than the expected. Count data with many Zeros leads to a concept called "Zero-inflation". Data with abundant zeros are especially popular in health, marketing, finance, econometric, ecology, statistics quality control, geographical, and environmental fields when counting the occurrence of certain behavioral and natural events, such as frequency of alcohol use, take drugs, number of cigarettes smoked, the occurrence of earthquakes, rainfall, and etc. Some models have been used to analyzing count data such as the "zero-altered Poisson" (ZAP) model and the "negative binomial" model. In this paper, the models, Poisson, Negative Binomial, ZAP, and ZANB were been used to analyze rainfall data.
Introduction
Count data, including zero counts arise in a wide variety of application, hence models for counts have become widely popular in many fields. In the statistics field, one may define the count data as that type of observation which takes only the non-negative integers value, Sometimes researchers may Counts more zeros than the expected. Excess zero can be defined as Zero-Inflation. Excess zero sometimes may be the reason of occurs Over-dispersion (variance a lot larger than mean). Overdispersion concept is commonly used in the analysis of discrete data. Therefore, linear regression is not applicable procedure to estimate the parameters of predictors due to the asymmetric distribution of the response variable. Under these limitations, Poisson regression and Negative binomial regression are used to model the Count data. Lambert (1992) discussed this matter and suggested "zero-inflated Poisson" model with an application in manufacturing quality also suggested by Greene (1994) and "the zeroaltered Poisson" model (Another common method to model the excess zeros in count data is to employ hurdle models (also called a zeroaltered model) which it developed by Cragg (1971)), that have been suggested to cope with an overabundance of zeros. Models for Zero-Inflation have become of interesting so in this work I focus on the excess zero case.
In some commonly used discrete distributions the mean of the distribution related to the variance, the reason of exhibit Over-dispersion. That is, Over-dispersion appear in the data in which there is evidence that variance of the dependent variable is greater than the mean. 
By taking partial derivatives of the parameters and equalizing the likelihood 
By taking partial derivatives of the parameters and equalizing the likelihood
Applying numerical methods such as "Newton
Raphson" to solve equations (4) and (5) .
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Zero-Altered Models (ZA)
Zero-altered models known as a two-part models, Where the first part is a binary outcome model governs with binomial probability, and the second part is a truncated count model. In zero-inflated models assumed that count data consist of two types of data subgroups, the first subgroup is a set of only zeros count (true zeros and false zeros), and the second subgroup is a set of count variables (with true zeros 
Where, the probability of observing ( ) in the second part of Hurdle model (positive counts) as follow
Therefore, substituting (1), (7) , and (8) in
6
Journal of AL-Qadisiyah for computer science and mathematics Vol. 
Therefore, substituting (3), (11) , and (12) in Zero-Altered (6), we have
By GLM, , where X' i are knows independent variables, Lambert (1992) suggested the functional form for modelling The corresponding Log-Likelihood function is given as follow
) ]
The mean and variance for ZANB are
Model Selection
It is important that we have one or more a criterion to consider the best results and choose the appropriate model for data
representation. There are several methods that provide a measure for selecting the appropriate model, The following four methods will be used: AIC is an evaluating model fit for a given data among different types of non-nested models , and its formula is given as , BIC is another estimator for evaluating model fit for a given data among different types of non-nested models, and its formula is given as ,
Likelihood ratio test (LR) is a statistical test
used to compare two nested models, its formula is given as ( ) ⁄ , and Vuong test (V) is a statistical test used to compare non-nested models, It is defined as :
Where ( ( | )) ( ( | )) .
If V>1.96 , then the first model is preferred. If V<-1.96, then the second one is preferred. If | V | <1.96, none of the models are preferred.
Data Analysis
Data were collected from database of the The distribution of the number of non-rainfall hours in Diwaniya weather stations for the two years is shown in figure 1 
Poisson Regression
The model fit statistics and estimated coefficients of Poisson regression model are given in Table 2 and Table 3 . 
Negative Binomial Regression
In order to address the issue of over-dispersion, we used The model fit statistics and estimated coefficients of Negative Binomial regression model are given in Table 4 and Table 5 . 
Zero-Altered Regression Models (ZARM)
To fixable the excess zeros problem in non-Rainfall days (rainfall hours are zeros), We used Zero-Altered regression models.
Zero-Altered Poisson Regression (ZAPR) Model
We used the same "explanatory variables"
in both parts of the ZAPR 'model. The model fit statistics and estimated coefficients of ZAPR model are given in Table 6 and Table 7 . 
Zero-Altered Negative Binomial Regression (ZANBR) Model
We used the same explanatory variables in both parts of the ZANBR 'model. The model fitting statistics and parameters estimation of ZANBR model are given in Table 8 and Table   9 . 
Model Comparison
We used Vuong test to compare non-nested models and Likelihood ratio test to compare nested models, The results of all the Vuong tests are summarized in Table 10 and the results of all Likelihood ratio tests are summarized in Table 11 . Furthermore, the results of all information criterions (fit statistics) for all models were summarized in Table 12 . If V < -1.96, then the second one is preferred.
If |V |<1.96, none of the models are preferred ". 
Application results
After estimating the regression parameters for all models using real counting data. The test criteria values for all models were obtained for the purpose of comparing these models and selecting the best ones to represent our data.
The results in 
