We have developed a new approach for estimating the location and geometry of several density anomalies that give rise to a complex, interfering gravity field. The user interactively defines the assumed outline of the true gravity sources in terms of points and line segments, and the method estimates sources closest to the specified outline to achieve a match between the predicted and observed gravity fields. Each gravity source is assumed to be a homogeneous body with a known density contrast; different density contrasts may be assigned to each source. Tests with synthetic data show that the method can be of use in estimating (1) multiple laterally adjacent and closely situated gravity sources, (2) single gravity sources consisting of several homogeneous compartments with different density contrasts, and (3) two gravity sources with different density contrasts of the same sign, one totally enclosed by the other. The method is also applied to three different sets of field data where the gravity sources belong to the same categories established in the tests with synthetic data. The method produces solutions consistent with the known geologic attributes of the gravity sources, illustrating its potential practicality.
INTRODUCTION
Potential field-data interpretations aimed at locating the horizontal projection of source boundaries and trends are usually performed via linear transformation techniques such as derivatives, shaded relief maps, upward and downward continuations, and apparent density and susceptibility mapping representations (e.g., Kowalik and Glenn, 1987; ArkaniHamed and Urquhart, 1990; Broome, 1990; Grauch et al., 2001) . These techniques are commonly implemented via userfriendly software for image processing and interactive graphical interpretation. Complex multiple laterally adjacent and closely situated gravity sources can be handled easily by these methods.
On the other hand, interpretations involving location and delineation of the sources themselves instead of their horizontal projections are usually performed in two different ways. The first approach comprises all inversion methods, automatically determining the position and geometry of a causative body, provided that sufficient a priori information about the source is incorporated by the method (e.g., Last and Kubik, 1983; Guillen and Menichetti, 1984; Barbosa and Silva, 1994; Li and Oldenburg, 1998; Silva et al., 2000) . The advantage of this approach is its efficiency in finding a solution that not only fits the observations within the measurement errors but also possesses the desirable physical attributes specified by the interpreter and incorporated by the method. However, the application of this approach to complex geological settings is severely limited; the anomalous sources must be isolated or must display a relatively simple geometry -or both. In addition, all geologic information must be mathematically translated and automatically incorporated by the method, leaving little or no room for interactive supervision by the user.
The second approach, frequently adopted when true gravity sources are close to each other (either vertically and laterally) and possess complex shapes, is the interactive 2D modeling method, which imposes virtually no limitations on the complexity of the interpreted source (e.g., Paul and Bain, 1998; Abbott and Louie, 2000; Grauch et al., 2001) . A drawback of this approach is the tremendous difficulty in obtaining, in some cases, a reasonable fit of the observations. Even when the interactive 2D modeling produces correct fits, the solution may not match the geology unless enough other constraints are available to limit the choices.
We present a new approach for interpreting 2D gravity anomalies produced by multiple and complex gravity sources that are separated (vertically and/or laterally) from each other by short distances. This is a step forward in combining the best features of automatic inversion and interactive modeling. The assumed interpretation model is a grid of juxtaposed 2D prisms whose density contrasts are the parameters to be determined. The interpreter specifies, in a user-friendly environment, the outlines of the gravity sources in terms of geometric elements (line segments and points) and the density contrast associated with the geometric elements defining each gravity source framework (this amounts to specifying the assumed density contrast for each source). The method then estimates the density-contrast distribution that fits the observed anomaly within the measurement errors and represents compact gravity sources closest to the specified geometric elements. The user can either accept the interpretation or modify the gravity-source framework, changing the position of geometric elements and/or the density contrast associated with each of the elements and restart the inversion.
We use Guillen and Menichetti's (1984) inversion method, modified to permit the interpretation of anomalies caused by complex, closely situated gravity sources. The first modification consists of allowing different density contrasts to be assigned to different tentative gravity sources (we use the term tentative sources to describe the sources the interpreter presumes exist). With this facility, multiple, complex, and closely separated gravity sources with different density contrasts can be delineated. The second modification consists of combining Guillen and Menichetti's (1984) methodology with a robust procedure to interpret anomalies caused by small gravity sources embedded in larger ones.
Our method's potential value in producing stable and geologically meaningful results is illustrated by inverting synthetic data produced by complex simulated geological settings. Three real-data profiles are interpreted with our proposed method. The first profile consists of several positive anomalies produced by metabasalts and metagabbros from a greenstone belt located in the Rio Maria region in the state of Pará, Brazil. The second one is a negative gravity anomaly produced by the Bodmin Moor Granite, which is part of the Cornubian batholith in southwestern England. The third anomaly is produced by the layered East Bull Lake gabbro-anorthosite intrusion in northern Ontario, Canada. In all cases, the structures obtained by the interactive gravity inversion are consistent with the known geological attributes of the true gravity sources. When compared with interactive modeling, our results are easier and quicker to obtain, and our method may produce a better anomaly fit. Figure 1 . Interpretation model consisting of a set of 2D vertical juxtaposed prisms whose density contrasts are the parameters to be estimated. The outlines of anomalous gravity sources S r , r = 1, . . . , R, are defined from a set of L presumably known geometric elements (axes and points) e i , i = 1, 2 . . . , L.
METHODOLOGY
Let S r , r = 1, 2, . . . , R, be a set of 2D gravity sources having arbitrary shapes and arbitrary density-contrast distributions, and assume that outlines of these sources may be constructed by a combination of axes and points totaling L geometric elements (Figure 1 ). Let T be the set of all geometric elements e i , i = 1, 2, . . . , L (points and axes) ordered in an arbitrary way. Each element e i of T is assigned a target density contrast. Additionally, we assign to the jth gravity source a subset t j of T containing K j geometric elements andK j target density contrasts. By combining (1) the presumably known sources outline (axes and points), (2) the corresponding target density contrasts, and (3) the measurements of the gravity anomaly produced by the R gravity sources, we can improve the source delineation.
To this end, we first assume an interpretation model consisting of an N x × N z grid of 2D vertical juxtaposed prisms (Figure 1 ) whose density contrasts are the only unknown parameters. The gravity anomaly g i ≡ g(x i ) produced by such an interpretation model at x = x i is given by
where A ij is numerically equal to the gravity anomaly produced at x i by the jth prism with unit density contrast, N is the number of observations, M is the total number of prisms, and p (in equation 2) is an M ×1 vector of unknowns whose element p j is the density contrast of the jth prism. Using matrix notation, equation 1 becomes g = Ap.
(2) Here, g is an N × 1 vector whose ith element is g i and A is an N × M matrix whose generic element is given by A ij .
To obtain a stable solution of the linear system given in equation 2, we look for the solution satisfying the gravity anomaly and presenting most of its mass excess (or deficiency) concentrated about the specified geometric elements. This is accomplished by generalizing the iterative approach of Guillen and Menichetti (1984) , which consists of the following steps.
First, we obtain a standard minimum-norm solution,
where µ is a nonnegative scalar, T is a transposition operator, and I is the identity matrix. 
where
The symbol W (k) represents a diagonal matrix whose nonzero elements are given by
and
where ε is a small positive number on the order of 10 −7 and d ij is the distance from the center of the jth elementary prism to the ith geometric element. The elements of vectorp (k) F are either elements of vectorp (k) or are frozen parameters. Parameter µ favors solutions in which the elementary prisms lying in the neighborhood of the geometric elements are assigned the largest density-contrast estimates in absolute values. So, the larger the value of µ, the closer the estimated gravity sources will be to the geometric elements. This parameter also controls the stability of the solutions. The larger the value of µ, the more stable the solution. An optimum value for µ is the smallest positive value still producing stable solutions. Alternatively, if the interpreter has great confidence in the assumed outline of the true gravity sources, µ should be the largest positive value still producing an acceptable fit to the data.
The stability of a solution is verified by contaminating the data with different sequences of pseudorandom noise realizations and checking whether all estimates are computed within an acceptable precision. Matrix W (k) controls the modulus of the correction p (k) at each iteration. Cells close to any geometric element and having large density-contrast estimates (in the modulus) at the previous iteration are assigned a small weight, so the corresponding corrections may be large. Conversely, cells far from all geometric elements and having small density-contrast estimates (in the modulus) at the previous iteration are assigned a large weight, so the corrections are small. In this way, the solutions are biased toward a concentration of the excess (or deficiency) of mass close to the geometric elements.
This procedure, if unchecked, produces an enormous mass concentration (or deficiency) about the geometric elements, so unrealistic density-contrast estimates may result. To constrain these estimates to geologically meaningful ranges and simultaneously impose density-contrast homogeneity about the geometric elements, we add the following procedure to the algorithm.
An M-dimensional vector v is defined whose jth element v j is the target density contrast to be assigned to the jth cell in the following way. If the projection of the jth cell on each axis lies outside the respective axis segment, then v j is set to zero; otherwise, it is assigned the target density contrast ascribed to the geometric element closest to the jth cell. If, at the kth iteration, an estimatep F is replaced by the violated boundary (0 or v j ) and the corresponding weight w jj is assigned a relatively large value f to impose the condition that the density-contrast estimate at the cell be at least temporarily frozen at the violated boundary. Ifp (k) j lies within the prescribed boundaries, the jth element ofp (k) F is not modified (i.e., is equal top (k) j ) and the corresponding weight is computed normally by equation 6. A large value assigned to f tends to maintain the frozen density-contrast estimates along iterations.
In practice, the need to increase the value off is signaled by the occurrence of estimated gravity sources displaying the maximum density contrasts approximately constant and greater (in absolute value) than the target density contrast at the final iterations. On the other hand, if the convergence to the specified target contrast occurs monotonically along the iteration, acceptable values assigned to f may differ by several orders of magnitude without producing appreciable changes in the final result.
The nonlinearity of matrix W (k) determines that the inverse gravity problem is nonlinear and must be solved iteratively. Despite this nonlinearity, any intermediate solutions obtained at every iteration through equations 4 and 5 fit the data within the measurement precision. This occurs because of the method's peculiarities. The first iteration is a standard minimum-norm solution that fits the data. Subsequent iterations first modify the current solution approximation by freezing some parameters at the violated bound. As a result, this modified-parameter approximation (p (k) F in equation 4) does not fit the observations. Second, we compute the parameter vector necessary to explain the residual between the observations and the fitting produced byp
nally, we add this vector top
, which fits the observations. We stress that the iterative procedure is needed because along the first iterations, despite the acceptable fit, the solutions are not yet sufficiently concentrated about the specified geometric elements -that is, the a priori information has not been introduced fully.
No explicit starting approximation is necessary for p. The iteration is initialized by setting w jj = 1 in equation 5, but the final solution is not sensitive to this approximation and any other set of values may in theory be used to initialize w jj . In practice, some numerical problems may occur if values assigned to w jj for different indices j differ from each other by several orders of magnitude. The iteration stops when
where τ is a positive scalar controlling the degree of homogeneity assumed for the estimated gravity sources. The larger the value of τ , the greater the homogeneity. A typical value is 0.01, corresponding to a source with density-contrast variation less than or equal to 1% of the target density contrast. The stopping criterion is based only on the estimated density contrasts because, as mentioned before, at all iterations the fitted anomaly explains the observations within the measurement precision.
Robust procedure
The method described so far performs well, provided the gravity sources are separate from each other. In the case of a source S 1 entirely surrounded by another source S 2 , such as the setting displayed in Figure 2 , we extend the methodology in the following way. First, the method is applied by specifying just the geometric elements that outline the larger source together with the associated target density contrast (or contrasts). The parameter µ is intentionally assigned a sufficiently large value to force a slight data misfit, which will affect mostly the observations above the inner gravity source S 1 . We assume that at this position the fitted anomaly is closer to the anomaly produced by the larger source than to the observed anomaly. Then, the observation producing the maximum residual is replaced by the fitted anomaly at this position. This new data set is then used as input for the next inversion, and the rms of the difference between the input and the fitted data is computed.
The process is repeated until successive rms values along the iterations do not change appreciably. Upon convergence, the estimated density-contrast distribution will approximate the larger source; hence, the fitted anomaly is subtracted from the original observations to produce an estimate of the anomaly produced by the smaller source, which is then inverted by the same technique described in the previous section.
TESTS WITH SYNTHETIC DATA
In this section we apply our proposed method to interpreting data from three simulated environments. We also analyze our method's sensitivity to introducing incorrect a priori information. 
Complex, multiple, and closely separated gravity sources
To illustrate the utility of our approach in interactive inversion of a gravity profile caused by multiple gravity sources with complex shapes and closely situated to each other, we model three salt canopies with roots having a density contrast of −0.2 g/cm 3 . The interpretation model consists of a grid of 160 × 64 cells with dimensions of 0.125 km in both the x-and z-directions and inversion parameters of µ = 0.2, f = 50 000, and τ = 0.01. The anomaly is contaminated with pseudorandom Gaussian noise with zero mean and a standard deviation of 0.1 mGal. All steps -design of the simulated gravity source, specification of the parameters related to the noise contamination of the anomaly, input of the geometric elements, and choice of the inversion parameters -are done interactively in a user-friendly environment. Figure 3 shows the output screen for this test. Figure 3a shows the observed (black crosses) and fitted (solid blue line) anomalies. Figure 3b shows the true gravity sources (black solid lines), the axes defining the sources (outlined in green), and the inverted density contrasts, mapped according to the color bar. The target density contrasts assigned to all axes are equal to −0.2 g/cm 3 . We note that the observations are fitted within the measurement errors and the estimated gravity sources are close to the true ones because the specified geometric elements reflect factual geometric attributes of the true sources. Figure 4a shows the gravity anomaly (dots) contaminated with pseudorandom Gaussian noise with zero mean and a standard deviation of 0.2 mGal produced by a simulated batholithic intrusion presenting two homogeneous sectors with density contrasts of 0.25 and 0.41 g/cm 3 for the leftmost and rightmost sectors, respectively (solid lines in Figure 4b ). We inverted this anomaly using an interpretation model consisting of a grid of 80 × 64 cells with dimensions of 0.25 and 0.0625 km in the x-and z-directions, respectively, and setting µ = 0.25, f = 5000, and τ = 0.01. The sectors were assumed to be delineated by two axes each (labeled e 1 and e 2 for the leftmost sector and e 3 and e 4 for the rightmost sector in Figure 4b) . The target density contrasts assigned to the axes delineating the leftmost and rightmost sectors were 0.25 and 0.41 g/cm 3 , respectively. Figure 4c shows the spatial distribution of the target density contrast assigned to each cell. The inversion results are shown in Figure 4b , indicating both sectors are well delineated. Figure 5a shows the gravity anomaly (dots) contaminated with pseudorandom Gaussian noise with zero mean and a standard deviation of 0.1 mGal produced by a simulated gabbro pendant in granite with density contrasts of 0.6 and 0.2 g/cm 3 , respectively (solid lines in Figure 5b ). First, we inverted this anomaly using the robust procedure described in the Methodology section by assuming an interpretation model consisting of a 176 × 64 grid with dimensions of 0.0625 km in both the x-and z-directions. We set µ = 0.2, f = 50 000, and τ = 0.01 and assumed that a single point outlines the larger gravity source (e 1 in Figure 5b ) that was assigned a target density contrast of 0.2 g/cm 3 . The inversion result is shown in Figure 5b , indicating the larger source has been well delineated.
Single source with variable density contrasts

Small source embedded in larger source
Next, we subtracted the fitted anomaly shown in Figure 5a (solid line) from the gravity anomaly shown in Figure 5a (dots) to obtain an estimate of the anomaly produced by the smaller gravity source with a density contrast of 0.4 g/cm 3 (dots in Figure 6a ). This residual anomaly was then inverted by the standard, nonrobust procedure by setting µ = 0.75, f = 50 000, and τ = 0.01 and assuming that a single point outlines the smaller source (e 2 in Figure 6b) , which was assigned a target density contrast of 0.4 g/cm 3 . The inversion result is shown in Figure 6b , and the fitted anomaly is shown in Figure 6a (solid line). This result indicates that the smaller gravity source has been delineated correctly. Figure 7a shows the fitted anomaly resulting from the sum of the anomalies displayed in Figure 5a and Figure 6a , produced by the sum of the inverted density-contrast distributions shown in Figure 5b and Figure 6b . Figure 8 shows the gravity anomaly contaminated with pseudorandom Gaussian noise with zero mean and a standard deviation of 0.1 mGal produced by the simulated rootless salt canopy with density contrasts of −0.4 g/cm 3 , shown as a solid line in Figure 9 . We inverted this anomaly using an interpretation model consisting of a 120 × 32 grid measuring 0.25 km in both the x-and z-directions. We set µ = 0.1, f = 500, and τ = 0.05 and assumed that three axes outline the gravity source (e 1 , e 2 , and e 3 in Figure 9 ). The inversion results are shown in Figure 9 . , respectively, and robust inversion result (grayscale cells) using point e 1 (dot) for outlining the outer body with a target density contrast of 0.2 g/cm 3 . Figure 6 . Synthetic example simulating a small gravity source embedded in a larger source. (a) Residual anomaly (dots, obtained by subtracting the gravity anomaly from the fitted anomaly in Figure 5a ) and fitted anomaly (solid line). (b) Inversion result (grayscale cells) using point e 2 (dot) for outlining the inner body and a target density-contrast of 0.4 g/cm 3 .
Sensitivity to incorrect a priori information
In Figure 9a the axes are positioned correctly with respect to the gravity source, and the assigned target density contrasts are −0.4 g/cm 3 . In both Figure 9b and Figure 9c , axes e 1 and e 2 have larger and smaller lengths, respectively, compared with the corresponding lengths in Figure 9a , and all axes are assigned the correct target density contrast. In Figure 9c , besides using incorrect axis lengths, all axes are placed 1 km below the corresponding axis positions shown in Figure 9b . In Figure 9b and Figure 9c the incorrect a priori information does not conflict with the geophysical data, so the estimated gravity source is distributed about the assumed axes and the observations are fitted within the measurement errors (not shown). Despite being substantially different from the true gravity source, the estimated source still detects oscillations at the top and bottom of the canopy -particularly the one located at 18 km. Figure 9d shows the inversion result using the same axis positions in Figure 9a but assigning the incorrect target density contrast of −0.6 g/cm 3 to all axes. As expected, the estimated gravity source displays a smaller volume than the true source to preserve the total mass deficiency. However, the overall characteristics of the true source are preserved and the observations are still fitted within the measurement errors (not shown). Had we used a target density contrast smaller (in absolute value) than the true density contrast (−0.4 g/cm 3 ), the estimated source would be larger than the true source. These examples illustrate the interactive character of our method. Suppose an interpreter is faced with the tentative interpretation shown in Figure 9b . If one has geological evidence of normal faulting in the area, the sharp termination of the estimated gravity source at 22 km might in fact be reasonable and one should accept this alternative solution. However, if there is no geological evidence of such faulting, one might suspect that an incorrect axis length has forced a spurious abrupt termination of the estimated source. In this case, inverting the data with a longer axis length might be used. In this way, the interpreter could quickly and conveniently eliminate solutions that do not conform to the geologic information. 
TESTS WITH REAL DATA
In this section we illustrate our method's practical applications by applying it to three sets of gravity data from different geologic settings. Figure 10a shows a gravity profile (solid line) across a greenstone belt consisting of metavolcano sedimentary rocks in the Rio Maria region of the state of Pará, Brazil. This unit was compressed by two blocks of granitoid rocks in a dextral transpression regimen (Souza et al., 1992) . Density measurements of rock samples collected from outcrops indicate that the density contrast between the metavolcano sedimentary and granitoid rocks is about 0.3 g/cm 3 . Figure 10a shows the fitted gravity anomaly (dashed line) produced by Souza et al. (1992) interpretation (Figure 10b ) using interactive gravity modeling based on the expected synformal geometry for the greenstone belt unit and assigning uniform density contrasts of 0.3, 0.32, and 0.32 g/cm 3 to gravity sources A, B, and C, respectively. We inverted the same anomaly assuming an interpretation model consisting of a 72 × 64 grid with dimensions of 0.5 and 0.125 km in the x-and z-directions, respectively. We set µ = 0.05, f = 50 000, and τ = 0.05. The geometric elements (e 1 -e 6 in Figure 11b ) were defined so as to produce estimated gravity sources as close as possible to the interpretation given in Figure 10b . All geometric elements were assigned a target density contrast of 0.3 g/cm 3 . The result (Figure 11b) shows that the proposed approach may lead to interpretations of multiple and complex gravity sources equivalent to the ones obtained by interactive modeling, but in a much easier and faster way and with the certainty of obtaining an acceptable fit to the data, as shown in Figure 11a Souza et al. (1992) , assigning uniform density contrasts of 0.3, 0.32, and 0.32 g/cm 3 to gravity sources A, B, and C, respectively. Figure 12a shows the gravity anomaly (dots) produced by the Bodmin Moor pluton, part of the Cornubian batholith located in the county of Cornwall, England. The batholith has a granitic composition and intrudes low-grade, regionally metamorphosed sediments and igneous rocks (Edmonds et al., 1975) . Bott and Scott (1964) Bott and Scott (1964) (dashed line) and using our approach (solid line). (b) Interactive modeling after Bott and Scott (1964) , using three polygons (solid line) with density contrasts of −0.16 g/cm 3 (southernmost), −0.13 g/cm 3 (intermediate), and −0.10 g/cm 3 (northernmost). The gray cells show the inversion result using our method, with geometric elements e 1 -e 5 indicated by dashed lines (axes) and dots (points). Elements e 1 -e 3 were assigned a target density contrast of −0.16 g/cm 3 , and elements e 4 -e 5 were assigned target density contrasts of −0.13 and −0.10 g/cm 3 , respectively.
Rio Maria greenstone belt
Cornubian batholith
by incorporating the assumption that its density contrast increases to the north via a model consisting of three homogeneous compartments with density contrasts of −0.16 g/cm 3 (the southernmost), −0.13 g/cm 3 (the intermediate), and −0.10 g/cm 3 (the northernmost). Bott and Scott's (1964) interpretation and the corresponding fitted gravity anomaly are shown in Figures 12b (solid line) and Figure 12a (dashed line), respectively.
We inverted this anomaly by assuming an interpretation model consisting of 58 × 24 cells with dimensions of 1.0 and 0.5 km in the x-and z-directions, respectively. We set µ = 0.5, f = 500 000, and τ = 0.01. The geometric elements (e 1 to e 5 in Figure 12b ) were introduced to produce an estimated gravity source close to Bott and Scott's (1964) interpretation. Elements e 1 -e 3 have a target density contrast of −0.16 g/cm 3 , and elements e 4 and e 5 were assigned target density contrasts of −0.13 and −0.10 g/cm 3 , respectively. The result is shown in Figure 12b , which is very close to Bott and Scott's (1964) interpretation but which displays a better anomaly fit (Figure 12a , solid line). Figure 13a displays the gravity anomaly (dots) over East Bull Lake, Ontario, Canada (Paterson and Reeves, 1985) . It is caused by a gabbroic-anorthositic lopolith with the anorthositic rocks underlying the gabbroic rocks. Both units have a higher density contrast than the tonalitic country rocks. Automatic inversion methods applied to this anomaly present a severe limitation, caused by the strong vertical interference of the sources.
East Bull gabbro-anorthosite complex
We applied to this anomaly the robust procedure described in the Methodology section. First, we estimated the geometry of the anorthositic unit by establishing an interpretation model consisting of 60 × 40 cells with dimensions of 0.1 km in both the x-and z-directions. We set µ = 1, f = 5000, and τ = 0.01. The geometric element consists of a single horizontal axis at the surface, extending over the known anorthosite outcrops (e 1 in Figure 13b ). The assigned target density contrast to this axis was 0.2 g/cm 3 . The value of µ was selected in such a way as to produce an interpreted geometry of the gabbroic rocks (see below), displaying a surface extent close to the known extent of the gabbroic rocks. In this way, just a single inversion was executed in the robust procedure, and the anomaly produced by the anorthosite was taken as the fitted anomaly. The rejected data points were completely determined in this case, just by the choice of µ. The estimated anorthositic unit and the Figure 13b and Figure 14b .
fitted anomaly are shown in Figure 13b and Figure 13a (solid line), respectively. By subtracting the fitted anomaly (solid line) from the observed anomaly (dots) in Figure 13a , we obtained an estimate of the anomaly produced by the gabbroic rocks (dots in Figure 14a) , which was interpreted using the same interpretation model, by setting µ = 0.4, f = 5000, and τ = 0.01 and by using a target density contrast of 0.08 g/cm 3 assigned to a single horizontal axis at the surface (e 2 in Figure 14b ). The estimated gabbroic unit and the fitted anomaly are shown in Figure 14b and Figure 14a (solid line), respectively. The final interpretation is shown in Figure 15 , where the density-contrast distribution represents the sum of the density-contrast distributions displayed in Figure 13b and Figure 14b , and, accordingly, the fitted anomaly is the sum of the fitted anomalies (solid lines) in Figure 13a and Figure 14a .
CONCLUSIONS
We have proposed a new method for estimating the location and geometry of 2D gravity sources on the x-z-plane. This approach differs from standard interactive modeling in that it automatically fits the observed data with predicted data and only requires the interpreter to supply the source geometry consisting of simple geometric elements such as points and line segments. This relieves the interpreter from a tedious trial-anderror data-fitting procedure, which requires a large number of test geometries to obtain an acceptable data fit. All presented inversions require just a few seconds on a Pentium IV personal computer.
Tests with synthetic and field data indicate the practical utility of our method in estimating the density distribution from gravity data generated by density anomalies with complex geometries. The density anomalies can be near one another in either the vertical or horizontal direction. An extension of the presented approach allows a robust interpretation of anomalies produced by a source enclosed in another source and having density contrasts of the same sign.
Despite being a step forward in allowing more complex interpretations than automatic inversions, this interactive method must be further improved to allow interpretations of much more complex geological settings, e.g., sedimentary environments with several faulted and folded layers and intrusive structures. Extensions to 3D model and magnetic sources present no difficulty in the inversion methodology. If the 3D extension is to be implemented in a user-friendly graphical environment, then there are at least two anticipated difficulties: (1) the visualization of the estimated sources and (2) the interactive definition of the 3D geometric elements' positions on a 2D screen.
