Abstract. In this paper, an algebraic method for solving indefinite integrals of a class of functions is proposed. The essence of the method is to construct a linear space spanned by the class of functions; thus, the derivative operator is a linear transformation of the linear space. By calculating the value of the derivative operator on the basis function, the matrix of the derivative operator is obtained, and the inverse matrix is derived: this is the matrix of the inverse transformation for the derivative operator. If a function is expressed as a linear combination on the basis of the constructed linear space, one of its primitive functions can be simply represented by using the above inverse transformation. Finally, the indefinite integral of the function is obtained by adding an integral constant to the primitive function. The salient feature of this paper is to avoid the relatively complex integral calculation.
Introduction
The method for solving indefinite integrals of continuous functions is the basic operation in mathematical analysis [1] . Indefinite integral calculation has been extensively discussed in mathematical analysis textbooks. In addition, a great deal of research on how to solve indefinite integrals can be found in vast arrays of academic and teaching research journals [2, 3] . Nevertheless, most of these papers categorize and summarize existing integral methods. Ref. [4] studied the solution of indefinite integrals by inverse matrix, but its narrative is difficult to understand.
In fact, the theories of advanced algebra [5] and mathematical analysis are deeply related. The core idea of this paper is to study the indefinite integrals of a class of derivative functions, via sufficient utilization of the linear transformation in advanced algebra. According to the problem requirements, we construct a linear space containing the integrand, and then the derivative operator is the linear transformation of this linear space. The action of inverse transformation on a function is one of its primitive functions, so the indefinite integral of the function is derived by adding an arbitrary constant. The result of Ref. [4] is a corollary of this paper. 
Algebraic method to solve
Therefore, by taking three linearly independent functions as 2 , ,
x e xe e , and choosing ordinary vector addition and scalar multiplication of the functions, a three-dimensional linear space can be spanned as
S L x e xe e = Where 2 , ,
x e xe e is a basis of S . We can prove that D is a linear transformation of S ; then the matrix representation of D under the basis 2 , ,
x e xe e is that: 1 0 0
we know that A is invertible, and the inverse matrix of A can be derived
This implies that the corresponding linear transformation D is invertible, and we get 
represents one of the primitive functions of ( ) f x , and satisfies
So, from the first equation of (1), we obtain 

This method of solving the indefinite integral is suitable for a large class of functions. Note that we don't really calculate the integral itself, so the problem is simplified. Based on the above discussion, we know that if we want to calculate the indefinite integral of a function by using the method of solving the inverse transformation, the key is to find a class of functions such that derivatives of the functions also belong to it. Therefore, we can construct a suitable linear space and linear transformation. 
Algebraic method to solve
It is easy to see that A is invertible. We know that when A has been transformed to an identity matrix, the block of b is transformed into the first column of 1 A − . Based on the form of A , it is easy to see that
Thus, we get 
Algebraic method to solve indefinite integrals
The above-mentioned method can be extended. We assume that functions ( ) ( ) ( )
are linearly independent, and their derivatives can also be expressed as linear combinations of them. Then the previous method can be used to solve the indefinite integral of the functions, as follows: 
