Abstract The Solar Dynamics Observatory/Helioseismic and Magnetic Imager (SDO/HMI) filtergrams, taken at six wavelengths around the Fe i 6173.3Å line, contain information about the line-of-sight velocity over a range of heights in the solar atmosphere. Multi-height velocity inferences from these observations can be exploited to study wave motions and energy transport in the atmosphere. Using realistic convection simulation datasets provided by the STAGGER and MURaM codes, we generate synthetic filtergrams and explore several methods for estimating Dopplergrams. We investigate at which height each synthetic Dopplergram correlates most strongly with the vertical velocity in the model atmospheres. On the basis of the investigation, we propose two Dopplergrams other than the standard HMI-algorithm Dopplergram produced from HMI filtergrams: a linecenter Dopplergram and an average-wing Dopplergram. These two Dopplergrams correlate most strongly with vertical velocities at the heights of 30 -40 km above (line-center) and 30 -40 km below (average-wing) the effective height of the HMIalgorithm Dopplergram. Therefore, we can obtain velocity information from two layers separated by about a half of a scale height in the atmosphere, at best. The phase shifts between these multi-height Dopplergrams from observational data as well as those from the simulated data are also consistent with the heightdifference estimates in the frequency range above the photospheric acoustic cutoff frequency.
Introduction
In recent helioseismology studies multi-height velocity and intensity information have been used in addition to standard photospheric Dopplergrams. MitraKraev, Kosovichev, and Sekii (2008) investigated the phase shift between photosphericand chromospheric-intensity datasets obtained by the Hinode satellite. They reported large phase differences along the p-mode ridges and no phase difference on the f -mode ridge. Nagashima et al. (2009) inferred chromospheric downflows by interpreting multi-height observations. More recently, Howe et al. (2012) examined the phase differences between several observables originating from various layers obtained by the Helioseismic and Magnetic Imager (HMI: Scherrer et al., 2012) and the Atmospheric Imaging Assembly (AIA: Lemen et al., 2012) onboard the Solar Dynamics Observatory (SDO: Pesnell, Thompson, and Chamberlin, 2012) . Rajaguru et al. (2012) exploited multi-height HMI and AIA data to study power enhancement around active regions at various heights in the atmosphere. They used not only the standard HMI-algorithm Dopplergrams but also Doppler information derived from the line wing (this is similar to what we define as the "far-wing" Dopplergram in Section 2.3).
Multi-height information is, however, useful not only for helioseismology studies but also for many other research purposes, for example, the study of energy transport in the solar atmosphere (e.g. Jefferies et al., 2006 , Straus et al., 2008 , Straus et al., 2009 , Bello González et al., 2010 , Kneer and Bello González, 2011 . If we could obtain multi-height velocity information from SDO/HMI datasets, we would have huge datasets available compared with other current instruments; HMI obtains full-disk datasets without significant interruptions.
Here we show that we can obtain multi-height velocity information from SDO/HMI observations; we use realistic numerical convection simulations to characterize these multi-height Dopplergrams. In Section 2 we introduce HMI observables as well as the simulation datasets, and define several types of Dopplergrams. In Section 3 we investigate the contribution heights of the Doppler velocities using realistic convection simulations. On the basis of these contribution height estimates and availability of the observables we choose a pair of Doppler velocities as rather robust multi-height velocity datasets; this is summarized in Section 3.1. We measure the phase difference derived from the HMI observation datasets as well as simulated datasets in Section 4. Finally, a brief summary is given in Section 5.
Making Multi-Height Dopplergrams from SDO/HMI Datasets

HMI Observables
SDO/HMI takes full-disk images in the Fe i absorption line at λ lc = 6173.3433 A (at rest). Every 45 seconds 12 filtergrams are taken at left-and right-circular polarizations at six wavelength positions around the line center: +172 mÅ (λ 0 ), +103.2 mÅ (λ 1 ), +34.4 mÅ (λ 2 ), −34.4 mÅ (λ 3 ), −103.2 mÅ (λ 4 ), and −172 mÅ (λ 5 ). Example filter profiles and the reference line profile used in the standard HMI data processing are shown in Figure 1 (see Couvidat et al., 2012 for details) . The HMI reference line profile is a simple combination of Voigt and Gaussian functions which are calibrated for the purpose of obtaining Dopplergrams (Schou et al., 2014) . Figure 1 also shows the National Solar Observatory (NSO) Fourier Transform Spectrometer (FTS) Atlas spectra (Wallace, Hinkle, and Livingston, 1998) , the reference line profile used in the HMI data processing and also the synthesized line profiles (Section 2.2.3). The pixel size is 0.505 arcsec, or 370 km on the Sun at the disk center. In this article we consider only the data obtained by the front camera, which is the camera for the line-of-sight observables.
The standard Dopplergram products of the HMI pipeline (hereafter, HMIalgorithm Dopplergrams) are made from these sets of filtergrams , and the formation height of the HMI-algorithm Dopplergram is around 100 km above τ 5000Å = 1 (Fleck, Couvidat, and Straus, 2011) , while the line-core formation height is estimated to be around 200-300 km (e.g. Norton et al., 2006) .
In this study, we show that by combining the HMI filtergrams at six wavelengths in several ways we can derive multi-height velocity information in the solar atmosphere. Note that we always take the sum of the intensities at leftand right-circular polarizations at every wavelength, and hereafter we use only these total intensities [I i (i = 0, 1, . . . , 5) at λ i ]. In the HMI pipeline, on the other hand, HMI-algorithm Doppler velocities are computed separately from the left-and right-circular polarization intensities, and then the two Doppler velocities are averaged. Since the data processing is non-linear, this might cause small differences from our approach. In this study, however, we limit ourselves to quiet-Sun data. Thus the two approaches should produce similar results.
Realistic 3D Convection Simulation Datasets
To estimate the contribution heights of "multi-height" Dopplergrams, we use datasets from two different simulation codes: STAGGER (Stein et al., 2009a; 2009b; Stein, 2012) and Max-Planck-Institut für Sonnensystemforschung/University of Chicago RAdiative MHD (MURaM: Vögler et al., 2005) code. The average profiles of the solar atmosphere models in these simulations are shown in Figure  2 as well as a standard solar model (Model S: Christensen-Dalsgaard et al., 1996) and the VAL atmosphere (Vernazza, Avrett, and Loeser, 1981) for comparison. Since we also compare our results with the results from COnservative COde for the COmputation of COmpressible COnvection in a BOx of L Dimensions with l=2,3 (CO 5 BOLD: Freytag, Steffen, and Dorch, 2002; Wedemeyer et al., 2004) at several points, we show these profiles as well. The height [z] is defined relative to the layer where τ 5000Å = 1. The differences in the mean structure in the three simulations relative to Model S are within 10 % at the surface. However, at 400 km above the surface the pressure and the density differences between the models are up to 30 % and 25 % while the temperature difference is 5 %. A detailed comparison of these models is given by Beeck et al. (2012) .
Simulated Data
2.2.1.1. STAGGER Data We use a 3D convection simulation provided by the STAGGER code. The simulation domain is 96 Mm wide and extends vertically from the temperature minimum down to a depth of 20 Mm. There is only weak photospheric magnetic field; the average unsigned vertical field is 3 G, the average unsigned horizontal field is 5 G, and the maximum field is 2.2 kG at the surface. The horizontal resolution is 48 km, and the vertical resolution varies from 12 km near the surface to 80 km at large depths. From this domain we use only a subregion for the radiative-transfer calculations. The subregion is 48 Mm ×48 Mm wide and extends from the 550 km above to 450 km below the surface with τ 5000Å = 1. This τ
5000Å
is defined by the average atmospheric profiles shown in Figure 2. 2.2.1.2. MURaM Data We also use convection-simulation results provided by the MURaM code with non-gray radiative transport using four opacity bins (Vögler, Bruls, and Schüssler, 2004) . The region we use is 9 Mm wide in the horizontal directions and covers 3 Mm in the vertical direction (from 1.98 Mm below the surface up to 1 Mm above the τ 5000Å = 1 level) with 17.6 km horizontal resolution and 10 km vertical resolution. This simulation is non-magnetic.
Spatial Resolution
The original pixel sizes of STAGGER and MURaM simulation datacubes are 48 km and 18 km, respectively, and are much smaller than the HMI pixel size (370 km on the Sun at the disk center), or the HMI diffraction limit (1.83 HMI pixels). As discussed by Fleck, Couvidat, and Straus (2011) , the spatial resolution may affect the analyses. Here we use a theoretical point spread function (PSF) to 
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where J 1 is the first-order Bessel function of the first kind, r = πDr/(λf ) is the normalized radius, and r is the radial distance from the optical axis on the focal plane (e.g. Stix, 2002) . The first zero of P is at r = 1.22π, and the diffraction limit for HMI is defined here as r dif.limit = λf /D = 21.9 µm, where λ = λ lc and the effective focal ratio f /D = 35.42 . The HMI CCD pixel size is 12 µm, so the diffraction limit corresponds to 1.83 HMI pixels. Because of the limited field of view of the MURaM data, we apply this PSF to the STAGGER data only. If we apply the PSF to the MURaM data, we have only ≈ 10 2 data points in the field of view.
Synthetic Spectra and Filtergrams
Using the simulated datasets, we calculate the line profile for the Fe i absorption line at 6173.3Å using the Stokes-Profiles-INversion-O-Routines (SPINOR) code (Frutiger et al., 2000) . The atomic parameters that we use to synthesize the line profiles are summarized in Table 1 . The abundance is from Bellot Rubio and Borrero (2002) . Since this line is formed relatively deep in the photosphere, the assumption of LTE for the line synthesis calculations seems justified for the particular objectives of this article (cf., e.g., Bello González et al., 2009; Fleck, Couvidat, and Straus, 2011) . The average line profiles obtained from STAGGER and MURaM data are shown in Figure 1 . Figure 3 shows a set of snapshots of synthetic filtergrams created from synthetic spectra convolved with the HMI filter profiles, and Figure 4 shows the filtergrams obtained from the STAGGER datasets after the PSF was applied. For comparison, Figure 4 also shows the HMI filtergrams taken at 07:29:15 UT on 23 January 2011 near the disk center. At the time of the observation, the SDO line-of-sight motion toward the Sun was 288.25 m s −1 and this is subtracted when we calculate the Doppler velocities from these filtergrams (shown in Figure 6 in Section 2.3). The filtergrams created from the simulation datasets (upper panels of Figure 4 ) look qualitatively similar to the observations (lower panels of Figure 4 ), although the fact that the structure sizes in observation datasets seem slightly bigger than those in the synthesized datasets may indicate that the real PSF for HMI is slightly worse than the purely theoretical one we used here. We calculate several types of velocities from the synthetic line spectra and the filtergrams. Although only six filtergrams are available from the HMI observations, here we derive these quantities from full spectra as well (5 and 6 in the list below) for the synthetic data analyses. We compute the intensities at 200 points in wavelength from −0.75Å to +0.75Å around the line center using SPINOR. Although there are still some tiny sidelobes in the HMI filters outside this range (see Couvidat et al., 2012 for details), they do not matter for the analyses performed here. In the calculation of the absorption-line profile, we do not include the turbulent velocity in the simulated atmosphere. Therefore, the line profile for each pixel shows a narrower and steeper profile compared with the line profile averaged over the entire FOV (shown in Figure 1 ). 
Doppler Velocity 2: Center of Gravity (Six Points)
The Doppler velocity of the center of gravity (cog) of the line is derived from
where λ lc is the line-center wavelength, c is the speed of light, λ i is the wavelength where the intensity I i is measured, and I max is the maximum of I i (i = 0, 1, . . . , 5).
Dopler Velocity 3: Line Center (Three Points)
The Doppler velocity of the line center can be estimated from the three wavelength points around the minimum-intensity wavelength. We calculate the parabola through the three points and use the apex of the parabola as an estimate of the line-center shift.
Doppler Velocity 4: Simplified HMI-Algorithm Dopplergrams
We calculate simplified HMI-algorithm Doppler velocities [v HMI1 and v HMI2 ] based on the method used for HMI pipeline products . The procedure here is identical to that of Fleck, Couvidat, and Straus (2011 
Doppler Velocity 5: Center of Gravity (Full)
The Doppler velocity of the center of gravity of the full line profiles is calculated by
where λ m and λ M are minimum and maximum wavelengths of the profile, and I c is the continuum intensity. Here λ m and λ M are −0.75Å and +0.75Å from the line center, respectively.
Doppler Velocity 6: Line Center (Full)
The Doppler velocity of the line center of the full line profile is determined by the location of the minimum of a fourth-order polynomial fit over the range ±32 mÅ around the minimum-intensity wavelength.
Doppler Velocity Maps
Samples of these velocity maps are shown in Figure 5 (raw STAGGER and MURaM) and Figure 6 (STAGGER with the resolution reduced by the HMI PSF and HMI observation). For the HMI observation datasets, we lack the center-ofgravity and the line-center Doppler velocities from the full spectra because we only have filtergrams. Instead, we show the standard HMI-algorithm Dopplergram provided by the pipeline as well. The contrasts in the different Dopplergram observables are different. This suggests that we might have information from various heights. It is clear from the comparison between Figures 5 and 6 that the contrast of the Doppler velocity is significantly reduced after smoothing with PSF, although the differences in contrast between the different Dopplergram observables are still present. In Figure 6 the gray-scale contrast, or the dynamic range, of the observation Dopplergrams is less than the synthesized one. This may also indicate the difference between the theoretical PSF that we used and the real PSF for HMI instruments.
Comparison of the Synthetic Doppler Velocities and the Original Velocity Field in the Simulation Box
Following Fleck, Couvidat, and Straus (2011), we estimate the contribution layer height of synthetic "multi-height" Dopplergrams, by calculating the correlation coefficients of the line-of-sight velocity derived from the synthetic Dopplergrams and the original vertical velocities [v z ] in the simulation box. These correlations are shown in Figure 7 . The heights where the correlation coefficients of the Doppler velocities and the vertical velocity in the atmosphere attain their maxima are summarized in Table 2 . For this calculation, we use one snapshot of each simulation dataset. To estimate the errors in the maximum-correlation heights, we subdivide the field of view into nine areas and calculate the standard deviations of the heights of maximum correlation coefficients. Note that the FOV of MURaM data is 9 Mm square while that of STAGGER is 48 Mm square, and this causes larger standard deviations of the heights in MURaM datasets. In this case the subdivided area in MURaM FOV is about 1 Mm, namely, about the size of the granular cells. The large standard deviation of the height, therefore, indicates the spatial variation due to the granular cells. In Table 2 we also show the results obtained from CO 5 BOLD for reference; these results are from further analysis of the datasets used in Fleck, Couvidat, and Straus (2011) . According to this comparison, if the resolutions are similar, the contribution-layer heights in different atmospheric models are similar. Figure 8 shows that the auto-correlation coefficient of v z has a broad peak and its FWHM is about 500 km, i.e., several scale heights. Therefore, this is consistent with what is shown in Figure 7 ; the Dopplergrams of this wavefield should have a broad range of contribution layers. Fleck, Couvidat, and Straus (2011) show (in their Figure 5 ) the correlation coefficient between the velocity derived from the HMI filtergrams and v z in their simulation box. They found that the normal HMI-algorithm Dopplergram and the center of gravity of the line have a peak correlation with the true v z around 100 km above the surface, while the Doppler shift of the line center has a peak correlation around 230 km. These results are consistent with our findings. Also, Fleck, Couvidat, and Straus (2011) discuss the effects of spatial resolution. Their original horizontal grid size is 14 km, and if they apply the estimated HMI PSF to their data, the contribution height increases by about 50 km for their synthetic HMI-algorithm Dopplergram. On the other hand, our results show that the contribution layer heights are 70 -80 km higher if we apply the HMI PSF. Since the PSF in Fleck, Couvidat, and Straus (2011) is Gaussian with FWHM Figure 4 . The gray-scale range in this figure is from −2.5 (black, downflow) to +2.5 km s −1 (white, upflow), which is smaller than that in Figure 5 . The contrast of the Doppler velocity is significantly reduced by the PSF smoothing. The HMI-algorithm Dopplergram is also shown in the bottom right panel. of 1.5 arcsec (≈ 3 HMI pixels), the smearing is more significant than our PSF (Equation (1)). Why more smearing causes a smaller shift of contribution layer heights is still unclear. This difference might be caused by other properties, such as differences in atmospheric profiles or convection models.
As shown in Table 2 the contribution layer of the line-center Dopplergrams derived from the full spectra is higher than those derived from the filtergrams.
. The top, middle, and bottom panels are from STAGGER data with the original resolution, STAGGER data with reduced resolution (HMI PSF), and MURaM data, respectively. The dash-dotted curves indicate the simple Dopplergrams derived from the Doppler signals made of pairs of filtergrams, namely, the core, wing, far-wing, and average-wing Doppler velocities. The dashed curves indicate the velocities derived from the filtergrams (center-of-gravity, or cog, line-center, and the first and second simplified HMI-algorithm Dopplergrams), while the dotted curves indicate the velocities derived from the full spectra (center of gravity and line center). The contribution-layer height is sensitive to the wavelength range used for the fitting. As we describe in Section 2.3, we choose ±32 mÅ around the minimumintensity wavelength, but if we choose a broader range, the contribution-layer height is reduced.
Rather Robust Multi-Height Velocity Datasets
The results of this section tell us that we have several ways to derive multiheight velocity information in the solar atmosphere from the HMI filtergrams. We need to consider, however, not only the formation height of each velocity but also the availability or noise level of the observables. As was discussed by Nagashima et al. (2013) , velocities derived from simple Doppler signals [D br ] (Doppler velocities 1 in Section 2.3) have many unusable points due to the limited wavelength separation of the blue and red pair. For example, for the core pair the blue and red wings are only 34 mÅ away from the line center. Therefore, if the velocity exceeds 1.7 km s −1 , the line center is outside of this pair, and the Doppler signal made from the pair is no longer useful to measure the Doppler velocity. Based on the results of this section and the availability of observables, for rather robust multi-height velocity datasets we propose choosing the average-wing Dopplergrams, the HMI-algorithm Dopplergrams, and the linecenter Dopplergrams defined in Section 2.3.
Phase Difference
Using these multi-height Dopplergrams, we calculate the phase differences among them. 
Observed Phase Difference
For the phase analyses of the HMI observation here, the average-wing and the line-center Doppler velocities are calculated from the six HMI observation filtergrams in the same manner as described in Section 2.3, while as for the HMI-algorithm Dopplergrams, we use the standard product of the HMI pipeline . Given Fourier transformf (k, ω) ≡ |f |e iφ f andg(k, ω) ≡ |g|e iφg of two Doppler velocities, f (x, t) and g(x, t), where k = (k x , k y ) is the spatial wavenumber, ω is the temporal wavenumber, and x = (x, y) and t are the location and the time, respectively, and φ f , φ g are real, we define the cross spectrum as f (k, ω)g * (k, ω) = |f ||g|e i(φ f −φg) . For Figure 9 we azimuthally averagefg * in the k x -k y plane, and calculate the phase of the average as a function of horizontal wavenumber [k ≡ ||k||] and frequency [ν = ω/(2π)]. In what follows the phase of the azimuthally averagedfg * is denoted by simply φ f − φ g . This φ f − φ g ranges from −π to +π. We also calculate the coherence to show how reliable the phase has been determined. Here we define the coherence of the two velocity fields [f and g] as | fg * |/( |f | 2 |g| 2 ) 1/2 , where means azimuthal average at each k. Figure 9 shows the phase differences between the average-wing, the HMIalgorithm, and the line-center Dopplergrams, as well as their coherences. For this calculation, we use 512 frames with 45-second cadence (384 minutes) starting from 4:17:15 UT on 23 January 2011. The region is a 30-square-degree quiet region near the disk center. This region is tracked at the Carrington rate by using mtrack (Bogart et al., 2011) , and the central point of the area passes the heliographic disk center at the mid-point of the time period. Mtrack is a module used in the HMI pipeline to make tracked and mapped datacubes at selected heliographic coordinates. The phase difference shows three characteristic features in k-ω space as we expect. First, in the p-mode regime (lower frequency, lower wavenumber), the phase difference is nearly zero because they are eigenmodes of the Sun. Sec-ond, above the acoustic-cutoff frequency in the photosphere (≈ 5.4 mHz) the phase difference is negative and proportional to the frequency which indicates upward-propagating waves. Third, in the convective regime, namely, in the lower frequency and the larger wavenumber ranges, the phase difference is positive. This is a signature of atmospheric gravity waves, which was reported, e.g., by Straus et al. (2008) for CO 5 BOLD datasets and by Straus et al. (2009) in observations. Note that in the highest frequency range (ν > 8 mHz) the phase difference cannot be trusted because of their proximity to the Nyquist frequency and possible aliasing effects. The coherence spectra show that these characteristic phase-difference features are reliable over most of k-ω space, in particular in the p-mode and internal-gravity wave regimes. At high wave numbers (kR 4000) and high frequencies (red areas in the coherence diagrams), the measured phase signal becomes unreliable (also note the scatter of the phase signal in this area in the k-ω phase diagrams). It is beyond the scope of this article to discuss the differences between the pseudo p-mode ridges and the surrounding inter-ridges, which remain a puzzle, in both the phase-difference and coherence spectra. 
The height difference ∆z center−HMI ≈ 24 km is similar to the height difference between the estimated layers where the velocity signal based on the line-center (three points) and the first HMI-algorithm Dopplergrams form (26 km, see Table  2 ), while ∆z center−average-wing ≈ 73 km corresponds to the estimated height difference between the layers where the velocity signal based on the line-center (three points) and average-wing Dopplergrams form (52 km, see Table 2 ). However, they are not necessarily identical to each other, because the phase difference is measured at a particular wave mode (k, ω), while the height measured by taking the correlation coefficients in Section 3 shown in Table 2 is for the total velocity field. This is further discussed in the next subsection.
Velocity Response Function
The vertical velocity discussed in Section 3 is a superposition of turbulentconvective and wave motions, and the height at which the correlation between the velocity and Doppler signal is highest is based on both the wave and convective motions. In this section we discuss the velocity response functions. If the velocities due to the waves were small compared to the convective motions, then the height at which the Doppler signal is affected by the wave motions is determined by the response function (and the vertical component of the wave velocities). If the velocities due to the waves turn out to be substantial, the response functions therefore do not allow the height range to be cleanly determined where the Doppler signal is influenced by the waves. None the less, the response functions give some insight into the problem. We computed the velocity response function by a program to compute full STOkes PROfiles of Zeeman split atomic and molecular absorption lines in LTE (STOPRO) included in the SPINOR code (Frutiger et al., 2000) . The response function [R(λ, τ, v z )] is the function indicating how the vertical-velocity field perturbation in each layer (in terms of optical depth [τ ] ) affects the intensity, and is defined by
where I(λ, v z ) is the intensity at the wavelength λ if the vertical velocity field is
is the perturbed vertical velocity, and I cont is the continuum intensity. The response function thus gives the linear sensitivity of the intensity to a small change in the velocity field. Figure 10 shows the response functions. The function is calculated at each pixel in a snapshot and averaged over a 10-Mm-square area of STAGGER datacubes convolved with the HMI filter profiles. To make this figure, using the conversion of the optical depth [τ ] into the geometrical height [z], we plot R(τ, λ, v z )dτ /dz as a function of z. From Figure 10 , it is clear that the sensitivity of the far-wing pair [I 0 and I 5 ] to the velocity is low, and the far-wing Dopplergrams might not be reliable.
For simplicity, here we consider the simple Dopplergram cases only (Doppler velocities 1 defined in Section 2.3) using these response functions. If we assume the denominator of D br = (I b − I r )/(I b + I r ) does not have much dependence on the velocity, the response function for D br is R br ≈ R(τ, λ b , v z ) − R(τ, λ r , v z ). These R br are shown in Figure 10 as well. The heights of the center of gravity of R br are 140 km for average-wing and 210 km for core, and the formation height difference between average-wing and the core is 70 km. Although this simple core Doppler velocity is not identical to the line-center Doppler velocity, here we may use the core Doppler velocity as a proxy for the line center. Then, this is consistent with the rough estimate of the height difference derived from the earlier phase-difference measurement, ∆z center−average-wing ≈ 73 km.
Simulated Phase Difference
To compare with the observed phase differences, we calculate the phase differences in several ways using the STAGGER simulation. The oscillation power in the HMI observations and the STAGGER simulation are shown in Figure 11 . Although the power contrast of the p-mode peaks is weaker in the STAGGER Figure 10 . Velocity response functions convolved with the HMI filter profiles (shown in Figure  1 ) made from STAGGER simulation dataset. The functions are calculated by the SPINOR code for each pixel and then averaged over an area with 10 Mm square. The units of the response functions are (cm s −1 km) −1 . The top panel shows the response functions for the filtergrams (I0: red long-dashed, I1: orange dash-triple-dotted, I2: green dash-dotted, I3: blue short-dashed, I4: dark-purple dotted, I5: black solid), while the bottom two panels show the response functions for the average-wing and core Doppler velocities.
simulation, the general trends agree with each other. In particular, both spectra have power humps in the convection/internal-gravity wave regime, namely, in the lower-frequency range.
We calculate the phase difference of the 221-minute-long STAGGER simulation data time series with one-minute cadence in the following ways.
Phase Difference 1: Dopplergrams from Synthesized Filtergrams
We use the same line-center, HMI-algorithm, and the average-wing Doppler velocities as those used in the observation data plot (Figure 9 ). The phase differences between them are shown in Figure 12. 
Phase Difference 2: Dopplergrams from Synthesized Spectra
Although only filtergrams rather than full spectra are obtained from the HMI observations, here for comparison we use the center-of-gravity and line-center Doppler velocities calculated from the full synthetic spectra, which are defined in Section 2.3. The phase difference between them is shown in Figure 13 . According to the results in Section 3 and those of Fleck, Couvidat, and Straus (2011) , the contribution height of the center-of-gravity Dopplergram is very similar to the first HMI-algorithm Dopplergram, although, according to Table 2 , the contribution heights of the line-center Dopplergram made from the full spectrum is much higher than that made from filtergrams. Therefore, this figure is a counterpart of Figure 12a . It is not a surprise that the absolute values of phase difference Figure 11 . Power spectra of the HMI-algorithm Dopplergrams made from HMI observation data (a) and from STAGGER simulation data (b) in logarithmic gray scaling (white indicates higher power, while black indicates lowest power). The observation and simulated datasets are identical to what we use for Figures 9 and 12 , respectively. Note that the Nyquist frequency of the simulation data (b) is lower than that of the observation (a), because of the difference in cadence (∆t = 60 seconds instead of 45 seconds). The bottom panel shows slices at several kR . The solid and dotted curves indicate the observations and STAGGER data. Line center, HMI-algorithm Dopplergram, and average-wing Doppler velocities are in black, red, and blue, respectively. Each power spectrum is normalized by its average power in the region 100 ≤ kR ≤ 500 and 3mHz ≤ ν ≤ 3.5mHz, and in the power map the grayscale range is from 10 −4 to 10 2 . both in the acoustic regime (propagative acoustic waves) and in the convection regime (atmospheric gravity waves) are larger than those in Figure 12a ; This is because the height difference between the Dopplergrams made from the full spectrum is larger (see Table 2 ).
Phase Difference 3: Vertical Velocities at Iso-Optical-Depth Surfaces
We choose the layers with the optical depth log τ = (−1.5, −1, −0.75, −0.5), and calculate the phase differences of the vertical velocity field [v z ] among these layers. It is not straightforward to estimate the geometrical heights of these layers, because the relationship between the geometrical heights and optical depths significantly varies from point to point. To get a very rough idea, however, we here show the geometrical heights calculated in the average STAGGER atmosphere: 223 km (log τ = −1.5), 145 km (log τ = −1), 104 km (log τ = −0.75) Figure 12 . Phase difference between the line-center and first HMI-algorithm Dopplergram, φcenter − φ HMI (a) and between the line-center and average-wing φcenter − φ average-wing (b), from STAGGER simulation data. Slices at kR = 1000, 2000, and 4000 are shown in the right panel. Figure 13 . Phase difference between the line-center and center of gravity Dopplergrams φ center,full − φ cog,full synthesized from STAGGER simulation data. Note that these are calculated not from the synthesized filtergrams but from the full spectra, namely they are Dopplergrams 5 and 6 defined in Section 2.3. Slices at kR = 1000, 2000, and 4000 are shown in the right panel. The contribution height of the center-of-gravity Dopplergram is very close to the first HMI-algorithm Dopplergram, and this figure is a counterpart of Figure 12a , although the contribution layer of line-center Dopplergram made from the full spectrum is higher than that made from filtergram, which makes the phase difference larger than Figure  12a .
and 62 km (log τ = −0.5) above the surface (log τ = 0). Figure 14 shows the phase differences among these layers.
Phase Difference 4: Vertical Velocities at Iso-Geometrical Height Layers
We choose four layers [92 km, 118 km, 144 km, and 170 km] and calculate the phase differences of the vertical-velocity field among these layers. The first three are close to the contribution layers for the bulk velocities of the average-wing, the HMI-algorithm, and the line-center Dopplergrams, which are estimated by the correlation coefficients between the vertical velocity in the atmosphere and the synthetic Doppler velocities (see Table 2 ). Figure 15 shows the phase differences between these layers. 
Summary of Phase Difference
Generally, above the photospheric acoustic-cutoff frequency, the phase differences found in the HMI observational data and the STAGGER data have similar trends, although the acoustic-cutoff frequency of STAGGER seems lower than that of the Sun. Figure 16 shows the acoustic-cutoff frequency profiles near the surface calculated using the mean STAGGER atmosphere and the Model S atmosphere. Here the acoustic-cutoff frequency is defined as ω ac = c s /2H ρ , where H ρ is the density scale height. The profiles of c s and H ρ are also plotted in Figure 16 . The height z = 0 is defined as the layer where τ 5000Å = 1 for each profile (see Figure 2) . The acoustic-cutoff frequency is slightly lower in the STAGGER atmosphere, which is consistent with what was indicated by the phase difference distributions (Figures 9 and 12) . However, there is a dip of the acoustic cutoff in the top layers in STAGGER atmosphere. This is due to adding some Newtonian cooling to the energy equation near the top boundary to improve computational stability. Since from the observations we usually cannot see the layer with a constant geometrical height but the layer with a constant optical depth, we expect that the phase differences of the vertical velocity between the two iso-optical depth surfaces (Figure 14) are more like the observational phase differences (Figure 9 ) or the phase differences between two synthetic Dopplergrams (Figure 12) , rather than the phase differences of the vertical velocity between two iso-geometrical height layers (Figure 15) . However, they all look similar to each other, except for Figure 12b . All of the STAGGER phase difference maps have some signatures that are not found in the observation, however. The signatures are located around the boundary of the acoustic-and gravity-wave regimes, and in Figure 12b the phase difference is negative and about -20
• , while in other figures the phase difference is positive and less than 5
• . What makes these positive-or negative-value ridges there is still unknown.
In the gravity-wave regime, namely in the lower frequency range, all the phase differences of the STAGGER simulation datasets show little atmospheric gravitywave signals, which are seen clearly in the observation data as was mentioned in Section 4.1. In the power maps (Figure 11 ), some signatures are seen in the gravity-wave regime both in the observational Doppler-velocity datasets and synthetic (STAGGER) Doppler velocity datasets, and this phase-difference signature of atmospheric gravity waves was reported, e.g., by Straus et al. (2008) for CO 5 BOLD simulation datasets and by Straus et al. (2009) in observations. One of the differences between STAGGER and CO 5 BOLD simulations is the extent of the atmosphere. The upper boundary lies around 550 km above the surface in STAGGER atmosphere and around 900 km in the CO 5 BOLDatmosphere. Since there is convection in both simulations, there is power in the lower frequency range, i.e., in the gravity wave regime, but for atmospheric gravity waves the atmospheric extent (about 550 km) of STAGGER might not be sufficient. Another possible interpretation is that radiative damping of the short-wavelength waves in the STAGGER simulation is stronger than in the Sun.
Note that the resolution of the STAGGER data used here is the full resolution, but we checked that the PSF does not change the general trend of these phase differences.
Conclusion and Discussion
We confirm that we can obtain multi-height line-of-sight velocity information in the solar atmosphere from SDO/HMI filtergrams. We suggest average-wing and line-center Dopplergrams as well as the general pipeline product, (first) HMIalgorithm Dopplergrams as rather robust multi-height velocity datasets among the several Doppler velocities defined in Section 2 based on the estimate of the contribution layer heights and the availability of the observables.
In general, multi-height Doppler observations have the potential to help constrain the height variations of the p-mode eigenfunctions in the solar atmosphere (see Baldner and Schou (2012) , for applications). In addition, multi-height Doppler observations may be helpful for distinguishing convective motions from oscillations, which in turn may be useful to improve the signal-to-noise ratio in helioseismology studies.
We estimate the contribution layer heights of several synthetic Doppler velocities computed using numerical convection simulation datasets, STAGGER and MURaM. Although the contribution layer is rather broad, the contribution layer heights of the average-wing and the line-center Dopplergrams are 30 -40 km lower and 30 -40 km higher compared to the standard HMI-algorithm Dopplergrams, respectively. Note that the height difference between these Dopplergrams is 70 km at most, which is about half, at best, of the scale height around the surface (see Figure 16) . We can obtain multi-height information from these observables, but since we use the filtergrams taken around a single absorption line, the height difference is relatively limited.
HMI observations show clear phase differences between these Dopplergrams at frequencies above the acoustic cutoff frequency. The height difference estimated by the response functions is consistent with the one estimated by the phase differences. HMI observation data also show a clear signature of atmospheric gravity waves in the lower-frequency ranges, while STAGGER simulation data have only a weak signature.
Although in this study we limited ourselves to quiet-Sun data for the sake of simplicity, multi-height velocity information in magnetic regions is also of great interest. Since the spectral-line shape is changed not only by the velocity fields but also by magnetic field, it is not straightforward to analyze such observations and one would need radiative-transfer calculations including the effect of magnetic field.
The formation layer of the SDO/AIA 1600Å and 1700Å passbands are estimated in the lower chromosphere around 430 and 360 km above the surface (see Fossum and Carlsson, 2005) . Multi-height Doppler observations from SDO/HMI either alone or together with SDO/AIA or Interface Region Imaging Spectrograph (IRIS) observations will potentially be also useful to understand how much wave energy is transported in the atmosphere and corona (e.g. the review by Reale, 2010) .
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