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Chapitre 0
Introduction
Cette thèse porte sur l’étude de problèmes inverses pour des équations paraboliques issues de
modèles climatologiques. Ces modèles, dus à deux climatologues, Budyko et Sellers, datent de la
fin des années soixante et décrivent l’évolution de la température sur la surface terrestre pendant
une longue période de temps. Ils prennent la forme générale d’une équation aux dérivées partielles
parabolique semilinéaire posée sur une surface compacteM de R3,
(1)
{
ut − divM(k0∇u) = G(t, x, u) (t, x) ∈ (0, T )×M,
u(0, x) = u0(x) x ∈M,
où T est un réel positif, k0 est une constante positive et u(t, x) représente la température à un temps
donné t et en un point x de la surface terrestre.
Une première approche de (1) consiste à faire la simplification suivante. La surface terrestre M
est la sphère unité S2 de R3 et la température est constante le long des parallèles. On obtient un
modèle simplifié de Budyko-Sellers monodimensionnel, représentant l’évolution de la température sur
un méridien quelconque fixé,
(2)

ut − (k0(1− x2)ux)x = G(t, x, u) t > 0, x ∈ I := (−1, 1),
ρ(x)ux(t, x) = 0 t > 0, x ∈ ∂I,
u(0, x) = u0(x) x ∈ I.
Nous présentons dans le premier paragraphe de cette introduction les éléments de modélisation
permettant de comprendre comment sont obtenus les modèles (1) et (2). Il ressort de la modélisation
que de nombreux coefficients dans l’équation (notamment dans le terme non linéaire G) sont choisis
de façon empirique par les climatologues. Aussi, se pose la question de savoir si ces choix de coeffi-
cients sont pertinents, compte-tenu notamment des différents relevés de température dont on dispose.
Résoudre des problèmes inverses pour ces modèles prend donc tout son sens, à la fois d’un point de
vue climatologique et mathématique. Nous poursuivons alors cette introduction par une présentation
des problèmes inverses pour les équations paraboliques. Enfin, nous présentons les contributions de
cette thèse à l’étude de problèmes inverses pour des modèles de climat, puis nous donnons quelques
perspectives.
0.1 Modélisation en climatologie
Nous présentons dans ce paragraphe quelques éléments de modélisation en climatologie. Notre
but est d’expliquer le modèle de climat de Budyko-Sellers sur lequel nous allons étudier par la suite
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quelques problèmes inverses. En introduction de ce chapitre, nous rappelons certaines notions basiques
sur les climats, afin de mieux comprendre par la suite l’intérêt du modèle de Budyko-Sellers.
La climatologie est une branche de la géophysique qui s’est fortement développée depuis cinquante
ans dans le but de cerner le problème du réchauffement climatique. L’objet qu’elle étudie, le climat, est
défini comme étant le résultat d’observations journalières du ’temps’ qu’il fait sur une longue période.
Par le terme ’temps’, on désigne l’état de plusieurs paramètres tels que la température, la nébulosité,
l’humidité de l’air, la vitesse du vent, etc... Le climat est donc déterminé par un ensemble complexe
d’interactions entre l’atmosphère, les continents, les océans, faisant intervenir de nombreux processus
physiques, chimiques et géologiques. Contrairement à la météorologie (prévision du climat pour un
laps de temps très court à partir de nombreux phénomènes récents observés), la climatologie fait le
bilan des changements climatiques passés dans le but de comprendre les changements climatiques du
futur, ceci sur une très longue échelle de temps. Devant la complexité de la description du climat,
l’élaboration d’un modèle mathématique représentant l’évolution climatique sur une longue période
nécessite de faire des choix dans les paramètres que l’on considère. Cela induit une hiérarchie dans
les modèles de climats. Dans la suite, nous nous consacrons à l’étude du modèle de Budyko-Sellers,
prenant seulement en compte la température à la surface terrestre pour décrire le climat.
0.1.1 Le modèle de température de Budyko-Sellers
Le modèle de température de Budyko-Sellers a été introduit en 1969, simultanément par un scien-
tifique russe, Budyko, et un scientifique américain, Sellers. Le but de ce modèle est en particulier de
comprendre le phénomène d’âge glaciaire. Il est apparu depuis les années soixante que la seule varia-
tion de l’excentricité de l’orbite de la Terre autour du Soleil ne permet pas d’expliquer l’amplitude
des cycles de glaciation et de réchauffement (voir [47, Hogg] pour des références sur le sujet). Il y au-
rait donc des phénomènes d’accélération intrinsèques de la réponse climatique à un évènement donné.
En particulier, l’augmentation des surfaces de glaces continentales et océaniques auraient une forte
influence sur le temps de mise en route d’un âge glaciaire. Le modèle de Budyko-Sellers s’inscrit dans
une classe de modèles qui étudient l’évolution des surfaces glacées et leurs conséquences.
Nous décrivons maintenant le modèle de Budyko-Sellers. On note u(t, x) la température au temps
t et au point x de la surface terrestre, notée S. En faisant un bilan d’énergie sur une longue période
de temps [0, T ], on aboutit au modèle suivant présenté dans [39, Diaz].
(3) c(t, x)ut = F (t, x, u) +Ra(t, x, u)−Re(t, x, u), (t, x) ∈ (0, T )× S
où
– c est la capacité thermique,
– F représente les flux de convection et d’advection,
– Ra représente l’énergie en provenance du Soleil absorbée par la Terre,
– Re représente l’énergie émise par la surface terrestre.
Nous allons maintenant détailler chacun de ces termes.
Tout d’abord, le flux F (t, x, u) est donné par la loi de Fourier div(k(t, x)grad(u)). Les opérateurs div
et grad doivent être alors définis en termes de la métrique riemannienne associée à la surface terrestre
(voir Chapitre 5 pour une définition rigoureuse). k est un coefficient strictement positif.
Ensuite, le rayonnement absorbée Ra prend la forme
(4) Ra(t, x, u) = S0Q(t, x)β(u),
où
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– S0 est la constante solaire (quantité d’énergie supposée constante envoyée par le Soleil) ;
– Q(t, x) est la fonction de répartition de l’ensoleillement sur la surface terrestre. Quand le modèle
est étudié pour T très grand, on peut supposer que Q dépend uniquement de l’espace. On néglige
alors les phénomènes saisonniers qui rentrent en jeu lorsque T est petit. On peut dans cet autre
cas supposer que Q dépend périodiquement du temps ;
– β est le coalbedo de la planète, donné par 1 − α où α est le coefficient d’albedo. L’albedo
représente la fraction d’énergie incidente réfléchie par la surface terrestre. Il dépend donc de la
nature du sol à un point donné de la surface. Par exemple, l’albedo est de 0.85 pour la glace,
0.05 pour les océans, 0.07 pour les forêts équatoriales, 0.15 pour les prairies... On remarque
alors que l’albedo prend approximativement deux valeurs : 0.85 pour les surfaces glacées et
0.10 pour les surfaces non glacées. Par conséquent, supposer que l’albedo est une fonction de la
température uniquement est une approximation acceptable, la température étant un paramètre
d’identification de la glace. Nous allons voir ci-après que plusieurs modélisations de l’albedo sont
possibles.
Comme nous venons de l’expliquer, β est globalement constante pour des températures éloignées de
la valeur critique pour laquelle la glace devient blanche, c’est à dire u = us où us = −10◦C. C’est au
voisinage de us que les modèles pour β diffèrent, le but étant de représenter la forte transition entre
les régions à fort albedo et les autres.
– Budyko suppose que β est une fonction discontinue de u, prenant la valeur ai pour u < us et
la valeur af pour u > us avec 0 < ai < af . Cela engendre des difficultés dans le traitement
mathématique du modèle.
– Sellers prend pour β une fonction de u plus régulière, qui est au moins lipschitzienne. Par
exemple, il considère une fonction affine par morceaux qui prend la valeur ai pour u < us −  et
af pour u > us + ε pour  > 0 petit. Dans le même esprit, il est encore raisonnable d’envisager
une fonction plus régulière à condition qu’elle rende compte de la transition rapide autour de
u = us entre les deux valeurs ai et af . Par exemple, on peut considérer (voir [38, Diaz, section
1]) :
(5) β(u) = ai +
1
2(af − ai)(1 + tanh(γ(u− us))) pour 0 < γ < 1.
Enfin, le rayonnement émis est représenté par différentes formules empiriques, aucune ne semblant
réellement meilleure que les autres compte-tenu des observations physiques.
– Budyko suppose que ce rayonnement a la forme d’une fonction affine de u
(6) Re(u) = A+Bu avec A ∈ R, B > 0.
A et B sont deux constantes calculées à partir de moyennes d’observations physiques.
– D’un autre côté, Sellers propose une loi de type Stefan-Boltzman
(7) Re(u) = ε(u)|u|3u.
La fonction ε(u) représente l’émissivité. Un exemple de formule pour ε est donné par (voir [39,
Diaz, section 1]) :
(8) ε(u) = σ
(
1−m tanh
(
19u6
106
))
,
où σ > 0 est la constante d’émissivité et m > 0 l’opacité de l’atmosphère. On mentionne que (6)
est en fait une approximation linéaire de (7) autour de la température moyenne 15◦C.
8
En conclusion, en faisant l’hypothèse que la capacité thermique c(t, x) est constante égale à 1, le
coefficient de diffusion k(t, x) est une constante ρ0 et en supposant également que S0 = 1, le modèle
de Budyko-Sellers prend la forme générale
(9)
{
ut = ρ04u+Q(t, x)β(u)− ε(u)u|u|3, (t, x) ∈ (0, T )× S
u(0, x) = u0(x), x ∈ S.
Nous terminons cette présentation générale du modèle de Budyko-Sellers en mentionnant quelques
améliorations du modèle. Tout d’abord, pour mieux rendre compte des fluxs tourbillonnants de l’at-
mosphère dus aux vents, anti-cyclônes et autres courants, certains climatologues remplacent le terme
4u par un terme de la forme
div(| grad u| grad u),
ce qui correspond, d’un point de vue mathématique, à un opérateur 3-Laplacien (voir les différents
articles [11, Bermejo-Carpio-Diaz-Tello],[38, 39, 41, Diaz], [40, Diaz-Tello] ou [46, Hetzer]). Une autre
généralisation du modèle met en jeu la connaissance du passé dans l’équation via un terme de mé-
moire. En effet, lors d’une glaciation par exemple, la croissance des surfaces de glace ne se fait pas
immédiatement après un évènement déclencheur mais prend plusieurs centaines d’années. C’est donc
une influence des valeurs de l’albedo prises au cours de ce délai de réponse qui entrent en jeu plutôt
que sa seule valeur à un temps donné. L’analyse mathématique d’un tel modèle a été conduite dans
[42, Diaz-Hetzer-Tello].
Dans le sous-paragraphe suivant, nous présentons un modèle monodimensionnel obtenu à partir du
modèle (9). D’un point de vue mathématique, cela évite de traiter une équation posée sur une surface.
En effet, une telle équation ne peut pas être résolue directement avec les outils classiques du domaine
des équations aux dérivées partielles et il convient auparavant de se familiariser avec des notions de
géométrie différentielle. Dans un premier temps, nous avons donc repris la démarche esquissée dans
[39, Diaz] consistant à confondre la surface terrestre avec la sphère de rayon 1 et à négliger l’évolution
de la température le long des parallèles.
0.1.2 Le modèle simplifié de Budyko-Sellers monodimensionnel
Lorsque l’on suppose que la surface terrestre est modélisée par la sphère S2 de R3, tout point de
la surface mis à part le Pôle Sud et le Pôle Nord peuvent être décrits par la latitude et la longitude,
via la paramétrisation Φ définie par
Φ :
{
]− pi/2, pi/2[×R −→ S2
(θ, φ) 7−→ (cos θ cosφ, cos θ sinφ, sin θ).
Exprimons alors, pour tout temps t et tout point m de S2, u(t,m) comme une expression de la latitude
θ et de la longitude φ, en posant
v(t, θ, φ) = u(t,m) = u(t,Φ(θ, φ)).
L’expression du Laplacien de u en coordonnées sphériques (voir l’Exemple 3.1.4 au §3.1 pour une
justification) est
4u(t,m) = 1cos θ
∂
∂θ
(
cos θ∂v
∂θ
)
+ 1cos2 θ
∂2v
∂φ2
.
Pour passer à un modèle monodimensionnel, on fait alors la simplification suivante : on néglige les
variations de température le long des parallèles pour se concentrer sur les variations le long des
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méridiens. En d’autres termes, on suppose que v est constante par rapport à φ. On fixe alors une
longitude φ0 et on pose
w(t, θ) = v(t, θ, φ0).
Ainsi l’expression du Laplacien devient
1
cos θ
∂
∂θ
(
cos θ∂v
∂θ
)
+ 1cos2 θ
∂2v
∂φ2
= 1cos θ
∂
∂θ
(
cos θ∂w
∂θ
)
.
On voit ici que l’on a transformé le laplacien de u en un opérateur d’ordre 2 pour w qui dégénère au
sens où lorsque θ est proche de ±pi2 , cos θ est proche de 0. Pour simplifier l’expression, on effectue le
changement de variable x = sin θ et on pose
U(t, x) = w(t, θ).
Alors, ∂w
∂θ
= ∂U
∂x
cos θ. Donc
cos θ∂w
∂θ
= cos2 θ∂U
∂x
= (1− x2)∂U
∂x
.
Au final, nous avons écrit ρ04u(t,m) = ∂∂x
(
ρ∂U∂x
)
(t, x) où
(10) ρ(x) = ρ0(1− x2).
Cette expression du Laplacien est valable en tout point du méridien φ = φ0 excepté pour les Pôles
Nord et Sud. On fait donc varier x dans l’intervalle I := (−1, 1). Comme dans les travaux de Diaz
(par exemple [39]), on ajoute une condition aux Pôles de type Neumann dégénérée
lim
x→±1 ρ(x)Ux = 0,
qui traduit l’absence de flux de température aux Pôles.
Enfin, on doit faire les mêmes changements d’inconnues et de variables dans les termes Ra et Re,
mais on conserve les mêmes notations dans la mesure où ils représentent les mêmes phénomènes. On
aboutit donc au modèle de Budyko-Sellers monodimensionnel suivant
(11)

Ut − (ρ(x)Ux)x = Ra(t, x, U)−Re(U) x ∈ I, t > 0,
ρ(x)Ux(t, x) = 0 x ∈ ∂I, t > 0,
U(0, x) = U0(x) x ∈ I.
Après avoir présenté les deux modèles (1) et (2) étudiés dans cette thèse, nous explicitons, dans le
paragraphe suivant, la notion de problèmes inverses pour les équations aux dérivées partielles parabo-
liques.
0.2 Présentation générale des problèmes inverses pour les équations
paraboliques
Etant donné un ouvert Ω de Rn, on s’intéresse au problème aux limites suivant
(12)

∂u
∂t − div(c(x)∇u) + p(t, x)u = g(t, x) (t, x) ∈ (0, T )× Ω,
Condition(s) au bord t ∈ (0, T ),
u(0) = u0 x ∈ Ω,
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où c est le coefficient de diffusion, p le potentiel et g le terme source de l’équation. Dans une approche
’problèmes inverses’, certains de ces coefficients sont supposés inconnus dans le modèle. En revanche,
on dispose de données sur la solution, appelées observations de la solution. Dans la suite, on notera
O ⊂ [0, T ]× Ω¯ la région d’observation de la solution. La problématique s’énonce alors ainsi.
A partir de la connaissance de u sur O, peut-on déterminer avec précision chacun des
coefficients inconnus du modèle, séparément ou simultanément ?
Nous allons par la suite expliciter ce que l’on entend par détermination précise des coefficients
inconnus. On considére l’exemple où c et p sont connus, et l’on cherche à déterminer le terme source
g. Cet exemple est fondamental, dans la mesure où la résolution de problèmes inverses pour les autres
coefficients c et p se ramène au cas d’un terme source (voir [52, Klibanov]). On définit alors l’application
suivante, associée au problème direct (12),
I : g 7−→ u
∣∣∣
O
.
Pour un certain ensemble G de termes sources inconnus, on s’intéresse aux notions suivantes :
– injectivité de I dans G,
– continuité de I−1,
– calcul de I−1.
En termes de problèmes inverses, pour l’ensemble admissible G, l’injectivité de I se traduit par
l’unicité pour le problème inverse. Le deuxième point est appelé stabilité pour le problème inverse, et
est énoncé de la façon suivante. Etant donnés deux coefficients inconnus g1, g2, les solutions associées
u1 et u2 satisfont
‖g1 − g2‖ ≤ f(‖u1 − u2‖),
avec lim
s→0 f(s) = 0. Les normes ci-dessus sont à préciser en fonction des équations étudiées et des
observations choisies. Enfin, le dernier point fait appel à des résolutions numériques du problème
inverse qui ne font pas l’objet de cette thèse.
Nous faisons maintenant un rapide compte-rendu des techniques permettant de traiter des pro-
blèmes inverses pour les équations paraboliques, en citant quelques références. Il n’existe pas de mé-
thode générale car chaque résolution de problème inverse dépend de la région d’observation considérée
O. En privilégier une par rapport aux autres impose une région d’observation O, liée à la technique
employée.
Les premiers résultats d’unicité dans la détermination de coefficients inconnus dans une équation
parabolique sont essentiellement dûs à J. R. Cannon et ses collaborateurs. Nous citons par exemple les
références [25, Cannon],[27, Cannon-Ewing], ou encore [26, Cannon-DuChateau]. Les raisonnements se
font à partir de solutions régulières, ce qui permet l’utilisation d’outils comme le principe du maximum
fort, le théorème des zéros isolés ou encore le théorème des fonctions implicites. Un des avantages de ces
méthodes est qu’elles considèrent des régions d’observation des solutions assez réalistes, par exemple
O = {T} × Ω ou O = [0, T ]× Γ,
où Γ ⊂ ∂Ω. En revanche, elles donnent des informations assez faibles sur la stabilité du problème
inverse. Des travaux récents continuent d’utiliser des méthodes dans le même esprit, par exemple [31,
Choulli-Yamamoto].
En 1981, Bukhgeim et Klibanov introduisent une nouvelle méthode s’appuyant sur une inégalité
de Carleman locale. La méthode est décrite dans l’article [52, Klibanov]. Bien que les hypothèses
de régularité exigées soient encore très fortes, leur article constitue une avancée significative dans la
mesure où cette nouvelle technique permet d’obtenir des résultats de stabilité hölderienne (inégalité
de stabilité avec f(s) = sα avec 0 < α < 1). Plusieurs articles utilisant cette méthode ont suivi, par
exemple [51, Isakov],[53, Klibanov] ou encore [54, Klibanov-Timonov] et [43, Egger-Engl-Klibanov],
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dans lequel elle est appliquée à une équation parabolique semi-linéaire. Les zones d’observation O
utilisées par ces méthodes sont assez complexes à décrire. Une situation fréquente est la suivante. On
suppose que le coefficient inconnu est connu en dehors d’un certain ensemble ω ⊂ Ω et on cherche à
le déterminer dans ω à l’aide de l’observation de u sur ∂ω.
En 1996, Puel et Yamamoto combinent l’idée de Bukhgeim et Klibanov avec l’utilisation d’une in-
égalité de Carleman globale, pour résoudre un problème inverse de type source concernant l’équation
des ondes (voir [63]). C’est en 1998 que la méthode est adaptée au cas des équations paraboliques par
Imanuvilov et Yamamoto dans [48]. Ils utilisent une inégalité de Carleman globale pour l’opérateur
de la chaleur, démontrée peu avant par Fursikov et Imanuvilov dans [44] pour le contrôle à zéro de
l’équation de la chaleur. Cette nouvelle méthode présente les avantages suivants. Tout d’abord, on
aboutit à un résultat de stabilité lipschitzienne global dans la résolution du problème inverse de type
source (inégalité de stabilité avec f(s) = s). Ceci améliore la stabilité trouvée par Bukhgeim et Kli-
banov. Toutefois, l’intérêt majeur de la méthode Puel-Imanuvilov-Yamamoto réside dans la réduction
des hypothèses de régularité sur les coefficients (et donc sur les solutions correspondantes). Ainsi,
les résolutions de problèmes inverses se font dans les espaces de Sobolev, ce qui est beaucoup plus
raisonnable du point de vue des applications. On trouve maintenant plusieurs références s’inspirant
d’une telle méthode. En ce qui concerne les équations paraboliques linéaires de la forme (12), nous
pouvons citer les articles [74, Yamamoto-Zou] (détermination d’un potentiel), [8, Benabdallah-Gaitan-
Le Rousseau] [9, Benabdallah-Dermenjian-Le Rousseau] (détermination d’un coefficient de diffusion
discontinu), [71, 72, Vancostenoble] (détermination d’un terme source dans une équation parabolique
singulière) et enfin [73, Yamamoto] pour une présentation générale des inégalités de Carleman appli-
quées aux problèmes inverses. Des résultats de stabilité lipschitzienne ont également été démontrés
dans le cas de systèmes paraboliques linéaires dans la série de publications [32, Cristofol-Gaitan-
Ramoul], [6, Benabdallah-Cristofol-Gaitan-Yamamoto], [7, Benabdallah-Cristofol-Gaitan-De Teresa].
La question de l’adaptation de la méthode Imanuvilov-Puel-Yamamoto au cas d’équations parabo-
liques semilinéaires a été abordée dans [33, Cristofol-Roques] et [12, Boulakia-Grandmont-Osses].
Les zones d’observations souvent requises par une telle méthode sont de la forme
O = {δ} × Ω ∪ (t0, T )× ω,
où δ ∈ (0, T ), t0 ∈ (0, T ) et ω ⊂ Ω, ou bien
O = {δ} × Ω ∪ (t0, T )× Γ,
où δ ∈ (0, T ), t0 ∈ (0, T ) et Γ ⊂ ∂Ω.
On trouve assez fréquemment maintenant des stabilités lipschitziennes dans des problèmes inverses
dans d’autres équations d’évolution. Par exemple, en ce qui concerne les équations hyperboliques, nous
renvoyons à [49, 50, Imanuvilov-Yamamoto] ou [5, Bellassoued-Jellali-Yamamoto]. Pour les équations
de type Schrödinger, nous pouvons citer [3, Baudouin-Puel], [4, Baudouin-Mercado] ou [60, Mercado-
Osses-Rosier]. Notre liste n’est certainement pas exhaustive, nous nous contentons de donner quelques
pistes pour trouver des références pour ces équations.
Enfin, nous terminons cet inventaire succint des techniques employées pour résoudre des problèmes
inverses par un article récent [34, Cristofol-Roques] qui développe une nouvelle méthode basée sur le
lemme de Hopf et utilise des observations très réalistes de la forme
O = (0, t0)× {x¯},
avec t0 ∈ (0, T ) et x¯ ∈ Ω. En revanche, aucune stabilité dans le problème inverse n’est démontrée avec
une telle méthode.
Dans cette thèse, nous avons choisi de traiter quelques problèmes inverses liés aux modèles de climat
de Budyko-Sellers en s’inspirant de la méthode des inégalités de Carleman globales, due à Imanuvilov,
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Puel et Yamamoto. Bien que les observations de la solution requises par une telle méthode soient assez
peu réalistes d’un point de vue climatologique, cette méthode est celle qui prend le plus en compte la
faible régularité spatiale de la température.
0.3 Contributions de la thèse
Nous terminons cette introduction en expliquant la démarche que nous avons suivi dans cette thèse
et en donnant, à chaque étape clé, le résultat principal que nous avons démontré.
Devant la complexité mathématique du modèle général (1) (équation non linéaire posée sur une
surface), nous nous sommes tournés dans un premier temps vers l’étude du modèle monodimension-
nel (2). Ce modèle simplifié présente tout de même deux difficultés majeures : la dégénérescence de
l’opérateur aux bords du domaine et la non linéarité. Nous avons alors traité ces difficultés l’une après
l’autre. En effet, nous avons commencé par nous familiariser avec des équations paraboliques linéaires
monodimensionnelles dont l’opérateur dégénère à un bord du domaine.
Ainsi, au chapitre 1, nous nous intéresssons à l’équation linéaire monodimensionnelle dégénérée
suivante
(13)

ut − (λxαux)x = r(t)f(x) (t, x) ∈ Q := (0, 1)× (0, T ),
u (1, t) = 0 t ∈ (0, T ) ,
et
{
u (0, t) = 0 si 0 ≤ α < 1
(xαux) (0, t) = 0 si 1 ≤ α < 2 t ∈ (0, T ) ,
u (0, x) = u0(x) x ∈ (0, 1) .
Nous supposons dans un premier temps que λ = 1, r et u0 sont connus. Nous démontrons, pour
l’équation (13), deux résultats de stabilité lipschitzienne dans la détermination du coefficient spatial
f dans le terme source rf . Le premier est obtenu à l’aide d’une observation interne de la solution.
Théorème 0.3.1 [Stabilité lipschitzienne cas interne] Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit α ∈ [0, 2) u0 ∈ L2 (0, 1) et ω := (x0, x1) avec 0 < x0 < x1 < 1. Alors, il existe C > 0, dépendant
uniquement des paramètres initialement fixés, telle que, pour tout f1 ∈ L2(0, 1), pour tout f2 ∈ L2(0, 1)
les solutions faibles associées u1 et u2 de (13) satisfont :
‖f1 − f2‖2L2(0,1)≤ C
(∥∥(xαu1,x)x(T ′, .)− (xαu2,x)x(T ′, .)∥∥2L2(0,1) + ‖u1,t − u2,t‖2L2(ωt0T )
)
,
où ωt0T := (t0, T )× ω.
Le second est obtenu à partir d’une observation de la solution au point frontière non dégénéré 1.
Théorème 0.3.2 [Stabilité lipschitzienne cas frontière] Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soient α ∈ [0, 2) et u0 ∈ L2 (0, 1). Il existe C > 0, dépendant uniquement des paramètres initialement
fixés, telle que, pour tout f1 ∈ L2(0, 1), pour tout f2 ∈ L2(0, 1) les solutions faibles associées u1 et u2
de (13) satisfont :
‖f1 − f2‖2L2(0,1) ≤ C
(∥∥(xαu1,x)x(T ′, .)− (xαu2,x)x(T ′, .)∥∥2L2(0,1) + ‖(u1,t,x − u2,t,x) (., 1)‖2L2(t0,T )) .
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Ensuite, nous avons supposé que u0 et le terme source rf , noté plus simplement g, sont connus.
Nous démontrons, pour l’équation (13), un résultat de stabilité lipschitzienne dans la détermination
de la constante λ dans tout intervalle compact I ⊂ (0,+∞).
Théorème 0.3.3 [Stabilité lipschitzienne constante diffusive] Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soient α ∈ [0, 2), u0 ∈ U (défini par (1.84)) et h ∈ H (défini par (1.83)). Il existe C > 0 dépen-
dant uniquement des paramètres initialement fixés, telle que, pour tout λ ∈ I, µ ∈ I, les solutions
correspondantes uλ et uµ de (13) satisfont
|λ− µ|2 ≤ C
(∥∥(xαuλ,x)x(T ′, .)− (xαuµ,x)x(T ′, .)∥∥2L2(0,1) + ‖uλ,t,x(., 1)− uµ,t,x(., 1)‖2L2(t0,T )) .
Du point de vue de la théorie du contrôle, l’équation (13) a été étudiée dans une série de publications
[16, 17, 18, 20, Cannarsa-Martinez-Vancostenoble] et [59, Martinez-Vancostenoble]. Nous disposions
ainsi, pour démontrer la stabilité dans la détermination d’un terme source, des inégalités de Carleman
globales démontrées dans ces articles, que nous avons du ensuite affiner. En marge de la thématique
problèmes inverses de cette thèse, nous nous sommes intéressés à une question de contrôlabilité liée à
(13). Dans [16, 17, Cannarsa-Martinez-Vancostenoble], il est démontré que le problème
(14)

ut − (xαux)x = χωh (x, t) ∈ Q := (0, 1)× (0, T ),
u (1, t) = 0 t ∈ (0, T ) ,
et
{
u (0, t) = 0 si 0 ≤ α < 1
(xαux) (0, t) = 0 si 1 ≤ α < 2 t ∈ (0, T ) ,
u (x, 0) = u0(x) x ∈ (0, 1) .
où χω représente la fonction caractéristique de ω = (a, b) avec 0 < a < b < 1, est contrôlable à 0 dans
L2(0, 1) pour tout temps T > 0. Cela signifie qu’il existe un contrôle h ∈ L2(0, T ;L2(0, 1)) tel que la
solution uh de (14) vérifie
uh(T ) = 0.
Des généralisations de ce résultat aux problèmes semilinéaires et aux opérateurs qui ne sont pas sous
forme divergence ont été respectivement démontrées dans [1, Alabau Boussouira-Cannarsa-Fragnelli]
et [23, 24, Cannarsa-Fragnelli-Rocchetti]. En revanche la question de la nulle contrôlabilité de (14)
avec un contrôle placé au point dégénéré 0 demeure un problème ouvert
Nous montrons dans le dernier paragraphe du Chapitre 1 un résultat de contrôlabilité approchée pour
le problème
(15)

ut − (xαux)x = 0 (x, t) ∈ Q,
u(t, 1) = 0 t ∈ (0, T ),
u(t, 0) = g(t) t ∈ (0, T ),
u(0, x) = u0(x) x ∈ (0, 1),
dans le cas faiblement dégénéré (0 ≤ α < 1). Cela signifie que pour tout état final uT et tout voisinage
arbitrairement petit V de uT , il existe un contrôle g menant la solution dans V au temps T.
Théorème 0.3.4 [Contrôlabilité approchée] Soient 0 ≤ α < 1 et u0 ∈ L2(0, 1). Pour tout uT ∈
L2(0, 1) et  > 0, il existe g ∈ L2(0, T ) tel que la solution ug du problème (15) satisfait
‖ug(T )− uT ‖L2(0,1) ≤ .
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Après avoir étudié l’influence de la dégénérescence de l’opérateur au bord, sur le traitement des
problèmes inverses, nous nous sommes tournés vers le modèle (2) semilinéaire. Plus précisément, au
Chapitre 2, nous nous intéressons à l’équation
(16)

ut − (ρ0(1− x2)ux)x = r(t)q(x)β(u)− ε(u)u|u|3 x ∈ I := (−1, 1), t > 0,
(1− x2)ux(t, x) = 0 x ∈ ∂I, t > 0,
u(0, x) = u0(x) x ∈ I,
dans lequel nous supposons que β et ε sont des fonctions de classe C1 sur R satisfaisant certaines hypo-
thèses (voir Hypothèse 1). Nous obtenons un résultat de stabilité lipschitzienne dans la détermination
du coefficient spatial q dans l’emsemble admissible
QD := {q ∈ L∞(I) : ‖q‖L∞(I) ≤ D},
par le biais d’observations internes de la solution. L’opérateur non borné ’dégénéré’ de L2(I) associé
à (16) étant noté A (voir le Lemme 2.1.2 pour une expression de A et de son domaine D(A)), on
démontre au Chapitre 2 le théorème suivant.
Théorème 0.3.5 Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit ω := (L1, L2) avec −1 < L1 < L2 < 1 et soit u0 ∈ U (défini par (2.21)). Alors, pour tout D > 0,
il existe une constante C > 0 telle que, pour tout q1 et q2 dans QD, les solutions respectives u1 et u2
du problème (16) satisfont
‖q1 − q2‖2L2(I)≤ C (‖u1(T ′, .)− u2(T ′, .)‖2D(A) + ‖u1,t − u2,t‖2L2((t0,T )×ω)).
Enfin, le dernier chapitre de cette thèse est consacré à l’étude d’un problème inverse pour le modèle
de climat posé sur la surface terrestre, notéeM,
(17)
{
ut −4Mu = r(t)q(x)β(u)− ε(u)u|u|3 x ∈M, t > 0,
u(0, x) = u0(x) x ∈M.
Après avoir introduit les outils de géométrie riemannienne permettant de faire une analyse mathé-
matique de (17), nous démontrons un résultat de stabilité lipschitzienne dans la détermination du
coefficient spatial q. Nous considérons à nouveau des hypothèses spécifiques (voir Hypothèse 4) et on
définit l’ensemble admissible, pour D > 0 fixé, par
QD := {q ∈ L∞(M) : ‖q‖L∞(M) ≤ D}.
Théorème 0.3.6 Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit ω ⊂M et soit u0 ∈ U (défini par (3.101)). Alors, pour tous D > 0, il existe une constante C > 0
telle que, pour tout q1 et q2 dans QD, les solutions respectives u1 et u2 du problème (17) satisfont
‖q1 − q2‖2L2(M)≤ C (‖u1(T ′, .)− u2(T ′, .)‖2D(4) + ‖u1,t − u2,t‖2L2((t0,T )×ω)),
où D(4) désigne le domaine de l’opérateur de Laplace-Beltrami dans L2(M) (cf Définition 3.2.5).
Nous complétons cette introduction en donnant quelques pistes de futurs travaux dans le domaine
des problèmes inverses pour les modèles de climat.
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0.4 Quelques travaux en cours et perspectives
Nous présentons dans ce paragraphe quelques prolongements des résultats démontrés dans ce
manuscrit. En premier lieu, nous mentionnons quelques questions ouvertes qui ont été soulevées ou
rencontrées durant ces trois années de thèse.
0.4.1 Questions ouvertes
Les premières questions concernent le modèle monodimensionnel dégénéré linéaire étudié au Cha-
pitre 1. Un premier problème ouvert, antérieur aux travaux exposés dans cette thèse, réside dans la
nulle contrôlabilité de l’équation linéaire dégénérée en 0
ut − (xαux)x = 0, (t, x) ∈ (0, T )× (0, 1), α ∈ [0, 2[,
avec un contrôle frontière placé en 0. Nous apportons, dans ce manuscrit, une réponse partielle à la
question, à savoir un résultat de contrôlabilité approchée, dans le cas faiblement dégénéré α ∈ [0, 1[.
Mais dans le cas fortement dégénéré α ∈ [1, 2[, pour lequel la solution n’a pas nécessairement une
trace en 0, la question de la contrôlabilité approchée reste elle-même ouverte.
Une deuxième question ouverte, qui a été soulevée lors de ces trois années de thèse, réside dans
la réduction des hypothèses (1.83) et (1.84) énoncées au §1.4, concernant la détermination d’une
constante dans le terme diffusif. L’utilisation de la méthode des inégalités de Carleman globales requiert
des propriétés de monotonie sur la solution (voir aussi [8, Benabdallah-Gaitan-Le Rousseau]) assez
contraignantes. Ces propriétés sont en lien avec la condition ’classique’ (1.56) dans [48, Imanuvilov-
Yamamoto] sur laquelle nous revenons un peu plus tard dans ce paragraphe.
Enfin, une dernière question a été soulevée au Chapitre 3. Il nous semble que l’existence d’une
fonction poids satisfaisant l’ Hypothèse 3, suffisante pour obtenir une inégalité de Carleman globale,
est un problème ouvert dans le cas général d’une variété compacte sans bord. Nous avons trouvé un
exemple, pour un domaine d’observation bien précis (voir le Lemme 3.3.1), dans le cas où la variété
est la sphère unité de R3. Dans le cas d’une variété compacte sans bord quelconque, une telle question
est sans doute liée à des propriétés géométriques plus complexes.
0.4.2 Travaux en cours
Un premier développement de ce manuscrit réside dans le traitement d’un problème inverse ana-
logue à ceux traités aux Chapitres 2 et 3 (détermination de la fonction spatiale d’ensoleillement) dans
le modèle de Budyko, c’est-à-dire avec un coefficient d’albédo β constant par morceaux. Ce modèle
présente plusieurs problèmes dans le traitement mathématique, notamment un défaut d’unicité des
solutions faibles dû à la discontinuité du terme non linéaire β. Toutefois, dans [39, Diaz] pour le
modèle monodimensionnel ou dans [40, Diaz-Tello] pour le modèle surfacique, les auteurs montrent
qu’il y a unicité dans la classe des solutions fortement non dégénérées (voir [39, Définition 2] ou [40,
Définition 4]) et que cette classe n’est pas vide, pour des données initiales bien choisies (mais assez
réalistes du point de vue climatologique). Il y a donc un sens à envisager de trouver une stabilité
lipschitzienne dans la détermination du coefficient d’ensoleillement q dans le modèle de Budyko, si
l’on choisit une ’bonne’ distribution initiale de température. Néanmoins, la méthode que nous avons
décrite aux Chapitres 2 et 3 ne s’adapte pas directement à cette situation, l’obstacle majeur étant la
régularité moindre de la solution fortement non dégénérée. Si la première étape de notre méthode ne
change pas (réduction à la détermination d’un terme source dans une équation linéaire), il convient de
relaxer la condition que l’on impose sur le terme source à déterminer, c’est-à-dire la condition ’clas-
sique’ G(C0) (voir (1.56)) requise par Imanuvilov et Yamamoto. Par exemple, affaiblir la majoration
’presque partout’ en une majoration sous forme intégrale bien choisie, pourrait être suffisant. Cette
perspective de prolongement est un travail en cours avec J. I. Diaz.
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Un deuxième prolongement du travail effectué au cours de cette thèse consiste à résoudre des
problèmes inverses pour le modèle de Budyko-Sellers en considérant des observations plus réalistes de
la solution. Par exemple, la zone d’observation requise par [34, Cristofol-Roques] est très satisfaisante
du point de vue de la climatologie. En revanche, les conditions de régularité sont trop fortes pour bien
rendre compte des fortes variations locales de la température à la surface terrestre. Il s’agirait donc
de trouver une méthode combinant des observations et des régularités réalistes. C’est également un
travail en cours avec J. I. Diaz.
0.4.3 Perspectives
Une première perspective consiste à procéder à quelques implémentations numériques visant à
’calculer’ les coefficients inconnus du modèle. Il serait alors intéressant de comparer les coefficients
obtenus numériquement avec les données empiriques utilisées par les climatologues. Dans le même
esprit que [74, Yamamoto-Zou], les inégalités de stabilité théoriques démontrées dans ce manuscrit
pourraient intervenir dans le choix de la méthode numérique.
Une deuxième perspective de cette thèse est de traiter des problèmes inverses pour le modèle de
Budyko-Sellers plus complexe faisant intervenir l’opérateur 3-laplacien. Comme nous l’avons dit dans le
paragraphe de modélisation, un tel modèle présente un intérêt climatologique non négligeable, dans la
mesure où il rend mieux compte des diffusions horizontales de chaleur via les courants aériens et marins
(atmosphère ’tourbillonante’). Du point de vue des mathématiques, un tel modèle est fortement non-
linéaire et, à notre connaissance, aucun résultat de problèmes inverses n’est connu pour des équations
impliquant un opérateur p-laplacien. Il semble très compliqué de généraliser la méthode que nous
avons employée au cas du p-laplacien dans la mesure où elle ne débouche pas sur la détermination
d’un membre du terme source dans une équation linéaire mais dans une équation quasi-linéaire. En
revanche, adapter une démarche proche de celle de [34, Cristofol-Roques] parait plus raisonnable, à
condition de diminuer les hypothèses de régularité, comme nous l’avons évoqué dans le sous-paragraphe
précédent.
Nous terminons ce paragraphe de perspectives en mentionnant un problème très complexe, à la fois
du point de vue des problèmes inverses mais aussi du traitement mathématique des modèles de climat.
Le coefficient le plus intéressant à déterminer dans le modèle à partir d’observations de la solution est
le terme non linéaire β. Dans [43, Egger-Engl-Klibanov], les auteurs déterminent un terme non linéaire
dans un sous-domaine fixé, en le supposant connu en dehors de ce domaine. Dans le cas du modèle de
Budyko-Sellers, la présence d’une frontière libre complique de façon substantielle l’approche de [43],
sans même évoquer les questions de régularité du terme inconnu.
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Chapitre 1
Problèmes inverses et contrôlabilité
approchée frontière pour une équation
parabolique dégénérée linéaire
monodimensionnelle
Comme nous l’avons vu dans le chapitre 0.1, le modèle de Sellers en dimension 1 fait apparaître un
coefficient de diffusion (10) dégénéré aux deux extrémités du domaine. Dans un premier temps, nous
avons donc concentré notre étude sur une équation parabolique dégénérée linéaire monodimensionnelle
plus simple de la forme
ut − (xαux)x = g, (t, x) ∈ (0, T )× (0, 1), α ∈ [0, 2[.
Du point de vue de la théorie du contrôle, cette équation a été étudiée dans une série de publications
[16, 17, 18, 20, 59]. Par exemple, dans [16, 17], il est démontré que le problème
ut − (xαux)x = χωh (t, x) ∈ Q := (0, T )× (0, 1),
u(t, 1) = 0 t ∈ (0, T ) ,
et
{
u(t, 0) = 0 si 0 ≤ α < 1,
(xαux)(t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
u(0, x) = u0(x) x ∈ (0, 1) ,
où χω représente la fonction caractéristique de ω = (a, b) avec 0 < a < b < 1, est contrôlable à 0
dans L2(0, 1) pour tout temps T > 0. Des généralisations de ce résultat aux problèmes semilinéaires
et aux opérateurs qui ne sont pas sous forme divergence ont été respectivement démontrées dans [1]
et [23, 24].
Nous présentons dans ce chapitre plusieurs résultats prolongeant l’étude ci-dessus, concernant les
problématiques suivantes :
– Unicité et stabilité lipschitzienne pour le problème inverse consistant à déterminer le terme
source,
– Unicité et stabilité lipschitzienne pour le problème inverse consistant à déterminer une constante
dans le terme diffusif,
– Contrôlabilité approchée avec un contrôle placé au point de dégénérescence frontière 0.
Ces résultats sont démontrés dans les articles [21, 66] pour la première problématique, [67] pour la
seconde et [22] pour la troisième.
18
1.1 Introduction : l’équation étudiée
Nous présentons dans ce paragraphe l’équation sur laquelle nous étudions les questions de pro-
blèmes inverses. Nous rappelons le caractère bien posé de cette équation dans certains espaces de
Sobolev à poids. Ces questions font l’objet d’articles spécifiques tels que, par exemple, [15, 61]. Bien
que ces résultats soient pour la plupart détaillés dans les articles [16, 17, 18, 20, 59], nous les rappelons
et nous apportons quelques compléments sur la régularité des solutions.
1.1.1 Caractère bien posé de l’équation
Nous considérons dans ce paragraphe le problème aux limites suivant :
(1.1)

ut − (xαux)x = g (t, x) ∈ (0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1,
(xαux) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
u (0, x) = u0(x) x ∈ (0, 1) .
Compte-tenu du fait que le coefficient de diffusion xα s’annule au point frontière 0, la théorie classique
des équations paraboliques ne peut s’appliquer. Nous rappelons ci-dessous la définition et les propriétés
des espaces de Sobolev pondérés dans lesquels le caractère bien posé de l’équation (1.1) est assuré.
Définition 1.1.1 [Espace de Sobolev pondéré] On définit l’espace de Hilbert (ou espace de Sobolev
à poids) H1α (0, 1) par :
H1α (0, 1) :=
{
u ∈ L2 (0, 1) : xα/2ux ∈ L2 (0, 1)
}
,
muni du produit scalaire(
u, v
)
H1α(0,1)
:=
(
u, v
)
L2(0,1)
+
(
xα/2ux, x
α/2vx
)
L2(0,1)
.
Compte-tenu de la définition ci-dessus, on a H1α (0, 1) ⊂ H1loc(0, 1), et donc toute fonction dans
H1α (0, 1) est continue sur l’ouvert (0, 1). Dans le cas α ∈ [0, 1), on peut montrer que les éléments de
H1α (0, 1) ont une trace en 0 (voir par exemple [19] pour une démonstration en dimension 2). Mais
cette propriété n’est plus vraie dans le cas α ∈ [1, 2). Ceci explique la définition suivante et justifie
l’absence de condition au bord en 0 de type Dirichlet dans ce cas dit fortement dégénéré.
Définition 1.1.2 [Trace au point frontière 0]
– Si 0 ≤ α < 1, l’espace H1α,0 (0, 1) est défini de la façon suivante :
H1α,0 (0, 1) :=
{
u ∈ H1α (0, 1) |u (0) = u (1) = 0
}
.
– Si 1 ≤ α < 2, l’espace H1α,0 (0, 1) est défini de la façon suivante :
H1α,0 (0, 1) :=
{
u ∈ H1α (0, 1) |u (1) = 0
}
.
On définit la forme bilinéaire continue a ∈ L(H1α,0 (0, 1) , H1α,0 (0, 1)) par :
(1.2) a :

H1α,0 ×H1α,0 −→ R,
(v, w) 7−→
∫ 1
0
xα/2vxx
α/2wxdx.
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La forme a est H1α,0 (0, 1)− L2(0, 1) coercive, c’est-à-dire
∃κ > 0,∃β ∈ R, ∀v ∈ H1α,0 (0, 1) , a(v, v) + β‖v‖2L2(0,1) ≥ κ‖v‖2H1α(0,1).
On définit alors l’opérateur non borné A : D(A) ⊂ L2 (0, 1) −→ L2 (0, 1) de la façon suivante :
D(A) :=
{
v ∈ H1α,0 (0, 1) | ∃C > 0, |a(v, w)| ≤ C‖w‖2L2(0,1), ∀w ∈ H1α,0(0, 1)
}
,
∀v ∈ D(A),∀w ∈ H1α,0 (0, 1) , (Av,w)L2(I) = a(v, w).
On dispose alors du résultat d’interpolation classique dans ce contexte du triplet
H1α,0 ⊂ L2(0, 1) ⊂ (H1α,0)′.
Lemme 1.1.1 L’espace intermédiaire [D(A), L2(I)] 1
2
est l’espace H1α,0(0, 1).
Démonstration du Lemme 1.1.1 : Il suffit d’appliquer [56, Proposition 2.1 p. 22] dans notre cas 
Il est possible de caractériser l’opérateur (A,D(A)) d’une façon plus simple pour les calculs.
Lemme 1.1.2 [Caractérisation de l’opérateur]
– Si 0 ≤ α < 1, D(A) est donné par
D(A) =
{
u ∈ H1α,0 (0, 1)
∣∣∣xαux ∈ H1 (0, 1)} ,
et, pour tout u ∈ D(A), Au := (xαux)x.
– Si 1 ≤ α < 2, D(A) est donné par
D(A) =
{
u ∈ L2 (0, 1)
∣∣∣u(1) = 0, xαux ∈ H1 (0, 1) et (xαux) (0) = 0} ,
et, pour tout u ∈ D(A), Au := (xαux)x.
Démonstration du lemme 1.1.2 : Nous commençons par le cas 0 ≤ α < 1. Pour simplifier l’exposé,
on introduit la notation
D :=
{
u ∈ H1α,0 (0, 1)
∣∣∣xαux ∈ H1 (0, 1)}
et on appelle, de manière classique, D(0, 1) ⊂ H1α,0 (0, 1) l’ensemble des fonctions à support compact
dans (0, 1). Montrons tout d’abord que D(A) ⊂ D. Soit donc v ∈ D(A). Par définition, pour toute
fonction w ∈ D(0, 1), on a(
Av,w
)
L2(0,1)
=
∫ 1
0
xαvxwxdx = −
〈
(xαvx)x, w
〉
D′,D
.
Donc Av = (xαvx)x dans D′(0, 1), d’où (xαvx)x ∈ L2(0, 1) et v ∈ D.
Montrons maintenant que D ⊂ D(A). Soit v ∈ D. On doit montrer que w 7→ a(v, w) est continue
pour la norme L2(0, 1). Pour tout w ∈ H1α,0 (0, 1), on a∫ 1
0
xαvxwxdx = −
∫ 1
0
(xαvx)xwdx+
[
xαvxw
]1
0
.
Or xαvx ∈ C([0, 1]) et w(0) = w(1) = 0 car w ∈ H1α,0 (0, 1) et 0 ≤ α < 1. Donc∫ 1
0
xαvxwxdx = −
∫ 1
0
(xαvx)xwdx,
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et il existe une constante C > 0 telle que, pour tout w ∈ H1α,0 (0, 1), |a(v, w)| ≤ C‖w‖L2(0,1). Nous
avons alors D ⊂ D(A) et au final D = D(A).
Nous traitons maintenant le cas 1 ≤ α < 2. On introduit de la même façon
D =
{
u ∈ L2 (0, 1)
∣∣∣u(1) = 0, xαux ∈ H1 (0, 1) et (xαux) (0) = 0}
Montrons queD(A) ⊂ D. En copiant la démonstration du cas 0 ≤ α < 1, on obtient que tout v ∈ D(A)
satisfait (xαvx)x ∈ L2(0, 1). Par un calcul immédiat, on montre alors que xαv ∈ H1(0, 1). De plus, on
a
lim
x→0x
αv = lim
x→1x
αv = 0.
En effet, si ce n’est pas le cas, au voisinage de 0 ou 1, il existe L > 0 tel que xα|v| ≤ L, ce qui contredit
le fait que v ∈ L2(0, 1). Il reste à voir
lim
x→0x
αvx = 0.
Or xαvx ∈ C([0, 1]) donc il existe L ∈ R tel que lim
x→0x
αvx = L. Par l’absurde, supposons |L| > 0. Donc
pour x proche de 0, |xαvx| ≥ |L|2 . Donc |xα/2vx| ≥ |L|2xα/2 . Par conséquent, xα/2vx /∈ L2(0, 1) car α ≥ 1,
ce qui contredit v ∈ H1α,0 (0, 1). D’où D(A) ⊂ D.
Montrons maintenant que D ⊂ D(A). Soit v ∈ D. Pour pouvoir faire une intégration par parties
analogue à celle du cas 0 ≤ α < 1, il convient de montrer que, pour tout w ∈ H1α,0 (0, 1), on a
lim
x→0x
αvxw = 0
Contrairement au cas 0 ≤ α < 1, on n’a aucune information sur le fait que w admet une limite en 0.
Pour cela, nous montrons d’abord que
(1.3) ∀x ∈ (0, 1), |xαvx| ≤ ‖(xαvx)x‖L2(0,1)
√
x.
En effet, en utilisant que (xαvx)(0) = 0, il suffit d’écrire, pour tous x ∈ (0, 1),
|xαvx| =
∣∣∣∣∫ x0 (sαvx)xds
∣∣∣∣ ≤ (∫ x0 |(sαvx)x|2ds
)1/2 (∫ x
0
ds
)1/2
.
Montrons ensuite que lim
x→0x
αvxw existe. Soit alors δ ∈ (0, 1). Comme v ∈ D, on a
∫ 1
δ
xαvxwxdx = −
∫ 1
δ
(xαvx)xwdx+ [xαvxw]1δ .
Or, les quantités
lim
δ→0
∫ 1
δ
xαvxwxdx et lim
δ→0
−
∫ 1
δ
(xαvx)xwdx
sont finies. Donc, la limite
lim
δ→0
(xαvxw)(δ)
existe et nous la notons de nouveau L. On suppose que L 6= 0. Alors, lorsque x est proche de 0, nous
obtenons |(xαvxw)(x)| > |L|/2. En utilisant (1.3), on obtient finalement,
|(xαvxw)| ≤ ‖(xαvx)x‖L2(0,1)
√
x|w(x)|.
D’où |w(x)| ≥ C√
x
pour une certaine constante C > 0. Ceci contredit le fait que w ∈ L2(0, 1). Par
conséquent, L = 0, et le Lemme 1.1.2 est démontré 
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Dans le cas 1 ≤ α < 2, on a en fait montré dans la démonstration du Lemme 1.1.2 ci-dessus (ou [15]
pour une démonstration dans un contexte analogue) la caractérisation suivante de D(A) :
D(A) =
{
u ∈ H1α,0 (0, 1)
∣∣∣xαux ∈ H1 (0, 1)} .
En effet, la condition de bord en 0 est automatiquement vérifiée dès que xαux ∈ H1 (0, 1). Dans les
deux cas 0 ≤ α < 1 et 1 ≤ α < 2, on définit la norme |.|D(A) par, pour tout u ∈ D(A),
(1.4) |u|2D(A) := ‖u‖2L2(0,1) + ‖(xαux)x‖2L2(0,1).
Lemme 1.1.3 (A,D (A)) est le générateur infinitésimal d’un semi-groupe analytique sur L2 (0, 1).
Démonstration du lemme 1.1.3 : Dû au contexte variationnel, la démonstration de l’analycité
du semi-groupe engendré par (A,D(A)) est une conséquence du Théorème 2.12 p.46 dans [10] ou du
Théorème 3.6.1 p.76 dans [64]. 
Le problème (1.1) peut ainsi être reformulé en termes d’une équation d’évolution dans L2(0, 1) avec
l’opérateur A générateur d’un semi-groupe analytique
(1.5)
{
u′(t)−Au(t) = g(t),
u(0) = u0.
Dans la suite, nous parlerons de solutions du problème (1.1) même si les notions sont plutôt définies
pour le problème (1.5) et qu’on utilise ensuite la définition de A pour en déduire la solution de (1.1).
Avant de définir les différentes notions de solution, nous rappelons la notation standard suivante dans
un contexte variationnel
W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′) :=
{
v ∈ L2(0, T ;H1α,0 (0, 1)) : vt ∈ L2(0, T ; (H1α,0 (0, 1))′)
}
.
Définition 1.1.3 [Différentes notions de solutions]
– On appelle solution intégrale de (1.1) ou de (1.5) la fonction u ∈ C([0, T ];L2(0, 1)) vérifiant
pour tout t ∈ [0, T ],
u(t) = etAu0 +
∫ t
0
e(t−s)Ag(s)ds
– On appelle solution faible ou variationnelle de (1.1) ou de (1.5) la solution du problème varia-
tionnel
(1.6)

u ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) ,
(
du
dt (t), w
)
L2(0,1)
+ a(u(t), w) = (g(t), w)L2(0,1) ,
u(0) = u0
D’après la Proposition 3.1 p.65 dans [10], (1.1) admet une unique solution intégrale qui, dans le cas
où u0 ∈ L2(0, 1) et g ∈ L2(0, T ;L2(0, 1)) coïncide avec la solution faible (Proposition 3.2 p. 66 dans
[10]).
Définition 1.1.4 [Solutions classiques, solutions fortes]
– La solution intégrale u de (1.1) est dite solution au sens classique si
(1.7) u ∈ C([0, T ];D(A)) ∩ C1([0, T ];L2(0, 1)).
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– La solution intégrale u de (1.1) est dite solution au sens fort si
(1.8) u ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)).
On peut alors énoncer le résultat classique suivant
Théorème 1.1.1 [Solutions faibles, solutions classiques]
I. Pour tout u0 ∈ D(A), pour tout g ∈ H1
(
0, T ;L2 (0, 1)
)
, le problème (1.1) a une unique solution
au sens classique.
II. Pour tout u0 ∈ H1α,0 (0, 1) , pour tout g ∈ L2
(
0, T ;L2 (0, 1)
)
, le problème (1.1) a une unique
solution au sens fort.
III. Pour tout u0 ∈ L2 (0, 1) , pour tout g ∈ L2
(
0, T ;L2 (0, 1)
)
, le problème (1.1) a une unique solution
faible u ∈ C([0, T ];L2(0, 1)) ∩ L2(0, T ;H1α,0(0, 1) satisfaisant de plus : pour tout  ∈ (0, T ),
(1.9) u ∈ L2 (, T ;D (A)) ∩H1
(
, T ;L2 (0, 1)
)
.
IV. Pour tout u0 ∈ L2 (0, 1) , pour tout g ∈ H1
(
0, T ;L2 (0, 1)
)
et pour tout  ∈ (0, T ), la solution
faible du problème (1.1) satisfait
(1.10) u ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)).
Démonstration du Théorème 1.1.1 : Le premier point est une conséquence de la Proposition 3.3
dans [10]. Le second point est donné par le Théorème 3.1 p. 80 (ii) dans [10] grâce au Lemme 1.1.1.
Dans le cas où u0 ∈ L2 (0, 1) et g ∈ L2
(
0, T ;L2 (0, 1)
)
, le résultat est donné par la Proposition 3.8
p.83 dans [10]. Enfin, si de plus g ∈ H1 (0, T ;L2 (0, 1)), le dernier point du Théorème 1.1.2 est une
conséquence directe de (1.9) et (1.7) appliqué sur l’intervalle [, T ]. 
1.1.2 Sur la régularité de la dérivée en temps de la solution de (1.1)
Comme nous l’avons évoqué en introduction, la méthode développée par Imanuvilov et Yamamoto
exige une certaine régularité sur les solutions du problème direct et en particulier sur la dérivée en
temps des solutions.
Théorème 1.1.2 [Régularité de la dérivée en temps : c.i. régulière]
Soient u0 ∈ D (A) et g ∈ H1
(
0, T ;L2 (0, 1)
)
. On définit z := ut où u est la solution classique de (1.1)
produite par le théorème 1.1.1. Alors z est la solution du problème variationnel
(1.11)

z ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) ,
(
dz
dt (t), w
)
L2(0,1)
+ a(z(t), w) = (g′(t), w)L2(0,1) ,
z(0) = Au0 + g(0)
Démonstration du Théorème 1.1.2 : Soit u0 ∈ D(A). On introduit z := ut, et on remarque qu’au
sens des distributions, on a :
zt − (xαzx)x = gt.
Donc, pour montrer que z satisfait (1.11), il nous faut montrer que z appartient à L2(0, T ;H1α,0 (0, 1)).
Dans ce but, on utilise la méthode des quotients différentiels (voir [56] par exemple).
On considère 0 < δ < T2 , t ∈ (δ, T − δ) et −δ < s < δ. On remarque que
(1.12)
{
ut(t+ s)− (xαux)x(t+ s) = g(t+ s),
ut(t)− (xαux)x(t) = g(t).
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On définit alors pour tout t ∈ (δ, T − δ),
us(t) := u(t+ s)− u(t)
s
.
Alors, pour tout t ∈ (δ, T − δ), us(t) ∈ D(A) et on déduit de (1.12) que
(1.13) ∂u
s
∂t
(t)− ∂
∂x
(
xα
∂us
∂x
)
(t) = g(t+ s)− g(t)
s
.
En multipliant (1.13) par us(t) et en intégrant par parties par rapport à x, on a, pour tous t ∈ (δ, T−δ),(
∂us
∂t
(t), us(t)
)
L2(0,1)
+
∫ 1
0
xα
(
∂us
∂x
(t)
)2
dx =
∫ 1
0
g(t+ s)− g(t)
s
us(t)dx.
En intégrant sur (δ, T − δ), cela débouche sur
(1.14) 12‖u
s(T − δ)‖2L2(0,1) +
∫ T−δ
δ
∫ 1
0
xα
(
∂us
∂x
(t)
)2
dxdt = 12‖u
s(δ)‖2L2(0,1)
+
∫ T−δ
δ
∫ 1
0
g(t+ s)− g(t)
s
us(t)dxdt.
Or∫ T−δ
δ
∫ 1
0
g(t+ s)− g(t)
s
us(t)dxdt
≤ 12
∫ T−δ
δ
∫ 1
0
(g(t+ s)− g(t)
s
)2dxdt+ 12
∫ T−δ
δ
∫ 1
0
(us(t))2dxdt.
Or, comme g ∈ H1(0, T ;L2(0, 1)),
‖g(t+ s)− g(t)‖L2(0,1) ≤
∫ t+s
t
∫ t+s
t
‖g′(τ)‖L2(0,1)dτ
≤
( ∫ t+s
t
‖g′(τ)‖2L2(0,1)dτ
) 1
2
( ∫ t+s
t
1dτ
) 1
2
≤ √s
( ∫ t+s
t
‖g′(τ)‖2L2(0,1)dτ
) 1
2
.
Donc, on en déduit∫ 1
0
(g(t+ s)− g(t))2dx ≤ s
∫ t+s
t
‖g′(τ)‖2L2(0,1)dτ = s2
∫ 1
0
‖g′(t+ ys)‖2L2(0,1)dy,
en posant y = t+ ys. Donc∫ T−δ
δ
∫ 1
0
(g(t+ s)− g(t)
s
)2 ≤
∫ T−δ
δ
∫ 1
0
‖g′(t+ ys)‖2L2(0,1)dydt
=
∫ 1
0
∫ T−δ
δ
‖g′(t+ ys)‖2L2(0,1)dtdy
=
∫ 1
0
∫ T−δ+ys
δ+ys
‖g′(η)‖2L2(0,1)dηdy avec η = t+ ys
≤
∫ 1
0
∫ T
0
‖g′(η)‖2L2(0,1)dηdy =
∫ T
0
‖g′(η)‖2L2(0,1)dη.
(1.15)
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De façon analogue, on a
(1.16) 12
∫ T−δ
δ
∫ 1
0
(us(t))2dxdt ≤ 12
∫ T
0
‖ut(τ)‖2L2(0,1)dτ.
Enfin, avec le même type de raisonnement, on montre que
(1.17) 12‖u
s(δ)‖2L2(0,1) ≤
1
2 supt∈[0,T ]
‖ut(t)‖2L2(0,1).
En revenant à (1.14), et en utilisant (1.15), (1.16) et (1.17), il existe C = C(T ) > 0 telle que∫ T−δ
δ
∫ 1
0
xα
(
∂us
∂x
(t)
)2
dxdt ≤ C(T )
(
sup
t∈[0,T ]
‖ut(t)‖2L2(0,1) +
∫ T
0
‖g′(η)‖2L2(0,1)dη
)
.
Ainsi us est bornée dans L2( δ2 , T − δ2 ;H1α,0 (0, 1)) et donc us converge faiblement vers une fonction
v ∈ L2( δ2 , T − δ2 ;H1α,0 (0, 1)). Mais us converge vers ut dans D′( δ2 , T − δ2 ;H1α,0 (0, 1)), d’où v = ut = z
dans L2( δ2 , T − δ2 ;H1α,0 (0, 1)). De plus, par propriété de la limite faible,
‖z‖2
L2( δ2 ,T− δ2 ;H1α,0(0,1))
≤ lim inf
s
‖us‖2
L2( δ2 ,T− δ2 ;H1α,0(0,1))
≤ C(T )
(
sup
t∈[0,T ]
‖ut(t)‖2L2(0,1) +
∫ T
0
‖g′(η)‖2L2(0,1)dη
)
.
Or le terme de droite ne dépend pas de δ et on peut donc faire tendre δ vers 0. Par conséquent,
z ∈ L2(0, T ;H1α,0 (0, 1)). 
Il est également intéressant d’avoir un résultat de régularité pour une donnée initiale moins régu-
lière.
Théorème 1.1.3 [Régularité de la dérivée en temps : c.i. non régulière]
Soient u0 ∈ L2(0, 1) et g ∈ H1
(
0, T ;L2 (0, 1)
)
. On définit z := ut où u est la solution faible de (1.1)
produite par le théorème 1.1.1. Alors, pour tous  > 0, z est la solution du problème variationnel
(1.18)

z ∈W (, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) ,
(
dz
dt (t), w
)
L2(0,1)
+ a(z(t), w) = (g′(t), w)L2(0,1) ,
z() = Au() + g()
Démonstration du Théorème 1.1.3 : Pour tout  > 0, d’après le Théorème 1.1.1, on a
u ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)).
Par conséquent, u est solution classique de (1.1) sur [, T ]. Il nous suffit donc d’appliquer le Théorème
1.1.2 avec donnée initiale initiale u(). 
1.2 Inégalités de Carleman pour l’équation (1.1)
Dans ce paragraphe, nous démontrons deux inégalités de Carleman concernant les solutions de
(1.1). La première est obtenue avec une observation de la solution dans un sous-intervalle de l’intervalle
(0, 1) tandis que la deuxième est obtenue avec une observation de la solution au point frontière non
dégénéré 1.
On fixe T > 0 et t0 ∈ (0, T ) puis on définit T ′ := T + t02 .
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1.2.1 Inégalité de Carleman : cas d’une observation localement distribuée
L’inégalité que nous démontrons dans ce sous-paragraphe est énoncée dans [66]. Par rapport à
l’inégalité de Carleman démontrée dans [59], nous avons ajouté une estimation L2 de la dérivée en
temps de la solution, indispensable pour appliquer la technique d’Imanuvilov et Yamamoto (cf Chapitre
0). Cette estimation nécessite l’introduction d’un second poids temporel, absent dans des estimations
analogues pour les équations paraboliques non dégénérées ([48]).
Nous reprenons les notations utilisées dans [59]. Nous considérons un sous-intervalle ouvert ω := (a, b)
de (0, 1) et nous définissons les fonctions poids suivantes.
(1.19) ∀t ∈ (t0, T ) , θ(t) := 1[(t− t0)(T − t)]4
,
(1.20) p (x) = G0 −
∫ x
0
φ− (s)
sα
eS(φ+(s))
2
ds ∀x ∈ [0, 1]
où G0 et S sont des constantes positives (déterminées ulterieurement), φ− et φ+ sont les fonctions
régulières définies ci-dessous.
Soit ω˜ := (L1, L2) tel que 0 < a < L1 < L2 < b < 1. On définit alors les deux fonctions de troncature
φ1 et φ2 comme suit ;
(1.21)
0 ≤ φ1 (x) ≤ 1 0 ≤ φ2 (x) ≤ 1 x ∈ [0, 1] ,
φ1 (x) = 1 φ2 (x) = 0 x ∈ [0, L1] ,
φ1 (x) = 0 φ2 (x) = 1 x ∈ [L2, 1] ,
φ1 (x) + φ2 (x) > 0 x ∈ [0, 1] .
On pose alors, pour tout x ∈ [0, 1],
(1.22) φ+ (x) := xφ1 (x) + (1− x)φ2 (x) ,
φ− (x) := xφ1 (x)− (1− x)φ2 (x) .
Compte-tenu de (1.22), on observe qu’il existe C > 0 telle que, pour tout x ∈ [0, 1],
(1.23) |φ− (x)| ≤ Cx (1− x) .
Le lemme suivant assure que p vérifie les propriétés adéquates pour obtenir une inégalité de type
Carleman.
Lemme 1.2.1 Si G0 et S sont choisies suffisamment grandes, alors la fonction p est bien définie sur
[0, 1], strictement positive, et satisfait les propriétés suivantes :
– Il existe m0 > 0 tel que
∀x ∈ (0, L1)× (L2, 1), −(2xαpxx + αxα−1px) ≥ m0
– Il existe M0 > 0 tel que
∀x ∈ (0, 1), |(xα(xαpx)xx)x| ≤M0
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Démonstration du Lemme 1.2.1 : Voir [59, Lemme 5.4]. 
La fonction p étant maintenant définie, nous posons : ∀(t, x) ∈ (t0, T )× [0, 1] :
(1.24) σ(t, x) := θ(t)p(x).
Enfin, nous introduisons la nouvelle fonction poids temporelle β de la façon suivante. Pour tout
t ∈ (t0, T ),
(1.25) β (t) = T + t0 − 2t.
On remarque que β est une fonction qui décroit de β (t0) = T − t0 > 0 à β (T ) = t0 − T < 0 telle que
β (T ′) = 0.
Remarque 1.2.1 Il suit de la définition ci-dessus que
∀R > 0,∀k ∈ N,∀x ∈ [0, 1] , lim
t→t+0
Rθk(t) exp (−2Rσ(t, x)) = 0,
lim
t→T−
Rθk(t) exp (−2Rσ(t, x)) = 0.
Nous considérons le problème aux limites suivant
(1.26)

zt − (xαzx)x = h (t, x) ∈ Qt0T ,
z(t, 1) = 0 t ∈ (t0, T ) ,
et
{
z (t, 0) = 0 pour 0 ≤ α < 1,
(xαzx) (t, 0) = 0 pour 1 ≤ α < 2, t ∈ (t0, T ) ,
où h ∈ L2(t0, T ;L2 (0, 1)), et Qt0T := (t0, T ) × (0, 1). On peut alors énoncer l’inégalité de Carleman
suivante.
Proposition 1.2.1 [Inégalité de Carleman interne]
Soient α ∈ [0, 2) et ω := (a, b) avec 0 < a < b < 1. Il existe deux constantes C1 = C1 (T, t0, ω, α) > 0
et R0 = R0 (T, t0, ω, α) > 0 telles que pour tout R ≥ R0, une solution faible z ∈ L2 (t0, T ;D (A)) ∩
H1
(
t0, T ;L2 (0, 1)
)
de (1.26) satisfait :
(1.27)
∫∫
Q
t0
T
(
R3θ3x2−α (1− x)2 z2 +Rθ 32 |β| pz2 +Rθxαz2x +
1
Rθ
z2t
)
e−2Rσ
≤ C1
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Avant de détailler la démonstration de la Proposition 1.2.1, nous rappelons le lemme clé suivant,
également utile dans la démonstration du résultat de stabilité pour le problème inverse du paragraphe
suivant.
Lemme 1.2.2 (Inégalité de type Hardy) Soit 1 < α? < 2. On a les trois inégalités suivantes :
(1) ∃C = C (α?) > 0 telle que∫ 1
0
xα
?
x2
f2 ≤ C (α?)
∫ 1
0
xα
?
f2x ∀f ∈ H1α?,0 (0, 1) ,
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(2) ∃C = C (α?) > 0 telle que∫ 1
0
xα
?
(1− x)2 f
2 ≤ C (α?)
∫ 1
0
xα
?
f2x ∀f ∈ H1α?,0 (0, 1) ,
(3) ∃C = C (α?) > 0 telle que∫ 1
0
xα
?
x2 (1− x)2 f
2 ≤ C (α?)
∫ 1
0
xα
?
f2x ∀f ∈ H1α?,0 (0, 1) ,
Démonstration du Lemme 1.2.2 : Pour le premier point, nous renvoyons à [16, Lemme 2.1]. On
démontre ensuite le second point en effectuant des calculs ressemblant à ceux de [16, Lemme 2.1]. Soit
donc f ∈ H1α?,0 (0, 1) , ∫ 1
0
xα
?
(1− x)2 f
2 (x) dx =
∫ 1
0
xα
?
(1− x)2
(∫ 1
x
fx (s) ds
)2
dx.
Alors ∫ 1
0
xα
?
(1− x)2 f
2 (x) dx =
∫ 1
0
xα
?
(1− x)2
(∫ 1
x
fx (s) (1− s)
1
4
1
(1− s) 14
ds
)2
dx
≤
∫ 1
0
xα
?
(1− x)2
(∫ 1
x
f2x (s)
√
1− sds
)(∫ 1
x
1√
1− s ds
)
dx
= 2
∫ 1
0
xα
?
(1− x)2 (1− x)
1
2
(∫ 1
x
f2x (s)
√
1− sds
)
dx
= 2
∫ 1
0
∫ 1
x
xα
?
(1− x) 32
f2x (s)
√
1− s dsdx
= 2
∫ 1
0
∫ s
0
xα
?
(1− x) 32
f2x (s)
√
1− s dxds
= 2
∫ 1
0
f2x (s)
√
1− s
(∫ s
0
xα
?
(1− x) 32
dx
)
ds
≤ 2
∫ 1
0
f2x (s) sα
?√1− s
(∫ s
0
(1− x)− 32 dx
)
ds
≤ 2
∫ 1
0
sα
?
f2x (s)
√
1− s
[
2
( 1√
1− s − 1
)]
ds
≤ 4
∫ 1
0
xα
?
f2x (x) dx,
comme 2
(
1−√1− s) ≤ 2. Ceci termine la démonstration de (2). Démontrons maintenant (3). Pour
tous f ∈ H1a?,0 (0, 1) ,∫ 1
0
xα
?
x2 (1− x)2 f
2 (x) dx =
∫ 1
2
0
xα
?
x2 (1− x)2 f
2 (x) dx+
∫ 1
1
2
xα
?
x2 (1− x)2 f
2 (x) dx
≤ 4
∫ 1
2
0
xα
?
x2
f2 (x) dx+ 4
∫ 1
1
2
xα
?
(1− x)2 f
2 (x) dx
≤ 4
∫ 1
0
xα
?
x2
f2 (x) dx+ 4
∫ 1
0
xα
?
(1− x)2 f
2 (x) dx
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On majore alors
∫ 1
2
0
xα
?
x2
f2 (x) dx à l’aide du point (1) et
∫ 1
0
xα
?
(1− x)2 f
2 (x) dx à l’aide de (2) pour
obtenir immédiatement (3). 
Démonstration de la Proposition 1.2.1 : Soient z ∈ L2 (t0, T ;D (A)) ∩ H1
(
t0, T ;L2 (0, 1)
)
une
solution du problème (1.26) et R > 0 un paramètre positif. En reprenant la démarche de [59], nous
introduisons w (t, x) := e−Rσ(t,x)z (t, x) pour presque tout (t, x) ∈ Qt0T .
En premier lieu, on observe que w satisfait l’égalité P+Rw + P
−
Rw = he−Rσ, avec
P+Rw = Rσtw +R
2xασ2xw + (xαwx)x ,
P−Rw = wt +R (x
ασx)xw + 2Rx
ασxwx.
Dans [59], les auteurs démontrent qu’il existe deux constantes positives C1 = C1(T, t0, α, ω) et
R1 = R1(T, t0, α, ω) telles que, pour tout R ≥ R1,
(1.28)
∥∥∥P+Rw∥∥∥2L2(Qt0T ) +
∥∥∥P−Rw∥∥∥2L2(Qt0T ) +
∫∫
Q
t0
T
R3θ3x2−α(1− x)2w2 +
∫∫
Q
t0
T
Rθxαw2x
≤ C1
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
A partir de cette inégalité, nous démontrons l’inégalité de Carleman (1.27) pour la variable z.
Etape 1 : Majoration des termes
∫∫
Q
t0
T
R3θ3x2−α (1− x)2 z2e−2Rσ et
∫∫
Q
t0
T
Rθxαz2xe
−2Rσ
En remplaçant w par ze−Rσ, on déduit immédiatement de (1.28) que
(1.29)
∫∫
Q
t0
T
R3θ3x2−α (1− x)2 z2e−2Rσ ≤ C1
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
De plus, wx = −Rσxze−Rσ + zxe−Rσ. Donc,
(1.30)
∫∫
Q
t0
T
Rθxαz2xe
−2Rσ ≤ 2
∫∫
Q
t0
T
R3θ3xαp2xz
2e−2Rσ + 2
∫∫
Q
t0
T
Rθxαw2x.
Or, pour tout x ∈ [0, 1], px(x) = −φ−(x)
xα
eS(φ+(x))
2 . On utilise alors (1.23) et le fait que eS(φ+(.)) est
une fonction bornée sur [0, 1] pour en déduire qu’il existe C = C(T, t0, α, ω) > 0 telle que∫∫
Q
t0
T
R3θ3xαp2xz
2e−2Rσ ≤ C
∫∫
Q
t0
T
R3θ3x2−α (1− x)2 z2e−2Rσ.
En conclusion, grâce à (1.28), (1.29), (1.30), nous obtenons :
(1.31)
∫∫
Q
t0
T
Rθxαz2xe
−2Rσ ≤ C
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Etape 2 : Majoration de
∫∫
Q
t0
T
Rθ
3
2 |β| pz2
Nous partons de l’égalité suivante :
(1.32) P+Rw = −4Rβθ
5
4 pw +R2xασ2xw + (xαwx)x .
29
On rappelle ensuite que
β (t) ≥ 0 si t ∈
[
t0, T
′] et β (t) ≤ 0 si t ∈ [T ′ , T ] .
Par conséquent, on introduit la fonction signe γ de la façon suivante :
γ : [t0, T ] −→ R
t 7−→

1 si t ∈
[
t0, T
′)
− 1 si t ∈
[
T
′
, T
] .
Alors, pour tout t ∈ [t0, T ], γ (t)β (t) = |β (t)| et |γ (t)| ≤ 1. On multiplie ensuite (1.32) par γθ 14w et
on obtient
γθ
1
4P+Rww = −4R |β| θ
3
2 pw2 +R2θ
1
4γxασ2xw
2 + γθ
1
4 (xαwx)xw.
On intègre ensuite sur Qt0T et, après une intégration par parties suivant la variable x dans le dernier
terme à droite, on a∫∫
Q
t0
T
Rθ
3
2 |β| pw2 = −14
∫∫
Q
t0
T
γP+Rwθ
1
4w + 14
∫∫
Q
t0
T
R2θ
1
4γxασ2xw
2 − 14
∫∫
Q
t0
T
γθ
1
4xαw2x
Comme |γ| ≤ 1, il s’ensuit que
(1.33)
∫∫
Q
t0
T
Rθ
3
2 |β| pw2 ≤ 14
∫∫
Q
t0
T
∣∣∣P+Rwθ 14w∣∣∣+ 14
∫∫
Q
t0
T
R2θ
1
4xασ2xw
2 + 14
∫∫
Q
t0
T
θ
1
4xαw2x.
Tout d’abord, nous avons
1
4
∫∫
Q
t0
T
∣∣∣P+Rwθ 14w∣∣∣ ≤ 18
∥∥∥P+Rw∥∥∥2L2(Qt0T )︸ ︷︷ ︸
J1
+ 18
∫∫
Q
t0
T
θ
1
2w2︸ ︷︷ ︸
J2
.
En outre,
1
4
∫∫
Q
t0
T
R2θ
1
4xασ2xw
2 = 14
∫∫
Q
t0
T
R2θ
9
4xαp2xw
2
= 14
∫∫
Q
t0
T
R2θ
9
4xα
(
−φ−(x)
xα
eS(φ+(x))
2
)2
w2
≤ C4
∫∫
Q
t0
T
R2θ
9
4x2−α(1− x)2w2
où l’on a utilisé (1.23) et le fait que eS(φ+(.))2 est bornée sur [0, 1]. Par conséquent,∫∫
Q
t0
T
Rθ
3
2 |β| pw2 ≤ J1 + J2 + C4
∫∫
Q
t0
T
R2θ
9
4x2−α(1− x)2w2 + 14
∫∫
Q
t0
T
θ
1
4xαw2x.
De la forme (1.19), on déduit qu’il existe une constante C = C(T, t0) > 0 telle que, pour tout t ∈ (t0, T ),
θ
9
4 (t) ≤ Cθ3(t) et θ 14 (t) ≤ Cθ(t). Par conséquent, pour R assez grand, en utilisant (1.28), on obtient
J1 +
C
4
∫∫
Q
t0
T
R2θ
9
4x2−α(1− x)2w2 + 14
∫∫
Q
t0
T
θ
1
4xαw2x ≤ C
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
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Il reste donc à traiter le terme J2 dans lequel les poids liés à la dégénérescence n’apparaissent pas. Un
moyen de les faire apparaître est d’utiliser le point (3) de l’inégalité de Hardy du Lemme 1.2.2.
Soit donc α? ∈ (max(1, α), 2). En utilisant le fait que x ∈ (0, 1), x
α?
x2 (1− x)2 ≥ 1, on a, grâce au Lemme
1.2.2, ∫∫
Q
t0
T
θ
1
2w2 ≤
∫∫
Q
t0
T
θ
1
2
xα
?
x2 (1− x)2w
2 ≤ C (α?)
∫∫
Q
t0
T
θ
1
2xα
?
w2x
≤ C (T, t0, α?)
∫∫
Q
t0
T
θxαw2x.
(1.34)
Pour obtenir la dernière inégalité, on a utilisé le fait que θ 12 ≤ C(T, t0)θ et xα? ≤ xα, pour tout
x ∈ [0, 1].
Par conséquent, en prenant R grand, et en utilisant de nouveau (1.28), on obtient∫∫
Q
t0
T
Rθ
3
2 |β| pw2 ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Nous revenons enfin à l’expression avec z :
(1.35)
∫∫
Q
t0
T
Rθ
3
2 |β| pz2e−2Rσ ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Etape 3 : Majoration de
∫∫
Q
t0
T
1
Rθ
w2t
Nous commençons par utiliser la définition de P−Rw :
P−Rw = wt +R (x
ασx)xw + 2Rxασxwx
= wt +Rθ (xαpx)xw + 2Rθxαpxwx.
On définit alors, pour tout x ∈ [0, 1], κ(x) := xαpx(x). Alors,
P−Rw = wt +Rθκxw + 2Rθx
αpxwx.
Donc,
1√
Rθ
wt = −
√
Rθκxw − 2
√
Rθxαpxwx +
P−Rw√
Rθ
.
On remarque, grâce à (1.20) que, pour tout x ∈ (0, 1),
κ(x) = xαpx(x) = −φ−(x)eS(φ+(x))2
et donc que κx est une fonction bornée sur [0, 1]. De même,
1√
θ
est bornée sur [t0, T ]. Donc, il existe
C = C(T, t0, α, ω) telle que, pour R assez grand,∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθw2 +
∫∫
Q
t0
T
Rθx2αp2xw
2
x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθw2 +
∫∫
Q
t0
T
Rθxα(xαp2x)w2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
.
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Or, d’après (1.23), il existe une constante C > 0 telle que
xαp2x ≤ Cx2−α(1− x)2 ≤ C
car 0 < x < 1 et 2− α > 0. Donc∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθw2 +
∫∫
Q
t0
T
Rθxαw2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
.
On utilise de nouveau le point (3) de l’inégalité de Hardy du Lemme 1.2.2. On choisit
α? ∈ (max(1, α), 2) .
En utilisant de nouveau que pour tout x ∈ (0, 1), x
α?
x2 (1− x)2 ≥ 1, nous avons∫∫
Q
t0
T
Rθw2 ≤
∫∫
Q
t0
T
Rθ
xα
?
x2 (1− x)2w
2 ≤ C (α?)
∫∫
Q
t0
T
Rθxα
?
w2x
≤ C (T, t0, α?)
∫∫
Q
t0
T
Rθxαw2x.
(1.36)
En conclusion,∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α, ω)
(∫∫
Q
t0
T
Rθxαw2x +
∫∫
Q
t0
T
Rθxαw2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
.
En prenant R assez grand, on borne le terme ci-dessus par le membre de gauche de l’inégalité (1.28),
et on a :
(1.37)
∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Etape 4 : Majoration de
∫∫
Q
t0
T
1
Rθ
z2t
Nous avons wt = zte−Rσ −Rσtw et, par conséquent,
(1.38)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσ ≤ 2
(∫∫
Q
t0
T
1
Rθ
w2t +
∫∫
Q
t0
T
R2σ2t
Rθ
w2
)
.
Comme le terme
∫∫
Q
t0
T
1
Rθ
w2t a été majoré dans (1.37), nous devons simplement majorer le second
terme de droite dans l’inégalité ci-dessus. Pour tout (t, x) ∈ Qt0T , nous avons :
Rσt (t, x) = Rθtp = −4Rβ (t) θ 54 (t) p (x) .
Alors
(1.39)
∫∫
Q
t0
T
R2σ2t
Rθ
w2 = 16
∫∫
Q
t0
T
Rθ
3
2β2p2w2 ≤ C (t0, T, α)
∫∫
Q
t0
T
Rθ
3
2 |β| pw2,
où C (t0, T, α) = sup(t,x)∈[t0,T ]×[0,1] |β (t)| p (x). Il découle alors de (1.37), (1.35), (1.38) et (1.39) que
(1.40)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσ ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Nous déduisons enfin l’inégalité (1.27) de (1.29), (1.31), (1.35) et (1.40). 
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1.2.2 Inégalité de Carleman : cas d’une observation frontière au point non dégé-
néré
Cette inégalité a été énoncée et démontrée dans l’article [21]. Nous reprenons donc les notations
de cet article : les fonctions poids θ et β sont toujours définies respectivement par (1.19) et (1.25).
Nous définissons ensuite une fonction poids en espace adaptée à une observation frontière en 1 de la
façon suivante :
(1.41) ∀x ∈ [0, 1] , p(x) := 2− x
2−α
(2− α)2 .
La fonction σ est alors définie comme au paragraphe précédent par (1.24). On peut alors énoncer
l’inégalité de Carleman suivante concernant les solutions de (1.26)
Proposition 1.2.2 [Inégalité de Carleman frontière]
Soit α ∈ [0, 2). Il existe deux constantes C1 = C1(T, t0, α) > 0 et R0 = R0 (T, t0, α) > 0 telles que pour
tout R ≥ R0, une solution faible z ∈ L2 (t0, T ;D (A)) ∩H1
(
t0, T ;L2 (0, 1)
)
de (1.26) satisfait :
(1.42)
∫∫
Q
t0
T
(
R3θ3x2−αz2 +Rθ
3
2 |β| pz2 +Rθxαz2x +
1
Rθ
z2t
)
e−2Rσdxdt
≤ C 1
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫ T
t0
Rθz2x (1, t) e−2Rσ(1,t)dt
)
Nous avons également besoin de l’inégalité de Hardy démontrée au point (1) du Lemme 1.2.2. Par
commodité, nous l’écrivons sous forme de lemme
Lemme 1.2.3 (Hardy-type inequality) Soit 1 < α? < 2. Alors
(1.43)
∫ 1
0
xα
?−2f2 ≤ 4
(1− α?)2
∫ 1
0
xα
?
f2x ∀f ∈ H1α?,0 (0, 1) .
Démonstration du Lemme 1.2.3 : C’est le point (1) du Lemme 1.2.2 ou [16, Lemme 2.1.] 
Les étapes de la démonstration de la Proposition 1.2.2 étant similaires à celles de la Proposition 1.2.1,
nous ne les rappelons pas. Néanmoins, tous les calculs importants figurent dans la démonstration
ci-dessous.
Démonstration de la Proposition 1.2.2 : Soit z ∈ L2 (t0, T ;D (A)) ∩ H1
(
t0, T ;L2 (0, 1)
)
une
solution de (1.26) et R > 0 un paramètre. On définit w (t, x) := e−Rσ(t,x)z (t, x) pour presque tout
(t, x) ∈ Qt0T .
En premier lieu, on observe que w satisfait l’égalité P+Rw + P
−
Rw = he−Rσ, avec
P+Rw = Rσtw +R
2xασ2xw + (xαwx)x ,
P−Rw = wt +R (x
ασx)xw + 2Rx
ασxwx.
Dans [16], les auteurs prouvent l’inégalité suivante :
(1.44)
∥∥∥P+Rw∥∥∥2L2(Qt0T ) +
∥∥∥P−Rw∥∥∥2L2(Qt0T ) +
∫∫
Q
t0
T
R3θ3x2−αw2 +
∫∫
Q
t0
T
Rθxαw2x
≤ C2
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
{
Rθw2x
}∣∣∣
x=1
)
,
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pour une constante C2 dépendant de T, t0 et α. Comme au paragraphe précédent, nous démontrons
(1.42) à partir de cette inégalité.
Nous obtenons immédiatement comme dans le Théorème 2.2 dans [16] :
(1.45)
∫∫
Q
t0
T
R3θ3x2−αz2e−2Rσ +
∫∫
Q
t0
T
Rθxαz2xe
−2Rσ
≤ C1
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
Rθ (t) z2x (1, t) e−2Rσ(1,t)dt
)
.
pour une constante C1 qui dépend de T, t0 et α. Cependant, nous pouvons extraire une information
supplémentaire de (1.44). En effet,
P−Rw = wt +R (x
ασx)xw + 2Rx
ασxwx
= wt +Rθ
(
xα
(α− 2)x1−α
(α− 2)2
)
x
w + 2Rθxα (α− 2)x
1−α
(α− 2)2 wx
= wt −Rθ 12− αw −
2
(2− α)Rθxwx.
Par conséquent,
1√
Rθ
wt =
√
Rθ
1
2− αw +
2
(2− α)
√
Rθxwx +
P−Rw√
Rθ
.
On rappelle que 0 ≤ α < 2 et on considère α? ∈ (max {1, α} , 2). Alors∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθw2 +
∫∫
Q
t0
T
Rθx2w2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθxα
?−2w2 +
∫∫
Q
t0
T
Rθxαw2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)(1.46)
Donc, par le Lemme 1.2.3, nous obtenons :∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
Rθxα
?
w2x +
∫∫
Q
t0
T
Rθxαw2x +
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
.
Comme pour tout x ∈ (0, 1), xα? ≤ xα, l’inégalité (1.44) implique :
(1.47)
∫∫
Q
t0
T
1
Rθ
w2t ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
{
Rθw2x
}∣∣∣
x=1
)
.
De cette inégalité ci-dessus, nous allons déduire (1.42). Comme nous l’avons vu au paragraphe pré-
cédent, c’est un peu plus compliqué que dans le cas des équations paraboliques non dégénérées. On
commence par prouver la majoration de Rθ 32 |β| pz2.
On observe tout d’abord que
(1.48) P+Rw = −4Rβθ
5
4 pw +R2xασ2xw + (xαwx)x .
On rappelle que
β (t) ≥ 0 si t ∈
[
t0, T
′] et β (t) ≤ 0 si t ∈ [T ′ , T ] .
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On définit alors comme précédemment,
γ : [t0, T ] −→ R
t 7−→
 1 si t ∈
[
t0, T
′)
−1 si t ∈
[
T
′
, T
] .
Alors, pour tout t ∈ [t0, T ], γ (t)β (t) = |β (t)| et |γ (t)| ≤ 1. En multipliant (1.48) par γθ 14w, on
obtient,
γθ
1
4P+Rww = −4R |β| θ
3
2 pw2 +R2θ
1
4γxασ2xw
2 + γθ
1
4 (xαwx)xw.
Ensuite, en intégrant par rapport au temps sur Qt0T et en faisant une intégration par partie en x dans
le dernier terme de droite,∫∫
Q
t0
T
Rθ
3
2 |β| pw2 = −14
∫∫
Q
t0
T
γP+Rwθ
1
4w + 14
∫∫
Q
t0
T
R2θ
1
4γxασ2xw
2 − 14
∫∫
Q
t0
T
γθ
1
4xαw2x
Comme |γ| ≤ 1, il s’ensuit que
∫∫
Q
t0
T
Rθ
3
2 |β| pw2 ≤ 14
∫∫
Q
t0
T
∣∣∣P+Rwθ 14w∣∣∣+ 14
∫∫
Q
t0
T
R2θ
1
4xασ2xw
2 + 14
∫∫
Q
t0
T
θ
1
4xαw2x
≤ 18
∥∥∥P+Rw∥∥∥2L2(Qt0T )︸ ︷︷ ︸
J1
+ 18
∫∫
Q
t0
T
θ
1
2w2︸ ︷︷ ︸
J2
+C (α)
( ∫∫
Q
t0
T
R2θ
9
4x2−αw2 +
∫∫
Q
t0
T
θ
1
4xαw2x
)
.
(1.49)
J1 et les deux derniers termes de droite sont majorés grâce à (1.44) pour R assez grand. Quant à J2,
on le majore comme au paragraphe précédent (ou comme effectué en (1.46)) grâce au Lemme 1.2.3,
puis par (1.44).
En résumé, nous avons montré que
(1.50)
∫∫
Q
t0
T
Rθ
3
2 |β| pw2 ≤ C
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
{
Rθw2x
}∣∣∣
x=1
)
Enfin, en revenant à z, on a :
(1.51)
∫∫
Q
t0
T
Rθ
3
2 |β| pz2e−2Rσ ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
Rθ (t) z2x (1, t) e−2Rσ(1,t)dt
)
.
Il nous reste à majorer l’intégrale de 1
Rθ
z2t . Nous avons : wt = zte−Rσ −Rσtw, et donc
(1.52)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσ ≤ 2
(∫∫
Q
t0
T
1
Rθ
w2t +
∫∫
Q
t0
T
R2σ2t
Rθ
w2
)
.
Comme nous avons déjà majoré le terme
∫∫
Q
t0
T
1
Rθ
w2t dans (1.47), nous devons simplement majorer le
dernier terme de droite dans l’inégalité ci-dessus. Pour tout (t, x) ∈ Qt0T , nous avons :
Rσt (t, x) = Rθtp = −4Rβ (t) θ 54 (t) p (x) .
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Alors
(1.53)
∫∫
Q
t0
T
R2σ2t
Rθ
w2 = 16
∫∫
Q
t0
T
Rθ
3
2β2p2w2 ≤ C (t0, T, α)
∫∫
Q
t0
T
Rθ
3
2 |β| pw2
où C (t0, T, α) = sup(t,x)∈[t0,T ]×[0,1] |β (t)| p (x).
Ainsi, si on utilise (1.52), (1.47), (1.53) et (1.51), on obtient
(1.54)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσ ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσ +
∫ T
t0
Rθ (t) z2x (1, t) e−2Rσ(1,t)dt
)
.
L’inégalité de Carleman (1.42) se déduit alors immédiatement de (1.44), (1.45), (1.51) et (1.54). 
1.3 Application à la détermination d’un terme source
Dans ce paragraphe, nous énonçons et prouvons des théorèmes d’unicité et stabilité pour trois
problèmes inverses concernant l’équation linéaire dégénérée (1.1). Notre méthode s’appuie sur les
inégalités de Carleman (1.42) et (1.27) démontrées dans le paragraphe précédent. Les résultats sur la
détermination d’un terme source à partir d’observations de la solution localement distribuées ou à la
frontière ont été publiés dans [21, 66] tandis que le résultat sur la détermination d’une constante dans
le terme diffusif a été publié dans [67].
Nous rappelons que T > 0 et t0 ∈ (0, T ) sont fixés et que l’on note T ′ le point milieu T ′ := T+t02 . Par
souci de clarté, nous écrivons de nouveau le problème (1.1)
(1.1)

ut − (xαux)x = g (t, x) ∈ (0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1,
(xαux) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
u (0, x) = u0(x) x ∈ (0, 1) .
Considérant l’équation (1.1), nous nous posons la question de la détermination de g (i.e. unicité
et stabilité lipschitzienne) à partir de l’observation classique (xαux)x (T ′, .) et d’une observation
– localement distribuée dans un ouvert ω := (a, b) ⊂ (0, 1),
ut
∣∣∣
(t0,T )×ω
;
– ou au point frontière 1
ut,x (., 1)
∣∣∣
(t0,T )
.
Dans les questions de détermination d’un terme source dans une équation aux dérivées partielles, il est
connu que l’on doit imposer une condition sur le coefficient que l’on cherche, afin de garantir l’unicité
pour le problème inverse. Grosso modo, la dépendance en la variable de temps doit être connue.
On donne ci-dessous une démonstration originale de la non-unicité dans la détermination de g dans
L2((t0, T )× (0, 1)) grâce à un argument de contrôlabilité de l’équation (1.1).
Lemme 1.3.1 Soit ω un intervalle ouvert non vide inclus dans (0, 1). Soit T > 0, t0 ∈ (0, T ) et
T ′ := T+t02 . Soit u0 ≡ 0. Il existe un terme source non identiquement nul dans L2((0, T ) × (0, 1)) tel
que la solution faible u de (1.1) satisfait
(xαux)x (T
′, .) ≡ 0
ut
∣∣∣(t0,T )×ω ≡ 0
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Démonstration du Lemme 1.3.1 : Soient 0 < t1 < t0 et g1 ∈ L2(0, T ;L2(0, 1)) tels que g1 n’est
pas nulle sur (0, t1). Alors nécéssairement, il existe t¯ ∈ (0, t1) tel que la solution ug1 de (1.1) satisfait
ug1(t¯) 6= 0L2(0,1). Considérons alors le problème
(1.55)

vt − (xαvx)x = h (t, x) ∈ (t1, t0)× (0, 1) ,
v (t, 1) = 0 t ∈ (t1, t0) ,
et
{
v (t, 0) = 0 si 0 ≤ α < 1,
(xαvx) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (t1, t0) ,
v (t1, x) = ug1(t1)(x) x ∈ (0, 1) .
D’après [16, Théorème 2.4], il existe h ∈ L2(t1, t0;L2(ω)) tel que la solution v de (1.55) satisfait
v(t0) = 0.
Posons alors g := χ(0,t1)g1 + χ(t1,t0)h, où χ(0,t1) et χ(t1,t0) désignent respectivement les fonctions
indicatrices de (0, t1) et de (t1, t0). Alors g ∈ L2(0, T ;L2(0, 1)) et g(t) = 0 pour presque tout t ∈ (t0, T ).
Soit alors u la solution de
ut − (xαux)x = g (t, x) ∈ (0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1,
(xαux) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
u (0, x) = 0 x ∈ (0, 1) .
Alors u est non identiquement nulle car u(t¯) = ug1(t¯) 6= 0. Pourtant, u est identiquement nulle sur
(t0, T ) car u(t0) = v(t0) = 0, g(t) = 0 pour presque tous t ∈ (t0, T ) et la solution nulle est l’unique
solution du problème
ut − (xαux)x = 0 (t, x) ∈ (t0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (t0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1,
(xαux) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (t0, T ) ,
u (t0, x) = 0 x ∈ (0, 1) .
Donc u vérifie bien
(xαux)x (T ′, .) ≡ 0
ut
∣∣∣
(t0,T )×ω
≡ 0,
et la démonstration du Lemme 1.3.1 est terminée. 
Grâce au Lemme que nous venons de démontrer, nous exhibons deux termes sources différents qui
conduisent aux mêmes observations des solutions respectives sur (t0, T ). Ceci met en défaut l’unicité
pour le problème inverse dans L2(0, T ;L2(0, 1)). Nous introduisons dans la suite l’ensemble des termes
sources admissibles pour lesquels on peut résoudre le problème inverse.
Etant donnée une constante C0 > 0, on introduit l’ensemble des termes sources (voir [48]) G(C0) :
(1.56) G(C0) :=
{
g ∈ H1(t0, T ;L2(0, 1) : |∂g
∂t
(t, x)| ≤ C0|g(T ′, x)| p.p. sur (t0, T )× (0, 1)
}
.
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Dans ce paragraphe, on se restreint à un espace de termes sources dans lequel la condition (1.56) est
vérifiée. Soient donc r : [0, T ]× [0, 1] −→ R une fonction C1 ([0, T ]× [0, 1]) et d > 0 un réel positif tels
que :
(1.57) ∀x ∈ [0, 1] , r
(
T
′
, x
)
> d.
Lemme 1.3.2 L’espace E := {rf ∣∣f ∈ L2 (0, 1)} est inclus G (C0) avec C0 :=
sup
(t,x)∈QT
∣∣∣∂r∂t (t, x)∣∣∣
d
.
Démonstration du Lemme 1.3.2 : Soient f ∈ L2 (0, 1) et g = rf ∈ E . Tout d’abord, g ∈
H1
(
0, T ;L2 (0, 1)
)
. Alors, pour tout t ∈ [0, T ] et pour presque tout x ∈ (0, 1) ,
∣∣∣∣∂g∂t (t, x)
∣∣∣∣ = ∣∣∣∣∂r∂t (t, x)f (x)
∣∣∣∣ ≤ sup
(t,y)∈QT
∣∣∣∣∂r∂t (t, y)
∣∣∣∣ |f (x)|
≤
sup
(t,y)∈QT
∣∣∣∣∂r∂t (t, y)
∣∣∣∣
d
∣∣r (T ′, x)∣∣ |f (x)|
= C0
∣∣g (T ′, x)∣∣
Le Lemme 1.3.2 est ainsi démontré. 
Dans la suite, on se restreint donc au problème consistant à déterminer le coefficient spatial f dans
le problème suivant :
(1.58)

ut − (xαux)x = r(t, x)f(x) (t, x) ∈ (0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1,
(xαux) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
u (0, x) = u0(x) x ∈ (0, 1) .
Nous énonçons et démontrons ci-après les deux théorèmes d’unicité et stabilité lipschitzienne obtenus
respectivement dans le cadre d’une observation localement distribuée et d’une observation frontière.
1.3.1 Détermination d’un terme source par une observation localement distribuée
Théorème 1.3.1 [Stabilité lipschitzienne cas interne] Soient α ∈ [0, 2), u0 ∈ L2 (0, 1) et ω :=
(a, b) avec 0 < x0 < x1 < 1. Alors, il existe C = C(T, t0, C0, ω, α) > 0 telle que, pour tout f1 ∈ L2(0, 1),
pour tout f2 ∈ L2(0, 1) les solutions faibles associées u1 et u2 de (1.58) produites par le théorème 1.1.1
satisfont :
(1.59) ‖f1 − f2‖2L2(0,1)≤ C
(∥∥((xαu1,x)x − (xαu2,x)x)(T ′, .)∥∥2L2(0,1) + ‖u1,t − u2,t‖2L2(ωt0T )
)
,
où ωt0T := (t0, T )× ω.
Démonstration du Théorème 1.3.1 : Soient u0 ∈ L2 (0, 1) et ω := (a, b) ⊂ (0, 1). Soient f1 et
f2 deux éléments de L2(0, 1). On considère les solutions faibles associées u1 et u2 du problème (1.58)
données par le Théorème 1.1.1. Alors, compte-tenu de la régularité de r, pour tout  > 0, pour i = 1, 2,
ui ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)).
38
Par conséquent, w := u1 − u2 ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)) et est la solution faible de
(1.60)

wt − (xαwx)x = r(t, x)(f1(x)− f2(x)) (t, x) ∈ (0, T )× (0, 1) ,
w (t, 1) = 0 t ∈ (0, T ) ,
et
{
w (t, 0) = 0 pour 0 ≤ α < 1,
(xαwx) (t, 0) = 0 pour 1 ≤ α < 2, t ∈ (0, T ) ,
w (0, x) = 0 x ∈ (0, 1) .
Comme w(0) ≡ 0, on peut prolonger w en une solution au sens classique et on a
w ∈ C([0, T ];D(A)) ∩ C1([0, T ];L2(0, 1)).
On définit z := wt. D’après le théorème 1.1.2, z est la solution du problème variationnel suivant
(1.61)

z ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) , ddt
(
z(t), w
)
L2(0,1)
+ a(z(t), w) =
(
∂r
∂t (t, .)(f1 − f2), w
)
L2(0,1)
,
z(0) = r(0)(f1 − f2).
Compte-tenu du fait que ∂r∂t (f1 − f2) ∈ L2(0, T ;L2(0, 1)), l’analycité du semi-groupe implique, via le
Théorème 1.1.1, que, pour tout  > 0,
z ∈ L2 (, T ;D (A)) ∩H1
(
, T ;L2 (0, 1)
)
.
En particulier, z ∈ L2 (t0, T ;D (A))∩H1
(
t0, T ;L2 (0, 1)
)
et est donc solution du problème (1.26) avec
h = ∂r∂t (f1−f2). On applique alors l’inégalité de Carleman (1.27) de la Proposition 1.2.1, et on obtient :
(1.62) I0 (z) :=
∫∫
Q
t0
T
(
R3θ3x2−α (1− x)2 z2 +Rθ 32 |β| pz2 +Rθxαz2x +
1
Rθ
z2t
)
e−2Rσ
≤ C1
(∫∫
Q
t0
T
(∂r
∂t
(f1 − f2))2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ
)
.
Pour simplifier les écritures, posons I1 :=
∫∫
Q
t0
T
(∂r
∂t
(f1 − f2))2e−2Rσ +
∫∫
ω
t0
T
R3θ3z2e−2Rσ. La démons-
tration se fait alors en trois étapes.
Etape (1) : Il existe une constante C = C (T, t0, C0, ω) > 0 telle que
I1 ≤ C
[ 1√
R
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx+ ‖u1,t − u2,t‖2L2(ωt0T )
]
.
Etape (2) : Il existe une constante C = C (T, t0, C0, ω, α) > 0 telle que∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x)dx ≤ CI0.
Etape (3) : Conclusion.
Démonstration de l’Etape (1) : On commence par énoncer le lemme suivant.
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Lemme 1.3.3 Il existe une constante C = C(T, t0, ω) > 0 telle que∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt ≤ C ‖u1,t − u2,t‖2L2(ωt0T ) .
Démonstration du Lemme 1.3.3 : Comme p est une fonction continue strictement positive sur
[0, 1], il existe pmin > 0 tel que p ≥ pmin. On a alors, pour tout (t, x) ∈ (t0, T )× (0, 1),
R3θ3 (t) e−2Rσ(t,x) ≤ R3θ3(t)e−2Rθ(t)pmin
≤ L := max
x≥0
{
x3e−2pminx
}
.
Par conséquent, ∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt ≤ L
∫∫
ω
t0
T
z2dxdt = L ‖wt‖2L2(ωt0T ) .
Or, pour i = 1, 2, ui ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)), donc sur ωt0T , wt = u1,t − u2,t et la
démonstration du Lemme 1.3.3 est terminée. 
Comme g := r(f1 − f2) ∈ G(C0), nous avons, pour presque tout (t, x) ∈ Qt0T , |gt(t, x)| ≤ C0 |g(T ′, x)|.
Par conséquent, en tenant également compte du Lemme 1.3.3, on obtient
I1 ≤ C20
∫∫
Q
t0
T
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(t,x)dxdt+ C ‖u1,t − u2,t‖2L2(ωt0T ) .
Il nous reste à prouver le lemme suivant :
Lemme 1.3.4 Il existe C(T, t0) > 0 telle que∫∫
Q
t0
T
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(t,x)dxdt ≤ C(t0, T ) 1√
R
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx.
Démonstration du Lemme 1.3.4 : Soit l(t) := (t− t0) (T − t), ∀t ∈ [t0, T ]. On a alors
(1.63) ∂σ
∂t
(t, x) = −p(x)4l
′(t)
l(t)5 ,
et, comme l′
(
t0 + T
2
)
= l′ (T ′) = 0,
∂σ
∂t
(
T ′, x
)
= 0.
De plus, comme l′′ (t) = −2 pour tout t ∈ (t0, T ),
∂2σ
∂t2
(t, x) = p(x)20l
′(t)2 − 4l′′(t)l(t)
l(t)6 = p(x)
20l′(t)2 + 8l(t)
l(t)6 .
Or, pour tout x ∈ [0, 1], p(x) ≥ pmin.
D’où, comme θ (t) ≥ θ (T ′) pour tout t ∈ (t0, T ),
∂2σ
∂t2
(t, x) ≥ pmin 8l(t)
l(t)6 ≥ 8pminθ
5
4 (t) ≥ 8pminθ 54
(
T ′
)
:= µ0(t0, T ).
De plus, pour tout x ∈ [0, 1], pour tout t ∈ (t0, T ), il existe κ (t, x) compris strictement entre t et T ′
tel que :
σ (t, x) = σ
(
T ′, x
)
+ ∂σ
∂t
(
T ′, x
)
(t− T ′) + 12
∂2σ
∂t2
(κ (t, x) , x) (t− T ′)2.
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Donc
σ (t, x) = σ
(
T ′, x
)
+ 12
∂2σ
∂t2
(κ (t, x) , x) (t− T ′)2.
Alors
−σ (t, x) ≤ −σ (T ′, x)− µ02 (t− T ′)2.
Par conséquent, pour tout x ∈ [0, 1],
∫ T
t0
e−2Rσ(t,x)dt ≤ e−2Rσ(T ′,x)
∫ T
t0
e−µ0R(t−T
′)2dt
≤ e−2Rσ(T ′,x)
∫ +∞
−∞
e−µ0R(t−T
′)2dt
= e−2Rσ(T ′,x) 1√
µ0R
∫ +∞
−∞
e−u
2
du
= C (t0, T )
1√
R
e−2Rσ(T
′,x)
(1.64)
où
C (t0, T ) :=
1√
µ0
∫ +∞
−∞
e−u
2
du =
√
pi
µ0
En multipliant l’inégalité ci-dessus par r2(T ′, x)(f1 − f2)2(x) et en intégrant sur (0, 1), on termine la
démonstration du Lemme 1.3.4. 
Démonstration de l’Etape (2) : Comme, pour presque tout x ∈ (0, 1),
lim
t→t0
z2(t, x)e−2Rσ(t,x) = 0,
on a ∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x)dx =
∫ T ′
t0
∂
∂t
(∫ 1
0
z2(t, x)e−2Rσ(t,x)dxdt
)
=
∫ T ′
t0
∫ 1
0
[
2zzt − 2Rσtz2
]
e−2Rσ(t,x)dxdt︸ ︷︷ ︸
J
.
(1.65)
Nous commençons par majorer le premier terme de J .∫ T ′
t0
∫ 1
0
2zzte−2Rσ(t,x)dxdt =
∫ T ′
t0
∫ 1
0
2
√
Rθze−Rσ(t,x)
1√
Rθ
zte
−Rσ(t,x)dxdt
≤
∫ T ′
t0
∫ 1
0
[
Rθz2e−2Rσ(t,x) + z
2
t
Rθ
e−2Rσ(t,x)
]
dxdt
≤
∫ T
t0
∫ 1
0
[
Rθz2e−2Rσ(t,x) + z
2
t
Rθ
e−2Rσ(t,x)
]
dxdt,
(1.66)
vu que T ′ ≤ T . Avant d’appliquer le Lemme 1.2.2, nous montrons le lemme suivant.
Lemme 1.3.5 Soit α? ∈ (max (1, α) , 2). Alors, pour presque tout t ∈ (t0, T ), x 7−→ z(t, x)e−Rσ(t,x)
est dans H1α?,0 (0, 1).
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Démonstration du Lemme 1.3.5 : Tout d’abord, pour presque tout t ∈ (t0, T ),
lim
x→1−
z(t, x)e−Rσ(t,x) = 0
vu que, pour presque tout t ∈ (t0, T ), z (t, .) ∈ D (A). Montrons alors que
∫ 1
0
xα
?
((
ze−Rσ
)
x
)2
dx <
+∞. On a (
ze−Rσ
)
x
= zxe−Rσ −Rσxze−Rσ.
Ainsi, ((
ze−Rσ
)
x
)2 ≤ 2z2xe−2Rσ + 2R2σ2xz2e−2Rσ
≤ 2z2x + 2R2σ2xz2.
De plus,
∫ 1
0
xαz2xdx < +∞, pour presque tout t ∈ (t0, T ). Alors
∫ 1
0
xα
?
z2xdx ≤
∫ 1
0
xαz2xdx < +∞, car
α ≤ α?. Or σx = θpx = −θφ
−
xα
eS(φ
+)2 , donc
∫ 1
0
xα
?
R2σ2xz
2dx ≤ C(T, t0, ω) (θR)2
∫ 1
0
xα
?
x2−2α(1− x)2z2dx
≤ C(T, t0, ω) (θR)2
∫ 1
0
z2dx,
(1.67)
car 2− α+ α? − α ≥ 0. Comme, pour tout t ∈ (t0, T ), z (t, .) ∈ L2 (0, 1), le lemme est démontré. 
Soit α? ∈ (max (1, α) , 2). Grâce au lemme 1.3.5, nous pouvons appliquer le Lemme 1.2.2 à f =
z (t, .) e−Rσ(t,.) et α?. Pour presque tout t ∈ (t0, T ), on a donc∫ 1
0
xα
?
x2 (1− x)2 z
2e−2Rσdx ≤ C (α?)
∫ 1
0
xα
?
((
ze−Rσ
)
x
)2
dx.
Alors, ∫ 1
0
xα
?
x2 (1− x)2 z
2e−2Rσdx ≤ C (α?)
∫ 1
0
xα
?
[
z2xe
−2Rσ +R2θ2p2xz2e−2Rσ
]
dx.
Comme xα
?
x2(1−x)2 ≥ 1, on obtient∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤
∫ T
t0
Rθ
∫ 1
0
xα
?
x2 (1− x)2 z
2e−2Rσ.
Par conséquent,∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤ C (α?)
(∫ T
t0
∫ 1
0
Rθxα
?
z2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3p2xx
α?z2e−2Rσ
)
.
Or xα? ≤ xα, donc
(1.68)
∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤ C
(∫ T
t0
∫ 1
0
Rθxαz2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3p2xx
αz2e−2Rσ
)
.
En outre, en utilisant (1.23),
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(1.69)
∫ T
t0
∫ 1
0
R3θ3p2xx
αz2e−2Rσ ≤ C
∫ T
t0
∫ 1
0
R3θ3x2−α(1− x)2z2e−2Rσ.
Ainsi, en tenant compte de (1.66), (1.68) et (1.69), on a
(1.70)∫ T ′
t0
∫ 1
0
2zzte−2Rσ ≤ C2
(∫ T
t0
∫ 1
0
Rθxαz2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3x2−αz2e−2Rσ +
∫ T
t0
∫ 1
0
z2t
Rθ
e−2Rσ
)
,
ce qui achève la majoration du premier terme de J .
Il nous reste, pour terminer l’Etape (2), à majorer le second terme de J . On rappelle que θt =
−4βθ 54 . Par conséquent, nous obtenons,∫ T ′
t0
∫ 1
0
−2Rσtz2e−2Rσ =
∫ T ′
t0
∫ 1
0
8Rθ
5
4βpz2e−2Rσ
≤
∫ T ′
t0
∫ 1
0
8Rθ
5
4 |β| pz2e−2Rσ
≤ C (t0, T )
∫ T
t0
∫ 1
0
Rθ
3
2 |β| pz2e−2Rσ,
puisque θ 54 ≤ C (t0, T ) θ 32 . Ceci achève la démonstration de l’Etape (2).
Démonstration de l’Etape (3) : En revenant à (1.62), les Etapes (1) et (2) impliquent qu’il existe
une constante C = C(T, t0, α) > 0 telle que :
∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x)dx ≤ C
( 1√
R
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx+ ‖u1,t − u2,t‖2L2(ωt0T )
)
.
Comme z(T ′, x) = wt(T ′, x) = (xαwx)x (T ′, x) + r(T ′, x)(f1 − f2)(x), nous avons donc :∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx
≤ 2
∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x)dx+ 2
∫ 1
0
(xαwx)2x (T
′, x)e−2Rσ(T ′,x)dx.
Aussi,
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx
≤ C
[ 1√
R
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx+ ‖u1,t − u2,t‖2L2(ωt0T )
+
∥∥(xαwx)x (T ′, .)∥∥2L2(0,1)] ,
pour une certaine constante C = C (T, t0, α) > 0. En choisissant R = R (T, t0, α) suffisamment grand
de telle sorte que C√
R
= 12 , on a :∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x)dx ≤ C
(
‖u1,t − u2,t‖2L2(ωt0T ) +
∥∥(xαwx)x (T ′, .)∥∥2L2(0,1)) .
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Comme R est maintenant fixé, les constantes apparaissant ensuite dans les majorations peuvent dé-
pendre de R. En fait, elles dépendent toujours des mêmes paramètres T , t0, ω et α vu que R est fixé
par une constante dépendant de ceux-ci.
On choisit δ = δ (T, t0, α) > 0 vérifiant ∀x ∈ [0, 1] , e−2Rσ(T ′,x) ≥ δ. De plus, on rappelle que r vérifie
(1.57)
Alors ∫ 1
0
(f1 − f2)2(x)dx ≤ C
(
‖u1,t − u2,t‖2L2(ωt0T ) +
∥∥(xαwx)x (T ′, .)∥∥2L2(0,1)) .
pour une certaine constante C = C (T, t0, α, ω, d) > 0. Or, pour i = 1, 2, ui ∈ C([, T ] ;D(A)) ∩
C1([, T ] ;L2(0, 1)), donc sur ωt0T , (xαwx)x = (xαu1,x)x − (xαu2,x)x et la démonstration du Théorème
1.3.1 est terminée. 
Nous passons ensuite à un résultat de stabilité lipschitzienne analogue au Théorème 1.3.1 dans
le cas d’une observation au point frontière non dégénéré. La démonstration complète du théorème
suivant est dans [21] mais nous la rappelons dans le sous-paragraphe suivant.
1.3.2 Détermination d’un terme source via une observation frontière
Théorème 1.3.2 [Stabilité lipschitzienne cas frontière] Soient α ∈ [0, 2) et u0 ∈ L2 (0, 1). Il
existe C = C(T, t0, C0, α) > 0 telle que pour tout f1 ∈ L2(0, 1), pour tout f2 ∈ L2(0, 1) les solutions
faibles associées u1 et u2 de (1.1) produites par le théorème 1.1.1 satisfont :
(1.71) ‖f1 − f2‖2L2(0,1) ≤ C
(∥∥((xαu1,x)x − (xαu2,x)x)(T ′, .)∥∥2L2(0,1) + ‖(u1,t,x − u2,t,x) (., 1)‖2L2(t0,T )) .
Démonstration du Théorème 1.3.2 : Soit u0 ∈ L2 (0, 1). Soient f1 et f2 deux éléments de L2(0, 1).
On considère les solutions faibles associées u1 et u2 du problème (1.58) données par le Théorème 1.1.1.
Alors, pour tout  > 0, pour i = 1, 2,
ui ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)).
Par conséquent, w := u1 − u2 ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)) et est la solution faible de
(1.72)

wt − (xαwx)x = r(t, x)(f1(x)− f2(x)) (t, x) ∈ (0, T )× (0, 1) ,
w (t, 1) = 0 t ∈ (0, T ) ,
et
{
w (t, 0) = 0 pour 0 ≤ α < 1,
(xαwx) (t, 0) = 0 pour 1 ≤ α < 2, t ∈ (0, T ) ,
w (0, x) = 0 x ∈ (0, 1) .
Comme w(0) ≡ 0, w se prolonge en une solution au sens classique et on a
w ∈ C([0, T ];D(A)) ∩ C1([0, T ];L2(0, 1)).
On définit z := wt. D’après le théorème 1.1.2, z est la solution du problème variationnel suivant
(1.73)

z ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) , ddt
(
z(t), w
)
L2(0,1)
+ a(z(t), w) =
(
∂r
∂t (t, .)(f1 − f2), w
)
L2(0,1)
,
z(0) = r(0)(f1 − f2).
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Compte-tenu du fait que ∂r∂t (f1 − f2) ∈ L2(0, T ;L2(0, 1)), l’analycité du semi-groupe implique, via le
Théorème 1.1.1, que, pour tout  > 0,
z ∈ L2 (, T ;D (A)) ∩H1
(
, T ;L2 (0, 1)
)
.
En particulier, z ∈ L2 (t0, T ;D (A))∩H1
(
t0, T ;L2 (0, 1)
)
et est donc solution du problème (1.26) avec
h = ∂r∂t (f1−f2). On applique alors l’inégalité de Carleman (1.42) de la Proposition 1.2.2, et on obtient :
(1.74) I0(z) :=
∫∫
Q
t0
T
(
R3θ3x2−αz2 +Rθ
3
2 |β| pz2 +Rθxαz2x +
1
Rθ
z2t
)
e−2Rσdxdt
≤ C1
(∫∫
Q
t0
T
(∂r
∂t
(f1 − f2))2e−2Rσdxdt+
∫ T
t0
Rθz2x (1, t) e−2Rσ(1,t)dt
)
Pour simplifier les écritures, posons
I1 :=
∫∫
Q
t0
T
(∂r
∂t
(f1 − f2))2e−2Rσdxdt+
∫ T
t0
Rθz2x (1, t) e−2Rσ(1,t)dt.
La démonstration se fait alors en trois étapes.
Etape (1) : Il existe une constante C = C(T, t0) > 0 telle que
I1 ≤ C
[ 1√
R
∫ 1
0
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(T ′,x) + ‖wt,x (., 1)‖2L2(t0,T )
]
.
Etape (2) : Il existe une constante C = C(T, t0, α) > 0 telle que∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x) ≤ CI0.
Etape (3) : Conclusion.
Démonstration de l’Etape (1) : Nous commençons par démontrer le lemme suivant :
Lemme 1.3.6 Il existe une constante C = C(T, t0) > 0 telle que :∫ T
t0
Rθ (t) z2x (t, 1) e−2Rσ(t,1)dt ≤ C ‖wt,x (., 1)‖2L2(t0,T ) .
Démonstration du Lemme 1.3.6 : Nous avons, pour tout t ∈ (t0, T ),
σ (t, 1) = p (1) θ (t) = 1
(2− α)2 θ (t) ≥
1
4θ (t) .
Par conséquent, pour tout t ∈ (t0, T ),
Rθ (t) e−2Rσ(t,1) ≤ Rθ(t)e− 12Rθ(t) ≤ L := max
x≥0
{
xe−
x
2
}
.
De plus z = wt, donc la démonstration du Lemme 1.3.6 est achevée. 
Revenons à la démonstration de l’Etape (1). Le lemme précédent implique
I1 ≤
∫∫
Q
t0
T
(∂r
∂t
(f1 − f2))2(t, x)e−2Rσ(t,x)dxdt+ C ‖wt,x (., 1)‖2L2(t0,T )
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pour une certaine constante C = C (t0, T ). Comme r(f1 − f2) ∈ G (C0) d’après le Lemme 1.3.2, on en
déduit que pour presque tout (t, x) ∈ Qt0T ,
∣∣∣∂r∂t (t, x)(f1 − f2)(x)∣∣∣ ≤ C0 |r(T ′, x)(f1 − f2)(x)|. Ainsi,
I1 ≤ C20
∫∫
Q
t0
T
r2(T ′, x)(f1 − f2)2(x)e−2Rσ(t,x)dxdt+ C ‖wt,x (., 1)‖2L2(t0,T ) .
Pour terminer la démonstration de l’Etape (1), il suffit d’utiliser le Lemme 1.3.4, encore valable dans
le cas d’une observation frontière.
Démonstration de l’Etape (2) :
De la même façon que dans la démonstration du Théorème 1.3.1, on a
(1.75)
∫ 1
0
z2(T ′, x)e−2Rσ(T ′,x)dx =
∫ T ′
t0
∫ 1
0
[
2zzt − 2Rσtz2
]
e−2Rσ(t,x)dxdt︸ ︷︷ ︸
J
.
Le premier terme de J vérifie la majoration suivante (obtenue comme dans la démonstration de l’Etape
(2) du Théorème 1.3.1) :
(1.76)
∫ T ′
t0
∫ 1
0
2zzte−2Rσ(t,x)dxdt ≤
∫ T
t0
∫ 1
0
[
Rθz2e−2Rσ(t,x) + z
2
t
Rθ
e−2Rσ(t,x)
]
dxdt
Dans la suite, pour majorer J , nous allons utiliser le Lemme 1.2.3 à la place du Lemme 1.2.2. Aupa-
ravant, comme la définition de la fonctions poids en espace p a changé, on doit démontrer l’équivalent
du Lemme 1.3.5 dans notre cas
Lemme 1.3.7 Soit α? ∈ (max (1, α) , 2). Alors, pour presque tout t ∈ (t0, T ),
x 7−→ z(t, x)e−Rσ(t,x)
appartient à H1α?,0 (0, 1).
Démonstration du Lemme 1.3.7 : Tout d’abord, pour presque tout t ∈ (t0, T ),
lim
x→1−
z(t, x)e−Rσ(t,x) = 0
vu que, pour presque tout t ∈ (t0, T ), z (t, .) ∈ D (A). Il nous faut démontrer que∫ 1
0
xα
?
((
ze−Rσ
)
x
)2
dx < +∞.
On remarque que (
ze−Rσ
)
x
= zxe−Rσ −Rσxe−Rσ.
Alors, ((
ze−Rσ
)
x
)2 ≤ 2z2xe−2Rσ + 2R2σ2xz2e−2Rσ
≤ 2z2x + 2R2σ2xz2.
Or
∫ 1
0
xαz2xdx < +∞, pour presque tout t ∈ (t0, T ). Donc
∫ 1
0
xα
?
z2xdx ≤
∫ 1
0
xαz2xdx < +∞ car
α ≤ α?. De plus, par définition, σx = θpx = θ −x
1−α
(2− α) , et donc
46
∫ 1
0
xα
?
R2σ2xz
2dx = (θR)
2
(2− α)2
∫ 1
0
xα
?
x2−2αz2dx
≤ (θR)
2
(2− α)2
∫ 1
0
z2dx
(1.77)
car 2−α+α?−α ≥ 0. Comme, pour tout t ∈ (t0, T ), z (t, .) ∈ L2 (0, 1), on en déduit le Lemme 1.3.7.

Maintenant, grâce au Lemme 1.3.7, nous pouvons appliquer le Lemme 1.2.3 à f = z (t, .) e−Rσ(t,.) et
α? fixé dans (max (1, α) , 2). Pour presque tout t ∈ (t0, T ), on a∫ 1
0
xα
?−2z2e−2Rσdx ≤ 4
(1− α?)2
∫ 1
0
xα
?
((
ze−Rσ
)
x
)2
dx.
Par conséquent,∫ 1
0
xα
?−2z2e−2Rσdx ≤ 8
(1− α?)2
∫ 1
0
xα
?
[
z2xe
−2Rσ +R2θ2p2xz2e−2Rσ
]
dx.
Comme xα?−2 ≥ 1, on obtient également∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤
∫ T
t0
Rθ
∫ 1
0
xα
?−2z2e−2Rσ.
Donc,
∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤ 8
(1− α?)2
(∫ T
t0
∫ 1
0
Rθxα
?
z2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3p2xx
α?z2e−2Rσ
)
,
d’où, comme xα? ≤ xα,
(1.78)
∫ T
t0
∫ 1
0
Rθz2e−2Rσ ≤ 8
(1− α?)2
(∫ T
t0
∫ 1
0
Rθxαz2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3p2xx
αz2e−2Rσ
)
.
Or,
(1.79)
∫ T
t0
∫ 1
0
R3θ3p2xx
αz2e−2Rσ = 1
(2− α)2
∫ T
t0
∫ 1
0
R3θ3x2−αz2e−2Rσ.
Ainsi, en utilisant (1.76), (1.78), (1.79),
(1.80)∫ T ′
t0
∫ 1
0
2zzte−2Rσ ≤ C2
(∫ T
t0
∫ 1
0
Rθxαz2xe
−2Rσ +
∫ T
t0
∫ 1
0
R3θ3x2−αz2e−2Rσ +
∫ T
t0
∫ 1
0
z2t
Rθ
e−2Rσ
)
,
Nous devons maintenant majorer le second terme de J . Cela se fait, comme dans l’Etape (2) de la
démonstration du Théorème 1.3.1, via le terme additionnel impliquant le poids β dans l’inégalité de
Carleman. En effet, comme θt = −4βθ 54 , on obtient
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∫ T ′
t0
∫ 1
0
−2Rσtz2e−2Rσ =
∫ T ′
t0
∫ 1
0
8Rθ
5
4βpz2e−2Rσ
≤
∫ T ′
t0
∫ 1
0
8Rθ
5
4 |β| pz2e−2Rσ
≤ C (t0, T )
∫ T
t0
∫ 1
0
Rθ
3
2 |β| pz2e−2Rσ,
comme θ 54 ≤ C (t0, T ) θ 32 . Ceci termine la démonstration de l’Etape (2).
Démonstration de l’Etape (3) :
On raisonne comme à l’Etape (3) du Théorème 1.3.1. En utilisant le fait que, pour i = 1, 2,
ui ∈ C([, T ] ;D(A)) ∩ C1([, T ] ;L2(0, 1)),
on parvient à l’inégalité suivante :∫ 1
0
(f1 − f2)2(x)dx ≤ C ‖wt,x (., 1)‖2L2(t0,T ) + C
∥∥((xαu1,x)x − (xαu2,x)x)(T ′, .)∥∥2L2(0,1) ,
On est toutefois confronté à un problème pour parvenir à l’inégalité de stabilité du Théorème 1.3.2.
En effet, la régularité connue sur ui, pour i = 1, 2, ne nous permet pas d’écrire que
wt,x (., 1) = u1,t,x (., 1)− u2,t,x (., 1) .
En effet, on sait juste que, pour i = 1, 2,
ui,t ∈ C([, T ];L2(0, 1)),
alors qu’on a besoin d’une information de la forme ui,t ∈ L2(, T ;D(A)). Soit 0 < t1 < t0. D’après le
Théorème 1.1.3, on sait que ui,t est solution du problème
(1.81)

ui,t ∈W (t1, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) , ddt
(
ui,t(t), w
)
L2(0,1)
+ a(ui,t(t), w) =
(
∂r
∂t fi, w
)
L2(0,1)
,
z(t1) = −Au(t1) + g(t1)
Or ∂r∂t fi ∈ L2(0, T ;L2(0, 1)) donc l’analycité du semigroupe implique via le Théorème 1.1.1 que
ui,t ∈ L2(t0, T ;D(A)).
Ceci termine la démonstration du Théorème 1.3.2. 
La détermination d’un terme source dans une EDP permet de résoudre des problèmes inverses
de type détermination de coefficients dans l’équation (cf [48, 73, 74]). Nous présentons dans le sous-
paragraphe suivant un résultat de stabilité lipschitzienne dans la détermination d’une constante dans
le terme diffusif d’une équation du type (1.1).
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1.4 Application à la détermination d’une constante dans le terme
diffusif
Soient 0 < K0 < K1 et K ∈ I := [K0,K1]. On considère le problème aux limites suivant :
(1.82)

ut − (Kxαux)x = h (t, x) ∈ (0, T )× (0, 1) ,
u (t, 1) = 0 t ∈ (0, T ) ,
et
{
u (t, 0) = 0 si 0 ≤ α < 1
(xαux) (t, 0) = 0 si 1 ≤ α < 2 t ∈ (0, T ) ,
u (0, x) = u0(x) x ∈ (0, 1) .
La problèmatique de ce paragraphe peut être formulée de la façon suivante. Est-il possible de détermi-
ner la constanteK à partir de l’observation (xαux)x (T ′, .) et de l’observation frontière ut,x (., 1)
∣∣∣(t0,T ) ?
Nous avons besoin dans ce paragraphe de résultats de type principe du maximum et de régularité de
la solution de (1.82) plus fins que ceux utilisés dans le paragraphe précédent. C’est pourquoi nous
introduisons les ensembles de termes sources et conditions initiales suivants.
Soient 0 < η0 < η1 deux réels positifs. On définit un ensemble de termes sources H par
(1.83) H :=
{
h ∈ H2(0, T ;L2(0, 1)) : (xαhx(0, .))x ∈ L∞(0, 1),
ht ∈ L∞((0, T )× (0, 1)), η0 ≤ h ≤ η1, ht ≤ 0, htt ≤ 0
}
.
De plus, on définit un ensemble de conditions initiales U par :
(1.84) U :=
{
u0 ∈ L2(0, 1) : (xαu0,x)x ≤ −η1
K0
et (xα(xαu0,x)x)x ∈ L∞ (0, 1)
}
.
Le but de ce paragraphe est de démontrer le problème suivant :
Théorème 1.4.1 Soient α ∈ [0, 2), u0 ∈ U et h ∈ H. Il existe
C = C(T, t0, α,K0,K1, η0, η1, ‖ht‖L∞((0,T )×(0,1)) , ‖(xαhx (0, .))x‖L∞(0,1)) > 0
telle que, pour tout λ ∈ I, pour tout µ ∈ I, les solutions correspondantes uλ et uµ du problème (1.82)
satisfont
|λ− µ|2 ≤ C
(∥∥(xαuλ,x)x(T ′, .)− (xαuµ,x)x(T ′, .)∥∥2L2(0,1) + ‖uλ,t,x(., 1)− uµ,t,x(., 1)‖2L2(t0,T )) .
Les hypothèses u0 ∈ U et h ∈ H sont très restrictives. Cela est dû au fait que la méthode de
résolution du problème inverse par les inégalités de Carleman impose des conditions de positivité sur
le terme spatial (xαux)x. Dans [8], où les auteurs cherchent à déterminer un coefficient de diffusion
constant par morceaux dans une équation parabolique non dégénérée, des considérations analogues
sont prises en compte dans l’Hypothèse 3.1. De même, dans [73, Hypothèse 6. 21], une condition de
positivité assez forte est demandée, en plus de la régularité forte des solutions. Un premier moyen
d’obtenir ce type de résultats de positivité est de placer une condition au bord bien particulière (voir
[8, Section 4]). Dans ce cas, aucune régularité spécifique n’est demandée sur la donnée initiale.
Nous proposons ici une autre approche pour garantir une telle hypothèse, en prenant des conditions
sur la donnée initiale et le terme source liées entre elles, mais en ne prenant aucune condition au
bord. Une telle démarche est motivée par le fait que l’équation (1.82) est dégénérée en 0. Dans le
cas fortement dégénéré 1 ≤ α < 2, il n’y a aucun sens à forcer la valeur de la solution au point
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frontière 0 dans la mesure où la trace n’est pas définie. De plus, du point de vue de la modélisation,
le modèle de Sellers monodimensionnel est fortement dégénéré aux deux points frontières −1 et 1.
Nous avons souhaité adopter un raisonnement qui ne limite pas immédiatement un développement de
la méthode aux modèles climatologiques. Mais les hypothèses que nous prenons restent restrictives et
l’affaiblissement de telles conditions est un problème ouvert.
1.4.1 Caractère bien posé de (1.82), principe du maximum faible
La question du caractère bien posé a été largement étudiée dans le paragraphe 1 dans le cas K ≡ 1.
Ici, comme K est une constante positive, seule la définition de l’opérateur change (mais les espaces
fonctionnels ne changent pas). On définit de la même façon aK ∈ L(H1α,0 (0, 1) , H1α,0 (0, 1)) par :
(1.85) aK :

H1α,0 ×H1α,0 −→ R,
(v, w) 7−→
∫ 1
0
√
Kxα/2vx
√
Kxα/2wxdx.
On notera dans la suite l’opérateur non borné AK : D(A) ⊂ L2 (0, 1) −→ L2 (0, 1), dans les cas
0 ≤ α < 1 et 1 ≤ α < 2, défini par
∀u ∈ D(A), AKu := (Kxαux)x .
Le Lemme 1.1.3, le Théorème 1.1.1 et le Théorème 1.1.2 restent vrais dans notre cas. On énonce alors
le Corollaire suivant :
Corollaire 1.4.1 Soient K ∈ I, u0 ∈ D
(
A2
)
, et h ∈ H2 (0, T ;L2 (0, 1)) tel que h(0, .) ∈ D(A). On
note u la solution classique de (1.82) donnée par le Théorème 1.1.1. On définit Z := zt où z est la
solution du problème
(1.86)

z ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) , ddt
(
z(t), w
)
L2(0,1)
+ aK(z(t), w) =
(
h′(t), w
)
L2(0,1)
,
z(0) = AKu0 + h(0),
donnée par le Théorème 1.1.2. Alors Z est la solution du problème
(1.87)

Z ∈W (0, T ;H1α,0 (0, 1) , (H1α,0 (0, 1))′),
∀w ∈ H1α,0 (0, 1) , ddt
(
Z(t), w
)
L2(0,1)
+ aK(Z(t), w) =
(
h′′(t), w
)
L2(0,1)
,
Z(0) = zt(0) = AK(AKu0 + h(0, .)) + ht(0, .),
et on a, pour tout  > 0, Z ∈ L2 (, T ;D (A)) ∩H1 (, T ;L2 (0, 1)).
Démonstration du Corollaire 1.4.1 : Compte-tenu des hypothèses sur u0 et h, on a en particulier
u0 ∈ D(A) et h ∈ H1
(
0, T ;L2 (0, 1)
)
. Donc z est bien défini comme étant la solution du problème
(1.86) par le Théorème 1.1.2. Mais AKu0 ∈ D(A), h(0, .) ∈ D(A) et ht ∈ H1
(
0, T ;L2 (0, 1)
)
par
hypothèse. Donc, d’après le Théorème 1.1.1, z est en fait solution classique du problème
(1.88)

zt − (Kxαzx)x = ht (t, x) ∈ (0, T )× (0, 1) ,
z (t, 1) = 0 t ∈ (0, T ) ,
et
{
z (t, 0) = 0 pour 0 ≤ α < 1
(xαzx) (t, 0) = 0 pour 1 ≤ α < 2 t ∈ (0, T ) ,
z (0, x) = −AKu0(x) + h(0, x) x ∈ (0, 1) .
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Par conséquent, on peut appliquer de nouveau le Théorème 1.1.2, et on obtient que Z est solution de
(1.87). Mais, en utilisant le Théorème 1.1.1 de nouveau, nous avons bien que pour tout  > 0,
Z ∈ L2 (, T ;D (A)) ∩H1
(
, T ;L2 (0, 1)
)
.

On passe maintenant à l’énoncé d’un principe du maximum faible pour les solutions du problème
(1.82). Auparavant, nous démontrons le Lemme suivant.
Lemme 1.4.1 Soit u ∈ H1α,0 (0, 1). Alors, pour tout M ≥ 0, (u−M)+ := sup (u−M, 0) ∈ H1α,0 (0, 1)
et (u+M)− := sup (−(u+M), 0) ∈ H1α,0 (0, 1).
Démonstration du Lemme 1.4.1 : Soit u ∈ H1α,0 (0, 1). Alors, pour tout  > 0, u ∈ H1 (, 1). Donc
(u−M)+ ∈ H1 (, 1) (voir [35], Proposition 6 p. 934) et, pour presque tout x ∈ (, 1)
(
(u−M)+
)
x
(x) =
{
ux (x) si (u−M) (x) > 0
0 si (u−M) (x) ≤ 0 .
En conséquence,
∫ 1

xα
(
(u−M)+
)2
x
=
∫
A
xαu2x, où A :=
{
x ∈ (, 1) : (u−M) (x) > 0
}
.
Comme
∫
A
xαu2x est majorée par
∫ 1
0
xαu2x qui ne dépend pas de , on a, en faisant tendre  vers 0,
∫ 1
0
xα
(
(u−M)+
)2
x
≤
∫ 1
0
xαu2x < +∞.
D’où, (u−M)+ ∈ H1α (0, 1). En outre, (u−M) (1) = −M , donc (u−M)+ (1) = 0. Le même raison-
nement est vrai au point frontière 0 dans le cas α ∈ [0, 1). 
Théorème 1.4.2 Soient u0 ∈ U et h ∈ H. Alors, il existe un réel M > 0, tel que la solution u de
(1.82) satisfait, pour presque tout (t, x) ∈ (0, T )× (0, 1)
(1.89) | (xα (ut)x)x (t, x)| ≤M,
(1.90) (xαux)x (t, x) ≤ −η0.
Démonstration du Théorème 1.4.2 : Soient u0 ∈ U et h ∈ H. Par définition de U etH, u0 ∈ D(A2),
h ∈ H2 (0, T ;L2 (0, 1)) et h(0, .) ∈ D(A). D’après le Corollaire 1.4.1, z := ut est la solution classique
de (1.88) et Z = zt est la solution de (1.87). Montrons tout d’abord que Z ∈ L∞ ((0, T )× (0, 1)). On
note
M1 := K21
∥∥∥(xα (xα (u0)x)x)x∥∥∥L∞(0,1) +K1 ∥∥(xα (h (0, .))x)x∥∥L∞(0,1) + ‖ht(0, .)‖L∞(0,1) .
Comme (Z −M1)+ ∈ H1α,0 (0, 1) d’après le Lemme 1.4.1, on a
d
dt
(
Z(t), (Z(t)−M1)+
)
L2(0,1)
+ aK(Z(t), (Z(t)−M1)+) =
(
h′′(t), (Z(t)−M1)+
)
L2(0,1)
.
Or, comme h ∈ H, h′′ ≤ 0 presque partout. Donc
d
dt
(
Z(t), (Z(t)−M1)+
)
L2(0,1)
+ aK(Z(t), (Z(t)−M1)+) ≤ 0.
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Or,
aK(Z(t), (Z(t)−M1)+) =
∫
A(t)
KxαZ(t)2xdx ≥ 0,
où A(t) := {x ∈ (0, 1) : (Z(t)−M1) (x) > 0}. Donc
d
dt
(
Z(t), (Z(t)−M1)+
)
L2(0,1)
≤ 0
Or,
d
dt
(
Z(t), .
)
L2(0,1)
=
(
Zt(t), .
)
L2(0,1)
,
en tant que formes linéaires continues sur L2(0, 1). Donc,
d
dt
(
Z(t), (Z(t)−M1)+
)
L2(0,1)
=
(
Zt(t), (Z(t)−M1)+
)
L2(0,1)
=
(
(Z −M1)+t (t), (Z(t)−M1)+
)
L2(0,1)
= 12
d
dt
‖(Z(t)−M1)+‖2L2(0,1).
Donc
d
dt
‖(Z(t)−M1)+‖2L2(0,1) ≤ 0,
d’où t 7−→ ‖(Z(t) −M1)+‖2L2(0,1) est décroissante. Or, par construction, Z(0, x) ≤ M1, pour presque
tout x ∈ (0, 1). Donc,
‖Z‖L∞((0,T )×(0,1)) ≤M1.
Cependant, pour presque tout (t, x) ∈ (0, T )× (0, 1),
(xα(ut)x)x(t, x) = (xαzx)x(t, x) = zt(t, x)− ht(t, x).
Donc,
‖(xαzx)x‖L∞((0,T )×(0,1)) ≤ ‖Z‖L∞((0,T )×(0,1)) + ‖ht‖L∞((0,T )×(0,1)) .
On pose N := ‖ht‖L∞((0,T )×(0,1)). En notant M = M1 +N , on termine la démonstration de (1.89).
Démontrons maintenant (1.90). Comme u0 ∈ U , pour presque tout x ∈ (0, 1), (xα (u0)x)x (x) ≤ −
η1
K0
,
de telle sorte que z(0) = AKu0(x) + h(0, x) ≤ 0. Or z+ ∈ H1α,0 (0, 1) d’après le Lemme 1.4.1, donc
d
dt
(
z(t), z+(t)
)
L2(0,1)
+ aK(z(t), z+(t)) =
(
h′(t), z+(t)
)
L2(0,1)
.
En raisonnant comme dans le point précédent, nous concluons que pour tout t ∈ [0, T ] et pour presque
tout x ∈ (0, 1), z(t, x) ≤ 0. Par conséquent, pour presque tout t ∈ (0, T ) et presque tout x ∈ (0, 1),
(xαux)x(t, x) = z(t, x)− h(t, x) ≤ −η0.
Ceci termine la démonstration du Théorème 1.4.2 
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1.4.2 Démonstration du Théorème 1.4.1
Soient u0 ∈ U , h ∈ H et uλ ∈ C([0, T ] ;D(A)) ∩ C1([0, T ] ;L2(0, 1)) la solution classique de
(uλ)t − (λxα (uλ)x)x = h (t, x) ∈ (0, T )× (0, 1) ,
(uλ) (t, 1) = 0 t ∈ (0, T ) ,
et
{
(uλ) (t, 0) = 0 si 0 ≤ α < 1,
(xα (uλ)x) (t, 0) = 0 si 1 ≤ α < 2,
t ∈ (0, T ) ,
(uλ) (0, x) = u0(x) x ∈ (0, 1) ,
et uµ ∈ C([0, T ] ;D(A)) ∩ C1([0, T ] ;L2(0, 1)) la solution classique de
(uµ)t −
(
µxα (uµ)x
)
x
= h (t, x) ∈ (0, T )× (0, 1) ,
(uµ) (t, 1) = 0 t ∈ (0, T ) ,
et
{
(uµ) (t, 0) = 0 si 0 ≤ α < 1,
(xα (uµ)x) (t, 0) = 0 si 1 ≤ α < 2,
t ∈ (0, T ) ,
(uµ) (0, x) = u0(x) x ∈ (0, 1) ,
données par le Théorème 1.1.1. On définit w := uλ − uµ. Alors
w ∈ C([0, T ] ;D(A)) ∩ C1([0, T ] ;L2(0, 1)),
et est la solution classique de
(1.91)

wt − (λxαwx)x = (λ− µ)
(
xα (uµ)x
)
x
(t, x) ∈ (0, T )× (0, 1) ,
w (t, 1) = 0 t ∈ (0, T ) ,
et
{
w (t, 0) = 0 si 0 ≤ α < 1,
(xαwx) (t, 0) = 0 si 1 ≤ α < 2, t ∈ (0, T ) ,
w (0, x) = 0 x ∈ (0, 1) .
Posons g := (λ− µ) (xα (uµ)x)x. On rappelle la condition classique (1.56) permettant de déterminer
un terme source.
G(C0) :=
{
g ∈ H1(t0, T ;L2(0, 1) : |∂g
∂t
(t, x)| ≤ C0|g(T ′, x)| p.p. sur (t0, T )× (0, 1)
}
.
Notre but est de montrer que g appartient à G(C0) pour une certaine constante C0 à déterminer. On
définit z := (uµ)t.
D’après le Corollaire 1.4.1, pour presque tout (t, x) ∈ (0, T )× (0, 1), on a∣∣∣∣ ∂∂t
(
(λ− µ) (xα (uµ)x)x) (t, x)
∣∣∣∣ = |λ− µ| |((xαzx)x) (t, x)| .
Or, d’après (1.89) et (1.90) dans le Théorème 1.4.2, on a, pour presque tout (t, x) ∈ (0, T )× (0, 1),
|((xαzx)x) (t, x)| ≤
M
m
∣∣∣((xα (uµ)x)x) (T ′, x)∣∣∣ ,
d’où nous en déduisons immédiatement que g ∈ G(C0) pour C0 = M
m
.
Nous nous trouvons alors dans une situation identique à (1.72) dans la démonstration du Théorème
1.3.2. Il s’agit de montrer une stabilité lipschitzienne pour le terme source g. Dès lors, on suit pas à
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pas la démonstration du Théorème 1.3.2. On a ainsi l’existence d’une constante positive C, dépendant
des différents paramètres fixés au début, telle que
‖g‖2L2(QT )≤ C
(∥∥(xαwx)x (T ′, .)∥∥2L2(0,1) + ‖(wt)x (., 1)‖2L2(t0,T )) .
De plus, on a
‖g‖2L2(QT ) =
∫∫
QT
|λ− µ|2 (xα (uµ)x)2x
≥ (T − t0)|λ− µ|2m2.
En remplaçant w par uλ − uµ, et en utilisant les régularités respectives de uλ et uµ, nous terminons
la démonstration du Théorème 1.4.1. 
De la même façon, en utilisant l’inégalité de stabilité Lipschitzienne du Théorème 1.3.1, on peut
démontrer le résultat de stabilité suivant dans le cadre d’une observation localement distribuée.
Théorème 1.4.3 Soient α ∈ [0, 2), u0 ∈ U , h ∈ H et ω := (a, b) avec 0 < a < b < 1. Il existe
C = C(T, t0, α, ω,K0,K1, η0, η1, ‖ht‖L∞((0,T )×(0,1)) ,
∥∥(xα (h (0, .))x)x∥∥L∞(0,1)) > 0
telle que, pour tout λ ∈ I, pour tout µ ∈ I, les solutions correspondantes uλ et uµ du problème (1.82)
satisfont
|λ− µ|2 ≤ C
(∥∥((xαuλ,x)x − (xαuµ,x)x) (T ′, .)∥∥2L2(0,1) + ‖uλ,t − uµ,t‖2L2(ωt0T )
)
,
où ωt0T := ω × (t0, T ).
1.5 Contrôlabilité approchée par un contrôle placé au point de dé-
générescence de l’opérateur
Il est souvent utilisé dans la littérature le fait que si un système est contrôlable avec un contrôle
localement distribué, alors il est contrôlable au bord et réciproquement. Ceci est en effet le cas pour les
opérateurs uniformément elliptiques , et la méthode est relativement simple. On élargit le domaine au
delà du bord sur lequel on souhaite placer le contrôle et on résoud un problème de nulle contrôlabilité
avec un contrôle interne placé dans la région ’artificielle’ ainsi créée. Un tel processus permet d’obtenir
pour l’équation (14) un résultat de contrôlabilité à zéro lorsque l’on place un contrôle frontière en 1.
Mais la question de la nulle contrôlabilité lorsque l’on place le contrôle au point dégénéré 0 demeure
un problème ouvert pour deux raisons essentielles. En premier lieu, à part dans le cas faiblement
dégénéré (c’est-à-dire lorsque 0 ≤ α < 1), imposer une condition de Dirichlet n’a aucun sens, puisque
les solutions n’ont pas forcément de trace à la frontière. Dans un second temps, la technique usuelle qui
consiste à élargir le domaine en espace et à placer un contrôle localement distribué ‘artificiel’ dans la
région ainsi créée, débouche sur un problème non résolu dans le cas dégénéré. En effet, un tel procédé
demande d’être capable de résoudre le problème de la contrôlabilité à zéro pour un opérateur qui
dégénère à l’intérieur du domaine, avec des contrôles agissant seulement d’un seul côté du domaine
par rapport au point de dégénérescence.
Dans [22], nous avons établi un résultat plus faible, à savoir un théorème de contrôlabilité approchée
avec un contrôle agissant sur le point frontière dégénéré concernant l’opérateur faiblement dégénéré
Pu := ut − (xαux)x dans Q := (0, 1)× (0, T ) (0 ≤ α < 1).
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Afin d’y parvenir, nous utilisons un argument classique de dualité qui réduit le problème à une question
de continuation unique pour l’adjoint de P , c’est-à-dire l’opérateur
Lu := ut + (xαux)x dans Q
avec les conditions au bord
(1.92) u(0, t) = (xαux)(0, t) = 0 .
Nous mentionnons que l’obtention d’une inégalité de Carleman avec observation au point frontière
dégénéré reste un problème ouvert. Dans ce paragraphe, nous détaillons les résultats de [22].
1.5.1 Le problème étudié et son caractère bien posé
Soit α ∈ [0, 1[ et T > 0 fixé. On note Q := (0, 1)× (0, T ) et on considère le problème suivant :
(1.93)

ut − (xαux)x = 0 (x, t) ∈ Q,
u(1, t) = 0 t ∈ (0, T ),
u(0, t) = g(t) t ∈ (0, T ),
u(x, 0) = u0(x) x ∈ (0, 1).
Dans la mesure où l’opérateur est ici faiblement dégénéré (0 ≤ α < 1), on rappelle que
H1α (0, 1) ⊂ C([0, 1]),
H1α,0 (0, 1) =
{
u ∈ H1α (0, 1) : u (0) = u (1) = 0
}
.
On donne ci-dessous un exemple de fonction appartenant à l’espace H1α (0, 1). Cette fonction va nous
être utile pour montrer le résultat principal sur le caractère bien posé de (1.93). Elle nous permet de
relever le terme de bord g en un terme source.
Exemple 1.5.1 La fonction x 7−→ f(x) := 1− x1−α appartient à H1α (0, 1) et
(xαfx)x = 0 ∀x ∈ [0, 1] .
Cependant, f /∈ D(A) puisque f(0) = 1.
On énonce ensuite le résultat principal de ce sous-paragraphe.
Théorème 1.5.1 Soit α ∈ [0, 1[. Pour tout u0 ∈ L2(0, 1), pour tout g ∈ H10 (0, T ), le problème (1.93)
admet une unique solution faible u ∈ C([0, T ];L2(0, 1)) ∩ L2(0, T ;H1α,0(0, 1)) satisfaisant :
(1.94) sup
t∈[0,T ]
‖u(t)‖2L2(0,1) + ‖xα/2ux‖2L2(0,T ;L2(0,1)) ≤ C(T )(‖g‖2H10 (0,T ) + ‖u0‖
2
L2(0,1)).
Si de plus u0 ∈ H10,α(0, 1), (xαux)x ∈ L2(0, T ;L2(0, 1)) et (1.93) est satisfait presque partout.
Démonstration du Théorème 1.5.1 : Soient u0 ∈ H1α,0 (0, 1) et g ∈ H10 (0, T ). On introduit le
problème aux limites suivant, avec conditions de Dirichlet homogènes
(1.95)

yt − (xαyx)x = −(1− x1−α)gt (x, t) ,∈ Q,
y (0, t) = 0 t ∈ (0, T ) ,
y (1, t) = 0 t ∈ (0, T ) ,
y (x, 0) = u0(x) x ∈ (0, 1) .
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Montrons tout d’abord l’existence d’une solution au problème (1.93). Vu que
−(1− x1−α)gt ∈ L2(0, T ;L2(0, 1))
et u0 ∈ H1α,0 (0, 1), le Théorème 1.1.1 assure que le problème (1.95) a une unique solution y ∈
L2(0, T ;D(A))∩H1(0, T ;L2(0, 1)). En outre, en multipliant l’équation du problème (1.95) par y et en
intégrant sur Q
(1.96) sup
t∈[0,T ]
‖y(t)‖2L2(0,1) +
∥∥∥xα/2yx∥∥∥2
L2(0,T ;L2(0,1))
≤ C(T, α)(‖g‖2H10 (0,T ) + ‖u0‖
2
L2(0,1)).
Posons, pour presque tout (x, t) ∈ Q,
(1.97) u(x, t) := y(x, t) + (1− x1−α)g(t).
Alors, u ∈ H1(0, T ;L2(0, 1)) ∩ L2(0, T ;H1α (0, 1)) et, comme nous l’avons vu dans l’exemple 1.5.1,
(xαux)x = (xαyx)x ∈ L2(0, T ;L2(0, 1)). De plus,
ut(x, t) = yt(x, t) + (1− x1−α)gt(t)
= (xαyx)x(x, t)− (1− x1−α)gt(t) + (1− x1−α)gt(t)
= (xαyx)x(x, t) = (xαux)x(x, t) .
pour presque tout (x, t) ∈ Q. Comme u ∈ L2(0, T ;H1α (0, 1)), pour presque tout t ∈ (0, T ), u(0, t)
et u(1, t) existent. Donc, en utilisant (1.97), u(0, t) = g(t) et u(1, t) = 0. Ainsi, pour presque tout
x ∈ (0, 1), u(x, 0) = y(x, 0) = u0(x) puisque g ∈ H10 (0, T ). Par conséquent, u est une solution intégrale
de (1.93) satisfaisant (xαux)x ∈ L2(0, T ;L2(0, 1)) et u ∈ H1(0, T ;L2(0, 1)). Enfin, l’inégalité (1.94)
résulte de (1.96) et (1.97).
Montrons l’unicité. Soient u1 et u2 deux solutions de (1.93). Alors, la différence w := u1 − u2 est
une solution de (1.95), avec g ≡ 0 et u0 ≡ 0. Grâce à la propriété d’unicité pour le problème (1.95),
w ≡ 0. 
1.5.2 Une inégalité de Carleman avec poids spatial décroissant
L’objectif de ce sous-paragraphe est d’obtenir une inégalité de type Carleman prenant en compte
une observation de la solution au point frontière où l’opérateur dégénère. Dans l’inégalité démontrée
dans [16, 21] et reprise dans la Proposition 1.2.2, le poids spatial permet d’obtenir une observation des
solutions au point 1. L’idée développée dans [22] et présentée ci-dessous est de changer la croissance
du poids spatial, de manière à éliminer l’observation en 1. Toutefois, ce nouveau poids ne permet pas
de faire apparaître l’observation au point de dégénérescence de l’opérateur 0.
Soient T > 0 et 0 < α < 1. On fixe
β ∈ (1− α, 1− α/2),
et on définit les fonctions poids l, p et φ par :
(1.98) ∀t ∈ (0, T ), l(t) := 1
t(T − t) ,
(1.99) ∀x ∈ (0, 1), p(x) := −xβ
(1.100) ∀(x, t) ∈ Q, φ(x, t) := p(x)l(t).
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Pour toute fonction v ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)), on définit l’opérateur adjoint :
Lv := vt + (xαvx)x.
Le lemme suivant permet de s’assurer que le poids spatial choisi (1.99) ne change pas trop les propriétés
d’intégrabilité :
Lemme 1.5.1 Soit u ∈ D(A) tel que xαux → 0 lorsque x→ 0. Alors
(1.101) |xαux(x)| ≤ |u|D(A)
√
x ∀x ∈ [0, 1]
et
(1.102) |xα−1u(x)| ≤ 23− 2α |u|D(A)
√
x ∀x ∈ [0, 1].
De plus, quel que soit β > 0,
(1.103)
∫ 1
0
x2α+β−4u2 dx +
∫ 1
0
x2α+β−2u2x dx ≤ c(α, β) |u|2D(A) ,
où c(α, β) = β−1[1 + 2(3− 2α)−2].
Démonstration du Lemme 1.5.1 : Soit u ∈ D(A) tel que xαux → 0 lorsque x→ 0. Comme
xαux(x) =
∫ x
0
d
ds
(
sα
du
ds
(s)
)
ds ,
(1.101) découle de l’inégalité de Hölder. Alors, grâce à (1.101),
|u(x)| ≤
∫ x
0
∣∣∣sαdu
ds
(s)
∣∣∣ s−α ds ≤ |u|D(A) ∫ x
0
s
1
2−α ds
ce qui débouche sur (1.102). Ensuite, de par (1.101),∫ 1
0
x2α+β−2u2x dx ≤ |u|2D(A)
∫ 1
0
xβ−1 dx = 1
β
|u|2D(A) .
Enfin, via (1.102), ∫ 1
0
x2α+β−4u2 dx ≤
( 2
3− 2α
)2 |u|2D(A) ∫ 1
0
xβ−1 dx .
La démonstration de (1.103) est ainsi achevée. 
Nous énonçons ci-dessous l’inégalité de Carleman sous sa forme la plus générale avant d’en donner un
corollaire utilisé en pratique. Nous renvoyons au sous-paragraphe suivant pour la démonstration du
Théorème 1.5.2 ci-dessous
Théorème 1.5.2 Soient 0 ≤ α < 1 et β ∈ (1− α, 1− α/2) fixé. On prend alors v ∈ L2(0, T ;D(A))∩
H1(0, T ;L2(0, 1)), vérifiant pour presque tout t ∈ (0, T ),
v(0, t) = (xαvx)(0, t) = v(1, t) = (xαvx)(1, t) = 0 .
Alors, les fonctions
(1.104)

(x, t) 7→ [l3(t)x2α+3β−4 + l(t)x2α+β−4]v2(x, t)e2sφ(x,t)
et
(x, t) 7→ l(t)x2α+β−2v2x(x, t)e2sφ(x,t)
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sont intégrables sur Q. De plus, il existe des constantes C = C(T, α, β) > 0 et s0 = s0(T, α, β) > 0
telles que, pour tout s ≥ s0,
(1.105)
∫
Q
[s3l3x2α+3β−4 + slx2α+β−4]v2e2sφ +
∫
Q
slx2α+β−2v2xe
2sφ ≤ C
∫
Q
|Lv|2e2sφ.
Ensuite, nous énonçons l’inégalité de Carleman dont nous allons nous servir par la suite pour montrer
le résultat de continuation unique.
Corollaire 1.5.1 [Inégalité de Carleman avec poids spatial décroissant]
Soient 0 < α < 1 et β ∈ (1− α, 1− α/2) fixé. Soit v ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) satisfaisant
les conditions au bord suivantes :
(1.106) v(0, t) = (xαvx)(0, t) = v(1, t) = (xαvx)(1, t) = 0.
Il existe C = C(T, α, β) > 0 et s0 = s0(T, α, β) > 0 telles que pour tout s ≥ s0,
(1.107)
∫
Q
s3l3v2e2sφ +
∫
Q
slx2α+β−2v2xe
2sφ ≤ C
∫
Q
|Lv|2e2sφ.
Démonstration du Corollaire 1.5.1 : Comme β < 1− α2 , on a 4β < 4− 2α et 2α+ 4β− 4 < 0. De
plus,
2α+ 3β − 4 < 2α+ 4β − 4 < 0,
puisque β > 0. Par conséquent, x2α+3β−4 ≥ 1 pour tout x ∈ (0, 1). Alors,∫
Q
s3l3v2e2sφ ≤
∫
Q
s3l3x2α+3β−4v2e2sφ
et la démonstration du Corollaire 1.5.1 est terminée. 
Dans le sous-paragraphe suivant, nous démontrons le Théorème 1.5.2. La définition de ce nouveau
poids spatial (1.99) entraine quelques vérifications supplémentaires par rapport au schéma de démons-
tration classique d’une inégalité de type Carleman. En particulier, comme β < 1, lorsqu’on dérive xβ,
on fait apparaître des puissances négatives de x qui peuvent perturber l’intégrabilité en 0.
1.5.3 Démonstration du Théorème 1.5.2
Soit v ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) vérifiant pour presque tout t ∈ (0, T ),
(1.108) v(0, t) = (xαvx)(0, t) = v(1, t) = (xαvx)(1, t) = 0.
Lemme 1.5.2 Soit w := vesφ. Alors w est dans L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) et satisfait, pour
presque tout t ∈ (0, T ),
(1.109) w(0, t) = w(1, t) = 0
et
(1.110) (xαwx)(0, t) = (xαwx)(1, t) = 0 .
En outre, w satisfait Lsw = esφLv, où Lsw = L+s w + L−s w, et
L+s w = (xαwx)x − sφtw + s2xαφ2xw
L−s w = wt − 2sxαφxwx − s(xαφx)xw .
(1.111)
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De plus, L+s w,L−s w ∈ L2(Q) et
(1.112)
∫
Q
L+s wL
−
s w =
s
2
∫
Q
φttw
2 + s
∫
Q
xα(xαφx)xxwwx + 2s2
∫
Q
xαφxφtxw
2
+ s
∫
Q
(2x2αφxx + αx2α−1φx)w2x + s3
∫
Q
(2xαφxx + αxα−1φx)xαφ2xw2 .
Démonstration du Lemme 1.5.2 : Pour commencer, on vérifie que, pour presque tout t ∈ (0, T ),
xαwx = sxαφxvesφ + xαvxesφ .
On remarque que le choix (1.99) implique φx = −βlxβ−1, et donc xαφx = −βlxα+β−1. Ainsi, le fait que
w ∈ L2(0, T ;D(A)) ∩ H1(0, T ;L2(0, 1)), (1.109) et (1.110), découlent du Lemme 1.5.1 et de (1.108).
De façon similaire, on peut montrer que L+s w,L−s w ∈ L2(Q). Par ailleurs,∫
Q
L+s wL
−
s w =
s
2
∫
Q
φttw
2 + s
∫
Q
xα(xαφx)xxwwx + 2s2
∫
Q
xαφxφtxw
2
+ s
∫
Q
(2x2αφxx + αx2α−1φx)w2x + s3
∫
Q
(2xαφxx + αxα−1φx)xαφ2xw2
+
∫ T
0
[
xαwxwt − sφx(xαwx)2 + s2xαφtφxw2 − s3x2αφ3xw2 − sxα(xαφx)xwwx
]x=1
x=0
dt.
Cette formule peut être par exemple obtenue en intégrant par parties comme dans [1, Lemma 3.4],
une fois que l’on a vérifié que chaque intégrale dans le membre de droite a un sens. On termine alors
la démonstration en rappelant le Lemme 1.5.1, accompagné de (1.109) et (1.110), pour déduire que
les termes de bord sont tous identiquement nuls, de telle sorte que l’inégalité ci-dessus débouche sur
(1.112). 
Nous pouvons maintenant passer à la démonstration du Théorème 1.5.2. On remarque tout d’abord
que l’intégrabilité des fonctions dans (1.104) est une conséquence du Lemme 1.5.1. Ensuite, comme
esφLv = L+s w + L−s w, l’égalité (1.112) implique
‖esφLv‖2L2(Q) ≥ s
∫
Q
φttw
2 + 2s
∫
Q
xα(xαφx)xxwwx + 4s2
∫
Q
xαφxφtxw
2
+ 2s
∫
Q
(2x2αφxx + αx2α−1φx)w2x + 2s3
∫
Q
(2xαφxx + αxα−1φx)xαφ2xw2.
On note ∑5k=1 Jk le membre de droite de l’inégalité ci-dessus. Nous allons maintenant utiliser les
propriétés des fonctions poids dans (1.98), (1.99) et (1.100) pour majorer chaque terme Jk.
Tout d’abord, nous avons
|J1| =
∣∣∣s ∫
Q
φttw
2
∣∣∣ ≤ s ∫
Q
|l′′|w2.
Or on peut vérifier qu’il existe une constante C = C(T ) > 0 telle que, pour tout t ∈ (0, T ), |l′′(t)| ≤
Cl3(t). Alors, il existe C = C(T ) > 0 telle que
(1.113) |J1| ≤ Cs
∫
Q
l3w2.
On remarque que, bien que l3(t) n’est pas bornée dans Q, l’intégrale ci-dessus est finie par construction.
En effet, le poids exponentiel esφ dans la définition de w suffit à assurer la convergence de l’intégrale.
Des arguments analogues qui s’appliquent aux autres termes Jk ne seront pas répétés par la suite.
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Pour majorer J2 = 2s
∫
Q
xα(xαφx)xxwwx, on observe que φx(x, t) = −βl(t)xβ−1. Alors,
xαφx(x, t) = −βl(t)xα+β−1,
et
(1.114) xα(xαφx)xx = −β(α+ β − 1)(α+ β − 2)l(t)x2α+β−3.
Comme
|xα(xαφx)xxwwx| ≤ C(α, β)l(t)[x2α+β−4w2 + x2α+β−2w2x] ,
l’intégrale dans la définition de J2 est convergente grâce à (1.103). En outre, à cause de (1.109) et du
Lemme 1.5.1, on a
J2 = s
∫
Q
xα(xαφx)xx∂x(w2) = −s
∫
Q
(xα(xαφx)xx)xw2 ,
où
(xα(xαφx)xx)x = −β(α+ β − 1)(α+ β − 2)(2α+ β − 3)l(t)x2α+β−4 .
Montrons que le produit β(α + β − 1)(α + β − 2)(2α + β − 3) est strictement positif. Tout d’abord,
comme 1− α < β, on a α+ β − 1 > 0. Puisque α < 1 et β < 1, α+ β − 2 < 0. Aussi,
2α+ β − 3 < 2α+ 1− α2 − 3 =
3
2α− 2 < 0,
puisque α < 1. Donc, β(α+β−1)(α+β−2)(2α+β−3) > 0. Par conséquent, il existe C = C(α, β) > 0
telle que
(1.115) J2 ≥ C(α, β)s
∫
Q
lx2α+β−4w2.
Ensuite, nous avons
J3 = 4s2
∫
Q
xα(−βxβ−1l(t))(−βxβ−1l′(t))w2 = 4s2
∫
Q
l(t)l′(t)β2xα+2β−2w2.
On remarque que cette intégrale est finie puisque, par (1.102),
xα+2β−2w2(x, t) ≤ 4(3− 2α)2 |w(·, t)|
2
D(A)x
1+2β−α
On a également |l(t)l′(t)| ≤ Cl3(t) pour tout t ∈ (0, T ), C = C(T ) > 0 étant une constante universelle.
Alors,
(1.116) |J3| ≤ Cs2
∫
Q
l3(t)xα+2β−2w2.
En calculant les dérivées dans J4, on a
J4 = 2s
∫
Q
(−2β(β − 1)l(t)x2α+β−2 − αβl(t)xα+α−1+β−1)w2x = 2s
∫
Q
l(t)βx2α+β−2(−2β + 2− α)w2x ,
où l’intégrale est finie par (1.103). En outre, β < 1 − α2 , de telle sorte que −2β − α + 2 > 0. Alors,
pour une certaine constante C = C(α, β) > 0
(1.117) J4 = C(α, β)s
∫
Q
l(t)x2α+β−2w2x.
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Enfin, en raisonnant de manière analogue pour J5, on a
J5 = 2s3
∫
Q
(−2β(β − 1)l(t)xα+β−2 − αβl(t)xα−1+β−1)l2(t)β2xα+2β−2w2
= 2s3
∫
Q
β3l3(t)(−2β + 2− α)x2α+3β−4w2,
où la convergence de l’intégrale est encore assurée par (1.103). Comme −2β + 2 − α > 0, il existe
C = C(α, β) > 0 telle que
(1.118) J5 ≥ C(α, β)s3
∫
Q
l3(t)x2α+3β−4w2.
En revenant maintenant à (1.112), et en utilisant (1.113), (1.115), (1.116), (1.117) et (1.118), on a
‖esφLv‖2L2(Q) ≥ −Cs
∫
Q
l3w2 + C(α, β)s
∫
Q
lx2α+β−4w2 − Cs2
∫
Q
l3(t)xα+2β−2w2
+ C(α, β)s
∫
Q
l(t)x2α+β−2w2x + C(α, β)s3
∫
Q
l3(t)x2α+3β−4w2.
Donc, on peut immédiatement déduire que, pour une certaine constante C = C(T, α, β) > 0,
(1.119)
∫
Q
(s3l3(t)x2α+3β−4w2 + sl(t)x2α+β−4)w2 +
∫
Q
sl(t)x2α+β−2w2x
≤ C
(
‖esφLv‖2L2(Q) + s
∫
Q
l3(t)w2 + s2
∫
Q
l3(t)xα+2β−2w2
)
.
Maintenant, nous allons absorber les derniers termes du membre de droite de (1.119) dans le membre
de gauche. En premier lieu, remarquons que
2α+ 3β − 4− (α+ 2β − 2) = α+ β − 2 < 0.
Par conséquent, comme 0 < x < 1,∫
Q
l3(t)xα+2β−2w2 ≤
∫
Q
l3(t)x2α+3β−4w2.
En outre, nous avons déjà mentionné que 2α + 3β − 4 < 0, de telle sorte que pour tout x ∈ (0, 1),
1 ≤ x2α+3β−4 et ∫
Q
l3(t)w2 ≤
∫
Q
l3(t)x2α+3β−4w2.
Ainsi, (1.119) devient
(1.120)
∫
Q
(s3l3(t)x2α+3β−4 + sl(t)x2α+β−4)w2 +
∫
Q
sl(t)x2α+β−2w2x
≤ C
(
‖esφLv‖2L2(Q) + (s+ s2)
∫
Q
l3(t)x2α+3β−4w2
)
,
avec C = C(T, α, β) > 0. Maintenant, il existe s0 = s0(T, α, β) > 0 telle que, pour tout s ≥ s0,
C(s+s2) ≤ s3/2. Par conséquent, pour tout s ≥ s0 et pour une certaine constante C = C(T, α, β) > 0,
(1.121)
∫
Q
(s3l3(t)x2α+3β−4 + sl(t)x2α+β−4)w2 +
∫
Q
sl(t)x2α+β−2w2x ≤ C‖esφLv‖2L2(Q).
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Enfin, en rappelant que w = vesφ, nous avons
(1.122)
∫
Q
(s3l3(t)x2α+3β−4 + sl(t)x2α+β−4)v2e2sφ +
∫
Q
sl(t)x2α+β−2w2x ≤ C‖esφLv‖2L2(Q).
De plus, vxesφ = wx − sφxvesφ. Par conséquent,∫
Q
sl(t)x2α+β−2v2xe2sφ ≤ 2
∫
Q
sl(t)x2α+β−2w2x + 2s3β2
∫
Q
l3x2β−2+2α+β−2v2e2sφ .
Ainsi, ∫
Q
sl(t)x2α+β−2v2xe2sφ ≤ 2
∫
Q
sl(t)x2α+β−2w2x + 2s3β2
∫
Q
l3x2α+3β−4v2e2sφ .
La démonstration du Théorème 1.5.2 est maintenant achevée grâce à (1.122).
1.5.4 Continuation unique
Dans ce sous-paragraphe, nous déduisons du Corollaire 1.5.1 un résultat de continuation unique
pour l’opérateur adjoint L. Ce résultat nous est par la suite utile pour démontrer le résultat principal
de contrôlabilité approchée.
Théorème 1.5.3 [Continuation unique] Soit v ∈ L2(0, T ;D(A)) ∩ H1(0, T ;L2(0, 1)) satisfaisant
les conditions au bord
(1.123) v(0, t) = v(1, t) = (xαvx)(0, t) = 0.
Si Lv ≡ 0 dans ]0, 1[×]0, T [, alors v ≡ 0 dans ]0, 1[×]0, T [.
Démonstration du Théorème 1.5.3 : Soit v ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) satisfaisant les
conditions au bord (1.123). On ne peut pas appliquer directement l’inégalité de Carleman (1.107) du
Corollaire 1.5.1, car on ne sait rien sur la valeur (xαvx)(1, t). L’idée est de forcer v à avoir le bon
comportement en 1 en multipliant par une fonction de troncature.
Soient 0 < δ < 1 et Ωδ := {x ∈ (0, 1) : p(x) > −δ}. La première étape de la démonstration consiste
à montrer que v ≡ 0 dans Ωδ × (T/4, 3T/4). Tout d’abord, remarquons que
(1.124) x ∈ Ωδ si et seulement si x < δ1/β.
Prenons maintenant η ∈ (δ, 1). On définit la fonction de troncature χ ∈ C∞(R) par 0 ≤ χ ≤ 1 et
χ(x) =
{
1 x ∈ Ωδ
0 x /∈ Ωη .
D’après la définition de χ ci-dessus et (1.124), on déduit que
(1.125) ∀x ∈ [0, δ1/β], χ(x) = 1,
et
(1.126) ∀x ∈ [η1/β, 1], χ(x) = 0.
On définit ensuite u ∈ L2(0, T ;D(A)) ∩H1(0, T ;L2(0, 1)) par u := χv. On remarque alors que
Lu = ∂tu+ (xαux)x = χvt + (xα(χv)x)x.
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D’où, après quelques calculs standards,
(1.127) Lu = χ′′xαv + χ′αxα−1v + 2χ′xαvx.
Pour faire appel au Corollaire 1.5.1, nous devons vérifier que u satisfait les conditions au bord ap-
propriées. Tout d’abord, pour presque tout t ∈ (0, T ), u(0, t) = χ(0)v(0, t) = 0 d’après (1.123), et
u(1, t) = χ(1)v(1, t) = 0 d’après (1.126). De plus, ux = χ′v + χvx, donc xαux = xαχxv + χxαvx.
D’après l’hypothèse (1.123) et la propriété (1.125) satisfaite par χ, on a (xαux)(0, t) = 0 pour presque
tout t ∈ (0, T ). Aussi, par le biais de la propriété (1.126) sur χ, on obtient (xαux)(1, t) = 0 pour
presque tout t ∈ (0, T ). Nous sommes donc en mesure d’appliquer le Corollaire 1.5.1 à u. Nous avons
donc ∫
Q
s3l3u2e2sφ +
∫
Q
slx2α+β−2u2xe
2sφ ≤ C
∫
Q
|Lu|2e2sφ.
On remplace Lu par l’expression dans (1.127) et on en déduit immédiatement qu’il existe une constante
C = C(T, α, β) > 0 telle que
(1.128)
∫
Q
s3l3u2e2sφ +
∫
Q
slx2α+β−2u2xe
2sφ
≤ C
(∫
Q
(|χ′′|2x2α + |χ′|2α2x2α−2)v2e2sφ +
∫
Q
|χ′|2x2αv2xe2sφ
)
.
Tout d’abord, on utilise (1.125) et (1.126) pour obtenir
(1.129)
∫
Q
|χ′′|2x2αv2e2sφ ≤
∫ η1/β
δ1/β
∫ T
0
|χ′′|2v2e2sφ .
Quant au second terme, on a∫
Q
|χ′|2α2x2α−2v2e2sφ =
∫ η1/β
δ1/β
∫ T
0
|χ′|2α2x2α−2v2e2sφ
par le biais de (1.126). Ainsi,
(1.130)
∫
Q
|χ′|2α2x2α−2v2e2sφ ≤
∫ η1/β
δ1/β
∫ T
0
η(2α−2)/βα2|χ′|2v2e2sφ.
Enfin, le dernier terme est majoré de la façon suivante
(1.131)
∫
Q
|χ′|2x2αv2xe2sφ ≤
∫ η1/β
δ1/β
∫ T
0
|χ′|2xαv2xe2sφ
puisque 0 ≤ x ≤ 1. En revenant à (1.128) et en utilisant (1.129), (1.130) et (1.131), on déduit qu’il
existe une constante C = C(T, α, β, δ, η) > 0 telle que
∫
Q
s3l3u2e2sφ +
∫
Q
slx2α+β−2u2xe
2sφ ≤ C
∫ η1/β
δ1/β
∫ T
0
(|χ′′|2 + |χ′|2)(v2 + xαv2x)e2sφ.
Donc, pour une certaine constante C = C(T, α, β, δ, η) > 0,∫
Q
s3l3u2e2sφ +
∫
Q
slx2α+β−2u2xe
2sφ ≤ C
∫ η1/β
δ1/β
∫ T
0
(v2 + xαv2x)e2sφ .
D’où,
(1.132)
∫
Q
s3l3u2e2sφ ≤ C
∫ η1/β
δ1/β
∫ T
0
(v2 + xαv2x)e2sφ.
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Notre but est donc de majorer le poids e2sφ de manière à simplifier le membre de droite de (1.132).
Tout d’abord, on remarque que, pour tout t ∈ (0, T ), l(t) ≥ l(T/2) = 4T−2. Aussi, comme p est
négative et décroissante, pour tout (x, t) ∈ (δ1/β, η1/β)× (0, T ),
2sp(x)l(t) ≤ 8sp(x)
T 2
≤ 8sp(δ
1/β)
T 2
.
Ainsi,
(1.133)
∫ η1/β
δ1/β
∫ T
0
(v2 + xαv2x)e2sφ ≤ exp
(8sp(δ1/β)
T 2
)
‖v‖2L2(0,T ;H1α(0,1)).
Maintenant, nous voulons minorer le poids e2sφ de manière à simplifier le membre de gauche de (1.132).
On pose
Q0 :=
{
(x, t) ∈ Q : p(x) > −δ3 ,
T
4 < t <
3T
4
}
.
Tout d’abord, comme l(t) ≥ 4T−2 pour tout t ∈ (0, T ), on a∫
Q
s3l3u2e2sφ ≥
∫
Q
s3
( 4
T 2
)3
u2e2sφ ≥
∫
Q0
s3
( 4
T 2
)3
u2e2sφ .
De plus, l(t) ≤ 16/3T 2 pour tout T/4 < t < 3T/4. Donc, pour tout (x, t) ∈ Q0 on a
2sp(x)l(t) ≥ s 323T 2 p(x) ≥
4
3
8sp((δ/3)1/β)
T 2
.
Par conséquent, ∫
Q0
s3
( 4
T 2
)3
u2e2sφ ≥ s3 exp
(4
3
8sp((δ/3)1/β)
T 2
) ∫
Q0
( 4
T 2
)3
u2,
= s3 exp
(4
3
8sp((δ/3)
T 2
) ∫
Q0
( 4
T 2
)3
χ2v2.
Remarquons que p(x) > −δ/3⇐⇒ x ∈ (0, (δ/3)1/β). Donc, par le biais de (1.125),
s3 exp
(4
3
8sp((δ/3)1/β)
T 2
) ∫
Q0
( 4
T 2
)3
χ2v2 = s3 exp
(4
3
8sp((δ/3)1/β)
T 2
) ∫
Q0
( 4
T 2
)3
v2.
Enfin,
(1.134)
∫
Q
s3l3u2e2sφ ≥ s3 exp
(4
3
8sp((δ/3)1/β)
T 2
) ∫
Q0
( 4
T 2
)3
v2.
En revenant à (1.132), et en utilisant (1.133) et (1.134) on a
s3
( 4
T 2
)3‖v‖2L2(Q0) exp (43 8sp((δ/3)
1/β)
T 2
)
≤ C(T, α, β, δ) exp
(8spδ1/β
T 2
)
‖v‖2L2(0,T ;H1α(0,1)) .
On en déduit immédiatement que
‖v‖2L2(Q0) ≤ C(T, α, β, δ)‖v‖2L2(0,T ;H1α(0,1))
1
s3
exp
( 8s
T 2
[
p(δ1/β)− 43p
(
(δ/3
)1/β)]) .
Or, p(δ1/β)− 4p((δ/3)1/β)/3 = −δ + 4δ/9 = −5δ/9. En passant à la limite lorsque s→∞, on obtient
‖v‖2L2(Q0) = 0. En conclusion,
v ≡ 0 dans
(
0,
(δ
3
)1/β)× (T4 , 3T4
)
.
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Pour achever la démonstration, il convient de rappeler que les résultats de continuation unique
pour les équations paraboliques non dégénérées impliquent que v ≡ 0 dans (0, 1) × (T/4, 3T/4). De
manière équivalente, e(T−t)Av(T ) = 0 pour tous t ∈ (T/4, 3T/4), où etA est le semi-groupe engendré
par A. Comme etA est holomorphe pour t > 0, le théorème du prolongement analytique implique que
v ≡ 0 dans (0, 1)× (0, T ). 
1.5.5 La contrôlabilité approchée
Dans ce sous-paragraphe, notre but est de prouver un résultat de contrôlabilité approchée en temps
T pour le problème (1.93). Cela signifie que pour tout état final uT et tout voisinage arbitrairement
petit V de uT , il existe un contrôle g menant la solution de (1.93) dans V au temps T.
Les problèmes de contrôle frontière peuvent être formulés classiquement sous forme abstraite, par
exemple dans [10]. Ici, nous utilisons une méthode plus élémentaire en travaillant directement sur le
problème parabolique, où le contrôle frontière est transformé en un terme source bien choisi.
Théorème 1.5.4 [Contrôlabilité approchée] Soit u0 ∈ H1α,0 (0, 1). Pour tout uT ∈ L2(0, 1) et
 > 0, il existe g ∈ H10 (0, T ) tel que la solution ug du problème (1.93) satisfait
‖ug(T )− uT ‖L2(0,1) ≤ .
Démonstration du Théorème 1.5.4 : La démonstration est construite via une succession de
lemmes.
Lemme 1.5.3 Si la conclusion du Théorème 1.5.4 est vraie pour u0 ≡ 0, alors elle est vraie pour tout
u0 ∈ H1α,0 (0, 1).
Démonstration du Lemme 1.5.3 : Soient u0 ∈ H1α,0 (0, 1) et uT ∈ L2(0, 1). Soit  > 0. On introduit
uˆ la solution intégrale de 
uˆt − (xαuˆx)x = 0 (x, t) ∈ Q,
uˆ (0, t) = 0 t ∈ (0, T ) ,
uˆ (1, t) = 0 t ∈ (0, T ) ,
uˆ (x, 0) = u0(x) x ∈ (0, 1) .
Alors, uˆ(T ) ∈ L2(0, 1). Donc, en utilisant l’hypothèse du Lemme 1.5.3, il existe g ∈ H10 (0, T ) tel que
la solution υg de 
υt − (xαυx)x = 0 (x, t) ∈ Q,
υ (0, t) = g(t) t ∈ (0, T ) ,
υ (1, t) = 0 t ∈ (0, T ) ,
υ (x, 0) = 0 x ∈ (0, 1) .
satisfait
‖υg(T )− (uT − uˆ(T ))‖L2(0,1) ≤ .
Or ug(T ) = υg(T ) + uˆ(T ), donc la démonstration du Lemme 1.5.3 est terminée. 
On suppose dorénavant que u0 ≡ 0.
Lemme 1.5.4 Pour tous g ∈ H10 (0, T ), pour tous v ∈ L2(0, 1),
(1.135)
(
ug
(
T
)
, v
)
L2(0,1)
=
∫ T
0
(xαvˆx)(0, t)g(t)dt,
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où vˆ ∈ C([0, T ];L2(0, 1)) ∩ L2(0, T ;H1α,0) est la solution de
(1.136)

vˆt + (xαvˆx)x = 0 (x, t) ∈ Q,
vˆ (t, 0) = 0 t ∈ (0, T ) ,
vˆ (t, 1) = 0 t ∈ (0, T ) ,
vˆ (T, x) = v(x) x ∈ (0, 1) .
Démonstration du Lemme 1.5.4 : On multiplie par vˆ l’équation satisfaite par ug. Alors, en inté-
grant par parties par rapport à la variable d’espace, on a, pour presque tou t ∈ (0, T ),
(1.137)
(
ug,t(t), vˆ(t)
)
L2(0,1)
+
∫ 1
0
xα/2ug,x(t)xα/2vˆx(t)dx = 0.
En outre, pour tout T > η > 0, vˆ ∈ L2(0, T − η;D(A)) ∩H1(0, T − η;L2(0, 1)). On multiplie par ug
l’équation satisfaite par vˆ sur (0, T − η). Après une intégration par parties classique par rapport à la
variable d’espace, on a, pour presque tout t ∈ (0, T − η),
(1.138)
(
ug(t), vˆt(t)
)
L2(0,1)
−
∫ 1
0
xα/2ug,x(t)xα/2vˆx(t)dx = (xαvˆ)x(0, t)g(t).
En sommant (1.137) et (1.138), on obtient, pour presque tout t ∈ (0, T − η),
d
dt
(
ug(t), vˆ(t)
)
L2(0,1)
= (xαvˆ)x(0, t)g(t).
Maintenant, en intégrant sur (0, T − η) et en rappelant que ug(0) = u0 = 0, on obtient
(1.139)
(
ug(T − η), vˆ(T − η)
)
L2(0,1)
=
∫ T−η
0
(xαvˆ)x(0, t)g(t)dt.
Comme ug ∈ C([0, T ];L2(0, 1)), vˆ ∈ C([0, T ];L2(0, 1)) et vˆ(T ) = v, on a
(ug (T ) , v)L2(0,1) =
∫ T
0
(xαvˆx)(0, t)g(t)dt,
en prenant la limite lorsque η ↓ 0. 
Enfin, on définit l’opérateur de contrôle B par
B : H10 (0, T ) −→ L2(0, 1) , B : g 7−→ ug(T )
D’après (1.94), B ∈ L(H10 (0, T ), L2(0, 1)). Ainsi, le problème (1.93) est approximativement controlable
si et seulement si l’image de B est dense dans L2(0, 1). Ceci est équivalent au fait que l’orthogonal de
R(B) est réduit à {0}.
Lemme 1.5.5 Si v ∈ R(B)⊥, alors (xαvˆx)(., 0) ≡ 0.
Démonstration du Lemme 1.5.5 : Prenons v ∈ R(B)⊥. D’après (1.135), pour tout g ∈ H10 (0, T ),∫ T
0
(xαvˆx)(0, t)g(t)dt = 0.
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Même si t 7−→ (xαvˆx)(0, t) n’est pas a priori dans L2(0, T ), on peut conclure que (xαvˆx)(., 0) ≡ 0. En
effet, soit η > 0. Prenons g ∈ D(0, T − η) et prolongeons g par 0 sur (T − η, T ). Alors g ∈ H10 (0, T ) et
0 =
∫ T
0
(xαvˆx)(0, t)g(t)dt =
∫ T−η
0
(xαvˆx)(0, t)g(t)dt.
Or t 7−→ (xαvˆx)(0, t) ∈ L2(0, T − η), donc, par densité, pour tous g ∈ L2(0, T − η),∫ T−η
0
(xαvˆx)(0, t)g(t)dt = 0 .
Par conséquent, (xαvˆx)(·, 0) ≡ 0 sur (0, T − η) pour tous η > 0. 
Pour terminer la démonstration du Théorème 1.5.4, il nous suffit d’appliquer le résultat de conti-
nuation unique du sous-paragraphe précédent : comme, d’après le Lemme 1.5.5, la solution vˆ de (1.136)
satisfait les conditions au bord (1.123), le Théorème 1.5.3 implique vˆ(T ) = v = 0. 
Remarque 1.5.1 Le Théorème 1.5.4 débouche en fait sur la contrôlabilité approchée dans L2(0, 1) du
problème (1.93). Soient T > 0,  > 0 et u0, uT ∈ L2(0, 1). On définit u1 = eTA/2u0 et on remarque que
par l’analycité du semi-groupe, u1 ∈ H1α,0(0, 1). Par conséquent, le Théorème 1.5.4 assure qu’il existe
g1 ∈ H10 (T/2, T ) tel que la solution du problème
ut − (xαux)x = 0 (x, t) ∈ (0, 1)× (T/2, T ) ,
u (0, t) = g1(t) t ∈ (T/2, T ) ,
u (1, t) = 0 t ∈ (T/2, T ) ,
u (x, T/2) = u1(x) x ∈ (0, 1) .
satisfait ‖u(T )− uT ‖L2(0,1) ≤ . Ainsi, un contrôle frontière g pour (1.93) menant le système à un
voisinage de longueur  de uT est donné par
g(t) =
{
0 t ∈ [0, T/2)
g1(t) t ∈ [T/2, T ] .
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Chapitre 2
Etude du modèle de Sellers
monodimensionnel
Au chapitre précédent, nous avons étudié le cas d’une équation parabolique linéaire dégénérée
monodimensionnelle. Cela a constitué un premier pas pour comprendre l’influence de la dégénérescence
de l’opérateur au bord du domaine sur le traitement des problèmes inverses par les inégalités de
Carleman globales. Dans ce paragraphe, nous présentons un résultat de stabilité lipschitzienne dans la
détermination du coefficient d’ensoleillement dans le modèle de Sellers monodimensionnel. Ce travail,
publié dans [68], présente plusieurs nouveautés par rapport aux différents articles existants sur la
stabilité lipschitzienne.
Tout d’abord nous avons à prendre en compte la semilinéarité de l’équation. A notre connaissance,
les seuls articles qui traitent de stabilité dans un problème inverse dans une équation non linéaire
sont [33, 12, 43]. Dans [33], les auteurs présentent un résultat de stabilité Lipshitzienne pour la
détermination d’un coefficient dans un problème parabolique semilinéaire issu d’un modèle biologique,
en considérant des données et des solutions très régulières. Dans [12], les auteurs obtiennent une
inégalité de stabilité lipschitzienne beaucoup plus complexe que la forme classique de la méthode
Imanuvilov-Puel-Yamamoto, avec des hypothèses de régularité assez contraignantes, notamment sur
la donnée initiale. Dans [43], la question plus délicate de déterminer le terme non-linéaire dans une
équation parabolique semilinéaire est partiellement résolue, avec des solutions et des données très
régulières. Les auteurs obtiennent une stabilité Hölderienne dans la région où la fonction à déterminer
est inconnue (ils la supposent connue dans une région précise). Dans notre article [68], nous obtenons
une inégalité de stabilité Lipschitzienne ’classique’ dans la détermination d’un coefficient situé devant
un terme non linéaire. De plus, nous considérons des solutions dans les espaces de Sobolev. Certains
arguments liés à la régularité ou l’analycité des solutions (principes du maximum forts, théorème
des zéros isolés) ne peuvent pas être utilisés dans notre approche. La seconde nouveauté réside dans
l’opérateur de l’équation. Il est dégénéré aux deux points frontière −1 et 1 du domaine. Il nous faut
donc tenir compte du fait que la trace des solutions en 1 n’est pas définie. Par exemple, observer les
solutions en 1 ou −1 dans l’inégalité de Carleman est alors un problème ouvert, presque identique à
la question de la contrôlabilité par un contrôle placé au point frontière où l’opérateur dégénère.
Nous commençons par rappeler le modèle de Sellers monodimensionnel présenté au chapitre 1.2.
ut − (ρ(x)ux)x = Ra(t, x, u)−Re(u) x ∈ I, t > 0,
ρ(x)ux(t, x) = 0 x ∈ ∂I, t > 0,
u(0, x) = u0(x) x ∈ I,
où I = (−1, 1). Nous rappelons que T > 0 et t0 ∈ (0, T ) sont fixés et que l’on note T ′ le point milieu
T ′ := T+t02 . Nous précisons ensuite les hypothèses que nous prenons sur le modèle de Sellers.
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Hypothèse 1
I. Le coefficient de diffusion ρ(x) est défini par (10).
II. Le rayonnement absorbé Ra est donné par (4) avec β : R→ R de la forme
(2.1) β ∈ C1(R) ∩ L∞(R), β′ ∈ L∞(R), β′ est lipschitzienne de rapport k (k > 0),
(2.2) ∃β1 > 0,∀u ∈ R, β(u) ≥ β1.
De plus, on suppose que Q est de la forme
(2.3) Q(t, x) = r(t)q(x)
avec
(2.4) q ∈ L∞(I), q ≥ 0,
(2.5) r ∈ C1(R) est une fonction périodique de période τ (τ > 0)
(2.6) ∃r1 > 0, ∀t ∈ R, r(t) ≥ r1.
III. Enfin, le rayonnement émis (7) avec ε : R→ R vérifie
(2.7) ε ∈ C1(R) ∩ L∞(R), ε′ est lipschitzienne de rapport K (K > 0),
(2.8) ∃ε1 > 0,∀u ∈ R, ε(u) > ε1.
Finalement, l’équation sur laquelle on résoud un problème inverse est la suivante :
(2.9)

ut − (ρ(x)ux)x = r(t)q(x)β(u)− ε(u)u|u|3 x ∈ I, t > 0,
ρ(x)ux(t, x) = 0 x ∈ ∂I, t > 0,
u(0, x) = u0(x) x ∈ I.
La problématique que nous étudions peut être résumée ainsi : peut-on obtenir un résultat de stabilité
Lipschitzienne lorsque l’on cherche à déterminer le coefficient spatial q à partir des observations de la
solution
(ρux)x
(
T ′, .
)
, et ut
∣∣∣
(t0,T )×ω
,
où ω est un sous-intervalle de (−1, 1) ?
Nous commençons par étudier le caractère bien posé de (2.9). Cette question a déjà été traitée en
partie dans les travaux de Diaz [41, 39, 38], pour le modèle de Budyko (le terme non linéaire n’est
pas continu), et pour le modèle (2.9) par une approche variationnelle. Nous présentons ci-dessous une
approche semigroupe qui nous permet d’obtenir des résultats de régularité plus fins, indispensables
pour traiter les problèmes inverses.
69
2.1 Caractère bien posé du modèle (2.9)
2.1.1 Espaces fonctionnels associés au modèle (2.9)
Nous commençons par expliciter le cadre fonctionnel dans lequel nous travaillons. Comme l’opé-
rateur est dégénéré, l’espace naturel d’énergie est un espace de Sobolev à poids défini par
V = {w ∈ L2(I) : √ρwx ∈ L2(I)},
muni du produit scalaire suivant
(u, v)V := (u, v)L2(I) + (
√
ρux,
√
ρvx)L2(I)
et de la norme associée
∀u ∈ V, ‖u‖V :=
√
(u, u)V .
On remarque que V ⊂ H1loc(I). Cependant, nous mentionnons que la dégénérescence de l’opérateur
aux deux bornes du domaine I fait que la trace en x = ±1 d’un élément de V n’existe pas (Nous
renvoyons à [19] ou au chapitre précédent pour des considérations analogues).
On définit ensuite la forme bilinéaire associée à l’espace d’énergie V ,
a :

V × V → R,
(v, w) 7→
∫ 1
−1
√
ρvx
√
ρwx.
a est une forme V − L2(I) coercive, c’est-à-dire,
∃α > 0,∃β ∈ R,∀v ∈ V, a(v, v) + β‖v‖2L2(I) ≥ α‖v‖2V .
Comme dans [10, p. 45], nous associons à la forme a l’opérateur non borné A : D(A) ⊂ L2(I) −→ L2(I)
défini par
D(A) := {v ∈ V | w 7→ a(v, w) est continue pour la norme L2(I)},
∀v ∈ D(A),∀w ∈ V, (Av,w)L2(I) = a(v, w).
Le théorème suivant découle de la définition ci-dessus.
Théorème 2.1.1 [Analycité du semi-groupe] (A,D(A)) est le générateur infinitésimal d’un se-
migroupe analytique.
Démonstration du Théorème 2.1.1 : Il suffit d’utiliser [10, Théorème 2.12 p. 46]. 
On note [D(A), L2(I)] 1
2
l’espace d’interpolation réel (D(A), L2(I))1/2,2 construit par la méthode des
traces. Nous déduisons alors de la définition de A le lemme d’interpolation suivant.
Lemme 2.1.1 [Résultat d’interpolation] L’espace interpolé [D(A), L2(I)] 1
2
est l’espace V .
Démonstration du Lemme 2.1.1 : De par le contexte variationnel V ⊂ L2(I) ⊂ V ′, la démonstra-
tion est immédiate en utilisant [56, Proposition 2.1 p. 22]. 
Nous montrons ensuite un lemme qui donne une caractérisation de l’opérateur A et qui fait alors le
lien avec le problème (2.9).
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Lemme 2.1.2 L’opérateur non-borné de L2(−1, 1), (A,D(A)), vérifie
D(A) = {u ∈ V | ρux ∈ H1(I)},
∀u ∈ D(A), Au = −(ρux)x.
Démonstration du Lemme 2.1.2 : Appelons D := {u ∈ V | ρux ∈ H1(I)}. Nous commençons par
démontrer que D(A) ⊂ D. Soient v ∈ D(A) et w ∈ D(I). Alors, Av ∈ L2(I) et
〈Av,w〉D′,D = (Av,w)L2(I) = a(v, w)
=
∫
I
√
ρvx
√
ρwxdx =
∫
I
ρvxwxdx
= 〈ρvx, wx〉D′,D = −〈(ρvx)x, w〉D′,D.
D’où Av = −(ρvx)x dans D′. Comme Av ∈ L2(I), (ρvx)x ∈ L2(I) et donc v ∈ D. Cela montre que
D(A) ⊂ D. De plus, nous avons montré que Av = −(ρvx)x pour tous v ∈ D(A).
Il reste maintenant à montrer que D ⊂ D(A). Soient v ∈ D et w ∈ V . Alors
a(v, w) =
∫
I
ρvxwxdx.
Nous voulons faire une intégration par parties dans l’expression ci-dessus. Donc nous avons besoin de
connaître la valeur de ρvxw en x = −1 and x = 1.
Montrons tout d’abord que (ρvx)(1) = (ρvx)(−1) = 0. Comme ρvx ∈ H1(I), on a ρvx ∈ C0([−1, 1]).
Donc, la quantité |ρvx| a une limite lorsque x→ 1, que nous notons L ≥ 0. On raisonne par l’absurde
en supposant que L > 0. Alors, pour x proche de 1, |ρvx| ≥ L/2. D’où |√ρvx| ≥ L2√ρ , ce qui contredit
le fait que √ρvx ∈ L2(I) vu que 1/√ρ 6∈ L2(I). Donc L = 0. Nous démontrons de la même manière
l’égalité (ρvx)(−1) = 0.
Ensuite, nous montrons que
(2.10) ∀x ∈ I, |(ρvx)(x)| ≤ ‖(ρvx)x‖L2(I)
√
1− x.
En effet, en utilisant que (ρvx)(1) = 0, il suffit d’écrire, pour tout x ∈ (0, 1),
|(ρvx)(x)| =
∣∣∣∣∫ 1
x
(ρvx)x(s)ds
∣∣∣∣ ≤ (∫ 1
x
|(ρvx)x(s)|2ds
)1/2 (∫ 1
x
ds
)1/2
.
Nous en déduisons finalement que
(ρvxw)(x)→ 0 lorsque x→ 1 et x→ −1.
Soient x1, x2 ∈ (0, 1). Comme v ∈ D, on a∫ x2
−x1
√
ρvx
√
ρwxdx = −
∫ x2
−x1
(ρvx)xwdx+ [ρvxw]x2−x1 .
Or, les quantités
lim
x2→1
∫ x2
−x1
√
ρvx
√
ρwxdx et lim
x2→1
−
∫ x2
−x1
(ρvx)xwdx
sont finies. Donc, la limite
lim
x2→1
(ρvxw)(x2)
existe et nous la notons de nouveau L. On suppose que L 6= 0. Alors, lorsque x2 est proche de 1, nous
obtenons |(ρvxw)(x2)| > |L|/2. En outre, en utilisant (2.10), on a
|(ρvxw)(x2)| ≤ ‖(ρvx)x‖L2(I)
√
1− x2|w(x2)|.
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D’où |w(x2)| ≥ C/
√
1− x2 pour une certaine constante C > 0. Ceci contredit le fait que w ∈ L2(I).
Par conséquent, L = 0. Nous montrons de la même manière que (ρvxw)(x)→ 0 lorsque x→ −1.
Nous en déduisons que
a(v, w) = −
∫
I
(ρvx)xwdx.
Alors w 7→ a(v, w) est L2(I)-continue de telle sorte que v ∈ D(A). Ceci termine la démonstration du
Lemme 2.1.2. 
Nous disposons maintenant du cadre fonctionnel pour appliquer les résultats pour les équations
semilinéaires dont l’opérateur engendre un semigroupe analytique. Nous nous appuyons sur l’ouvrage
[58].
2.1.2 Existence locale de solutions classiques
Nous fixons ici T > τ et nous considérons le problème (2.9) pour t ∈ [0, T ] (en pratique, T >> τ
dans le contexte de la climatologie). Pour pouvoir appliquer la théorie dans [58], nous commençons par
transformer (2.9) en une équation d’évolution dans L2(I). La première difficulté rencontrée concerne
le rayonnement émis Re(u) = εu|u|3, qui n’est pas a priori dans L2(I) si u est dans L2(I). Le lemme
suivant permet de résoudre ce problème.
Lemme 2.1.3 Pour tout q ∈ [1,+∞), V s’injecte de façon continue dans Lq(I) .
Démonstration du Lemme 2.1.3 : Voir [39, Lemme 1, (ii)] .
Ensuite nous définissons l’application G à valeurs dans L2(I) par
G :
{
[0, T ]× V −→ L2(I)
(t, u) 7−→ r(t)qβ(u)− ε(u)u|u|3.
Si G est bien définie, le problème (2.9) sur [0, T ] est équivalent à l’équation d’évolution :
(2.11)
{
ut(t) +Au(t) = G(t, u(t)), t ∈ [0, T ]
u(0) = u0.
Vérifions donc que G est bien définie et satisfait certaines propriétés.
Lemme 2.1.4 G est bien définie sur [0, T ]× V à valeurs dans L2(I). De plus G vérifie
– ∀t ∈ [0, T ],∀R > 0,∃C > 0,∀u1, u2 ∈ BV (0, R),
(2.12) ‖G(t, u1)−G(t, u2)‖L2(I) ≤ C‖u1 − u2‖V .
– ∀R > 0,∃C > 0,∀u ∈ BV (0, R),∀s, t ∈ [0, T ],
(2.13) ‖G(t, u)−G(s, u)‖L2(I) ≤ C|t− s|2.
Démonstration du Lemme 2.1.4 : Montrons tout d’abord que G est bien définie sur [0, T ]× V , à
valeurs dans L2(I). On note Q = rq et Q1 = ‖Q‖L∞(R×I). Ensuite, nous considérons t ∈ [0, T ], u ∈ V
et nous écrivons
(2.14) ‖G(t, u)‖2L2(I) =
∫
I
|Ra(t, u)−Re(u)|2dx ≤ 2
∫
I
Q(t, x)2β(u)2dx+ 2
∫
I
ε(u)2u8dx
≤ 2Q21‖β‖2L∞(R) + 2‖ε‖2L∞(R)
∫
I
u8dx ≤ 2Q21‖β‖2L∞(R) + C‖u‖8V ,
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d’après le Lemme 2.1.3.
Maintenant, montrons que la condition (2.12) est satisfaite. Fixons t ∈ [0, T ], R > 0 et considérons
u1, u2 dans BV (0, R). Alors
‖G(t, u1)−G(t, u2)‖2L2(I) =
∫
I
∣∣∣Q(t, x)(β(u1)− β(u2)) +Re(u1)−Re(u2)∣∣∣2dx
≤ 2Q21‖β′‖2L∞(R)
∫
I
|u1 − u2|2dx+ 2
∫
I
|Re(u1)−Re(u2)|2dx
≤ 2Q21‖β′‖2L∞(R)‖u1 − u2‖2V + 2
∫
I
|Re(u1)−Re(u2)|2dx.
Pour conclure la démonstration de (2.12), il reste à montrer que
(2.15)
∫
I
|Re(u1)−Re(u2)|2dx ≤ C‖u1 − u2‖2V ,
pour une certaine constante C > 0. Pour obtenir ceci, nous effectuons quelques calculs élémentaires
pour avoir la majoration
(2.16)
∫
I
|Re(u1)−Re(u2)|2dx ≤ 3
∫
I
|ε(u1)− ε(u2)|2|u1|8dx
+ 3
∫
I
ε(u2)2|u1 − u2|2|u1|6dx+ 3
∫
I
ε(u2)2|u2|2
(
|u1|3 − |u2|3
)2
dx.
Ainsi, il nous reste à majorer les trois termes du membre de droite ci-dessus. En utilisant les propriétés
de ε détaillées dans l’Hypothèse 1, on a :∫
I
|ε(u1)− ε(u2)|2|u1|8dx ≤ ‖ε′‖2L∞(R)‖u1 − u2‖2L4(I)‖u1‖8L16(I),∫
I
ε(u2)2|u1 − u2|2|u1|6dx ≤ ‖ε‖2L∞(R)‖u1 − u2‖2L4(I)‖u1‖6L12(I),
et
∫
I
ε(u2)2|u2|2
(
|u1|3 − |u2|3
)2
dx
≤ ‖ε‖2L∞(R)
∫
I
|u2|2
(
|u1| − |u2|
)2(|u1|2 + |u1||u2|+ |u2|2)2dx
≤ ‖ε‖2L∞(R)‖u1 − u2‖2L4(I)
( ∫
I
|u2|4
(
|u1|2 + |u1||u2|+ |u2|2
)4
dx
)1/2
.
En utilisant le Lemme 2.1.3 et le fait que u1 et u2 appartiennent à BV (0, R), nous terminons la
démonstration de (2.12).
Pour achever de montrer le Lemme 2.1.4, nous montrons que la condition (2.13) est satisfaite. Pour
tout t, s ∈ [0, T ], nous écrivons
‖G(t, u)−G(s, u)‖2L2(I) =
∫
I
|r(t)− r(s)|2q(x)2β(u(x))2dx
≤ 2‖r′‖2L∞(R)‖q‖2L∞(I)‖β‖2L∞(R)|t− s|2.
Ceci implique alors l’inégalité (2.13). 
Nous en déduisons alors un résultat d’existence locale d’une solution classique.
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Théorème 2.1.2 [Existence locale d’une solution classique] Pour tout u0 ∈ D(A), Il existe
T ?(u0) ∈ (0,+∞] tel que, pour tout 0 < T < T ?(u0), le problème (2.11) a une unique solution
u ∈ C([0, T ], D(A)) ∩ C1([0, T ], L2(I)). De plus, si T ?(u0) < +∞, alors ‖u(t)‖V → +∞ lorsque
t→ T ?(u0).
Démonstration du Théorème 2.1.2 : La démonstration est basée sur l’ouvrage [58]. En effet,
le Théorème 2.1.1 et les Lemmes 2.1.4, 2.1.1 nous permettent d’appliquer [58, Théorème 7.1.2] à
l’équation d’évolution (2.11). Nous démontrons ainsi qu’il existe une unique solution faible jusqu’à
un temps maximal, noté T ?(u0). Alors, [58, Proposition 7.1.8] implique que, si T ?(u0) < +∞, alors
‖u(t)‖V → +∞ lorsque t→ T ?(u0). De plus, comme Au0 +G(0, u0) ∈ L2(I), [58, Proposition 7.1.10]
assure que, pour tout intervalle compact [0, T ] avec T < T ?(u0), u ∈ C([0, T ], D(A))∩C1([0, T ], L2(I)).

2.1.3 Un principe du maximum faible
Nous commençons ce sous-paragraphe en énonçant un lemme clé pour l’obtention de principes du
maximum faible comme dans [36].
Lemme 2.1.5 Soit u ∈ V . Alors, pour tout M ≥ 0, (u−M)+ := sup(u−M, 0) ∈ V et (u+M)− :=
sup(−(u+M), 0) ∈ V . De plus
(2.17) pour presque tout x ∈ I, ((u−M)+)x(x) =
{
ux(x) si (u−M)(x) > 0,
0 si (u−M)(x) ≤ 0,
et
(2.18) pour presque tout x ∈ I, ((u+M)−)x(x) =
{
0 si (u+M)(x) ≥ 0,
−ux(x) si (u+M)(x) < 0.
Démonstration du Lemme 2.1.5 : Considérons u ∈ V . Pour tout η > 0, u ∈ H1(−1 + η, 1 − η).
D’après [35, Proposition 6 p. 934], il s’ensuit (u−M)+ ∈ H1(−1 + η, 1− η) et
(2.19) pour presque tout x ∈ (−1 + η, 1− η), ((u−M)+)x(x) =
{
ux(x) si (u−M)(x) > 0,
0 si (u−M)(x) ≤ 0.
Alors ∫ 1−η
−1+η
ρ|((u−M)+)x|2dx =
∫
Aη
ρu2xdx,
où Aη := {x ∈ (−1 + η, 1 − η) : (u −M)(x) > 0}. Comme la quantité
∫
Aη
ρu2xdx est majorée par∫
I
ρu2xdx qui ne dépend pas de η, on obtient, en prenant η → 0 :∫
I
ρ|((u−M)+)x|2dx ≤
∫
I
ρu2xdx < +∞.
D’où, (u −M)+ ∈ V . De plus, (2.17) est déduit de (2.19). On raisonne de manière identique pour
traiter (u+M)−. 
Nous sommes alors en mesure de démontrer le principe du maximum faible suivant.
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Théorème 2.1.3 [Principe du maximum] Soient u0 ∈ D(A) ∩ L∞(I) et 0 < T < T ?(u0) avec
T ?(u0) défini par le théorème 2.1.2. On note
(2.20) M := max
‖u0‖L∞(I),
(‖q‖L∞(I)‖r‖L∞(R)‖β‖L∞(R)
ε1
)1/4 .
Alors la solution u du problème (2.9) vérifie
‖u‖L∞((0,T )×I) ≤M.
Démonstration du Théorème 2.1.3 : On considère u0 ∈ D(A) ∩ L∞(I) et M défini par (2.20).
Soit t ∈ [0, T ] fixé. En multipliant l’équation de u par (u−M)+, on obtient grâce au Lemme 2.1.5 et
aux conditions de bord de u,∫
I
ut(u−M)+dx+
∫
I
ρ|((u−M)+)x|2dx =
∫
I
[Qβ(u)− ε(u)u|u|3](u−M)+dx.
De plus, en définissant A := {x ∈ I : u(t, x) > M}, on a∫
I
[Qβ(u)− ε(u)u|u|3](u−M)+dx =
∫
A
[Qβ(u)− ε(u)u|u|3](u−M)dx.
Pour x ∈ A,
Qβ(u)− ε(u)u|u|3 ≤ ‖Q‖L∞(R×I)‖β‖L∞(R) − ε1M4 ≤ 0,
grâce à notre choix de M . Par conséquent, pour tout t ∈ [0, T ], on obtient
1
2
d
dt
∫
I
|(u−M)+|2dx =
∫
I
ut(u−M)+dx ≤ 0.
Ainsi t 7−→ ‖(u−M)+(t)‖2L2(I) est décroissante sur [0, T ]. Comme (u0 −M)+ ≡ 0, on en déduit que,
pour tout t ∈ [0, T ] et presque tout x ∈ I, u(t, x) ≤M .
De façon analogue, on multiplie l’équation de u par (u+M)− et on obtient
d
dt
∫
I
|(u+M)−|2dx ≤ 0.
Comme (u0 +M)− ≡ 0, on conclut que pour tout t ∈ [0, T ] et presque tout x ∈ I, u(t, x) ≥ −M . Ainsi
la démonstration du Théorème 2.1.3 est terminée. 
On remarque que l’on peut déduire du Théorème 2.1.3 le résultat suivant. Pour tout u0 dans
D(A)∩L∞(I), la norme L2 de la solution de (2.9) n’explose pas au temps T ?(u0). Toutefois, ceci n’est
pas suffisant pour assurer l’existence globale d’une solution classique puisqu’il se peut que la norme
V de u(t) explose lorsque t→ T ?(u0). Il nous reste à montrer que ce phénomène ne peut pas arriver.
Nous montrons tout d’abord un résultat de régularité sur la dérivée en temps de la solution de (2.9).
2.1.4 Régularité de la dérivée en temps des solutions de (2.9)
Nous restreignons l’ensemble des conditions initiales à l’espace suivant
(2.21) U := {u0 ∈ D(A) ∩ L∞(I) : Au0 ∈ L∞(I)}.
Nous rappelons la notation classique suivante, introduite au chapitre 2 dans un contexte analogue,
W (0, T ;V, V ′) := {v ∈ L2(0, T ;V ) : vt ∈ L2(0, T ;V ′)}.
Nous avons le résultat suivant.
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Théorème 2.1.4 [Régularité de la dérivée en temps] Soit u0 ∈ U . Soit u la solution de (2.9)
associée à u0. Soit 0 < T < T ?(u0) où T ?(u0) est le temps maximal d’existence défini par le théorème
2.1.2. Alors la fonction z := ut est dans L2(0, T ;V ) et est solution du problème variationnel suivant
(2.22)

z ∈W (0, T ;V, V ′),
∀w ∈ V, < zt(t), w > +b(t, z(t), w) = (r′(t)qβ(u(t)), w)L2(I),
z(0) = −Au0 +G(0, u0),
où b : [0, T ] × V × V −→ R est la forme bilinéaire dépendant du temps et faiblement coercive définie
par
b(t, v, w) =
∫
I
√
ρvx
√
ρwxdx+
∫
I
pi(t, x)vwdx
avec
pi(t, x) := R′e(u)(t, x)− r(t)q(x)β′(u(t, x)).
Dans l’énoncé ci-dessus, R′e est la dérivée du rayonnement émis en tant que fonction de R dans R. En
effectuant le calcul, on a
R′e(u)(t, x) =
(
ε′(u)u|u|3 + ε(u)|u|3 + 3 signe(u)ε(u)u3
)
(t, x).
Démonstration du Théorème 2.1.4 : Soit u0 ∈ U . On introduit z := ut, et on remarque qu’au
sens des distributions, on a :
zt − (ρzx)x = z[r(t)qβ′(u)−R′e(u)] + r′(t)qβ(u).
Donc, pour montrer que z satisfait (2.22), il nous faut montrer que z appartient à L2(0, T ;V ). Dans
ce but, on utilise la méthode des quotients différentiels (voir [56] par exemple).
On considère 0 < δ < T2 , t ∈ (δ, T − δ) et −δ < s < δ. On remarque que
(2.23)
{
ut(t+ s)− (ρux)x(t+ s) = Q(t+ s)β(u(t+ s))−Re(u(t+ s)),
ut(t)− (ρux)x(t) = Q(t)β(u(t))−Re(u(t)).
On définit alors pour tout t ∈ (δ, T − δ),
us(t) := u(t+ s)− u(t)
s
.
Alors, pour tout t ∈ (δ, T − δ), us(t) ∈ V et on déduit de (2.23) que
(2.24) ∂u
s
∂t
(t)− ∂
∂x
(
ρ
∂us
∂x
)
(t)
= Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
.
En multipliant (2.24) par us(t) et en intégrant par parties par rapport à x, on a, pour tout t ∈ (δ, T−δ),
(
∂us
∂t
(t), us(t)
)
L2(I)
+
∫
I
ρ
(
∂us
∂x
(t)
)2
dx
=
∫
I
[
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
]
us(t)dx.
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En intégrant sur (δ, T − δ), cela débouche sur
(2.25) 12‖u
s(T − δ)‖2L2(I) +
∫ T−δ
δ
∫
I
ρ
(
∂us
∂x
(t)
)2
dxdt = 12‖u
s(δ)‖2L2(I)
+
∫ T−δ
δ
∫
I
[
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
]
us(t)dxdt.
Or, ∫ T−δ
δ
∫
I
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
us(t)dxdt(2.26)
=
∫ T−δ
δ
∫
I
[(Q(t+ s)−Q(t))β(u(t+ s)) +Q(t)(β(u(t+ s))− β(u(t)))
s
]
us(t)dxdt
≤ ‖β‖L∞(R)
∫ T−δ
δ
∫
I
q(x) |r(t+ s)− r(t)|
s
|us(t)|dxdt
+ ‖Q‖L∞((0,T )×I)‖β′‖L∞(R)
∫ T−δ
δ
∫
I
|u(t+ s)− u(t)|
s
|us(t)|dxdt
≤ ‖β‖L∞(R)
∫ T−δ
δ
∫
I
(1
2‖q‖
2
L∞(I)‖r′‖2L∞(R) +
1
2 |u
s(t)|2
)
dxdt
+ ‖Q‖L∞(R×I)‖β′‖L∞(R)
∫ T−δ
δ
∫
I
|us(t)|2dxdt
≤ T‖β‖L∞(R)‖q‖2L∞(I)‖r′‖2L∞(R)
+
(1
2‖β‖L∞(R) + ‖Q‖L∞(R×I)‖β
′‖L∞(R)
) ∫ T−δ
δ
∫
I
|us(t)|2dxdt
D’un autre côté, on a
Re(u(t, x))−Re(u(t+ s, x)) = [ε(u)u|u|3](t, x)− [ε(u)u|u|3](t+ s, x)
= [ε(u)|u|3](t, x)(u(t, x)− u(t+ s, x)) + (ε(u)(t, x)− ε(u)(t+ s, x))|u|3(t, x)u(t+ s, x)
+ ε(u)(t+ s, x)([|u|3](t, x)− [|u|3](t+ s, x))u(t+ s, x)
= −[ε(u)|u|3](t, x)(u(t+ s, x)− u(t, x))− (ε(u)(t+ s, x)− ε(u)(t, x))|u|3(t, x)u(t+ s, x)
− ε(u)(t+ s, x)(|u|(t+ s, x)− |u|(t, x))
(
|u|2(t+ s, x) + |u|(t+ s, x)|u|(t, x) + |u|2(t, x)
)
u(t+ s, x).
Comme u0 ∈ U , le Théorème 2.1.3 implique que pour presque tout (t, x) ∈ (0, T )×I, |u(t, x)| ≤M ,
où M est défini par (2.20). En utilisant aussi le fait que ε est lipschitzienne de rapport ‖ε′‖L∞(R), on a
|Re(u(t, x))−Re(u(t+ s, x))| ≤ C|u(t+ s, x)− u(t, x)|,
pour une certaine constante C > 0. Il s’ensuit que
(2.27)
∫ T−δ
δ
∫
I
Re(u(t, x))−Re(u(t+ s, x))
s
us(t)dxdt ≤ C
∫ T−δ
δ
∫
I
|us(t, x)|2dxdt.
D’où, grâce à (2.26) et (2.27), (2.25) devient∫ T−δ
δ
∫
I
ρ
(
∂us
∂x
(t)
)2
dxdt ≤ 12‖u
s(δ)‖2L2(I) + C + C
∫ T−δ
δ
∫
I
|us(t, x)|2dxdt.
Comme u ∈ C1([0, T ];L2(I)), on obtient∫ T−δ
δ
∫
I
ρ
(
∂us
∂x
(t)
)2
dxdt ≤ 12 supt∈[0,T ]
‖ut‖2L2(I) + C + CT sup
t∈[0,T ]
‖ut‖2L2(I).
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Par conséquent, la quantité
∫ T−δ
δ
∫
I
ρ
(
∂us
∂x
(t)
)2
dxdt est majorée par une constante positive indépen-
dante de s. Donc, il existe une sous-suite us qui converge faiblement vers un élément v ∈ L2(δ, T−δ;V )
lorsque s→ 0. Or, us converge vers z au sens des distributions. Donc z = v ∈ L2(δ, T − δ;V ), et
‖z‖2L2(δ,T−δ;V ) ≤ lim infs→+∞ ‖u
s‖2L2(δ,T−δ;V ) ≤ C +
(1
2 + CT
)
sup
t∈[0,T ]
‖ut‖2L2(I).
Comme le terme dans le membre de droite ci-dessus ne dépend pas de δ, z ∈ L2(0, T ;V ) et z est la
solution de (2.22). 
On déduit de ce résultat un principe du maximum faible pour la dérivée en temps de la solution
de (2.9).
Corollaire 2.1.1 [Principe du maximum pour la dérivée en temps] Soient u0 ∈ U et 0 < T <
T ?(u0) avec T ?(u0) défini par le théorème 2.1.2. Alors la solution z de (2.22) vérifie
‖z‖L∞((0,T )×I) ≤ e(‖pi‖L∞((0,T )×I)+1)TN,
où
(2.28) N := max
{
‖ −Au0 +G(0, u0)‖L∞(I), ‖r′‖L∞(R)‖q‖L∞(I)‖β‖L∞(R)
}
.
Démonstration du Corollaire 2.1.1 : La principale difficulté de la démonstration réside dans le
manque de coercivité de la forme b. Donc, nous commençons par introduire un premier problème
variationnel avec une forme coercive,
(2.29)

y ∈W (0, T ;V, V ′),
∀w ∈ V, < yt(t), w > +b1(t, y(t), w) = (r′(t)e−(‖pi‖L∞((0,T )×I)+1)tqβ(u(t)), w)L2(I),
y(0) = −Au0 +G(0, u0),
où b1 : [0, T ]× V × V −→ R est la forme bilinéaire coercive dépendant du temps définie par :
∀(t, v, w) ∈ [0, T ]× V × V,
b1(t, v, w) = b(t, v, w) +
∫
I
(
‖pi‖L∞((0,T )×I) + 1
)
vwdx.
On remarque que, pour presque tout t ∈ (0, T ), y(t) ∈ V . Soit alors le réel positif N défini par (2.28).
D’après le Lemme 2.1.5, pour presque tout t ∈ (0, T ), (y(t) − N)+ ∈ V , de telle sorte que l’on peut
écrire
d
dt
(
y(t), (y(t)−N)+
)
L2(I)
+ b1(t, y(t), (y(t)−N)+)
= (r′(t)e−(‖pi‖L∞((0,T )×I)+1)tqβ(u(t)), (y(t)−N)+)L2(I).
On peut alors facilement voir que
b1(t, y(t), (y(t)−N)+)− (r′(t)e−(‖pi‖L∞((0,T )×I)+1)tqβ(u(t)), (y(t)−N)+)L2(I)
≥
∫
I
ρ|((y(t)−N)+)x|2dx+
∫
I
(‖pi‖L∞((0,T )×I) + pi(t, x))|(y(t)−N)+|2dx
+
∫
I
(y(t)− r′(t)e−(‖pi‖L∞((0,T )×I)+1)tqβ(u(t)))(y(t)−N)+dx ≥ 0
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comme y(t)− r′(t)e−(‖pi‖L∞((0,T )×I)+1)tqβ(u) ≥ 0 lorsque y(t) ≥ N . Donc
d
dt
(
y(t), (y(t)−N)+
)
L2(I)
≤ 0.
Par conséquent, la fonction t 7−→ ‖(y(t) − N)+‖L2(I) est décroissante sur [0, T ]. Puisque ‖(y(0) −
N)+‖L2(I) = 0, on a ‖(y(t) − N)+‖L2(I) = 0 pour presque tout t ∈ (0, T ). Ainsi, pour presque tout
(t, x) ∈ (0, T ) × I, y(t, x) ≤ N . En suivant un raisonnement analogue, pour presque tout (t, x) ∈
(0, T )× I, on a −y(t, x) ≤ N . En conclusion, ‖y‖L∞((0,T )×I) ≤ N . Comme la solution z du problème
(2.22) satisfait, pour tout t ∈ (0, T ), z(t) = e(‖pi‖L∞((0,T )×I)+1)ty(t), on obtient immédiatement
‖z‖L∞((0,T )×I) ≤ e(‖pi‖L∞((0,T )×I)+1)TN.

Nous terminons ce paragraphe par le résultat fondamental d’existence globale des solutions de
(2.9), qui garantit la validité du modèle de climat de Sellers pour tout temps.
2.1.5 Existence globale des solutions de (2.9)
Théorème 2.1.5 [Existence globale des solutions classiques] Soit u0 ∈ U . Alors la solution u
de (2.9) est définie sur [0,+∞), et par conséquent T ?(u0) = +∞.
En conséquence du Théorème 2.1.5, on remarque que le Théorème 2.1.3 et le Corollaire 2.1.1
s’appliquent avec T ?(u0) = +∞.
Démonstration du Théorème 2.1.5 : Par l’absurde, supposons que T ?(u0) < +∞. D’après la
remarque en suivant du Théorème 2.1.3, il nous reste à prouver que la norme V de la solution locale
u(t) n’explose pas au temps T ?(u0). Pour presque tout 0 < t < T ?(u0), on multiplie l’équation de u
au temps t par −(ρux)x(t). On obtient :
−
∫
I
ut(t)(ρux)x(t)dx+
∫
I
|(ρux)x(t)|2dx = −
∫
I
[Qβ(u)− ε(u)u|u|3](t)(ρux)x(t)dx.
Comme u0 ∈ U , le Théorème 2.1.3 implique ‖u‖L∞((0,t)×I) ≤M où M est défini par (2.20). Donc,
−
∫
I
[Qβ(u)− ε(u)u|u|3](t)(ρux)x(t)dx ≤ 12
∫
I
[
Qβ(u)− ε(u)u|u|3
]2
(t)dx+ 12
∫
I
|(ρux)x(t)|2dx
≤ ‖Q‖2L∞(R×I)‖β‖2L∞(R) + ‖ε‖2L∞(R)M8 +
1
2
∫
I
|(ρux)x(t)|2dx.
Ainsi, nous obtenons
(2.30) −
∫
I
ut(t)(ρux)x(t)dx+
1
2
∫
I
|(ρux)x(t)|2dx ≤ ‖Q‖2L∞(R×I)‖β‖2L∞(R) + ‖ε‖2L∞(R)M8 = C.
En outre, d’après le Théorème 2.1.4, ut ∈ L2(0, T ;V ) pour tout 0 < T < T ?(u0), de telle sorte que
pour presque tout s
(2.31) −
∫
I
ut(s)(ρux)x(s)dx =
∫
I
√
ρutx(s)
√
ρux(s)dx =
1
2
d
dt
∫
I
ρ|ux(s)|2dx.
Donc, en intégrant sur (0, t),
(2.32) 12
∫
I
ρ|ux(t)|2dx ≤ Ct+ 12
∫
I
ρ|u0,x|2dx ≤ CT ?(u0) + 12‖u0‖
2
V .
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D’après le Théorème 2.1.3, on obtient également ‖u(t)‖L2(I) ≤
√
2M où M est donné par (2.20). Par
conséquent (2.32) débouche sur
‖u(t)‖2V ≤
√
2M + CT ?(u0) +
1
2‖u0‖
2
V ,
ce qui assure que ‖u(t)‖V n’explose pas au temps T ?(u0). 
Nous allons voir dans la section suivante une inégalité de Carleman pour les solutions du problème
linéaire associé à (2.9). Comme nous l’avons annoncé dans l’introduction de ce chapitre, une telle
inégalité ne peut concerner directement les solutions du modèle de Sellers semilinéaire.
2.2 Une inégalité de Carleman pour une observation localement dis-
tribuée
Nous adaptons l’inégalité de Carleman fondamentale démontrée dans [59]. Nous rappelons que,
dans [59], le domaine en espace est (0, 1) alors que dans (2.9), on travaille dans (−1, 1). Par conséquent,
vu que les fonctions poids spatiales sont fortement reliées au domaine, nous devons changer quelque
peu les definitions et l’énoncé du résultat de [59] pour l’adapter à notre situation. De plus, comme
nous l’avons fait au chapitre précédent, nous ajoutons une estimation de la dérivée en temps, ce qui
nous conduit à estimer deux termes supplémentaires.
De façon usuelle, l’obtention d’inégalités de Carleman globales repose sur l’introduction d’une
fonction poids adéquate de la forme
∀(t, x) ∈ (t0, T )× I, σ(t, x) = θ(t)p(x)
où les fonctions θ and p doivent être précisées.
Comme dans [16, 59] et dans le chapitre précédent, θ(t) est définie par
∀t ∈ (t0, T ) , θ(t) :=
[ 1
(t− t0)(T − t)
]4
.
Ensuite nous introduisons la fonction poids en espace p(x) adaptée à une observation localement
distribuée dans le cas d’un problème dégénéré comme (2.9) (voir [59]) :
(2.33) ∀x ∈ I = (−1, 1), p(x) = G0 −
∫ x
−1
φ−(s)
ρ(s) e
S(φ+(s))2ds,
où G0, S sont des constantes strictement positives (à déterminer ultérieurement), φ− et φ+ sont les
deux fonctions définies ci-dessous. Soit ω˜ :=
(
L˜1, L˜2
)
tel que −1 < L1 < L˜1 < L˜2 < L2 < 1 et soit φ1
et φ2 deux fonctions de troncature définies par,
(2.34)
∀x ∈ [−1, 1] , 0 ≤ φ1 (x) ≤ 1, 0 ≤ φ2 (x) ≤ 1,
∀x ∈
[
−1, L˜1
]
, φ1 (x) = 1, φ2 (x) = 0,
∀x ∈
[
L˜2, 1
]
, φ1 (x) = 0, φ2 (x) = 1,
∀x ∈ [−1, 1] , φ1 (x) + φ2 (x) > 0.
Ennsuite φ+ et φ− sont définies par
(2.35)
{
∀x ∈ [−1, 1], φ+(x) := (1+x)2 φ1(x) + (1−x)2 φ2(x),
∀x ∈ [−1, 1], φ−(x) := (1+x)2 φ1(x)− (1−x)2 φ2(x).
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On remarque qu’il existe une constante C > 0 telle que
(2.36) ∀x ∈ I, |φ−(x)| ≤ C(1 + x) (1− x) = C
ρ0
ρ(x).
Ensuite, nous énonçons le lemme suivant issu de [59, Lemme 5.4] :
Lemme 2.2.1 Si G0 et S sont choisies suffisamment grandes, alors la fonction p est bien définie sur
[−1, 1], strictement positive, et satisfait les propriétés suivantes :
– Il existe m0 > 0 tel que
∀x ∈ (−1, L1)× (L2, 1), −(2xαpxx + αxα−1px) ≥ m0
– Il existe M0 > 0 tel que
∀x ∈ I, |(xα(xαpx)xx)x| ≤M0
Pour la preuve, nous renvoyons le lecteur à [59, Lemme 5.4] qui est similaire (mis à part le fait que
le domaine dans [59] est (0, 1) alors qu’on travaille ici dans (−1, 1)). Dans la suite, nous choisissons
G0 et S suffisamment grandes de telle sorte que le Lemme 2.2.1 soit satisfait.
Enfin, on définit la deuxième fonction poids temporelle comme au chapitre précédent :
(2.37) ∀t ∈ (t0, T ), γ(t) := T + t0 − 2t.
Nous nous intéressons alors au problème aux limites linéaire suivant,
(2.38)
{
zt − (ρzx)x = h (t, x) ∈ (t0, T )× I,
ρ(x)zx(t, x) = 0 (t, x) ∈ (t0, T )× ∂I,
où h ∈ L2(t0, T ;L2(I)). Dans la suite, on adopte les notations usuelles
Qt0T := (t0, T )× I et ωt0T := (t0, T )× ω.
Maintenant nous pouvons énoncer une inégalité de Carleman pour les solutions de (2.38) avec une
observation interne.
Théorème 2.2.1 [Inégalité de Carleman avec observation interne]
Soit ω := (L1, L2) avec 0 < L1 < L2 < 1. Il existe deux constantes R0 = R0 (T, t0, ω) > 0 et
C1 = C1(T, t0, ω) > 0 telles que : ∀R ≥ R0,
(2.39)
∫∫
Q
t0
T
(
R3θ3(1− x2)z2 +Rθ3/2|γ|pz2 +Rθ(1− x2)z2x +
1
Rθ
z2t
)
e−2Rσdxdt
≤ C 1
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
,
pour toutes solutions z ∈ L2 (t0, T ;D (A)) ∩H1
(
t0, T ;L2(I))
)
de (2.38).
Avant de faire la démonstration du Théorème 2.2.1, nous rappelons l’inégalité de Hardy fonda-
mentale suivante, qui sera également utilisée dans la démonstration de notre résultat de stabilité
Lipschitzienne dans la section suivante.
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Théorème 2.2.2 Soit a : I = [−1, 1] → R telle que a ∈ C1(I), a(−1) = 0, a(1) = 0. On suppose de
plus qu’il existe α1, α2 ∈ (1, 2) tels que
(2.40) (1 + x)a
′(x)
a(x) −→x→−1, x>−1α1,
(1− x)a′(x)
a(x) −→x→1, x<1α2.
Soient L1, L2 deux réels satisfaisant −1 < L1 < L2 < 1. Alors, il existe une certaine constante
C = C(α1, α2, L1, L2) > 0 telle que, pour tous Z ∈ L2(I) vérifiant
√
aZx ∈ L2(I),
(2.41)
∫
I
a(x)
(1 + x)2(1− x)2Z
2dx ≤ C
∫
I
a(x)Z2xdx+ C
∫ L2
L1
Z2dx.
Pour une démonstration du Théorème 2.2.2, nous renvoyons à [59, Théorème 3.10] même si le
résultat est énoncé ici pour a(x) definie sur [−1, 1] au lieu de [0, 1]. Le Théorème 2.2.2 s’applique
typiquement aux fonctions a(x) ayant la forme a(x) = (1 − x)α1(1 + x)α2 avec α1, α2 ∈ (1, 2). Il ne
peut pas s’appliquer directement à la fonction ρ(x) = 1 − x2 = (1 − x)(1 + x) vu que les exposants
critiques α1 = 1 et α2 = 1 ne sont pas couverts par 2.2.2. Nous verrons par la suite un moyen de
contourner cette difficulté.
Démonstration du Théorème 2.2.1 : Nous écrivons la démonstration même si elle est identique
à celle de la Proposition 1.2.1, mis à part le fait que le domaine en espace et l’inégalité de Hardy
ont changé. Une partie de l’inégalité (2.39) a été démontrée dans [59] et, même si nous nous référons
quelque fois à [59], notre démonstration se suffit à elle même. Dans [59], les auteurs démontrent une
inégalité de Carleman permettant de majorer les intégrales sur QTt0 de R
3θ3(1−x2)z2 et Rθ(1−x2)z2x.
Soit z ∈ L2 (t0, T ;D (A)) ∩ H1
(
t0, T ;L2 (I)
)
une solution du problème (2.38) et R > 0 un nombre
positif. Comme dans [59], on définit w (t, x) := e−Rσ(t,x)z (t, x) pour presque tout (t, x) ∈ Qt0T .
Tout d’abord, on observe que w satisfait P+Rw + P
−
Rw = he−Rσ où
P+Rw = Rσtw +R
2ρσ2xw + (ρwx)x ,
P−Rw = wt +R (ρσx)xw + 2Rρσxwx.
Dans [59], les auteurs montrent qu’il existe deux constantes positives C1 = C1(T, t0, ω) et R1 =
R1(T, t0, ω) telles que, pour tous R ≥ R1,
(2.42)
∥∥∥P+Rw∥∥∥2L2(Qt0T ) +
∥∥∥P−Rw∥∥∥2L2(Qt0T ) +
∫∫
Q
t0
T
R3θ3(1− x2)w2dxdt+
∫∫
Q
t0
T
Rθ(1− x2)w2xdxdt
≤ C1
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
A partir de cette inégalité, nous voulons montrer l’inégalité (2.39) concernant la variable z. La dé-
monstration se fait alors en quatre étapes.
Etape 1 : Majoration de
∫∫
Q
t0
T
R3θ3
(
1− x2
)
z2e−2Rσdxdt et
∫∫
Q
t0
T
Rθ(1− x2)z2xe−2Rσdxdt
En remplaçant w par ze−Rσ, on déduit immédiatement de (2.42)
(2.43)
∫∫
Q
t0
T
R3θ3
(
1− x2
)
z2e−2Rσdxdt ≤ C1
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
De plus, wx = −Rσxze−Rσ + zxe−Rσ. Donc,
(2.44)
∫∫
Q
t0
T
Rθ(1− x2)z2xe−2Rσdxdt ≤ 2
∫∫
Q
t0
T
R2θ2(1− x2)p2xz2e−2Rσdxdt
+ 2
∫∫
Q
t0
T
Rθ(1− x2)w2xdxdt.
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Or, pour tous x ∈ I, px(x) = −φ−(x)
ρ(x) e
S(φ+(x))2 . En utilisant (2.36) et le fait que eS(φ+(.)) est une
fonction bornée sur I, il existe C = C(T, t0, ω) > 0 telle que∫∫
Q
t0
T
R2θ2(1− x2)p2xz2e−2Rσdxdt ≤ C
∫∫
Q
t0
T
R2θ2(1− x2)z2e−2Rσdxdt.
Comme il existe C = C(T, t0) > 0 telle que θ2 ≤ Cθ3, on obtient
(2.45)
∫∫
Q
t0
T
R2θ2(1− x2)p2xz2e−2Rσdxdt ≤ C
∫∫
Q
t0
T
R3θ3(1− x2)z2e−2Rσdxdt,
en choisissant R assez grand. En conclusion, grâce à (2.42), (2.43), (2.44), (2.45) on a :
(2.46)
∫∫
Q
t0
T
Rθ(1− x2)z2xe−2Rσdxdt+
∫∫
Q
t0
T
R3θ3
(
1− x2
)
z2e−2Rσdxdt
≤ C
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
Etape 2 : Majoration de
∫∫
Q
t0
T
Rθ
3
2 |γ| pz2e−2Rσdxdt
En premier lieu, nous observons que :
(2.47) P+Rw = −4Rγθ
5
4 pw +R2ρσ2xw + (ρwx)x .
On rappelle que
γ (t) ≥ 0 si t ∈
[
t0, T
′] et γ (t) ≤ 0 si t ∈ [T ′ , T ] .
Par conséquent, on définit :
ζ : [t0, T ] −→ R
t 7−→

1 si t ∈
[
t0, T
′)
− 1 si t ∈
[
T
′
, T
] .
Alors, pour tout t ∈ [t0, T ], ζ(t)γ (t) = |γ (t)| et |ζ (t)| ≤ 1. En multipliant (2.47) par ζθ 14w, on obtient
ζθ
1
4P+Rww = −4R |γ| θ
3
2 pw2 +R2θ
1
4 ζρσ2xw
2 + ζθ
1
4 (ρwx)xw.
Alors, en intégrant sur Qt0T et après une intégration par parties en la variable x dans le dernier terme
du membre de droite ci-dessus,∫∫
Q
t0
T
Rθ
3
2 |γ| pw2dxdt = −14
∫∫
Q
t0
T
ζP+Rwθ
1
4wdxdt+ 14
∫∫
Q
t0
T
R2θ
1
4 ζρσ2xw
2dxdt
− 14
∫∫
Q
t0
T
ζθ
1
4 ρw2xdxdt.
Comme |ζ| ≤ 1, on a
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∫∫
Q
t0
T
Rθ
3
2 |γ| pw2dxdt ≤ 14
∫∫
Q
t0
T
∣∣∣P+Rwθ 14w∣∣∣ dxdt+ 14
∫∫
Q
t0
T
R2θ
1
4 ρσ2xw
2dxdt
+ 14
∫∫
Q
t0
T
θ
1
4 ρw2xdxdt.
Tout d’abord,
1
4
∫∫
Q
t0
T
∣∣∣P+Rwθ 14w∣∣∣ dxdt ≤ 18
∥∥∥P+Rw∥∥∥2L2(Qt0T )︸ ︷︷ ︸
J1
+ 18
∫∫
Q
t0
T
θ
1
2w2dxdt︸ ︷︷ ︸
J2
.
De plus,
1
4
∫∫
Q
t0
T
R2θ
1
4 ρσ2xw
2dxdt = 14
∫∫
Q
t0
T
R2θ
9
4 ρ0(1− x2)p2xw2dxdt
= 14
∫∫
Q
t0
T
R2θ
9
4 ρ0(1− x2)
(
φ−(x)
ρ0(1− x2)e
S(φ+(x))2
)2
w2dxdt
≤ C4
∫∫
Q
t0
T
R2θ
9
4 (1− x2)w2dxdt
où l’on a utilisé (2.36) et le fait que eS(φ+(.))2 est bornée sur I. Donc,
(2.48)
∫∫
Q
t0
T
Rθ
3
2 |γ| pw2dxdt ≤ J1 + J2 + C4
∫∫
Q
t0
T
R2θ
9
4 (1− x)2w2dxdt+ 14
∫∫
Q
t0
T
θ
1
4 ρw2xdxdt.
Le terme J1 est majoré grâce à (2.42). Quant à J2, il nous faut d’une certaine façon y faire apparaître
le poids 1 − x2. Dans ce but, nous utilisons l’inégalité de Hardy (2.41) en prenant a(x) = (1 − x2)α?
avec 1 < α? < 2. Dans ce cas, (2.41) implique∫
I
1
(1− x2)2−α?Z
2dx ≤ C
∫
I
(1− x2)α?Z2xdx+ C
∫ L2
L1
Z2dx.
Comme (1− x2)α? ≤ (1− x2) et 1/(1− x2)2−α? ≥ 1, on obtient
(2.49)
∫
I
Z2dx ≤ C
∫
I
(1− x2)Z2xdx+ C
∫ L2
L1
Z2dx.
Donc
(2.50) J2 =
1
8
∫∫
Q
t0
T
θ
1
2w2dxdt ≤ C
∫∫
Q
t0
T
θ
1
2 (1− x2)w2xdxdt+ C
∫∫
ω
t0
T
θ
1
2w2dxdt.
Alors, en utilisant la définition de θ et le fait que R peut être pris aussi grand que l’on veut, on
peut majorer les termes
∫∫
Q
t0
T
θ
1
2 (1− x2)w2xdxdt et
∫∫
Q
t0
T
R2θ
9
4 (1− x)2w2dxdt+ 14
∫∫
Q
t0
T
θ
1
4 ρw2xdxdt
du membre de droite de (2.48) par le membre de gauche de (2.42).
En conclusion, nous avons montré que∫∫
Q
t0
T
Rθ
3
2 |γ| pw2dxdt ≤
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
Enfin, revenant à la variable z, on obtient :
(2.51)
∫∫
Q
t0
T
Rθ
3
2 |γ| pz2e−2Rσdxdt ≤ C
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
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Etape 3 : Majoration de
∫∫
Q
t0
T
1
Rθ
w2t dxdt
Tout d’abord, en revenant à la définition de P−Rw, on a :
P−Rw = wt +R (ρσx)xw + 2Rρσxwx
= wt +Rθ
(
ρ0(1− x2)px
)
x
w + 2Rθρ0(1− x2)pxwx.
On définit, pour tout x ∈ I, κ(x) := ρ0(1− x2)px(x). Alors
P−Rw = wt +Rθκxw + 2Rθρ0(1− x2)pxwx.
Donc
1√
Rθ
wt = −
√
Rθκxw − 2
√
Rθρ0(1− x2)pxwx + P
−
Rw√
Rθ
.
Or κx et px sont des fonctions bornées sur I et
1√
θ
est bornée sur [t0, T ]. Donc il existe C = C(T, t0, ω)
telle que, pour R suffisamment grand∫∫
Q
t0
T
1
Rθ
w2t dxdt ≤ C
(∫∫
Q
t0
T
Rθw2dxdt+
∫∫
Q
t0
T
Rθ(1− x2)2w2xdxdt+
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)
≤ C
(∫∫
Q
t0
T
Rθw2dxdt+
∫∫
Q
t0
T
Rθ(1− x2)w2xdxdt+
∥∥∥P−Rw∥∥∥2L2(Qt0T )
)(2.52)
comme 0 ≤ (1− x2) ≤ 1.
Nous majorons ensuite
∫∫
Q
t0
T
Rθw2dxdt grâce à l’inégalité de Hardy (2.41), comme nous l’avons fait à
l’étape précédente dans (2.49). On a∫∫
Q
t0
T
Rθw2dxdt ≤ C
(∫∫
Q
t0
T
Rθ(1− x2)w2xdxdt+
∫∫
ω
t0
T
Rθw2dxdt
)
.
Enfin, en utilisant (2.52) et (2.42), et en choisissant R grand, on obtient
(2.53)
∫∫
Q
t0
T
1
Rθ
w2t dxdt ≤ C (T, t0, α)
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
Nous ne pouvons pas obtenir directement la majoration sur zt à partir de (2.53). C’est une des
différences avec le cas d’un opérateur parabolique uniformément elliptique. Nous avons ici besoin du
résultat de l’Etape 3 pour conclure.
Etape 4 : Majoration de
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσdxdt
En dérivant par rapport au temps, on a wt = zte−Rσ −Rσtw. Alors
(2.54)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσdxdt ≤ 2
(∫∫
Q
t0
T
1
Rθ
w2t dxdt+
∫∫
Q
t0
T
R2σ2t
Rθ
w2dxdt
)
.
Comme le terme
∫∫
Q
t0
T
1
Rθ
w2t dxdt a déjà été majoré dans (2.53), il nous suffit de majorer le second
terme dans le membre de droite ci-dessus. Pour presque tous (t, x) ∈ Qt0T , on a
Rσt (t, x) = Rθt(t)p(x) = −4Rγ (t) θ 54 (t) p (x) .
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Alors
(2.55)
∫∫
Q
t0
T
R2σ2t
Rθ
w2dxdt = 16
∫∫
Q
t0
T
Rθ
3
2γ2p2w2dxdt ≤ C
∫∫
Q
t0
T
Rθ
3
2 |γ| pw2dxdt,
où C = 16 sup
(t,x)∈[t0,T ]×I
|γ (t)| p (x). D’où, en utilisant (2.54), (2.53), (2.55) et (2.51), on obtient
(2.56)
∫∫
Q
t0
T
1
Rθ
z2t e
−2Rσdxdt ≤ C
(∫∫
Q
t0
T
h2e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
Conclusion : On déduit finalement l’inégalité de Carleman attendue (2.39) de (2.43), (2.46), (2.51)
et (2.56). 
Nous pouvons maintenant passer à la résolution du problème inverse consistant à déterminer le
coefficient spatial q(x) dans le problème (2.9). L’inégalité de Carleman que nous venons de démontrer
dans ce paragraphe est un outil fondamental dans la suite, bien qu’elle ne soit pas adaptée, a priori,
aux solutions d’un problème semilinéaire.
2.3 Stabilité lipschitzienne dans la détermination du coefficient d’en-
soleillement
Dans tout le paragraphe, on suppose que le coefficient d’ensoleillement q satisfait certaines pro-
priétés de majoration universelles détaillées ci-après. Ce type d’hypothèse est très fréquent pour éviter
que les constantes impliquées dans les calculs dépendent directement du paramètre inconnu. De plus,
du point de vue de la modélisation, ce n’est pas restrictif, puisque ce coefficient d’ensoleillement est
borné.
2.3.1 Enoncé du résultat d’unicité et de stabilité lipschitzienne
On introduit l’ensemble des coefficients admissibles pour la résolution du problème inverse. Pour
tout D > 0, on définit l’ensemble QD par
QD := {q ∈ L∞(I) : ‖q‖L∞(I) ≤ D}.
Le résultat principal de ce paragraphe est le Théorème suivant, donnant un résultat de stabilité
Lipschitzienne et d’unicité.
Théorème 2.3.1 [Théorème d’unicité et stabilité lipschitzienne] Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit ω := (L1, L2) avec −1 < L1 < L2 < 1 et soit u0 ∈ U . Alors, pour tout D > 0, il existe une
constante C > 0 telle que, pour tout q1 et q2 dans QD, les solutions respectives u1 et u2 du problème
(2.9) satisfont
(2.57) ‖q1 − q2‖2L2(I)≤ C (‖u1(T ′, .)− u2(T ′, .)‖2D(A) + ‖u1,t − u2,t‖2L2((t0,T )×ω)).
La démonstration du Théorème 2.3.1 est repoussée au sous-paragraphe suivant. Nous l’avons struc-
turé dans [68] de manière à dégager un schéma de démonstration général, permettant de la reproduire
dans d’autres contextes pour d’autres équations semilinéaires. En particulier, dans le Chapitre 5, nous
l’utiliserons pour résoudre un problème inverse analogue dans le modèle de Sellers surfacique.
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2.3.2 Démonstration du théorème 2.3.1
Comme nous l’avons annoncé ci-dessous, la démonstration est découpée en plusieurs étapes clés.
Etape 1 : Réduction à un problème inverse pour une équation linéaire Soient T > 0, u1 et
u2 appartenant à C ([0, T ] ;D (A)) ∩ C1
(
[0, T ] ;L2(I)
)
les solutions de (2.9) associées respectivement
à q1 et q2. On introduit w := u1 − u2. Alors w ∈ C ([0, T ] ;D (A)) ∩ C1
(
[0, T ] ;L2(I)
)
et les calculs
ci-dessous ont bien un sens
wt = u1,t − u2,t
= (ρu1,x)x − (ρu2,x)x + rq1β (u1)− rq2β (u2) + ε(u2)u2|u2|3 − ε(u1)u1|u1|3
= (ρwx)x + r (q1 − q2)β (u1) + rq2 (β (u1)− β (u2)) + ε(u2)u2|u2|3 − ε(u1)u1|u1|3
= (ρwx)x + h1 + h2 + h3,
où
h1 :=r (q1 − q2)β (u1) ,
h2 :=rq2 (β (u1)− β (u2)) ,
h3 :=ε(u2)u2|u2|3 − ε(u1)u1|u1|3.
Il s’ensuit que w ∈ C ([0, T ] ;D (A)) ∩ C1 ([0, T ] ;L2(I)) est la solution de
(2.58)

wt − (ρwx)x = h1 + h2 + h3 (t, x) ∈ (0, T )× I,
ρ(x)wx(t, x) = 0 (t, x) ∈ (0, T )× ∂I,
w (0, x) = 0 x ∈ I.
Vu que les fonctions r et β sont minorées (voir l’hypothèse 1), majorer h1 sera suffisant pour estimer la
quantité q1 − q2 dans L2(I). Donc, nous avons transformé notre problème inverse en la détermination
de h1 dans le problème aux limites linéaire (2.58). Dans [21] et dans le paragraphe 3.3 du Chapitre
3, un résultat de stabilité Lipschitzienne dans la détermination d’un terme source dans une équation
linéaire semblable à (2.58) a été démontré. Cependant, nous ne pouvons pas utiliser directement un
tel théorème pour les raisons suivantes.
- Tout d’abord, le coefficient de diffusion dégénéré ρ(x) est plus compliqué que celui étudié dans le
paragraphe 3.3 du Chapitre 3. En particulier ce dernier s’annule seulement à une extrémité du domaine
(0, 1) et a la forme d’une puissance. Ici, le coefficient de diffusion ρ est plus général et s’annule aux
deux bords du domaine (−1, 1). Toutefois, cette difficulté peut être facilement résolue maintenant
qu’une inégalité de Carleman adaptée au nouveau coefficient de diffusion a été démontrée dans 2.2.1.
- Ensuite, le terme source h1 + h2 + h3 ne satisfait pas nécessairement l’hypothèse classique que
l’on demande habituellement sur le terme source à déterminer. Cependant, nous montrerons dans la
deuxième étape que la partie h1 qui nous intéresse satisfait une telle hypothèse. Ce point a été crucial
pour pouvoir adapter la méthodologie de [48, 21] dans le cas présent.
- Enfin, la difficulté majeure réside dans le fait suivant. Nous devons uniquement déterminer le
terme h1 parmi le terme source h1 + h2 + h3. Dans l’Etape 3, nous verrons que d’une certaine façon,
nous pouvons nous débarrasser de h2 + h3 dans (2.58) de telle sorte que notre problème inverse peut
être transformé en un problème similaire à celui étudié dans [48, 21]. C’est à ce niveau là que l’inégalité
de Carleman du Théorème 2.2.1 intervient.
Etape 2 : Condition satisfaite par h1. Nous rappelons que dans la détermination d’un terme
source, le terme en question doit vérifier une certaine hypothèse sinon l’unicité peut être en défaut.
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Soit C0 > 0 un réel donné. Dans [48, 21], les auteurs supposent que le terme source h satisfait la
condition
(2.59)
∣∣∣∣∂h∂t (t, x)
∣∣∣∣ ≤ C0 ∣∣h(T ′, x)∣∣ pour presque tout (t, x) ∈ (0, T )× I.
A partir de là, on définit l’ensemble G (C0) des termes sources admissibles par
G (C0) :=
{
h ∈ H1(0, T ;L2 (I)) |h satisfait (2.59)
}
.
Revenant à (2.58), nous montrons que la partie h1 du terme source h1 + h2 + h3 satisfait une telle
condition.
Lemme 2.3.1 La fonction h1 = r(q1 − q2)β(u1) appartient à G (C0) pour C0 > 0 définie par
C0 :=
‖r′‖L∞(R) ‖β‖L∞(R) + ‖r‖L∞(R) ‖β′‖L∞(R) e(‖pi‖L∞((0,T )×I)+1)TN
β1r(T ′)
,
où N est défini par (2.28).
Démonstration du Lemme 2.3.1 : Pour presque tout (t, x) ∈ (0, T )× I, on peut écrire∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ |r′(t)(q1(x)− q2(x))β(u1(t, x))|
+ |r(t)(q1(x)− q2(x))β′(u1(t, x))u1,t(t, x)|
≤ ‖r′‖L∞(R)|q1(x)− q2(x)|‖β‖L∞(R)
+ ‖r‖L∞(R) |q1(x)− q2(x)|
∥∥β′∥∥L∞(R) |u1,t(t, x)| .
Comme u0 ∈ U , le Corollaire 2.1.1 implique que pour presque tout (t, x) ∈ (0, T )× I,
|u1,t(t, x)| ≤ e(‖pi‖L∞((0,T )×I)+1)TN,
où N est défini par (2.28). Donc ∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ C ′0 |q1(x)− q2(x)| .
pour C ′0 := ‖r′‖L∞(R)‖β‖L∞(R) + ‖r‖L∞(R) ‖β′‖L∞(R) e(‖pi‖L∞((0,T )×I)+1)TN. Comme β satisfait β(·) ≥
β1, on obtient ∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ C ′0β1 |q1(x)− q2(x)|β(u1(T ′, x)).
Or, pour presque tout x ∈ I, h1(T ′, x) = r(T ′)(q1(x) − q2(x))β(u1(T ′, x)), donc le Lemme 2.3.1 est
démontré. 
Etape 3 : Application de l’inégalité de Carleman globale et lien avec la détermination
d’un terme source dans un contexte plus standard
Dans les calculs qui suivent, C désigne une constante générique dépendant de T , t0, D, ω et
des paramètres fixés dans l’Hypothèse 1. On introduit maintenant z := wt = u1,t − u2,t où w est la
solution de (2.58). Alors, en utilisant un résultat de régularisation standard pour les équations linéaires
(identique au Théorème 1.1.2), z ∈ L2 (t0, T ;D (A)) ∩H1
(
t0, T ;L2 (I)
)
et satisfait
(2.60)
{
zt − (ρzx)x = h1,t + h2,t + h3,t (t, x) ∈ (t0, T )× I,
ρ(x)zx(t, x) = 0 (t, x) ∈ (t0, T )× ∂I.
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En appliquant l’inégalité de Carleman du Théorème 2.2.1 au problème (2.60) ci-dessus, on obtient :
(2.61) I0 :=
∫∫
Q
t0
T
(
R3θ3(1− x2)z2 +Rθ3/2|γ|pz2 +Rθ(1− x2)z2x +
1
Rθ
z2t
)
e−2Rσdxdt
≤ C
(∫∫
Q
t0
T
h21,te
−2Rσdxdt+
∫∫
Q
t0
T
(h22,t + h23,t)e−2Rσdxdt+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt
)
.
L’inégalité (2.61) est la première étape lorsque l’on résoud un problème de détermination d’un terme
source (voir [48, 21] ou la démonstration du Théorème 1.3.1). Ici nous devons seulement déterminer
le coefficient h1 dans le terme source h1 + h2 + h3. Donc notre but est d’absorber les termes en trop
du membre de droite
∫∫
Q
t0
T
(h22,t + h23,t)e−2Rσdxdt dans le membre de gauche de (2.61). Dans cette
optique, nous énonçons le lemme fondamental suivant.
Lemme 2.3.2 Il existe une constante strictement positive C > 0 telle que
(2.62)
∫∫
Q
t0
T
(
h22,t + h23,t
)
e−2Rσdxdt ≤ C
(∫∫
Q
t0
T
z2e−2Rσdxdt+
∫
I
w
(
T ′, x
)2
dx
)
.
La démonstration du Lemme 2.3.2 est repoussée à la fin de ce sous-paragraphe. Elle est très technique et
inclure cette démonstration à ce niveau nuirait à la présentation générale du schéma de démonstration
du Théorème 2.3.1.
Nous avons également à majorer le terme
∫∫
Q
t0
T
z2e−2Rσdxdt. Dans cette optique, nous appliquons
l’inégalité du Théorème 2.2.2 pour démontrer le Lemme suivant
Lemme 2.3.3∫∫
Q
t0
T
z2e−2Rσdxdt ≤ C
(∫∫
Q
t0
T
(1− x2)(z2x +R2θ2z2)e−2Rσdxdt+
∫∫
ω
t0
T
z2e−2Rσdxdt
)
.
Comme nous l’avons mentionné au paragraphe précédent, les inégalités de type Hardy interviennent
beaucoup dans les équations dégénérées, en particulier pour les questions de contrôlabilité et de pro-
blèmes inverses où il faut faire apparaître des poids artificiellement.
Démonstration du Lemme 2.3.3 : On introduit η ∈ (1, 2) et on définit a(x) = (1− x)η(1 + x)η =
(1−x2)η pour tout x ∈ [−1, 1]. Cette fonction satisfait les hypothèses du Théorème 2.2.2. De plus, on
observe que z ∈ V vérifie l’hypothèse √azx ∈ L2(I) comme a(x) ≤ (1− x2) pour tout x ∈ I (puisque
η ∈ (1, 2)). Donc (2.41) débouche sur
∀Z ∈ V,
∫
I
a(x)
(1 + x)2(1− x)2Z
2dx ≤ C
∫
I
a(x)Z2xdx+ C
∫ L2
L1
Z2dx.
Comme a(x) ≤ 1 − x2 et a(x)/(1 − x2)2 = 1/(1 − x2)2−η ≥ 1 pour tout x ∈ I, on obtient en fin de
compte
(2.63) ∀Z ∈ V,
∫
I
Z2dx ≤ C
∫
I
(1− x2)Z2xdx+ C
∫
ω
Z2dx.
Maintenant nous allons appliquer (2.63) à Z(t, ·) = z(t, ·)−Rσ(t,·) pour presque tout t ∈ (0, T ). Tout
d’abord nous vérifions que, pour presque tout t ∈ (0, T ), Z(t, ·) appartient à V . On a déjà facilement
Z(t, ·) ∈ L2(I). De plus, par un calcul direct
(2.64) Zx = zxe−Rσ −Rσxze−Rσ = zxe−Rσ −Rθpxze−Rσ,
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avec
px(x) = −φ−(x)1− x2 e
S(φ+(x))2 .
Nous rappelons que ρ(x) = ρ0(1 − x2) et |φ−(x)| ≤ Cρ(x). Donc il existe une constante C > 0 telle
que |px(x)| ≤ CeS(φ+(x))2 . Comme φ+ est bornée et S est fixé, il s’ensuit que |px(x)| ≤ C pour une
autre constante C > 0. Revenant à (2.64), on déduit que Z(t, ·) ∈ V pour presque tout t ∈ (0, T ). Par
conséquent, (2.63) peut être appliquée à Z(t, ·) = z(t, ·)−Rσ(t,·) et débouche sur
(2.65)
∫∫
Q
t0
T
z2e−2Rσdxdt ≤ C
∫∫
Q
t0
T
(1− x2)(z2x +R2θ2p2xz2)e−2Rσdxdt+ C
∫∫
ω
t0
T
z2e−2Rσdxdt.
Au final, comme p2x est bornée, on obtient le résultat annoncé dans le Lemme 2.3.3. 
A partir des Lemmes 2.3.2 et 2.3.3, on déduit
∫∫
Q
t0
T
(h22,t + h23,t)e−2Rσdxdt ≤ C
(∫∫
Q
t0
T
[
(1− x2)z2x +R2θ2(1− x2)z2
]
e−2Rσdxdt
+
∫
I
w2
(
T ′, x
)
dx+
∫∫
ω
t0
T
z2e−2Rσdxdt
)
.
Revenant à (2.61), on obtient :
(2.66) I0 ≤ C
(∫∫
Q
t0
T
h21,te
−2Rσdxdt+
∫∫
Q
t0
T
(1− x2)z2xe−2Rσdxdt+
∫∫
Q
t0
T
R2θ2(1− x2)z2e−2Rσdxdt
+
∫
I
w
(
T ′, x
)2
dx+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt+
∫∫
ω
t0
T
z2e−2Rσdxdt
)
.
Pour tout t ∈ (t0, T ), 1 ≤ Cθ (t) et θ2 (t) ≤ Cθ3 (t), de telle sorte que, pour R grand,
C
∫∫
Q
t0
T
(1− x2)z2xe−2Rσdxdt ≤
1
2
∫∫
Q
t0
T
Rθ(1− x2)z2xe−2Rσdxdt,
et
C
∫∫
Q
t0
T
R2θ2(1− x2)z2e−2Rσdxdt ≤ 12
∫∫
Q
t0
T
R3θ3(1− x2)z2e−2Rσdxdt.
En conclusion, on peut absorber ces deux termes du membre de droite dans I0 et il existe R1 > 0 et
C > 0, tels que ∀R ≥ R1, on a l’estimation suivante
(2.67) I0 ≤ C

∫∫
Q
t0
T
h21,te
−2Rσdxdt+
∫
I
w
(
T ′, x
)2
dx+
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt︸ ︷︷ ︸
:=I1
 .
Remarquons que sans le terme
∫
I
w
(
T ′, x
)2
dx, l’inégalité (2.67) serait le type d’estimation que l’on
obtiendrait en résolvant le problème inverse plus classique qui consiste à retrouver le terme h1 dans
l’équation wt − (ρwx)x = h1. On observe également que ce terme supplémentaire vérifie∫
I
w
(
T ′, x
)2
dx = ‖(u1 − u2)(T ′, ·)‖2L2(I) ≤ ‖(u1 − u2)(T ′, ·)‖2D(A).
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Par conséquent, il peut être facilement majoré par le membre de droite de (2.57). L’étape suivante
consiste donc à adapter la démonstration de [21] ou du Théorème 1.3.1 dans le cas présent, en tenant
compte de ce terme additionnel et du fait que la dégénérescence n’est pas la même.
Etape 4 : Majoration de I1. Dans cette étape, notre but est de montrer l’existence d’une constante
C > 0 telle que
(2.68) I1 ≤ C
[ 1√
R
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx+ ‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2L2(I)
]
.
Nous rappelons que, d’après le Lemme 2.2.1, il existe une constante p1 > 0 telle que p(x) ≥ p1 pour
tout x ∈ I. Donc, on a
R3θ(t)3e−2Rσ(t,x) ≤ R3θ(t)3e−2Rp1θ(t) → 0 comme t→ t0 ou T.
Par conséquent, en posant C = supR+{y 7→ y3e−2Rp1y} > 0, on a
(2.69)
∫∫
ω
t0
T
R3θ3z2e−2Rσdxdt ≤ C‖z‖2
L2(ωt0T )
= C‖wt‖2L2(ωt0T ).
Pour terminer la démonstration de (2.68), il nous reste à énoncer le lemme classique suivant
Lemme 2.3.4 Il existe une constante C > 0 telle que
(2.70)
∫∫
Q
t0
T
h21,te
−2Rσdxdt ≤ C 1√
R
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx.
Nous ne faisons pas ici la démonstration du Lemme 2.3.4 dans la mesure ou elle a déjà été faite dans
une situation identique pour le Théorème 1.3.1. En utilisant (2.69) et (2.70),on obtient (2.68).
Etape 5 : Minoration de I0. Le but de cette étape est de démontrer l’inégalité suivante : il existe
une constante C = C(T, t0) > 0 telle que
(2.71)
∫
I
z(T ′, x)2e−2Rσ(T ′,x)dx ≤ CI0 + C
∫∫
ω
t0
T
z2e−2Rσdxdt
Comme z(t, x)2e−2Rσ(t,x) → 0 lorsque t→ t0 pour presque tout x ∈ I, on peut écrire∫
I
z(T ′, x)2e−2Rσ(T ′,x)dx =
∫ T ′
t0
∂
∂t
(∫
I
z(t, x)2e−2Rσ(t,x)dx
)
dt
=
∫ T ′
t0
∫
I
[
2zzt − 2Rσtz2
]
e−2Rσdxdt.(2.72)
Tout d’abord, nous estimons∫ T ′
t0
∫
I
2zzte−2Rσdxdt =
∫ T ′
t0
∫
I
2
√
Rθze−Rσ
1√
Rθ
zte
−Rσdxdt
≤
∫ T ′
t0
∫
I
(Rθz2e−2Rσ + z
2
t
Rθ
e−2Rσ)dxdt
≤
∫ T ′
t0
Rθ(
∫
I
(ze−Rσ)2dx)dt+ CI0.
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Avec une démonstration identique à celle du Lemme 2.3.3, on obtient
∫ T ′
t0
∫
I
2zzte−2Rσdxdt ≤ C
(∫ T ′
t0
∫
I
Rθ(1− x2)(z2x +R2θ2z2)e−2Rσdxdt
+
∫∫
ω
t0
T
z2e−2Rσdxdt+ I0
)
,
de telle sorte que,
(2.73)
∫ T ′
t0
∫
I
2zzte−2Rσdxdt ≤ C
(
I0 +
∫∫
ω
t0
T
z2e−2Rσdxdt
)
.
Ensuite, nous estimons∫ T ′
t0
∫
I
2R|σt|z2e−2Rσdxdt =
∫ T ′
t0
∫
I
2R|θt|pz2e−2Rσdxdt
≤ C
∫ T ′
t0
∫
I
Rθ3/2|γ|z2e−2Rσdxdt ≤ CI0,
(2.74)
où nous avons utilisé le fait que |θt(t)| = | − 4θ(t)5/4γ(t)| ≤ Cθ(t)3/2.
Enfin, (2.72) associée à (2.73) et (2.74) débouche sur (2.71).
Etape 6 : Conclusion En utilisant (2.71), (2.67) et ensuite (2.68), il existe une certaine constante
C > 0 telle que
(2.75)
∫
I
z(T ′, x)2e−2Rσ(T ′,x)dx ≤ C 1√
R
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx
+ C ‖wt‖2L2(ωt0T ) + C ∥∥w (T ′, .)∥∥2L2(I) .
D’un autre côté on rappelle que
z(T ′, x) = wt(T ′, x) = (ρwx)x (T
′, x) + h1(T ′, x) + h2(T ′, x) + h3(T ′, x).
Donc,∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx
≤ C
(∫
I
z(T ′, x)2e−2Rσ(T ′,x)dx+
∫
I
|(ρwx)x(T ′, x)|2e−2Rσ(T ′,x)dx
+
∫
I
h2(T ′, x)2e−2Rσ(T
′,x)dx+
∫
I
h3(T ′, x)2e−2Rσ(T
′,x)dx
)
.
En appliquant (2.75) pour estimer le terme
∫
I
z(T ′, x)2e−2Rσ(T ′,x)dx, nous obtenons
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx
≤ C
( 1√
R
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx+ ‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(A)
+
∫
I
h2(T ′, x)2e−2Rσ(T
′,x)dx+
∫
I
h3(T ′, x)2e−2Rσ(T
′,x)dx
)
.
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En choisissant R suffisamment grand tel que C/
√
R ≤ 1/2, nous obtenons
(2.76) 12
∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx ≤ C
(
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(A)
+
∫
I
h2(T ′, x)2e−2Rσ(T
′,x)dx+
∫
I
h3(T ′, x)2e−2Rσ(T
′,x)dx
)
.
Estimons maintenant les deux derniers termes du membre de droite de (2.76). Tout d’abord, on rappelle
que |h2| = |rq2(β(u1)− β(u2))| ≤ ‖r‖L∞(R)D‖β′‖L∞(R)|u1 − u2|. Donc
(2.77)
∫
I
h2(T ′, x)2e−2Rσ(T
′,x)dx ≤ C
∫
I
w
(
T ′, x
)2
e−2Rσ(T
′,x)dx ≤ C‖w(T ′, ·)‖2L2(I).
Ensuite, on écrit
|h3| =
∣∣∣ε(u2)u2|u2|3 − ε(u1)u1|u1|3∣∣∣
=
∣∣∣(ε(u2)− ε(u1))u2|u2|3 + ε(u1)(u2 − u1)|u2|3 + ε(u1)u1(|u2|3 − |u1|3)∣∣∣
≤‖ε′‖L∞(R)|u2 − u1||u2|4 + ‖ε‖L∞(R)|u2 − u1||u2|3
+ ‖ε‖L∞(R)|u1|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2u1|+ |u1|2).
Or, grâce au Théorème 2.1.3, pour i = 1, 2, ‖ui‖L∞((0,T )×I) ≤ C. D’où,
|h3| ≤ C|u2 − u1|+ C
∣∣∣|u2| − |u1|∣∣∣ ≤ C|u2 − u1|.
On en déduit que
(2.78)
∫
I
h3(T ′, x)2e−2Rσ(T
′,x)dx ≤ C ∥∥w(T ′, .)∥∥2L2(I) .
Au final, en injectant (2.77) et (2.78) dans (2.76), on obtient∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx ≤ C
[
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(A)
]
.
D’un autre côté, R étant maintenant fixé, il existe une certaine constante C1 > 0 telle que e−2Rσ(T
′,x) ≥
C1 > 0. Donc, on peut écrire∫
I
h1(T ′, x)2e−2Rσ(T
′,x)dx =
∫
I
r(T ′)2|q1(x)− q2(x)|2β
(
u1
(
T ′, x
))2
e−2Rσ(T
′,x)dx
≥ C1r21β21‖q1 − q2‖2L2(I).
D’où
‖q1 − q2‖2L2(I) ≤ C
[
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(A)
]
,
ce qui achève la démonstration, grâce à la régularité de u1 et u2. 
Nous allons maintenant démontrer le Lemme 2.3.2. Auparavant nous démontrons le Lemme suivant,
très fréquent dans les questions inverses (voir [73]).
Lemme 2.3.5 Il existe une constante positive C > 0 telle que, pour tout z ∈ L2
(
Qt0T
)
,
∫∫
Q
t0
T
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dxdt ≤ C
∫∫
Q
t0
T
z(t, x)2e−2Rσ(t,x)dxdt.
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Démonstration du Lemme 2.3.5 : L’idée est de découper le domaine d’intégration Qt0T en (t0, T ′)×I
et (T ′, T )× I de telle sorte que la quantité T ′− t conserve un signe constant sur chaque sous-domaine.
Tout d’abord, nous étudions l’intégrale sur (t0, T ′)× I. En utilisant l’inégalité de Cauchy-Schwarz,∫
I
∫ T ′
t0
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdx ≤
∫
I
∫ T ′
t0
(∫ T ′
t
dτ
)(∫ T ′
t
z (τ, x)2 dτ
)
e−2Rσ(t,x)dtdx
≤ (T − t0)
∫
I
∫ T ′
t0
∫ T ′
t
z (τ, x)2 e−2Rσ(t,x)dτdtdx.
En utilisant maintenant le Théorème de Tonelli-Fubini, nous pouvons également écrire :
(T − t0)
∫
I
∫ T ′
t0
∫ T ′
t
z (τ, x)2 e−2Rσ(t,x)dτdtdx
= (T − t0)
∫
I
∫ T ′
t0
z (τ, x)2
(∫ τ
t0
e−2Rσ(t,x)dt
)
dτdx.
Comme la fonction θ est décroissante sur l’intervalle (t0, T ′), on obtient
(T − t0)
∫
I
∫ T ′
t0
z (τ, x)2
(∫ τ
t0
e−2Rσ(t,x)dt
)
dτdx
≤ (T − t0)2
∫
I
∫ T ′
t0
z (τ, x)2 e−2Rσ(τ,x)dτdx.
En fin de compte, nous avons montré que
(2.79)
∫
I
∫ T ′
t0
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdx ≤ (T − t0)2
∫
I
∫ T ′
t0
z (τ, x)2 e−2Rσ(τ,x)dτdx.
Ensuite, nous étudions l’intégrale sur (T ′, T )× I d’une manière analogue et on obtient
(2.80)
∫
I
∫ T
T ′
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdx ≤ (T − t0)2
∫
I
∫ T
T ′
z (τ, x)2 e−2Rσ(τ,x)dτdx.
En conclusion, en utilisant (2.79) et (2.80), on termine la démonstration du Lemme 2.3.5. 
On remarque que le Lemme 2.3.5 est une variante de lemmes standards utilisés dans les problèmes
inverses tels que [53]. Toutefois, le poids spatial que nous étudions ici ne satisfait pas les mêmes
hypothèses de monotonie.
Démonstration du Lemme 2.3.2 : Nous commençons par majorer le terme
∫∫
Q
t0
T
h22,te
−2Rσdxdt.
On rappelle que h2 = rq2(β(u1)− β(u2)). Donc
h2,t = r′q2(β(u1)− β(u2)) + rq2β′(u1)u1,t − rq2β′(u2)u2,t
= r′q2(β(u1)− β(u2)) + rq2β′(u1)[u1,t − u2,t] + rq2(β′(u1)− β′(u2))u2,t
= r′q2(β(u1)− β(u2)) + rq2β′(u1)z + rq2(β′(u1)− β′(u2))u2,t.
Alors, ∫∫
Q
t0
T
h22,te
−2Rσdxdt ≤ 3
∫∫
Q
t0
T
r′2q22 (β (u1)− β (u2))2 e−2Rσdxdt
+ 3
∫∫
Q
t0
T
r2q22β
′ (u1)2 z2e−2Rσdxdt
+ 3
∫∫
Q
t0
T
r2q22
(
β′ (u1)− β′ (u2)
)2
u22,te
−2Rσdxdt.
94
D’où, en utilisant le fait que q2 appartient à QD et les hypothèses sur r et β (Hypothèse 1), on obtient∫∫
Q
t0
T
h22,te
−2Rσdxdt ≤ 3‖r′‖2L∞(R)D2
∥∥β′∥∥2L∞(R) ∫∫
Q
t0
T
w2e−2Rσdxdt
+ 3‖r‖2L∞(R)D2
∥∥β′∥∥2L∞(R) ∫∫
Q
t0
T
z2e−2Rσdxdt
+ 3‖r‖2L∞(R)D2k2
∫∫
Q
t0
T
w2u22,te
−2Rσdxdt.
Maintenant, en appliquant le Corollaire 2.1.1 à u2,t, on a |u2,t| ≤ C pour une certaine constante C > 0.
Donc, on obtient
(2.81)
∫∫
Q
t0
T
h22,te
−2Rσdxdt ≤ C
(∫∫
Q
t0
T
z2e−2Rσdxdt+
∫∫
Q
t0
T
w2e−2Rσdxdt
)
,
pour une certaine constante C > 0.
Estimons maintenant le second terme
∫∫
Q
t0
T
h23,te
−2Rσdxdt. Nous rappelons que h3 = ε(u2)u2|u2|3−
ε(u1)u1|u1|3. Donc on a
h3,t = u2,tε′(u2)u2|u2|3 − u1,tε′(u1)u1|u1|3 + 4ε(u2)u2,t|u2|3 − 4ε(u1)u1,t|u1|3
= (u2,t − u1,t)ε′(u2)u2|u2|3 + u1,t(ε′(u2)− ε′(u1))u2|u2|3
+ u1,tε′(u1)(u2 − u1)|u2|3 + u1,tε′(u1)u1(|u2|3 − |u1|3)
+ 4ε(u2)(u2,t − u1,t)|u2|3 + 4(ε(u2)− ε(u1))u1,t|u2|3 + 4ε(u1)u1,t(|u2|3 − |u1|3).
En utilisant les hypothèses sur ε et β (Hypothèse 1), on déduit
|h3,t| ≤ |u2,t − u1,t|‖ε′‖L∞(R)|u2|4 + |u1,t|K|u2 − u1||u2|4
+ |u1,t|‖ε′‖L∞(R)|u2 − u1||u2|3
+ |u1,t|‖ε′‖L∞(R)|u1|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2||u1|+ |u1|2)
+ 4‖ε‖L∞(R)|u2,t − u1,t||u2|3 + 4‖ε′‖L∞(R)|u2 − u1||u1,t||u2|3
+ 4‖ε‖L∞(R)|u1,t|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2||u1|+ |u2|2).
A partir du Théorème 2.1.3 et du Corollaire 2.1.1, on sait que les quantités |u1|, |u2|, |u1,t| et |u2,t|
sont bornées. Donc, en rappelant que w = u1 − u2 et z = u1,t − u2,t,
|h3,t| ≤ C|z|+ C|w|+ C
∣∣∣|u2| − |u1|∣∣∣ ≤ C|z|+ C|w|.
Nous obtenons finalement
(2.82)
∫∫
Q
t0
T
h23,te
−2Rσdxdt ≤ C
(∫∫
Q
t0
T
z2e−2Rσdxdt+
∫∫
Q
t0
T
w2e−2Rσdxdt
)
.
A la fois dans (2.81) et dans (2.82), nous avons à estimer le dernier terme
∫∫
Q
t0
T
w2e−2Rσdxdt pour
conclure. Dans ce but, on écrit pour presque tout (t, x) ∈ (t0, T )× I,
w (t, x) = w
(
T ′, x
)
+
∫ t
T ′
wt (τ, x) dτ = w
(
T ′, x
)
+
∫ t
T ′
z (τ, x) dτ.
Alors, en appliquant le Lemme 2.3.5 et en revenant à (2.81) et (2.82), on termine la démonstration de
l’inégalité attendue (2.62). 
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2.4 Détermination simultanée de deux coefficients inconnus dans un
modèle simplifié
Dans ce paragraphe, nous nous consacrons à la détermination simultanée de deux coefficients dans
un modèle dérivé du modèle (2.9). Nous supposons désormais que le rayonnement émis ne dépend
plus du temps ni de la température et est donné simplement par une fonction spatiale. Comme nous
l’avons vu dans le chapitre introductif sur la modélisation du climat, dans certains modèles très simples,
le rayonnement émis peut prendre une telle forme. Nous commençons donc par détailler l’équation
que nous étudions avant d’énoncer notre résultat de stabilité Lipschitzienne dans la détermination
simultanée de deux coefficients : le terme d’ensoleillement et le rayonnement émis.
2.4.1 Equation étudiée
On considère le problème aux limites suivant
(2.83)

ut − (ρ(x)ux)x = r(t)q(x)β (u) + h (x) (t, x) ∈ (0, T )× I,
ρ(x)ux(t, x) = 0 x ∈ ∂I, t > 0,
u(0, x) = u0(x) x ∈ I.
sous l’hypothèse suivante, identique à l’Hypothèse 1 mis à part pour le rayonnement émis.
Hypothèse 2
I. Le coefficient de diffusion ρ(x) est défini par (10).
II. Le rayonnement absorbé Ra est donné par (4) avec β : R→ R de la forme
(2.84) β ∈ C1(R) ∩ L∞(R), β′ ∈ L∞(R), β′ est lipschitzienne de rapport k (k > 0),
(2.85) ∃β1 > 0,∀u ∈ R, β(u) ≥ β1.
De plus, on suppose que Q est de la forme
(2.86) Q(t, x) = r(t)q(x)
avec
(2.87) q ∈ L∞(I), q ≥ 0,
(2.88) r ∈ C1(R) est une fonction périodique de période τ (τ > 0)
(2.89) ∃r1 > 0, ∀t ∈ R, r(t) ≥ r1.
III. Enfin, le rayonnement émis est donné par h ∈ L∞(I)
La problématique de ce paragraphe peut être formulée de la façon suivante. Peut-on obtenir un
résultat de stabilité Lipschitzienne lorsque l’on cherche à déterminer simultanément les coefficients
spatiaux q et h à partir des observations de la solution
(ρux)x
(
T ′, .
)
, et ut
∣∣∣(t0,T )×ω ,
où ω est un sous-intervalle de (−1, 1) ?
Auparavant, nous faisons un commentaire sur le caractère bien posé du problème aux limites (2.83).
En suivant une démarche analogue au §4.1, on aboutit au théorème suivant
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Théorème 2.4.1 [Existence globale, principe du maximum] Soit u0 ∈ U . On a les propriétés
suivantes.
– Le problème (2.83) admet une unique solution classique
u ∈ C([0, T ], D(A)) ∩ C1([0, T ], L2(0, 1))
définie pour tout T > 0.
– Soit z := ut où u est la solution classique de (2.83). Alors z est dans L2(0, T ;V ) et est solution
du problème variationnel suivant
(2.90)

z ∈W (0, T ;V, V ′),
∀w ∈ V, < zt(t), w > +b(t, z(t), w) = (r′(t)qβ(u(t)), w)L2(I),
z(0) = −Au0 + r(0)qβ(u0) + h,
où b1 : [0, T ] × V × V −→ R est la forme bilinéaire dépendant du temps et faiblement coercive
définie par
b1(t, v, w) =
∫
I
√
ρvx
√
ρwxdx+
∫
I
pi(t, x)vwdx
avec pi(t, x) := −r(t)q(x)β′(u(t, x)).
– Il existe deux réels strictement positifs M et N dépendant des différents paramètres fixés dans
l’Hypothèse 2, de ‖q‖L∞(I) et de ‖h‖L∞(I) tels que
‖u‖L∞((0,T )×I) ≤M et ‖z‖L∞((0,T )×I) ≤ N
Nous pouvons maintenant énoncer et démontrer notre résultat de stabilité Lipschitzienne dans la
détermination simultanée des coefficients q et h.
2.4.2 Stabilité Lipschitzienne dans la détermination simultanée de deux coeffi-
cients inconnus
Comme dans le paragraphe précédent, nous introduisons des bornes uniformes sur les coefficients
q et h, de manière à ce que les constantes apparaissant dans les principes du maximum énoncés au
sous-paragraphe précédent soit uniforme vis à vis des termes que l’on cherche à déterminer. On définit
tout d’abord l’ensemble des coefficients d’ensoleillement admissibles QD par
QD := {q ∈ L∞(I) : ‖q‖L∞(I) ≤ D},
où D > 0 est fixé. Ensuite nous définissons l’ensemble des rayonnements émis admissibles Hκ par
Hκ :=
{
h ∈ L∞ (I) : ‖h‖L∞(I) ≤ κ
}
,
où κ > 0 est fixé. Plus précisément, nous allons montrer le résultat de stabilité Lipschitzienne pour
des perturbations positives des coefficients q et h. Nous introduisons dès lors les ’parties positives’ de
ces espaces, Q+D et H+κ par
Q+D :=
{
q ∈ L∞ (I) : ‖q‖L∞(I) ≤ D et q ≥ 0 presque partout dans I
}
,
H+κ :=
{
c ∈ L∞(I) : ‖c‖L∞(I) ≤ κ et c ≥ 0 presque partout dans (I)
}
.
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Théorème 2.4.2 [Détermination simultanée de deux coefficients] Soient ω := (L1, L2) avec
−1 < L1 < L2 < 1 et u0 ∈ U . Il existe une constante positive C > 0 telle que, pour tout Q ∈ QD
2
,
q ∈ Q+D
2
, h ∈ Hκ et c ∈ H+κ , les solutions u de
(2.91)

ut − (ρ(x)ux)x = r(t)q(x)β (u) + h (x) (t, x) ∈ (0, T )× I,
ρ(x)ux(t, x) = 0 x ∈ ∂I, t > 0,
u(0, x) = u0(x) x ∈ I,
et v de
(2.92)

vt − (ρ(x)vx)x = r(t)(Q+ q) (x)β (v) + (h+ c) (x) (t, x) ∈ (0, T )× I,
ρ(x)vx(t, x) = 0 x ∈ ∂I, t > 0,
v(0, x) = u0(x) x ∈ I.
satisfont l’inégalité de stabilité suivante
(2.93) ‖q‖2L2(I) + ‖c‖2L2(I)≤ C
(∥∥(u− v) (T ′, .)∥∥2D(A) + ‖(u− v)t‖2L2(ωt0T )
)
.
2.4.3 Démonstration du Théorème 2.4.2
Soient u0 ∈ U , Q ∈ QD
2
, q ∈ Q+D
2
, h ∈ Hκ et c ∈ H+κ . On note u la solution classique de (2.91) et v
la solution classique de (2.92). On définit w := u− v. Alors w ∈ C([0, T ] ;D(A))∩C1([0, T ] ;L2(I)) et
wt = ut − vt = (ρux)x − (ρvx)x +Qβ (u)− (Q+ q)β (v) + h− (h+ c)
= (ρwx)x − qβ (u) + (Q+ q) (β (u)− β (v))− c
= (ρwx)x + g1 + g2
where g1 := − (qβ (u) + c) and g2 := (Q+ q)β (f (u)− β (v)). On montre alors que g1 est un terme
source admissible.
Lemme 2.4.1 La fonction g1 satisfait g1 ∈ G (C0) pour
C0 = max
1, ‖f ′‖L∞(R)
(
‖Au0‖L∞(I) + ‖f‖L∞(R) + κ
)
d1
 .
Démonstration du Lemme 2.4.1 : Pour presque tout (t, x) ∈ (0, T )× (I),∣∣∣∣∂g1∂t (t, x)
∣∣∣∣ = |q (x)| ∣∣β′ (u (t, x))∣∣ |ut (t, x)|
≤ |q (x)| ∥∥β′∥∥L∞(I) |ut (t, x)| .
En utilisant le dernier point du Théorème 2.4.1, on a
∣∣∣∣∂g1∂t (t, x)
∣∣∣∣ ≤ |q (x)| ∥∥β′∥∥L∞(I) ‖ut‖L∞((0,T )×(I))
≤ |q (x)| ∥∥β′∥∥L∞(I) (‖Au0‖L∞(I) + ‖β‖L∞(R) + κ)
≤
‖β′‖L∞(I)
(
‖Au0‖L∞(I) + ‖β‖L∞(R) + κ
)
d1
q (x)β
(
u
(
T ′, x
))
,
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comme q est une fonction positive. Or c est aussi une fonction positive, donc on a
∣∣∣∣∂g1∂t (t, x)
∣∣∣∣ ≤ ‖β′‖L∞(I)
(
‖Au0‖L∞(I) + ‖β‖L∞(R) + κ
)
d1
q (x)β
(
u
(
T ′, x
))
+ c (x)
≤ max
1, ‖β′‖L∞(R)
(
‖Au0‖L∞(I) + ‖β‖L∞(R) + κ
)
d1
(q (x)β (u (T ′, x))+ c (x)) .
La démonstration du Lemme 2.4.1 est terminée puisque |g1 (T ′, x)| = q (x)β (u (T ′, x)) + c (x). 
Revenons à la démonstration du Théorème 2.4.2. D’après le Lemme 2.4.1, g1 est un terme source
admissible, pour le problème consistant à déterminer g1 dans l’équation linéaire satisfaite par w. En
reproduisant exactement la même démarche que celle de la démonstration du Théorème 2.3.1, on
absorbe le terme g2 grâce à l’inégalité de Carleman et on aboutit à l’inégalité finale.∫
I
g21(T ′, x)e−2Rσ(T
′,x)dx ≤ C
(
‖wt‖2L2(ωt0T ) +
∥∥(ρwx)x (T ′, .)∥∥2L2(I) + ∥∥w (T ′, .)∥∥2L2(I)) .
On en déduit alors l’inégalité de stabilité (2.93),
∫
I
g21(T ′, x)e−2Rσ(T
′,x)dx =
∫
I
(
q (x)β
(
u
(
T ′, x
))
+ c (x)
)2
e−2Rσ(T
′,x)dx
=
∫
I
[
q2 (x)β2
(
u
(
T ′, x
))
+ 2q (x)β
(
u
(
T ′, x
))
c (x) + c2 (x)
]
e−2Rσ(T
′,x)dx
≥
∫
I
q2 (x) d21e−2Rσ(T
′,x)dx+
∫
I
c2 (x) e−2Rσ(T ′,x)dx
comme q et c sont positives sur I.
La démonstration du Théorème 2.4.2 est terminée dans la mesure où x 7−→ e−2Rσ(T ′,x) est positive sur
I¯. 
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Chapitre 3
Etude du modèle de Sellers
bidimensionnel
Dans ce chapitre, nous nous consacrons à la détermination du coefficient d’ensoleillement q dans
le modèle de Sellers posé sur la surface terrestre,
(3.1)
{
ut −4Mu = r(t)q(x)β(u)− ε(u)u|u|3 x ∈M, t > 0,
u(0, x) = u0(x) x ∈M.
La surface terrestre M est modélisée par une sous-variété de R3 de dimension 2, compacte et sans
bord. Du fait que l’équation est posée sur une surface, donc un fermé de R3, les opérateurs intervenant
(gradient, divergence, laplacien) ne peuvent pas être définis de manière classique. On les définit alors
via une métrique riemannienne associée à la surface. Nous commençons donc par exposer quelques
généralités sur les bases de la géométrie riemannienne et par étudier l’équation de la chaleur sur
une variété riemannienne. Nous démontrons ensuite une inégalité de Carleman pour l’opérateur de
la chaleur sur une variété riemannienne. Enfin nous énonçons et démontrons un résultat de stabilité
lipschitzienne pour le problème inverse consistant à déterminer la fonction d’ensoleillement, après avoir
vérifié le caractère bien posé du problème de Sellers sur la surface terrestre et obtenu les résultats de
régularité adéquats. Etant donnés D > 0 fixé et l’ensemble admissible
QD := {q ∈ L∞(M) : ‖q‖L∞(M) ≤ D},
le théorème principal de ce chapitre est le suivant
Théorème 3.0.3 Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit ω ⊂M et soit u0 ∈ U (défini par (3.101)). Alors, pour tout D > 0, il existe une constante C > 0
telle que, pour tout q1 et q2 dans QD, les solutions respectives u1 et u2 du problème (17) satisfont
‖q1 − q2‖2L2(M)≤ C (‖u1(T ′, .)− u2(T ′, .)‖2D(4) + ‖u1,t − u2,t‖2L2((t0,T )×ω)),
où D(4) désigne le domaine de l’opérateur de Laplace-Beltrami dans L2(M) (cf Définition 3.2.5).
3.1 Quelques notions de géométrie riemannienne
Ce paragraphe est consacré à une présentation rapide de définitions et de résultats classiques sur
les variétés riemanniennes. Nous avons choisi de le détailler afin de fixer les notations (qui varient
suivant les ouvrages sur lesquels nous nous appuyons) et de sélectionner les notions dont nous aurons
besoin par la suite pour traiter le problème inverse.
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3.1.1 Rappels sur les variétés et notations
Pour la plupart des résultats mentionnés ci-dessous, nous renvoyons à des références précises.
Toutefois, lorsqu’une démonstration n’est pas contenue dans un seul ouvrage, nous l’écrivons par
souci de clarté.
Définitions
On commence par rappeler les définitions d’une variété topologique et d’un atlas (ou système de
cartes locales).
Définition 3.1.1 Une variété topologique de dimension n est un espace topologique séparé dont tout
point est contenu dans un ouvert homéomorphe à un ouvert de Rn.
Dans toute la suite, on suppose queM est une variété topologique de dimension n.
Définition 3.1.2 I. Une carte d’une variété topologiqueM est la donnée d’un couple (U, φ) formé
d’un ouvert U de M (le domaine de la carte) et d’un homéomorphisme φ de U sur un ouvert
V = φ(U) de Rn.
II. Un atlas deM est une famille (Ui, φi)i∈I (non nécessairement finie) de cartes dont les domaines
Ui recouvrentM.
On peut alors définir une notion de régularité sur la variété via les cartes locales.
Définition 3.1.3 Une variété topologique M est appelée variété différentielle de classe C∞ lorsque
deux cartes quelconques (U1, φ1) et (U2, φ2) sont compatibles d’ordre ∞, i.e
– ou bien U1 ∩ U2 = ∅,
– ou bien φ2 ◦ φ−11 : φ1(U1 ∩ U2)→ φ2(U1 ∩ U2) est un C∞ difféomorphisme.
Dans toute la suite, les variétés considérées seront toutes C∞.
Espace tangent
Dans toute cette partie, I désigne un intervalle de R contenant 0.
Définition 3.1.4 Deux courbes c1 : I1 → M et c2 : I2 → M sont tangentes en m ∈ M si c1(0) =
c2(0) = m et s’il existe une carte (U, φ) telle que m ∈ U et
(3.2) (φ ◦ c1)′(0) = (φ ◦ c2)′(0).
Etant donnée une courbe c : I → M, on définit et on note [c] la classe d’équivalence constituée de
l’ensemble des courbes tangentes à c en m.
Définition 3.1.5 Soit M une variété et m ∈ M. Un vecteur tangent à M en m est une classe
d’équivalence pour la relation ci-dessus. L’ensemble de ces vecteurs tangents est noté TmM.
On munit TmM d’une structure d’espace vectoriel de la façon suivante. On se donne une carte (U, φ)
telle que m ∈ U . On définit l’application θφ par :
θφ : TmM −→ Rn
[c] 7−→ (φ ◦ c)′(0).
Lemme 3.1.1 θφ est une bijection de TmM sur Rn.
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Démonstration du Lemme 3.1.1 : Voir [55, p. 64] 
On peut donc identifier via la fonction θφ un élément de l’espace tangent à un vecteur. Lorsque la
variété M est une sous-variété de dimension n d’un espace Rp (p ≥ n), l’identification est beaucoup
plus visuelle : l’espace tangent est un sous-espace affine de dimension n et on peut facilement en donner
une base lorsque l’on dispose d’une paramétrisation ([55] p. 32). Dans le cas général, nous pouvons
également exhiber une base de la façon suivante.
Soient m ∈ M et (U, φ) une carte contenant m. Dans φ(U), ouvert de Rn on dispose des n champs
coordonnées, définis pour tout 1 ≤ i ≤ n par
(3.3) ∂
∂xi
:
{
φ(U) −→ Rn
x 7−→ (0, 0, ..., 1, 0, ..., 0),
où 1 en position i. Posons, pour tous 1 ≤ i ≤ n,
(3.4) ∂i(m) := θ−1φ (
∂
∂xi
(φ(m))).
Via θ−1φ , on transporte la structure de Rn sur TmM, et donc
(3.5) (∂i(m))1≤i≤n forment une base de TmM.
On peut voir aussi les vecteurs de bases (3.4) de la façon suivante. Pour tout 1 ≤ i ≤ n, on définit les
courbes
(3.6) ωi : t 7−→ φ−1(φ(m) + t(0, ..., 1, 0, ...0)),
où 1 est en position i. Alors
(3.7) (φ ◦ ωi)′(0) = ∂
∂xi
.
Donc ∂i(m) est aussi la classe d’équivalence de ωi pour la relation (3.2).
Enfin, nous donnons l’exemple classique du plan tangent de la sphère que nous reprendrons par la
suite pour donner un exemple de fonction poids dans l’inégalité de Carleman
Exemple de la sphère S2
Nous listons ci-dessous quelques propriétés de la sphère S2.
– La sphère S2 est une sous-variété compacte sans bord de R3.
– L’application Φ définie par
(3.8) Φ :
{
]− pi/2, pi/2[×R −→ S2
(θ, φ) 7−→ (cos θ cosφ, cos θ sinφ, sin θ).
est une paramétrisation au voisinage de tout point de S2 \ {(0, 0, 1); (0, 0,−1)} et
(S2 \ {(0, 0, 1); (0, 0,−1)},Φ−1)
est une carte de S2.
– Le plan tangent en (x, y, z) = Φ(θ, φ) est donné par
(3.9) T(x,y,z)S2 = Vect
{
DΦ(θ,φ).
(
1
0
)
, DΦ(θ,φ).
(
0
1
)}
On notera par la suite ∂θ := DΦ(θ,φ).
(
1
0
)
et ∂φ := DΦ(θ,φ).
(
0
1
)
les vecteurs de base de T(x,y,z)S2.
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Notion de régularité et de dérivée
On considère des fonctions f :M−→ R continues.
Définition 3.1.6 Une fonction continue f surM est dite de classe Ck si, pour tout m ∈M, il existe
une carte (U, φ) avec m ∈ U telle que f ◦ φ−1 : φ(U) ⊂ Rn −→ R soit de classe Ck.
Définition 3.1.7 (Dérivée directionnelle en un point) Soit f : M −→ R de classe C1 et m ∈
M. Pour tout vecteur ξ ∈ TmM, on définit la dérivée directionnelle de f en m dans la direction ξ,
notée ξ.fm ou (ξ.f)(m), par :
ξ.fm := (f ◦ ω)′(0),
où ω : I −→M satisfait ω(0) = m et (φ ◦ ω)′(0) = ξ.
On donne ci-dessous l’exemple du calcul de la dérivée d’une fonction le long de chaque vecteur de base
de l’espace tangent.
Exemple 3.1.1 Soient f : M −→ R une application régulière, m ∈ M et (U, φ) une carte de M
contenant m. Alors, ∂i(m).fm = (f ◦ωi)′(0) où ωi : t 7−→ φ−1(φ(m)+t(0, ..., 1, 0, ...0)). Or, (f ◦ωi)(t) =
(f ◦ φ−1)(φ(m) + t(0, ..., 1, 0, ...0)) Donc ∂i(m).fm = ∂(f◦φ
−1)
∂xi
(φ(m)).
Lemme 3.1.2 Pour tout m ∈M, l’application αm : ξ 7−→ ξ.fm est une forme linéaire sur TmM.
Démonstration du lemme 3.1.2 : Soit (U, φ) une carte telle quem ∈ U . Soient ξ1 et ξ2 deux vecteurs
tangents. Il existe ω1 : I1 −→M et ω2 : I2 −→M telles que (φ ◦ω1)′(0) = ξ1 et (φ ◦ω2)′(0) = ξ2. Soit
I := I1∩I2. On définit w : I −→M par w(t) = φ−1((φ◦ω1)(t)+(φ◦ω2)(t)). Alors φ◦w = φ◦ω1+φ◦ω2
donc (φ ◦ ω)′(0) = ξ1 + ξ2. Ainsi,
(ξ1 + ξ2).fm = (f ◦ w)′(0) = (f ◦ φ−1 ◦ φ ◦ w)′(0) = (f ◦ φ−1 ◦ φ ◦ ω1)′(0) + (f ◦ φ−1 ◦ φ ◦ ω2)′(0)
= (f ◦ ω1)′(0) + (f ◦ ω2)′(0)
= ξ1.fm + ξ2.fm.
De même, pour tout λ ∈ R, pour tout ξ ∈ TmM, αm(λξ) = λαm(ξ). 
On passe maintenant à une notion de dérivation globale sur la variété. On a besoin pour cela de la
notion de champ de vecteurs régulier sur une variété.
Fibré tangent, champs de vecteur
Une première difficulté rencontrée est la suivante. Si X désigne un champ de vecteurs, c’est-à-dire,
une application qui à tout m ∈M associe un vecteur X(m) ∈ TmM, l’ensemble d’arrivée de X varie
avec m. Il convient donc de définir une structure englobant tous les espaces tangents.
M étant une variété C∞, on munit traditionnellement TM = ∪m∈MTmM d’une structure de
variété C∞ (voir [55] p. 99). La projection canonique p qui à un élément (m, ξ) de TM associe m est
alors une fibration pour laquelle nous renvoyons à l’ouvrage de Lafontaine [55] de base M, de fibre
type Rn (voir [55] Proposition 29 p. 99) et on montre que TM est un fibré vectoriel, appelé dès lors
fibré tangent 1.
Définition 3.1.8 [Champs de vecteurs] Un champ de vecteurs X sur une variété M est une
section du fibré tangent, c’est-à-dire une application régulière X :M−→ TM telle que p ◦X = IdM
(ce qui revient à dire que X(m) ∈ TmM, pour tous m ∈M).
1. Notions de géométrie non utiles dans la suite pour les calculs
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En pratique, on retiendra qu’un champ de vecteurs surM est une application qui à tout m ∈M,
associe un vecteur X(m) du plan tangent TmM, et que X(m) dépend de façon régulière 2 de m.
Définition 3.1.9 (Dérivée le long d’un champ de vecteurs) Soit X un champ de vecteurs sur
M et f :M−→ R une fonction régulière. On définit X.f :M−→ R de la façon suivante : pour tout
m ∈M, pour toute carte (U, φ) avec m ∈ U ,
(X.f)(m) = (f ◦ ω)′(0),
où ω : I −→M vérifie ω(0) = m et (φ ◦ ω)′(0) = X(m).
Définition 3.1.10 (Crochet de Lie de deux champs de vecteurs) Le crochet de Lie des champs
de vecteurs X et Y est le champ [X,Y ] tel que pour toute fonction f :M−→ R,
[X,Y ].f := X.(Y.f)− Y.(X.f).
Remarque 3.1.1 X.(Y.f)−Y.(X.f) définit bien une dérivée selon un champ, ce qui n’est pas évident
a priori (voir Proposition 25 p. 97 dans [55] et Remarque p. 103).
Le lemme suivant aura son importance dans les calculs pour l’ingéalité de Carleman pour l’opérateur
de la chaleur.
Lemme 3.1.3 Soit (u, φ) une carte deM. Pour tout 1 ≤ i, j ≤ n, le crochet de Lie [∂i, ∂j ] est nul.
Démonstration du Lemme 3.1.3 : Soit f :M−→ R. On a, par définition, [∂i, ∂j ].f = ∂i.(∂j .f)−
∂j .(∂i.f). Or,
∂i.(∂j .f) = ∂i.(
∂
∂xj
(f ◦ φ−1) ◦ φ) = ∂
∂xi
( ∂
∂xj
(f ◦ φ−1))
= ∂
∂xj
( ∂
∂xi
(f ◦ φ−1)), par le lemme de Schwarz,
= ∂i.(∂j .f).
Par conséquent, [∂i, ∂j ] = 0. 
3.1.2 Fonctions plateaux
L’existence de fonctions plateaux surM est fondamentale pour démontrer des lemmes techniques
comme l’inégalité de Caccioppoli que l’on utilisera plus tard.
Définition 3.1.11 Une fonction plateau surM est une fonction régulière f à valeurs dans [0, 1] pour
laquelle il existe deux ouverts relativement compacts U et V deM avec U¯ ⊂ V tels que :
Supp(f) ⊂ V et f(x) = 1 si x ∈ U.
L’existence de fonctions plateaux surM est obtenue en transportant via les cartes locales une fonction
plateau bien choisie dans Rn.
Proposition 3.1.1 Soient U un ouvert et K un compact de M avec K ⊂ U . Alors il existe une
fonction plateau à support dans U et valant 1 sur K.
Démonstration de la proposition 3.1.1 : Voir Corollaire 5 p. 89 dans [55] 
2. On sous-entend la régularité dans le ’gros’ ensemble TM
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3.1.3 Métrique riemannienne
Définition 3.1.12 Une métrique riemannienne sur une variété lisse M est la donnée, pour chaque
m ∈ M, d’un produit scalaire gm :=<,>m sur TmM. L’application m 7−→ gm est supposée régulière.
M est alors dite variété riemannienne et pour simplifier on notera (M, g) sans faire apparaitre la
dépendance de g en m.
De la même façon que pour la définition d’un champ de vecteurs surM, la définition ci-dessus n’est
pas rigoureuse. En effet, l’espace des produits scalaires varie si m varie. Dès lors, parler de régularité
doit être explicité. Il convient en effet de définir la métrique comme une section du fibré des formes
bilinéaires symétriques surM 1.
Etant donné que l’on dispose d’un produit scalaire et d’une base sur l’espace tangent en m ∈ M,
on définit, dans une carte (U, φ) telle que m ∈ U , la matrice G = (gj,k) ∈ M(n,R) de ce produit
scalaire dans cette base par :
(3.10) gj,k :=< ∂j , ∂k >m .
Etant donné que <,>m est un produit scalaire, G est inversible. On note encore
(3.11) g := det(G) 6= 0
et
(3.12) G−1 := (gi,l)
.
Remarque 3.1.2 Dans le cas où la variété riemannienne M est une sous-variété d’un espace Rp,
une métrique riemannienne naturelle est donnée par la restriction à chaque espace tangent du produit
scalaire ambiant de Rp (cf §2.8 p. 54 dans [45]) .
Exemple 3.1.2 [Expression de la métrique sur la sphère S2] Les vecteurs de bases du plan
tangent en un point Φ(θ, φ) (voir (3.8)) de la sphère sont donnés par
∂θ =
− sin θ cosφ− sin θ sinφ
cos θ
 , ∂φ =
− cos θ sinφcos θ cosφ
0

Donc la métrique en Φ(θ, φ) est donnée par
< ∂θ, ∂θ >R3 = sin2 θ cos2 φ+ sin2 θ sin2 φ+ cos2 θ = 1
< ∂θ, ∂φ >R3 = cos θ sin θ cosφ sinφ− cos θ sin θ cosφ sinφ = 0
< ∂φ, ∂φ >R3 = cos2 θ sin2 φ+ cos2 θ cos2 φ = cos2 θ
Par conséquent
G =
(
1 0
0 cos2 θ
)
, g = cos2 θ, G−1 = 1cos2 θ
(
cos2 θ 0
0 1
)
.
1. Comme pour les champs de vecteurs, cette notion de géométrie n’est pas utile dans la suite. On parlera de régularité
sans évoquer les notions de fibré et de section
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On introduit ensuite la notion de connexion qui est une sorte de différentielle pour les champs de
vecteurs surM.
Définition 3.1.13 Une connexion sur une variété M est un opérateur D qui, pour tout champ de
vecteurs X et tout champ de vecteurs Y associe un champ de vecteurs DXY surM. Pour tout X, Y
et Z, champs de vecteurs surM, on a de plus les propriétés suivantes :
DX(Y + Z) = DXY +DXZ,(3.13)
DX(fY ) = fDXY + (X.f)Y pour toute fonction f :M−→ R régulière,(3.14)
ξ 7−→ DξY est linéaire sur TmM pour tout m ∈M.(3.15)
La structure riemannienne permet d’avoir existence et unicité d’une connexion.
Proposition 3.1.2 Soit (M, g) une variété riemannienne. Il existe une unique connexion Γ surM,
dite connexion de Levi-Civita, satisfaisant aux deux conditions suivantes :
– Γ est sans torsion, i.e. si X et Y sont deux champs de vecteurs surM, alors
(3.16) ΓXY − ΓYX = [X,Y ].
– Γ est compatible avec la métrique g, i.e., si X, Y et Z sont trois champs de vecteurs,
(3.17) X.g(Y,Z) = g(ΓXY,Z) + g(Y,ΓXZ).
Exemple 3.1.3 La connection canonique d’un espace euclidien est ΓXY = D(Y ).X où D désigne la
différentielle.
Dans le cas où la variété riemannienne est une sous-variété de Rp munie de la structure riemannienne
induite par le produit scalaire ambiant de Rp, on peut effectuer des calculs facilement. On commence
par faire la remarque suivante, sur le prolongement d’un champ de vecteurs d’une sous-variété.
Remarque 3.1.3 Soit M une sous-variété de Rp de dimension n. Soit m ∈ M, U un ouvert de Rp
contenant m et φ : U −→ Rp un homéomorphisme sur son image satisfaisant φ(U ∩M) ∼= Rn×0Rp−n.
Soient {∂1, ..., ∂n} la base canonique de TmM dans la carte (U, φ) et X un champ de vecteurs surM,
dont l’expression locale est
X =
n∑
i=1
Xi∂i.
Alors un prolongement de X en un champs de vecteurs dans U est donné par
(3.18) X˜(Φ−1(x1, ..xn, xn+1, ..., xp)) :=
n∑
i=1
Xi(Φ−1(x1, ..xn, 0, ..0))∂i.
On a alors la proposition suivante,
Proposition 3.1.3 Soit M une sous-variété de Rp de dimension n, munie de sa structure naturelle
de variété riemanienne. Soient X et Y deux champs de vecteurs surM et X˜, Y˜ leurs prolongements
tels que définis par (3.18) dans la Remarque 3.1.3. Alors, la connexion de Levi-Civita Γ associée
canoniquement àM est donnée par
(3.19) (ΓXY )m = (D(Y˜ ).X˜)
⊥TmM
m ,
où, pour tout vecteur v ∈ Rp, v⊥TmM désigne la projection orthogonale de v sur TmM.
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Démonstration de la Proposition 3.1.3 : Il s’agit de [45, Proposition 2.56], appliquée à l’exemple
d’un espace euclidien dont la connexion cannonique est donnée par l’Exemple 3.1.3. 
La proposition ci-dessus nous permet d’effectuer le calcul suivant, important dans la suite pour montrer
l’existence d’un poids spatial pour obtenir une inégalité de Carleman sur l’opérateur de la chaleur sur
une variété riemannienne compacte sans bords.
Proposition 3.1.4 [Calcul de la connexion de Levi-Civita sur la sphère] En un point (x, y, z) =
Φ(θ, φ), la connexion de Levi-Civita est donnée par
Γ∂θ∂θ = 0R3 , Γ∂θ∂φ = Γ∂φ∂θ = − tan(θ)∂φ, Γ∂φ∂φ =
1
2sin(2θ)∂θ.
Démonstration de la Proposition 3.1.4 : On utilise la proposition énoncée au dessus puisque S2
est munie de la métrique riemannienne induite par le produit scalaire ambiant de R3. Il s’agit donc
d’écrire ∂θ et ∂φ comme des restrictions à la sphère S2 de deux champs ∂˜θ et ∂˜φ définis dans un ouvert
de R3.
Soit m := Φ(θ, φ) ∈ S2 \ {(0, 0, 1); (0, 0,−1)}. Soit U un voisinage de (x, y, z) dans R3 ne contenant
pas les points {(0, 0, 1); (0, 0,−1)}. On définit un paramétrage de U par
(3.20) Φ˜
{
V ⊂]− pi/2, pi/2[×R×]0,+∞[ −→ R3
(θ¯, φ¯, r) 7−→ (r cos θ¯ cos φ¯, r cos θ¯ sin φ¯, r sin θ¯).
où V est un voisinage de (θ, φ, 1). On a alors, en m = Φ(θ, φ) = Φ˜(θ, φ, 1), une base de l’espace tangent
(dans R3) donnée par
∂˜θ := DΦ˜(θ,φ,1).
10
0
 , ∂˜φ := DΦ˜(θ,φ,1).
01
0
 , ∂˜r := DΦ˜(θ,φ,1).
00
1
 .
∂˜θ et ∂˜φ sont les prolongements respectifs de ∂θ et ∂φ tels que définis par la Remarque 3.1.3. Or
DΦ(θ,φ,r) =
−r sin θ cosφ −r cos θ sinφ cos θ cosφ−r sin θ sinφ r cos θ cosφ cos θ sinφ
r cos θ 0 sin θ

Donc
(3.21) ∂˜θ(Φ˜(θ, φ, r)) =
−r sin θ cosφ−r sin θ sinφ
r cos θ

et
(3.22) ∂˜φ(Φ˜(θ, φ, r)) =
−r cos θ sinφr cos θ cosφ
0

On a donc les relations suivantes :
(3.23) ∂θ(Φ(θ, φ)) = ∂˜θ(Φ˜(θ, φ, 1)), ∂φ(Φ(θ, φ)) = ∂˜φ(Φ˜(θ, φ, 1)).
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La Proposition 3.1.3 assure alors que
Γ∂θ∂θ =
(
DΦ˜((θ,φ,1))(∂˜θ).∂˜θ
)⊥TmM
m
,(3.24)
Γ∂θ∂φ =
(
DΦ˜((θ,φ,1))(∂˜φ).∂˜θ
)⊥TmM
m
,(3.25)
Γ∂φ∂φ =
(
DΦ˜((θ,φ,1))(∂˜φ).∂˜φ
)⊥TmM
m
.(3.26)
On commence par démontrer (3.24). On remarque tout d’abord que,
DΦ˜(θ,φ,r)(∂˜θ) ◦DΦ˜(θ,φ,r) = D(∂˜θ ◦ Φ˜)(θ,φ,r) = D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,r).
10
0
).
Par conséquent,
DΦ˜((θ,φ,r)(∂˜θ).∂˜θ = DΦ˜(θ,φ,r)(∂˜θ).
(
DΦ˜(θ,φ,r).
10
0
)
= D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,1).
10
0
).
10
0
 .
(3.27)
Or, d’après (3.21), on a
(3.28) D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,r).
10
0
) =
−r cos θ cosφ r sin θ sinφ sin θ cosφ−r cos θ sinφ −r sin θ cosφ sin θ sinφ
−r sin θ 0 r cos θ
 .
Donc
D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,1).
10
0
).
10
0
 =
−r cos θ cosφ−r cos θ sinφ
−r sin θ
 .
D’où, d’après (3.27),
DΦ˜((θ,φ,r))(∂˜θ).∂˜θ =
−r cos θ cosφ−r cos θ sinφ
−r sin θ
 ,
et donc,
DΦ˜((θ,φ,1))(∂˜θ).∂˜θ =
− cos θ cosφ− cos θ sinφ
− sin θ
 ,
Pour connaître Γ∂θ∂θ, on calcule la projection orthogonale de DΦ˜((θ,φ,1))(∂˜θ).∂˜θ sur TmS2. Vu que ∂θ et
∂φ forment une base orthogonale de TmS2, il suffit de calculer les produits scalaires de DΦ˜((θ,φ,1))(∂˜θ).∂˜θ
contre ∂θ et ∂φ. On a
< DΦ˜((θ,φ,1))(∂˜θ).∂˜θ, ∂θ >R3 =<
− cos θ cosφ− cos θ sinφ
− sin θ
 ,
− sin θ cosφ− sin θ sinφ
cos θ
 >R3
= cos θ sin θ(cos2 φ+ sin2 φ)− sin θ cos θ = 0,
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et
< DΦ˜((θ,φ,1))(∂˜θ).∂˜θ, ∂φ >R3 =<
− cos θ cosφ− cos θ sinφ
− sin θ
 ,
− cos θ sinφcos θ cosφ
0
 >R3
= cos2 θ cosφ sinφ− cos2 θ sinφ cosφ = 0
En conclusion, Γ∂θ∂θ = 0R3 .
Nous passons maintenant au calcul de (3.25). De la même manière que (3.27), on a
DΦ˜((θ,φ,r)(∂˜θ).∂˜φ = DΦ˜(θ,φ,r)(∂˜θ).
(
DΦ˜(θ,φ,r).
01
0
)
= D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,1).
10
0
).
01
0
 .
(3.29)
Or, d’après (3.28),
D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,1).
10
0
).
01
0
 =
 r sin θ sinφ−r sin θ cosφ
0
 .
Donc
DΦ˜((θ,φ,1))(∂˜θ).∂˜φ =
 r sin θ sinφ−r sin θ cosφ
0
 .
On calcule alors les projections sur TmS2 :
< DΦ˜((θ,φ,1))(∂˜θ).∂˜φ, ∂θ >R3 =<
 r sin θ sinφ−r sin θ cosφ
0
 ,
− sin θ cosφ− sin θ sinφ
cos θ
 >R3
= − sin2 θ cosφ sinφ+ sin2 θ cosφ sinφ = 0,
et
< DΦ˜((θ,φ,1))(∂˜θ).∂˜φ, ∂φ >R3 =<
 r sin θ sinφ−r sin θ cosφ
0
 ,
− cos θ sinφcos θ cosφ
0
 >R3
= − cos θ sin θ sin2 φ− sin θ cos θ cos2 φ = − cos θ sin θ.
Mais le vecteur ∂φ n’est pas normé. En effet,
< ∂φ, ∂φ >R3= cos2 θ,
donc,
Γ∂θ∂φ =
(
DΦ˜((θ,φ,1))(∂˜θ).∂˜φ
)⊥TmM
m
= − tan θ∂φ.
De plus, Γ∂φ∂θ = Γ∂θ∂φ, car [∂θ, ∂φ] = 0 d’après le Lemme 3.1.3 et compte-tenu de (3.16) dans la
Proposition 3.1.2.
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Enfin, nous montrons (3.26).
DΦ˜((θ,φ,r))(∂˜φ).∂˜φ = D(θ,φ,r)
(
(θ, φ, r) 7−→ DΦ˜(θ,φ,1).
01
0
).
01
0

= D(θ,φ)
(
(θ, φ, r) 7−→
−r cos θ sinφr cos θ cosφ
0
).
01
0

=
 r sin θ sinφ −r cos θ cosφ − cos θ sinφ−r sin θ cosφ −r cos θ sinφ cos θ cosφ
0 0 0
 .
01
0
 =
−r cos θ cosφ−r cos θ sinφ
0
 .
Par conséquent,
DΦ˜((θ,φ,1))(∂˜φ).∂˜φ =
− cos θ cosφ− cos θ sinφ
0
 .
On calcule alors les projections de DΦ˜((θ,φ,1))(∂˜φ).∂˜φ sur TmS2. On a
< DΦ˜((θ,φ,1))(∂˜φ).∂˜φ, ∂θ >R3 =<
− cos θ cosφ− cos θ sinφ
0
 ,
− sin θ cosφ− sin θ sinφ
cos θ
 >R3
= cos θ sin θ cos2 φ+ cos θ sin θ sin2 φ = 12 sin 2θ,
et
< DΦ˜((θ,φ,1))(∂˜φ).∂˜φ, ∂φ >R3 =<
− cos θ cosφ− cos θ sinφ
0
 ,
− cos θ sinφcos θ cosφ
0
 >R3
= cos2 θ cosφ sinφ− cos2 θ sinφ cosφ = 0
Or ∂θ est normé, donc
Γ∂φ∂φ =
(
DΦ˜((θ,φ,1))(∂˜φ).∂˜φ
)⊥TmM
m
= 12 sin 2θ∂θ.
La démonstration de la Proposition 3.1.4 est terminée. 
On dispose maintenant de tous les outils pour définir les opérateurs classiques des équations aux
dérivées partielles.
3.1.4 Gradient, Divergence, Laplacien
Définitions globales
Définition 3.1.14 (Gradient) Soit f : M −→ R une fonction régulière. Le gradient de f , noté
grad(f) ou ∇f , est le champ de vecteurs surM défini en tout point m ∈M comme l’unique vecteur
grad(f)m vérifiant
∀ξ ∈ TmM, < grad(f)m, ξ >m= ξ.fm.
où ξ.fm désigne la dérivée de f en m dans la direction ξ (cf Définition 3.1.7).
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Proposition 3.1.5
– Le champ gradient de la fonction constante égale à c surM est le champ nul.
– Soient f et h deux fonctions régulières surM. Alors grad(fh) = fgrad(h) + hgrad(f).
Démonstration de la Proposition 3.1.5 : Pour le premier point, soient m ∈ M, (U, φ) une carte
contenant m et ξ ∈ TmM. Alors, il existe un intervalle centré en 0, noté I et une courbe ω : I −→M
telle que ω(0) = m et (φ ◦ ω)′(0) = ξ. Or, pour tout t ∈ I, (f ◦ ω)(t) = c, donc (f ◦ ω)′(0) = 0. D’où,
ξ.fm = 0 et donc grad(f)m = 0. Pour le second point, on renvoie à [29, p. 2]. 
Définition 3.1.15 (Divergence) Soit X un champ de vecteurs surM. On définit la fonction div(X)
surM par
∀m ∈M, div(X)(m) := Tr(ξ 7−→ ΓξX),
ξ variant dans TmM.
Proposition 3.1.6 Soient X et Y deux champs de vecteurs sur M et f : M −→ R une fonction
régulière. Alors
div(X + Y ) = div(X) + div(Y ),
div(fX) = fdiv(X)+ < grad(f), X > .
Démonstration de la Proposition 3.1.6 : Voir [29, p. 3] . 
Définition 3.1.16 (Laplacien) Soit f :M−→ R une fonction régulière. On définit le Laplacien de
f et on note 4f la fonction définie en tout point m ∈M par
(3.30) 4fm := div(grad(f)m)(m).
Nous terminons ce sous-paragraphe par la définition de la Hessienne sur une variété riemannienne.
Définition 3.1.17 Soit f une fonction régulière surM. Alors, pour tout m ∈M, pour tout (ξ1, ξ2) ∈
(TmM)2, la Hessienne de f en m est définie par :
(3.31) (Hess(f)m)(ξ1, ξ2) :=< Γξ1∇fm, ξ2 > .
On remarque qu’en tout point m ∈M, Hess(f)m est une forme bilinéaire.
Expressions en coordonnées locales
On vient de donner dans le sous-paragraphe précédent les définitions globales de différents opéra-
teurs sur la variétéM. On peut maintenant obtenir des expressions locales de ces opérateurs, via les
cartes locales.
Lemme 3.1.4 Pour toute fonction f :M−→ R régulière, pour tout m ∈M,
(3.32) grad(f)m :=
n∑
k=1
n∑
l=1
gk,l∂l.f∂k.
où gk,l est défini par (3.12) et ∂k par (3.4).
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Démonstration du Lemme 3.1.4 : La démonstration se trouve dans [29] p. 4. 
On cherche maintenant les expressions locales de la Divergence et du Laplacien. Remarquons tout
d’abord que, pour tout m ∈ M, pour tout 1 ≤ i ≤ n, pour tout 1 ≤ j ≤ n, Γ∂i∂j ∈ TmM. On
peut donc décomposer Γ∂i∂j dans la base (∂k(m))1≤k≤n. On notera alors Γ∂i∂j :=
n∑
k=1
Γki,j∂k, les Γki,j
étant appelés symboles de Cristoffel. On remarque également que tout champ de vecteurs régulier X
se décompose en tout m ∈M dans la base (∂i(m))1≤i≤n et on écrit
(3.33) X(m) =
n∑
i=1
ηi∂i.
Les ηi sont des fonctions régulières surM. On obtient alors une première expression de la divergence
de X.
Lemme 3.1.5 Pour tout champ de vecteurs X régulier surM, pour tout m ∈M,
(3.34) div(X(m))m =
n∑
i=1
(∂i.ηi +
n∑
l=1
ηlΓil,i).
Démonstration du Lemme 3.1.5 : La démonstration se trouve dans [29] p. 4. 
L’expression de la divergence donnée par le lemme 3.1.5 ne permet pas vraiment de faire des calculs.
En effet, on ne connait pas a priori l’expression des symboles de Cristoffel. Toutefois, par des calculs
assez compliqués et techniques (dérivée d’une fonction selon le crochet de Lie de deux champs de
vecteurs, différentielle du déterminant,...), on obtient une expression des symboles de Cristoffel. On
en déduit les deux expressions locales suivantes de la Divergence et du Laplacien :
Lemme 3.1.6 Pour tout champ de vecteurs X régulier surM, pour tout m ∈M,
(3.35) div(X(m))m =
1√
g
n∑
i=1
∂i.(ηi
√
g).
où g est le déterminant de la matrice du produit scalaire en m défini par (3.11) et X est donné par
(3.33).
Pour toute fonction f :M−→ R régulière, pour tout m ∈M,
(3.36) 4f = 1√
g
n∑
i=1
n∑
l=1
∂i.(gi,l∂l.f
√
g).
Démonstration du Lemme 3.1.6 : Voir [29] p. 5. 
Exemple 3.1.4 [Laplacien en coordonnées sphériques] En injectant dans la formule (3.36) ci-
dessus les calculs de la métrique en coordonnées sphériques de l’Exemple 3.1.2, on obtient
4f(Φ(θ, φ)) = 1cos θ
∂
∂θ
(
cos θ∂(f ◦ Φ)
∂θ
)
+ 1cos2 θ
∂2(f ◦ Φ)
∂φ2
.
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3.1.5 Intégration sur une variété riemannienne compacte
Dans toute cette section et les suivantes,M est une variété riemannienne compacte sans bord.
Définition 3.1.18 Etant donné un recouvrement (Ui)i∈I deM, une partition de l’unité subordonnée
au recouvrement est la donnée d’une famille (pi)i∈I de fonctions lisses positives telles que :∑
i∈I
pi = 1, Supp(pi) ⊂ Ui.
On admet la proposition suivante :
Proposition 3.1.7 Pour tout recouvrement ouvert fini d’une variété compacte, il existe une partition
de l’unité subordonnée à ce recouvrement.
Démonstration de la proposition 3.1.7 : Voir [55, Proposition 12 p. 204]. 
Remarque 3.1.4 Par la suite, M étant supposée compacte, on sera toujours dans le cas de recou-
vrements finis.
Définition 3.1.19 Soient (Ui)i∈I un recouvrement ouvert fini de M, (pi)i∈I une partition de l’unité
subordonnée et (Φi)i∈I les cartes associées à (Ui)i∈I . Pour tout i ∈ I, pour toute fonction lisse f :
Ui −→ R telle que Supp(f) ⊂ Ui,∫
Ui
fdM :=
∫
Φi(Ui)
(f ◦ Φ−1i )(
√
gi
1 ◦ Φ−1i )dx1...dxn.
On définit alors, grâce à la partition (pi)i∈I , l’intégrale de f :M−→ R par
(3.37)
∫
M
fdM :=
∑
i∈I
∫
Ui
pif =
∑
i∈I
∫
Φi(Ui)
(pi ◦ Φ−1i )(f ◦ Φ−1i )(
√
gi ◦ Φ−1i )dx1...dxn.
Même si cela n’est pas évident a priori, il a été prouvé que cette définition ne dépend pas du choix
des cartes (Ui, φi) et de la partition de l’unité (cf [2, p. 29-30]).
Proposition 3.1.8 Si X est un champ de vecteurs régulier surM,
(3.38)
∫
M
div(X)dM = 0. (Théorème de la divergence)
Soient h et f deux fonctions lisses surM, à valeurs réelles. Alors,
(3.39)
∫
M
(h4f+ < grad(h), grad(f) >)dM = 0.
Démonstration de la Proposition 3.1.8 : Soient X un champ de vecteurs régulier sur M,
(Ui,Φi)i∈I un atlas fini recouvrant M et (pi)i∈I une partition de l’unité subordonnée. Dans la carte
(Ui,Φi), d’après (3.35), on obtient :∫
Ui
pidiv(X)dM =
∫
Φi(Ui)
(pidiv(X)
√
gi) ◦ Φ−1i dx1...dxn
=
∫
Φi(Ui)
(pi ◦ Φ−1i )(
n∑
j=1
∂j .(ηj
√
gi)) ◦ Φ−1i dx1...dxn
=
n∑
j=1
∫
Φi(Ui)
(pi ◦ Φ−1i )∂j .(ηj
√
gi) ◦ Φ−1i dx1...dxn
=
n∑
j=1
∫
Φi(Ui)
(pi ◦ Φ−1i )
∂
∂xj
((
ηj
√
gi
)
◦ Φ−1i
)
dx1...dxn.
1. L’indice i rappelle que le déterminant g dépend de la carte Ui
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Les partitions de l’unité étant des fonctions lisses à support compact inclus dans Ui, on a pi ◦Φ−1i ≡ 0
sur le bord de Φi(Ui). En effectuant une intégration par parties, on obtient donc :
n∑
j=1
∫
Φi(Ui)
(pi ◦ Φ−1i )
∂
∂xj
((
ηj
√
gi
)
◦ Φ−1i
)
dx1...dxn
= −
n∑
j=1
∫
Φi(Ui)
∂
∂xj
(pi ◦ Φ−1i )
(
ηj
√
gi
)
◦ Φ−1i dx1...dxn.
Par conséquent,∫
M
div(X)dM = −
∑
i∈I
n∑
j=1
∫
Φi(Ui)
∂
∂xj
(pi ◦ Φ−1i )
(
ηj
√
gi
)
◦ Φ−1i dx1...dxn
= −
n∑
j=1
∑
i∈I
∫
Φi(Ui)
∂
∂xj
(pi ◦ Φ−1i )
(
ηj
√
gi
)
◦ Φ−1i dx1...dxn
= −
n∑
j=1
∑
i∈I
∫
Ui
(∂j .pi)ηjdM
= −
n∑
j=1
∑
i∈I
∫
M
(∂j .pi)ηjdM car pi est nulle en dehors de Ui
= −
n∑
j=1
∫
M
(∂j .(
∑
i∈I
pi))ηjdM
= 0 car
∑
i∈I
pi ≡ 1 surM.
Le théorème de la divergence est ainsi démontré. Appliquons le maintenant au champ de vecteur
X = hgrad(f). Or, d’après le second point de la proposition 3.1.6, on a :
div(hgrad(f)) = hdiv(grad(f))+ < grad(h), grad(f) >,
ce qui achève la démonstration de la proposition 3.1.8. 
On introduit maintenant la notion de fonctions mesurables et d’espaces Lp. On se contentera de
définir le cas p = 2.
Définition 3.1.20 [Fonctions mesurables, espaces L2]
– Une fonction f :M−→ R est dite mesurable si, dans chaque carte (U,Φ), f ◦Φ−1 est mesurable.
– L’espace L2(M), défini par
{
f :M−→ R mesurable telle que
∫
M
|f |2dM < +∞
}
est un espace
de Hilbert pour le produit scalaire
(f, h)L2(M) =
∫
M
fhdM.
De manière analogue, afin de travailler dans la suite avec des champs de vecteurs non réguliers, on
définit l’espace L2(TM).
Définition 3.1.21 Etant données deux champs de vecteurs réguliers X et Y , on définit leur produit
scalaire par
(3.40) (X,Y )L2(TM) :=
∫
M
< X,Y > dM,
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et la norme de X par ‖X‖2L2(TM) :=
∫
M
|X|2dM. On définit alors L2(TM) comme le complété de
l’ensemble des champs de vecteurs réguliers pour la norme ‖ ‖L2(TM). C’est un espace de Hilbert et
il est identifié à l’ensemble des champs dont les composantes dans la base locale de l’espace tangent
sont mesurables et pour lesquels l’intégrale
∫
M
|X|2dM est finie.
3.2 L’équation de la chaleur sur une surface riemannienne compacte
M sans bord
Dans ce sous-paragraphe, on étudie les solutions dans L2(M) de l’équation de la chaleur sur
une variété riemannienne compacte sans bord. Bien entendu, la plupart des définitions et résultats
présentés ci-dessous, sont relativement connus et utilisés dans quelques articles. Néanmoins, à notre
connaissance, il n’existe pas de référence globale pour les aspects qui nous intéressent, c’est pourquoi
nous avons inclus ce sous-paragraphe.
3.2.1 Espace de Sobolev H1 sur M
On se place sur une variété riemannienne compacte de dimension n sans bord.
Proposition 3.2.1 Si f ∈ C(M), alors f ∈ L2(M).
Démonstration de la Proposition 3.2.1 : Soit (Ui)1≤i≤N un recouvrement fini de M, (pi)1≤i≤N
une partition subordonnée et (Φi)1≤i≤N les changements de cartes associés. On a
∫
M
f2dM =
N∑
i=1
∫
Φi(Ui)
(pif2
√
gi) ◦ Φ−1i dx1...dxn.
Or Supp(pi) est compact donc Φi(Supp(pi)) est un compact de Rn. Or,∫
Φi(Ui)
(pif2
√
gi) ◦ Φ−1i dx1...dxn ≤ C˜iVolRn(Φi(Supp(pi))),
vu que toutes les fonctions dans l’intégrale sont continues. Or, VolRn(Φi(Supp(pi))) est fini. La somme
étant finie, on a
∫
M
f2dM < +∞. 
Remarque 3.2.1 CommeM est compacte, les fonctions C∞ surM à support compact sont en fait
les fonctions C∞ surM et elles sont denses dans L2(M) ([2] p. 79).
Définition 3.2.1 On définit sur C∞(M) le produit scalaire (., .)1 suivant. Pour tout f et g dans
C∞(M),
(f, g)1 := (f, g)L2(M) + (∇f,∇g)L2(TM).
H1(M) est alors défini comme le complété de C∞(M) pour la norme issue du produit scalaire (., .)1.
Remarque 3.2.2 Toute fonction H1(M) est donc limite d’une suite de fonctions dans C∞(M) pour
la norme ‖.‖H1.
On va voir maintenant une deuxième définition de l’espace de Sobolev H1(M) utilisant la notion
de dérivée faible.
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Définition 3.2.2 On dit que f ∈ L2(M) admet une dérivée faible dans L2(TM) s’il existe un champ
de vecteurs ς ∈ L2(TM) vérifiant, pour tout champs de vecteurs X régulier,
(3.41)
∫
M
fdiv(X)dM = −
∫
M
< ς,X > dM.
On note alors ς = Grad(f) ou ς = ∇f .
Définition 3.2.3 H1(M) est l’ensemble des fonctions de L2(M) admettant une dérivée faible dans
L2(TM). Il est muni du produit scalaire (., .)1˜ suivant. Pour tout f , g dans H1(M),
(f, g)1˜ = (f, g)L2(M) + (Grad(f), Grad(g))L2(TM).
Remarque 3.2.3 Si f ∈ C1(M), alors Grad(f) = ∇f .
Proposition 3.2.2 Les deux définitions de H1(M) coïncident (théorème de Meyers-Serrin).
Démonstration de la Proposition 3.2.2 : Voir [29] p. 196.
On termine cette sous-section par un résultat qui aura son utilité ulterieurement pour la démonstration
de principes du maximum, faisant le lien entre l’espace H1(M) et des espaces H1 dans des ouverts bien
déterminés de Rn. Nous n’avons pas trouvé de démonstration de cette propriété, nous en proposons
donc une ci-dessous.
Proposition 3.2.3 Soit (Ui,Φi)1≤i≤N un atlas deM. Alors f ∈ H1(M) si et seulement si, pour tout
1 ≤ i ≤ N , f ◦ Φ−1i ∈ H1(Φi(Ui)).
Démonstration de la Proposition 3.2.3 : Pour commencer, supposons que f ∈ H1(M) et fixons
i ∈ {1, ..., N}. Par définition, il existe ξ ∈ L2(TM) tel que, pour tout X ∈ C∞(TM), on a :∫
M
fdiv(X)dM = −
∫
M
< ξ,X > dM.
Considérons le champ particulierX = ψ 1√gi∂j où ψ ∈ C∞c (Ui), j ∈ {1, ..., n} et g désigne le déterminant
det(< ∂k, ∂l >)1≤k,l≤n. On a alors,∫
M
fdiv
(
ψ
1√
gi
∂j
)
dM = −
∫
M
< ξ, ψ
1√
gi
∂j > dM.
ψ étant à support dans Ui, on a en fait l’égalité
(3.42)
∫
Ui
fdiv
(
ψ
1√
gi
∂j
)
dM = −
∫
Ui
< ξ, ψ
1√
gi
∂j > dM.
Or, d’après la formule (3.35) du Lemme 3.1.6, dans l’ouvert Ui, pour tout champ Y =
∑n
k=1 η
k∂k,
div(Y ) est donnée par
div(Y ) = 1√
gi
n∑
k=1
∂k.(ηk
√
gi).
Pour le champ X fixé ci-dessus, on a alors, dans Ui,
div
(
ψ
1√
gi
∂j
)
= 1√
gi
∂j .
(
ψ
1√
gi
√
gi
)
= 1√
gi
∂j .ψ.
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Par conséquent, l’égalité (3.42) devient
(3.43)
∫
Ui
f
1√
gi
∂j .ψdM = −
∫
Ui
ψ
1√
gi
< ξ, ∂j > dM.
Or, par définition de l’intégration surM, et grâce à l’Exemple 3.1.1, on a :∫
Ui
f
1√
gi
∂j .ψdM =
∫
Φi(Ui)
(f ◦ Φ−1i )
1√
gi ◦ Φ−1i
∂(ψ ◦ Φ−1i )
∂xj
√
gi ◦ Φ−1i dx1...dxn
=
∫
Φi(Ui)
(f ◦ Φ−1i )
∂(ψ ◦ Φ−1i )
∂xj
dx1...dxn.
De même,
−
∫
Ui
ψ
1√
gi
< ξ, ∂j > dM = −
∫
Φi(Ui)
(ψ ◦ Φ−1i )
1√
gi ◦ Φ−1i
(< ξ, ∂j > ◦Φ−1i )
√
gi ◦ Φ−1i dx1...dxn
= −
∫
Φi(Ui)
(ψ ◦ Φ−1i )(< ξ, ∂j > ◦Φ−1i )dx1...dxn.
Donc l’inégalité (3.43) devient
(3.44)
∫
Φi(Ui)
(f ◦ Φ−1i )
∂(ψ ◦ Φ−1i )
∂xj
dx1...dxn = −
∫
Φi(Ui)
(ψ ◦ Φ−1i )(< ξ, ∂j > ◦Φ−1i )dx1...dxn.
Ceci est vrai pour tout 1 ≤ j ≤ n et toute fonction ψ ∈ C∞c (Ui). Soit maintenant φ ∈ C∞c (Φi(Ui)),
alors φ ◦ Φi ∈ C∞c (Ui) et l’égalité ci-dessus implique pour tout 1 ≤ j ≤ n,∫
Φi(Ui)
(f ◦ Φ−1i )
∂φ
∂xj
dx1...dxn = −
∫
Φi(Ui)
φ(< ξ, ∂j > ◦Φ−1i )dx1...dxn.
Or < ξ, ∂j > ◦Φ−1i ∈ L2(Φi(Ui)) car ξ ∈ L2(TM), donc (f ◦ Φ−1i ) est dans H1(Φi(Ui)) et pour tout
1 ≤ j ≤ n,
∂
∂xj
(f ◦ Φ−1i ) =< ξ, ∂j > ◦Φ−1i .
Montrons maintenant la réciproque. On suppose que pour tout 1 ≤ i ≤ N , f ◦ Φ−1i ∈ H1(Φi(Ui)).
Alors, pour tout 1 ≤ j ≤ n, ∂∂xj (f ◦ Φ
−1
i ) existe, et on a, pour tout φ ∈ C∞c (Φi(Ui)),
(3.45)
∫
Φi(Ui)
(f ◦ Φ−1i )
∂φ
∂xj
dx1...dxn = −
∫
Φi(Ui)
∂
∂xj
(f ◦ Φ−1i )φdx1...dxn.
Il s’agit de trouver un champ de vecteur ξ ∈ L2(TM) tel que, pour tout champ de vecteurs régulier
X, on a ∫
M
fdiv(X)dM = −
∫
M
< ξ,X > dM.
Soit donc X = ∑nj=1 ηj∂j . Soit (pi)1≤i≤N une partition subordonnée à l’atlas (Ui,Φi)1≤i≤N . Considé-
rons φ = (piηj
√
gi) ◦ Φ−1i . Comme pi ∈ C∞c (Ui), φ ∈ C∞c (Φi(Ui)). Dans ce cas, (3.45) implique
(3.46)
∫
Φi(Ui)
(f◦Φ−1i )
∂
∂xj
([piηj
√
gi]◦Φ−1i )dx1...dxn = −
∫
Φi(Ui)
∂
∂xj
(f◦Φ−1i )[piηj
√
gi]◦Φ−1i dx1...dxn.
Or, par définition,∫
Φi(Ui)
(f ◦ Φ−1i )
∂
∂xj
([piηj
√
gi] ◦ Φ−1i )dx1...dxn =
∫
Ui
f
1√
gi
∂j.(piηj
√
gi)dM,
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et ∫
Φi(Ui)
∂
∂xj
(f ◦ Φ−1i )[piηj
√
gi] ◦ Φ−1i dx1...dxn =
∫
Ui
piη
j( ∂
∂xj
(f ◦ Φ−1i )) ◦ ΦidM.
Par conséquent, ∫
Ui
f
1√
gi
∂j.(piηj
√
gi)dM = −
∫
Ui
piη
j( ∂
∂xj
(f ◦ Φ−1i )) ◦ ΦidM.
On somme cette égalité pour j allant de 1 à n. On obtient,
(3.47)
∫
Ui
f
1√
gi
n∑
j=1
∂j.(piηj
√
gi)dM = −
∫
Ui
pi
n∑
j=1
ηj( ∂
∂xj
(f ◦ Φ−1i )) ◦ ΦidM.
Or, ∫
Ui
f
1√
gi
n∑
j=1
∂j.(piηj
√
gi)dM =
∫
Ui
fdiv(piX)dM.
Donc, (3.47) devient
(3.48)
∫
Ui
fdiv(piX)dM = −
∫
Ui
pi
n∑
j=1
ηj( ∂
∂xj
(f ◦ Φ−1i )) ◦ ΦidM.
On définit le champ de vecteur ξ de la façon suivante (idée analogue à la formule locale du gradient
pour les fonctions régulières),
(3.49) ξ :=
n∑
l=1
n∑
j=1
gl,j
∂
∂xj
((f ◦ Φ−1i ) ◦ Φi)∂l.
Par conséquent,
< ξ,X > =
n∑
l=1
n∑
j=1
n∑
k=1
gl,j( ∂
∂xj
(f ◦ Φ−1i )) ◦ Φiηkgk,l
=
n∑
j=1
n∑
k=1
( ∂
∂xj
(f ◦ Φ−1i )) ◦ Φiηk
n∑
l=1
gk,lg
l,j
︸ ︷︷ ︸
=0 sauf si k=j
=
n∑
j=1
( ∂
∂xj
(f ◦ Φ−1i )) ◦ Φiηj .
Revenant à (3.48), on a alors∫
Ui
fdiv(piX)dM = −
∫
Ui
pi < ξ,X > dM.
Comme pi est à support dans Ui, on a en fait∫
M
fdiv(piX)dM = −
∫
M
pi < ξ,X > dM.
On somme alors pour i allant de 1 à N , et on obtient :∫
M
f
N∑
i=1
div(piX)dM = −
∫
M
N∑
i=1
pi < ξ,X > dM.
Or, ∑Ni=1 pi = 1. Donc, en utilisant la propriété d’additivité de la divergence énoncée dans la Propo-
sition 3.1.6, on obtient : ∫
M
fdiv(X)dM = −
∫
M
< ξ,X > dM.
D’où f ∈ H1(M) et Grad(f) = ξ. 
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3.2.2 L’opérateur de Laplace-Beltrami dans L2(M)
La définition du Laplacien pour les fonctions régulières a déjà été vue. Il faut maintenant donner
un sens au Laplacien en tant que distribution de L2(M).
Définition 3.2.4 ([29] p. 198) On dit que f ∈ L2(M) admet un Laplacien faible dans L2(M) s’il
existe g ∈ L2(M) telle que, pour toute fonction Φ ∈ C∞(M),
(g,Φ)L2(M) = (f,4Φ)L2(M).
On note alors g = 4f .
Remarque 3.2.4 Si f ∈ C2(M), le Laplacien faible coïncide avec le Laplacien classique.
Proposition 3.2.4 Soit f ∈ H1(M) admettant un Laplacien faible dans L2(M). Alors, pour tout
Φ ∈ H1(M),
(4f,Φ)L2(M) = −(Grad(f), Grad(Φ))L2(TM).
Démonstration de la Proposition 3.2.4 : Soit Φ ∈ C∞(M). D’après la définition 3.2.4, on a :
(4f,Φ)L2(M) = (f,4Φ)L2(M).
Or,
(f,4Φ)L2(M) =
∫
M
fdiv(∇Φ)dM
= −
∫
M
< Grad(f),∇Φ > dM,
par définition de Grad(f) (voir (3.41)). Maintenant, considérons Φ ∈ H1(M). Il existe une suite (Φn)
dans C∞(M) convergeant vers Φ pour la norme ‖.‖1. L’identité ci-dessus est donc vraie pour tout n.
De plus ∇Φn −→ Grad(Φ) dans L2(M). La proposition 3.2.4 est ainsi démontrée. 
Définition 3.2.5 L’opérateur de Laplace-Beltrami est l’opérateur non-borné de L2(M) défini par le
Laplacien faible ci-dessus, de domaine
D(4) :=
{
u ∈ H1(M) : u admet un Laplacien faible dans L2(M)
}
.
Remarque 3.2.5 Comme C∞(M) est inclus dans D(4), D(4) est dense dans L2(M).
On veut maintenant étudier les propriétés du semigroupe engendré par le Laplacien. Pour tout u,
v dans H1(M), on définit a(u, v) :=
∫
M
< Grad(u), Grad(v) > dM. Ensuite on définit un opérateur
non borné de L2(M) par :
D(A) :=
{
u ∈ H1(M) : w ∈ H1(M) 7−→ a(u,w) est continue pour la norme ‖.‖L2(M)
}
,
et pour tout u ∈ D(A), v ∈ H1(M), (Au, v)L2(M) = −a(u, v).
Lemme 3.2.1 L’opérateur (A,D(A)) coïncide avec l’opérateur de Laplace-Beltrami (4, D(4)).
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Démonstration du lemme 3.2.1 : Montrons tout d’abord que D(A) ⊂ D(4). Soient u ∈ D(A) et
w ∈ C∞(M).
a(u,w) =
∫
M
< Grad(u), Grad(w) > dM =
∫
M
< Grad(u),∇w > dM,
car u ∈ C∞(M). Par définition de Grad(u), on a alors :
a(u,w) = −
∫
M
u div(∇w)dM = −
∫
M
u4wdM.
De plus, par définition, a(u,w) = −(Au,w)L2(M). Donc, utilisant la définition 3.2.4, on a montré que
u admet un Laplacien faible, qui est Au ∈ L2(M). Donc u ∈ D(4) et Au = 4u.
Considérons maintenant u ∈ D(4). D’après la proposition 3.2.4, pour tout w ∈ H1(M),
a(u,w) = −
∫
M
4uwdM.
On en déduit que a(u, .) est continue pour la norme ‖.‖L2(M). 
On a ainsi le théorème fondamental suivant
Théorème 3.2.1 (4, D(4)) est le générateur infinitésimal d’un semigroupe analytique.
Démonstration du Théorème 3.2.1 : C’est une conséquence directe du théorème 2. 12 p. 46 dans
[10]. 
3.2.3 Equation de la chaleur sur une variété riemannienne
M désigne une variété riemannienne compacte sans bords. On souhaite donner un sens à l’équation
de la chaleur suivante dans les espaces de Sobolev.
(3.50)
{
ut −4u = f (0, T )×M,
u(0) = u0 M.
Existence et unicité d’une solution dans L2(M)
On dispose du lemme d’interpolation classique suivant (adapté à notre cadre de travail) :
Lemme 3.2.2 L’espace interpolé [D(4), L2(M)] 1
2
est H1(M).
Démonstration du Lemme 3.2.2 : C’est la proposition 21 p. 22 dans [57]. 
De même, on retrouve des résultats attendus d’existence et d’unicité dans différentes classes de
solutions.
Théorème 3.2.2 [Solutions classiques, solutions faibles]
– Si u0 ∈ D(4) et f ∈ H1(0, T ;L2(M)), (3.50) admet une unique solution classique
u ∈ C([0, T ], D(4)) ∩ C1([0, T ];L2(M)).
– Si u0 ∈ H1(M) et f ∈ L2(0, T ;L2(M)), (3.50) admet une unique solution
u ∈ L2(0, T,D(4)) ∩H1(0, T ;L2(M)).
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– Si u0 ∈ L2(M) et f ∈ L2(0, T ;L2(M)), (3.50) admet une unique solution faible
u ∈ C([0, T ];L2(M)) ∩ L2(0, T ;H1(M)),
i.e. pour tout v ∈ H1(M),
(3.51)

d
dt
(
u(t), v
)
L2(M)
+
∫
M
< Grad(u(t)), Grad(v) > dM =
(
f(t), v
)
L2(M)
,
u(0) = u0.
De plus, pour tout  > 0,
u ∈ L2(, T ;D(4)) ∩H1(, T ;L2(M)).
Démonstration du Théorème 3.2.2 : C’est une conséquence immédiate de la Proposition 3.3 p.
68, du Théorème 3.1 p. 80 et de la Proposition 3.8 dans [10]. 
Pour traiter ulterieurement les questions de problèmes inverses, nous avons besoin d’un résultat de
régularité plus fin sur la dérivée en temps de l’équation de la chaleur. Comme au chapitre 3, nous
utilisons la méthode des quotients différentiels pour le démontrer.
Proposition 3.2.5 Soit u0 ∈ D(4) et f ∈ H1(0, T ;L2(M)). On note u la solution classique de (3.50)
associée à u0 et à f . Alors z := ut ∈ L2(0, T ;H1(M)) et z est la solution faible de{
zt −4z = ft (0, T )×M,
z(0) = 4u0 + f(0) M.
Démonstration de la Proposition 3.2.5 : Soit δ ∈ (0, T2 ) et h ∈ (− δ2 , δ2). On a, pour tout t ∈
( δ2 , T − δ2)
ut(t+ h) = 4u(t+ h) + f(t+ h),
ut(t) = 4u(t) + f(t).
Posons, pour tout t ∈ ( δ2 , T − δ2), uh(t) := u(t+h)−u(t)h . Donc
uh ∈ C([δ2 , T −
δ
2], D(4)) ∩ C
1([δ2 , T −
δ
2];L
2(M))
et est solution de
(uh)t = 4uh + fh,
sur ( δ2 , T − δ2) avec fh(t) = f(t+h)−f(t)h . Multiplions l’équation par uh(t) ∈ H1(M). En utilisant la
Proposition 3.2.4, ∫
M
(uh)tuh +
∫
M
|Grad(uh)|2 =
∫
M
fhuh.
Par conséquent,
d
dt
∫
M
u2h +
∫
M
|Grad(uh)|2 =
∫
M
fhuh.
On intègre entre δ2 et t pour obtenir :
‖uh(t)‖2L2(M) +
∫ t
δ
2
∫
M
|Grad(uh)|2 = ‖uh(δ2)‖
2
L2(M) +
∫ t
δ
2
∫
M
fhuh.
≤ ‖uh(δ2)‖
2
L2(M) +
∫ t
δ
2
‖fh(s)‖L2(M)‖uh(s)‖L2(M)ds.
≤ sup
[0,T ]
‖ut‖2L2(M) +
1
2
∫ t
δ
2
‖fh(s)‖2L2(M)ds+
1
2
∫ t
δ
2
‖uh(s)‖2L2(M)ds.
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A ce stade, admettons provisoirement le résultat intermédiaire suivant : pour toute fonction f ∈
D(0, T ;L2(M)),
(3.52)
∫ t
δ
2
‖fh(s)‖2L2(M)ds ≤
∫ T
0
‖f ′(s)‖2L2(M)ds.
Par conséquent, (3.52), appliquée à f et à u, donne :
‖uh(t)‖2L2(M) +
∫ t
δ
2
∫
M
|Grad(uh)|2 ≤ 3T2 sup[0,T ]
‖ut‖2L2(M) +
1
2
∫ T
0
‖f ′(s)‖2L2(M)ds.
Ainsi (uh)h est bornée dans L2( δ2 , T − δ2 ;H1(M)) et donc (uh)h converge faiblement vers une fonction
v ∈ L2( δ2 , T − δ2 ;H1(M)). Mais (uh)h converge vers ut dans D′( δ2 , T − δ2 ;H1(M)), d’où v = ut = z
dans L2( δ2 , T − δ2 ;H1(M)). De plus, par propriété de la limite faible,
‖z‖2
L2( δ2 ,T− δ2 ;H1(M))
≤ lim inf
h
‖uh‖2L2( δ2 ,T− δ2 ;H1(M))
≤ 3T2 sup[0,T ]
‖ut‖2L2(M) +
1
2
∫ T
0
‖f ′(s)‖2L2(M)ds.
Or le terme de droite ne dépend pas de δ et on peut donc faire tendre δ vers 0. Par conséquent,
z ∈ L2(0, T ;H1(M)). Pour conclure cette démonstration, il nous reste donc à démontrer (3.52).
Soit donc f ∈ D(0, T ;L2(M)). On a
‖f(s+ h)− f(s)‖L2(M) ≤
∫ s+h
s
‖f ′(τ)‖L2(M)dτ
≤
( ∫ s+h
s
‖f ′(τ)‖2L2(M)dτ
) 1
2
( ∫ s+h
s
1dτ
) 1
2
≤
√
h
( ∫ s+h
s
‖f ′(τ)‖2L2(M)dτ
) 1
2
.
Donc, on en déduit∫
M
(f(s+ h)− f(s))2dM≤ h
∫ s+h
s
‖f ′(τ)‖2L2(M)dτ = h2
∫ 1
0
‖f ′(s+ yh)‖2L2(M)dy,
en posant y = s+ yh. Donc∫ t
δ
∫
M
(f(s+ h)− f(s)
h
)2dMds ≤
∫ t
δ
∫ 1
0
‖f ′(s+ yh)‖2L2(M)dyds
=
∫ 1
0
∫ t
δ
‖f ′(s+ yh)‖2L2(M)dsdy
=
∫ 1
0
∫ t+yh
δ+yh
‖f ′(η)‖2L2(M)dηdy avec η = s+ yh
≤
∫ 1
0
∫ T
0
‖f ′(η)‖2L2(M)dηdy =
∫ T
0
‖f ′(η)‖2L2(M)dη.
Par densité, on obtient, pour tout f ∈ H1(0, T ;L2(M)),∫ t
δ
‖fh(s)‖2L2(M)ds ≤
∫ T
0
‖f ′(s)‖2L2(M)ds.
La démonstration est ainsi terminée. 
Enfin, nous terminons cette section par un résultat d’existence et d’unicité de solutions régulières pour
des données régulières
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Théorème 3.2.3 Si u0 ∈ C∞(M) et g ∈ C∞((0, T ) ×M), alors le problème (3.50) a une unique
solution régulière 2.
Démonstration du Théorème 3.2.3 : Voir [30] p. 139.
3.3 Inégalité de Carleman pour l’opérateur de la chaleur sur une
surface riemannienne compacte sans bord
Dans ce paragraphe, nous énonçons et démontrons une inégalité de Carleman pour l’opérateur
de la chaleur sur une variété riemannienne compacte sans bord M avec une observation localement
distribuée dans un ouvert non vide ω de la variété M. L’existence d’une fonction poids en espace
permettant de démontrer l’inégalité est assurée pour l’exemple de la sphère S2, du moins pour certains
ouverts ω bien choisis. La question de son existence dans le cas général d’une variété riemannienne
compacte sans bord quelconque n’est pas abordée ici.
3.3.1 Enoncé de l’inégalité
Pour tout z ∈ C([0, T ];D(4)) ∩ C1([0, T ];L2(M)), on définit
Pz := zt −4z,
l’opérateur de la chaleur sur M. On définit une fonction poids en temps de la façon suivante : pour
tout t ∈ (0, T ),
(3.53) θ(t) := 1
t(T − t) .
Soit ω un ouvert de M. On suppose qu’il existe une fonction poids en espace p ∈ C∞(M) satis-
faisant l’hypothèse suivante
Hypothèse 3 [Propriétés du poids spatial]
– Il existe c0 > 0 telle que |∇p| ≥ c0 > 0 surM\ ω,
– Il existe c1 > 0 telle que Hess(p)(ξ, ξ) + c1|ξ|2 ≤ 0 pour tout ξ ∈ TM\ Tω.
On définit alors, pour tout (t, x) ∈ (0, T )×M,
(3.54) σ(t, x) = θ(t)p(x).
Comme nous l’avons expliqué dans l’introduction de ce paragraphe, nous ne sommes pas certains de
l’existence d’une telle fonction dans le cas général. Néanmoins, dans le cas oùM = S2, on a le résultat
suivant :
Lemme 3.3.1 Soient 0 < η1 < η2 < 1. On définit l’ouvert ω de S2 par
ω :=
{
(x, y, z) ∈ S2 : −η1 < z < η1
}
∪
{
(x, y, z) ∈ S2 : z > η2 ou z < −η2
}
.
Pour cet ouvert ω, il existe une fonction poids p vérifiant l’Hypothèse 3.
Remarque 3.3.1 L’ouvert ω défini ci-dessus est formé d’une couronne autour de l’équateur et de
deux portions de sphères autour des pôles.
2. Le sens de ’régularité’ est une notion compliquée sur une variété, comme nous l’avons vu plusieurs fois
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Démonstration du Lemme 3.3.1 : Soit Φ la carte de S2 définie dans l’exemple 3.9. Soit h la forme
linéaire de R3 définie par :
h :
{
R3 −→ R
(x, y, z) 7−→ z.
On définit la fonction p1 par
p1 :
{
S2 \ {(0, 0, 1), (0, 0,−1)} −→ R
(x, y, z) = Φ(θ, φ) 7−→ h ◦ Φ(θ, φ) = sin θ.
p1 est une fonction C∞ sur S2 \ {(0, 0, 1), (0, 0,−1)}. Calculons le gradient ∇p1 de p1 sur M. En
coordonnées locales, on a d’après le Lemme 3.1.4,
∇p1 = (g1,1∂θ.p1 + g1,2∂φ.p1)∂θ + (g2,1∂θ.p1 + g2,2∂φ.p1)∂φ.
Or la matrice du produit scalaire <,> est donnée ici par(
1 0
0 cos2(θ)
)
.
Donc son inverse est donnée par 1cos2(θ)
(
cos2(θ) 0
0 1
)
. On en déduit que g1,2 = g2,1 = 0, g1,1 = 1 et
g2,2 = 1cos2(θ) . De plus p1 ne dépend pas de φ donc au final
(3.55) ∇p1 = ∂θ.p1∂θ = ∂(p1 ◦ Φ)
∂θ
∂θ = cos θ∂θ.
Calculons maintenant Hess(p)(ξ1, ξ2) où ξ1 et ξ2 sont des vecteurs du plan tangent T(x,y,z)M. Par
définition (Définition 3.1.17), on a
Hess(p)(ξ1, ξ2) =< Γξ1∇p1, ξ2 >R3 .
Or, sur S2 \ {(0, 0, 1), (0, 0,−1)}, on a une base du plan tangent donnée par ∂θ et ∂φ. Donc
ξ1 := α11∂θ + α21∂φ,
ξ2 := α12∂θ + α22∂φ.
Par conséquent, Γξ1∇p1 = α11Γ∂θ∇p1 + α21Γ∂φ∇p1. Or,
Γ∂θ∇p1 = Γ∂θ(cos θ∂θ) = cos θΓ∂θ∂θ + ∂θ. cos θ∂θ = − sin θ∂θ.
De même,
Γ∂φ∇p1 = Γ∂φ(cos θ∂θ) = cos θΓ∂θ∂φ + ∂φ. cos θ∂θ = cos θ(− tan θ)∂φ = − sin θ∂φ,
en utilisant le calcul de la Proposition 3.1.4. Par conséquent,
Hess(p1)(ξ1, ξ2) =< − sin θα11∂θ − sin θα21∂φ, ξ2 >= − sin θ < ξ1, ξ2 > .
En particulier, pour tout ξ ∈ T(x,y,z)M,
(3.56) Hess(p1)(ξ, ξ) = − sin θ|ξ|2R3 .
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Compte-tenu de la définition de ω,M\ ω est en fait
M\ ω =
{
(x, y, z) ∈ S2 : η1 ≤ z ≤ η2
}
︸ ︷︷ ︸
:=(M\ω)+
∪
{
(x, y, z) ∈ S2 : −η2 ≤ z ≤ −η1
}
︸ ︷︷ ︸
:=(M\ω)−
.
Soient alors η3 ∈]0, η1[ et η4 ∈]η2, 1[. On définit alors
U+ :=
{
(x, y, z) ∈ S2 : η3 ≤ z ≤ η4
}
,
U− : =
{
(x, y, z) ∈ S2 : −η4 ≤ z ≤ −η3
}
.
D’après la Proposition 3.1.1, comme (M\ω)+ est un compact inclus dans U+, il existe χ+ ∈ C∞(M)
telle que χ+ ≡ 1 sur (M \ ω)+ et χ+ ≡ 0 sur M \ U+. De même, il existe χ− ∈ C∞(M) telle que
χ− ≡ 1 sur (M\ ω)− et χ− ≡ 0 surM\ U−. Posons alors p := (χ+ − χ−)p1. Alors p ∈ C∞(M), sur
(M\ ω)+, p = p1 et sur (M\ ω)−, p = −p1. En prenant c0 := cos(Arcsin(η2)) et c1 := η1, on a les
propriétés attendues sur p d’après (3.55) et (3.56). 
Nous énonçons maintenant l’inégalité de Carleman pour l’opérateur de la chaleur sur une variété
riemannienne compacte sans bord. La démonstration est faite dans le sous-paragraphe 3.3.2.
Théorème 3.3.1 Soit ω un ouvert de M tel qu’il existe p satisfaisant l’Hypothèse 3. Il existe deux
constantes C = C(T, ω, p) > 0 et R0 = R0(T, ω, p) > 0 telles que, pour tout R ≥ R0,
(3.57)
∫ T
0
∫
M
R3θ3z2e−2Rσ +
∫ T
0
∫
M
Rθ|∇z|2e−2Rσ +
∫ T
0
∫
M
1
Rθ
z2t e
−2Rσ
≤ C
(∥∥∥Pze−Rσ∥∥∥2
L2((0,T )×M) +
∫ T
0
∫
ω
(R3θ3z2 +Rθ|∇z|2)e−2Rσ
)
pour tout z ∈ C([0, T ];D(4)) ∩ C1([0, T ];L2(M)).
Démonstration du Théorème 3.3.1 : cf le sous-paragraphe 3.3.2. 
Grace à une inégalité de type Caccioppoli, on peut se passer de l’observation du gradient de z sur ω
dans le membre de droite de (3.57). On en déduit l’inégalité de Carleman suivante plus simple.
Corollaire 3.3.1 Soit ω un ouvert de M tel qu’il existe p satisfaisant l’Hypothèse 3. Il existe une
constante C = C(T, ω, p) > 0 et R0 = R0(T, ω, p) > 0 telles que, pour tout R ≥ R0,
(3.58)
∫ T
0
∫
M
R3θ3z2e−2Rσ +
∫ T
0
∫
M
Rθ|∇z|2e−2Rσ +
∫ T
0
∫
M
1
Rθ
z2t e
−2Rσ
≤ C
(∥∥∥Pze−Rσ∥∥∥2
L2((0,T )×M) +
∫ T
0
∫
ω
R3θ3z2e−2Rσ
)
pour tout z ∈ C([0, T ];D(4)) ∩ C1([0, T ];L2(M)).
Démonstration du Corollaire 3.3.1 : cf le sous-paragraphe 3.3.3. 
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3.3.2 Démonstration du Théorème 3.3.1
La démonstration se fait en deux temps. On montre tout d’abord qu’il suffit de démontrer (3.57)
pour des fonctions régulières.
Lemme 3.3.2 Soit u ∈ C([0, T ];D(4))∩C1([0, T ];L2(M)). Soit (fn)n ⊂ D((0, T )×M) convergeant
vers Pu dans L2((0, T ) × M) et (u0,n)n ⊂ C∞(M) convergeant vers u0 ∈ H1(M). Notons un la
solution régulière (donnée par le Théorème 3.2.3) du problème (3.50) associée à la condition initiale
u0,n et la source fn. Alors on a
– un −→ u dans L2(0, T ;L2(M)).
– ∇un −→ ∇u dans L2(0, T ;L2(TM)).
– (un)t −→ ut dans L2(0, T ;L2(M)).
Démonstration du Lemme 3.3.2 : Notons pour simplifier f := Pu puis définissons wn := u−un ∈
C([0, T ];D(4)) ∩ C1([0, T ];L2(M)). wn est solution de{
wnt −4wn = f − fn (0, T )×M,
wn(0) = u(0)− u0,n M.
On multiplie l’équation par wn, puis on intègre entre 0 et t pour obtenir
1
2‖w
n(t)‖2L2(M) +
∫ t
0
∫
M
|Grad(wn(s))|2dMds(3.59)
= 12‖w
n(0)‖2L2(M) +
∫ t
0
∫
M
(f − fn)(s)wn(s)dMds(3.60)
≤ 12‖w
n(0)‖2L2(M) +
∫ t
0
‖(f − fn)(s)‖L2(M)‖wn(s)‖L2(M)ds(3.61)
≤ 12‖w
n(0)‖2L2(M) +
1
2
∫ t
0
‖(f − fn)(s)‖2L2(M)ds+
1
2
∫ t
0
‖wn(s)‖2L2(M)ds.(3.62)
En particulier,
1
2‖w
n(t)‖2L2(M) ≤
1
2‖w
n(0)‖2L2(M) +
1
2
∫ t
0
‖(f − fn)(s)‖2L2(M)ds+
1
2
∫ t
0
‖wn(s)‖2L2(M)ds.
En utilisant un lemme de type Gronwall, il existe C = C(T ) > 0 telle que
(3.63) ‖wn(t)‖2L2(M) ≤ C
(
‖wn(0)‖2L2(M) +
∫ t
0
‖(f − fn)(s)‖2L2(M)ds
)
.
Or, wn(0) = u(0) − u0,n −→ 0 dans L2(M). On en déduit immédiatement que wn −→ 0 dans
L2(0, T ;L2(M)). On a de plus, en revenant à (3.59) et en utilisant (3.63),
∫ T
0
∫
M
|Grad(wn(s))|2dMds ≤ 12‖w
n(0)‖2L2(M) +
1
2
∫ T
0
‖(f − fn)(s)‖2L2(M)ds
+ TC
(
‖wn(0)‖2L2(M) +
∫ t
0
‖(f − fn)(s)‖2L2(M)ds
)
.
On en déduit que Grad(wn) −→ 0 dans L2(0, T ;L2(TM)). Par conséquent Grad(un) −→ Grad(u)
dans L2(0, T ;L2(TM)). Or, Grad(un) = ∇(un) car un est régulière au sens du théorème 3.2.3. Ceci
démontre le point 2 du lemme 3.3.2.
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Il reste à démontrer que un,t −→ ut dans L2(0, T ;L2(M)). Compte tenu de la proposition 3.2.5,
on a wnt ∈ L2(0, T ;H1(M)). On multiplie alors l’équation satisfaite par wn par wnt et on obtient :(
wnt (t), wnt (t)
)
L2(M)
−
(
4wn(t), wnt (t)
)
L2(M)
=
(
(fn − f)(t), wnt (t)
)
L2(M)
.
Or, d’après la proposition 3.2.4,
−
(
4wn(t), wnt (t)
)
L2(M)
=
(
Grad wn(t),Grad wnt (t)
)
= 12
d
dt
∫
M
|Grad wn(t)|2dM.
Par conséquent,
‖wnt (t)‖2L2(M) +
1
2
d
dt
∫
M
|Grad wn(t)|2dM =
(
(fn − f)(t), wnt (t)
)
L2(M)
.
On intègre entre 0 et T :∫ T
0
‖wnt (t)‖2L2(M)dt+
1
2
∫
M
|Grad wn(T )|2dM
= 12
∫
M
|Grad wn(0)|2dM+
∫ T
0
(
(fn − f)(t), wnt (t)
)
L2(M)
dt
≤ 12
∫
M
|Grad wn(0)|2dM+ 12
∫ T
0
‖(fn − f)(t)‖2L2(M)dt+
1
2
∫ T
0
‖wnt (t)‖2L2(M)dt.
Par conséquent,
1
2
∫ T
0
‖wnt (t)‖2L2(M)dt ≤
1
2
∫
M
|Grad wn(0)|2dM+ 12
∫ T
0
‖(fn − f)(t)‖2L2(M)dt.
Comme u0,n −→ u(0) dans H1(M), on en déduit le point 3 du Lemme 3.3.2. 
D’après le Lemme 3.3.2, il est facile de voir qu’il suffit de démontrer l’inégalité de Carleman (3.57)
pour une fonction z ∈ C∞((0, T )×M) ∩ C([0, T ]×M).
Fixons maintenant z ∈ C∞((0, T ) ×M) ∩ C([0, T ] ×M) et montrons que z satisfait (3.57). On
commence par démontrer un lemme calculatoire, utilisé plusieurs fois par la suite.
Lemme 3.3.3 Pour tout t ∈ (0, T ), ∇(eRσ) = Rθ(t)∇(p)eRσ.
Démonstration du lemme 3.3.3 : Soit t ∈ (0, T ), m ∈ M, (U, φ) une carte contenant m et soit
ξ ∈ TmM. Soit ω : I −→ M une courbe lisse (avec I intervalle contenant 0) telle que ω(0) = m et
(φ ◦ ω)′(0) = ξ. Alors
ξ.(eRσ) = (eRσ ◦ ω)′(0) = (eRθ(t). ◦ p ◦ ω)′(0) = (eRθ(t).)′(p(m))(p ◦ ω)′(0)
= Rθ(t)eRσξ.p =< ∇(p)Rθ(t)eRσ, ξ >m .
Par identification, ∇(eRσ) = Rθ(t)∇(p)eRσ. 
On pose w := ze−Rσ comme il est classique de le faire dans la démonstration d’une inégalité de
Carleman globale. On a alors l’égalité suivante :
(weRσ)t −4(weRσ) = P (weRσ).
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On obtient immédiatement que (weRσ)t = wteRσ +RθtpweRσ. Le calcul du Laplacien est un peu plus
compliqué et utilise les propriétés des opérateurs Divergence et Gradient surM. En effet, en utilisant
la définition du Laplacien (3.30) et la proposition 3.1.5, on obtient,
(3.64) 4(weRσ) = div(∇(weRσ)) = div(∇weRσ + w∇(eRσ)).
Par ailleurs, en utilisant les propriétés de la divergence rappelées dans la proposition 3.1.6, on a :
4(weRσ) = div(∇weRσ) + div(w∇(eRσ))
= eRσ4w+ < ∇(w),∇(eRσ) > +4(eRσ)w+ < ∇(w),∇(eRσ) >
= eRσ4w + 2 < ∇(w),∇(eRσ) > +4(eRσ)w.
(3.65)
Calculons maintenant 2 < ∇(w),∇(eRσ) >. D’après le lemme 3.3.3, ∇(eRσ) = Rθ∇(p)eRσ. Donc,
(3.66) 2 < ∇(w),∇(eRσ) >= 2Rθ < ∇w,∇p > eRσ.
Par ailleurs,
4(eRσ) = div(∇(eRσ)) = div(Rθ∇peRσ)
= Rθ(eRσ4p+ < ∇p,∇(eRσ) >)
= Rθ4peRσ +R2θ2|∇p|2eRσ.
(3.67)
Finalement,
4(weRσ) = eRσ4w + 2Rθ < ∇w,∇p > eRσ +Rθ4pweRσ +R2θ2|∇p|2weRσ.
On découpe ensuite l’opérateur en deux opérateurs P+Rw et P
−
Rw définis de la façon suivante :
(3.68) P+Rw = Rθtpw −R2θ2|∇p|2w −4w,
(3.69) P−Rw = wt −Rθ4pw − 2Rθ < ∇w,∇p > .
Alors l’égalité (3.64) se reécrit P+Rw + P
−
Rw = Pze−Rσ. Donc,
(3.70) ‖Pze−Rσ‖2L2((0,T )×M) = ‖P+Rw‖2L2((0,T )×M) + ‖P−Rw‖2L2((0,T )×M) + 2 < P+Rw,P−Rw >,
et on en déduit l’inégalité suivante :
(3.71) 2 < P+Rw,P
−
Rw >≤
∥∥∥Pze−Rσ∥∥∥2
L2((0,T )×M) .
A partir de cette inégalité, on démontre l’inégalité de Carleman (3.57) en calculant le produit scalaire
ci-dessus. Remarquons tout d’abord que compte-tenu de la définition (3.53), on a, pour tout x ∈M,
(3.72) w(0, x) = w(T, x) = 0.
Dans toute la suite, certains calculs de dérivée sont utilisés plusieurs fois. On les regroupe dans les
lemmes ci-dessous auxquels on fera référence par la suite.
Lemme 3.3.4 Pour toute fonction régulière h surM, on a :
(3.73) ∇(h2) = 2h∇h,
(3.74) 4(h2) = 2h4h+ 2|∇h|2.
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Démonstration du Lemme 3.3.4 : La formule (3.73) vient directement de la proposition 3.1.5. On
a alors,
4(h2) = div(∇(h2)) = div(2h∇h) = 2h4h+ 2|∇h|2,
en utilisant la proposition 3.1.6. 
Compte-tenu de la définition 3.1.17, on a le lemme suivant.
Lemme 3.3.5 Etant donnée une fonction régulière h surM, on a l’identité suivante :
(3.75) < ∇(|∇h|2),∇h >= 2Hess(h)(∇h,∇h).
Démonstration du Lemme 3.3.5 : Calculons tout d’abord ∇(|∇h|2). Soient m ∈M et ξ ∈ TmM.
On a :
ξ.|∇h|2 = ξ. < ∇h,∇h >=< Dξ∇h,∇h > + < ∇h,Dξ∇h >,
en utilisant (3.17). Donc,
ξ.|∇h|2 = 2 < Dξ∇h,∇h >,
par symétrie de <,>. Compte-tenu de (3.31) dans la Définition 3.1.17, on a alors
ξ.|∇h|2 = 2Hess(h)m(ξ,∇h).
En utilisant le lemme 3.1.4 et la formule locale (3.32), on sait que les n composantes (ηi)1≤i≤n de
∇(|∇h|2) sont données par
ηi =
n∑
l=1
gi,l∂l.|∇h|2 = 2
n∑
l=1
gi,lHess(h)m(∂l,∇h),
compte-tenu du calcul précédent. Décomposons ∇h =
n∑
j=1
pij∂j . On a alors,
< ∇(|∇h|2),∇h > =
n∑
i=1
n∑
j=1
ηipijgj,i
= 2
n∑
i=1
n∑
j=1
pijgj,i
n∑
l=1
gi,lHess(h)m(∂l,∇h)
= 2
n∑
j=1
pij
n∑
l=1
Hess(h)m(∂l,∇h)
n∑
i=1
gj,ig
i,l
︸ ︷︷ ︸
=0 sauf si l=j
= 2
n∑
j=1
pijHess(h)m(∂j ,∇h)
= 2Hess(h)m(
n∑
j=1
pij∂j ,∇h)
= 2Hess(h)m(∇h,∇h).
Ceci termine la démonstration du lemme 3.3.5. 
Dans la suite, on notera Ji,j le produit scalaire L2((0, T )×M) du i-ème terme de P+Rw avec le j-ème
terme de P−Rw. Par exemple, J1,1 est le terme J1,1 :=
∫
M
∫ T
0
RθtpwwtdtdM. Alors,
(3.76) J1,1 =
∫
M
Rp
∫ T
0
θt
∂
∂t
(1
2w
2
)
dtdM = −12
∫
M
∫ T
0
Rpθttw
2dtdM,
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en intégrant par parties par rapport à la variable t et en tenant compte de (3.72).
Ensuite J1,2 := −
∫
M
∫ T
0
R2θθtp4pw2dtdM et J1,3 := −
∫
M
∫ T
0
2R2θθtpw < ∇w,∇p > dtdM. Sim-
plifions ce dernier terme. En effet, en appliquant (3.73) à la fois pour w et p, on obtient :
J1,3 = −
∫
M
∫ T
0
R2θθt < 2w∇w, p∇p > dtdM = −12
∫
M
∫ T
0
R2θθt < ∇(w2),∇(p2) > dtdM.
En utilisant (3.39) dans la proposition 3.1.8, on a :
J1,3 =
1
2
∫ T
0
R2θθt
∫
M
4(p2)w2dMdt = 12
∫ T
0
∫
M
R2θθt4(p2)w2dMdt.
On applique à p la formule (3.74) du lemme 3.3.4, et
(3.77) J1,3 =
∫ T
0
∫
M
R2θθt(p4p+ |∇p|2)w2dMdt.
Regardons maintenant J2,1 := −
∫ T
0
∫
M
R2θ2|∇p|2wwtdMdt. De la même façon que pour J1,1, on fait
une intégration par parties par rapport à la variable t, et on a :
(3.78) J2,1 = −
∫
M
R2|∇p|2
∫ T
0
θ2
∂
∂t
(12w
2)dtdM =
∫ T
0
∫
M
R2|∇p|2θθtw2dMdt.
Ensuite, J2,2 :=
∫ T
0
∫
M
R3θ3|∇p|24pw2dMdt. On ne change rien à ce terme.
Ensuite J2,3 :=
∫ T
0
∫
M
2R3θ3|∇p|2 < ∇w,∇p > wdMdt =
∫ T
0
∫
M
R3θ3|∇p|2 < 2w∇w,∇p > dMdt.
Or, utilisant (3.73) pour w, on a :
J2,3 =
∫ T
0
∫
M
R3θ3|∇p|2 < ∇(w2),∇p > dMdt.
De plus, ∇(w2|∇p|2) = |∇p|2∇(w2) + w2∇(|∇p|2). D’où,
J2,3 =
∫ T
0
∫
M
R3θ3 < ∇(w2|∇p|2),∇p > dMdt−
∫ T
0
∫
M
R3θ3 < ∇(|∇p|2),∇p > w2dMdt
= −
∫ T
0
∫
M
R3θ34p|∇p|2w2dMdt−
∫ T
0
∫
M
R3θ3 < ∇(|∇p|2),∇p > w2dMdt,
en utilisant la deuxième assertion de la proposition 3.1.8. On utilise maintenant le lemme 3.3.5 pour
traiter < ∇(|∇p|2),∇p >, et on obtient :
J2,3 = −
∫ T
0
∫
M
R3θ34p|∇p|2w2dMdt− 2
∫ T
0
∫
M
R3θ3Hess(p)(∇p,∇p)w2dMdt.
Ensuite J3,1 := −
∫ T
0
∫
M
4wwtdMdt =
∫ T
0
∫
M
< ∇w,∇(wt) > dMdt. On a le lemme suivant.
Lemme 3.3.6 Pour toute fonction h ∈ C∞((0, T )×M), ∇(wt) = (∇w)t.
Démonstration du lemme 3.3.6 : Soit m ∈ M, (U,Φ) une carte contenant m et soit ξ ∈ TmM.
Soit c : I −→ M une courbe sur M telle que c(0) = m et (Φ ◦ c)′(0) = ξ. Soit v : (0, T ) × I −→ R
définie par v(t, s) = w(t, c(s)). Alors, par définition :
∂
∂s
v(t, 0) = ξ.w(t, c(0)), ∂
∂t
v(t, s) = wt(t, c(s)).
130
Par conséquent,
∂
∂t
∂
∂s
v(t, 0) = (ξ.w)t(t, c(0)),
∂
∂s
∂
∂t
v(t, 0) = ξ.wt(t, c(0)).
Par le lemme de Schwarz sur les dérivées croisées, on a :
(ξ.w)t(t, c(0)) = ξ.wt(t, c(0)).
On déduit, par définition du gradient :
d
dt
< ∇w, ξ >m=< ∇(wt), ξ >m,
et donc,
< (∇w)t, ξ >m=< ∇(wt), ξ >m,
pour tout vecteur ξ ∈ TmM. D’où le lemme. 
Donc, utilisant le lemme 3.3.6 ci-dessus,
J3,1 =
∫ T
0
∫
M
< ∇w,∇(wt) > dMdt =
∫
M
∫ T
0
< ∇w, (∇w)t > dtdM =
∫
M
∫ T
0
1
2
d
dt
|∇w|2dtdM.
Au final, J3,1 =
1
2
∫
M
|∇w|2(T,m)dM− 12
∫
M
|∇w|2(0,m)dM = 0, compte-tenu des conditions (3.72).
J3,2 :=
∫ T
0
∫
M
Rθ4p4wwdMdt. On effectue une intégration par parties,
J3,2 = −
∫ T
0
Rθ
∫
M
< ∇w,∇(4pw) > dMdt.
Or, ∇(4pw) = ∇(4p)w +4p∇w. On obtient alors,
J3,2 = −
∫ T
0
Rθ
∫
M
< ∇w,∇(4p) > wdMdt−
∫ T
0
Rθ
∫
M
4p|∇w|2dMdt
= −12
∫ T
0
Rθ
∫
M
< ∇(w2),∇(4p) > dMdt−
∫ T
0
Rθ
∫
M
4p|∇w|2dMdt.
On effectue une autre intégration par parties, et on a :
J3,2 = −
∫ T
0
Rθ
∫
M
4p|∇w|2dMdt+ 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt.
Il reste le terme J3,3 := 2
∫ T
0
∫
M
Rθ4w < ∇p,∇w > dMdt. On applique la proposition 3.1.6 avec
f =< ∇p,∇w >, X = ∇w.
On a :
div(< ∇p,∇w > ∇w) =< ∇p,∇w > 4w+ < ∇(< ∇p,∇w >),∇w > .
Comme
∫ T
0
Rθ
∫
M
div(< ∇p,∇w > ∇w)dMdt = 0,
J3,3 = −2
∫ T
0
∫
M
Rθ < ∇(< ∇p,∇w >),∇w > dMdt.
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Calculons le produit scalaire < ∇(< ∇p,∇w >),∇w >. Soient m ∈ M, ξ ∈ TmM. Calculons alors
ξ. < ∇p,∇w >. D’après (3.17) dans la proposition 3.1.2, on a :
ξ. < ∇p,∇w >=< Dξ∇p,∇w > + < ∇p,Dξ∇w > .
On utilise la Définition 3.1.17, et on obtient :
ξ. < ∇p,∇w >= Hess(p)(ξ,∇w) +Hess(w)(ξ,∇p).
De plus, par définition, < ∇(< ∇p,∇w >),∇w >= ∇w. < ∇p,∇w >. Donc, d’après ce qui précède,
< ∇(< ∇p,∇w >),∇w >= Hess(p)(∇w,∇w) +Hess(w)(∇w,∇p).
Calculons maintenant Hess(w)(∇w,∇p).
Lemme 3.3.7 Hess(w)(∇w,∇p) = Hess(w)(∇p,∇w).
Démonstration du Lemme 3.3.7 : Notons ∇w :=
n∑
k=1
αk∂k et ∇p :=
n∑
j=1
βj∂j . D’après la définition
3.1.17 de la hessienne et la propriété (3.15) de la connexion de Levi-Civita, on a :
Hess(w)(∇w,∇p) =
n∑
k=1
n∑
j=1
αkβjHess(w)(∂k, ∂j).
Il suffit donc de montrer que pour tous k, j ∈ {1, ..., n},
Hess(w)(∂k, ∂j) = Hess(w)(∂j , ∂k).
Or, Hess(w)(∂k, ∂j) = ∂k. < ∇w, ∂j > − < ∇w,D∂k∂j >. De plus, D∂k∂j = D∂j∂k (car le crochet de
Lie de ∂j et ∂k est nul). Donc,
Hess(w)(∂k, ∂j) = ∂k. < ∇w, ∂j > − < ∇w,D∂j∂k > .
De plus, par définition, < ∇w, ∂j >= ∂j .w. Donc, ∂k. < ∇w, ∂j >= ∂k.(∂j .w) = ∂j .(∂k.w). Ceci
termine la démonstration du lemme 3.3.7. 
Appliquons de nouveau la proposition 3.1.6 avec f =< ∇w,∇w > et X = ∇p. On a :
div(< ∇w,∇w > ∇p) =< ∇w,∇w > 4p+ < ∇(< ∇w,∇w >),∇p > .
Donc, < ∇w,∇w > 4p = div(< ∇w,∇w > ∇p) − ∇p. < ∇w,∇w > . En raisonnant comme
précédemment, on obtient :
∇p. < ∇w,∇w >= Hess(w)(∇p,∇w) +Hess(w)(∇p,∇w) = 2Hess(w)(∇p,∇w).
Or, d’après le lemme 3.3.7,∫ T
0
∫
M
RθHess(w)(∇w,∇p)dMdt =
∫ T
0
∫
M
RθHess(w)(∇p,∇w)dMdt,
Donc, d’après ce qui précède,∫ T
0
∫
M
RθHess(w)(∇w,∇p)dMdt = −
∫ T
0
∫
M
1
2 < ∇w,∇w > 4pdMdt,
132
en utilisant le théorème de la divergence. Finalement,
J3,3 = −2
∫ T
0
∫
M
RθHess(p)(∇w,∇w)dMdt+
∫ T
0
∫
M
Rθ4p|∇w|2dMdt.
On a alors
< P+Rw,P
−
Rw > = −
1
2
∫
M
∫ T
0
Rpθttw
2dtdM−
∫
M
∫ T
0
R2θθtp4pw2dtdM
+
∫ T
0
∫
M
R2θθt(p4p+ |∇p|2)w2dMdt+
∫ T
0
∫
M
R2|∇p|2θθtw2dMdt
+
∫ T
0
∫
M
R3θ3|∇p|24pw2dMdt−
∫ T
0
∫
M
R3θ34p|∇p|2w2dMdt
− 2
∫ T
0
∫
M
R3θ3Hess(p)(∇p,∇p)w2dMdt−
∫ T
0
Rθ
∫
M
4p|∇w|2dMdt
+ 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt− 2
∫ T
0
∫
M
RθHess(p)(∇w,∇w)dMdt
+
∫ T
0
Rθ
∫
M
4p|∇w|2dMdt.
Au final,
< P+Rw,P
−
Rw > = 2
∫ T
0
∫
M
R2θθt|∇p|2w2dMdt+ 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt
− 12
∫
M
∫ T
0
Rpθttw
2dtdM− 2
∫ T
0
∫
M
R3θ3Hess(p)(∇p,∇p)w2dMdt
− 2
∫ T
0
∫
M
RθHess(p)(∇w,∇w)dMdt.
Revenons à l’inégalité de Carleman. On a < P+Rw,P
−
Rw >≤ ‖Pze−Rσ‖L2((0,T )×M). En utilisant le
résultat ci-dessus, on a :
−2
∫ T
0
∫
M
R3θ3Hess(p)(∇p,∇p)w2dMdt− 2
∫ T
0
∫
M
RθHess(p)(∇w,∇w)dMdt
≤ ‖Pze−Rσ‖L2((0,T )×M) +
1
2
∫
M
∫ T
0
Rpθttw
2dtdM− 2
∫ T
0
∫
M
R2θθt|∇p|2w2dMdt
− 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt.
En utilisant la deuxième propriété de l’Hypothèse 3, on a, pour tous m ∈M \ ω,
−Hess(p)(∇p,∇p) ≥ c1|∇p|2 ≥ c1c0.
Par conséquent,∫ T
0
∫
M\ω
2R3θ3w2dMdt ≤ − 2
c1c0
∫ T
0
∫
M\ω
R3θ3Hess(p)(∇p,∇p)w2dMdt.
De même, pour tous m ∈M \ ω,
−Hess(p)(∇w,∇w) ≥ c1|∇w|2.
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Par conséquent,∫ T
0
∫
M\ω
2Rθ|∇w|2dMdt ≤ − 1
c1
∫ T
0
∫
M\ω
2RθHess(p)(∇w,∇w)dMdt.
Or,
−2
∫ T
0
∫
M\ω
R3θ3Hess(p)(∇p,∇p)w2dMdt− 2
∫ T
0
∫
M\ω
RθHess(p)(∇w,∇w)dMdt
≤ ‖Pze−Rσ‖L2((0,T )×M) +
1
2
∫
M
∫ T
0
Rpθttw
2dtdM
− 2
∫ T
0
∫
M
R2θθt|∇p|2w2dMdt− 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt
+ 2
∫ T
0
∫
ω
R3θ3Hess(p)(∇p,∇p)w2dMdt+ 2
∫ T
0
∫
ω
RθHess(p)(∇w,∇w)dMdt
Notons
I1 := ‖Pze−Rσ‖L2((0,T )×M) +
1
2
∫
M
∫ T
0
Rpθttw
2dtdM− 2
∫ T
0
∫
M
R2θθt|∇p|2w2dMdt
− 12
∫ T
0
Rθ
∫
M
4(4p)w2dMdt.
Donc,
c1c0
∫ T
0
∫
M\ω
2R3θ3w2dMdt+ c1
∫ T
0
∫
M\ω
2Rθ|∇w|2dMdt
≤ I1 +
∫ T
0
∫
ω
2R3θ3|Hess(p)(∇p,∇p)|w2dMdt+ 2
∫ T
0
∫
ω
Rθ|Hess(p)(∇w,∇w)|dMdt.
Or, il existe C(p) > 0 telle que,
|Hess(p)(∇p,∇p)| ≤ C(p).
De même,
|Hess(p)(∇w,∇w)| ≤ c2|∇w|2.
Donc
2c1c0
∫ T
0
∫
M\ω
R3θ3w2dMdt+ c1
∫ T
0
∫
M\ω
2Rθ|∇w|2dMdt
≤ I1 + C(p)
(∫ T
0
∫
ω
R3θ3w2dMdt+
∫ T
0
∫
ω
Rθ|∇w|2dMdt
)
.
Par conséquent, on obtient immédiatement en ajoutant la majoration sur ω,
∫ T
0
∫
M
2R3θ3w2dMdt+ c1
∫ T
0
∫
M
2Rθ|∇w|2dMdt
≤ I1 + C(p)
( ∫ T
0
∫
ω
R3θ3w2dMdt+
∫ T
0
∫
ω
Rθ|∇w|2dMdt
)
.
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Pour conclure, on doit absorber le terme I1 dans le terme de gauche de l’inégalité ci-dessus. Ceci
est très classique en remarquant la chose suivante. Il existe une constante C(T ) telle que, pour tout
t ∈ (0, T ),
θ(t) ≤ C(T )θ3(t), |θt(t)| ≤ C(T )θ2(t).
Dès lors, on peut absorber, pour R grand, I1 dans le terme de gauche. On otient donc l’existence de
C = C(T, p, ω) et R0 = R0(T, p, ω) tels que, pour tous R ≥ R0,
(3.79)∫ T
0
∫
M
R3θ3w2dMdt+
∫ T
0
∫
M
Rθ|∇w|2dMdt ≤ C(
∫ T
0
∫
ω
R3θ3w2dMdt+
∫ T
0
∫
ω
Rθ|∇w|2dMdt).
Revenons maintenant à z = weRσ. On a ∇z = ∇weRσ + Rθ∇pweRσ. On obtient donc l’inégalité de
Carleman suivante en z :∫ T
0
∫
M
R3θ3z2e−2RσdMdt+
∫ T
0
∫
M
Rθ|∇z|2e−2RσdMdt
≤ C
( ∫ T
0
∫
ω
R3θ3z2e−2RσdMdt+
∫ T
0
∫
ω
Rθ|∇z|2e−2RσdMdt
)
.
Etablissons maintenant la majoration de la dérivée en temps de z. D’après l’égalité (3.69), on a :
wt = P−Rw +Rθ4pw + 2Rθ < ∇w,∇p > .
Donc,
1√
Rθ
wt =
1√
Rθ
P−Rw +
√
Rθ4pw + 2
√
Rθ < ∇w,∇p > .
D’où, pour R assez grand, il existe C = C(T,R0) > 0 telle que,∫ T
0
∫
M
1
Rθ
w2t dMdt ≤ C
( ∥∥∥P−Rw∥∥∥2L2((0,T )×M) +
∫ T
0
∫
M
Rθ(4p)2w2dMdt
+
∫ T
0
∫
M
Rθ|∇p|2|∇w|2dMdt
)
.
Donc, il existe C = C(T,R0, ‖4p‖L∞(M), ‖∇p‖L∞(TM)) > 0 telle que∫ T
0
∫
M
1
Rθ
w2t dMdt ≤ C
(∥∥∥P−Rw∥∥∥2L2((0,T )×M) +
∫ T
0
∫
M
R3θ3w2dMdt+
∫ T
0
∫
M
Rθ|∇w|2dMdt
)
.
En utilisant (3.70) et (3.79), il existe C = C(T,R0, p) > 0 telle que :
(3.80)
∫ T
0
∫
M
1
Rθ
w2t dMdt ≤ C
(∫ T
0
∫
ω
R3θ3w2dMdt+
∫ T
0
∫
ω
Rθ|∇w|2dMdt
)
.
On a ainsi obtenu la majoration voulue pour w. Revenons maintenant à z. On a zt = wteRσ+RθtpweRσ.
Donc, ∫ T
0
∫
M
1
Rθ
z2t e
−2RσdMdt ≤ 2
∫ T
0
∫
M
1
Rθ
w2t dMdt+ 2
∫ T
0
∫
M
R
θ2t
θ
p2w2dMdt
≤ 2
∫ T
0
∫
M
1
Rθ
w2t dMdt+ C(T, p)
∫ T
0
∫
M
R3θ3w2dMdt.
En utilisant (3.53), (3.80) et (3.79), on achève la démonstration du théorème 3.3.1. 
Dans le sous-paragraphe suivant, on démontre le Corollaire 3.3.1 après avoir démontré une inégalité
de type Caccioppoli pour l’opérateur de la chaleur sur une variété riemannienne compacte.
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3.3.3 Démonstration du Corollaire 3.3.1
On commence par la démonstration du lemme clé suivant :
Lemme 3.3.8 [Inégalité de type Caccioppoli sur une variété riemannienne]
Soit M une variété riemannienne compacte. Soit ω′ ⊂ ω deux ouverts de M. Pour toute fonction
v ∈ C∞((0, T )×M) vérifiant vt −4Mv = h, on a :∫ T
0
∫
ω′
Rθ|∇v|2e−2RσdMdt ≤ C
( ∫ T
0
∫
ω
R3θ3v2e−2RσdMdt+
∫ T
0
∫
M
h2e−2RσdMdt
)
.
Démonstration du Lemme 3.3.8 : Utilisant la Proposition 3.1.1, il existe ζ ∈ C∞(M) telle que :
– 0 ≤ ζ ≤ 1.
– ζ|ω′ ≡ 1 et ζ|M\ω ≡ 0.
Posons, pour tous (t, x) ∈ (0, T )×M, η(t, x) := √Rθ(t)ζ(x)e−Rσ(t,x). On a
1
2
d
dt
(
∫
M
η2v2dM) =
∫
M
(ηtv + ηvt)ηvdM =
∫
M
ηηtv
2dM+
∫
M
η2vvtdM.
On intègre cette égalité en temps entre 0 et T . On obtient :[∫
M
η2v2dM
]T
0
=
∫ T
0
∫
M
ηηtv
2dMdt+
∫ T
0
∫
M
η2vvtdMdt.
Or, η(T, .) = η(0, .) = 0, donc,
0 =
∫ T
0
∫
M
ηηtv
2dMdt+
∫ T
0
∫
M
η2vvtdMdt.
De plus, vt = 4Mv + h, d’où,
(3.81) 0 =
∫ T
0
∫
M
ηηtv
2dMdt+
∫ T
0
∫
M
η2v(4Mv + h)dMdt.
De plus, en effectuant une intégration par parties, on a,∫ T
0
∫
M
η2v(4Mv + h)dMdt = −
∫ T
0
∫
M
< ∇(η2v),∇v > dMdt+
∫ T
0
∫
M
η2vhdMdt.
Or ∇(η2v) = η2∇v + 2ηv∇η. Donc,
−
∫ T
0
∫
M
< ∇(η2v),∇v > dMdt = −
∫ T
0
∫
M
η2|∇v|2dMdt−
∫ T
0
∫
M
2ηv < ∇η,∇v > dMdt.
Revenant à (3.81), on a :
(3.82)∫ T
0
∫
M
η2|∇v|2dMdt =
∫ T
0
∫
M
ηηtv
2dMdt︸ ︷︷ ︸
I1
+
∫ T
0
∫
M
η2vhdMdt︸ ︷︷ ︸
I2
−
∫ T
0
∫
M
2ηv < ∇η,∇v > dMdt︸ ︷︷ ︸
I3
.
Ensuite, on a :
I1 =
∫ T
0
∫
M
√
Rθζ2(−
√
RθRθtp+
√
R
θt
2
√
θ
)e−2Rσv2dMdt
= −
∫ T
0
∫
M
R2ζ2θθtpe
−2Rσv2dMdt+ 12
∫ T
0
∫
M
ζ2Rθte
−2Rσv2dMdt
≤ C(T, ‖p‖L∞(M))
∫ T
0
∫
M
R3θ3ζ2v2e−2RσdMdt.
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Compte-tenu des hypothèses faites sur ζ,
I1 ≤ C(T, ‖p‖L∞(M))
∫ T
0
∫
ω
R3θ3v2e−2RσdMdt.
Pour le second terme I2, on a :
I2 =
∫ T
0
∫
M
Rθζ2vhe−2RσdMdt
≤ 12
∫ T
0
∫
M
R2θ2ζ2v2e−2RσdMdt+ 12
∫ T
0
∫
M
ζ2h2e−2RσdMdt
≤ C(T )
∫ T
0
∫
ω
R3θ3v2e−2RσdMdt+
∫ T
0
∫
M
h2e−2RσdMdt.
Enfin, on traite le terme I3.
I3 = −
∫ T
0
∫
M
2ηv < ∇η,∇v > dMdt = −
∫ T
0
∫
M
< 2v∇η, η∇v > dMdt
≤ 12
∫ T
0
∫
M
η2|∇v|2dMdt+ 2
∫ T
0
∫
M
|∇η|2v2dMdt.
De plus, ∇η = √Rθ∇ζe−Rσ + ζ(−Rθ∇p)√Rθe−Rσ. Donc,
|∇η|2 = Rθ|∇ζ|2e−2Rσ +R2θ2ζ2|∇p|2ζ2e−2Rσ − 2(Rθ) 32 ζ < ∇ζ,∇p > e−2Rσ.
Il existe donc C = C(T, ‖∇p‖L∞(TM), ‖∇ζ‖L∞(TM)) > 0 telle que :
I3 ≤ 12
∫ T
0
∫
M
η2|∇v|2dMdt+ C
∫ T
0
∫
ω
R3θ3v2e−2RσdMdt
Revenant à (3.82), il existe C = C(T, ‖p‖L∞(M)‖∇p‖L∞(TM), ‖∇ζ‖L∞(TM)) > 0 telle que :
1
2
∫ T
0
∫
M
η2|∇v|2dMdt ≤ C
∫ T
0
∫
ω
R3θ3v2e−2RσdMdt+
∫ T
0
∫
M
h2e−2RσdMdt.
Or ∫ T
0
∫
M
η2|∇v|2dMdt =
∫ T
0
∫
M
Rθζ2|∇v|2e−2RσdMdt ≥
∫ T
0
∫
ω′
Rθ|∇v|2e−2RσdMdt.
Ceci termine la démonstration du lemme 3.3.8 
On peut donc en déduire le corollaire 3.3.1. On part de l’inégalité de Carleman du théorème 3.3.1
appliquée à
ω′ ⊂ ω.
On utilise le lemme 3.3.8 avec h = Pz pour absorber le terme
∫ T
0
∫
ω′
Rθ|∇z|2e−2RσdMdt. 
Nous passons maintenant à l’étude du modèle de Sellers. Tous les outils nécessaires pour aborder
la problématique des problèmes inverses ont été introduits dans ces trois premiers paragraphes.
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3.4 Caractère bien posé du modèle de Sellers bidimensionnel
Nous commençons par rappeler le modèle de température de Sellers tel qu’il a été introduit au
Chapitre 1 et au début du Chapitre 5,
(3.83)
{
ut −4Mu = r(t)q(x)β(u)− ε(u)u|u|3 x ∈M, t > 0,
u(0, x) = u0(x) x ∈M.
La surface terrestre est modélisée par une sous-variétéM de R3 de dimension 2, compacte et sans bord.
On a vu aux paragraphes §3.1 et §3.2 qu’en munissant M d’une structure de variété riemannienne,
les termes de (3.83) ont un sens. Toutefois, nous ne sommes pas assurés a priori du caractère bien
posé de l’équation. Le but de ce paragraphe est de montrer l’unicité et l’existence globale d’une
solution classique au problème (3.83). Nous adaptons la démarche développée dans le Chapitre 2 au
§2.1. Auparavant, énonçons les hypothèses que nous supposerons vérifiées dans toute la suite de ce
paragraphe.
Hypothèse 4
I. Le rayonnement absorbé Ra est donné par r(t)q(x)β(u) avec β : R→ R de la forme
(3.84) β ∈ C1(R) ∩ L∞(R), β′ ∈ L∞(R), β′ est lipschitzienne de rapport k (k > 0),
(3.85) ∃β1 > 0,∀u ∈ R, β(u) ≥ β1.
De plus, on suppose que
(3.86) q ∈ L∞(M), q ≥ 0,
(3.87) r ∈ C1(R) est une fonction périodique de période τ (τ > 0),
(3.88) ∃r1 > 0, ∀t ∈ R, r(t) ≥ r1.
II. Enfin, le rayonnement émis Re est donné par ε(u)u|u|3 avec ε : R→ R vérifiant
(3.89) ε ∈ C1(R) ∩ L∞(R), ε′ est lipschitzienne de rapport K (K > 0),
(3.90) ∃ε1 > 0,∀u ∈ R, ε(u) > ε1.
Dans le sous-paragraphe suivant, nous montrons l’existence et l’unicité d’une solution classique
définie localement.
3.4.1 Existence locale de solutions classiques
Nous fixons ici T > τ et nous considérons le problème (3.83) pour t ∈ [0, T ] (en pratique, T >> τ
dans le contexte de la climatologie). Pour pouvoir appliquer la théorie dans [58], nous commençons par
transformer (3.83) en une équation d’évolution dans L2(M). L’espace d’énergie naturellement associé
à l’équation (3.83) est l’espace H1(M) défini dans le sous-paragraphe 3.2.1, muni du produit scalaire
(f, g)1˜ =
(
f, g
)
L2(M)
+
(
Grad(f),Grad(g)
)
L2(TM)
.
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Pour tout u, v dans H1(M), on rappelle que la forme bilinéaire a est définie par
a(u, v) :=
∫
M
< Grad(u), Grad(v) > dM.
Il est clair que a est une forme H1(M)− L2(M) coercive, c’est-à-dire,
∃α > 0,∃β ∈ R,∀v ∈ H1(M), a(v, v) + β‖v‖2L2(M) ≥ α‖v‖2H1(M).
On a montré dans le Lemme 3.2.1 que l’opérateur de Laplace-Beltrami coïncide avec l’opérateur non
borné de L2(M) défini par :
D(A) :=
{
u ∈ H1(M) : w 7−→ a(u,w) est continue pour la norme ‖.‖L2(M)
}
,
et pour tout u ∈ D(A), v ∈ H1(M), (Au, v)L2(M) = −a(u, v). Pour écrire (3.83) en terme d’une
équation d’évolution dans L2(M), nous devons vérifier que le rayonnement émis −ε(u)u|u|3 est bien
dans L2(M). Pour cela, nous disposons de l’analogue du Lemme 2.1.3.
Lemme 3.4.1 Pour tout q ∈ [1,+∞), H1(M) s’injecte de façon continue dans Lq(M) .
Démonstration du Lemme 3.4.1 : Voir [65, p. 14]. 
Ensuite nous définissons l’application G à valeurs dans L2(M) par
G :
{
[0, T ]×H1(M) −→ L2(M)
(t, u) 7−→ r(t)qβ(u)− ε(u)u|u|3.
Si G est bien définie, le problème (3.83) sur [0, T ] est équivalent à l’équation d’évolution dans L2(M)
(3.91)
{
ut(t) +Au(t) = G(t, u(t)), t ∈ [0, T ],
u(0) = u0.
Vérifions donc que G est bien définie et satisfait certaines propriétés.
Lemme 3.4.2 G est bien définie sur [0, T ]×H1(M) à valeurs dans L2(M). De plus G vérifie
– ∀t ∈ [0, T ],∀R > 0,∃C > 0,∀u1, u2 ∈ BH1(M)(0, R),
(3.92) ‖G(t, u1)−G(t, u2)‖L2(M) ≤ C‖u1 − u2‖H1(M).
– ∀R > 0,∃θ ∈ (0, 1), ∃C > 0,∀u ∈ BH1(M)(0, R),∀s, t ∈ [0, T ],
(3.93) ‖G(t, u)−G(s, u)‖L2(M) ≤ C|t− s|θ.
Démonstration du Lemme 3.4.2 : La démonstration ressemble à celle du Lemme 2.1.4. Néanmoins,
il convient de s’assurer que des calculs ’classiques’ sont licites dans le cas d’une variété. Montrons tout
d’abord que G est bien définie sur [0, T ] × H1(M), à valeurs dans L2(M). On note Q = rq et
Q1 = ‖Q‖L∞(R×I). Ensuite, nous considérons t ∈ [0, T ], u ∈ H1(M) et nous écrivons
(3.94) ‖G(t, u)‖2L2(M) =
∫
I
|Ra(t, u)−Re(u)|2dM≤ 2
∫
M
Q(t, x)2β(u)2dM+ 2
∫
M
ε(u)2u8dM
≤ 2Q21‖β‖2L∞(R) + 2‖ε‖2L∞(R)
∫
M
u8dM≤ 2Q21C¯‖β‖2L∞(R) + C‖u‖8H1(M),
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d’après le Lemme 3.4.1 (où C¯ =
∫
M
1dM < +∞).
Maintenant, montrons que la condition (3.92) est satisfaite. Fixons t ∈ [0, T ], R > 0 et considérons
u1, u2 in BH1(M)(0, R). Alors
‖G(t, u1)−G(t, u2)‖2L2(M) =
∫
M
∣∣∣Q(t, x)(β(u1)− β(u2)) +Re(u1)−Re(u2)∣∣∣2dM
≤ 2Q21‖β′‖2L∞(R)
∫
M
|u1 − u2|2dM+ 2
∫
M
|Re(u1)−Re(u2)|2dM
≤ 2Q21‖β′‖2L∞(R)‖u1 − u2‖2V + 2
∫
M
|Re(u1)−Re(u2)|2dM.
Pour conclure la démonstration de (3.92), il reste à montrer que
(3.95)
∫
M
|Re(u1)−Re(u2)|2dM≤ C‖u1 − u2‖2H1(M),
pour une certaine constante C > 0. Pour obtenir ceci, nous effectuons quelques calculs élémentaires
pour avoir la majoration
(3.96)
∫
M
|Re(u1)−Re(u2)|2dM≤ 3
∫
M
|ε(u1)− ε(u2)|2|u1|8dM
+ 3
∫
M
ε(u2)2|u1 − u2|2|u1|6dM+ 3
∫
M
ε(u2)2|u2|2
(
|u1|3 − |u2|3
)2
dM.
Ainsi, il nous reste à majorer les trois termes du membre de droite ci-dessus. En utilisant les propriétés
de ε détaillées dans l’Hypothèse 4, on a :∫
M
|ε(u1)− ε(u2)|2|u1|8dM≤ ‖ε′‖2L∞(R)‖u1 − u2‖2L4(M)‖u1‖8L16(M),∫
M
ε(u2)2|u1 − u2|2|u1|6dM≤ ‖ε‖2L∞(R)‖u1 − u2‖2L4(M)‖u1‖6L12(M),
et
∫
M
ε(u2)2|u2|2
(
|u1|3 − |u2|3
)2
dM
≤ ‖ε‖2L∞(R)
∫
M
|u2|2
(
|u1| − |u2|
)2(|u1|2 + |u1||u2|+ |u2|2)2dM
≤ ‖ε‖2L∞(R)‖u1 − u2‖2L4(M)
( ∫
M
|u2|4
(
|u1|2 + |u1||u2|+ |u2|2
)4
dM
)1/2
.
En utilisant le Lemme 3.4.1 et le fait que u1 et u2 appartiennent dans BH1(M)(0, R), nous terminons
la démonstration de (3.92).
Pour achever de montrer le Lemme 3.4.2, nous montrons que la condition (3.93) est satisfaite. Pour
tout t, s ∈ [0, T ], nous écrivons
‖G(t, u)−G(s, u)‖2L2(M) =
∫
M
|r(t)−r(s)|2q(x)2β(u(x))2dM≤ C¯‖r′‖2L∞(R)‖q‖2L∞(M)‖β‖2L∞(R)|t−s|2,
où C¯ =
∫
M
1dM < +∞. Ceci implique alors l’inégalité (3.93). 
Nous en déduisons alors un résultat d’existence locale d’une solution classique.
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Théorème 3.4.1 Pour tout u0 ∈ D(4), Il existe T ?(u0) ∈ (0,+∞] tel que, pour tout 0 < T <
T ?(u0), le problème (3.91) a une unique solution u ∈ C([0, T ], D(4)) ∩ C1([0, T ], L2(M)). De plus, si
T ?(u0) < +∞, alors ‖u(t)‖H1(M) → +∞ lorsque t→ T ?(u0).
Démonstration du Théorème 3.4.1 : La démonstration est basée sur l’ouvrage [58]. En effet,
le Théorème 2.1.1 et les Lemmes 3.4.2, 3.2.2 nous permettent d’appliquer [58, Théorème 7.1.2] à
l’équation d’évolution (3.91). Nous démontrons ainsi qu’il existe une unique solution faible jusqu’à
un temps maximal, noté T ?(u0). Alors, [58, Proposition 7.1.8] implique que, si T ?(u0) < +∞, alors
‖u(t)‖H1(M) → +∞ lorsque t → T ?(u0). De plus, comme Au0 + G(0, u0) ∈ L2(M), [58, Proposi-
tion 7.1.10] assure que, pour tout intervalle compact [0, T ] avec T < T ?(u0), u ∈ C([0, T ], D(4)) ∩
C1([0, T ], L2(M)). 
3.4.2 Un principe du maximum faible
Nous commençons par démontrer, dans le contexte de la variétéM, un lemme ’classique’ lorsque
l’on travaille dans un ouvert de Rn.
Lemme 3.4.3 Soit v ∈ H1(M) et M ≥ 0. Alors (u−M)+ := sup(u−M, 0) ∈ H1(M). De plus,
(3.97) Grad(u−M)+(m) =
{ Grad(u)(m) si u(m) ≥M
0 sinon
De même (u+M)− := sup(−(u+M), 0) ∈ H1(M) et
(3.98) Grad(u+M)−(m) =
{ −Grad(u)(m) si u(m) ≤ −M
0 sinon
Démonstration du Lemme 3.4.3 : On note (Ui,Φi)1≤i≤N un atlas deM. Montrons tout d’abord
que, pour tout 1 ≤ i ≤ N , pour tout f ∈ L2(M), on a sur Φi(Ui),
(3.99) sup(f, 0) ◦ Φ−1i = sup(f ◦ Φ−1i , 0).
En effet, soit y ∈ Φi(Ui) tel que (f ◦ Φ−1i )(y) ≥ 0. Alors f(x) ≥ 0 avec x = Φ−1i (y) ∈ Ui. Par
conséquent,
sup(f ◦ Φ−1i , 0)(y) = (f ◦ Φ−1i )(y) = f(x) = (sup(f, 0) ◦ Φ−1i )(y).
Le raisonnement est identique avec y ∈ Φi(Ui) tel que (f ◦ Φ−1i )(y) ≤ 0. On a donc démontré (3.99).
Montrons maintenant le Lemme 3.4.3. D’après la Proposition 3.2.3, il suffit de montrer que pour
tout 1 ≤ i ≤ N , (u −M)+ ◦ Φ−1i ∈ H1(Φi(Ui)). Or u −M ∈ H1(M), donc, pour tout 1 ≤ i ≤ N ,
(u−M)◦Φ−1i ∈ H1(Φi(Ui)). En utilisant alors [35, Proposition 6 p. 934], ((u−M)◦Φ−1i )+ ∈ H1(Φi(Ui)).
Or, d’après (3.99),
(u−M)+ ◦ Φ−1i = ((u−M) ◦ Φ−1i )+.
On a ainsi démontré que (u−M)+ := sup(u−M, 0) ∈ H1(M). De plus, on sait d’après [35, Proposition
6 p. 934], que
∇((u−M)+ ◦ Φ−1i )(y) =
{ ∇(u ◦ Φ−1i )(y) si u(Φ−1i (y)) ≥M,
0 sinon.
Donc, d’après la définition locale du gradient faible vue en (3.49) dans la démonstration de la Propo-
sition 3.2.3
Grad(u−M)+(m) =
{ ∑n
l=1
∑n
j=1 g
l,j ∂
∂xj
(((u−M) ◦ Φ−1i ) ◦ Φi)∂l si u(m) ≥M,
0 sinon.
On en déduit immédiatement (3.97). La démonstration est analogue pour (u+M)− et (3.98) 
Nous sommes alors en mesure de démontrer le principe du maximum faible suivant.
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Théorème 3.4.2 Soient u0 ∈ D(4)∩L∞(M) et 0 < T < T ?(u0) avec T ?(u0) défini par le théorème
3.4.1. On note
(3.100) M := max
‖u0‖L∞(M),
(‖q‖L∞(M)‖r‖L∞(R)‖β‖L∞(R)
ε1
)1/4 .
Alors la solution u du problème (3.83) vérifie
‖u‖L∞((0,T )×M) ≤M.
Démonstration du Théorème 3.4.2 : On considère u0 ∈ D(4)∩L∞(M) et M défini par (3.100).
Soit t ∈ [0, T ] fixé. Grâce au Lemme 3.4.3, on peut multiplier l’équation de u par (u −M)+, et on
obtient alors grâce à la Proposition 3.2.4,∫
M
ut(u−M)+dM+
(
∇u,∇(u−M)+
)
L2(TM)
=
∫
M
[Qβ(u)− ε(u)u|u|3](u−M)+dM.
De plus, en définissant A := {x ∈M : u(t, x) > M}, on a∫
M
[Qβ(u)− ε(u)u|u|3](u−M)+dM =
∫
A
[Qβ(u)− ε(u)u|u|3](u−M)dM.
Pour x ∈ A,
Qβ(u)− ε(u)u|u|3 ≤ ‖Q‖L∞(R×M)‖β‖L∞(R) − ε1M4 ≤ 0,
grâce à notre choix deM . De plus, grâce à (3.97),
(
∇u,∇(u−M)+
)
L2(TM)
≥ 0. Par conséquent, pour
tout t ∈ [0, T ], on obtient
1
2
d
dt
∫
M
|(u−M)+|2dM =
∫
M
ut(u−M)+dM≤ 0.
Ainsi t 7−→ ‖(u−M)+(t)‖2L2(M) est décroissante sur [0, T ]. Comme (u0−M)+ ≡ 0, on en déduit que,
pour tout t ∈ [0, T ] et presque tout x ∈M, u(t, x) ≤M .
De façon analogue, on multiplie l’équation de u par (u+M)− et on obtient
d
dt
∫
M
|(u+M)−|2dM≤ 0.
Comme (u0 +M)− ≡ 0, on conclut que pour tout t ∈ [0, T ] et presque tout x ∈ I, u(t, x) ≥ −M . Ainsi
la démonstration du Théorème 3.4.2 est terminée. 
On remarque que l’on peut déduire du Théorème 3.4.2 le résultat suivant. Pour tout u0 dans
D(4) ∩ L∞(M), la norme L2 de la solution de (3.83) n’explose pas au temps T ?(u0). Toutefois, ceci
n’est pas suffisant pour assurer l’existence globale d’une solution classique puisqu’il se peut que la
norme H1(M) de u(t) explose lorsque t→ T ?(u0). Il nous reste à montrer que ce phénomène ne peut
pas arriver. Nous montrons tout d’abord un résultat de régularité sur la dérivée en temps de la solution
de (3.83).
3.4.3 Régularité de la dérivée en temps des solutions de (3.83)
On commence par restreindre l’ensemble des conditions initiales de la façon suivante.
(3.101) U := {u0 ∈ D(4) ∩ L∞(M) : Au0 ∈ L∞(M)}.
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On introduit la notation variationnelle suivante.
W (0, T ;H1(M), (H1(M))′) := {v ∈ L2(0, T ;H1(M)) : vt ∈ L2(0, T ; (H1(M))′)}.
On démontre alors un résultat de régularité sur la dérivée en temps de la solution de (3.83).
Théorème 3.4.3 Soit u0 ∈ U . Soit u la solution de (3.83) associée à u0. Soit T tel que 0 < T < T ?(u0)
où T ?(u0) est le temps maximal d’existence défini par le théorème 3.4.1. Alors la fonction z := ut est
dans L2(0, T ;H1(M)) et est solution du problème variationnel suivant
(3.102)

z ∈W (0, T ;H1(M), (H1(M))′),
∀w ∈ H1(M), < zt(t), w > +b(t, z(t), w) =
(
r′(t)qβ(u(t)), w
)
L2(M)
,
z(0) = −Au0 +G(0, u0),
où b : [0, T ]×H1(M)×H1(M) −→ R est la forme bilinéaire dépendant du temps et faiblement coercive
définie par
b(t, v, w) =
∫
M
< Grad(v), Grad(w) > dM+
∫
M
pi(t, x)vwdM,
avec pi(t, x) := R′e(u(t, x))− r(t)q(x)β′(u(t, x)).
Démonstration du Théorème 3.4.3 : Soit u0 ∈ U . En multipliant l’équation de u par w ∈ H1(M),
on a grâce à la Proposition 3.2.4, pour tout t ∈ [0, T ] avec 0 < T < T ?(u0),(
z(t), w
)
L2(M)
+
(
∇u(t),∇w
)
L2(TM)
=
(
r(t)qβ(u(t))− ε(u(t))u(t)|u(t)|3, w
)
L2(M)
.
On souhaite dériver cette expression par rapport au temps, en particulier le produit scalaire(
∇u(t),∇w
)
L2(TM)
.
Il nous faut donc montrer que z appartient à L2(0, T ;H1(M)). Dans ce but, on utilise la méthode des
quotients différentiels (voir [56] par exemple).
On considère 0 < δ < T2 , t ∈ (δ, T − δ) et −δ < s < δ. On remarque que
(3.103)
{
ut(t+ s)−4u(t+ s) = Q(t+ s)β(u(t+ s))−Re(u(t+ s)),
ut(t)−4u(t) = Q(t)β(u(t))−Re(u(t)).
On définit alors pour tout t ∈ (δ, T − δ),
us(t) := u(t+ s)− u(t)
s
.
Alors, pour tout t ∈ (δ, T − δ), us(t) ∈ H1(M) et on déduit de (3.103) que
(3.104) ∂u
s
∂t
(t)−4us(t) = Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
.
En multipliant (3.104) par us(t) et en utilisant la Proposition 3.2.4, on a, pour tout t ∈ (δ, T − δ),(
∂us
∂t
(t), us(t)
)
L2(M)
+
(
∇us(t),∇us(t)
)
L2(TM)
=
∫
M
[
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
]
us(t)dM.
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En intégrant sur (δ, T − δ), cela débouche sur
(3.105) 12‖u
s(T − δ)‖2L2(M) +
∫ T−δ
δ
(
∇us(t),∇us(t)
)
L2(TM)
dt = 12‖u
s(δ)‖2L2(M)
+
∫ T−δ
δ
∫
M
[
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
+ Re(u(t))−Re(u(t+ s))
s
]
us(t)dMdt.
Or, ∫ T−δ
δ
∫
M
Q(t+ s)β(u(t+ s))−Q(t)β(u(t))
s
us(t)dMdt(3.106)
=
∫ T−δ
δ
∫
M
[(Q(t+ s)−Q(t))β(u(t+ s)) +Q(t)(β(u(t+ s))− β(u(t)))
s
]
us(t)dMdt
≤ ‖β‖L∞(R)
∫ T−δ
δ
∫
M
q(x) |r(t+ s)− r(t)|
s
|us(t)|dMdt
+ ‖Q‖L∞((0,T )×M)‖β′‖L∞(R)
∫ T−δ
δ
∫
M
|u(t+ s)− u(t)|
s
|us(t)|dMdt
≤ ‖β‖L∞(R)
∫ T−δ
δ
∫
M
(1
2‖q‖
2
L∞(M)‖r′‖2L∞(R) +
1
2 |u
s(t)|2
)
dMdt
+ ‖Q‖L∞(R×M)‖β′‖L∞(R)
∫ T−δ
δ
∫
M
|us(t)|2dMdt
≤ C¯T‖β‖L∞(R)‖q‖2L∞(M)‖r′‖2L∞(R)
+
(1
2‖β‖L∞(R) + ‖Q‖L∞(R×M)‖β
′‖L∞(R)
) ∫ T−δ
δ
∫
M
|us(t)|2dMdt
où C¯ =
∫
M
1dM. D’un autre côté, on a
Re(u(t, x))−Re(u(t+ s, x)) = [ε(u)u|u|3](t, x)− [ε(u)u|u|3](t+ s, x)
= [ε(u)|u|3](t, x)(u(t, x)− u(t+ s, x)) + (ε(u)(t, x)− ε(u)(t+ s, x))|u|3(t, x)u(t+ s, x)
+ ε(u)(t+ s, x)([|u|3](t, x)− [|u|3](t+ s, x))u(t+ s, x)
= −[ε(u)|u|3](t, x)(u(t+ s, x)− u(t, x))− (ε(u)(t+ s, x)− ε(u)(t, x))|u|3(t, x)u(t+ s, x)
− ε(u)(t+ s, x)(|u|(t+ s, x)− |u|(t, x))
(
|u|2(t+ s, x) + |u|(t+ s, x)|u|(t, x) + |u|2(t, x)
)
u(t+ s, x).
Comme u0 ∈ U , le Théorème 3.4.2 implique que pour presque tout (t, x) ∈ (0, T )×M, |u(t, x)| ≤
M , où M est défini par (3.100). En utilisant aussi le fait que ε est lipschitzienne de rapport ‖ε′‖L∞(R),
on a
|Re(u(t, x))−Re(u(t+ s, x))| ≤ C|u(t+ s, x)− u(t, x)|,
pour une certaine constante C > 0. Il s’ensuit que
(3.107)
∫ T−δ
δ
∫
M
Re(u(t, x))−Re(u(t+ s, x))
s
us(t)dMdt ≤ C
∫ T−δ
δ
∫
M
|us(t, x)|2dMdt.
D’où, grâce à (3.106) et (3.107), (3.105) devient∫ T−δ
δ
‖∇us(t)‖2L2(TM)dt ≤
1
2‖u
s(δ)‖2L2(M) + C + C
∫ T−δ
δ
∫
M
|us(t, x)|2dMdt.
Comme u ∈ C1([0, T ];L2(M)), on obtient∫ T−δ
δ
‖∇us(t)‖2L2(TM)dt ≤
1
2 supt∈[0,T ]
‖ut‖2L2(M) + C + CT sup
t∈[0,T ]
‖ut‖2L2(M).
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Par conséquent, la quantité
∫ T−δ
δ
‖∇us(t)‖2L2(TM)dt est majorée par une constante positive indé-
pendante de s. Donc, il existe une sous-suite de (us)s, encore notée (us)s, qui converge faiblement
vers un élément v ∈ L2(δ, T − δ;H1(M)) lorsque s → 0. Or L2(δ, T − δ;H1(M)) s’injecte de façon
continue dans L2(δ, T − δ;L2(M)), donc par un résultat classique d’analyse fonctionnelle (voir [13,
Théorème III.9 p. 39] par exemple), la sous-suite (us)s extraite ci-dessus, converge faiblement vers v
dans L2(δ, T − δ;L2(M)). Mais, d’après [28, Corollaire 1.4.39 p. 15], (us)s converge fortement vers ut
dans L2(δ, T − δ;L2(M)). Donc ut = v ∈ L2(δ, T − δ;H1(M)). De plus,
‖ut‖L2(δ,T−δ;H1(M)) ≤ lim sup
s→0
‖us‖L2(δ,T−δ;H1(M))
≤ 12 supt∈[0,T ]
‖ut‖2L2(M) + C + CT sup
t∈[0,T ]
‖ut‖2L2(M).
Donc, vu que le membre de droite ne dépend pas de δ, on peut faire tendre δ vers 0 et on obtient que
z ∈ L2(0, T ;H1(M)). 
Corollaire 3.4.1 Soient u0 ∈ U et 0 < T < T ?(u0) avec T ?(u0) défini par le théorème 3.4.1. Alors
la solution z de (3.102) vérifie
‖z‖L∞((0,T )×M) ≤ e(‖pi‖L∞((0,T )×M)+1)TN,
où
(3.108) N := max
{
‖ −Au0 +G(0, u0)‖L∞(M), ‖r′‖L∞(R)‖q‖L∞(M)‖β‖L∞(R)
}
.
Démonstration du Corollaire 3.4.1 : La principale difficulté de la démonstration réside dans le
manque de coercivité de la forme b. Donc, nous commençons par introduire un premier problème
variationnel avec une forme coercive,
(3.109)
y ∈W (0, T ;H1(M), (H1(M))′),
∀w ∈ H1(M), < yt(t), w > +b1(t, y(t), w) =
(
r′(t)e−(‖pi‖L∞((0,T )×M)+1)tqβ(u(t)), w
)
L2(M)
,
y(0) = −Au0 +G(0, u0),
où b1 : [0, T ] × H1(M) × H1(M) −→ R est la forme bilinéaire coercive dépendant du temps définie
par :
∀(t, v, w) ∈ [0, T ]×H1(M)×H1(M),
b1(t, v, w) = b(t, v, w) +
∫
M
(
‖pi‖L∞((0,T )×M) + 1
)
vwdM.
On remarque que, pour presque tout t ∈ (0, T ), y(t) ∈ H1(M). Soit alors le réel positif N défini par
(3.108). D’après le Lemme 3.4.3, pour presque tout t ∈ (0, T ), (y(t) − N)+ ∈ H1(M), de telle sorte
que l’on peut écrire
d
dt
(
y(t), (y(t)−N)+
)
L2(M)
+ b1(t, y(t), (y(t)−N)+)
=
(
r′(t)e−(‖pi‖L∞((0,T )×M)+1)tqβ(u(t)), (y(t)−N)+
)
L2(M)
.
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On peut alors facilement voir que
b1(t, y(t), (y(t)−N)+)−
(
r′(t)e−(‖pi‖L∞((0,T )×M)+1)tqβ(u(t)), (y(t)−N)+
)
L2(M)
=
(
∇y(t),∇((y −N)+(t))
)
L2(TM)
+
∫
M
(‖pi‖L∞((0,T )×M) + pi(t, x))y(t)(y(t)−N)+dM
+
∫
M
(y(t)− r′(t)e−(‖pi‖L∞((0,T )×M)+1)tqβ(u(t)))(y(t)−N)+dx ≥ 0
comme y(t)− r′(t)e−(‖pi‖L∞((0,T )×M)+1)tqβ(u) ≥ 0 lorsque y(t) ≥ N . Donc
d
dt
(
y(t), (y(t)−N)+
)
L2(M)
≤ 0.
Or,
d
dt
(
y(t), (y −N)+(t)
)
L2(TM)
= d
dt
‖(y −N)+(t)‖2L2(M).
Par conséquent, la fonction t 7−→ ‖(y(t) − N)+‖L2(M) est décroissante sur [0, T ]. Puisque ‖(y(0) −
N)+‖L2(M) = 0, on a ‖(y(t)−N)+‖L2(M) = 0 pour presque tout t ∈ (0, T ). Ainsi, pour presque tout
(t, x) ∈ (0, T ) ×M, y(t, x) ≤ N . En suivant un raisonnement analogue, pour presque tout (t, x) ∈
(0, T )×M, on a −y(t, x) ≤ N . En conclusion, ‖y‖L∞((0,T )×M) ≤ N . Comme la solution z du problème
(3.102) satisfait, pour tout t ∈ (0, T ), z(t) = e(‖pi‖L∞((0,T )×M)+1)ty(t), on obtient immédiatement
‖z‖L∞((0,T )×M) ≤ e(‖pi‖L∞((0,T )×M)+1)TN.

Nous terminons ce paragraphe par la démonstration de l’existence globale de la solution classique
de (3.83).
3.4.4 Existence globale des solutions de (3.83)
Théorème 3.4.4 Soit u0 ∈ U . Alors la solution u de (3.83) est définie sur [0,+∞), et par conséquent
T ?(u0) = +∞.
En conséquence du Théorème 3.4.4, on remarque que le Théorème 3.4.2 et le Corollaire 3.4.1
s’appliquent avec T ?(u0) = +∞.
Démonstration du Théorème 3.4.4 : Par l’absurde, supposons que T ?(u0) < +∞. D’après la
remarque en suivant du Théorème 3.4.2, il nous reste à prouver que la norme H1(M) de la solution
locale u(t) n’explose pas au temps T ?(u0). Pour presque tout 0 < t < T ?(u0), on multiplie l’équation
de u au temps t par −4u(t). On obtient :
−
∫
M
ut(t)4u(t)dM+
∫
M
|4u(t)|2dM = −
∫
M
[Qβ(u)− ε(u)u|u|3](t)4u(t)dM.
Comme u0 ∈ U , le Théorème 3.4.2 implique ‖u‖L∞((0,t)×M) ≤M où M est défini par (3.100). Donc,
−
∫
M
[Qβ(u)− ε(u)u|u|3](t)4u(t)dM≤ 12
∫
M
[
Qβ(u)− ε(u)u|u|3
]2
(t)dM+ 12
∫
M
|4u(t)|2dM
≤ C¯(‖Q‖2L∞(R×M)‖β‖2L∞(R) + ‖ε‖2L∞(R)M8) +
1
2
∫
M
|4u(t)|2dM,
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où C¯ =
∫
M
1dM. Ainsi, nous obtenons
(3.110) −
∫
M
ut(t)4u(t)dM+ 12
∫
M
|4u(t)|2dM≤ C¯(‖Q‖2L∞(R×M)‖β‖2L∞(R) + ‖ε‖2L∞(R)M8) = C.
En outre, d’après le Théorème 3.4.3, ut ∈ L2(0, T ;H1(M)) pour tout 0 < T < T ?(u0), de telle sorte
que pour presque tout s, la Proposition 3.2.4 implique
(3.111) −
∫
M
ut(s)4u(s)dM =
(
∇ut(s),∇u(s)
)
L2(TM)
= 12
d
dt
∫
M
|∇u(s)|2L2(TM)dM.
Donc, en intégrant sur (0, t),
(3.112) 12
d
dt
∫
M
|∇u(s)|2dM≤ Ct+ 12
∫
M
|∇u0|2dM≤ CT ?(u0) + 12‖u0‖
2
H1(M).
D’après le Théorème 2.1.3, on obtient également ‖u(t)‖L2(M) ≤
√
2M où M est donné par (3.100).
Par conséquent (3.112) débouche sur
‖u(t)‖2H1(M) ≤
√
2M + CT ?(u0) +
1
2‖u0‖
2
H1(M),
ce qui assure que ‖u(t)‖H1(M) n’explose pas au temps T ?(u0). 
3.5 Stabilité Lipschitzienne dans la détermination du coefficient d’en-
soleillement
Dans ce paragraphe, nous répondons à la question de la détermination du coefficient d’ensoleille-
ment dans le modèle de Sellers surfacique (3.83).
3.5.1 Enoncé du résultat de stabilité
On introduit l’ensemble des coefficients admissibles pour la résolution du problème inverse. Pour
tout D > 0, on définit l’ensemble QD par
QD := {q ∈ L∞(M) : ‖q‖L∞(M) ≤ D}.
Le résultat principal de ce paragraphe est le Théorème suivant, donnant un résultat de stabilité
Lipschitzienne et d’unicité.
Théorème 3.5.1 Soient t0 ∈ (0, T ) fixé et
T ′ := T + t02 .
Soit ω ⊂M et soit u0 ∈ U . Alors, pour tout D > 0, il existe une constante C > 0 telle que, pour tout
q1 et q2 dans QD, les solutions respectives u1 et u2 du problème (3.83) satisfont
(3.113) ‖q1 − q2‖2L2(M)≤ C (‖u1(T ′, .)− u2(T ′, .)‖2D(4) + ‖u1,t − u2,t‖2L2((t0,T )×ω)).
La démonstration du Théorème 3.5.1 est repoussée au sous-paragraphe suivant. Nous adaptons la
démarche générale présentée au paragraphe 2.3.
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3.5.2 Démonstration du théorème 3.5.1
La démonstration est découpée en plusieurs étapes clés.
Etape 1 : Réduction à un problème inverse pour une équation linéaire. Soient T > 0, u1 et
u2 appartenant à C ([0, T ] ;D (4))∩C1
(
[0, T ] ;L2(M)) les solutions de (3.83) associées respectivement
à q1 et q2. On introduit w := u1 − u2. Alors w ∈ C ([0, T ] ;D (4)) ∩ C1
(
[0, T ] ;L2(M)) et les calculs
ci-dessous ont bien un sens
wt = u1,t − u2,t
= 4u1 −4u2 + rq1β (u1)− rq2β (u2) + ε(u2)u2|u2|3 − ε(u1)u1|u1|3
= 4w + r (q1 − q2)β (u1) + rq2 (β (u1)− β (u2)) + ε(u2)u2|u2|3 − ε(u1)u1|u1|3
= 4w + h1 + h2 + h3,
où
h1 :=r (q1 − q2)β (u1) ,
h2 :=rq2 (β (u1)− β (u2)) ,
h3 :=ε(u2)u2|u2|3 − ε(u1)u1|u1|3.
Il s’ensuit que w ∈ C ([0, T ] ;D (4)) ∩ C1 ([0, T ] ;L2(M)) est la solution de
(3.114)
{
wt −4w = h1 + h2 + h3 (t, x) ∈ (0, T )×M,
w (0, x) = 0 x ∈M.
Vu que les fonctions r et β sont minorées (voir l’hypothèse 4), estimer h1 sera suffisant pour
estimer la quantité q1 − q2 dans L2(M). Donc, nous avons transformé notre problème inverse en la
détermination de h1 dans le problème aux limites linéaire (3.114).
Etape 2 : Condition satisfaite par h1. Nous rappelons que dans la détermination d’un terme
source, le terme en question doit vérifier une certaine hypothèse sinon l’unicité peut être en défaut.
Soit C0 > 0 un réel donné. On introduit la condition suivante,
(3.115)
∣∣∣∣∂h∂t (t, x)
∣∣∣∣ ≤ C0 ∣∣h(T ′, x)∣∣ pour presque tout (t, x) ∈ (0, T )×M.
A partir de là, on définit l’ensemble G (C0) des termes sources admissibles par
G (C0) :=
{
h ∈ H1(0, T ;L2 (M)) |h satisfait (3.115)
}
.
Revenant à (3.114), nous montrons que la partie h1 du terme source h1 +h2 +h3 satisfait une telle
condition.
Lemme 3.5.1 La fonction h1 = r(q1 − q2)β(u1) est dans G (C0) avec C0 > 0 défini par
C0 :=
‖r′‖L∞(R) ‖β‖L∞(R) + ‖r‖L∞(R) ‖β′‖L∞(R) e(‖pi‖L∞((0,T )×M+1)TN
β1r(T ′)
,
où N est donné (3.108).
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Démonstration du Lemme 3.5.1 : Pour presque tout (t, x) ∈ (0, T )×M, on peut écrire∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ |r′(t)(q1(x)− q2(x))β(u1(t, x))|
+ |r(t)(q1(x)− q2(x))β′(u1(t, x))u1,t(t, x)|
≤ ‖r′‖L∞(R)|q1(x)− q2(x)|‖β‖L∞(R)
+ ‖r‖L∞(R) |q1(x)− q2(x)|
∥∥β′∥∥L∞(R) |u1,t(t, x)| .
Comme u0 ∈ U , le Corollaire 3.4.1 implique que pour presque tout (t, x) ∈ (0, T )×M,
|u1,t(t, x)| ≤ e(‖pi‖L∞((0,T )×M+1)TN,
où N est défini par (3.108). Donc ∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ C ′0 |q1(x)− q2(x)| .
pour C ′0 := ‖r′‖L∞(R)‖β‖L∞(R) + ‖r‖L∞(R) ‖β′‖L∞(R) e(‖pi‖L∞((0,T )×M+1)TN. Comme β satisfait β(·) ≥
β1, on obtient ∣∣∣∣∂h1∂t (t, x)
∣∣∣∣ ≤ C ′0β1 |q1(x)− q2(x)|β(u1(T ′, x)).
Or, pour presque tout x ∈ M, h1(T ′, x) = r(T ′)(q1(x) − q2(x))β(u1(T ′, x)), donc le Lemme 3.5.1 est
démontré. 
Etape 3 : Application de l’inégalité de Carleman globale et lien avec la détermination
d’un terme source dans l’équation de la chaleur.
Dans les calculs qui suivent, C désigne une constante générique dépendant de T , t0, D, ω et des
paramètres fixés dans l’Hypothèse 4. On introduit maintenant z := wt = u1,t−u2,t où w est la solution
de (3.114). Alors, en utilisant le résultat de régularisation de la Proposition 3.2.5 pour l’équation de
la chaleur (identique au Théorème 1.1.2), z ∈ L2 (t0, T ;D (4)) ∩H1
(
t0, T ;L2 (M)
)
et satisfait
(3.116) zt −4z = h1,t + h2,t + h3,t (t, x) ∈ (t0, T )×M.
On peut alors appliquer l’inégalité de Carleman (3.58) du Corollaire 3.3.1,
(3.117) I0 :=
∫ T
0
∫
M
R3θ3z2e−2RσdMdt+
∫ T
0
∫
M
Rθ|∇z|2e−2RσdMdt+
∫ T
0
∫
M
1
Rθ
z2t e
−2RσdMdt
≤ C
(∥∥∥Pze−Rσ∥∥∥2
L2((0,T )×M) +
∫ T
0
∫
ω
R3θ3z2e−2RσdMdt
)
.
L’inégalité (3.117) est la première étape lorsque l’on résoud un problème de détermination d’un terme
source. Ici nous devons seulement déterminer le coefficient h1 dans le terme source h1 +h2 +h3. Donc
notre but est d’absorber les termes en trop du membre de droite
∫∫
Q
t0
T
(h22,t + h23,t)e−2RσdMdt dans le
membre de gauche de (3.117). Dans cette optique, nous énonçons le lemme fondamental suivant.
Lemme 3.5.2 Il existe une constante strictement positive C > 0 telle que
(3.118)
∫∫
Q
t0
T
(
h22,t + h23,t
)
e−2RσdMdt ≤ C
(∫∫
Q
t0
T
z2e−2RσdMdt+
∫
M
w
(
T ′, x
)2
dM
)
.
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La démonstration du Lemme 3.5.2 est repoussée à la fin de ce sous-paragraphe. Revenant à (3.117),
on déduit que
(3.119) I0 ≤ C
(∫∫
Q
t0
T
h21,te
−2RσdMdt+
∫∫
Q
t0
T
z2e−2RσdMdt
+
∫
M
w
(
T ′, x
)2
dM+
∫∫
ω
t0
T
R3θ3z2e−2RσdMdt
)
.
Pour tout t ∈ (t0, T ), 1 ≤ Cθ (t), de telle sorte que, pour R grand,
C
∫∫
Q
t0
T
z2e−2RσdMdt ≤ 12
∫∫
Q
t0
T
R3θ3(1− x2)z2e−2RσdMdt.
En conclusion, on peut absorber ces deux termes du membre de droite dans I0 et il existe R1 > 0 et
C > 0, tels que ∀R ≥ R1, on a l’estimation suivante
(3.120) I0 ≤ C

∫∫
Q
t0
T
h21,te
−2RσdMdt+
∫
M
w
(
T ′, x
)2
dM+
∫∫
ω
t0
T
R3θ3z2e−2RσdMdt︸ ︷︷ ︸
:=I1
 .
Remarquons que sans le terme
∫
M
w
(
T ′, x
)2
dM, l’inégalité (3.120) serait le type d’estimation que
l’on obtiendrait en résolvant le problème inverse plus classique qui consiste à retrouver le terme h1
dans l’équation
wt − (ρwx)x = h1.
On observe également que ce terme supplémentaire vérifie∫
M
w
(
T ′, x
)2
dM = ‖(u1 − u2)(T ′, ·)‖2L2(M) ≤ ‖(u1 − u2)(T ′, ·)‖2D(4).
Par conséquent, il peut être facilement majoré par le membre de droite de (3.113). L’étape suivante
consiste donc à adapter la technique de détermination d’un terme source au cas d’une équation de la
chaleur posée sur une surface compacte de R3.
Etape 4 : Majoration de I1. Dans cette étape, notre but est de montrer l’existence d’une constante
C > 0 telle que
(3.121) I1 ≤ C
[ 1√
R
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM+ ‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2L2(M)
]
.
Nous rappelons que, d’après l’Hypothèse 3, il existe une constante p1 > 0 telle que p(x) ≥ p1 pour
tout x ∈M. Donc, on a
R3θ(t)3e−2Rσ(t,x) ≤ R3θ(t)3e−2Rp1θ(t) → 0 lorsque t→ t0 ou T.
Par conséquent, en posant C = supR{y 7→ y3e−2Rp1y} > 0, on a
(3.122)
∫∫
ω
t0
T
R3θ3z2e−2RσdMdt ≤ C‖z‖2
L2(ωt0T )
= C‖wt‖2L2(ωt0T ).
Pour terminer la démonstration de (3.121), il nous reste à énoncer le lemme classique suivant.
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Lemme 3.5.3 Il existe une constante C > 0 telle que
(3.123)
∫∫
Q
t0
T
h21,te
−2RσdMdt ≤ C 1√
R
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM.
La démonstration du Lemme 3.5.3 s’appuie sur des arguments identiques à ceux utilisés pour montrer
des résultats analogues concernant des équations aux dérivées partielles dans des ouverts. En effet, le
domaine spatial importe peu dans ce lemme, c’est essentiellement la forme du poids temporel θ qui
autorise un tel résultat. Nous ne détaillons donc pas la démonstration.
Etape 5 : Minoration de I0. Le but de cette étape est de démontrer l’inégalité suivante : il existe
une constante C = C(T, t0) > 0 telle que
(3.124)
∫
M
z(T ′, x)2e−2Rσ(T ′,x)dM≤ CI0.
Comme z(t, x)2e−2Rσ(t,x) → 0 lorsque t→ t0 pour presque tout x ∈M, on peut écrire∫
M
z(T ′, x)2e−2Rσ(T ′,x)dM =
∫ T ′
t0
∂
∂t
(∫
M
z(t, x)2e−2Rσ(t,x)dM
)
dt
=
∫ T ′
t0
∫
M
[
2zzt − 2Rσtz2
]
e−2RσdMdt.(3.125)
Tout d’abord, nous estimons∫ T ′
t0
∫
M
2zzte−2RσdMdt =
∫ T ′
t0
∫
M
2
√
Rθze−Rσ
1√
Rθ
zte
−RσdMdt
≤
∫ T ′
t0
∫
M
(Rθz2e−2Rσ + z
2
t
Rθ
e−2Rσ)dMdt.
Or, θ ≤ Cθ3 donc pour R assez grand,
(3.126)
∫ T ′
t0
∫
M
2zzte−2RσdMdt ≤ C
(
I0 +
∫∫
ω
t0
T
z2e−2RσdMdt
)
.
Ensuite, nous estimons∫ T ′
t0
∫
M
2R|σt|z2e−2RσdMdt =
∫ T ′
t0
∫
M
2R|θt|pz2e−2RσdMdt
≤ C
∫ T ′
t0
∫
M
Rθ3tz2e−2RσdMdt ≤ CI0,
(3.127)
où nous avons utilisé le fait que |θt(t)| ≤ Cθ(t)3. Enfin, (3.125) associée à (3.126) et (3.127) débouche
sur (3.124).
Etape 6 : Conclusion.
En utilisant (3.124), (3.120) et ensuite (3.121), il existe une certaine constante C > 0 telle que
(3.128)
∫
M
z(T ′, x)2e−2Rσ(T ′,x)dM≤ C 1√
R
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM
+ C ‖wt‖2L2(ωt0T ) + C ∥∥w (T ′, .)∥∥2L2(M) .
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D’un autre côté on rappelle que
z(T ′, x) = wt(T ′, x) = 4w(T ′, x) + h1(T ′, x) + h2(T ′, x) + h3(T ′, x).
Donc,∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM
≤ C
(∫
M
z(T ′, x)2e−2Rσ(T ′,x)dM+
∫
M
|4w(T ′, x)|2e−2Rσ(T ′,x)dM
+
∫
M
h2(T ′, x)2e−2Rσ(T
′,x)dM+
∫
M
h3(T ′, x)2e−2Rσ(T
′,x)dM
)
.
En appliquant (3.128) pour estimer le terme
∫
M
z(T ′, x)2e−2Rσ(T ′,x)dM, nous obtenons
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM
≤ C
( 1√
R
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM+ ‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(4)
+
∫
M
h2(T ′, x)2e−2Rσ(T
′,x)dM+
∫
M
h3(T ′, x)2e−2Rσ(T
′,x)dM
)
.
En choisissant R suffisamment grand tel que C/
√
R = 1/2, nous obtenons
(3.129) 12
∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM≤ C
(
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(4)
+
∫
M
h2(T ′, x)2e−2Rσ(T
′,x)dM+
∫
M
h3(T ′, x)2e−2Rσ(T
′,x)dM
)
.
Estimons maintenant les deux derniers termes du membre de droite de (3.129). Tout d’abord, on
rappelle que |h2| = |rq2(β(u1)− β(u2))| ≤ ‖r‖L∞(R)D‖β′‖L∞(R)|u1 − u2|. Donc
(3.130)
∫
M
h2(T ′, x)2e−2Rσ(T
′,x)dM≤ C
∫
M
w
(
T ′, x
)2
e−2Rσ(T
′,x)dM≤ C‖w(T ′, ·)‖2L2(M).
Ensuite, on écrit
|h3| =
∣∣∣ε(u2)u2|u2|3 − ε(u1)u1|u1|3∣∣∣
=
∣∣∣(ε(u2)− ε(u1))u2|u2|3 + ε(u1)(u2 − u1)|u2|3 + ε(u1)u1(|u2|3 − |u1|3)∣∣∣
≤‖ε′‖L∞(R)|u2 − u1||u2|4 + ‖ε‖L∞(R)|u2 − u1||u2|3
+ ‖ε‖L∞(R)|u1|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2u1|+ |u1|2).
Or, grâce au Théorème 3.4.2, pour i = 1, 2, ‖ui‖L∞((0,T )×M) ≤ C. D’où,
|h3| ≤ C|u2 − u1|+ C
∣∣∣|u2| − |u1|∣∣∣ ≤ C|u2 − u1|.
On en déduit que
(3.131)
∫
M
h3(T ′, x)2e−2Rσ(T
′,x)dM≤ C ∥∥w(T ′, .)∥∥2L2(M) .
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Au final, en injectant (3.130) et (3.131) dans (3.129), on obtient∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM≤ C
[
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(4)
]
.
D’un autre côté, R étant maintenant fixé, il existe une certaine constante C1 > 0 telle que e−2Rσ(T
′,x) ≥
C1 > 0. Donc, on peut écrire∫
M
h1(T ′, x)2e−2Rσ(T
′,x)dM =
∫
M
r(t)2|q1(x)− q2(x)|2β
(
u1
(
T ′, x
))2
e−2Rσ(T
′,x)dM
≥ C1r21β21‖q1 − q2‖2L2(M).
D’où
‖q1 − q2‖2L2(M) ≤ C
[
‖wt‖2L2(ωt0T ) + ∥∥w (T ′, .)∥∥2D(4)
]
.
On achève la démonstration de (3.113) grâce à la régularité de u1 et u2. 
Nous allons maintenant démontrer le Lemme 3.5.2. Auparavant nous démontrons le Lemme suivant,
très fréquent dans les questions inverses (voir [73]).
Lemme 3.5.4 Il existe une constante positive C > 0 telle que, pour tout z ∈ L2
(
Qt0T
)
,
∫∫
Q
t0
T
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dMdt ≤ C
∫∫
Q
t0
T
z(t, x)2e−2Rσ(t,x)dMdt.
Démonstration du Lemme 3.5.4 : L’idée est de découper le domaine d’intégration Qt0T en (t0, T ′)×
M et (T ′, T ) ×M de telle sorte que la quantité T ′ − t conserve un signe constant sur chaque sous-
domaine.
Tout d’abord, nous étudions l’intégrale sur (t0, T ′)×M. En utilisant l’inégalité de Cauchy-Schwarz,∫
M
∫ T ′
t0
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdM≤
∫
M
∫ T ′
t0
(∫ T ′
t
dτ
)(∫ T ′
t
z (τ, x)2 dτ
)
e−2Rσ(t,x)dtdM
≤ (T − t0)
∫
M
∫ T ′
t0
∫ T ′
t
z (τ, x)2 e−2Rσ(t,x)dτdtdM.
En utilisant maintenant le Théorème de Tonelli-Fubini, nous pouvons également écrire :
(T − t0)
∫
M
∫ T ′
t0
∫ T ′
t
z (τ, x)2 e−2Rσ(t,x)dτdtdM
= (T − t0)
∫
M
∫ T ′
t0
z (τ, x)2
(∫ τ
t0
e−2Rσ(t,x)dt
)
dτdM.
Comme la fonction θ est décroissante sur l’intervalle (t0, T ′), on obtient
(T − t0)
∫
M
∫ T ′
t0
z (τ, x)2
(∫ τ
t0
e−2Rσ(t,x)dt
)
dτdM
≤ (T − t0)2
∫
M
∫ T ′
t0
z (τ, x)2 e−2Rσ(τ,x)dτdM.
En fin de compte, nous avons montré que
(3.132)
∫
M
∫ T ′
t0
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdM≤ (T − t0)2
∫
M
∫ T ′
t0
z (τ, x)2 e−2Rσ(τ,x)dτdM.
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Ensuite, nous étudions l’intégrale sur (T ′, T )×M d’une manière analogue et on obtient
(3.133)
∫
M
∫ T
T ′
∣∣∣∣∣
∫ T ′
t
z (τ, x) dτ
∣∣∣∣∣
2
e−2Rσ(t,x)dtdM≤ (T − t0)2
∫
M
∫ T
T ′
z (τ, x)2 e−2Rσ(τ,x)dτdM.
En conclusion, en utilisant (3.132) et (3.133), on termine la démonstration du Lemme 3.5.4. 
Démonstration du Lemme 3.5.2 : Nous commençons par majorer le terme
∫∫
Q
t0
T
h22,te
−2RσdMdt.
On rappelle que h2 = rq2(β(u1)− β(u2)). Donc
h2,t = r′q2(β(u1)− β(u2)) + rq2β′(u1)u1,t − rq2β′(u2)u2,t
= r′q2(β(u1)− β(u2)) + rq2β′(u1)[u1,t − u2,t] + rq2(β′(u1)− β′(u2))u2,t
= r′q2(β(u1)− β(u2)) + rq2β′(u1)z + rq2(β′(u1)− β′(u2))u2,t.
Alors, ∫∫
Q
t0
T
h22,te
−2RσdMdt ≤ 3
∫∫
Q
t0
T
r′2q22 (β (u1)− β (u2))2 e−2RσdMdt
+ 3
∫∫
Q
t0
T
r2q22β
′ (u1)2 z2e−2RσdMdt
+ 3
∫∫
Q
t0
T
r2q22
(
β′ (u1)− β′ (u2)
)2
u22,te
−2RσdMdt.
D’où, en utilisant le fait que q2 appartient à QD et les hypothèses sur r et β (Hypothèse 4), on obtient∫∫
Q
t0
T
h22,te
−2RσdMdt ≤ 3‖r′‖2L∞(R)D2
∥∥β′∥∥2L∞(R) ∫∫
Q
t0
T
w2e−2RσdMdt
+ 3‖r‖2L∞(R)D2
∥∥β′∥∥2L∞(R) ∫∫
Q
t0
T
z2e−2RσdMdt
+ 3‖r‖2L∞(R)D2k2
∫∫
Q
t0
T
w2u22,te
−2RσdMdt.
Maintenant, en appliquant le Corollaire 3.4.1 à u2,t, on a |u2,t| ≤ C pour une certaine constante C > 0.
Donc, on obtient
(3.134)
∫∫
Q
t0
T
h22,te
−2RσdMdt ≤ C
(∫∫
Q
t0
T
z2e−2RσdMdt+
∫∫
Q
t0
T
w2e−2RσdMdt
)
,
pour une certaine constante C > 0.
Estimons maintenant le second terme
∫∫
Q
t0
T
h23,te
−2RσdMdt. Nous rappelons que
h3 = ε(u2)u2|u2|3 − ε(u1)u1|u1|3.
Donc on a
h3,t = u2,tε′(u2)u2|u2|3 − u1,tε′(u1)u1|u1|3 + 4ε(u2)u2,t|u2|3 − 4ε(u1)u1,t|u1|3
= (u2,t − u1,t)ε′(u2)u2|u2|3 + u1,t(ε′(u2)− ε′(u1))u2|u2|3
+ u1,tε′(u1)(u2 − u1)|u2|3 + u1,tε′(u1)u1(|u2|3 − |u1|3)
+ 4ε(u2)(u2,t − u1,t)|u2|3 + 4(ε(u2)− ε(u1))u1,t|u2|3 + 4ε(u1)u1,t(|u2|3 − |u1|3).
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En utilisant les hypothèses sur ε et β (Hypothèse 4), on déduit
|h3,t| ≤ |u2,t − u1,t|‖ε′‖L∞(R)|u2|4 + |u1,t|K|u2 − u1||u2|4
+ |u1,t|‖ε′‖L∞(R)|u2 − u1||u2|3
+ |u1,t|‖ε′‖L∞(R)|u1|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2||u1|+ |u1|2)
+ 4‖ε‖L∞(R)|u2,t − u1,t||u2|3 + 4‖ε′‖L∞(R)|u2 − u1||u1,t||u2|3
+ 4‖ε‖L∞(R)|u1,t|
∣∣∣|u2| − |u1|∣∣∣(|u2|2 + |u2||u1|+ |u2|2).
A partir du Théorème 3.4.2 et du Corollaire 3.4.1, on sait que les quantités |u1|, |u2|, |u1,t| et |u2,t|
sont bornées. Donc, en rappelant que w = u1 − u2 et z = u1,t − u2,t,
|h3,t| ≤ C|z|+ C|w|+ C
∣∣∣|u2| − |u1|∣∣∣ ≤ C|z|+ C|w|.
On obtient finalement
(3.135)
∫∫
Q
t0
T
h23,te
−2RσdMdt ≤ C
(∫∫
Q
t0
T
z2e−2RσdMdt+
∫∫
Q
t0
T
w2e−2RσdMdt
)
.
A la fois dans (3.134) et dans (3.135), nous avons à estimer le dernier terme
∫∫
Q
t0
T
w2e−2RσdMdt pour
conclure. Dans ce but, on écrit pour presque tout (t, x) ∈ (t0, T )× I,
w (t, x) = w
(
T ′, x
)
+
∫ t
T ′
wt (τ, x) dτ = w
(
T ′, x
)
+
∫ t
T ′
z (τ, x) dτ.
Alors, en appliquant le Lemme 3.5.4 et en revenant à (3.134) et (3.135), on termine la démonstration
de l’inégalité attendue (3.118). 
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Mots-clés 
 
Problèmes inverses, équations paraboliques non linéaires, équations dégénérées, inégalités de 
Carleman, contrôle des EDP, équations sur des variétés riemanniennes. 
 
 
 
Résumé  
 
 Cette thèse a pour but d'étudier des problèmes inverses pour des équations paraboliques 
semi-linéaires issues du modèle de climat de Budyko-Sellers, représentant l'évolution de la 
température à la surface terrestre pendant une longue période. Une première étape a consisté à 
étudier un problème inverse pour un modèle méridien, unidimensionnel, dégénéré au bord du 
domaine, obtenu à partir du modèle général. Dans le but de mieux cerner les phénomènes liés à la 
dégénérescence de l'opérateur, nous nous sommes d'abord intéressés à une équation linéaire 
dégénérée plus simple, pour laquelle nous démontrons plusieurs résultats de stabilité Lipschitzienne 
dans la détermination d'un terme source et d'une constante dans le terme de diffusion. Nous 
résolvons également un problème de contrôlabilité approchée avec un contrôle placé au point 
frontière dégénéré. Ensuite, nous démontrons deux théorèmes de stabilité Lipschitzienne dans la 
détermination d'un coefficient, appelé coefficient d'ensoleillement. Le premier résultat concerne le 
modèle méridien non linéaire, tandis que le second est obtenu pour l'équation générale non linéaire, 
posée sur la surface terrestre.  
 
 
Summary 
 
 This work aims at solving inverse issues in semilinear parabolic equations derived from the 
Budyko-Sellers climate model, which represents the evolution of the Earth's surface temperature 
during a long time period. A first step consists in studying an inverse problem in a one dimensional 
degenerate model on a meridian. In order to understand the consequences of boundary 
degeneracies, we have first investigated a one dimensional linear degenerate equation. We prove 
various Lipschitz stability results in the determination of a source term and a diffusive constant. We 
also solve an approximate controllability issue, putting a control at the degenerate boundary point. 
Eventually, we prove two Lipschitz stability results in the determination of the so-called insolation 
function, in both cases of the semilinear model on a meridian and the general semilinear equation 
posed on the Earth's surface.  
