The LogP model is a model of parallel computation that characterises a parallel computer system by four parameters: the latency L, the overhead o, the gap g and the number of processors P . We study the complexity o f s c heduling fork graphs in the LogP model. It will be proved that constructing minimum-length schedules for fork graphs in the LogP model is a strongly NP-hard optimisation problem. We also present a polynomial-time algorithm that constructs schedules that are at most twice as long as minimum-length schedules. Moreover, we prove that if all tasks of a fork graph have the same execution length, then a minimum-length schedule can be constructed in polynomial time.
Introduction
In recent y ears, a great variety of parallel computer systems have been developed. Because of this variety, it is very di cult to construct a model that characterises all aspects of communication of a parallel computer system. A model of parallel computation can be used to focus on those aspects of communication in a parallel computer system that have a large impact on the length of a schedule, an execution of a computer program. A good model of parallel computation helps to understand the essence of the problem of multiprocessor scheduling with communication.
The PRAM 11 is the most common model of parallel computation. A PRAM consists of a collection of processors that execute a computer program in a synchronous manner; processors communicate by writing and reading in global memory. The PRAM model does not capture the complexity of communication in the execution of computer programs: a communication step takes the same amount of time as a local computation step, whereas, in a real parallel computer system, a communication step is far more time consuming. There are several PRAM-based models of parallel computation that include aspects of communication in a real parallel computer system, such as latency 2, 3 , 2 2 , memory contention 15, 1 4 and asynchrony 6 , 1 3 .
Most models of parallel computation include only one or two aspects of communication in real parallel computer systems, but some include more aspects. These models are all architecture independent and characterise the execution of computer programs in a real parallel computer system by a small number of parameters. Such models are the BSP model 23 , the LogP model 9 and the Postal model 4 . In this paper, we will consider the LogP model that provides more control over the machine resources than the BSP model and is more general than the Postal model.
The LogP model captures the characteristics of communication in a real parallel computer system using four parameters.
1. The latency L is an upper bound on the time required to send a unit-length message from one processor to another via the communication network. The latency depends on the diameter of the network topology. 2. The overhead o is the amount of time during which a processor is involved in sending or receiving a message consisting of one word. During this time, a processor cannot perform other operations. 3. The gap g is the minimum length of the delay b e t ween the starting times of two consecutive message transmissions or two consecutive message receptions on the same processor. We will assume that L, o and g are non-negative i n tegers and that P 2 f 2; 3; : : : ; 1g.
In addition, Culler et al. 9 make the following assumptions. The communication network is assumed to be of nite capacity: at each time at most d L g e messages can be in transit from or to any processor. If a processor attempts to send a message that causes such a bound to beexceeded, then this processor stalls until the message can besent without exceeding the bound of d L g e messages. Moreover, the time needed to transfer a message from one processor to another is assumed to be exactly L time units: any message arrives at its destination processor exactly L time units after it has been submitted to the communication network by its source processor.
The communication between processors in the LogP model is modelled as follows. Consider two di erent processors p 1 and p 2 . Assume that data has to be transferred from processor p 1 to processor p 2 and that this data is contained in two messages. Then two messages must besent from processor p 1 to processor p 2 . Figure 1 It takes o units of time to submit the rst message to the communication network. Exactly L time units after this message is submitted it can be received by processor p 2 . The second message cannot be sent immediately after the rst: there must be a delay of at least g time units between the starting times of two consecutive send operations on the same processor. The second message can be received L time units after it has been sent. Note that since both messages are received exactly L time units after they have been sent, there is a delay of g time units between the starting times of the receive operations on processor p 2 .
Like for many other models of parallel computation, little is known about scheduling in the LogP model. A few algorithms have been presented that construct schedules in the LogP model for common computer programs. These programs include sorting 1, 10 , broadcast 18 and the Fast Fourier Transform 8 .
In addition, L owe and Zimmermann 20, 2 5 presented an algorithm that constructs schedules for communication structures of PRAMs on an unrestricted number of processors. The length of these schedules is at most 1 + 1 G times the length of a minimum-length schedule, where G is the grain size of G. L owe et al. 21 proved the same result for a generalisation of the LogP model. Moreover, L owe and Zimmermann 20 presented an algorithm that constructs schedules that are at most twice as long as a minimum-length schedule plus the duration of the sequential communication operations.
Kort and Trystram 19 presented three algorithms for scheduling join graphs. They proved that if g equals o and all task lengths or all message lengths are equal, then a minimumlength schedule for a join graph on an unrestricted number of processors can be constructed in polynomial time. In addition, Kort and Trystram 19 showed that if all tasks have the same length and this length is at least maxfg;2o + Lg, then a minimum-length schedule for a join graph on two processors can be constructed in linear time.
This paper is concerned with the problem of constructing minimum-length schedules for fork graphs in the LogP model. It is proved that constructing minimum-length schedules for a fork graph on an unrestricted number of processors is a strongly NP-hard optimisation problem. A polynomial-time algorithm is presented that constructs schedules for fork graphs on P processors that are at most twice as long as a minimum-length schedule on P processors. In addition, it is shown that if all task lengths are equal, then a minimum-length schedule for a fork graph on P processors can be constructed in polynomial time.
Preliminaries
In this paper, we consider the problem of scheduling a computer program in the LogP model. Such a program is represented by a triple G; ; c, such that G = V;E is a precedence graph, : V ! Z Z + and c : V ! I N . An element of V will be called a task of G; an element of E an arc of G. A task of G corresponds to a task of a computer program; an arc to a data dependency between the tasks: if there is an arc from task u 1 to task u 2 , then the result of u 1 is needed to execute u 2 . Task u has execution length u: the execution of u on a processor takes u time. If the result of u must be transferred to another processor, then cu messages need to besent to this processor. A LogP scheduling instance is represented by a tuple G; ; c; L; o; g; P, where G; ; c represents a computer program and L; o; g; P contains the parameters of the LogP model.
Consider an instance G; ; c; L; o; g; P. Let We will de ne two sets SG; P; c and RG; P; c containing the send and the receive operations, respectively. SG; P; c contains the send operations s u;p;i , such that u is a task of G, p 2 f 1; : : : ; P g is a processor and i 2 f 1; : : : ; c ug is the index of a message of u. The set RG; P; c contains the receive operations r u;p;i , such that u is a task of G, p 2 f 1; : : : ; P g and i 2 f 1; : : : ; c ug. Let CG; P; c be the union of SG; P; c and RG; P; c, the set of communication operations. Each communication operation u in CG; P; c has length u = o. The rst constraint states that all tasks of G have to be executed. The second and third ensure that a processor does not execute two tasks at the same time and that a task is be scheduled after its predecessors. The fourth states that messages have t o b e s e n t if a task and one of its children are scheduled on di erent processors. Moreover, it states that a message must be received exactly L time units after it has been submitted to the communication network. The fth and sixth constraint ensure that there is a delay of at least g time units between two consecutive send or receive operations on the same processor. Note that there need not be a delay b e t ween a send operation and a receive operation on the same processor. The last constraint states that some communication operations need not be executed.
In the de nition of the LogP model 9 , a source processor can send a message to a destination processor, unless the number of messages in transit from the source processor or to the destination processor exceeds d L g e, in which case the source processor stalls. The de nition of feasible schedules in the LogP model states that a receive operation must be executed exactly L time units after the corresponding send operation has been completed. So each processor can send at most one message in g consecutive time units and at most one message can be sent to the same processor in g consecutive time units. Hence the numberof messages in transit from or to any processor cannot belarger than b L+maxfo;gg,
So we do not need to consider stalling.
Constructing a schedule for an instance G; ; c; L; o; g; P corresponds to assigning a starting time and a processor to every task of G and every communication operation in CG; P; c. Hence any algorithm that constructs feasible schedules for instances G = V;E; ; c ; L ; o ; g ; P uses at least P u2V cu time. If c max = max u2V cu is not bounded by a polynomial in n and log max u2V u, then such an algorithm cannot have a polynomial time complexity.
In a well-structured computer program, the size of a result of a task is not very large. Hence we m a y assume that c max is not exponentially large. In the remainder of this paper, we do not want to focus on the time needed to schedule the communication operations. Hence we will assume that c max is bounded by a constant. However, the time complexity of the algorithms presented in this paper remains polynomial if c max is bounded by a polynomial in n and log max u2V u.
In the remainder of this paper, we will focus on a special class of precedence graphs, the fork graphs. A fork graph is a outtree of height one: it consists of a task, the source, and its children, the sinks. Example 2.2 shows a schedule for a fork graph in the LogP model. Figure 3 is a feasible schedule for G; ; c; 2; 1; 2; 2. Note that y 1 and y 2 are scheduled between the send operations on processor 1. No task can be executed between the receive operations on processor 2, since all three messages are needed to send the result of x to another processor. Although two c hildren of x are executed on the second processor, only three send and receive operations are executed: the result of x has to be sent to the second processor exactly once.
3 An NP-completeness result
In this section, we study the complexity of constructing minimum-length schedules for fork graphs in the LogP model. If the number of processors is restricted, then it is not di cult to prove that this optimisation problem is NP-hard. Using a polynomial reduction from 3Par-tition, i t will beshown that constructing minimum-length schedules for fork graphs on an unrestricted number of processors is strongly NP-hard. 3Partitionis de ned as follows 12 .
Problem Proof. Let A = fa 1 ; : : : ; a 3m g and B be an instance of 3Partition. Construct an instance G; ; c; L; o; g; 1 of Fork graph scheduling as follows. G is a fork graph with source x and sinks y 1 ; : : : ; y 3m and z 1 ; : : : ; z m+2 . Let x = 1, y i = a i for all i 2 f1; : : : ; 3mg, z 1 = 3mB and z i = 3mB + m + 2 , iB for all i 2 f2; : : : ; m + 2 g. Let 
A 2-approximation algorithm
In this section, a simple 2-approximation algorithm for scheduling fork graphs in the LogP model is presented. It is not di cult to see that in a minimum-length schedule for an instance G; ; c; L; o; g; P, such that G is a fork graph, the number of processors on which a task of G is scheduled need not exceed the number of sinks of G. This knowledge is used in this section: for each possible number of processors m, w e will construct a schedule for G; ; c; L; o; g; P i n which the tasks of G are scheduled on exactly m processors. It will be proved that the shortest of these schedules is at most twice as long as a minimum-length schedule for G; ; c; L; o; g; P.
Consider an instance G; ; c; L; o; g; P, such that G is a fork graph with source x and sinks y 1 ; : : : ; y n . There is a minimum-length schedule for G; ; c; L; o; g; P in which the tasks of G are scheduled on at most minfn; Pg processors. Let m minfn; Pg bea positive i n teger. A feasible schedule for G; ; c; L; o; g; P will be called an m-processor schedule for G; ; c; L; o; g; P if there are exactly m processors on which a task of G is executed. More precisely, a feasible schedule ; for G; ; c; L; o; g; P i s a n m-processor schedule for G; ; c; L; o; g; P if jfu j u is a task of Ggj = m.
Consider an instance G; ; c; L; o; g; P, such that G is a fork graph with source x and sinks y 1 ; : : : ; y n , and a positive i n teger m minfn; Pg. Algorithm Fork graph scheduling shown in Figure 4 constructs an m-processor schedule for G; ; c; L; o; g; P as follows. The source x of G is scheduled at time 0 on processor 1 and a set of cx send and receive operations is scheduled for each of the processors 2; : : : ; m . To ensure that the constructed schedule is an m-processor schedule, a sink of G is scheduled immediately after the last receive operation on each of these processors. The remaining sinks are scheduled by a straightforward modi cation of Graham's List scheduling algorithm 16, 17 . Example 4.1. Consider the instance G; ; c; 2; 1; 2; 1 shown in Figure 5 . For this instance, Algorithm Fork graph scheduling constructs the 3-processor schedule shown in Figure 6 . First x is scheduled on processor 1 at time 0. The result of x is sent to processors 2 and 3 as early as possible. Sink y 1 is scheduled immediately after the last receive operation on processor 2. Similarly, y 2 is scheduled immediately after the last receive operation on processor 3. The remaining sinks are scheduled after the send operations on processor 1, after y 1 on processor 2, or after y 2 on processor 3. Now we will prove that Algorithm Fork graph scheduling correctly constructs mprocessor schedules for fork graphs. Proof. x is executed at time 0 on processor 1. It is easy to see that all sinks of G are scheduled after x. For No sink of G can beexecuted before a receive operation on a processor p 2 f2; : : : ; m g. Consequently, m ; m is at most twice as long as a minimum-length m-processor schedule for G; ; c; L; o; g; P.
For each positive integer m minfn; Pg, Algorithm Fork graph scheduling is used to construct an m-processor schedule m ; m for G; ; c; L; o; g; P of length`m. Assume k ; k is the shortest of these schedules. Let` = min 1mminfn;P g` m . Assume` =` p .
Then`k `p 2` p = 2 . Hence we h a ve proved the following result. Theorem 4.4. There is an algorithm with an On 2 log n time complexity that constructs feasible schedules for instances G; ; c; L; o; g; P, such that G is a fork graph with n sinks, with length at most 2`, where` is the length of a minimum-length schedule for G; ; c; L; o; g; P.
5 A polynomial special case
In Section 3, it was shown that constructing minimum-length schedules for fork graphs is a strongly NP-hard optimisation problem. In Section 4, a 2-approximation algorithm was presented. In this section, it will beproved that if all sinks of a fork graph have the same task length, then a minimum-length schedule can be constructed in polynomial time.
Let G bea fork graph with n sinks. Consider an instance G; ; c; L; o; g; P, such that y = for all sources y of G. There is a minimum-length schedule for G; ; c; L; o; g; P in which the tasks of G are scheduled on at most minfn; Pg processors. A minimum-length schedule for G; ; c; L; o; g; P is constructed by computing the length of a minimum-length m-processor schedule for all positive integers m minfn; Pg. These lengths are used to construct a minimum-length schedule for G; ; c; L; o; g; P.
Let G be a fork graph with n sinks. Consider an instance G; ; c; L; o; g; P, such that all sinks y of G have execution length y = . Let 
Concluding remarks
In this paper, we studied the complexity of scheduling fork graphs in the LogP model. It was shown that constructing minimum-length schedules for fork graphs is a strongly NPhard optimisation problem. In addition, two polynomial-time algorithms were presented that construct schedules for fork graphs; one is a 2-approximation algorithm for scheduling arbitrary fork graphs, the other constructs minimum-length schedules for fork graphs in which all sinks have the same execution length. The basis of these algorithms is the knowledge of the structure of a minimum-length m-processor schedule for a fork graph. A similar approach can be used for scheduling join graphs in the LogP model. The structure of a minimum-length schedule for a join graph can be used to construct schedules for join graphs. If g does not exceed o, then a schedule on an unrestricted number of processors that is at most three times as long as a minimum-length schedule can be constructed in polynomial time and for each constant k 1, a schedule on a restricted number of processors that is at most 3 + 1 k times as long as minimum-length schedules can be constructed in polynomial time 24 . In addition, if all tasks of a join graph have the same execution length, then a minimum-length schedule on an unrestricted number of processors can be constructed in polynomial time 24 .
