1. Introduction. We shall give a concrete realization of the Martin boundary for a very special class of Markov processes (random walks in the terminology of [8] ). Of course, we obtain the same boundary as that constructed by Doob [2] and Hunt [6] for arbitrary transient Markov chains with discrete time and countable state space. Their boundary is obtained by completing the state space with respect to a metric which depends on the asymptotic behavior of the relativized Green's function of the Markov process in question. Here, too, themain theorem will concern the manner in which the relativized Green's function behaves as a point of the state space "tends to the boundary"-however, we shall be able to provide a geometric interpretation of the boundary and of the process of convergence to this boundary. For one-dimensional random walk ourconstruction was given by Doob, Snell, and Williamson [3]; there the boundary reduces to at most two points (the end points of a convex set, i.e., an interval determined by the transition function). The convex set replacing the interval in [3] when the dimension is d > 1 has been carefully studied by Hennequin [5], and therefore, we face only one major difficulty -that of generalizing the so-called renewal theorem, which determines the asymptotic behavior of the Green's function,
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The boundary construction consists of two parts, the first of which is quite trivial, being independent of the random process. Let R denote the space of lattice points x = (x\x2,---,xd) with integer-valued coordinates. The distance of x from the origin is denoted by | x |. The mapping maps R on a countable subset S of the ¿/-dimensional unit ball, and clearly R and S are homeomorphic (in the discrete topology). Now we may complete S in the Euclidean metric to S = S U dS, where dS is the unit sphere in d-space. If now R is also completed, with respect to the metric then the completion R = R U dR is clearly homeomorphic to S, and dR is homeomorphic to dS.
The second construction, which will consist in exhibiting still a third homeomorphic image of the boundaries dR and dS, depends on the random walk in question. The random walk is the Markov chain with state space R, uniquely determined by a given transition function P satisfying the conditions 0^P(x,y) = P(0,y-x),
x,yeR,
The iterates of P are defined by -fo(x> y) = 1 if x -y, 0 otherwise, Pn+l(x,y) = Z P"(x,t)P(t,y), n^O.
1ER
We shall also assume that for each xeR (1.2) P"(0,x)>0 for some n, which may depend on x; further, that the mean vector ¡jl exists and does not vanish, i.e.,
(1.3) Z \x\P{Q,x)< oo, p= ZxP(0,jc)^0. £) is clearly nonempty, because 3D contains the origin, but we shall assume more; namely, that (1.4) every point of dD has a neighborhood in which $ is finite.
Hennequin [5] has proved the following under assumptions (1.1) through (1.4) (actually he assumes that P(0,x) = 0 except at finitely many points of R, which implies (1.4), but (1.4) suffices for his proof): where a is the homeomorphism a: 8R^8D constructed in two steps by the mappings dR<-*dS and 6S*-+dD described above. Then the function f is continuous on R.
Since continuity of / restricted to dR is obvious, the theorem is equivalent to its more intuitive iim^4=i with probability one.
(b) In the case when the random walk has mean ¡j. = 0, i.e., when (1.3) does not hold, it is well known (see for instance Hennequin [5] ) that the set D reduces to a single point (the origin), and that all non-negative regular functions are constants. The natural compactification of R is then the one-point compactification, and one would expect that (1.5)
Hm-f^-1, yeR.
1*1-«, G{0,y)
The weakest conditions under which (1.5) holds are not known. However, an asymptotic estimate for G(0,x) (similar to estimates we shall need to prove We now introduce the transition function P\x,y) = P(x,y)eu^-x\ x,yeR, and observe that it again satisfies conditions (1.1) through (1.4) under which we wish to prove the theorem. The mean vector of P" is p" = I xP"(0,x) = gradan), xeR so that it is a positive multiple of p. The Green's function of P" is
Since our estimates of the asymptotic behavior of these Green's functions will require delicate central limit theorems, we need to introduce the second moment quadratic forms: for vectors 0 in ¿/-dimensional Euclidean space we shall write 
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The uniformity in Theorem 2.1 is required to obtain uniformity in Theorem 2.2, which in turn is needed to complete the proof of Theorem 1.2, or rather its corollary, as follows: suppose that x" e R, and ■Ht = p"-*pe8s, and define u" e 3D by = grad<K»") | grad 0001
As n -* co, we have i" -* co, u" -* u, and by simple continuity arguments p""^p", QU"^QU, |Eui^|E"|, | grad ¿OOH grad 0(u)|.
n-co "ku>*B/ n-co which proves Corollary 1.3 and hence Theorem 1.2. Proceeding to the proof of Theorem 2.1 we shall first consider only its special case when the vector ue8D is the zero vector. The modifications necessary to yield uniformity in u e 3D will be supplied subsequently. Thus we shall prove Theorem 2.3. Let P be the transition function of a d-dimensional random walk satisfying (1.1), (1.2) and the conditions that P"(0,0) > 0 for all sufficiently large n, as well as the moment condition m2k= Z |x|2*P(0,x)< oo. [8] , and for y = 2 and d = 1 it was proved by W. Smith [7] . Cox and Smith [1] used it to prove the one-dimensional renewal theorem in much the same way that we shall use Theorem 2.1 to obtain Theorem 2.2.
Proof. Since This proves the theorem for y = 0. We turn to the case y = 2k. Many of the points in the argument will be very similar to the case y = 0. As before we have {t/r"(0)}exp [ -i0 ■ (x -np.)~j dO. (4) and (5) of the proof of P 7.10 in [8] , where the details appear for the case y = 2. The general case involves no new ideas. Note that the assumption m2k < co is used at this point. We now decompose (2. and it remains to show that the remainder terms go to zero uniformly in x. We proceed just as in the case y = 0. First replace each integrand in Ju J2, J3, J4 by its absolute value. This eliminates the dependence on x. Now (2.3) implies that lim J¡in,A) = 0. Clearly J2in,A) offers no new difficulties and can be made small by taking A large.
Using P 7.7 of [8] and the fact that tj/iw/^/n) and its first 2/c derivatives are bounded in absolute value, we can show that there is an a > 0 such that for |w/Vnl =a This completes the proof of Theorem 2.3. In order to deduce Theorem 2.1 from Theorem 2.3 it suffices to verify that the error terms /j through /4 and J\ through J4, which were introduced in the proof of Theorem 2.3, tend to zero uniformly in uedD when P is replaced by P", ß by Q", \¡jíQ) by \¡i"(0), etc. This is easily verified with the aid of the following sequence of eight lemmas (2.4 through 2.11). They are all valid under the hypothesis that the random walk satisfies conditions (1.1) through (1.4) and in addition is strongly aperiodic, i.e., P"(0,0)>0 for all sufficiently large n. Lemma 2.4 implies the uniform convergence to zero of Iu Lemma 2.5 of I2, and so forth, until Lemma 2.11 takes care of the last error term J4. Lemma 2.11. Given any neighborhood N of the origin in the cube C, there are positive constants Ö, and a such that \AtírMs/n)T\úail~or2k when w/yfn eN, k^ n/2, u e 3D.
The proofs of these lemmas are omitted, being rather straightforward modifications of the preliminaries to the local central limit theorems in §7 of [8] .
The crucial fact, to be used repeatedly, is that condition (1.4) implies the existence of the moments of all orders of P", as well as the uniform boundedness, in u e dD, of the moments of a fixed order. Lemma 2.4, which is crucial for all the subsequent lemmas with the exception of 2.7, is of course dependent on the aperiodicity condition (1.2) which guarantees the positive definiteness of ß" for each fixed u e dD. Only for Lemma 2.7 does one require, in addition, the strong aperiodicity condition that P"(0,0) > 0 for all sufficiently large n.
Proceeding now to the proof of Theorem 2.2 we shall first impose the additional assumption that the random walk is strongly aperiodic. Then, of course, not only P"(0,0) but also P"(0,0) is positive for sufficiently large n, independent of the point u e dD. After completion of the proof this hypothesis may be removed by a simple continuity argument, given on p. 310 of [8] at the end of the similar but far easier renewal type theorem, P 26.1.
We shall decompose (2^)(d_1)/2 i nx,<tpu» Note that Pö(x, <í¿t">) = 0 when t is sufficiently large, and that we simplify the notation by summing from a to ß when we mean the sum from the greatest integer in a to the greatest integer in ß.
In terms of the function A"ix,y, u) defined in the statement of Theorem 2.1, \R»ik)\ ^j exp{-^p221|/i"|2)dp^ J *exp{-^2A2}dp, which implies that R"ik) satisfies condition (2.11). 
