possibility of gluing together two faces in the boundary of a single cell). We shall also always require that the decomposition into cells be locally finite. The space X is called the underlying polyhedron of the combinatorial cell complex.
A cell complex is simplicial if each cell is a simplex; it is cubical if each k-cell is combinatorially equivalent to a k-cube.
To define an Ml,-cell complex (or a "geometric cell complex") one requires that the space X be formed by gluing together cells in Ml;, for some n, via isometries of their faces. (For a precise definition, see [21, Definition 3.4, p. 3321.) A metric on a space Y is intrinsic (or "inner") if the distance between any two points y0 and yi is the infimum of the lengths of paths connecting them. If, in addition, this infimum can always be realized by a path of minimal length then Y is a geodesic space (or a "length space"). The image of such a minimal length path is a geodesic segment in Y. A subspace 2 of a geodesic space Y is totally geodesic (or "locally convex") if, locally, any geodesic segment between two points in Z lies entirely in Z.
Arc length makes sense in the underlying polyhedron X of an Ml,-cell complex; hence, X has a natural intrinsic metric: the distance between two points is the infimum of the lengths of paths connecting them. (This metric agrees locally with the given metric on each cell of X, so after suitable subdivision, we may assume that the intrinsic metric restricts to the given metric on each cell.) The underlying polyhedron of an Ml,-cell complex together with its natural metric is a polyhedron of piecewise constant curoature x. We shall also say that X is piecewise spherical, Euclidean or hyperbolic, as x = + 1, 0, or -1, respectively. Since the group of combinatorial automorphisms of a regular cube is equal to its isometry group, it follows that to each combinatorial cubical cell complex there corresponds a cubical Mx-cell complex (in which each cube is regular). In particular, for x = 0, we get a cubical Euclidean cell complex. Similarly, given an n-dimensional simplicial complex we can give it an M,-structure by declaring each simplex to be a regular simplex in mm;.
Links:
The link of a k-face of an n-cell in Ml; is the set of unit vectors normal to the k-plane supported by the k-face and pointing into the n-cell. Such a link is naturally an (n .-k -1)-cell in s'-i.
Given a k-cell cr in an Mx-cell complex P, the links of CJ in the cells containing it fit together to form an M 1 -cell complex, denoted Link(a, P). Thus, the link of any cell has a natural piecewise spherical structure. (This terminology is due to G. Moussong.) Thus, a k-simplex is all right if it is isometric to the simplex in Sk spanned by the standard basis of Rk+'. An M 1 -simplicial complex is all right if each of its simplices are all right. Observation 1.4. The link of a k-face of a regular n-cube is an all right (n -k -l)-simplex. Hence, the link of any cell of a cubical Euclidean cell complex is all right.
Curvature bounded from above:
The notion of a triangle in a geodesic space Y has an obvious meaning: "edges" are geodesic segments. Using comparison triangles and the so-called "CAT-inequalities" (cf. [12, p. 1061) one can define what it means for Y to have curvature bounded above by a real number x: given a triangle Tin a sufficiently small open set of Y and a vertex x of T, the distance from x to a point on the opposite edge must be less than or equal to the corresponding distance in a comparison triangle in Kvtlz. Definition 1.5. A piecewise spherical polyhedron L is lurge if there is a unique geodesic connecting any two points of distance < 7~. (Equivalently, L is large if it satisfies CAT(l). ) The systole of L, denoted sys(L), is the infimum of the lengths of all closed geodesics in L.
These concepts are related as follows: L is large if and only if L and the link of every cell in L has systole 227~ (see [S, Theorem 3.11) .
The following is a result of Gromov [12, 4.2 .A, p. 1201 (see Ballman's article in [l 1, Chapter lo] for a proof). THEOREM 1.6 (Gromov) . An Mlz-cell complex has curvature <x ifand only ifthe link of each cell is large. DeJnition 1. 7 (compare [4, p. 28) ). An abstract simplicial complex K is ajag complex if anytime K (I) contains the complete graph on a finite set of vertices S then it actually contains the full simplex on S. (K is a flag complex if and only if K and all links of simplices in K satisfy Gromov's "no A condition", cf. [ 12, p. 1221 .) The simplicial complex K satisfies the no 0 condition if any circuit of length 4 in K" ' is the boundary of the union of two 2-simplices along a common edge.
For a proof of the following result see [12, p. 1221 , as well as [20] . (ii) If L is ajag complex and, in addition, satisfies the no 0 condition, then sys(K) > 2x. COROLLARY 1.9 (Gromov) . If the link of each cell in a cubical Euclidean complex is aflag complex, then it is nonpositively curved. COROLLARY 1.10 (Gromov) . If the link of each cell in a combinatorial cubical cell complex X is a Jag complex and satisjes the no U condition, then X can be given the structure of a cubical M _ 1 -cell complex of curvature I -1.
The kill_,-cell complex in Corollary 1.10 is constructed by the "naive perturbation" mentioned in the Introduction.
SOME HYPERBOLIZATION PROCEDURES
All hyperbolization constructions work roughly as follows: the hyperbolization of an n-cell is defined to be some nonpositively curved n-manifold with (totally geodesic) boundary, the hyperbolization of a cell complex K is then constructed by gluing together hyperbolized cells according to the same combinatorial pattern as are the cells of K. Since a hyperbolized cell will generally not be homeomorphic to a cell, the topology of Z'(K) is drastically altered; however, some important properties can be retained.
Each of the various hyperbolization constructions has advantages and disadvantages. We list below some properties which one might wish such a procedure Z to have.
(1) (Functorality). 2 is a functor from cell complexes to nonpositively curved polyhedra in the following sense: if i : J + K is an embedding onto a subcomplex, then there is a mapping X(i): X(J) -+ X(K) which is an isometric embedding onto a totally geodesic subspace.
(2) (Preservation of local structure). If c" is an n-cell in K, then J?((T") is an n-manifold with boundary and the link of x(c) in x(K) is PL-homeomorphic to the link of cr in K.
(3) % (a point) = a point. (4) (Orientability). For a cell 6, the manifold with boundary Z'(a) is orientable. If conditions (1) and (2) holds, then there is a continuous map cp: x(K)-, K, welldefined up to homotopy, such that ~(%(a)) c CJ for all g in K. Hence, we can require the following condition.
(5) (Homological surjectiuity). The map cp: Z?(K) -+ K induces a surjection on homology.
Condition (5) is equivalent to conditions (3) and (4). The importance of condition (3) (which in fact does not hold for all hyperbolization procedures) is that it is needed to prove Theorem 7.7 which states that every closed triangulable manifold in cobordant to a negatively curved one.
Conditions (2) and (4) imply that if K is a manifold (resp. orientable manifold) then so is x(K). Another condition we might require is the following.
(6) (Covered by bundle map). If the underlying polyhedron of K is a manifold, then cp : S(K )) -+ K is covered by a map between the stable tangent bundles.
A weaker version of (6) is the following. (6'). (Pontryagin classes). If K is a manifold, then the map cp pulls back the rational Pontryagin classes of K to those of S(K).
Following [21] we now discuss in detail the "product with interval procedure" of [9, Section 4b] and the "Moebius band procedure" of [12, Section 3.4, p. 1141. The product with interval procedure does not satisfy condition (3) above, while the Moebius band procedure does not satisfy condition (4) (orientability). There is, however, a closely related construction of Gromov [ 12, p. 1161 which does satisfy conditions (l)-(6). It is described in detail in [9, Section 4c] and more briefly in Section 7 of this paper. On the other hand, as Gromov points out, this last procedure yields spaces whose fundamental groups obviously contain copies of Z x H and hence are not word hyperbolic.
Let %',, denote the category of cell complexes of dimension in. A morphism cp : P --+ P' in %$ is an isomorphism of P onto a subcomplex of P'. Let p&n denote the category of piecewise Euclidean polyhedra of dimension in. A morphism 8: X + X' in 9V,, is an isometry onto a totally geodesic subpolyhedron of X'.
The product with interval procedure: We shall define, for each integer n 2 1, a functor 9" from %?,, to g&,,. In fact, for a cell complex P, the polyhedron Y"(P) will have the structure of a cubical Euclidean cell complex. If dim P 5 1, then put 9l(P) = P and declare each edge to be isometric to the interval I = [ -1, 11; _$1 also leaves morphisms unchanged.
Let Pck) denote the k-skeleton of P. Suppose, inductively, that & has been defined for k < n. We define & as follows. If dim P < n, then put 9n(P) = 9n.-I(P) x { -1, + 1). If c? is an n-cell, put &(o") = & 1(W) x I. Finally, if P is an arbitrary n-dimensional complex, then define .9,,(P) to be the result of gluing a copy of ,&(o") onto 9n(P("-1)) for each n-cell 0" in P via the isometric embedding ~~_l(i)xid:~~_,(~o")x~-l,+l}~~~_,(Pcn-l))x { -1, + 11, where i: 88 + P'"-') denotes the inclusion.
By the inductive hypothesis, ,a,_ 1 (Pcnml' ) and & 1 (W) are both cubical Euclidean cell complexes. Since the product of a regular (n -I)-cube with I is a regular n-cube, &(o") (= X## _ 1(W) x I) is a cubical Euclidean cell complex; hence, so is &(P).
If cp : P + P' is a morphism in %?n and dim P < n, then Ynp,(cp) is defined to be & 1 (cp) x idi_ ,, + I;. In the general case, this gives a definition for the restriction of &(cp) to PC"-I). The definition is extended over Yn((r"), (T" an n-cell of P, by the formula Y,Jcp 1 a") = & l(rp 1 &Y) x idI. It is not difficult to show that the image of Y,,(P) is totally geodesic in A(P').
LEMMA 2.1. The group (h/2)"-' is a group of natural automorphisms of YE.
Proof For any object P in %7,, we need to define (n -1) commuting involutions ", 1, . . . , z, n _ 1 of Yn(P). The involution T,,, 1
switches the two copies of 9" _ 1 (Pen-") and acts as id x r where r : I + I is reflection. Suppose by induction that we have defined commuting natural involutions zk. i, . . . , TV,_ 1 of J$, for 2 I k < n. For i>1definez,,ion~~_1(P("-1))~{-l,+1}tober,_,~i_,xid~_~,+~~andon~~(a")tobe fashion we see that YJP)/(h/2)"-' can be identified with a subspace of&(P) and that this subspace deformation retracts onto PC'). Thus, P(l) is a retract of Y,,(P).
The Moebius band procedure: Let %iub be the full subcategory of %$ consisting of the cubical cell complexes of dimension <n. By a construction very similar to the product with intervals procedure, we shall define a functor J$ : %iUb + 98" called the "Moebius band procedure". One advantage of this construction over the product with interval procedure is that it is independent of n, that is to say, the restriction of A, to the full subcategory Q?frbl is equal to JY~ _ 1. Hence, we can safely drop the subscript and write A for Jlt,.
The restriction of A' to %?yub is equal to the restriction of Y1, i.e. if dim P I 1, then _/Z(P) = Yl(P) = P. Suppose, by induction, that A! has been defined on the full subcategory %,c!!~, of G?z;ub. Since A! is a functor, the group of combinatorial symmetries of an n-cube 0' acts on A(8 0 ") as a group of isometries. Let a : Cl" + 0" denote the central symmetry (i.e. a is the antipodal map if 0" is a regular Euclidean cube centered at the origin). Define an involution r on A'(8Cl") x I by t: (x, t) + (A'(a)(x), -t). Put
(When applied to a square this procedure yields the Moebius band; hence, the terminology.) Note that the image of (JJ(80")
x (-1, l})/ r in A( Cl") is canonically identified with A'(8O"). Hence, for a cubical complex P of dimension n, we define A(P) to be the result of gluing a copy of A( On) to _A(P'"-')) for each n-cube in P via the above identification. We may assume, inductively, that .AI(P("-')) and A(aU") are cubical Euclidean complexes. Hence, &(a 0 ") x I is naturally a cubical Euclidean complex. Since the central involution a freely permutes the faces of a q ", the involution z freely permutes the cells of &(a 0 ") x I and, hence, the cubical cell complex structure on &(a0 ") x I descends to one on A!( 0"). It follows that the cubical Euclidean complex structure on J+!(P'"-") extends across each A( [3 ") to give such a structure on A(P).
As with &,, the restriction of ~8 to %?',cu-", is extended to morphisms in wiUb by taking the product with the identity map on the I-factor. (That this is well-defined depends on the fact that the involution a is in the center of the group of combinatorial symmetries of the n-cube.) Both hyperbolization procedures, $, and A, described above are defined inductively by gluing together nonpositively curved polyhedra along totally geodesic subspaces. It follows from Gromov's gluing lemma (cf. [9, p. 3621 Relatioe hyperbolization: There is a relative version of the product with interval construction which has been described and exploited by Hu in [ 161. Suppose that K is an f&-cell complex, that it is a subcomplex of a (combinatorial) cell complex P, and that every cell in P -K is of dimension <n. We shall define a piecewise Euclidean polyhedron &(P, K) which contains K as a totally geodesic subcomplex.
To begin with, put
. By passing to the barycentric subdivision of P, we may assume that P and K are simplicial complexes and that K is a full subcomplex. (This means that if the vertices of c are in K, then fl c K.) Since K is full, K n g" is a face of cr" and, hence, a totally geodesic subspace of K. Using the gluing lemma, it then follows, as before, that each copy of K is a totally geodesic subspace of &(P, K) and that if K is nonpositively curved then so is LQP, K). (It should be noted however, that the metric on K, induced by the intrinsic metric on &(P, K), while locally the same as the original metric on K, need not be globally the same.) Remark 2.2 also carries over to the relative version: @J/2)"-' acts on .Y,,(P, K) and P"'u K is a retract of Y,,(P, K) (see [16] ).
Any relative hyperbolization procedure should have the following two properties: if P and K are as above then (1) is a regular m-gon, we get the diagram l m l (so that any value of m 2 3 can occur). In this case, W(a2) is the dihedral group of order 2m. For n > 2, the only other possible value of m is 5 and it occurs only when n = 3 (the dodecahedron) or n = 4 (the "120-cell"); the corresponding Coxeter groups are denoted by H3 and H4, respectively. The group A, is the symmetric group of degree n + 1. (Consider its action on the vertex set of A'.) Thought of as a subgroup of O(n), the group B, is generated by all permutations of coordinates and sign changes; hence, as an abstract group it is the semidirect product of (Z/2)" and the symmetric group of degree n. Explicitly, so changes the sign of the first coordinate, and si, 1 5 i 5 n -1, switches the ith and (i + 1)th coordinates.
Coxeter orbijolds: The quotient space of a locally smooth, proper action of a discrete group on a manifold has the structure of an orbifold, where, roughly speaking, an "orbifold" X" is a space together with local "charts" such that each point .y has a neighborhood of the form KY/G, for some finite linear group G,. (For precise definitions see [23, Chapter 133 or [ 15, Section 41 .) The group G, (which is only defined up to conjugation in GL(n, R)) is called the local group at x. An orbifold X" is a rej7ectofold if each local group is a finite reflection group. Since the orbit space of a finite reflection group W on Iw" has the form C' x KY', where [w"-' is the fixed subspace and C' is a simplicial cone in [w', it follows that a reflectofold X" has a natural structure of a manifold with corners: a point x E X" belongs to the relative interior of a codimension i stratum if and only if G, is a Coxeter group of rank i. The only Coxeter groups of rank two are the dihedral groups: a codimension two stratum of a reflectofold is labeled m if the associated local group is dihedral of order 2m.
Suppose that X" is a reflectofold and that the codimension one strata are F1, . . . , Fk. Then X" is a Coxeter orbifold if the following two conditions hold: Let (IV, S) denote the associated Coxeter system. There is an orbifold covering 2" -+ X" with Was group of covering transformations. The space 2" is a manifold; it is constructed by pasting together copies of X" (one for each element of W) in the obvious manner (see The Coxeter orbifold Q": We shall define an orbifold which will be important in the next section. (Coincidentally, this same orbifold turns up in a different context in [7] as the quotient orbifold of an action on Tomei's manifold of isospectral tridiagonal matrices,)
The underlying space of Q" is the cube [0, 11". The mirrors are named as follows: the ith-right mirror, denoted Ri, is given by Ri = {x E [0, 11" 1 Xi = l}, the ith-left mirror, denoted Li, is given by Li = {XE [0, 11" 1 xi = O}. The corner Ri n Ri+ 1, 1 5 i < n -1, is labeled 3; all other corners are labeled 2. To check that this defines an orbifold structure we must check that the induced Coxeter group at each face is finite. But this is clear, for example, the local group at the rightmost vertex RI n ... n R, is A,, at the opposite vertex L1 n a.. n L, it is (A,)" (= (Z/2)"). Let ri (resp. e,) be the generator for the Coxeter group rryb(Q") corresponding to Ri (resp. Li). The corresponding Coxeter diagram is the following: Proof: Word hyperbolic groups do not contain Z x Z (cf. [ 11, Theorem 8.34, p. 1561) . H
HYPERBOLIZATION OF THE BOUNDARY COMPLEX OF A REGULAR CELL
In this section we show that when the Moebius band procedure is applied to the boundary of an n-cube or when the product when interval procedure is applied to the boundary of a simple regular n-cell, the result is a finite orbifold covering of Q"-' (the orbifold described in the previous section). The fundamental group of this covering is a subgroup of finite index in nprb(Q"-'); hence by Corollary 3.3, it is not word hyperbolic for IZ 2 4. For any cell complex K and any subcomplex K' c K, the hyperbolization of K' is totally geodesic in the hyperbolization of K, and hence the fundamental group of the hyperbolization of K' injects into that of K. It follows that for n 2 4, the result of hyperbolizing an n-dimensional cubical or simplicial cell complex by either the Moebius band or product with interval procedure can never be given a metric of strictly negative curvature.
As in Section 3, B, denotes the symmetry group of the n-cube 0 " and {so, . . . , s, _ 1 } is its set of fundamental generators. From (2), it follows that the projection _k!(aCl"+ ') --+ 0" is the orbifold covering corresponding to the homomorphism defined by i&,(8) = ai, Gn(fi) = Si. Moreover, since _#(aOn") is a manifold (viewed as an orbifold with all local groups trivial), @,, induces an injection on the local groups of 0". In particular, on a codimension two face, the local group maps isomorphically to a dihedral subgroup of B,, 1 whose order determines the label on the face. For example, the local group on Ri n Ri + 1 is the group generated by ?i and ?i + 1 which maps isomorphically onto <si~si+l)=D~CB"+l so this face has label 3. Similarly, Ri n Lj, i # j, has local group isomorphic to (si, aj) = 212 x H/2 c B,+ 1 and hence is labeled 2, and so on. Thus 0" can be naturally identified with Q" and iJ,, with (P,,.
It remains to check (1) and (2). We do this by induction on n. For n = 1,
so (1) and (2) To verify (2) we compare Q"'-' x J with Q"" as orbifolds. The former is an orbifold with boundary (where IY(Q"~-' x J) = on-' x { 1) = R, and where the local group is trivial on this boundary). On the other hand, in Q"", R, is a mirror. To see this, note that the element %lOf&I+1 takes one top-dimensional face of 8 0 "+ ' to an adjacent one, fixing pointwise an (n -1)-dimensional face q "-'. It follows that A&) acting on A(3Ci"+') takes one copy of A( Cl") to another, fixing their intersection A(On-'). The image of A(Cl"-') in 0" is precisely R,, so we conclude that in Q"", R, is a mirror with corresponding reflection A(s,).
For a point x in Q""-' x J not on the boundary, the local structure for x in Q""-' x J is the same as its local structure in In Section 2 we showed that (A,)"-' is a group of natural transformations of the product with interval functor Xn. Thus, if G is any group of symmetries of an n-dimensional
By an argument entirely similar to the proof of the previous proposition we get the following. 
the Coxeter groups I$~(Q"), W(a"+'), and (A,)"-', respectioely.
The following two corollaries now follow from the discussion at the beginning of this section. 
COROLLARY 4.4. Let P be a cubical complex of dimension at least 4. Then z1 (A(P)) is not word hyperbolic. Similarly, if P is cubical or simplicial of dimension 24 and n 2 sup(4, dim P}, then zl(&(P))
is not word hyperbolic. If we cut open the n-torus along the standard system of subtori we obtain the n-cube 0 "; moreover, rc : 0 " + T" is the standard quotient map. then has a "face structure" which is combinatorially that of an n-cube. We make this precise below.
CUITING OPEN A MANIFOLD ALONG A SYSTEM OF SUBMANIFOLDS
For each subset J of {l,..., n} there is a two-sided system 3" of submanifolds in G defined by % = l&n Y)i$J. Here we allow J = 8, so that JZ 0 ?? is the codimension 0 face of itself. A face can be empty and it need not be connected; however, a face of codimension L' is a union of codimension e strata in the manifold with corners structure on 4 0 CV.
In the next lemma we record the fact that the faces of M 0 ?V have the same index set as do the faces of 0". If M has a Riemannian metric, then there is an induced Riemannian metric on M 0 g. In the next lemma we record two elementary observations. 
A HYPERBOLIC MANIFOLD WITH A SYSTEM OF TOTALLY GEODESIC SUBMANIFOLDS
Recall that B, denotes the symmetry group of the n-cube. It has a standard orthogonal action on [w" generated by all permutations of coordinates and sign changes. The sign changes are generated by involutions Ti, i = 1, . . . . n, where ri denotes the linear reflection across the hyperplane xi = 0.
Our goal in this section is to prove the following theorem. Remark. In this corollary the meaning of the word "face" is as in the previous section: a k-dimensional face of Xn is a union of k-dimensional strata. In particular, a face need not be connected. Statement (4) asserts that each O-dimensional face is connected; however, in general we do not know if it is possible to find such X" with all faces connected.
Proof of Corollary 6.2. It follows from Lemma 5.8 that X" is connected. It is compact and orientable since M" is. The B,-action on M" lifts to one on X" (cf. Remark 5.5). Statements (2))(4) follow, respectively, from parts (2)- (4) All known methods for constructing closed hyperbolic manifolds in arbitrary dimensions involve the arithmetic of quadratic forms, e.g. see [14, 18, 191 . Our construction of M" involves such a standard procedure. We can identify B, as a subgroup of O(q) generated by all permutations of el , . . . , e,, and reflections ri, i = 1, . . . . n, where ri is the reflection which sends ei to -ei and fixes the orthogonal complement to et. Thus, B, fixes the vector eo. Fori = l,..., n, let Pi denote the intersection of the orthogonal complement of ei in I?'+ ' with HI", that is, Pi is the hyperplane in I-I" defined by Pi= fXEW"IXj=O)* Then P, n ma+ n P,, is a single point p, where p = (l/G, 0, . . . , 0). The group B, fixes p and acts on T'W" via the standard representation.
We suppose from now on that I is some torsion-free normal subgroup of O(q). We put M" = I-P/I-.
Then M" is a closed, connected hy~rbolic manifold. Let a: W" + M" be the covering projection and put
Since B, normalizes r, it acts via isometries on M". In the following lemma we prove a large part of Theorem 6.1. (Only statements (4) and (6) of Theorem 6.1 are missing; (4) is replaced by the weaker (4)' in the lemma.) Proof Each &, being the image of a connected space, is connected, and q is clearly contained in the fixed set of ri. Since the fixed set of any smooth involution is a submanifold, it follows that each & is an embedded submanifold and a component of the fixed set of ri. Thus, g is a system of closed, connected, codimension one submanifolds. Since ri is an isometry, (2) holds; since the ri commute, (3) holds. Statements (4)' and (5) are obvious.
n Hence, it remains to verify properties (4) and (6) of Theorem 6.1. With regard to (6) the following result is immediate from the fact that SOO(n, 1) is connected. We now focus on property (4) of Theorem 6.1. Suppose that z E Y, n ... n x and that 2 is a lift of z to W". We seek a condition on I which will insure that z = y, i.e. that z" = yp for some y E I. Let yi in I be such that yiPi is the component of x-r(x) which contains .?. Since the vector ei is a unit normal to Pi, yiei is a unit normal to YiPi. Since the YiPi intersect orthogonally at F, we have that The lemma is obvious. Perhaps the only point which needs comment is the appearance of the group B, in statement (iii). The reason is that in passing from (ii) to (iii) there is no reason to choose ei as the unit normal to Pi rather than -ci. Similarly there is no preferred ordering for { yiei , . . . , y,,e,,}. These sign changes and permutations of coordinates are accounted for by B,.
We remark that if there is an element y in I such that [ + e, yi ci, . . . , ynen] = by, for some b E B,, then y is unique. For if bI y1 = bzyz, then y1 yz -1 E B,. Since I is torsion-free, it follows that yr y;r = 1.
It turns out that Lemmas 6.4 and 6.5 can be used to complete the proof of Theorem 6.1 if we choose I to be an appropriate congruence subgroup of O(q).
Let p be a prime ideal in A. Then A/p is a finite field and the form cp induces a nonsingular bilinear form 'p,, on ( where yi E I and q(Yici, yjcj) = 6ij. Since Yi E I, yiei E ci (mod f). Hence, the vector e, which generates the orthogonal complement to the lattice spanned by yiei , . . . , yn e, , satisfies e = +ec(modY).
Therefore, either the matrix Y+ = Cc ylel, . . ..ynenl or y_ = [-e,y,e, ,..., ynen] lies in r.
n To complete the proof of Theorem 6.1 we need to show that we can find a congruence subgroup which is contained in SO,(n, 1). Any g E O(n, 1) has det(g) = f 1. If y E I(p), then det(l(y)) = det(1) = 1 E A/p. Hence, det(y) 3 1 (mod p). If 2$ p, then + 1 and -1 are not congruent modulo p and so this forces y to lie in SO(n, 1). The problem of insuring that a congruence subgroup is contained in the identity component of SO(n, 1) is subtler, but it has been solved in [19, Proposition 4 .1, p. 1203.
LEMMA 6.7 (Millson-Raganuthan).
There is an ideal 9 in A, which is a product of (finitely many) suitably chosen relatively prime ideals, such that the congruence subgroup r(9) is contained in SO&, 1).
For the reader's convenience we sketch a proof, which was explained to us by G. Prasad. First we need to recall the notion of the "spinor norm". Suppose that cp is an mdimensional quadratic form over a field K, and denote the associated symmetric bilinear form Km x Km + K by (v, w) -+ v. According to [lo] any isometry geO(cp; K) can be written as a product of orthogonal reflections g = rv, "'r",. The spinor norm pK(g) is defined to be the image of the product cp(vl)~~~cp(v,) in K*/(K*)'.
It turns out that p,:SO(cp; K)+ K*/(K*)* is a well-defined homomorphism. We note that the abelian group K*/(K*)2 is 2-torsion.
For example, if K = [w, then (rW*)2 consists of the positive reals and, hence rW*/(rW*)' is cyclic of order two. The kernel of pn: SO@, 1) + Z/2 is obviously SO&, 1).
Proof of Lemma 6.7. Let K = Q (,,h) and let cp be the quadratic form on A "+ ' defined after Corollary 6.2. We shall show that there is an ideal 9 such that I($) is contained in the kernel of pK : SO(q) + K */(K *)2. Since the kernel of pK is contained in the kernel of pn this will complete the proof. The key observation is that the group SO(q) is finitely generated. (The reason is that W 2/SO(q) is compact.) Hence, pK takes SO(q) onto a finitely generated subgroup J of K*/(K*)2 (J z (Z/2)m for some m).
Since SO(q) is finitely generated, we can find a finite set of vectors I' in K"+l so that every element of some generating set for SO(q) can be written as a product of orthogonal reflections with respect to vectors in I'. Clearing denominators, we can assume V c A"+l. For a given UE V, q(u) is a unit except at finitely many places, i.e. Icp(u)l, = 1 except for finitely many places p. Hence, we can find a finite set of places S so that cp is nonsingular modulo primes outside of S and so that 1 (p(u)/,, = 1 for all u E I' and p # S. For a prime ideal p of A, let k, denote the residue field Atp)/~A(p,. For primes not in S, the spinor norm descends to k,. (In other words, if 'pp denotes the quadratic form on k:"induced by cp and if, for g E SO(q), gp denotes the element of SO(cp,) obtained from g by reduction mod p, then pk,(gp) equals the image of pK(g) in kp* read modulo (kp*)2.)
By the Cebotarev density theorem, given any x E A* -(A*)2, x is not a square modulo p for half the primes outside of S. Hence, choosing a representative x E A* for each generator of J, we can pick a prime ideal px such that x is not a square in kPx. Taking 9 to be the product of the px we will then have that F(9) c kerp,. 
POLYHEDRON
Recall from Section 2 that 98" is the category of piecewise Euclidean polyhedra of dimension I n. Let 9'%n denote the category of piecewise hyperbolic polyhedra of dimension < n. Morphisms in both categories are isometries onto totally geodesic subcomplexes.
Let X" be the hyperbolic n-manifold with corners constructed in Corollary 6.2. Proof The polyhedron K can be constructed as a quotient space of a disjoint union Z? of copies of standard Euclidean cubes. Such a standard cube may be viewed as a face of a fixed n-cube 0 ". The equivalence relation on i is defined by identifying various faces via isometries viewed as elements of B,. By Corollary 6.2(l), the poset of faces, of X" is B,-equivariantly isomorphic to the poset of faces of Cl". To construct K, one replaces each k-cube in i by the corresponding k-face of X ". Call the resulting disjoint union ix. To each isometry in the equivalence relation on Z? the associated element of B, gives an isometry between the corresponding faces of X". By definition Kx is then the quotient space of I?x by the resulting equivalence relation. The map q : Kx + K is then defined on each face of Kx via the mapfof Corollary 6.2(5). Statement (1) is now obvious. Sincef: X" + Cl" is degree one on each face, statement (4) follows as in [9, Section Id, p. 3543. Since the faces of X" intersect orthogonally, the link of a face of X" in X" is isometric to the link of a face of Cl" in 0". Statement (2) follows. Statements (3) and (5) follow from (2) and Theorem 1.6. H Dejinition 7.2. Suppose that K is a cubical cell complex of dimension 5 n. A projection to 0 ' is a cellular map p : K + 0" such that the restriction of p to any cell is a combinatorial isomorphism.
If K admits a projection to Cl", then the piecewise hyperbolic polyhedron Kx of the previous proposition can be obtained as a fiber product:
That is to say, Kx can be identified with the subspace of K x X" consisting of all (k, x) such that p(k) = f(x). PROPOSITION 7.3. Suppose that K is a cubical cell complex homeomorphic to a smooth or PL manifold (i.e. K is a smooth or PL "cubization" of a manifold). Suppose further that K admits a projection p : K + 0". Then:
(1) Kx is embedded in K x X" with trivial normal bundle.
(2) The rational Pontryagin classes of Kx are the pullbacks (via q) of those of K.
Proof: The proof of (1) is similar to that of Propositions (lf.3) and (lf.5) in [9, p. 3571. (These propositions are the PL and smooth cases, respectively.) For example, in the smooth case the argument goes as follows. Viewing I7 " as [0, 11" c Iw", the space Kx is the inverse image of 0 E [w" under the map $ : K x X" + R" defined by (k, x) + p(k) -f(x). Assuming, as we may, that f is transverse to each face of El", we have that 0 is a regular value of $; statement (1) follows. Statement (2) follows from the fact that the rational Pontryagin classes of any hyperbolic manifold (e.g. M" or X") are trivial together with the Whitney product formula. H We can apply the above construction to the result of a (nonstrict) hyperbolization procedure. For our purposes the most useful procedure is the second construction of Gromov [12, p. 1161 which is described in detail in [9, Section 4c] . For the reader's convenience we shall briefly recall this construction below.
Gromov's second construction: As in Section 2, let %" be the category of cell complexes of dimension < n and let %zrnp be the full subcategory of %?" consisting of simplicial complexes.
We shall define a hyperbolization functor '9,, from %Ziimp to 9V,, satisfying conditions (l)- (6) of Section 2. We first define the hyperbolization of an n-simplex $ (A") If Question 7.4 can be answered affirmatively then condition (6) of Section 2 also holds. n
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