Sign languages have been proven to be natural languages, as capable of expressing human thoughts and emotions as traditional languages are. The distinct visual and spatial nature of sign languages seems to be an insurmountable barrier for developing a sign language "word processor". However, we argue that with the advancement of computer graphics technology and graphical implementations of linguistic results obtained from the study of sign languages, "writing" in a sign language should not be difficult. We have pursued exploratory work in constructing virtual gestures, applying hand constraints to facilitate the creation of natural gestures, and combining these gestures into meaningful American Sign Language (ASL) parts that follow the ASL Movement-Hold model. The results, although preliminary, are encouraging. We believe that effective sign language composition is possible with the implementation of easyto-use graphical user interfaces and the development of specialized data management methods.
INTRODUCTION
When mentioning the word language, we automatically think of words, phrases, and sentences. Studies on languages and gestures suggest that both are representations of a single system [6, 7] . Fundamentally, languages and gestures differ only in their modalities of production (oral vs. gestural) and perception (aural vs. visual).
Naturally, the hard of hearing people depend on visual and gestural faculties as their main avenues of communication. Sign languages have been proven linguistically to be natural languages [4, 11] , just as capable of expressing human thinkings and feelings as traditional languages are. Sign languages are also a medium between the hearing world and the deaf community.
There is no standard writing system that can be used to transcribe the signing information. In fact, there may be different notation systems even in the same sign language [3] . Furthermore, to people with hearing impairments a writing system of a sign language is like their second language. Their native language heavily depends on visual and gestural channels and the space around themselves.
The visual and spatial nature of sign languages contributes to the lack of "editors" in such languages. The current writing systems, while making full use of various suggestive 2D icons or phonetic symbols, are indirect, unnatural transcriptions and transformations of the 3D expressions inherent in sign languages. The symbol representation for a sign language is, in fact, a text encoding of spatial contents. There are three options for non-text representations and displays: (1) analog (video recording); (2) digital (recording on a compact disk); and (3) parametric (virtual signing gestures generated at runtime from gesture feature parameters). Due to their inherent limitations, the first two display formats are unsuitable for smooth signing: they are pre-recorded and the video clips cannot be edited and combined into a larger and smoother video clip. A promising, direct and natural writing system representation is offered by the third option: a human avatar signing in a virtual environment.
Today, life-like virtual human figures can be constructed (examples can be found in [1, 13] ). These human avatars can imitate human actions and even facial expressions. All the body joints and featured parts (such as eyebrows or mouth), represented as various parameters, are under control in their motions, thus allowing the creation of virtual gestures.
The use of virtual human figures in sign language studies is ongoing [2, 3, 12] . The main problems with these studies' results are that the users have to know English to utilize them and that there is no user control over the signing avatar. Therefore, the users cannot create new sign language "words" or "phrases", which is a significant limitation because a natural language should be open for extending its contents. The lack of easy-to-use interfaces also makes it difficult for the beginners to benefit from the results of these studies.
In this paper, we discuss design issues related to developing a sign language interfacing system and report several initial design and implementation results for such a system. By interfacing, we mean that the system is not simply a "software
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April 2-7 | Portland, Oregon, USA bridge" between the computer graphics and sign language linguistics, but a sign language "writing platform", similar to a word processor software for a traditional language. In this platform one can create basic sign language parts in the form of virtual gestures, and combine these parts into sign language "words", "words" into "phrases", and "phrases" into "sentences".
We first give a general description of the interfacing system and the design principles considered. Then, we investigate problems in the design of the system, present possible solutions for these problems, and show several results that justify our proposed solutions. Finally, we present our conclusions.
SIGN LANGUAGE INTERFACING PHILOSOPHY
The ultimate goal of our sign language interfacing system is to provide a simple and effective sign language "writing environment", similar to some degree to a common word processor for a traditional language.
The visual and spatial features of a sign language require the inclusion of a 3D virtual human figure who can produce the gestures humans naturally make. From these virtual gestures basic linguistic parts of a sign language can be constructed. Furthermore, similar to a text editor that supports the creation of new words and phrases, the sign language interfacing system should provide an interface for the construction of new signing parts. This means that the users of the system should have full control over the motions of the human avatar's moving parts (such as fingers, arms, and eyebrows).
In a traditional language there is a standard writing system, whereas no standard notation system exists in a sign language. To transcribe, store, and retrieve sign language linguistic parts, the interfacing system should not depend on a specific notation system (such as Stokoe or Sutton systems). The system should provide icons and symbols of several notation systems or an interface for creating representative symbols of user-defined transcription codes.
In a text editor, letters, words, and phrases are sequentially juxtaposed, but in a sign language there is a transitional process between two signing parts in which the two parts exert influence over each other. For example, there are four typical variations in a phonological process: movement epenthesis, hold deletion, metathesis, and assimilation [11] . In graphical implementations this presents a movement-control-overtime design problem. Thus, the interfacing system should offer a mechanism of adjusting (editing) the motions of avatar parts during a certain time interval.
For the sign language interfacing system to function as a "writing platform" similar to a word processor, a key issue is how to retrieve in the shortest time a signing part from the sign language corpora. Also, at a lower level of modeling, another key issue is how to quickly and effectively construct larger linguistic parts from the basic ones.
As this type of interfacing software is designed for people with various educational backgrounds, usability is a major issue, especially for the hearing impaired people who lack basic education and training. Therefore, the system should work the way the users think it would. In other words, it should follow a basic rule of HCI design: the program model should conform to the user model [9] . Easy-to-use graphical user interfaces (GUIs) are essential for these tasks.
PROBLEMS AND PROPOSED SOLUTIONS
In this section, we elaborate on the problems for designing the interfacing system, propose solutions for them, and justify these solutions with several preliminary results and prototypes. ASL is the sign language considered.
We found that while the concept of "articulatory bundle" [5] (which describes hand posture with hand configuration, point of contact, facing, and orientation) provides good guidelines for designing virtual signing units, it is more effective to use graphical designs and implementations when dealing with the five basic linguistic parameters of a sign language: location, handshape, orientation, movement, and nonmanual signals (NMS) [11] . We have also considered the "local movement", a special case of the movement parameter. The Movement-Hold model [5] is embedded in the graphical implementation of phonological and morphological parts.
Gesture Space and Location
According to McNeill's studies on human making gestures, the gesture space is "a shallow disk in front of the speaker [6] ." McNeill divided the gesture space into different sectors and found that different gestures tend to fill in specific sectors. The gesture space can be considered the space domain of hand motions.
Liddell and Johnson's description of "point of contact" (POC) [5] provides a direct guidance for the implementation of location in virtual signing. They illustrate ¢ ¡ major body locations and give detailed explanations of articulatory locations on the head, the torso, and the arm. We found that other POC features such as proximity and spatial relationships are also helpful in graphical representations.
A requirement for modeling human body and having a hand arrive at a given location is to take into consideration the biomechanics inherent in the human body. Here, the movement of the human body is seen as the combination of motions of the body skeleton. Therefore, the human body is modeled as a robotic manipulator with a large number of degrees of freedom (DOFs) at its joints. There are various motions at different joints [8] , for example the wrist has two kinds of motions: (a) flexion and extension, and (b) radial and ulnar deviation (side-to-side movement).
With such a large number of joints, there is no analytical solution for the problem of moving a hand to a predefined location. To simplify the location problem, the body is divided into smaller parts, for example the hand part and the arm part. Thus, the movement of a specific part becomes simpler. A software such as IKAN [10] provides an analytical and numeric solution for an anthropomorphic arm or leg. We are currently working on embedding it into our virtual hand model in order to resolve the complex location problem in real time.
Based on our experience with modeling hand movement (where we have to deal with significantly more DOFs than in the arm), we believe that heuristic methods combined with the application of hand constraints can provide efficient solutions to modeling the movement of an object with large number of DOFs (more details are given in the next subsection). Thus, we are also exploring the use of these methods in modeling locations in the signing process.
Handshapes and Hand Orientation
The handshape is the most important phonological part of ASL. Moreover, there are as many as ¤ £ DOFs in one hand (if considering the palm orientation), which is the reason why we chose hand modeling as the first step of designing the sign language interfacing system. Based on considerations of hand biomechanics, we have constructed a life-like virtual hand that can generate all types of handshapes.
The motions of the fingers, thumb, and wrist are represented as various rotations at hand joints around specific joint axes. Thus, a hand configuration is only a set of joint rotation angles. The hand orientation is seen as part of typical hand motions, namely rotations at the wrist and motions coming from the forearm. These considerations naturally conform to the biomechanical studies of the human body [8] . Figure 1 shows several examples of handshapes. We also constructed a GUI for adjusting hand joint angles so as to generate different handshapes. To support the creation of natural handshapes and quicken the generation process, we applied hand constraints to our virtual hand model. An example of a hand constraint is given by the bending of the middle finger: the ring and index fingers follow the middle finger's bending movement. The application of hand constraints have greatly helped us in the construction of handshapes.
Nonmanual Signals
We are currently considering incorporating into our virtual signing process fundamental nonmanual signals such as eye movement, head tilt, and mouth opening and closing. Modeling complex facial expressions is a challenging topic in computer graphics, while some basic facial expressions can be produced without much difficulty. The modeling of face and facial expressions constitutes part of our future work.
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