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ABSTRACT

Author: Ural, Serkan. PhD
Institution: Purdue University
Degree Received: December 2017
Title: Global Optimization Approach to the Labeling of Airborne LiDAR Point Clouds.
Committee Chair: Jie Shan
Airborne LiDAR systems provide an unstructured 3D sampling of the objects on and above the
ground. Building extraction has traditionally been among the most sought-after applications of
airborne lidar topographic mapping along with digital elevation model generation. Extracting
buildings from point clouds requires the labeling of the point cloud. Recent methods take
advantage of the point properties calculated within a local neighborhood to achieve such labeling.
Considering only the properties of individual points however, disregards spatial coherence. The
relative change of point properties in the immediate surrounding of each point as well as spatial
relationships between neighboring points need to be examined to account for spatial conformity.
This dissertation, formulates the point labeling problem under a global graph-cut optimization
solution. The energy function, represented by a graph formulating a Markov Random Field (MRF),
consists of a data term and a smoothness term. The solution to the labeling problem is obtained by
finding the minimum-cut on the graph.

We have employed this framework for three different labeling tasks on airborne lidar point clouds.
Ground filtering, building extraction, and roof-plane segmentation. We tested our ground filtering
algorithm on 15 ISPRS test samples. The results show that an average accuracy of 91.3% can be
achieved with an average Type I error of 17.4% and average Type II error of 7.2%. We tested our
building extraction results on two airborne lidar datasets with different point densities containing
933,932 points in one dataset and 753,876 points in the other. Test results for building vs. nonbuilding point labeling show that we could achieve 97.9% overall accuracy with a kappa value of
0.91 for the dataset with 1.18 pts/m2 average point density and a 96.8% accuracy with a kappa
value of 0.90 for the dataset with 8.83 pts/m2 average point density. In addition, we have also
evaluated the transferability of collected training from one dataset to another dataset that is
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acquired at a different time and place with similar point density. We were able to successfully label
points in one dataset with the training data collected for other.

In summary, our framework could successfully label points in point clouds with different
characteristics for all three labeling problems we have introduced. It can handle airborne lidar
datasets with similar acquisition characteristics using the same training samples. Observed
mislabeling occur mainly for low points and discontinuities in ground filtering. In building
extraction, trees too close to the rooftops cause mislabeling of building roofs as trees. Dense tree
tops with no local vertical sampling are often mislabeled as buildings.

1

INTRODUCTION

1.1

General

Remote sensing is widely used for land cover classification and extraction of ground features
which may include man-made or natural structures. Variety of platforms and sensors are used for
these tasks, including airborne and satellite imagery utilizing a wide range of the electromagnetic
spectrum as well as SAR (Synthetic Aperture Radar) and LiDAR (Light Detection and Ranging)
sensors. Among these technologies, LiDAR is increasingly utilized for remote sensing of the earth
as an emerging technology in the last two decades. It is considered as one of the most important
data acquisition technologies introduced for geospatial data acquisition lately (Petrie and Toth,
2008). LiDAR is extensively and routinely used today in topographic mapping as a direct 3D data
collection technique.

Most common airborne LiDAR sensors use directed laser (light amplification by stimulated
emission of radiation) pulses emitted at specific intervals to calculate the ranges to the footprints
of these reflected pulses followed by the calculation of their 3D locations. These calculated
locations provide 3D sampled representations of the terrain and the objects on the terrain with
varied densities depending on the operational parameters of LiDAR data acquisition. However,
simpler representations are required for practical purposes for many applications with respect to
more efficient analysis, operability and data size. Extracting meaningful information of ground
features using this type of LiDAR sensor data requires classification and segmentation of these
unstructured sets of points which are often called “point clouds”.

Many algorithms have been developed over the years for processing remote sensing imagery to
extract a variety of required information that are used in a wide range of applications in many
disciplines. Theories, methods and algorithms from different areas including signal and image
processing, pattern recognition, machine learning, computer vision, statistics etc. have been
adopted, tailored and improved for the requirements of the professionals in different areas who
require processing of remote sensing imagery for their applications. Today’s remote sensing
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community has a powerful set of mature tools along with ongoing research to achieve better
algorithms, methods and frameworks for better results.

Distinctive nature of unstructured LiDAR point clouds from the structured raster properties of
remote sensing images prevents direct implementation of most of these methods and algorithms
that are successfully applied to remote sensing images. Since the emergence of the use of LiDAR
scanning for topographic mapping, methods and algorithms specific for LiDAR point cloud
processing to extract information on Earth’s topography as well as the natural and man-made
features have been studied. Some of these algorithms transform the point clouds into a structured
2D range image which allows the implementation of raster based methods to extract information
from LiDAR data. This approach has its benefits since it allows the use of many robust methods
developed for raster processing over the past decades. It also has disadvantages since this
transformation from the point cloud to the range images may cause loss of information due to
generalization which may only be preserved when the properties inherent to the unstructured
nature of 3D point clouds are exploited.

There is also considerable effort of recent research focused on the exploitation of the 3D structure
of LiDAR point clouds for extracting ground information. This line of research has its own
advantages as to preserving the most available detail provided as the product of LiDAR acquisition.
However, there are also many challenges like non-homogeneous sampling, sampling density, data
structure, computational complexity, high dimensionality, etc.

In this dissertation, we pursue the line of research which deals with the exploitation of unstructured
3D LiDAR point clouds for the extraction of ground information.

1.2

Light Detection and Ranging

Laser scanners are active sensing systems using laser beams to measure the range between the
target and the sensor. Several useful technical properties of the lasers like the ability to realize high
energy pulses in short intervals and the use of short wavelengths allow the use of relatively small
apertures for very precise ranging. In addition to these properties, the availability of high pulse
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repetition rates allows the use of the LiDAR systems for the production of range images (Wehr
and Lohr, 1999).

There are airborne, terrestrial and mobile platforms employed for LiDAR data acquisition with a
variety of system configurations which keep improving constantly. Along with pulse based
systems, there are also continuous wave systems which utilize phase measurements for ranging.
The common product of all these systems is a collection of point location data referred to as point
clouds which may then be used to derive various products. Along with the point locations, LiDAR
systems may also provide the intensity values or multiple returns in a single echo (Ackermann,
1999; Baltsavias, 1999; Wehr and Lohr, 1999, Vosselman, 2009, Vo et. al., 2015). Some of the
latest commercially available LiDAR systems also allow the full waveform to be digitized and
recorded (Petrie and Toth, 2008).

1.3

LiDAR Applications

LiDAR technology quickly attracted interest for a variety of applications due to the dense point
coverage (Filin and Pfeifer 2005). Several industry surveys have been conducted in the last decade
for investigating the status of LiDAR technology in the market (BC-CARMS, 2006; Cary, 2009a;
Cary, 2009b). Apart from DEM (Digital Elevation Model) generation which has been the leading
application area since the initial use of LiDAR systems, some other major applications include:
hydrology (watershed analysis, flood mapping and risk analysis, etc.), forestry applications (tree
canopy analysis, vegetation mapping, habitat analysis, biomass, timber volume estimation etc.),
emergency response, urban mapping (detection, extraction and reconstruction of urban features,
3D city models etc.), line of sight analysis, transportation, coastal change and erosion analysis,
utility transmission corridors (power lines, pipelines etc.), mining (volume mapping, cut-and-fill
mapping etc.), oil/gas exploration, logistics planning, industrial design/reverse engineering,
defense applications etc. There has been considerable growth in the LiDAR market and more is
expected in the near future (Higgins, 2017; Wood, 2017; Ackermann, 1999; Baltsavias 1999, BCCARMS, 2006; Cary, 2009a; Cary, 2009b; Wehr and Lohr, 1999).
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1.4

Research Problem and Background

LiDAR is a rapidly progressing technology. Acquisition capabilities of LiDAR systems are
continuously improving. Pulse repetition rates, hence point densities are increasing with new
sensors and data acquisition techniques. Even with point densities that are not considered high for
today’s sensor technology, size of LiDAR point clouds can become very large when the acquisition
area gets larger than small sized towns. While such high point densities are achieved, high density
3D sampling of reality is not necessarily easily consumed or convenient to be directly utilized by
many applications. Requirements of most applications go beyond raw point locations. Simpler
representations derived from point clouds usually provide more practical and manageable input
for efficient analysis in many cases. Applications usually require extensive efforts for the
processing of very large unstructured point clouds to extract useful information on the features of
interest to derive the final product (Yang et. al., 2016; Guan et. al., 2013; Biosca and Lerma, 2008;
Vosselman et al., 2004).

Processing massive amounts of point cloud data still requires a lot of human interaction by using
a variety of software involving a multitude of methods and parameters (Sithole and Vosselman,
2004; Guan et. al., 2013). Automated processing of raw LiDAR point clouds is an ongoing
challenge. New algorithms and methods are established and tested continuously to improve point
cloud processing. Semi-automatic extraction of ground features is one of the important issues that
is open to improvement in LiDAR point cloud processing (Wang et. al., 2016; Cary, 2009a;
Vosselman, 2009).

Starting with a set of 3D point locations, the objective of most LiDAR data analysis is to extract a
simplified representation of the features in the scene. Deriving simpler representations usually
requires identifying which object each LiDAR point is sampling of ground, vegetation, or humanmade structures. Among these, modeling the terrain has traditionally been a major objective and
motivation of initial topographic laser scanning applications (Pfeifer and Mandlburger, 2008).
Building and vegetation extraction from LiDAR data have also been of main concern.

No matter what thematic feature is of interest, some level of organization is usually employed for
extracting required information from unstructured 3D LiDAR point clouds effectively (Filin and
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Pfeifer, 2005). Providing such organization helps minimize human interaction for extracting
features from large LiDAR point clouds by enabling semi-automated workflows.

One way to achieve an organization of LiDAR point clouds is through segmentation; essentially
labeling the points that are part of the same surface or region (Rabbani et al., 2006). Another way
is the classification of points based on certain observed or calculated properties. In this study, we
present an approach for the labeling of LiDAR point clouds, which can be used for both efforts by
relying only on 3D coordinates as input.

1.5

Related Work

Segmentation and classification of LiDAR point clouds have been extensively studied. Both
segmentation and classification are essentially labeling. In classification, class labels are assigned
to each point. In segmentation, a distinctive label is assigned for each segment of points. Earlier
research focused more on handling LiDAR data as 2.5D by resampling the point clouds into raster
grids. As convenient as this approach may be for employing a wide range of established image
processing algorithms, loss of information is inevitable due to resampling. More recently, this
limitation encouraged more research that exploit LiDAR data in 3D. Promising results have been
reported in labeling 3D point clouds within the last decade. Approaches which employ features
calculated for each point by considering nearby points within a spatial neighborhood are especially
notable. Features suitable for discriminating various properties of points have been utilized for 3D
point labeling using a broad range of methods.

A general definition for segmentation used in image processing and computer vision is partitioning
an image into a number of components that are homogenous regions (Acharya and Ray, 2005). It
is a widely investigated topic in computer vision which has been studied for decades resulting with
many methods and algorithms. Some of these algorithms like region growing, split-and-merge,
and thresholding have been very popular due to their simplicity (Das et. al., 2009). Image
segmentation has also been used and investigated in remote sensing research and applications
(Wang et. al., 2010). Hay and Castilla, (2006) consider image segmentation as a key process and
requirement of OBIA (Object Based Image Analysis) in their proposed formal definition of OBIA.
Image segmentation methods are naturally adapted to process 2.5D LiDAR range images.
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Convenience of implementing the well-studied algorithms developed for image segmentation
allowed LiDAR analysts and researchers to develop very useful methods and techniques for
LiDAR range image analysis. However, analyzing LiDAR data as range images limits the
possibilities of fully exploiting the 3D nature of the LiDAR acquisition technology.

Numerous algorithms have also been developed over the years particularly for the segmentation
and classification of LiDAR point clouds. Region growing (Belton and Lichti, 2006), split and
merge (Wang and Tseng, 2011) and clustering (Filin and Pfeifer, 2006; Biosca and Lerma, 2008;
Xu et. al., 2017) are common approaches employed for point cloud segmentation. Belton and
Lichti, (2006) outline a method for point classification by using the variance of the curvature in
the local neighborhood of the points followed by a region growing segmentation facilitating this
classification result on terrestrial laser scanning (TLS) point clouds. Wang and Tseng, (2011)
propose an incremental method for segmenting LiDAR point clouds using an octree-structured
voxel space. Filin and Pfeifer (2006) present a segmentation algorithm on 3D LiDAR point clouds
using feature clustering with slope adaptive neighborhood. Biosca and Lerma, (2008) present an
unsupervised fuzzy clustering based segmentation approach for TLS point clouds. Vosselman and
Dijkman (2001) use Hough transform to extract planar points on building roofs and then perform
merging and expanding operation to obtain planar roof faces. Arefi and Hahn (2005) present a
hierarchical segmentation procedure using morphological operations with different structural
element sizes for the segmentation of LiDAR range images. Alharthy and Bethel (2004) employ
least squares moving surface analysis together with region growing segmentation for the extraction
of building faces. Dorninger and Nothegger (2007) cluster the features defining the local
regression planes of the points followed by region growing segmentation. Rottensteiner (2003)
uses region growing segmentation with the analysis of the DSM normal vector variations to detect
roof planes. Sampath and Shan (2010) perform eigen-analysis in the Voronoi neighborhood of the
roof points and cluster the surface normals for roof plane segmentation. Kim and Shan (2011)
present a multiphase level set approach to building roof segmentation and modeling. Douillard et.
al. (2011) investigate several methods considering data density, ground filtering, and clustering
techniques for the segmentation of 3D point clouds employing graph clustering methods. Toshev
et. al. (2010) propose a parsing algorithm using geometric and shape features of building parts to
represent semantic decompositions of buildings at a city scale. Golovinskiy and Funhouser (2009)
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perform a min-cut based method for a foreground-background segmentation of objects in the point
clouds.

Some methods (Martinez et. al., 2016; Carlberg et. al., 2009) also perform semantic classification
of the segments after segmentation. Vilariño et. al. (2017) employ a two-phase region growing
algorithm for the segmentation of point clouds and then classify the segments by a rule-based
classification method. In ground filtering, Sithole and Vosselman (2005) introduce an approach
for 3D point clouds by overlaying the profiles segmented with a weighted minimum spanning tree
and classification of the resulting segments as bare earth or objects. In contrast to classification
after segmentation, classification of individual points without segmentation (Weinmann et. al.,
2015a) and segmentation as a refinement step after point-wise classification (Weinmann et. al.,
2017) have also been explored.

While some approaches disregard any contextual information, significant amount of research also
focus on considering local dependencies for the segmentation or classification of LiDAR point
clouds while simultaneously relying on global conformance. Markov random fields (MRF) and
conditional random fields (CRF) provide a convenient structure for the formulation of point
labeling problems by taking contextual information into consideration.

An early example of research on labeling 3D point clouds with an MRF based approach by
Anguelov et. al. (2005) uses associative Markov networks (AMNs) coupled with linear
programming inference for segmentation of objects and object classes from data acquired by a
mobile laser scanning system. Research employing MRFs for point classification often employ
point features derived from the eigenvalues of the covariance matrix of points within a
neighborhood. Ural and Shan (2012) label points as surface or scatter via min-cut optimization
using point features derived from the eigenvalues of the structure tensor (West et. al., 2004).

Similarly, Sun and Salvaggio (2013), classify trees by graph-cut optimization for which the data
costs are calculated by thresholding the smallest eigenvalue. Du et. al. (2017) employ grid based
features along with the flatness feature calculated with the eigenvalues to perform a graph-cut
based point labeling for building extraction. Bae and Mekurjev (2017) employ their proposed
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convex relaxation and optimization framework on graphs for labeling point clouds as ground,
human-made structures, and vegetation using an energy function combining region and edge-based
features. MRF formulation can also be applied to groups of points in an object-based manner rather
than individual points. Zhu et. al. (2017) first generate supervoxels by clustering points using
homogeneity constraints, and classify the supervoxels via graph-cut based energy minimization.

Along with MRF based methods, CRF formulation of point cloud labeling has also advanced
within the last decade. As one of the earlier examples, Lim and Suter (2007) propose a method
employing conditional random fields for the classification of 3D point clouds that are adaptively
reduced by omitting geometrically similar features. Niemeyer et. al. (2012) also utilize CRF
formulation for the supervised classification of lidar point clouds using loopy belief propagation
(LBP) for inference. In their later research, Niemeyer et. al. (2014) employ random forest (RF)
classification to calculate the pairwise potentials of CRF model for labeling airborne point clouds.
Similarly, Weinmann et. al. (2015b) label mobile laser scanning data in a CRF framework using
LBP for inference with optimal neighborhood estimation. They use RFs to calculate association
potentials in the CRF model but prefer a simpler Potts model for calculating interaction potentials.
Lang et. al. (2016) apply an adaptive graph down-sampling to reduce the computational burden of
large datasets in their CRF model and LBP inference based framework for point labeling with
histogram of oriented residuals (HOR) as point features.

1.6

Research Objective and Scope

As mentioned previously, it is often crucial for many applications to identify whether the points
that are generated from a LiDAR acquisition are due to the reflection of the laser pulse from ground,
buildings, vegetation or other objects. This requires a labeling process. Airborne LiDAR point
clouds of urban and suburban areas are analyzed by various approaches and frameworks in the
literature. Most of these variations include ground filtering as the initial process either just by itself
or together with building detection which involves determining building points. Once the ground
points are filtered, remaining points are processed for extracting planar surface patches for
reconstructing man-made structures like buildings which are separated from vegetation and other
non-surface objects. As an alternative to these data-driven methods for building reconstruction
from the filtered point cloud, a higher level, model-based approach may also be considered with
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the assumption that the buildings may be represented by parametric models. In this study, we
pursue a bottom-up framework rather than a model-driven, top-down approach.

We propose a framework which takes advantage of the contextual formulation capabilities of
MRFs coupled with powerful graph-cut optimization for labeling point clouds. We introduce a
new approach for utilizing the point features for the calculation of data and smoothness costs of
the energy function.

Our framework handles various point labeling tasks. In the case of building extraction from
airborne point clouds, different stages of the process can be formulated within this framework,
individually or in combination. The proposed framework aims to fulfill three main objectives.

1) Ground filtering, in which points are labeled as ground or off-ground points.
2) Labeling surface vs non-surface points for extracting the points that fall on planar surfaces like
building roofs. Here, the term surface refers to planar or curved objects which may locally be
considered as planar.
3) Segmentation of roof planes by labeling the points that are on the same roof facet as a precursor
step to building reconstruction.

Each one of these objectives requires the construction of a graph structure and identification of
parameters to formulate them as MRF based graph-cut point labeling problems. In this dissertation,
we provide the details of our proposed framework including graph construction, energy
formulation, optimization methods, and local point features used for calculating data and
smoothness terms of the energy function.

1.7

Organization of the Dissertation

This dissertation is organized as follows. In this first chapter, an introduction to the research
problem and its background is provided. Related work is presented, and research objective and its
scope are specified. In Chapter 2, working principles of airborne LiDAR systems are described. In
Chapter 3, theoretical aspects for labeling airborne lidar point clouds within our framework are
laid out. Point neighborhoods and point features used as descriptors of the points’ local
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neighborhoods are described. Principles of coupling Markov Random Field (MRF) based
formulation of point labeling problem with graph-cut optimization are provided. In Chapter 4,
implementation details of our proposed point labeling framework for ground filtering, building
extraction and roof plane segmentation are presented. Graph construction, energy functions, and
local point features used for calculating data and smoothness terms of the energy function are
introduced. A novel local point descriptor, Multi-level Local Feature Histogram (MLFH) is also
introduced in this chapter. Chapter 5 includes our test results. Chapter 6 concludes this dissertation.

11

AIRBORNE LIDAR SYSTEM

2.1

Laser

LiDAR is an active remote sensing system. Most of the LiDAR systems that are used for airborne
topographic mapping employ laser range-finders to determine ranges to the objects. Very short
pulses of laser light are emitted, and the time it takes the light to reach to and return from the
reflecting surfaces is identified. The range is then calculated by using the speed of light and the
recorded time the laser light travels to and from the reflecting surface.

Laser is an acronym for "light amplification by stimulated emission of radiation." It follows the
term "maser" which stands for "microwave amplification by stimulated emission of radiation." In
general terms, laser is a device which generates highly collimated emission of coherent and
monochromatic light. As the name suggests, an emission of laser light is achieved by the
stimulation of a radiation source using external energy and then it is amplified.

2.2

Quantized Electromagnetic Energy

Demonstration of the process how laser light is generated requires an understanding of the laws of
physics that explain the behavior of electromagnetic energy. Modern physics considers light acting
both as waves and as particles. Some observations like the ones regarding the interference,
diffraction and dispersion of light suggest wavelike behavior. On the other hand, phenomena like
the photoelectric effect contradict an explanation of the light acting solely as a wave. A particle
explanation is well suited in such cases. This concept is known as the “wave-particle duality”
(Wheaton, 2009; Hummel, 2011). The mechanism which allows the lasers to work relies heavily
on the particle behavior of light as well as the quantized nature of the energy levels of atoms. The
progression of ideas that lead to the proposition that electromagnetic energy is quantized goes at
least back to Rayleigh’s studies on thermal radiation. Rayleigh intended to extend the statistical
method applied in the study of thermal motion of the molecules to thermal radiation. His
assumption was that the total energy would be equally distributed among all possible frequencies
similar to the equipartition theorem of Maxwell for particles contained in a system. Rayleigh’s
formula conformed to the experimental results in large wavelengths while it failed in the shorter
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wavelengths. The problem was due to the fact that while the assumption of fixed number of
particles in a closed environment in Maxwell’s theorem was valid, the same would not be true for
the number of possible electromagnetic modes. This is known as the “ultraviolet-catastrophe”. The
term was coined as a result of conspicuous theoretical implications. According to Maxwell’s
theorem, the energy of an even small amount of electromagnetic radiation at any wavelength
introduced in a cavity would end up being distributed to all possible frequencies (Bertolotti, 2004).
The solution to the “ultraviolet-catastrophe” came from Planck in his seminal work on the
frequency distribution of blackbody radiation in 1900. He was able to resolve the issue that had
been observed through experimental discrepancy. His derivation however, required the assumption
of the energy density consisting of discrete energy elements. This requirement, admittedly, was a
mathematical convenience to be able to perform calculations and contradicted classical physics.
Unsatisfied with his own derivations, Planck has worked later for years on revising his formula in
order to avoid the requirement of quantization of the energy density (Cassidy, 2005).

Unlike Planck, Einstein considered the idea of the energy being quantized as the main issue to be
demonstrated rather than a convenience for calculations as was the case for Planck. Pursuing a
path different from Planck’s, he searched for an answer to the problem of applying blackbody
radiation to Maxwell’s theorem. Confirmed later with the experiments of Milikan and Compton,
he proposed in his groundbreaking 1905 paper that the energy in a beam of light consists of
localized, finite energy quanta emitted and absorbed as units (Bertolotti, 2004). He demonstrated
his theory by using the example of the photoelectric effect. His explanation provided a clarification
on how the photoelectric effect is observed.

The proposed idea of quantized individual units of light explained how it could be possible for an
electron to be immediately released as observed in the photoelectric effect. When individual quanta
of light hit individual electrons, they transfer all their energy to the electrons and the electrons are
instantaneously freed. It also explained why more illumination with intense light didn’t translate
to more energy for the emitted electrons. Individual photons hitting individual electrons warranted
that more illumination meant more photons; not more energy per electron (Hitz et.al., 2012). Apart
from these two advancements of Einstein and Planck, Bohr’s 1913 theory on the atom as well as
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Bose’s 1924 paper on the proof of Planck’s formula initiate the era in which light and energy levels
of an atom are considered to be quantized (Bertolotti, 2004).

2.3

Generating Laser Light

2.3.1 Laser System
A laser system consists of three major components; an active medium, an energy pumping
mechanism, and a resonator. Electromagnetic radiation is generated by the excitation of the active
medium with the energy from the pumping system.

Various types of materials may be used as the source of radiation like solid state, semi-conductor,
gas, liquid, dye, excimer etc. Among these, solid-state and semi-conductor materials are the most
commonly used types in laser range-finders. Pulse-based laser range-finders mostly use lasers with
solid-state materials like Nd:YAG (neodymium-doped yttrium aluminum garnet). Nd is the most
common laser active material used in various solid host materials like YAG, YLF (yttrium lithium
fluoride), YVO4 (yttrium vanadate), as well as silicate and phosphate glasses (Hecht, 2008). On
the other hand, semi-conductor materials like GaAs (gallium arsenide) are common in CW
systems.

The type of the material used for generating laser light determines many characteristics of the laser
range-finder like the available energy, intensity, power, wavelength, repetition rate etc. Changes
in these characteristics affect the operational configuration of the laser range-finder.

Lasing takes place contained within a resonator which mainly consists of an optic system with one
fully and one partially reflective mirror on either end. When the active medium is pumped using
an energy source, a population inversion is generated which results in stimulated emission within
the resonator. The resonator then enables coherent radiation to interact with the active medium and
provide feedback for amplification. The output from the resonator is highly collimated emission
of coherent and monochromatic light known as laser.
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2.3.2 Stimulated Emission
When a collection of atoms is in thermal equilibrium, their distribution based on their energy levels
follows Boltzmann’s law as shown in Eq. 2.1 below
Ni / N0  e( Ei  E0 )/ kT

2.1

where N0 and Ni are the number of atoms in the ground and ith energy levels, E0 and Ei are the
energies of the ground and ith energy levels respectively. T is the temperature and k is the
Boltzmann constant which is equal to 1.38 x 10-23. According to Boltzmann’s law, in thermal
equilibrium, the number of atoms in higher energy levels is always less than the number of atoms
in lower energy level, decreasing exponentially starting from the ground level up.

This relationship among the number of atoms at each energy level may be disrupted by external
interference. Exciting the atoms with external energy causes a population inversion; i.e. deviation
of the populations of energy levels of the medium from the Boltzmann distribution.

Excitation of the atoms or molecules in a laser may be achieved by various techniques. Electrical
and optical pumping are the most common ways of generating population inversion in lasers
among other pumping mechanisms including radio-frequency, chemical energy, nuclear particles,
and high-energy electrons. In the case of electrical pumping, there are multiple ways to create
population inversion in the laser medium. Using electron beams or direct discharge are commonly
applied to gas lasers while creating mobile charge carriers is preferred as the pumping mechanism
for semiconductor diode lasers. In case of solid state lasers, it is usually not convenient to apply
electrical pumping methods. Optical pumping is the most practical approach for pumping solid
state lasers (Hitz et. al., 2012).

Optical pumping uses one of several different sources of light including flash lamps, arc lamps,
diode and other types of lasers. The energy is transferred via photon interaction. Photons incident
on the material with the required amount of energy will cause part of the atoms to be excited to an
upper energy level. More atoms will populate the upper energy level for a short period of time
until they return back to a stable state from this meta-stable state by emitting a photon each. This
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is called “spontaneous emission”. “Stimulated emission” takes place in case an atom interacts with
a second photon during this meta-stable state. It simply emits an additional photon due to this
interaction instead of absorbing it (Hecht, 2008; Hitz et.al., 2012).

The emitted photon in a spontaneous emission radiates in all directions and is not coherent.
However, direction, frequency, polarization, and phase of the emission are the same as the incident
radiation in a stimulated emission (Renk, 2012). Stimulated emission is an imperative phenomenon
for the generation of the laser light.
2.3.3 Laser Operation Modes
Another important characteristic of a laser is the way the laser light is output from the generator.
Laser light may be emitted as continuous-wave (CW) or as pulses. In case of a CW laser, the laser
oscillation is maintained by continuous pumping while the population inversion is generated by
pulsed pumps in pulsed lasers (Renk, 2012). The operation mode of a laser affects the output
power. When the laser beam is emitted in continuous mode, the low output power is measured in
milliwatts. One may talk about a much higher range of 1-2kW in case of a pulsed laser (Petrie and
Toth, 2008).

Output power is the main determining factor of the range that the laser range-finder can measure.
CW lasers usually operate at short distances in the range of tens to several hundred, roughly up to
300 m in terrestrial laser scanners. In contrast, pulsed lasers are generally preferred in airborne and
space-borne range-finders. Airborne range-finders usually operate at typical altitudes between
several hundred to several thousand meters while space-borne systems may operate at orbits with
an altitude in the order of several hundred kilometers.
2.3.4 Q-switching
The power of the laser pulses in pulsed lasers accumulates during the time photons are reflected
from the resonator mirrors. Several methods are in use to control the duration or the output power
of the generated laser pulses, including Q-switching, cavity dumping, and mode locking.
Among these, Q-switching is a common method used to generate laser pulses which have high
power output. Immediate lasing is avoided by directing the energy, which is most commonly
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provided by optical pumping, to be stored at the population inversion. This is achieved by adjusting
the quality factor, Q of the laser resonator. The Q value is directly related to the ratio of the amount
of energy retained in the resonator to the lost energy. The Q value will be high if there is little
energy loss and low vice versa. Q-switching defers the lasing action by obstructing one of the
resonator mirrors. In this case, the Q value will be low, indicating high energy loss due to the
blocking of the mirror. Once the energy stored at the population inversion reaches the intended
level, the resonator function is resumed for lasing to take place. It should be noted that the time for
accumulating the energy at the population inversion needs to be shorter than the decay period in
which the atoms or molecules stay in the metastable-state. This imposes restrictions on the active
materials that are suitable for Q-switching. Hence, Q-switching is most conveniently applied to
solid-state materials. Most gas lasers have too short decay period for storing considerable amount
of energy at the population inversion (Hecht, 2008; Hitz et.al., 2012; Meschede, 2017; Renk,
2012).

2.4

Laser Ranging

The main purpose of a laser range-finder is to determine the range to a target from which the
emitted laser light is reflected. Depending on the laser output type, two common methods are
available for calculating the ranges; time of flight (TOF) method for pulsed, and phase shift method
for CW LiDAR systems.

Most airborne laser range-finders operate with the TOF principle. CW laser range-finders are
usually not preferred in airborne or space-borne systems due to their low output power. They are
more common in terrestrial systems. Both methods are described in general in the following
sections.

We deal with airborne LiDAR systems within the scope of this dissertation. LiDAR point clouds
used in this dissertation are generated by employing the TOF method for range calculation.

17
2.4.1 Laser Ranging with Time of Flight (TOF) Method
In a pulsed laser range-finder, one may calculate the range between the target object and the sensor
by using the time it takes the laser pulse to travel to and back from the object and the speed of light
as in Eq. 2.2 below.

v
2

  (ti  tref )

2.2

where  is the range between the sensor and the target, v is the propagation velocity of
electromagnetic radiation, ti and tref are the return time of the echo signal from the target and the
time the laser pulse is emitted respectively.

Calculating the range accurately with this method requires tracking the time it takes for the laser
pulse to travel to and from the target with high precision and accuracy. When the return signal is
received, the timing mechanism tags the time of return. The emitted laser pulse has a specific
length (e.g. typical 5-10 ns for a common airborne LiDAR system) depending on the operational
specifications of the instrument that generates the laser pulse.

Considering the speed of light approximately as 300,000 km/s, the precision required for timing
the laser pulse with a resolution of 10 cm, the timing mechanism is required to keep track of the
time with a precision of approximately 3x10-10 s. Hence, the time keeping components of the laser
range-finder including the oscillator and the triggering mechanism which interfaces with it need
to meet the expected precision standards all together.

Usually, the moment when the return echo reaches half of its maximum amplitude is tagged as the
return time. This method is called constant fraction detection. Two other methods for detecting the
return time of the signal are peak detection and leading-edge detection. Each of these methods has
advantages and disadvantages depending on the properties of the returning signal (Beraldin et. al.,
2010).
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When the laser pulse hits a target that is smooth and large enough, the return signal is expected to
be very regular, without any distortions and noise. In such cases, it is straightforward to determine
the return times of the reflected pulses by one of the methods mentioned above and expect the
calculated range to represent the existing situation of the features accurately. However, there are
also targets which reflect the pulse partially and irregularly due to their complex structure and
spatial configuration (e.g. vegetation). The return signals from such targets are usually distorted.
Recent LiDAR systems allow the digitization of the signal in full waveform. This provides
flexibility in the methods used for determining the return time for the echo of the reflected laser
pulse as well as extracting additional information on the characteristics of the return echo. More
elaborate methods including Gaussian decomposition, center of gravity detection and
deconvolution may be applied to the digitized signal of the full waveform LiDAR (Pack et. al.,
2012; Stilla and Jutzi, 2008).

Digitizing the full waveform of the return signal is useful also when distinguishing two return
echoes of the same emitted pulse which follow each other closer than a certain distance; i.e.
reflected from surfaces that are close to each other. Such two echoes can only be distinguished as
two separate returns by the lidar receiver in case they are at least half the pulse width apart from
each other. Considering a typical commercial airborne lidar system with 5 ns pulse width, two
objects need to be approximately 75 cm apart from each other in order to trigger two distinct return
times. In a full waveform system, such a limit is no longer valid since the entire waveform is
sampled at very high frequency which allows a more detailed analysis of the return echoes.

2.4.2 Laser Ranging with Phase Shift Method
The TOF method relies on the relationship between the time that the laser pulse takes to reach the
target and back to the receiver, the distance travelled, and the speed of light. The phase shift method
on the other hand, employs a modulation signal superimposed over the laser carrier signal and
compares the phase difference between the emitted signal and received reflection. This modulated
signal is continuously emitted by a CW laser range-finder in contrast with the rapid pulses of a
pulse-based system (Beraldin et. al., 2010). The modulation signal is designed and generated at
multiple frequencies, hence at multiple wavelengths for the purpose of determining the total
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number of modulation signal waves between the range-finder and the target. The modulated laser
signal is then emitted continuously and the returning reflected signal is received. Once the return
signal is received, the integer number of waves is determined with the help of the multi-frequency
modulation.

Unless the target is at a distance that is exactly an integer number of waves of the modulation
signal, there is also a fractional part that is required to be measured in order to determine the range
accurately. This fractional part is measured by determining the difference between the phases of
the modulation signal at the time of emission and the time of return. The range may be calculated
by solving the set of equations in Eq. 2.3 where 𝜌 is the range between the range-finder and the
target, 𝑀𝑖 is the integer number of waves for each modulation signal with different frequencies,
𝜑𝑖 , is the phase angle which is the difference between the phases of the emitted and received signal,
𝜆𝑖 is the wavelength (Petrie and Toth, 2008).
𝜌 = 𝑀𝑖 𝜆𝑖 /2 + (𝜑𝑖 /2𝜋)(𝜆𝑖 /2)

2.5

2.3

Topographic LiDAR

Topographic LiDAR is a term which refers to laser scanning systems that are used to collect
explicit 3D geospatial data in large volumes (Petrie and Toth, 2008). These systems operate
integrated or coupled with direct georeferencing technologies including GNSS (Global Navigation
Satellite System) and INS (Inertial Navigation System). Data collected by topographic LiDAR
systems are almost always provided together with their accuracy information compliant with the
established geospatial data acquisition standards.
2.5.1 Mounting Platforms
Topographic LiDAR systems are operated as mounted on several different types of platforms.
These include space-borne, airborne, and ground based systems. Space-borne systems are the least
ubiquitous among others. They are suited for specific purposes in geosciences including global
forest, land-cover and glacier studies. They are better utilized in scientific research than
engineering purposes (Pack et.al., 2012). Unlike most commercially available airborne systems,
they typically have large footprints. Pulses emitted from GLAS (Geoscience Laser Altimeter
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System) aboard the ICESat (Ice Cloud and Elevation Satellite) which operated between 2003 and
2009 for example, illuminated an area with approximately 70 m diameter on the ground (NASA,
2013).

Airborne systems may be installed on both rotary and fixed wing systems. Rotary wing systems
are usually preferred for low speed, low altitude operations when higher point densities are
required. They are a good choice for corridor mapping since helicopters are much easier to
maneuver to follow the likely curves of the corridor to be acquired. Unlike fixed wing airplanes,
they do not require wide and slow turns at the end of the flight strips when moving on to the next
one, which saves time (Tuck et.al., 2012). Fixed wing aircraft on the other hand, are preferred for
mapping large areas flying at higher altitudes.

There are two types of ground based topographic laser scanning systems in general. The first type
consists of portable systems called terrestrial laser scanners. They acquire data similar to total
stations; usually mounted on a tripod and set up on temporary stations. The project area is scanned
from multiple stations by moving the terrestrial laser scanner from one station to another until the
entire area is covered.

Airborne systems scan the project area cross-flight direction and the forward motion of the aircraft
constitutes the second direction of the scan. Terrestrial scanners, however, are stationary on a
tripod during the scan. Hence, they require the scanning system to accommodate the motion of the
laser sensor both horizontally and vertically in order to cover the area to be scanned (Beraldin et.
al., 2010).

The second type of ground based topographic laser scanners are mobile laser scanners. Mounted
on vehicles, they continuously scan throughout the route in which the vehicle is moving. Mobile
systems operate with the integrated use of GNSS and IMU technologies similar to the airborne
systems. One of the important differences between a mobile and an airborne laser scanner in this
regard is the use of GNSS. Airborne systems do not usually have issues regarding the GNSS
signals being blocked or affected due to objects above the receiver. Mobile systems, however, may
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encounter the loss, or reduction in the quality of GNSS signal while moving in an urban
environment (Kutterer, 2010).
2.5.2 Airborne LiDAR Scanning Mechanisms
Laser light is directed down to the scene through an optical mechanism in airborne LiDAR
systems. There are different types of optical mechanisms to perform the scanning function
depending on the design principles of the LiDAR system. These mechanisms are generally
classified as oscillating, rotating, or nutating mirrors, and fibre-optic arrays (Beraldin et. al., 2010;
Pack et. al., 2012; Petrie and Toth, 2009). Recently, flash LiDAR systems which do not have to
employ a scanning mechanism are also in use. Flash LiDAR working principles differ from
traditional pulsed scanning systems. Instead of a moving mechanism directing laser pulses to scan
the scene, a 2D flash-focal-plane array (FFPA) detector is involved imaging the entire scene with
a single laser flash (Pack et. al., 2012). Two of these scanning mechanisms, namely oscillating and
rotating mirrors, are widely employed in commercial airborne LiDAR systems. Figure 2.1 below
depicts the sampling patterns caused by these types of scanners.

Figure 2.1 Representations of sampling pattern schemes of airborne LiDAR systems on the
ground with (a) oscillating and (b) rotating mirror systems. (c) Actual footprint patterns at the
edge of the scan lines of the same area scanned with both systems. (Data courtesy of General
Command of Mapping, Turkey)
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Oscillating mirror systems involve a mirror swinging back and forth for directing the laser pulses
across the swath. Since the aircraft is moving in the flight direction, this oscillation results in a
zigzag sampling pattern on the ground. Another significant characteristic of this type of systems
is that the distribution of points is variable through the swath. The mirror stops and reverses its
movement at both ends of each scan. Deceleration and acceleration of the mirror result in samples
closer in distance with each other towards the sides of the swath. Field of view (FOV) of this type
of scanners is adjustable.

Rotating mirror systems utilize polygonal mirrors which rotate in one direction. The ground
sampling pattern as a result of this rotation is scan lines that are parallel to each other. Rotating
mirror scanners offer the convenience of having equally spaced sampling throughout the swath
due to constant speed of mirror rotation. However, significant amount of the emitted laser pulses
is not directed towards the area to be scanned. Only part of the laser pulses reflected by the rotating
mirror falls within the FOV. The rest of the pulses emitted practically serve no purpose.

2.6

Calculating Point Locations from Airborne LiDAR Acquisitions

As mentioned previously, most commonly utilized form of the data acquired by airborne LiDAR
systems consists of the 3D coordinates of the points from which the laser pulses are reflected. In
order to calculate these coordinates, ranges to the targets need to be determined as explained in the
previous sections. Having the ranges and the direction of the emitted laser pulses, coordinates of
the targets in the sensor’s own coordinate frame are calculated. Platform coordinates are also
available as the Smoothed Best Estimate of Trajectory (SBET) at specific intervals. Most
applications require coordinates in a common reference system other than such an arbitrary sensor
frame. Hence, a series of transformations are carried out to calculate the coordinates of the targets
first in the body frame, then in the mapping frame with the aid of the position and orientation of
the platform as interpolated at each laser pulse (El-Sheimy, 2008). Figure 2.2 below shows the
main components of the workflow to generate a point cloud from an airborne LiDAR acquisition.

23
2.6.1 Point Locations in the Sensor Reference Frame
Point coordinates may be defined with reference to the frame established based on the sensor itself.
Calculating these coordinates requires knowing the direction at which the laser pulse is shot at as
well as the location of the pulse with reference to the sensor frame. The direction vector d as well
as the vector o of pulse origin is generally recorded by the LiDAR system at each pulse. Having
these values, position vector r of the target is calculated in the LiDAR sensor’s own coordinate
frame

ri = o + di

2.4

as depicted in Figure 2.3.

Figure 2.2 Flowchart of the framework for generating point cloud from airborne LiDAR
acquisition.
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2.6.2 Interpolation of the Sensor Platform’s Trajectory
While scanning is in progress, the sensor platform’s location and orientation is also estimated with
an integrated solution of GNSS and IMU (Inertial Measurement Unit) observations. The trajectory
information is not available at the same frequency as the pulse repetition rate of the LiDAR sensor.
The pulse repetition rates of recent LiDAR systems may go up to the range of several hundred
kHz. This rate being much higher than the rate the trajectory information is usually recorded,
approximately one trajectory point is available for every several thousand laser pulses. In order to
determine the position and orientation of the sensor platform at the time of each laser pulse,
interpolation of the trajectory is required as represented in Figure 2.4. Linear interpolation of the
trajectory position and orientation to each laser pulse instance is usually sufficient.

Figure 2.3 Calculation of the range vector between the LiDAR sensor and the target object in the
sensor coordinate frame.

2.6.3 Georeferencing
In a LiDAR system, the GPS, IMU and the laser scanner are all treated in their respective
coordinate frames. Calculating the coordinates of the target points in the mapping coordinate
system using the calculated ranges, LiDAR pulse direction, and the trajectory information requires
dealing with different coordinate systems of the involved components. This process is commonly
referred as georeferencing. Part of the transformations required for georeferencing is carried out
by the GPS/IMU integration software. The solution for the sensor platform’s location and
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orientation is translated to the point of navigation, which is the center of the IMU coordinate frame
(navigation/body frame). The software uses the lever arm measurements between the LiDAR
sensor, IMU, and GPS antennas to perform necessary translations (Scherzinger et. al., 2012).

Figure 2.4 Graphical representation of SBET interpolation at each laser pulse.
There are a series of transformations to be applied for georeferencing the calculated target positions
in the mapping frame. Figure 2.5 shows a graphical representation of the transformations that need
to be performed. The sequence of transformations may be represented by multiple rotation and
translation operations on the initial position vector in matrix notation as

m
rim = rIMU
+ Rbm (Rbs ris + rsb )

2.5
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where ri s is the position vector of the target point in the sensor frame, ab is the constant translation
vector (lever arm) between the LiDAR reference point (i.e. the center of the sensor’s own reference
m
frame) and the point of navigation, rIMU
is the interpolated coordinates of the INS/GPS integrated

solution for trajectory in the mapping frame, rim is the position vector of the target point in the
mapping frame (El-Sheimy, 2008).

Figure 2.5 Graphical representation of the coordinate systems and transformations involved in
the calculation of point coordinates generated from LiDAR acquisitions
The first transformation to be applied for georeferencing the target positions is the transformation
of the target’s position vector calculated in the scanner’s coordinate frame to body frame
represented by a translation and a rotation as (Rbs ris + rsb ) . This requires knowing the lever arm
displacement rsb . Since the axes of the scanner’s coordinate frame doesn’t exactly coincide with
the navigation coordinate frame the mounting misalignment angles ,  ,  for roll, pitch and
yaw, which are determined by a calibration process are used to perform the rotation R bs between
these two frames so that their axes coincide. These angles are also named as boresight angles. The
rotation matrix for applying the transformation due to boreshight misalignment is as follows
(Wehr, 2008).
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 b11 b12
R s  b21 b22
b31 b32
b

b13 
b23 
b33 

 b11  cos( ) cos( ) 
b    sin( ) cos( ) 
 21  

b31    sin( ) 
 b12   cos( ) sin( ) sin( )  sin( ) cos( ) 
b   sin( ) sin( ) sin( )  cos( ) cos( ) 
 22  

b32  

cos( ) sin( )

2.6

 b13  cos( ) sin( ) cos( )  sin( ) sin( ) 
b   sin( ) sin( ) cos( )  cos( ) sin( ) 
 23  

b33  

cos( ) cos( )

The transformation from the body frame to the mapping frame R bm consists of two consecutive
rotations. First one is the rotation from the body frame to the local horizontal (H) or NED (NorthEast-Down) frame and then to the WGS84 geocentric ECEF mapping frame. The matrix R bm may
be written as
Rb m  R H m Rb H

2.7

R bH is the rotation matrix established with the roll, pitch and yaw angles represented by  ,  ,

and  . It is the same matrix as R bs when the boresight misalignment angles are replaced with roll,
pitch and yaw angles. The latter rotation matrix R mH is defined by the geographic latitude,  0 ,
and longitude,  0 which is established as
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RH

2.7

m

  cos  0 sin  0
   sin  0 sin  0

cos  0

 sin  0
cos  0
0

 cos  0 cos  0 
 sin  0 cos  0 

 sin  0

2.8

Operational Configuration for Airborne Laser Scanning

Airborne LiDAR acquisitions may be carried out for various types of mapping projects. Projects
with different objectives including DEM generation and topographic mapping, hydrological,
forestry or urban applications, emergency response, coastal mapping, mining, utility and corridor
mapping, etc. all have their own specific requirements. LiDAR acquisitions need to be planned by
taking such requirements into consideration.

Among these, ground point spacing, used interchangeably with point density, is one of the most
important aspects which need to be determined during the planning phase of the project. Flight
parameters like the flying speed and altitude, as well as the characteristics of the laser scanner like
the scanning and pulse repetition rates determine point spacing.

Point spacing is calculated as a combination of two components; along, and cross-track point
spacing which are not necessarily identical. Pulse repetition and scanning rates of the laser ranging
instrument affect both along and cross-track point spacing. Apart from these two common
parameters, along-track point spacing is also dependent on the speed of the aircraft while crosstrack point spacing is affected by the aircraft’s altitude and the swath width.
As represented in Figure 2.6 (a), the distance Δxi between two successive LiDAR footprints along
the flight trajectory decrease with the speed vi of the aircraft when the pulse repetition and
scanning rates of the laser range-finder remain unchanged. Similarly, the lower the aircraft flies,
the shorter the swath width SWi becomes on the ground. Since the number of LiDAR footprints
per scan line is constant under the same pulse and scanning rates, the distance Δyi between two
successive cross-track footprints, i.e. cross-track point spacing, decreases as depicted in Figure 2.6
(b).
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Figure 2.6 (a) The effect of the speed of the aircraft vi on along-track point spacing Δxi .
(b) The effect of the flight altitude Hi on cross-track point spacing Δyi .
Another important aspect which needs to be taken into account in the planning phase of the project
is the ranging accuracy, i.e. the ranging standard deviation. Based on link budget analysis, ranging
standard deviation is affected by the change in the measured range, reflectivity and the
transmission of the atmosphere (Wehr, 2008). The accuracy decreases as the measured range is
increased. Considering a flat terrain, the maximum range to be measured, and in relation, the
achievable accuracy by the laser range-finder can be set by restricting the maximum flight altitude.
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THEORETICAL FRAMEWORK FOR LABELING
AIRBORNE LIDAR POINT CLOUDS

3.1

Point Neighborhood

Even though there are various definitions for the neighborhood of an image pixel, it is relatively
intuitive to define its neighborhood due to the inherent regular structure. On the other hand,
defining the neighborhood of a point in an unstructured point cloud is not as straightforward.
Defining the neighborhood of a point is closely related to the assumption of the physical
environment that the point is a part of. In close range laser scanner applications, it is more likely
to assume that the points are from a 2D manifold. Determination of the local neighborhoods of
points that are on a 2D manifold have been investigated in computer vision extensively. Most
algorithms are based on the assumptions of smooth surfaces. However, geometry of some objects
in the point clouds from airborne lidar as well as terrestrial and mobile acquisitions doesn’t allow
them to be considered as they are from a 2D manifold.

The quality of the features that represent certain properties of the point is dependent on the local
neighborhood of the point. For example, the most commonly used feature, the normal vector of
the point can be reliably estimated if its valid neighbors may be identified. Too many or too few
points may affect the normal vector estimation either by degrading the local characteristic or by
not representing the local geometry (OuYang and Feng, 2005). Hence, determining an accurate
local neighborhood of the point representative of their geometry is of significance. Filin and
Pfeifer, (2005) provide a thorough explanation of the properties of neighborhood systems in
airborne lidar data. The neighborhood of a lidar point may be defined with a Delaunay triangulation
which is the dual of the Voronoi tessellation of the points. This representation is widely used in
computer vision for mesh generation. The neighborhood of a point is also commonly defined by
its k nearest neighbors, or points neighbors, or points within a volume defined by a sphere or a
cylinder centered at the point. One should note that the selection of the parameters for defining the
neighborhood of a point (e.g. radius of the sphere, number of closest points) is closely related to
the scale. These parameters are most of the time not optimally chosen. Under the assumption of
smooth surfaces there are some combinatorial approaches to determine the local neighborhood of
each point, like the Delaunay ball algorithm of Dey and Goswami, (2004), or numerical approaches
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to estimate the optimal neighborhood like the iterative method of Mitra and Nguyen, (2003). For
airborne lidar point clouds Filin and Pfeifer, (2005) propose slope adaptive neighborhood
definition. Lalonde et. al. (2005), investigate Mitra and Nquyen’s scale selection approach applied
to data from different sensors. In their recent study, Demantke et al., (2011) propose a method to
find the optimal neighborhood of each point.

In this dissertation, we calculate the local point features using a spherical neighborhood with radius
R. The radius R is determined by calculating the diagonal of an n x n grid established around each
point. Given the point density d p of a dataset, the grid size  g is calculated as  g  1/ d p so
that there are approximately the same number of grid cells in an area as the number of points (Kim
and Shan, 2011). Then, the radii can be intuitively selected analogous to a neighborhood in a
regular grid. For a 3x3 neighborhood R  2.12 / d p , for a 5x5 neighborhood R  3.535 / d p , for
a 7x7 neighborhood, R  4.95 / d p , etc.

3.2

Point Features

The geometry of the object that a LiDAR point lies on governs whether certain features are
effective for revealing the local properties of the point. A feature calculated in the local
neighborhood of a point on a 2D surface does not necessarily represent the point accurately if it
were not on a surface. Points in the LiDAR point cloud need to be handled with different
approaches based on the nature and dimensionality of the object that they lie on.

There are numerous definitions in the literature about features that are proposed to represent
various local properties of points. Many algorithms dealing with point clouds use surface normal
and curvature as features and use them to segment the groups of points that are on the same surface.
However, surface normal and curvature are useful as long as they are estimated correctly to
represent the surface that the point is on. Additional features are required to determine the structure
of the local neighborhood of the point. Since determining the dimensionality of each point’s
neighborhood is also of interest, apart from surface normal and curvature one needs to investigate
the features which may help make that structural distinction between points.
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Eigenvalues of the covariance matrix of a point’s neighborhood have been investigated in various
studies as a means to understand the geometric properties and structure of the data. Gumhold et.
al., (2001) investigate the relationship between the eigenvalues of the covariance of the
neighborhood and establish penalties for points on creases, edges and corners. They compute the
center location ci and the sample covariance matrix of the set of points in the neighborhood N i
of point i by

3
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the covariance matrix and their corresponding eigenvalues

3 , 2 , 1 where 3  2  1 . For a point on a flat surface, 3  0 and 2  1 while the unit vector
points in the normal direction of the surface. In the case of a crease point, the ellipsoid is stretched
in the crease direction and 3  2 and 3  2  1 .
Pauly et. al., (2002) introduce surface variation as

 n p  

3
3  2  1

4.3

where i are the eigenvalues of the covariance matrix of the neighborhood of point p and again

3  2  1 . Later, they also propose a multi-scale variation estimation method in their study in
2003 (Pauly et. al., 2003).
Toshev et. al., (2010) define the feature scatter as the ratio of the third and second eigenvalues.

scatter  3 / 2

4.4
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West et. al., (2004) use the feature descriptions including, structure tensor omnivariance (S.T.O),
structure tensor anisotropy (S.T.A), structure tensor planarity (S.T.P), structure tensor eigentropy
(S.T.E), structure tensor linearity (S.T.L), structure tensor sphericity (S.T.S) of Webster et. al.
(2003), all functions of the eigenvalues, 1 , 2 , 3  of the covariance matrix of the point’s local
neighborhood where 1  2  3  0 .
S.T .O  3 1 2 3
S.T .P   2  3  / 1 ,

,

S.T .L   1  2  / 1

S.T . A   1  3  / 1 , S .T .S  1  S .T .A

4.5

S.T .E    1 log 1  2 log 2  3 log 3 

Demantke et. al., (2011), choose to use,
a1D  1  2  /  , a2 D   2  3  /  , a3D   3 / 

to describe linear, planar, and scatter behaviors where  j   j and both  

4.6



d 1,3

d

and    1

are suggested to be used.

Lalonde et. al. (2005) define a saliency feature vector of point-ness, surface-ness, and curve-ness
with linear combinations of the eigenvalues of the covariance matrix of the points within a support
region.

 point  ness 
 surface  ness 


 curve  ness 

 3 
   
 2 3
 1  2 
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Lim and Suter (2007) also use these saliency features together with the angle  between the
normal vector n and the vertical vector.
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  arccos  n  0 1 0

4.8

Mallet et. al., (2008) use eight features assigned to each LiDAR point which include,  r :
difference between the pulse range and the highest range within a large spherical environment
centered at the point;

: residuals from a robust plane fit on the points within a neighborhood;

nz : deviation of the local normal vector from the vertical vector;  z fl : the altitude difference
between the first and the last pulse of the waveform;

: number of echoes in the waveform;

, , : pulse amplitude, width and shape extracted by waveform processing. Last five of these

features are related to the properties of the waveform.

Niemeyer et. al., (2008) establish a feature vector consisting of both geometric features and
features obtained from waveform analysis. The features related to the waveform include,
amplitude, echo width, normalized echo number, difference of first and last pulse. Geometric
features include, distance to estimated ground, variance of normal vectors in a local spherical
neighborhood, variance of the point elevations in a neighborhood, residuals to a robust planar fit
to the points in a neighborhood, and two features from eigenvalue analysis: omnivariance and
planarity.

Carlberg et. al., (2009) apply thresholds to determine, planar and scattered points. They use three
thresholds to determine whether points are planar or scattered. They define points as a planar point
if they have 2 / 3  t planar , and scatter point if 1 / 2  tscatter1 , and 2 / 3  tscatter 2 . Other features
defined for the segments are also used after segmentation to classify the segments.

3.3

Point Feature Histograms

It is common practice to use local point features for 3D point labeling. One shortcoming of using
local point features directly for labeling airborne LiDAR points is that the feature vectors may be
variable due to noise in the dataset. Individual points may be labeled in contradiction with the
labels of their neighboring points. This issue is similar to individual image pixels being labeled in
contradiction with their neighboring pixels as observed in pixel based classification of remote
sensing imagery.
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As a more robust approach, accumulating a histogram by counting various properties that are
calculated based on the geometric relationships of points within a reference point’s neighborhood
has been widely used as a method of generating point descriptors. Such histograms may be
generated both by binning the spatial domain or the feature domain (Guo et. al., 2014).

One of the methods binning the feature space is the Point Feature Histograms (PFH) by Rusu et.
al. (2008) which considers pairwise features among the points in the neighborhoods calculated
with reference to a local reference frame. This allows the evaluation of pairwise geometric
relationships of points through a histogram generated for all pair combinations in the
neighborhood. One drawback of this approach is the computational complexity given as O  n.k 2 
where n is the number of points in the point cloud and k is the number of neighbors for each point.
To overcome this drawback, there have been additional efforts for the improvement of
computational efficiency through caching and point ordering by Rusu et. al. (2009) with their Fast
Point Feature Histograms (FPFH) algorithm. In PFH, the features are designed to represent the
underlying geometric structure of the points that are in the same neighborhood when accumulated
in a histogram. This approach emerges as a solution to the weakness of single point features not
being descriptive enough, and multi-valued point features not being robust enough in the existence
of noise in the point clouds (Rusu et. al., 2009).

Tombari et. al. (2010) introduced signature of histograms of orientations (SHOT) using a reference
frame established based on the eigenvalue decomposition of the point’s neighborhood. Their
approach handles noise well. It is descriptive while computationally efficient, but sensitive to
change in point densities (Yang et. al., 2016; Guo et. al., 2014).

Flint et. al. (2007) generate a histogram by using the angles between the normal of each point and
the surface normal angles of their neighboring points. Surface normal angles of neighboring points
are calculated by using two different neighborhoods; one larger than the other.
Many other histograms have been proposed in literature as local point descriptors. A detailed
review can be found in (Guo et. al., 2014).
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3.4

Labeling

Segmentation and classification of a point cloud may both be considered as a labeling problem.
The labeling problem is concerned with assigning a label from a set L of labels to each of the sites
in a set S of sites. The goal is to find a labeling f   f1 ,, f m  by assigning each site in S a label
from the label set L which minimizes an objective function E  f  (Delong, 2010). The objective
function maps a solution to a measure of quality by means of a goodness or a cost (Li, 2009). When
segmentation or classification is considered as such an optimization problem, identifying the
lowest cost for a discrete labeling f gives the optimum segmentation or classification based on
the objective function that formulates the criteria for a good labeling. Formulation of the objective
function is crucial since it needs to faithfully represent the true nature of the problem.

When we talk about labeling in this sense, it is important to emphasize the importance of spatial
contiguity and context dependency. Consider the classification of an image as a labeling example.
Classification is carried out based on the assumption of correlation between the spectral response
of each pixel and its class. Each pixel is labeled as their corresponding class regardless of their
relationship with other pixels in their proximity. At the same time, it is also intuitive to assume
that the class of a pixel is related to the class of the pixels that are within its proximity.
Classification of each pixel with no regard to such spatial relevance arising from contiguity
neglects the context of the pixels leading to salt-and-pepper like results instead of the ideally
favored homogeneity in the classification (Huang at. Al., 2014). Classification results may be
improved in case the local dependency of spatially related pixels is modeled. Scene understanding
is possible when spatial context is involved; hence the use of contextual constraints is unavoidable
in well-established vision systems (Li, 2009).

3.5

MAP-MRF Framework

Considering a set of random variables in ℝ, a very commonly used basic stochastic process that
models the class dependencies of the random variables Z n in relation to a discrete index n is the
Markov chain. In a Markov chain, the realization of Z i depends only on the last value used once
all the realizations are completed. This indicates that the class dependence is confined within two
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successive occurrences. Such a model is also called as first-order Markov model (Theodiridis,
2009; Ambroise and Dang, 2009).

Going back to the image classification example, it is possible to employ the notion of Markov
dependency on such a problem by extending it to stochastic processes with multidimensional
indexes instead of a subset of

which leads us to Markov fields. In this case, the Markov field

employed for such image classification problem would be a Markov field with discrete indexes as
a model for statistics of spatial nature, rather than continuous indexes occasionally used in
theoretical physics (Ambroise and Dang, 2009).

In this context, a Markov Random Field (MRF) may be described as a model where the label of a
pixel is conditional only on the labels of its neighboring pixels. Given the pixel values -vector of
spectral values in case of a multispectral image- and the labels of the neighboring pixels, it is
possible to maximize the posterior probability of a class label depending only on the local
information (Dunne, 2007).

Enforcing the contextual dependency by utilizing an energy minimization approach is common.
Objective functions for this type of problems are often established by a model of a priori structure
which provides constraints that enforce prior knowledge or assumptions like spatial or piecewise
smoothness of considered properties. One way of imposing such prior models is by formulating
them as the mentioned Markov Random Field (MRF) (Roth and Black, 2009). MRF theory
conveniently provides means for modeling context-dependent entities in a consistent fashion by
describing how such entities influence each other employing conditional MRF distributions (Li,
2009).

MRF energy functions usually consist of a weighted combination of two terms. One term penalizes
the inconsistencies the observed data with the model by determining the fidelity of the
reconstructed solution, while the other term enforces spatial coherence in the form of prior
knowledge (Darbon, 2009). Considering Geman and Geman’s (1984) Bayesian interpretation of
these kinds of energy functions, it is possible to justify this kind of energy minimization problems
as the maximum a posteriori (MAP) estimation of a MRF which is commonly referred to as the
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MAP-MRF framework (Szeliski, 2011; Felzenszwalb, 2011). In their seminal work in which they
experiment for the restoration of degraded images, Geman and Geman (1984) introduce a
stochastic model for the original, non-degraded image based on the Gibbs distribution and propose
a restoration algorithm to compute the MAP estimate of the original image based on stochastic
relaxation and annealing. They show that the minimum energy of the physical system represented
by the posterior (Gibbs) distribution are equivalent to the MAP estimates of the original image,
given the degraded image.

MRF theory analyzes the spatial and contextual dependencies of physical phenomena. It involves

{

several components. A neighborhood system

i

| i  } for the set

of sites is defined

where a site is not a neighbor of itself and the neighborhood relationship is mutual. The family

F  F1 , ..., Fm  of random variables defined on the set
a value f i in the discrete label set

where each random variable Fi takes

is called a random field.

P( Fi  fi ) , abbreviated as P( fi ) following (Li, 2009), is the probability that random variable Fi
takes the value f i . The joint probability is P( F  f )  P( F1  f1 ,..., Fm  f m ) which may be
abbreviated as P( f ) . F is a Markov random field on S with the N neighborhood system if and
only if the conditions
P  f   0, f 

are satisfied.

,

P( fi | f S {i} )  P( fi | f Ni )

4.9

is the set of all possible labelings. According to the second condition above, each

random variable in a MRF depends on other random variables that are only in their neighborhood
similar to Markov chains which are defined in ℝ. The random variables other than the ones in its
neighborhood have no effect on the conditional probability of the random variable.

The joint posterior probability of the MRF labeling in the MAP-MRF framework is determined
based on the Bayes formula, by the joint prior distribution of the labels and the conditional
probability of the data. According to Bayes theory, when the prior distribution of a pattern is known
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together with its likelihood, the best estimate based on this knowledge is the Bayes labeling (Blake
and Kohli, 2011).

MRFs are frequently used as a modeling and inference tool for a variety of vision problems such
as segmentation, denoising, reconstruction, stereo vision, texture classification, object labeling,
optical flow estimation and more (Roth and Black, 2009; Blake and Kohli, 2011).

3.6

Energy Minimization

Energy minimization is a powerful way to formalize the labeling problem. In an energy
minimization approach for the labeling problem, the criteria for labeling a point are first
established as an energy function. The objective then becomes to find a labeling configuration of
all sites among all possible combinations which gives the minimum evaluation of this energy
function.

The depiction in Figure 3.1 provides a representation of this idea over a simple binary labeling
example. Consider the binary labeling of a 4x4 image for simplicity of presentation. The values in
each pixel on the first representation of the image on the upper left corner correspond to their
intensity values. The numbers in the pixels of all other image representations are binary labeling
also highlighted by two different colors. Regardless of the labeling criteria and the energy function
employed, a naive approach of exhaustive evaluation of the energy function for each of 2 16 total
possible distinct configurations will provide the one with the minimum energy.

There are many energy functions proposed in literature. A common structure used for the energy
function to solve this type of problems can be written as
E ( f )   Edata ( f )  E prior  f

Edata  f    D  fi 
i



4.10

4.11
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E prior  f   Vi , j  fi , f j 
i, j

4.12

The first term of the function, Edata , which is commonly known as the data term, or unary term,
penalizes for inconsistency of the observations with the model. The second term, E prior , ensures
that the labels f i and f j are compatible with a smoothness determined by a  parameter. The
constant,  , of the energy function controls the relative contribution of the data costs in
comparison with the smoothness costs to the total energy. Data term is the sum of data costs
measuring how well the labeling fits the site given the observations. E prior is commonly referred to
as the smoothness cost and also as the binary term. There have been many smoothness cost
functions proposed in the literature (Boykov et. al., 2001). Smoothness may be dependent on the
specific pair of neighbors as well as the particular labels assigned to them. Three major types of
smoothness priors include, everywhere smooth, piecewise constant and piecewise smooth prior
(Veksler, 1999).

Figure 3.1 Binary labeling example.
Most of the time, energy functions of this form have many local minima. There is no algorithm
that can find the global minimum of an arbitrary energy function without the exhaustive
enumeration of the search space. Finding the global minimum of an arbitrary energy function is
intractable (Felzenswalb and Zabih, 2011; Veksler, 1999). Earlier, the use of energy minimization
approach for such problems was slow due to computational requirements. Optimization methods
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like iterated conditional modes (ICM), or simulated annealing were either ineffective or inefficient.
Recently, several powerful algorithms like graph cuts and loopy belief propagation (LBP) have
emerged that increased the efficiency and effectiveness of energy minimization approaches
(Szeliski et. al., 2008).

Smoothness cost functions are defined such that a smoothness penalty is introduced when two
adjacent sites are labeled different than each other. There is no penalty for a configuration of labels
in which the edge connects two sites that are labeled the same. This allows the parameter  to
control the range within which the cost will decrease rapidly with respect to the difference of the
feature values of the two sites. Figure 3.2 below demonstrates that the decrease rate of the
smoothness cost changes in compliance with the change in the parameter  .

Figure 3.2 Change in smoothness cost with respect to parameter  .
Smoothness cost is to be interpreted as a penalty for discontinuity between two neighboring sites.
In a labeling configuration, if a pair of sites connected with an edge has similar properties as
represented by their features, they will have a shorter feature distance; i.e. the proximity measure
calculated in the feature space. Having a shorter feature distance, the term which contributes to the
total energy due to this pair will increase resulting in a higher overall energy. If the labeling of
these two neighbors is different (discontinuity), this type of smoothness cost assigns a large
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penalty/cost to the edge since they are similar to each other (controlled by the  parameter). This
means that preferred labeling of these two sites will tend to be the same since it will cost more to
label these sites differently by increasing the total energy. On the other hand, if the two nodes are
far from each other in the feature space, then the smoothness function will assign a small penalty
to this edge allowing the two sites to be labeled different than each other since such labeling will
contribute to a lower energy. Such behavior ensures that any configuration which labels two
connected sites with different labels that are actually similar in nature are not preferred over
labeling them with the same label.

Figure 3.3 below demonstrates this conduct over a simple binary example. The figure contains all
42 = 16 possible configurations of a binary labeling of four connected sites. The color of the circles
in the figure represent labels while the numbers in them are the costs of each site being labeled the
way they are labeled in that specific configuration. The red values assigned to some of the edges
throughout the figure are the smoothness costs calculated for the pair of sites which that specific
edge connects. As mentioned previously, only the edges connecting two sites with different labels
have a smoothness cost calculated. Since it is tractable in this case, one can simply sum up the
total energies for all possible labeling combinations which are provided in gray boxes under each
configuration in the figure. The configuration in the second row highlighted in green color is the
one with the lowest energy among all possible labeling configurations.

Figure 3.3 Minimum energy calculation example for binary labeling of four sites on a graph.
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3.7

Graph Cut Optimization (GCO)

Over the last two decades, elaborate discrete optimization methods have been introduced for
inference in Markov random fields which yielded a change in the understanding of computer vision
problems (Gallagher et. al., 2011).

Significant number of algorithms in computer vision and graphics employ different mesh
segmentation or partitioning techniques (Shamir, 2008). Some of these methods are graph-cut
based methods that are used to decompose 3D surfaces into parts (Chen et. al., 2009; Katz et. al.,
2005). Graph-cut based methods have been extensively used and gained popularity in pixel
labeling problems in images as one of the recent developments which helped increasing the
computational efficiency of solutions based on energy minimization framework for such problems.
Before graph-cuts and similarly effective loopy belief propagation (LBP) algorithms, elegant and
powerful representation of labeling problem in terms of energy minimization was limited by
computational inefficiency (Szeliski, 2011).

3.7.1 Graphs
A graph G 

 G  ,  g  ,  G (.)

is a pair of sets

 G (.) that maps pairs of elements of

G 

and

 g  , and an incidence relation

 G  , to the elements of  g  . The elements of  G 

are called the vertices or nodes, and the elements of

g

are called the edges of the graph G .

Incidence relation may be omitted for notational simplicity (Kropatsch et. al., 2007).
MRF problems are defined on undirected graphs in the MAP-MRF approach. Each node of the
graph is associated with a label, and node relationships are modeled via the neighborhood system
(Li, 2009).

3.7.2 Minimum Cut
Graph cut, which may be geometrically interpreted as a hypersurface on N-D space, work as a
powerful energy minimization tool for a class of energy functions and they are used as an
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optimization method in many vision problems based on global energy formulations (Boykov and
Veksler, 2006).
Considering two special nodes, source (s) and sink (t) on a directed graph, the “minimum cut
problem” is to find a cut with minimum cost on the graph that will separate the graph into two
subsets such that s is in one subset and t is in the other subset. The cost of a cut is the sum of all
the weights of the graph edges with one node in one subset, and the other node in the other subset.
Ford and Fulkerson (1962) show that considering the edge weights as capacities, finding the
“maximum flow” from s to t on the same graph is equivalent to finding the “minimum cut” since
a maximum flow will saturate a set of edges which will separate the graph into two disjoint parts.

There are numerous algorithms for solving low-level vision problems that find minimum cuts on
an appropriately defined graph. Each of these algorithms has their specific requirements and
conditions regarding the types of energy functions they can minimize or the number of labels they
can handle simultaneously. Some algorithms compute optimal solutions under certain conditions.

Boykov et. al. (2001) introduce a fast approximate energy minimization algorithm via graph cuts.
They prove that the local minimum they find using their  -expansion algorithm is within a known
factor of the global minimum. This algorithm is one of the best known approximation algorithms
developed in computer vision (Felzenswalb, 2010).

Employment of graph-cuts as an optimization tool for the labeling of image pixels formalized as
an energy minimization problem takes two important aspects into account; consistency with data,
and spatial coherence. This approach may also be employed for the labeling of unstructured 3D
point clouds by establishing a graph which will faithfully represent the energy function.

Graph framework also allows for a hierarchical representation, which may be employed for the
identification of objects of interest based on their features. Such a framework is also open for the
integration of other possible features which might be obtained from sensors other than LiDAR.
Hence, an efficient integration of imagery or other ancillary information may be attempted within
this framework.
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In this research, we adapt the graph-cut formalization of energy minimization that is commonly
used for image pixel labeling as extended to the geometry of unstructured 3D point clouds. We
propose to employ this framework for the labeling of point clouds. We utilize the proposed
framework both for segmentation and classification tasks on 3D point clouds.

Figure 3.4 shows a depiction of such a graph with its nodes, edges, auxiliary label nodes, and a
minimum cut. When labeling point clouds, black and red dots are the nodes comprising the points
in the point cloud, except for the two that are labeled s and t as the auxiliary source and sink nodes.
The black and red links connecting the auxiliary nodes to the points are the edges holding the data
costs. The blue edges connecting the neighboring points with each other are the edges of the graph
holding the smoothness costs. The orange dashed line represents the minimum cut on the graph
severing both types of edges on the graph corresponding to the minimum energy. As a result, points
that remain connected to either the source or the sink node are labeled accordingly. In this section,
we explain the calculation of data and smoothness costs for each stage within the proposed
framework.

Figure 3.4 Minimum-cut on a graph (reproduced from Boykov and Veksler, 2006)
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3.7.3 α Expansion and α-β Swap
In this research we adapt the fast approximate energy minimization algorithm via graph cuts
introduced by Boykov et. al. (2001) to formalize the labeling problems of unstructured 3D point
clouds. The algorithms they introduce for the labeling problem uses two special moves on a graph;

 -expansion and    -swap. A move is a proposal of a “move-making” algorithm to change
the labeling of a site (Boykov et. al., 2001). Both of these moves let the labeling of many sites to
be changed in a single step in contrast with the standard moves which would allow only one site
to change its label at a time. In    -swap, a group of sites that were labeled  in one labeling
are labeled as  , and a group of sites that were labeled  are labeled as  after the move. In 
-expansion, a group of sites that were not labeled  in one labeling are labeled  after the move.
There are still an exponential number of moves even with these large moves. The main issue
addressed by Boykov et. al. (2001) is introducing an efficient graph-based way of finding the
optimal moves given a labeling.
We employ the  -expansion move in our framework. Initialized with an arbitrary labeling, the
local minimum is achieved by iteratively finding the minimum energy within one  -expansion
move of the current labeling, cycling through each label. Initial labeling doesn’t change the
solutions significantly since it is proven that any labeling achieved using these moves is within a
known factor of the global minimum (Boykov et. al., 2001).
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CLASSIFICATION AND SEGMENTATION OF
AIRBORNE LIDAR POINT CLOUDS USING GRAPH-CUT
OPTIMIZATION

4.1

Implementation of the Proposed Framework

As we have mentioned in Chapter 1, we propose a graph-cut point labeling framework that can be
employed to perform various point labeling tasks. In this chapter, we provide the details of our
framework for building extraction from airborne point clouds, including ground filtering, labeling
of surface and non-surface points, and roof plane segmentation stages. Figure 4.1 below provides
an overall flowchart of the building extraction process in this framework.

Point labeling is achieved in each stage by formulating the individual problem on a graph with
data and smoothness costs designed specific to its nature. Pre- and post-processing steps are also
required when labeling lidar point clouds within this framework. Here, we describe the
implementation details of each stage.

4.2

Preprocessing

3D sampling locations of the terrain as well as the objects on or above it, are calculated as described
in Chapter 2, usually following a rigorous quality control by the data provider. Later, they are
delivered commonly as a data product known as the point cloud. A point cloud is then used as the
input for all further processing to attain the objectives of the application for which the data are
employed for. There are several preprocessing steps that are usually required to eliminate some of
the issues with the point cloud datasets. In this section, we explain the preprocessing steps that are
used as part of our framework.
4.2.1 Elimination of Redundant Points
Most of the time, LiDAR point clouds consist of a combination of points acquired in multiple
flight strips. It is possible that sometimes the same location is recorded in several overlapping
strips. We identify such points with identical x, y, and z coordinates and remove all redundant ones
to avoid computational issues that may occur due to identical point locations.
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Figure 4.1 Flowchart for building extraction with the proposed graph-cut optimization
framework for labeling airborne lidar point clouds.

4.2.2 Removal of Outliers
Another preprocessing step is to remove the outliers with very low and very high elevation values.
We remove such points simply by using low and high thresholds after observing the approximate
minimum and maximum expected elevations in the scene.
4.2.3 Excluding Points with Weak Neighborhood Support
Once the redundant identical points and significantly high or low outliers are removed, we detect
the points which do not have enough number of neighboring points. This important preprocessing
step helps avoid the misrepresentation of local geometric properties of the points with insufficient
local support by disqualifying them as representatives of a local surface or volume. In order to
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remove these points, we count the number of points that fall within a rectangular prism with its
center as the point that is being investigated. The prism is defined by two parameters; h, the length
of the edges of its square base, and v, its height as shown in Figure 4.2. The prism is oriented such
that the base of the prism is parallel to the x-y plane of the mapping coordinate system in which
the point cloud is referenced. A threshold, n for the minimum number of neighbors expected within
the rectangular prism neighborhood of each point determines whether to keep the point in the
dataset.

h
h
v

Figure 4.2 The rectangular prism used to eliminate the points which do not have enough
neighbors within their immediate proximity. Solid point is the point being evaluated while the
hollow points are the neighboring points that fall inside the rectangular prism.
4.3

Calculation of Multi-level Local Feature Histograms (MLFH)

As mentioned previously, labeling of surface and non-surface points is one of the main stages that
our framework deals with for building extraction. For the labeling of surface and non-surface
points, we employ the S.T.P. and S.T.S. features calculated for the local point neighborhood of
each point as described in Chapter 3.

Every point with enough number of points within their predefined spherical neighborhood then
has a feature vector which represents the geometric properties of that point neighborhood. Using
these point feature vectors allows a classifier to be trained and then each point is assigned a label
through a classification algorithm. We achieve this classification not using these feature vectors
directly but through the histograms we generate with these features in each point’s neighborhood.
First, we calculate the 2D feature vector for a point of interest, pi, using all the points in its
predefined neighborhood. Next, we calculate the feature vectors for each of the points pij, that are
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within the neighborhood of point pi, using the points pjk, in their respective predefined individual
neighborhoods.

Then, we generate a histogram of these calculated feature vectors. The histogram serves as a
representation of the underlying geometry of the points in the local neighborhood of the point of
interest. Due to the involvement of point neighborhoods at multiple levels, we call these
histograms multi-level local feature histograms (MLFH).

In Figure 4.3, point pi is depicted as the full red circle at the center. The five points depicted as full
black circles are the points pij that fall inside the spherical neighborhood of pi which is presented
in gold color. The points depicted as black empty circles are the points pjk that fall within the
respective neighborhoods of each point pij. The neighborhoods of points pij are represented as gray
spheres in the figure.

For each point with enough neighbors in the dataset, we calculate the features in their respective
neighborhoods so that we have the same number of MLFH as the number of feasible points. The
histogram is calculated in terms of the percentage of the points falling into each bin over the total
number of points.

Figure 4.3 Graphic representation of two levels of neighborhoods and the points associated with
those neighborhoods involved in the calculation of MLFH.
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We also generate MLFH to serve as models using the training samples we collect from the point
clouds that are representative of the semantic classes that we’d like to extract. In our building
extraction framework, the two classes are: i) the surface class, which includes the points on the
surfaces of man-made structures like building roofs as well as natural surfaces as the ground, ii)
non-surface class which includes the points that are not on a surface. Figures 4.4-4.6 below present
examples of mean MLFH generated for these two classes.

Figure 4.4 Examples of mean MLFH for training samples of the non-surface class. Top
histogram shows the below six mean training sample histograms combined.

Figure 4.5 Examples of mean MLFH for training samples of the surface class. Top histogram
shows the below six mean training sample histograms combined.
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Figure 4.6 Examples of Mean MLFH for training samples of both surface and non-surface classes.

4.4

Graph Structure and Energy Definitions for LiDAR Point Cloud Labeling

We establish a graph model for the purpose of labeling the points in the lidar point cloud by
adapting Boykov et. al.’s (2001) minimum cut optimization algorithm. Each point in the point
cloud is considered as a node in the graph. The edges between the nodes are defined such that each
node is connected to its Voronoi neighbors with an edge. 2D neighborhood is used in case of
ground filtering and roof segmentation, and 3D neighborhood for surface classification task. We
use an edge length threshold calculated as the Euclidean 3D distance between the two points of
the edge in order to avoid very long edges to reduce the complexity of the graph. We select this
threshold as three times the neighborhood radius R, i.e. any two points that are further than 3R are
not connected with an edge. All points are also connected to the auxiliary source and sink nodes
which represent the labels. Labels differ depending on the required outcome. They are determined
as ground, and off-ground in the case of ground filtering. Labels for differentiating the points that
fall on a surface vs. others are identified to be surface, and non-surface. Sequential integers are
used as labels for each segment during the segmentation of the roof facets.
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4.5

Classification of Ground and Off-Ground Points

Labeling points as “ground” and “off-ground” is commonly referred to as “ground filtering”. As
mentioned previously, it is one of the most fundamental tasks in airborne topographic LiDAR data
processing. Airborne LiDAR point clouds are analyzed by various approaches for various purposes
in the literature. Many of these approaches include ground filtering as the initial process. Once the
ground points are filtered, remaining points may be further processed for extracting other features
including vegetation, man-made structures like buildings, and other objects.
4.5.1 Ground Filtering Methods
Many ground-filtering algorithms exist in literature since it is among the most studied problems in
LiDAR data analysis. Apart from literature reviews carried out by individual researchers when
introducing their proposed solutions for the ground filtering problem, Sithole and Vosselman
(2004), Zhang and Whitman (2005), Liu (2008), Meng et. al. (2010) also provide comparisons and
reviews of ground filtering approaches in literature.

Research on ground filtering can be categorized into several main tracks (Hu et. al., 2015; Meng
et. al., 2010; Mongus et. al., 2014; Bartels and Wei, 2010; Sithole and Vosselman, 2004; Zhang
and Whitman, 2005; Liu, 2008). These broad categories may practically be identified as:

1) slope-based directional scanning algorithms (Vosselman, 2000; Shan and Sampath, 2005; Meng
et. al., 2009; Susaki, 2012; Meng, 2005; Wang and Tseng, 2010; Sithole, 2001; Tarsha-Kurdi et.
al., 2006);
2) interpolation based linear prediction algorithms (Kraus and Pfeifer, 1998; Pfeifer et. al., 1999;
Lee and Younan, 2003; Lohmann et. al., 2000; Kraus and Pfeifer, 2001; Brovelli et. al., 2004);
3) methods employing mathematical morphology (Kim and Shan, 2012; Zhang et. al., 2003; Chen
et. al., 2007; Mongus et. al., 2014; Arefi and Hahn, 2005; Lohmann and Schaeffer, 2000; Mongus
and Zalik, 2012; Zhang and Whitman, 2005; Pingel et. al., 2013; Chen et. al., 2013);
4) Triangulated Irregular Network (TIN) algorithms (Axelsson, 1999; Axelsson 2000; Sohn and
Dowman, 2002; Kang et. al., 2014);
5) segmentation (Sithole and Vosselman, 2005; Tovari and Pfeifer, 2005; Tolt et. al., 2006; Ma,
2005; Filin and Pfeifer, 2006; Jacobsen and Lohmann, 2003; Filin, 2002).
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Apart from these, methods which consider the issue from a point classification perspective using
machine learning algorithms may be included as a separate category as well (Niemeyer et. al.,
2013; Lodha et. al., 2007; Lu et. al., 2009).

All methods have their own advantages and disadvantages with respect to computational
efficiency, ease of implementation, overall accuracy, or ability to perform well for different types
of terrain. In general, many of the existing algorithms perform well on flat terrain whereas
problems usually arise for terrain with variable topography, terraces, cliffs, sharp ridges, steep
terrain mixed with vegetation or man-made structures etc.

Ground filtering methods using global optimization techniques have also emerged in order to avoid
some of the problems above that may arise due to the local nature of many algorithms (Elmqvist,
2002; Mongus and Žalik, 2014; Zhou and Neumann, 2013). Such methods take global features of
the terrain into consideration as well as the local ones. They try to avoid the undesired
consequences of relying solely on the local features for the cases when they are actually
manifestations of the global ones.

We deal with the ground filtering problem from a global optimization point of view in our
framework. The relationships of the points in close proximity are evaluated together with the
global features in order to avoid the pitfalls of limiting the evaluation aspects to local features only.
We describe the filtering task as a labeling problem on a graph formed with the point cloud. An
optimum labeling solution is found by searching a minimum-cut on the graph. The following three
sections describe the calculation of the data costs and smoothness costs along with our
implementation and the workflow.

In ground filtering, data cost term is designed to formulate the likelihood of a point belonging to
ground or off-ground classes. Costs for assigning a ground or off-ground label to each point are
calculated with the data costs of the energy function. The auxiliary source and sink nodes
previously shown in Figure 3.4 represent the labels for ground and off-ground in this case. Data
costs are calculated as the weights for the edges that connect the points to these ground and offground nodes of the graph. On the other hand, the edges connecting points with each other have
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the weights corresponding to the smoothness term of the energy function. Smoothness cost term
is formulated as a function which considers the relationship between the pairs of points connected
with an edge.
4.5.2 Data Costs for Ground Filtering
In ground filtering, we define the data costs as a function of the height

hi of each point with respect

to an approximate coarse ground calculation. In order to calculate the approximate ground, it is
first assumed that there is at least one ground point within radius R proximity of each point. Initial
ground approximation is then the lowest point within this radius. Then, we gradually reduce R
with a reduction rate and pick the lowest point within the reduced neighborhood of the point until
the slope between the last approximate ground point and the point of inquiry exceeds a slope
threshold. We calculate the ground data costs for each point as
hi  th
hi  th

m1h

D(hi )  
m2 h  m1th  m2th

4.1

Where m1 , m2 are the slopes of the piecewise linear data cost function D(hi ) with a slow ascent
until the point height hi reaches the threshold th and a steep ascent for higher points. This is used
for allowing points that are closer to the ground to be associated with the ground much stronger
than the points that are above this threshold. Later we scale the calculated data costs between 0100 to be employed in the GCO for labeling. Figure 4.7 below shows example visualizations of
the ground data costs.
4.5.3 Smoothness Costs for Ground Filtering
The smoothness cost function term Vi , j that we use for ground filtering is an exponential function
of the slope se of the graph edges with respect to the approximate coarse ground.

 s2
Vi , j  exp   e 2
 2
f






4.2
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Slopes of the graph edges serve as an indication of similarity of point pairs. A high slope value
suggests that the points on two sides of an edge are not on the same surface while a low slope
suggests otherwise.

Figure 4.7 Example of data costs for ground points in ground-filtering.
The parameter  f regulates a slope range to consider the pair’s difference. Smoothness cost
penalizes discontinuity between two neighboring sites. A large penalty applies to the edge in case
two nodes of the edge are close to each other with respect to the slope feature, but they are labeled
differently.
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In the case of labeling one of the nodes as ground and the other node as off-ground will increase
the overall energy while labeling them the same will have the opposite effect. Hence, the
optimization algorithm will prefer to keep these nodes labeled the same due to lower energy.
Figures 4.8 and 4.9 below show example visualizations of the slope angles and smoothness costs
respectively by color coding the edges of the graph.
The parameter  f is determined in terms of slope difference. It limits the extent of the relative
slope of an edge connecting two points for them to be considered on the same surface. The higher
the parameter  f , the more likely two points with a higher slope will be assigned a high penalty.
Figure 4.10 demonstrates the change of smoothness costs with respect to the change in the
parameter  f .

Figure 4.8 Example of the slope angles for the calculation of ground point smoothness costs in
ground-filtering.
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Figure 4.9 Example of smoothness costs for ground points in ground-filtering.

Figure 4.10 Change in ground smoothness cost with respect to  f .
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4.5.4 Min-cut Optimization for Ground Filtering
Once the graph is constructed, the data and smoothness costs are calculated for each point and
each edge. The point cloud is then assigned an arbitrary labeling to initiate the min-cut
optimization. Then, an α-expansion graph-cut optimization is carried out as described in Chapter
3, based on the algorithms in Boykov et. al. (2001), Kolmogorov and Zabih (2004), and Boykov
and Kolmogorov (2004) using the implementation provided by Veksler and Delong
(http://vision.csd.uwo.ca/code/). Figure 4.11 below presents an overall workflow of the entire
ground filtering process.

4.6

Classification of Surface and Non-Surface Points

Identifying the points that are on the roofs is an essential task for building extraction from airborne
lidar point clouds. This task may be regarded as the identification of points that are on the same
planar surface since most building roofs can be modeled as a combination of planar patches.

Figure 4.11 Workflow for min-cut ground filtering of airborne lidar data
Extracting planar surfaces from point clouds is a common practice and many methods including
Hough transform and RANSAC are in use for this purpose. We follow suit with the course of
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algorithms which calculate features for the local neighborhood of each point and then label the
points based on their classification using these calculated features. We employ the S.T.P. and
S.T.S. features as described in Chapter 3 for labeling surface vs. non-surface points. We establish
a feature vector for each point using all the points within their individual neighborhoods and then
calculate the MLFH for each point.

Previously explained preprocessing approach is enhanced and fine tuned with the removal of
additional points based on the calculated eigenvalues at this stage. All points with their eigenvalue

1  0 are removed from the point cloud. Such points are the ones with no other points within their
defined spherical neighborhood. Similar points are removed previously by a coarser elimination
method. Since the eigenvalues are calculated for a finer neighborhood definition, it is possible to
identify even more such points that need to be removed from the dataset.

Next, each point is labeled via graph-cut optimization using the MLFH of the training samples
collected for surface and non-surface classes. The workflow for this classification is given below
in Figure 4.12.

Figure 4.12 Workflow for min-cut point classification of airborne lidar data
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4.6.1 Data Costs for Surface vs. Non-surface Classification
In case simple point feature vectors are directly used to calculate the data energy, one of many
distance measures available in literature may be used. Distance based measures like the city block,
Euclidean, or Tchebyshev distances are all commonly employed. A very straightforward choice
to measure the feature distance d f pi between the feature vector and the mean of the label training
data as a representation of the classes would be the Euclidean distance.
d f pi  i  x p

4.3

where i is the label mean and x p is the feature vector of point p.
Calculating the distance between the proposed histogram of the multi-level local features of a point
and the histogram representing the class label however, requires a choice of a measure more
suitable for evaluating their similarity.

Jeffries-Matusita (JM) distance is a measure commonly used to calculate the dissimilarity between
two probability distributions (Richards and Jia, 2005; Dabboor et. al., 2014), described by Jeffreys
(1946) as one of the two “Invariants expressing the difference between two distributions of chance”
in his seminal paper. We calculate the data cost as the JM distance between two histograms to
measure their dissimilarity. The data cost is then

D  H ip  

 
b

Hi b   H p b  


2

4.4

where Hi is the feature histogram of the training points representing a class model, Hp is the
histogram of the local point features for point p, and b refers to the histogram bins. Once calculated,
we scale the data cost values between zero and 100 to be utilized in the GCO for labeling the
points. Figure 4.13 below shows several examples of calculated data costs for the surface class
color coded with a blue-red color ramp in the range 0-100 respectively. The higher the data cost,
the more dissimilar the points are to the surface class.
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4.6.2 Smoothness Costs for Surface vs. Non-surface Classification
We use a function of three variables as the smoothness cost for the classification of surface vs.
non-surface points in the point cloud. These three parameters are the smoothness parameter  ,
the feature distance measure d f  H pq  between the MLFHs of the two sites connected with an
edge on the graph calculated as in Equation 4.5, and the 3D spatial distance d ( p, q) between them.

Figure 4.13 Examples of color-coded data costs calculated for the surface class.

d f  H pq  

 
b

H p b   H q b  


2

4.5

Smoothness energy for the classification of surface vs non-surface points is then calculated as

Vp ,q  f p , f q  

1
·e
d ( p, q )

(



d f H pq
2

2



2

)

where d ( p, q) is the Euclidean distance between points p and q in the spatial domain.

4.6
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Figure 4.14 below, shows how the change of the parameter  affects the smoothness cost using
the data from part of one of our study areas as an example. Two graphs in the figure comparatively
show how the smoothness cost changes with respect to d f  H pq  and d ( p, q) for the evaluation
of the smoothness energy at two instances of the parameter  ; 0.3 and 0.8. One may easily observe
that the decrease in  results in the smoothness cost to decrease more rapidly with respect to
d f  H pq  .

Figure 4.14 Change of the smoothness cost with respect to the change in  in Eq. 4.6.

When calculating the Euclidean distance term, d ( p, q) , we normalize the edge lengths with the
radius of the neighborhood. This, results in a standardized distance independent of the point
spacing since the radius of the neighborhood is determined based on the point density of the point
cloud.
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Figure 4.15 shows an example of the effects of the change in the distance term, d ( p, q) which is
calculated as the graph edge distances for two datasets with different point densities. The first row
shows the histograms of the graph edges for each dataset. Normalizing the edge lengths in terms
of the neighborhood radius provides the opportunity to interpret the histograms at the same scale.
Two histograms are similar when considered at their respective normalized scale which gives us
an idea of the distribution of the distances between the point pairs that are connected in the graphs
with respect to the neighborhood radius.

Figure 4.15 Graph edge lengths (top row) of two datasets (left and right columns) with different
point densities and their smoothness costs calculated both with actual (middle row) and
normalized (bottom row) edge lengths.
Two graphs in the second row help us to visualize the relationship between the smoothness cost,
calculated MLFH distance d f  H pq  , and edge lengths. MLFH distances are identical for any pair
that have the same feature properties for both datasets. The edge lengths in this case are Euclidean
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distances in meters. It is clearly observable that the ranges of smoothness costs are different for
each dataset; up to 0.5 in the first dataset, while the maximum cost reaches up to 3.0 in the second
dataset. This is due to the fact that the range of edge lengths in the first dataset is much larger than
the range of edge lengths in the second dataset. When the edge lengths are normalized in terms of
the neighborhood radius, the smoothness costs calculated for both datasets remain in the same
range since the distances are now relative. This may be observed in the last row of the figure.

In case the normalization is not considered, smoothness costs calculated with different ranges are
harder to interpret and it is less intuitive for adjusting the smoothness cost parameter when dealing
with multiple datasets of varying point densities. Such intuition allows for conveniently scaling
the smoothness costs to a comparable range with the data costs.

4.7

Labeling Individual Buildings

Once the ground, surface, and non-surface points are labeled, we proceed with identifying
individual buildings using off-ground surface points. Points that are labeled as surface also include
points that are not part of the building roofs. These are either the points that are not on a surface
but classified as one or the points that are aligned vertically (e.g. building walls). We consider
them as noise and remove them from the set of points labeled as off-ground surface points. At this
stage, the focus is on the building points. The result includes noise-free building points.
4.7.1 Removing Points on Vertically Aligned Surfaces and Noise
Vertically aligned points are mainly the points sampling the building walls. We calculate the
surface normal for each points’ spherical neighborhood with radius R. Then we calculate the
angular divergence of each point’s surface normal from the horizontal vector at that point. Each
point with a divergence angle smaller than a threshold of 10º is then removed from the dataset.
Several examples of points that are identified to be removed from one of the test dataset are
provided in Figure 4.16.

After removing vertically aligned points, we remove all points that have less than a minimum
number of points within the same spherical neighborhood with radius R around them. Figure 4.17
presents the result of this noise removal step on one of the test datasets. This is the first step of
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noise removal for building detection. Removal of these noise points reduces the amount of data
that need to be processed in the next stage which consists of clustering the points for labeling
individual buildings. Points which are still considered as noise and to be further removed still
remain in the dataset.

Figure 4.16 Examples of points (depicted in white color) in one of the test datasets that are
identified to be removed since they are vertically aligned.

Figure 4.17 Noise points (marked as red crosses) with insufficient number of neighboring points
that are removed from the off-ground surface points in one of the test datasets.
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4.7.2 Clustering Building Points
We employ DBSCAN (Density Based Spatial Clustering of Applications with Noise) clustering
algorithm of Ester et. al. (1996) to label individual buildings. DBSCAN is a density based
algorithm which identifies clusters of points with the help of density-reachable and densityconnected points given the minimum number of points MinPts expected in each cluster, and a
distance threshold Eps.

Considering a pair of points p and q, p is directly density-reachable from q if it is within Eps
proximity of p and there are at least MinPts points within its Eps proximity. Also, p is densityreachable from q if there is a sequence of points from q to p that are consequently directly densityreachable with the previous point in the sequence. Points p and q are density-connected if they are
both density-reachable from a third point constrained by Eps and MinPts. A pair of points p and q
are then in the same cluster 1) if q is density-reachable from point p, 2) p is density connected to
q, given Eps and MinPts (Ester et. al., 1996).

We keep the minimum number of points we require to exist in a cluster low (e.g. four points). The
reason is to not remove any building points through this clustering since a small cluster of points
in one processed tile of the dataset can be part of a building that largely remains in an adjacent tile.
Instead, the labels which consist of less than a minimum number of points that would not constitute
a building roof were removed from the building points once all clustering was done and all tiles
were combined in one dataset. Finally, any remaining points with less than the desired number of
minimum neighbors within a distance R to the point were removed as the post process noise
removal step.

We determine Eps values approximately based on the n x n grid neighborhood around the points
similar to the neighborhood radius used when calculating the local point features. Since along and
cross-track point spacing may be different in airborne lidar data, neighborhood is identified to be
large enough to provide the connection between the scan lines. For example, using a radius based
on a 3x3 neighborhood affects the results in one of our test datasets by disconnecting groups of
points that are on the same building such that they are not labeled as on the same building.
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4.8

Roof Plane Segmentation

Another important step in building extraction is the segmentation of the roof planar surfaces. This
is again a labeling problem. After labeling, there are as many number of labels as the number of
roof facets. All points that are on the same roof facet have the same label while the points that are
on different roof facets are labeled differently. The process is summarized by the flowchart in
Figure 4.18.

Figure 4.18 Flowchart of GCO labeling for roof plane segmentation.

4.8.1 Preprocessing
Similar to the preprocessing steps applied in the previous labeling tasks, we first remove all points
without enough neighbors that are within a predefined spherical neighborhood around them. Then
we calculate the surface normal for each point. Calculated surface normals do not necessarily have
consistent orientation. Most of the off-ground surface points that are acquired with airborne lidar
sensors are likely to be on top of building roofs than walls. Some of the normals for these points
on the roofs may be calculated as directed up while others are directed down. We select one
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consistent direction and flip any calculated normal that has a zenith angle larger than 90º. Figure
4.19 below shows an example of the surface normals before and after reorientation.

Figure 4.19 Example of surface normals before (top left), and after (top right) reorientation; and
3D scatter plot of normal vector components (bottom).

4.8.2 Watershed Segmentation of Surface Normals for Initial Labeling
After the reorientation of the point normals, we divide the 3D surface normal feature space into N
bins and generate a 3D histogram of bin counts. Then we apply watershed segmentation (Meyer,
1994) on the inverse of this histogram and assign each point the labels that are the result of this
segmentation. This labeling serves as the initialization which is later to be optimized via graph-cut
optimization. Figure 4.20 shows an example building with initial labels assigned to points as a
result of this watershed segmentation of the 3D feature histogram. The noisy structure of initial
labeling is clearly observed in this case.
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Figure 4.20 Example of initial labeling (top), and labeling after GCO (bottom) for roof plane
segmentation.

4.8.3 Graph-Cut Optimization for Roof Segmentation
We establish a graph for the purpose of labeling individual roof facets. Off-ground surface points
are considered as the nodes in this graph. The initial labels obtained from watershed segmentation
are represented with auxiliary graph nodes. All nodes in the graph except the auxiliary ones are
connected with their Voronoi neighbors with an edge. They are also connected to the auxiliary
nodes representing initial labels with graph edges. Again, edges between points represent the
smoothness costs and the edges connecting the points to the auxiliary nodes represent the data
costs for each label. As a result of this optimization process, roof planes acquire their final labels
as presented in Figure 4.21. Applying GCO allows for the simplification of this building roof to
include two planes only.
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Figure 4.21 Examples of GCO labeling for roof plane segmentation

4.8.3.1 Data Costs for Roof Plane Segmentation
Data cost function for the segmentation of the surface points considers the Euclidean distance d f pi
in the feature space between the point’s feature vector f p and the label means  fi . The labels here
are the initial labels acquired as a result of the watershed segmentation. It is likely that some of
these initial labels will not be assigned to any of the points by graph-cut optimization. In that case,
they will be dropped and remaining labels will be reordered consequently.
d f pi   fi  f p

5.10

4.8.3.2 Smoothness Costs for Roof Plane Segmentation
Smoothness costs are calculated as a function of the Euclidean distance d ( p, q) between the two
points connected to each other with an edge and the angle between their surface normals d f  p, q 

(
1
Vp ,q  f p , f q  
·e
d ( p, q )

d f  p ,q 
2

2

2

)
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TESTS AND EVALUATION

5.1

Data

We used several datasets to test our methods. One dataset to test the ground filtering algorithm,
two datasets with different characteristics for testing building extraction framework, and one
dataset for roadside feature extraction for road safety. Properties of all datasets except the dataset
used for roadside feature extraction are introduced below.

The data for roadside feature extraction include additional resources other than the lidar point
cloud since it is addressing a complex real-world application regarding road safety. Relevant data
are presented individually as a whole at the end of this chapter right before the test results for
roadside feature extraction are provided.
5.1.1 ISPRS Test Dataset for Ground Filtering
The dataset used to evaluate our ground filtering algorithm is the test samples provided as
benchmark by the ISPRS for determining the performance of ground filters. It consists of 15
samples with different landscape characteristics including steep slopes, discontinuities, bridges,
complex scenes, outliers, vegetation on slopes, low number of bare earth points (Sithole and
Vosselman, 2004). ISPRS ground filtering test dataset was obtained with an Optech ALTM
scanner. Point spacing for the urban areas are reported to be 1-1.5 m while the acquisition of the
rural sites was with a sparser point spacing of 2-3.5 m.
Reference labeling by manual filtering is also provided as “bare-earth” and “object”. The “bareearth” is defined by the data provider as the “top soil or any thin layering (asphalt, pavement, etc.)
covering it (Sithole and Vosselman, 2004). Figure 5.1 below shows these 15 test samples.
5.1.2 Bloomington Dataset
The first dataset is the lidar point cloud of part of Bloomington, IN obtained from the Indiana
Spatial Data Portal. It was collected as part of Monroe County orthophotography and lidar data
acquisition carried out by MJ Harden on April 11-12, 2010. The size of the study area is
approximately 4200 x 2080 ft. It spans a typical Midwest suburban area with residential settlement
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including houses and apartment buildings of various types and sizes as well as vegetation with
varying density. There is no abrupt elevation change in this noticeably flat area.

The lidar data acquisition was planned to meet 1.4 m post spacing for unobscured areas. Reported
vertical RMSE is 0.347 ft/10.58 cm. The point coordinates are in NAD 1983 HARN horizontal
datum and NAVD 88 vertical datum projected on the Indiana State Plane Coordinate System West.

The point cloud includes a total of 933,932 points and is provided in LAS 1.2 format. The average
point density is 1.18 pts/m2 when calculated for all points in the study area, and 0.97 pts/m2 for the
last returns only. Data specifications close to these values are more common typically for lidar
acquisitions with the purpose of generating base topographic products in the U.S. for counties or
larger geographic areas. Figure 5.2 shows the study area which covers approximately 811,600 m2.
5.1.3 Vaihingen Dataset
The second dataset is the airborne lidar point cloud over Vaihingen in Germany, part of the test
dataset for ISPRS Test Project on Urban Classification and 3D Building Reconstruction (Niemeyer
et. al., 2014). It was provided by the German Society for Photogrammetry, Remote Sensing and
Geoinformation (DGPF) (Cramer, 2010). The dataset was acquired using a Leica ALS50 system
at a mean flying height of 500 m above ground on August 21, 2008.

The part of the dataset we used to test our method includes 753,876 points in UTM Zone 32N
horizontal coordinate system. Average point density we calculated for the study area is 8.83 pts/m2
for all points and 8.61 pts/m2 for last returns. The point cloud is provided in ASCII format
including labels for each point corresponding to one of eight classes including, powerline, low
vegetation, impervious surfaces, car, fence/hedge, roof, facade, shrub, and tree. The terrain is
considerably flat. The scene is a built up urban area covering approximately 83,700 m 2 as shown
in Figure 5.3 It includes buildings of various sizes and styles along with moderate number of trees
and low vegetation.
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Figure 5.1 Shaded DSMs with 2.5 m (upper frame) and 1.5 m (lower frame) grid size generated
from the ISPRS ground filtering test data point clouds.
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Figure 5.2 Orthophoto (top), lidar point cloud colored by elevation (middle), and DSM - 5 ft- of
the Bloomington study area (bottom).
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Figure 5.3 Orthophoto (left), and DSM - 0.3 m- (right) of the Vaihingen study area.
5.2

Ground Filtering on the ISPRS Test Dataset

Since the characteristics of the sample test sites were varied, we have applied our ground filtering
algorithm with different parameters for each sample for optimum performance. Type I and Type
II errors, together with the total errors calculated for each test sample are presented in Table 5.1.
Even though the sample with the lowest total error is S61, this is misleading since this sample has
the highest Type I error. The algorithm performed very poorly to identify the off-ground points on
this sample. Since the number of these off-ground points were too little compared to the number
of ground points, Type I error is high while Type II error is the second lowest among all samples.
The second and third best results with respect to the total error are S21 and S42 with S21 having
a slightly large Type I error.

The results with the highest total errors are S11 and S23. S11 has a landscape on a steep slope with
buildings, road, and vegetation. S23 on the other hand, has a very complex structure on a multi
layered landscape. Type I error is higher in S11 while Type II error is the higher one in S23. Figure
5.4 shows the filtered ground for the samples with the highest two and lowest two total errors while
Figure 5.5 shows the filtered ground for several selected samples. A perspective view of ground
filtering results of several selected samples is presented in Figure 5.6.
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Table 5.1 Type I, Type II and total errors for the ground filtering of 15 ISPRS test sites.
Test Site

Total Error (%)

Type I Error (%)

Type II Error (%)

S11

19.8

27.5

14.0

S12

7.3

9.1

5.5

S21

3.9

16.1

0.5

S22

10.4

10.1

10.6

S23

13.9

9.0

18.3

S24

11.8

19.7

8.8

S31

6.6

14.0

0.3

S41

11.7

4.1

19.2

S42

4.1

5.1

1.7

S51

8.0

14.4

6.1

S52

5.2

33.8

1.9

S53

11.6

39.9

10.4

S54

5.7

9.3

1.6

S61

2.4

44.4

0.9

S71

7.5

5.0

7.8

Average

8.7

17.4

7.2

Figure 5.4 Original (top) and ground-filtered (bottom) data for the highest two (left) and lowest
two (right) total errors.

78

Figure 5.5 Original (top) and ground-filtered (bottom) data for selected samples.

Figure 5.6 Perspective views of selected ground filtering results for the ISPRS test datasets. Blue
points are labeled as ground and red points as off-ground.
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When the results are evaluated, it is observed for all samples with a total error lower than 10% that
Type I errors are much higher than Type II errors with the exception of S71. This indicates a trend
of off-ground points being misclassified as ground for these samples. A quick look at the
misclassified points reveals that they mostly correspond to low vegetation points as it can be also
observed in the filtered grounds presented in Figures 5.4 and 5.5.

Misclassification of low vegetation is mainly due to the preference of m1 and th parameters of the
data cost function. The accuracy of the point heights calculated from the approximate ground are
dependent on the performance of the multiscale coarse ground approximation. There is a trade-off
for how close a ground point can initially be approximated. The farther the approximate ground
point is to the point of interest, the higher the point’s initial height may be. On the other hand,
closing in too much may result with off-ground points incorrectly being considered as the ground
approximation. This may be the case especially with large but low building roofs. The parameters

m1 and th are selected with this balance in mind. As a result, low vegetation points are assigned
data costs in the lower range and the optimization favors them incorrectly as ground points.

Contribution of the data cost in comparison with the smoothness cost becomes critical for the
terrain with steep slopes. To compensate for the high ground data costs of the points on slopes, in
contrast with their actual label being ground, the importance of the data cost is reduced via λ
parameter of the smoothness function.

5.3

Building Extraction for Bloomington Dataset

The flowchart in Figure 4.1 for building extraction with the proposed graph-cut optimization
framework for labeling airborne LiDAR point clouds sequentially performs ground filtering as the
first step followed by the labeling of surface and non-surface points within the off-ground points.
This represents a very common approach of applying ground filtering before further analysis.
However, ground filtering is not a prerequisite for labeling surface and non-surface points in our
framework. This labeling can take place even before applying any ground filtering to the dataset.
To demonstrate both alternatives, we have labeled surface and non-surface points before ground
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filtering in the Bloomington dataset while ground filtering was applied as the first step for the
Vaihingen dataset.

First, we removed the spurious points including very low and very high ones as well as the points
without enough neighbors around them. Then we calculated local point features for each point
using a spherical neighborhood of R = 3.6 m (~12 ft.) which corresponds to a 5x5 neighborhood
around each point as described in Section 3.1. Using these calculated features, we generated
MLFHs for each point by 10x10 binning of the feature space.

For the calculation of data costs, we have manually collected 34 non-surface point patches
including a total of 10,911 points and 22 surface point patches including a total of 7,658 points for
training. Figure 5.7 below presents several examples of these collected training samples.

Figure 5.7 Examples of training samples (blue color) for surface (top) and non-surface (bottom)
points in Bloomington dataset.
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For each point in the training dataset, we have calculated the local point features using the same
spherical neighborhood. We have also calculated the average MLFH from the MLFHs calculated
for each point in the training dataset. Using the MLFHs of individual points and the average
MLFHs of each label, we have calculated the data costs with Equation 4.4. Using the MLFHs and
the Euclidean distance of the points connected with an edge on the graph, smoothness costs are
calculated with Equation 4.6. We used the parameter  = 0.8 for the smoothness costs. Data term
and smoothness term were equally weighted when calculating the total energy. Final labeling as
surface and non-surface points was achieved by GCO.

The points that are labeled as surface as a result include all building roofs and any walls as well as
the ground while the non-surface points consist mainly of vegetation and remaining noise points.
Figure 5.8 below show all points in the Bloomington dataset labeled as surface or non-surface.
Next, we applied ground filtering to the points labeled as surface. Initial ground approximation
was carried out within R = 60 ft by reducing the search radius 15% at each step until 60º slope
threshold was exceeded. We used the smoothness cost parameter  f  0.65 and set the
smoothness cost weight to 1,500.

We have observed one issue with the ground filtering in this dataset that is relevant to the order of
applying ground filtering before or after surface vs. non-surface labeling. During surface and nonsurface point labeling, some small ground points under dense canopy were mislabeled as nonsurface. As a result, these points were not included in the surface points to be further processed.
Gaps in the ground point labeling occurred at the end due to the exclusion of these points in the
ground filtering step.

It occurs that performing ground filtering before surface vs. non-surface filtering may provide a
more complete ground class than applying ground filtering after the points are first labeled as
surface. From our perspective, we expect this issue to not have an impact on the building extraction
results since such points are not included among the building points in either case. Figure 5.9 below
shows the ground filtering results of the points labeled as surface in the Bloomington dataset.
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Figure 5.8. LiDAR point cloud labeled as surface (blue) and non-surface (green) points for
Bloomington test area.

Figure 5.9. Ground filtering results of Bloomington dataset surface points.
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When the labeled ground points were removed from surface points, remaining points mainly
consisted of building points with some remaining noise. We cleaned the spurious points from the
building points by checking the minimum number of points desired around each building point.

An additional step of cleaning such points is achieved with the clustering of individual building
points using DBSCAN. The minimum number of points parameter for each cluster allows the
removal of clusters which do not have enough points to be considered as a building. In DBSCAN,
we selected the minimum number of points in a cluster as 20. The other DBSCAN parameter, Eps
we used for clustering the building points was 3 m for the Bloomington dataset. After the clustering
had been applied, each cluster was considered as an individual building.

The final points that are labeled as individual clusters at the end of the clustering process are the
building points which constitute our building extraction results. For validation, we labeled all the
roof points in the Bloomington dataset manually to be used as reference. Figure 5.10 below shows
the hand labeled reference building points, final labeling of individual buildings, and ground, offground non-building, and building labeling for Bloomington dataset.

Figure 5.10. Building extraction result for Bloomington dataset. Top: Hand labeled reference
building points randomly colored for each individual building. Middle: Points randomly colored
for each cluster that is considered to be an individual building roof. Bottom: Points depicted as
ground (brown), off-ground non-building (green), and building (red) classes.
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Figure 5.10 Continued

We then counted the true positive (TP), false positive (FP), true negative (TN), and false negative
(FN) number of points and calculated the true positive rate (TPR) - sensitivity/recall-, true negative
rate (TNR) –specificity-, false positive rate (FPR), false negative rate (FNR), overall accuracy, and
Kappa values. Validation results are provided in Table 5.2. Figure 5.11 presents the building points
that are missed during classification and points that are not actually building but misclassified as
such for Bloomington dataset.
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Table 5.2 Confusion matrix presenting the TP, FP, TN, and FN number of points, TPR
(sensitivity/recall), TNR (specificity), FPR, FNR, accuracy, and Kappa values for the
Bloomington dataset building extraction results.

Classification

Reference
Building
Not Building

Σ

Building

115518

0.9355

11593

0.0143

127111

Not Building

7963

0.0645

798831

0.9857

806794

Σ

123481

810424

933905

Accuracy:

0.9791

Kappa:

0.9099

Figure 5.11. Comparison of building extraction result for Bloomington dataset with manual
labeled reference buildings. Top: Missed buildings overlaid with classified buildings. Botom:
Points misclassified as buildings overlaid with reference buildings.
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5.4

Building Extraction for Vaihingen Dataset

As mentioned in the previous section, the processes we applied to the Bloomington dataset, we
have also applied to the Vaihingen dataset with the difference being when ground filtering is
performed. In the Vaihingen dataset, we applied ground filtering first and then continued with the
labeling of surface and non-surface off-ground points.
For ground filtering, we have searched for an initial ground approximation within R = 20 m by
reducing the search radius 15% at each step until 60º slope threshold was exceeded. We used the
smoothness cost parameter  f  0.15 and set the smoothness cost weight to 200. Figure 5.12
presents ground filtering results for the Vaihingen dataset.

Figure 5.12. Ground filtering results of Vaihingen dataset.
After ground filtering, we proceeded labeling surface and non-surface points within off-ground
points. We have selected R= 1.7 m for calculating local point features. This corresponds to a 7x7
neighborhood around each point as described in Section 3.1. We calculated MLFHs using the
points within this neighborhood of each point.

For the calculation of data costs, we have manually collected six non-surface point patches
including a total of 7,780 points and five surface point patches including a total of 1,655 points for
training. Figure 5.13 below presents several examples of these collected training samples.
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Figure 5.13 Examples of training samples (blue color) for surface (top) and non-surface (bottom)
points in Vaihingen dataset.
Average MLFHs representing the surface and non-surface labels were calculated using the
collected training samples. These MLFHs were then used to calculate both the data costs for each
point and the smoothness costs for each edge on the graph. We used the smoothness cost parameter

 = 0.8. Smoothness term was weighted five times the data term of the energy function. We have
acquired the final labeling of off-ground surface and non-surface points by GCO. Final labeling of
off-ground surface and non-surface points in Vaihingen dataset is presented in Figure 5.14 below.

Points sampling the building walls occur much more frequently in the Vaihingen dataset than the
Bloomington dataset. Along with previously explained noise removal steps, we also removed the
points that are sampling vertical surfaces to evaluate extracted building roofs with the reference
building labeling. We have applied a threshold of 10º to check the divergence of each point’s
surface normal from the horizontal plane and remove the ones that are within this threshold.

Once vertically aligned points were removed, we applied DBSAN clustering to the remaining
points with the parameter Eps = 1 m. We set the minimum number of points to exist in each cluster
as 30. Figure 5.15 below shows the final labeling of individually separated buildings for the
Vaihingen dataset.
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Figure 5.14. Vaihingen off-ground lidar points labeled as surface (blue) and non-surface (green)
points.

Figure 5.15. Building extraction result for Vaihingen dataset. Left: Points depicted as ground
(brown), off-ground non-building (green), and building (red) classes. Right: Points randomly
colored for each building roof.
Each point in the Vaihingen dataset provided by the ISPRS is labeled with one of nine different
classes including a “Roof” class. We merge all the classes except the “Roof” class into one “Not
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Building” class and validate our results with these labels. Validation results are provided in Table
5.3. Figure 5.16 below present the building points that are missed during classification and points
that are not actually building but misclassified as such for the Vaihingen dataset.

Table 5.3 Confusion matrix presenting the TP, FP, TN, and FN number of points, TPR
(sensitivity/recall), TNR (specificity), FPR, FNR, accuracy, and Kappa values for the Vaihingen
dataset building extraction results.
Reference

Classification

Building

Not Building

Σ

Building

135,326

0.9319

12,602

0.0224

147,928

Not Building

9,883

0.0681

548,906

0.9776

558,789

Σ

145,209

561,508

706,717

Accuracy:

0.9682

Kappa:

0.9032

Figure 5.16. Comparison of building extraction result for Vaihingen dataset with the reference
labeling provided by ISPRS.
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5.5

Roof Plane Segmentation for Bloomington and Vaihingen Datasets

Until this stage, we have applied our framework on both test datasets for two common point cloud
labeling tasks; ground filtering, and building extraction. As a third common task, we have applied
our framework for the segmentation of roof planes by labeling the building points in both datasets
as described in Section 4.8. Our approach for roof plane segmentation relies on the optimization
of a noisy over-segmentation achieved by watershed segmentation of the normal feature space.

For the Bloomington dataset, we have calculated the surface normal for each point within the
spherical neighborhood with R= 3.6 m which corresponds to a 5x5 neighborhood based on point
density. Smoothness cost parameter was set to be  = 5. We have applied the smoothness costs
weights to be twice the data cost weights.

Figure 5.17 shows the roof plane segmentation results for the entire Bloomington test dataset.
Several examples comparing the initial watershed segmentation and the GCO optimization results
are presented in Figure 5.18.

Figure 5.17. Roof plane segmentation results for the Bloomington dataset.
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Figure 5.18. Examples of the initial watershed segmentation (top) and GCO optimization
(bottom) results for roof plane segmentation for the Bloomington dataset.
To calculate surface normals for the Vaihingen dataset, we used a spherical neighborhood with R=
1.2 m which also corresponds to a 5x5 neighborhood based on point density. We have set the
smoothness cost parameter to  = 5. Influence of smoothness costs were set to be four times the
data costs. Final segmentation result for the Vaihingen test dataset is presented in Figure 5.19.
Figure 5.20 provides a side-by-side comparison of the initial watershed segmentation and GCO
optimization results for several examples.

A visual inspection of the results shows that there is a trade-off between smoothness and the level
of detail that needs to be preserved. In the Bloomington dataset, the point density doesn’t allow
for a high level of detail to be retained. In this case, such a trade-off seems to have a less impact
of the outcome. In the Vaihingen dataset, point density is higher than the Bloomington dataset
which allows to preserve more detail for roof reconstruction. Still, some details prove hard to be
captured as individual roof planes for this point density either. One example is the case of two
attachments as seen in Figure 5.21 that are circled in red. These attachments were not identified as
different roof planes mainly due to their scale considering the point density of the dataset.
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Figure 5.19. Roof plane segmentation results for the Vaihingen dataset.

93

Figure 5.20. Examples of the initial watershed segmentation (top) and GCO optimization
(bottom) results for roof plane segmentation for the Vaihingen dataset.

Figure 5.21. Example of a partially failed case of roof plane segmentation in the Vaihingen
dataset due to the scale of the detail to be preserved. Left: Initial watershed segmentation result.
Right: Final segmentation after GCO optimisation.
We have selected 20 buildings from the reference dataset with at least two roof planes and
manually labeled each roof plane. Then we have calculated a confusion matrix for each building
roof by comparing the hand labeled roof planes and the roof plane segmentation results. Table 5.4
below provides overall accuracy values calculated for each building and the average accuracy for
20 buildings.
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Table 5.4 Roof plane segmentation accuracies for 20 reference building roofs.
Number of

Number of

Planes

Planes

(Reference)

(Results)

1672

3

7

97.0%

2

1280

4

5

83.8%

3

805

2

3

97.5%

4

1413

2

2

98.4%

5

5854

2

4

94.6%

6

2406

3

6

94.6%

7

2198

3

7

87.5%

8

2250

3

7

99.5%

9

4200

4

8

67.4%

10

1961

4

6

93.7%

11

3728

2

6

97.9%

12

2436

4

8

96.1%

13

988

10

13

88.7%

14

6648

3

7

94.9%

15

1620

5

5

97.5%

16

1390

3

5

94.8%

17

687

6

7

66.8%

18

3675

3

7

96.0%

19

774

5

5

84.2%

20

2613

3

8

93.3%

Building

Number of

ID

Points

1

Average
Accuracy

Accuracy

91.2%
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5.6

Roadside Clear Zone Information Extraction by Integrated Use of Orthophotos and
Airborne LiDAR Data

5.6.1 Introduction
Next, we have employed our building extraction framework in a real-world application for
roadside clear zone information extraction. Our motivation was, 1) to apply our method as part of
a complex workflow, 2) to test the transferability of training with one LiDAR dataset to another
one with similar acquisition characteristics but different landscape.

The requirement of this application for using our method for building extraction from LiDAR data
is to extract the obstructions near the traveled way for road safety analysis (Shan and Ural, 2015).
A prerequisite to extract roadside information is to identify the roadside areas with designed clear
zones. Ideally, it is possible to identify the clear zones via spatially accurate road network and
information on the roadway such as the lane width and the number of lanes. However, road
network datasets with planimetric accuracy that will allow such identifications, or spatially related
lane information may not be available consistently for large road networks. In that case, the
travelled way (and its centerline), and the roadside areas need to be extracted with geometric
reliability to acquire all other related information. Acquiring information that is spatially coherent
is not straightforward and needs the integral use of multiple data sources.

We have developed a framework for extracting the obstructions near the traveled way like trees
and man-made structures as well as determining the paved surface as a prerequisite for defining
the clear zones from which these features are to be extracted. We employed orthophotos and
airborne LiDAR point clouds for identifying the clear zones and extracting the roadside features.
5.6.2 Data
We have selected a study area of approximately 10 square miles in Clinton County, IN for
implementing the proposed framework. The area covers mainly suburban land along the road
network. We have used the 1-foot resolution CIR orthophotos and 1.5 m Nominal Pulse Spacing
(NPS) LiDAR point clouds available from the 2011-2013 Indiana Orthophotography (RGBI),
LiDAR and Elevation program as a part of Indiana Statewide Imagery Program administered
through Indiana Office of Technology – State Geographic Information Officer (www.igic.org).
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We have also used the road network in vector format provided by Indiana Department of
Transportation (INDOT).

Figure 5.22. 1-ft resolution orthophoto (top), INDOT vector road network (middle), and 1.5 m
NPS LiDAR point cloud (bottom) along the road network colored by elevation.
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5.6.3 Determining Clear Zones
To extract the ground features within the clear zone of a road network, one needs to explicitly
define the clear zone and confine the area to perform the feature extraction. A considerably
straightforward way of determining the area that the clear zone covers would be to apply an offset
to the center of the paved area considering the width and the type of the road. However, available
road network dataset doesn’t provide planimetric accuracy consistently to allow such
identification. Since the available road network does not provide such confidence in identifying
the center of the paved road, additional effort is required to first determine the extent of the paved
area.

The framework we have developed for extracting clear zones consists of multiple steps. First, there
is a preprocessing step for data preparation. Then, paved surface classification, medial axis
extraction, and paved surface reconstruction steps follow until the clear zone within which the
obstructions will be extracted is determined.

In the preprocessing stage, we generated an approximate buffer around the road lines to use as a
mask for limiting the amount of data involved in the process. Then we masked the orthophotos,
LiDAR and the normalized DSM we generated using this mask.

Once the irrelevant areas of the dataset are masked with a buffer around the existing road network,
classification of the road surface is carried out for the relevant areas. We have applied Support
Vector Machine (SVM) classification for the classification of the paved surface using the open
source Orfeo Toolbox (OTB) library (CNES, 2013).

Classification results of the paved road surface do not directly provide a topologically consistent,
complete, accurate geometric model of the road extent. Instead, an irregularly shaped noisy raster
sampling of the paved surface is acquired. It is not possible to obtain a reliable road extent with
the irregular nature of the classification results as they are.

We have applied a series of processes to reconstruct the road based on the raster classification
results. First, we applied a cleaning and generalization procedure followed by the extraction of the
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medial axis of the paved surface using morphological operations. After acquiring the medial axis,
we employed morphological operators to prune the excessive irregular branches that are not part
of the main roads. Once the centerline was available, we used it as a reference to reconstruct the
paved surface. We achieved this by first extracting the boundary of the paved surface from the
classification results, then finding the distance of each boundary pixel to the centerline, and last,
estimating an average road width for each centerline segment of 50 ft intervals for piecewise
reconstruction of the paved surface. Figure 5.23 shows the extracted centerline result for the study
area in comparison with the existing INDOT road data.

Figure 5.23. INDOT road data (left), orthophoto (middle), and road pavement classification
result overlaid on the orthophoto (right) for the study area.
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5.6.4 Extraction of Obstructions within Roadside Clear Zones Using LiDAR Point Clouds
After establishing the defined clear zones, the study area was confined to the regions from which
the features would be extracted. We have employed airborne LiDAR point cloud to extract the
features within clear zones.
5.6.4.1 Preprocessing and Ground Filtering
We have calculated the point density as 1.08 pts/m2 in the study area. Similar to the Bloomington
dataset, we have determined the radius of the sphere which defines the point neighborhood as 12
feet based on this calculated point density. We have calculated the k-d tree for the off-ground
points and performed a range search for each point to determine the points that fall within their
neighborhood.

The points within the point cloud did not always result from the reflections of a surface or an object
that is large enough to be correctly identified and modeled given the point density of the LiDAR
acquisition. Occasionally there were either individual points or small groups of points which fall
into this category. Attempts on detecting and modeling such occurrences are highly unlikely to
succeed. We have identified such points by applying a threshold for the minimum number of points
within their neighborhood. We removed all points which had less than eight points in their
neighborhood.

We have implemented our proposed framework for labeling LiDAR points using MLFHs and
GCO after ground filtering. Once off-ground points were acquired, we have calculated the
estimated height of each off-ground point with respect to the local ground and applied a height
threshold of six foot to perform the classification of the points that were above this height. Figure
5.24 shows the LiDAR points the study area after ground filtering and removal of low off-ground
points.

5.6.4.2 Point Classification
Next step for identifying the objects within the clear zones along the roads is to classify surface
and non-surface points using our framework. The latter points are usually the trees and other
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vegetation since the laser pulse penetrates through the branches and reflections from within the
crown are acquired by the LiDAR sensor. Objects that we refer to as surfaces are usually the planar
and curved surfaces of man-made structures excluding the ground since we are only dealing with
off-ground points at this stage.

Figure 5.24. Points classified as ground and off-ground as a result of ground filtering
Point density of Clinton County dataset is very similar to the Bloomington dataset. As mentioned
earlier, point features calculated for each neighborhood represent geometric properties of the
neighborhood. To investigate how sensitive the classification results are to the collected training
samples in datasets with similar properties, we used the same training samples collected for the
Bloomington dataset with this dataset as well.
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We have calculated the point features and MLFHs for each point within the study area. Then we
calculated their data costs. Figure 5.25 shows examples of data costs calculated for the points in
part of the study area.

Figure 5.25.Examples of data costs of off-ground points calculated for the building (up) and tree
(down) classes.
Next, we have calculated the smoothness costs for each connected point pair on the graph and
employed GCO to achieve final labeling. We have set the smoothness parameter σ as 0.8 and data
costs were equally weighted as smoothness costs. As the result of the GCO classification, we have
obtained the class labels for all points in the point cloud as either building or trees. Figure 5.26
below shows samples of classified points in parts of the study area while Figure 5.27 shows all
classified points.
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Figure 5.26.Examples of GCO classification results for building and tree classes in parts of
Clinton County dataset

Figure 5.27. Perspective view of GCO classification results for building and tree classes in
Clinton County dataset
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5.6.4.3 Building Delineation and Evaluation
An efficient way of representation for buildings is by handling them as polygons with attribute
information regarding their properties. Modeling the buildings by polygons reduces the amount of
data that needs to be stored significantly while preserving the sufficient information to define the
geometry as well as the location of the buildings with respect to the traveled roadway. This may
be achieved by delineating the groups of points that belong to the same building in 2D.

To delineate individual buildings, one needs to first determine the points that belong to the same
building. It is possible to identify points that belong to individual buildings via connected
component analysis. Connected components may be established over a structured 3D voxel
representation of the points. There are various space partitioning methods used in practice. We
have decomposed the points that are classified as buildings using octree partitioning which is a 3D
generalization of the 2D quadtree method (Berg et. al., 2008). Figure 5.28 below shows points
belonging to different connected components labeled with different colors for some of the
buildings in the study area. We have removed any group of points which have less than 20 points
while performing connected component labeling.

Figure 5.28. Examples of connected components labeling of building points in parts of Clinton
County dataset. Each group of connected components is labeled with a different color and
superimposed on the orthophoto.
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After the groups of points from individual buildings were segmented by connected component
analysis, we have delineated the building outlines using α-shape algorithm of Edelsbrunner et. al.
(1983). “α-shape” is a generalization of the convex hull of a finite set of points in the plane. We
employ Pateiro-Lopez and Rodriguez-Casal’s (2010) R implementation of the α-shape algorithm.
Figure 5.29 shows samples of buildings delineated using the α-shape algorithm.

Figure 5.29. Examples of delineation of buildings using α-shape algorithm from parts of Clinton
County dataset.
Once the classification results were delineated, we have performed another step of filtering for low
points which are not to be considered as buildings. We have calculated the height statistics within
each polygon and filtered out all polygons which have an average height lower than 9 ft.

To evaluate building detection results, we have collected ground truth for the building class by
manually digitizing the buildings from the orthophotos. We compared the α-shapes we calculated
from building points, with the ground truth building polygons we generated. We performed this
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evaluation before any other ancillary data like orthophotos or the road network are introduced to
improve the classification results.

A total of 140 buildings were delineated from the points classified as buildings. Among these, 43
were false positives including 36 of them being parts of vegetation and seven being either bridges
or parts of the roads. 97 buildings out of 107 ground truth buildings were correctly identified.
Among these true positives, some building outlines had parts missing since some points that are
part of the building roofs were classified as vegetation. This happens due to the trees that are too
close to the roofs. When compared with the area of the ground truths, seven buildings had more
than 50% of their total area missing, while four buildings have lost between 30-50% of their total
areas and nine of them less than 30%. Table 5.5 provides a summary of the building detection
results and error rates.

Table 5.5.Building detection error rates
FN

TP

(False Negative) (True Positive)
10

97

FP

False

FN Rate

(False Positive)

Discovery Rate

(Type II Error)

43

0.31

0.09

The ground patches that are incorrectly classified as buildings occur since they have initially been
regarded as off-ground points during ground filtering. Bridges and road surfaces with very steep
slopes are easily confused with buildings since they show similar geometric properties. They are
considered as elevated structures in comparison with their local environment. These polygons may
be filtered in case the road network is available with the assumption that they are within the extent
of the paved road surface. We could remove five of these patches by using the medial axis of the
road which we have extracted from the orthophotos. Two of them were not detected since they
coincided with the parts of the road which have not been successfully reconstructed from the
orthophotos due to vegetation cover. Figure 5.30 shows samples from these road patches which
we have filtered out from the building class by employing the road network.
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Figure 5.30. Examples of bridges that are classified as buildings removed from classification
results by contextual information
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CONCLUSION

This study has established a methodology for the point labeling problem based on the MRF
formulation coupled with graph-cut optimization with the final objective being building extraction.
We have specified three different labeling tasks, namely, ground filtering, surface and non-surface
classification, and roof plane segmentation, framed as an optimization problem on graphs and
employed an efficient graph-cut algorithm to determine buildings using only 3D coordinates of
airborne lidar points. At each labeling stage, we have identified relevant point properties (features)
for each point’s neighborhood. Then, we used these properties to calculate the data cost and
smoothness cost designed to calculate the global cost of labeling all points according to the nature
of each labeling problem. Finally, we have labeled each point by minimizing the overall cost via
graph-cut optimization on the graphs that we have formulated our labeling problems with.

6.1

Ground Filtering

We have proposed, implemented, and tested a ground filtering algorithm formulated within an
MRF framework coupled with graph-cut optimization of the energy function. It takes both the
local and global features into account as part of our building extraction framework. The test results
show that an average accuracy of 91.3% can be achieved with an average Type I error of 17.4%
and average Type II error of 7.2% over 15 ISPRS test samples. Overall, the proposed algorithm
can handle variations in the landscape and outliers considerably well. However, it doesn’t perform
as good in the presence of high discontinuities and for filtering low vegetation. An improved
approach for iteratively approximating the initial ground is a fundamental enhancement required
for the better performance of our algorithm.

Sensitivity of the data cost function to the change in the terrain is another issue that needs to be
addressed. Even though it is possible to adjust the parameters of the data cost function for terrain
type in case of monotonous landscape, variations in the topography requires the data cost function
to adapt to different parts of the point cloud simultaneously. One of the areas that requires
additional effort is developing the data cost to conform to the topographic properties of the terrain.
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Current graph structure in our algorithm considers only the Voronoi neighbors of each point to
calculate the smoothness costs. More complex local relationships may better represent the local
smoothness of the ground instead of depending only on the immediate neighbors of the points.

Moreover, our current approach for determining the weight of the data cost with respect to the
smoothness cost is carried out more by experience and intuition on the terrain types than an
objective calculation. Investigation of appropriate weight assignment for data and smoothness
costs for a particular dataset is another area open for improvement.

6.2

Surface and Non-surface Classification

In surface and non-surface point classification, we have used feature vectors that represent the
most fundamental geometric properties we were interested in. Even though training data were used
to calculate data costs, distinctive class separation that we have observed in our tests suggests the
possibility of using the same training data for various datasets without significant decrease in
classification accuracy. We have studied this scenario by using the training data of the suburban
Bloomington dataset over a different one for roadside feature extraction.
Instead of directly using features extracted in each point’s neighborhood for classification, we
introduced Multi-level Local Feature Histograms (MLFH), as more robust descriptors in the point
labeling process. MLFHs consider the distribution of the features calculated for each point in a
point’s neighborhood instead of relying only on one multi-valued feature vector for that point.
MRF formulation coupled with graph cut optimization enabled the classification of points to be
labeled considering spatial coherence. Points which would otherwise be mislabeled were penalized
to conform to their surrounding points’ labeling within determined smoothness criteria.

In principle, points with low data costs for the surface class are the ones that are on the building
roofs and ground. Their data costs for the non-surface class are high. Similarly, points that are on
trees have high costs for the surface class while they have low costs for the non-surface class.
Exceptions occur for points on some of the trees in case the geometry of the local environment of
the points is closer to be planar or curved surface than non-surface. We have observed such
behavior for some groups of points on the top parts of some trees. These points form a layer which
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constitute surface properties since there are no points sampled in the vertical direction within the
point’s neighborhood to reflect the geometry of the trees accurately.

Two immediate reasons may be proposed as explanations on the underlying cause for such
situations. The first one is related to the physical properties of the trees. If the upper layer of the
tree is dense, it is possible that the laser pulses can’t penetrate through this dense layer, leaving the
lower branches of the tree under-sampled or not sampled at all. Second reason is due to the scale
of the spherical neighborhood that is used to calculate the point features. In case the neighborhood
isn’t large enough, it wouldn’t be sufficient to cover the volume that would represent the sampling
of the actual geometry of the local environment. However, this is also related to the variation in
the overall point density of the point cloud. While the horizontal point density is related to the
operational parameters, vertical point density is also partly defined by the physical nature of the
objects that the emitted laser pulse interacts with. Given the same operational parameters, two
planar structures that are aligned along flight direction would yield the same point density while
two trees with different physical structures may have different point densities. More return pulses
would be available where the laser pulse penetrates through the canopy easily and at branches in
the vertical direction that will reflect the pulse. Less return pulses will be available if the branches
are sparse. This affects point density.

The intuitive solution to this problem seems to be increasing the neighborhood size so that the
sparse 3D structure is represented in the expanded neighborhood. However, this would cause
problems where the trees and building roofs are close enough. Points on the roofs that are within
proximity to the trees would have enough number of points falling inside the same neighborhood
as the points on trees. When the data costs are calculated within this neighborhood consisting of
enough number of points from both geometries, it would lead to the other problem mentioned
above: points on a surface to have high data costs for surface class. This is due to the absolute
distance between objects.

Apart from the point density, there is a physical boundary on how large the point neighborhood
may be defined, which is governed by the expected minimum distances between objects. This is
also related to the operational parameters. Pulse repetition rate and flight altitude are determined
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to provide the planned operational point spacing on the ground. Depending on the main acquisition
goal, which is very commonly the generation of DEM, this point spacing affects the determination
of the optimum neighborhood for point feature calculation.

In cases where the neighborhood is not large enough to define the geometric properties of the trees
that are relatively sparsely sampled, one may choose to expand the neighborhood as long as this
expansion doesn’t exceed absolute distances that govern the separation of the objects in the spatial
domain.

In other words, one may expand the neighborhood if the average point density is high enough.
Then, the neighborhood will cover the 3D structure of relatively sparsely sampled trees when
expanded. At the same time, it won’t be exceeding the distance range that two objects may
comfortably be separated from each other. One potential solution to the neighborhood size problem
even for sparse sampling would be adjusting it to the local characteristics of the point cloud.

6.3

Building Extraction

We have tested our approach for building extraction in two airborne lidar point cloud datasets with
different point densities. Test results for building vs. non-building point labeling show that we
could achieve 97.9% overall accuracy with a kappa value of 0.91 for the lower point density dataset
(1.18 pts/m2) and a 96.8% accuracy with a kappa value of 0.90 for the higher point density dataset
(8.83 pts/m2).

We have also tested our building extraction approach for roadside feature extraction application
using a third dataset in a different area with a point density similar to the point density of the first
low density test dataset. We used the same training data of the first dataset to classify surface and
non-surface points in this dataset. Among 107 ground truth buildings, 97 buildings were correctly
identified with a Type II error of 9.3%. On the other hand, 43 false detections occurred resulting
with a 30.7% false discovery rate. Majority of these included parts of vegetation cover
misclassified as surface. The rest were the ground patches misclassified as off-ground, bridges,
and road patches with very steep slopes. No post-processing using any contextual information was
applied for these results.
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6.4

Summary

Our framework could successfully label points in point clouds with different characteristics for all
three labeling problems we have introduced. We were able to successfully label points in one
dataset with the training data collected for another dataset. Two datasets were from two different
acquisitions, one year apart from each other, in different locations but with similar point densities.
This demonstrates the transferability of training data in our framework to be employed for the
labeling of datasets with similar characteristics.

Several issues arise in our framework regarding its labeling performance. In ground filtering, we
have observed the tendency of our method to mislabel low points as ground. Also, data costs were
sensitive to change in terrain. Our ground filtering method can benefit from a better approach for
approximating the initial ground and calculating the data costs by adapting to the local terrain
characteristics. In surface and non-surface classification, misclassifications occurred for both
surface and non-surface classes. Some of these misclassifications were due to insufficient
sampling. Some others were due to a combination of point neighborhood radius selection and
proximity of surface and non-surface features. Incorporating an adaptive neighborhood in our
framework can eliminate part of these misclassifications. Another adjustment to our method with
potential improvement prospect is using additional features which can help identify additional
properties of the local neighborhood like edges and corners.
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