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Ce 9(t,u)-6(t,kt)I . (j-1)(k-j--1) C(a) + C , (3.14) and similarly it can be shown that the right-hand side of (3.14) is an upper bound for 0(j, u) -0(j, k) I. Hence, as in the proof of Lemma 2, lim (log n)2 E bik = 0, 25 jkk-2. n-2 and the other sums occurring in EK2, can be proved to be o{(log n)2} as before, completing the proof of Lemma 1. 4. The One-Dimensional Case.-Let f(x) and g(x) be real valued functions which are bounded and summable in the line -c < x < c, and set f = ff(x)dx, g = Jfg(x)dx. liT T f(X(t)) dt i g.n probability. The word "omnibus" in the title is intended to indicate that groups of one hundred or more logarithms wele added and the sum compared with the logarithms of certain factorials conformably to the obvious relation log{(n)(n-1)(n -2)...(k + 2)(k + 1)}= E log I = a, log 2 + k=1 a2 log 3 + * + a,1 log I = log(n!/k!) = log(n!) -log(k!), which may be conveniently solved for log(n!). The logarithms of the factorials were obtained from Stirling's asymptotic series log r(x), = (log 27r)/2 + (x -1/2)10gX -X + E (Cm/X2m 1) + Rwhere c.(-1)m-lB /[(2m-1)(2m)I m=l and r(x + 1) = x! for x integral. It is here assumed that, in a carefully computed table, the probability of false digits cancelling in the sum of the logarithms is negligible. Emphasis should be placed on the fact that this investigation pertains primarily to internal errors and not to terminal figures. From 101 to 1097 the work. was complicated by the absence from Table 14b of all composite numbers since the ordinary factorials contain consecutive numbers regardless of their prime or composite character. Again since the logarithms under test are on the base 10 while those computed by the author are for the most part on the base e the arithmetical labor was increased by the necessity of multiplying by the modulus logio e.
The numerical data next presented in detail should clarify any inadequacy in the preceding outline of procedure.
We shall now consider only one typical case, namely, the calculations involved in the discovery of the error in log 839. For convenience in applying Stirling's series the boundary numbers 800 and 900 were chosen for one section of 181, 191, 193, 197, 199, 227, 229, 233, 239, 241, 251, 257, 263 , and all three digit primes whose common leading figure was 3. Primes greater than 449, such as 457, 463,*., are not admissible because each exceeds one-half of 900. By having Table 14b photostated and then slicing the negatives into narrow strips, accuracy was increased and time was saved either by juxtaposition or by machine adding of selected strips arranged under and flattened by a sheet of plate glass. In calculating log(900!) from Table 14b it was necessarv to borrow from this table the logarithms of numbers greater than 127 because the author's own tables did not include the desired data. This procedure was quite justifiable because in the earlier part of the present investigation it was shown that only one interior error existed in Table 14b for entries less than log 457. This error falls in the 58th decimal place of the mantissa of log 227 wh'ere the 12th pentad is printed as "49465" instead of the correct group 49565. Stirling's series gave log(900!) = 2269. 82947 61838 14835 45315 15825 70310 51541 48578 90591 62162 01337 59483 25989-* -. The value of this logarithm as obtained from Table 14b agreed perfectly with the number just recorded through the 57th decimal place. But the digits beginning with the 56th place were 59582 7. Hence the excess 00099 4 of the tabular sum over the true value indicated an error of one unit in the 58th place in some one of the printed logarithms of the 15 primes 809, 811, 821, 823, 827, 829, 839, 853, 857, 859, 863, 877, 881, 883, The author does not claim priority for the discovery of all of these errors but he does desire to stress the fact that the procedure explained in the earlier paragraphs definitively proves that no other non-cancelling interior errors exist in Table 14b .
The extensions of the natural and denary logarithms beyond the 48th and 61st decimal places, respectively, as found in the present work, deserve recording. For the former see Tafel 13. In table 2 the last digits have been conventionally "rounded off."
Juxtaposition of the sliced photostatic negatives of the 61-place tables of Callet against Table 14b of Peters and Stein showed that the latter had copied the earlier table perfectly, that is, including errors, last digits, and every detail. This comparison indicates that Peters and Stein did not fulfill the promises made or attain the standard of accuracy proposed in the following translation from page III of the appendix. "While examining the pertinent literature it appeared to us that the published data were not always correct and they afforded no guarantee that the accuracy of one half a unit in the last decimal figure as aspired to by us was actually attained. Accordingly as a matter of principle we have calculated anew all of the numbers presented in the following pages. Even in the few cases in which the recalculation of the published data as far as the last decimal would have required an inordinate amount of time so that it has been omitted, such as for example the constant ir with 707 places, nevertheless the values have been recalculated at least in their initial figures (some 50 to 60 decimals) and the remaining decimals have been transcribed from the respective authors after the application of appropriate checks." The following verbatim quotation seems to be self-incriminating. Page V, Section 3. The x2 distribution extends from 0 to co and, for one degree of freedom, is the positive half of the normal distribution doubled, viz., Of course, if f(z) is the distribution of z from -o to o about z = 0 and if f(z) = f(-z), the distribution of the absolute value z l z must be 2f (jzl) and run from 0 to o. The level of significance of a value z is refined as VOL. 39, 1953 
