The explicit form of the Schlesinger transformations for the second, third, fourth, and fifth Painleve equations is given.
I. INTRODUCTION
A powerful method for studying the initial value problem for certain nonlinear ODE's was introduced in Refs. 1 and 2. This method, which is the extension of the inverse spectral method to ODE's, is called the inverse monodromic (or isomonodromic) method. It can be thought of as a nonlinear analogous of the Laplace's method.
The six Painlevk transcendents, PI-PVI, are the most well-known nonlinear ODE's that can be studied using the inverse monodromy method. A rigorous investigation of PII-PV using this method has been recently carried out in Refs. 3 and 4. In particular, in these papers, it is shown that certain Riemann-Hilbert problems, occurring in the process of implementing the inverse monodromy method, can be rigorously investigated. This implies that the Cauchy problems of PII-PV admit, in general, global meromorphic in t solutions. Furthermore, for special relations among the monodromy data, and for certain restrictions of the constant parameters appearing in PII-PV, these solutions have no poles. This provides the motivation for studying how the solutions of a Painleve equation depend on their associated constant parameters.
Here, we present a systematic investigation of the Schlesinger transformations associated with PII-PV. These transformations imply the relations among the solutions of a given Painlevi equation when its parameters are shifted by an integer.
Let y(t) be a solution of a Painleve equation corresponding to the parameter 8 (for PII, ytt = 2y3 + ty + 0). This equation is associated with the monodromy problem Y, = A Y, where z plays the role of the spectral parameter. The implementation of the isomonodromy method necessitates the investigation of the analytic properties of Y(z). It turns out that there exists a sectionally meromorphic function Y(z), with certain jumps across the certain contours of the complex z plane; these jumps are specified by the so-called monodromy data, denoted by MD. We denote by y' and by Y', y and Y when 8+8'. It turns out that it is possible to find an appropriate transformation of 8 (namely, 8' = 8 + n or 8' = 8 + n/2, n&) such that the MD are invariant. Then Y'(z) can be obtained as the compatibility condition of the following linear system of equations: with the boundary condition (2.12)
as z-+00, z in Sk.
(2.13) Equation (2.12) implies that the transformation matrix R(z) is analytic everywhere in z plane and can be determined explicitly by using the boundary conditions (2.13).
It is enough to consider the particular cases 8' = 8 + 1 and 8' = 8 -1. Solving the above RH problem for these two cases we find is the compatibility condition of the linear systems of equations where z. is a constant and 0 <z. < co. The solutions q m ) (z) are related by the Stokes matrices Gj m). For t > 0 this relation is given by 6, -u --$s -t') dt', (3.14)
(3.15) Let q"(z), j= 1,2, be a s@ution of (3.2) such that det q')(z) = 1 and 9') -Y(')(z) as z-+0 in Sj"), where the sectors $') are given by
The solutions Yj"' (z) are related by the Stokes matrices G(O)* this relation is given by 3 '
e'(z) = G')(z)G;'),
where Gj"'= (i. ;), G$"= (; 7). (3.18)
The solutions Yi"' (z) and Y\ m, (z) are related by the connection matrix E: The monodromy data MD = {a0, b0, am, bm, p, v, ~, 71) satisfy the consistency condition Since the consistency condition of the monodromy data (3.21) [or (3.22) ] is invariant if 6, and 8, are shifted by integers, we let 6; = 6, + n, 6; = 6, + m, n, m&. If Y' corresponds to 66 and 6:, we let where g(z) is bounded at z = 0. By using the boundary conditions for R(z), the function g(z) can be determined.
All possible Schlesinger transformations admitted by the linear problem (4.2) can be generated by the following transformation matrices Rj In the case a, there exists a function R,(z) which is analytic everywhere except along the contour C, on which it satisfies the jump condition,
The solution of the above RH problem is given as
where &(z) is bounded at z = 0. For the case b, the RH problem (5.24) implies that there exists a function Rb(z) which is analytic everywhere except along the contour C indicated in Diagram 6 and the jump is given by
The solution of the RH problem is shifts the exponents t90,C31,0m to Oo', Ol',Om' with any integer differences. If YI(Z,t;y',~',v',eol,e~',e~') The transformation matrices R(j)(z),j = 1,2,...,8, are sufficient to obtain the transformation matrix R(z) which = R(j) (z,o,...,e, > Y(z,w...,e, 1, where a,, cl, w, and wl are given in (5.7), (5.10), (5.3), and (5.43)) respectively.
