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ABSTRACT
DEVELOPMENT OF BOND-ORDER POTENTIALS FOR BODY-CENTERED-CUBIC TRANSITION
METALS AND THEIR APPLICATION IN ATOMISTIC STUDIES OF PLASTIC PROPERTIES
MEDIATED BY DISLOCATIONS
Yi-Shen Lin
Professor Vaclav Vitek
Bond-order potentials (BOPs), based on the tight binding (TB) approach for the evaluation of bonding, are
an real-space method. They are eminently suitable for atomistic simulations of extended defects in transition
metals in which the bonding is mixed nearly free electron and covalent. The latter requires a rigorous quantum
mechanical treatment performed within the TB. In this Thesis, new BOPs were developed for non-magnetic
BCC transition metals, V, Nb, Ta, Cr, Mo and W, as well as for the ferromagnetic Fe. In these BOPs, bond
integrals used in the bond part of the cohesive energy were directly extracted from DFT calculations
employing a projection formalism and a physically more transparent functional form was established for the
repulsive part of the cohesive energy. In the ferromagnetic Fe, the magnetism was introduced through the
Stoner’s model of the itinerant magnetism. In the bond part of the cohesive energy only d bonds are included
explicitly but the screening of these bonds by the surrounding s electrons needs to be taken into account. This
is particularly important when studying atomic arrangements in which the deviation from the ideal BCC
lattice is very localized and inhomogeneous. The developed BOPs show an excellent transferability to various
atomic environments which was tested by calculating energies of alternative crystal structures, vacancy
formation energies, transformation paths, phonon spectra and -surfaces, all of which allow for direct
comparisons with experiments and/or DFT based calculations. Moreover, we show that with slight variation
of the number of d electrons used in BOPs, they are suitable for the atomistic studies involving self-interstitial
atoms. This is essential if the BOPs are to be used in studies of the radiation damage. Employing these BOPs,
the core structures and glide of ½<111> screw dislocations, which govern the plastic deformation in BCC
metals, were investigated using a variety of applied stress tensors. These simulations reveal a breakdown of the
Schmid law that has two aspects. First is the so-called twinning-antitwinning asymmetry of the critical
resolved shear stress, which has been known for a long time and occurs even when the applied stress is the
pure shear stress parallel to the Burgers vector. The second relates to core transformations induced by the
shear stress components perpendicular to the Burgers vector. Our simulations suggest that the latter may
explain the anomalous slip found in a number of BCC transition metals, which has been known for a long
time but its full understanding is still elusive. Most importantly, the calculations employing BOPs suggest
significantly different anomalous slip for group 5 (V, Nb and Ta) and group 6 (Mo and W) metals, which is
observed but has never been explained based on the standard continuum theory of dislocations. Finally, a very
simple formalism was proposed for the development of BOPs for binary homogeneous substitutional alloys
that leads to a good agreement with DFT calculations of basic structural and mechanical properties. Studies of
½[111] screw dislocations in Ta-W alloy confirm the applicability of this formalism to investigation of the
effect of substitutional alloying on the dislocation glide.
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ABSTRACT

DEVELOPMENT OF BOND-ORDER POTENTIALS FOR BODY-CENTEREDCUBIC TRANSITION METALS AND THEIR APPLICATION IN ATOMISTIC
STUDIES OF PLASTIC PROPERTIES MEDIATED BY DISLOCATIONS

Yi-Shen Lin

Professor Vaclav Vitek

Bond-order potentials (BOPs), based on the tight binding (TB) approach for the
evaluation of bonding, are an O( N ) real-space method. They are eminently suitable for
atomistic simulations of extended defects in transition metals in which the bonding is
mixed nearly free electron and covalent. The latter requires a rigorous quantum
mechanical treatment performed within the TB. In this Thesis, new BOPs were developed
for non-magnetic BCC transition metals, V, Nb, Ta, Cr, Mo and W, as well as for the
ferromagnetic Fe. In these BOPs, bond integrals used in the bond part of the cohesive
energy were directly extracted from DFT calculations employing a projection formalism
and a physically more transparent functional form was established for the repulsive part
of the cohesive energy. In the ferromagnetic Fe, the magnetism was introduced through
the Stoner’s model of the itinerant magnetism. In the bond part of the cohesive energy
only d bonds are included explicitly but the screening of these bonds by the surrounding s
electrons needs to be taken into account. This is particularly important when studying
v

atomic arrangements in which the deviation from the ideal BCC lattice is very localized
and inhomogeneous. The developed BOPs show an excellent transferability to various
atomic environments which was tested by calculating energies of alternative crystal
structures, vacancy formation energies, transformation paths, phonon spectra and γsurfaces, all of which allow for direct comparisons with experiments and/or DFT based
calculations. Moreover, we show that with slight variation of the number of d electrons
used in BOPs, they are suitable for the atomistic studies involving self-interstitial atoms.
This is essential if the BOPs are to be used in studies of the radiation damage. Employing
these BOPs, the core structures and glide of ½<111> screw dislocations, which govern
the plastic deformation in BCC metals, were investigated using a variety of applied stress
tensors. These simulations reveal a breakdown of the Schmid law that has two aspects.
First is the so-called twinning-antitwinning asymmetry of the critical resolved shear
stress, which has been known for a long time and occurs even when the applied stress is
the pure shear stress parallel to the Burgers vector. The second relates to core
transformations induced by the shear stress components perpendicular to the Burgers
vector. Our simulations suggest that the latter may explain the anomalous slip found in a
number of BCC transition metals, which has been known for a long time but its full
understanding is still elusive. Most importantly, the calculations employing BOPs suggest
significantly different anomalous slip for group 5 (V, Nb and Ta) and group 6 (Mo and W)
metals, which is observed but has never been explained based on the standard continuum
theory of dislocations. Finally, a very simple formalism was proposed for the
development of BOPs for binary homogeneous substitutional alloys that leads to a good
agreement with DFT calculations of basic structural and mechanical properties. Studies
vi

of ½[111] screw dislocations in Ta-W alloy confirm the applicability of this formalism to
investigation of the effect of substitutional alloying on the dislocation glide.
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1 Introduction
The body-centered-cubic (BCC) transition metals (including iron) and their alloys
are very important materials used in a broad variety of technological applications. The
refractory BCC metals (Nb, Ta, Mo and W) have melting temperatures well above 2000
°C, and they are significantly more creep resistant than other metals and thus can be
employed at very high temperatures. For example [1]: Nb and its alloys have been used
in aerospace industry, e. g. in nozzle flaps of jet engines, Ta has been utilized broadly in
electrolytic capacitors, Mo and its alloys in lighting industry and W and its alloys in
lighting, as heating elements, filaments for incandescent lamps and X-ray tubes. Recently,
W became an important component of the wall of plasma containment chamber in the
developing fusion reactors, such as the international experimental fusion reactor (ITER)
[2]. Naturally, the most utilized between all transition metals is iron (Fe) and its alloys. In

the BCC form it is the major component of ferritic stainless steels.
The mechanical properties of BCC metals are very different from those of FCC
and HCP metals, whether noble (e.g. Cu, Ag, Au), refractory (e.g. Ti, Zr, Hf) or nearly
free electrons-like (e. g. Al). This was first noted by G. I. Taylor and co-workers in the
twenties of the last century [3] and studied extensively in the last fifty years (for reviews
see [4-8]). The most important aspects of the deformation of BCC metals are: (1) At low
temperatures the yield and flow stress increase rapidly with decreasing temperature even
in pure single crystals. (2) Both the yield and flow stress display a strong dependence on
the strain rate and type of loading. (3) The Schmid law does not apply and dislocation
slip planes may be different for different loadings even when the shear stresses driving
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the dislocation glide are the same (e.g. differences in tension and compression). (4) The
remarkable phenomenon is the so-called anomalous slip in which the most dominant
operating slip system is a slip system with a much lower Schmid factor than not only that
of the primary slip system but several other available slip systems. The anomalous slip is
found in high-purity single crystals at low temperature and most commonly observed in
group 5 metals, namely V, Nb and Ta. (5) Interstitial and substitutional impurities affect
strongly the flow and yield stress at low temperatures. Many of these features of the
plastic behavior are found not only in transition metals but also in alkali metals, in
particular potassium that remains BCC even at liquid helium temperature [9, 10]. In these
metals the nearly free s electrons mediate the bonding while in transition metals the
bonding has a mixed nearly free electron and covalent character arising from the d
electrons. This suggests that some aspects of the plastic deformation relate principally to
the BCC structure. Nevertheless, the details of bonding that distinguish individual metals
are responsible for significant differences in the mechanical properties of different BCC
metals. The prime example is the anomalous slip that is most distinct in the group 5
transition metals, limited in group 6 and never observed in alkali metals and iron.
The principal goal of this Thesis is computer modeling of the structure and glide
of ½<111> screw dislocations in transition BCC metals that control the plastic
deformation in any metal with the BCC structure (see e.g. Ref. [5]). The first step in this
study is development of reliable interatomic potentials describing interactions between
atoms. This is the cornerstone and precursor of any atomistic modeling. When simulating
extended defects such as dislocations, two important requirements for potentials, besides
the physically correct description of bonding, are: (a) Capability to deal with a very large
2

number of atoms, often many thousands, and depending on the problem even up to a
million. (b) No use of periodic boundary conditions so that there is no interference
between the extended defects studied and their replicas in the repeat cells arising when
periodic boundary conditions are applied. This is particularly important when studying
the movement of a dislocation under the effect of applied stresses. Calculations based on
the density functional theory (DFT) [11, 12] are at present most rigorous and applicable
to any bonding environment and therefore suitable for any material. However, the
iterative self-consistent solving of the Kohn-Sham equation is very time-consuming, and
the computational time scales with the cube of the number of atoms in the system, N (it is
so-called O( N 3 ) method). Hence, feasible size of the atomic block is usually not more
than few hundred atoms. Moreover, in all commonly used DFT methods the periodic
boundary conditions are necessary.
The other extreme corresponding to a very approximate description of atomic
interactions is central-force empirical potentials such as pair potentials, many-body
potentials of Finnis-Sinclair (FS) type [13, 14] and the embedded-atom method (EAM)
[15-18]. While often successful in modeling materials with nearly pure metallic bonding
(nearly free electrons-like), in materials where directional covalent bonding is involved
the applicability of such potentials is questionable. This is particularly the case in
transition metals the stability of which is determined by the level of filling of the d band
[19, 20] and thus the bonding is governed by d electrons leading to the angular noncentral bonds. The covalent character of bonding is accounted for in tight-binding (TB)
methods that are less rigorous than DFT calculations since in this case the Schrödinger
equation is solved with a fixed electronic potential that is not self-consistently developed
3

[21-24]. However, the diagonalization of the Hamiltonian is usually done in the k-space
and in this case the periodic boundary conditions need to be again imposed.
Based on the tight-binding method in the formulation of moments of the density
of states [25] Pettifor proposed new type of potentials called bond-order potentials (BOPs)
that include the covalent bonds arising from d electrons and can be used purely in the real
space [26]. These potentials were being developed in the last two decades and applied to
a broad variety of problems involving crystal lattice defects (for reviews see [27-31]).
When using these potentials the computational time scales linearly with the system size
so they represent so called O( N ) method.
In the first part of this Thesis, we develop a new version of BOPs that includes
two recent advances. First, Urban et at. [32] developed a new projection scheme to
extract from DFT-based data the bond integrals that are the basic parameters that
determine the bond part of BOPs and we employ this method. Secondly, we develop a
new functional form of the empirical environment dependent repulsion [33] using the
suggestion of Aoki and Kurokawa [34] based on their study of repulsion in FCC solid
argon in which no attraction other than Van der Waals exist. Both these developments are
presented in detail in this Thesis. An analogous upgrading has also been done for the
BOP for ferromagnetic Fe the original version of which was proposed by Mrovec et al.
[35]. The transferability of the developed BOPs is tested by comparing the experimental
data and/or results of DFT calculations with the results obtained using these potentials.
This involves energies of lattice structures other than BCC, energy variation when
deforming the lattice homogeneously along several transformation paths [36], vacancy
formation energies, γ-surfaces for {101} planes and phonon spectra. Finally, we propose
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a new approach for construction of BOPs for substitutional alloys of two bcc transition
metals the development of which can further continue towards study of multi-component
complex alloys, so called entropic alloys.
The second part of this Thesis deals with the computer simulation of the structure
and glide of ½<111> screw dislocations in the transition metals studied. The applied
stresses, the impact of which we investigate, include the pure shear stress parallel to the
Burgers vector with various orientation of the maximum resolved shear stress plane
(MRSSP) and uniaxial tension/compression loadings along several different loading axes
within the standard stereographic triangle. In this study we principally concentrate on the
variation of the following properties on differently applied stresses: Glide planes, the
critical resolved shear stress (CRSS) in the direction of the Burgers vector that drives the
dislocation motion and related core transformations. In this context our goal is to
investigate how these aspects of dislocation behavior vary from material to material. An
important result of this study is the possible explanation of the above mentioned
anomalous slip that is based on understanding transformations of dislocation cores under
the effect of shear stresses perpendicular to the Burgers vector.
This Thesis is organized as follows. The tight binding formalism on which the
bond order potentials are based is overviewed in Chapter 2, followed by the introduction
to the theory of BOPs. In Chapter 3 we explain and summarize the new advancements in
both attractive and repulsive parts of BOPs for non-magnetic bcc transition metals. This
includes group 5 metals (V, Nb and Ta) and group 6 metals (Cr, Mo and W). In Chapter 4
the thorough testing of the transferability of the developed BOPs for non-magnetic metals
is presented. The development of the BOP for ferromagnetic iron together with the
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testing of its transferability is summarized in Chapter 5. Here we explain the magnetic
contribution introduced into the BOP through the Stoner’s model of the itinerant
magnetism [37]. In Chapter 6, we focus on the study of the core structure of the ½[111]
screw dislocation and the response of this dislocation to various applied stresses as
mentioned above. Chapter 7 summarizes the investigation of some basic properties of
self-interstitial atoms that are essential for, e.g., the studies of the radiation damage. The
formalism and the development of the BOPs for substitutional homogeneous alloys are
explained in Chapter 8. Here we present some testing of this approach for Ta-W binary
system together with a limited study of the ½[111] screw dislocation in this alloy.
Chapter 9 summarizes conclusions of the Thesis together with suggestions for future
studies.
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2 Theory of Bond-Order Potentials
In this Chapter we review the theory of bond-order potentials (BOPs) [26, 38] that
enable large-scale real-space atomistic calculations. We start with the tight-binding bond
model (TBBM) [22] that the BOPs are based on. Here we explain the evaluation of the
energy and interatomic forces in the studied system, as well as the crucial local charge
neutrality condition (LCN) imposed in TBBM for metals. Secondly, we introduce
approximations to the TBBM employed in the development of BOPs that lead to BOPs
being an O( N ) rather the O( N 3 ) method, where N is the number of particles in the
studied system. The details of calculating the bond order in practice and the physical
meaning of the bond order are also discussed in this part.

2.1 Tight-binding Bond Model
Within the tight-binding (TB) scheme [22, 39], the total energy of the studied
system of atoms (ions and electrons) consists of two parts:
=
E tot E band + E

rep ( band )

(2.1)

The first term E band is the band energy of electrons, which produces attraction between
the atoms, and the second term E rep(band ) is the repulsive contribution that accounts for the
Coulomb interaction between ion cores and the double counting correction (for both the
electron-electron Coulomb interaction and the exchange-correlation energy). However,
this part of the energy is within the TB determined empirically by fitting quantities such
as the equilibrium volume for a given crystal structure, the cohesive energy, elastic
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moduli and, possibly, other quantities known either experimentally or from DFT
calculations. This methodology is called the tight-binding band model. Later in this
Section we introduce the so-called tight-binding bond model (TBBM) [22], where the
attractive bonding contribution governing the cohesion of atoms is extracted from the
band energy and can be interpreted as a sum of environment dependent interactions
between the pairs of atoms of the system. The decomposition of the total energy in
TBBM provides a clear physical insight to the bonding of materials.
Assuming the Born-Oppenheimer approximation, the band energy is in any TB
calculation obtained by solving the one-electron Shrödinger equation for the wave
function n

(

)

Hˆ n =+
Tˆ Vˆ n =
en n .

(2.2)

The Hamiltonian Ĥ includes the kinetic energy Tˆ and the potential energy Vˆ that
contains electron-ion interactions as well as all types of electron-electron interactions. At
this point eq. (2.2) and the Kohn-Sham equation of the DFT theory [11] look the same.
However, instead of adjusting the potential to be self-consistent with the electronic
charge density as in DFT schemes, in the TB band model the potential Vˆ is fixed, as in
the usual Shrödinger equation. If we label the eigenstates in the order of energy
eigenvalues from the lowest to the highest, n is the eigenstate with n-th energy
eigenvalue en. The basis set formed by the eigenstates is orthonormal and complete. In
TB schemes the eigenstates are usually further expanded into a basis spanned by atomiclike orbitals iα , each of the type α associated with an atoms i, as
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n = ∑ Cinα iα .
i ,α

Orbitals iα are usually considered to be localized at the atom site i. In the
orthogonalized TB, employed in the development of bond-order potentials, the basis
orbitals iα are assumed to be orthonormal, namely iα j β = δ ijδαβ , and thus

Cinα = iα n . The possible non-orthogonality of the basis set is either negligible [22, 40],
or with a proper transformation (e.g. the Löwdin’s symmetrical orthogonalization [41])
non-orthogonal TB models can be turned into orthogonal ones. The orbitals are not
necessarily real, but to simplify the following discussion we assume from now on that the
orbitals are real (see [28, 39]for a more comprehensive derivation without this
simplification).
Let us define the Hamiltonian matrix elements in the basis of orbitals iα as
H iα , j β
=

i=
α Hˆ j β

∫ φ α ( r )Hˆ φ β ( r ) dr ,
i

j

where φiα (r ) is the orbital of the type α at the atom i that is a function of the position
vector r. The Hamiltonian matrix elements with i = j are called on-site elements. The
on-site elements with the same orbitals, namely H iα ,iα , are diagonal elements and are
denoted ε iα hereafter. We will discuss later how the diagonal elements are determined in
the TB calculations. The on-site elements with two different atomic-like orbitals, namely
H iα ,iβ (α ≠ β ) , are neglected, which is a good approximation owing to the assumed

orthogonality of atomic orbitals. The matrix elements for which i ≠ j are inter-site
elements, commonly called hopping integrals. Within the TB, the potential energy in the
9

Hamiltonian is taken as a sum of effective fixed potentials localized at each atom site, so
that Vˆ
=

∑Vˆ ( r − r ) . The hopping integrals can then be decomposed as
k

k

k

iα Hˆ j β = iα Tˆ j β + iα Vˆi j β + iα Vˆj j β +

∑

k ( ≠i , j )

iα Vˆk j β .

The first three terms depend only on positions of atoms i and j, and are therefore called
two-center integrals. The last term is the summation of so-called three-center integrals
since the integrals have atomic-like orbitals centered on two different atoms i and j, with
the effective potential centered at a third atom k, different from atoms i and j. Owing to
the localization of both the atomic orbitals and the potential Vˆ , the three-center integrals
are small compared to the two-center integrals and henceforth neglected. Therefore, in
this approximation the hopping integrals ( H iα , j β ) are only functions of the positions of
atoms i and j.
Let us define the position vectors of atoms i and j as R i and R j , respectively.
Slater and Koster [42] have shown how to express any two-center hopping integrals
between atoms i and j in terms of direction cosines of the vector R ij ≡ R i − R j and a
small number of independent special hopping integrals, called bond integrals. For
example, with two atoms each having p orbitals with arbitrary orientations (px, py, and pz
on each atom), one may consider nine different hopping integrals. However, they can be
expressed in terms of only two independent bond integrals: ppσ (two p orbitals oriented
in the straight line connecting the two atoms) and ppπ (two p orbitals oriented parallel to
each other and both perpendicular to the straight line connecting the two atoms) [38]. In
our development of BOPs for transition metals where d electrons govern the cohesion, we
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use the basis composed of only d-type orbitals. In this case, three types of bond integrals
are needed, namely ddσ, ddπ, and ddδ [33]. A comprehensive summary of the relative
orientation between orbitals at two atomic sites for all types of bond integrals in a full spd
TB model can be found in [39] (see Figure 7.1 in Section 7.3.1 in [39]). In real TB
calculation, the bond integrals are usually not obtained by actually evaluating the
integrals ∫ φiα ( r )Hˆ φ j β ( r ) dr using genuine orbital functions in the r-space. Rather, they
are represented by functions of separation (Rij) of the pair of atoms i and j with
parameters fitted to either experiments or DFT calculation. This is why the scheme is
sometime referred to as the empirical tight-binding.
Using the expansion of n into orbitals iα and the orthogonality of the atomic
orbital basis set, eq. (2.2) can then be written as a set of linear homogeneous equations

∑β H α
j,

i , jβ

C nj β = enCinα .

(2.3)

With the Hamiltonian matrix elements known, the energy eigenvalues en and the
expansion coefficients Cinα are obtained by solving eq. (2.3) via the standard
diagonalization of the Hamiltonian matrix. The band energy is 2∑ n< n en , where n f
f

is

the eigenstate with the energy equal to the Fermi energy and the factor 2 accounts for the
spin degeneracy. The band energy can be expressed in terms of the expansion coefficients
and the Hamiltonian matrix elements:

=
E band 2=
Hˆ n 2 ∑ ∑∑ n iα iα Hˆ j β
∑ en 2 ∑ n=
n<n f

n<n f

n < n f i ,α j , β

= 2 ∑ ∑∑ Cinα H iα , j β C nj β
n < n f i ,α j , β
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jβ n
.

Defining the density matrix elements ρiα , j β as

ρiα , j β =

∑ C βCα ,
n
j

n<n f

n
i

(2.4)

we obtain a very simple form for the band energy
E band = 2∑∑ ρ j β ,iα H iα , j β .

(2.5)

i ,α j , β

In the tight-binding bond model (TBBM) [22] the cohesive energy (or binding
energy) is evaluated instead of the total energy, Etot. The cohesive energy (Ecoh) is the
total energy of the studied system minus the energy of the system composed of the same
number of free atoms (Eatom). Marking the diagonal Hamiltonian elements of free atoms
as ε i0α and the diagonal Hamiltonian elements when the solid has been formed as ε iα , the
change of these diagonal elements upon formation of the solid is ∆ε iα = ε i0α − ε iα . The
energy of free atoms can then be written as
E atom=

∑α N α
i,

ε=

atom 0
i
iα

∑α N α

ε + ∑ N iatom
α ∆ε iα ,

atom
i
iα

i,

i ,α

where N iatom
is the occupancy of the atomic-like orbital iα in the free atom.
α
Using eq. (2.1), the cohesive energy of the system is
atom
E coh =E tot − E atom =E band + E rep(band ) − ∑ N iatom
α ε iα − ∑ N iα ∆ε iα
i ,α

(2.6)

i ,α

In the TBBM, the repulsive energy ( E rep ) incorporates both E rep(band ) and the last term in
eq. (2.6) so that

E rep = E

rep ( band )

− ∑ N iatom
α ∆ε iα .
i ,α
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(2.7)

In the real development of TBBM or BOP models, E rep is approximated as a repulsive
potential, in general not a pair potential, that has a physically justified functional form the
parameters of which are fitted to reproduce empirical or DFT based data. This will be
discussed in more detail later.
Combining equations (2.5), (2.6) and (2.7), the cohesive energy is
rep
,
E coh 2∑∑ ρ j β ,iα H iα , j β − ∑ N iatom
=
α ε iα + E
i ,α j , β

(2.8)

i ,α

where the first term is the band energy. The on-site Hamiltonian elements with different
orbitals (namely H iα ,iβ with α ≠ β ) can be neglected owing to the orthogonality of the
atomic orbitals centered on the same atom, and we can then split the band energy into
two contributions, namely that from i ≠ j terms and from i = j terms, respectively:

=
E band 2∑

∑

i ,α j ( ≠ i ), β

ρ j β ,iα H iα , j β + 2∑ ρiα ,iα ε iα .

(2.9)

i ,α

Combining equations (2.8) and (2.9), we obtain
=
E coh 2∑

∑β ρ β α H α

i ,α j ( ≠ i ),

j ,i

i , jβ

+ ∑ ( 2 ρiα ,iα − N iatom
) ε iα + E rep .
α

(2.10)

i ,α

The physical meaning of the first term is that it represents the total covalent bond energy
( E cov ) arising from the bonds between atoms i and j, with each bond contributing
2∑ ρ j β ,iα H iα , j β . The second term is called the promotion energy ( E prom ) that accounts
α ,β

for the energy arising from the change in occupancy of the atomic-like orbital iα when
free atoms are brought together to form the solid.
In atomistic modeling, the crucial quantities needed for minimizing the total
energy of the system or conducting molecular dynamics simulations are the interatomic
13

forces. To derive the expression for the force within the TBBM, we first define the

(

)

position vector of an atom k as rk = rk( x ) , rk( y ) , rk( z ) . Using the expression for the cohesive
energy in eq. (2.8), the σ-component of the force acting on the atom k is

∂
∂ 
∂
σ
− (σ )
ρ H
Fk( ) =
E coh =
2
(σ )  ∑∑ j β ,iα iα , j β 
(σ )
∂rk
∂rk  i ,α j , β
 ∂rk

∑α N α
i,

ε +

atom
i
iα

∂
E rep . (2.11)
(σ )
∂rk

Using the Hellmann-Feynman theorem [43]1 the first term in eq. (2.11)


∂ 
∂
= 2∑∑ ρ j β ,iα (σ ) H iα , j β .
2
ρ H
(σ )  ∑∑ j β ,iα iα , j β 
∂rk  i ,α j , β
∂rk
i ,α j , β

Separating the on-site and off-site contributions while neglecting H iα ,iβ with α ≠ β , it is


∂ 
∂
∂
=
2
2∑ ∑ ρ j β ,iα (σ ) H iα , j β + 2∑ ρiα ,iα (σ ) ε iα . (2.12)
ρ H
(σ )  ∑∑ j β ,iα iα , j β 
∂rk  i ,α j , β
∂rk
∂rk
i ,α j ( ≠ i ), β
i ,α

Since the number of electrons associated with a free atom i and an orbital α, N iatom
, is
α
fixed the second term in eq. (2.11)


∂ 
∂
atom
atom
ε
ε .
N
∑

 = ∑ N iα
α
α
i
i
(σ )
(σ ) iα
∂rk  i ,α
∂
r
α
i
,

k

(2.13)

Combining equations (2.11), (2.12) and (2.13), we obtain

=
Fk(σ ) 2∑

∂

∑β ρ β α ∂r (σ ) H α

i ,α j ( ≠ i ),

i , jβ

j ,i

k

+ ∑ ( 2 ρiα ,iα − N iatom
)
α
i ,α

∂
∂
ε + (σ ) E rep (2.14)
(σ ) iα
∂rk
∂rk

When studying a metallic system using TBBM the total charge associated with any atom
is assumed to remain unchanged, in other words the condition of the local charge
1

The assumption of the validity of the Hellmann-Feynman theorem is an approximation that is strictly

valid only if ρ j β ,iα is based on an exact solution of the Schrödinger equation.
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neutrality (LCN) is imposed. This approximation, which represents an ersatz for charge
self-consistency, is reasonable for metals where any charge variation is rapidly screened.
This condition implies that for any atom i,
0.
( 2ρ α α − N α ) =
∑
α
atom
i

i ,i

(2.15)

In the TBBM (and also BOP) calculations, the LCN is attained by first choosing an initial
approximation for the diagonal elements ε iα , for example those of the isolated atoms, ε i0α .
If the LCN condition is not satisfied then new diagonal elements, ε iα , are obtained by
changing the ε i0α on each atom i by an amount ∆ i such that ε i=
ε i0α + ∆ i . Equations (2.3)
α
are solved again with the new Hamiltonian containing adjusted diagonal elements, and

ρiα ,iα is re-constructed through Cinα . This procedure is continued iteratively until the LCN
condition is attained.
With the shifted ε iα , the second term in eq. (2.14) becomes

∂

∂

∑α ( 2 ρ α α − N α ) ∂r (σ ) ε α + ∑α ( 2 ρ α α − N α ) ∂r (σ ) ∆
i ,i

i,

atom
i

0
i

i,

k

=
∑ ( 2 ρiα ,iα − N
i ,α

The first term is zero since

atom
iα

atom
i

i ,i

i

k

) ∂r∂(σ ) ε i0α + ∑ ∑ ( 2ρiα ,iα − Niatom
) ∂r∂(σ ) ∆i
α
i  α
 k
k

.

(2.16)

∂ 0
ε iα = 0 . The second term is also zero when the LCN
σ
∂rk( )

condition (2.15) is satisfied and thus the promotion energy does not contribute to forces
on atoms when the LCN condition (2.15) is satisfied. Hence, following eq. (2.14)
σ
=
Fk( ) 2∑

∂

∑β ρ β α ∂r (σ ) H α

i ,α j ( ≠ i ),

i , jβ

j ,i

k
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+

∂
E rep .
(σ )
∂rk

(2.17)

The contribution to the force arising from the attractive interactions between the
atoms contains only the derivatives of the hopping integrals H iα , j β for different atoms i
and j owing to the use of the Hellmann-Feynmann theorem [43]. Since the promotion
energy does not contribute to interatomic forces, its gradient with respect to the atomic
positions is zero. Consequently, it can be regarded as a constant when varying the atomic
positions and because the energy is always determined only up to a constant the
promotion energy can be set to zero. The cohesive energy can then be written as

E coh 2∑
=

∑β ρ β α H α

i ,α j ( ≠ i ),

j ,i

i , jβ

+ E rep ,

(2.18)

where α and β represent all the orbitals used in the calculation and the summation
extends over all the atoms i and j. At this point we re-emphasize that both equations (2.17)
and (2.18) apply provided the condition of the local charge neutrality, given by eq. (2.15),
is satisfied.
So far we have not discussed in detail how to determine the repulsive energy ( E rep ).
Provided the hopping integrals (or in the Slater-Koster formalism the bond integrals) are
known, the attractive part of the energy is determined rigorously through the quantum
mechanical calculation described above. In contrast, E rep , which is equally important in
atomistic simulations, is within the TB represented by a physically justified but not
rigorously derived empirical function with parameters fitted to reproduce experiments
and/or results of DFT calculation. In earlier TB studies [22] and sometimes even now
[32], it was assumed that E rep can be represented by a repulsive pair potential. However,
in this approximation the model cannot reproduce even some basic material properties.
For example, unless the Cauchy pressure, (C12 − C44)/2 in cubic crystals, is fully
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determined by the attractive part of the cohesive energy, it cannot be reproduced within
the pair potential approximation of the repulsion since the pair potential does not
contribute to the Cauchy pressure [33]. Hence, the elastic constants cannot be reproduced
correctly in this approximation. Therefore, the repulsive part of the cohesive energy
needs to contain an environment-dependent term of many-body character. Since BOPs
are based on the TB model, the same issue arises for E rep in the BOP scheme and we
discuss this in more detail in Section 3.2 dealing with the development of the E rep in our
study. For now, we will use Erep without explicitly presenting its functional form.

2.2 Bond-order Potentials
The bond-order potential (BOP) scheme [28, 29, 38], first proposed by Pettifor [26],
is based on the orthogonal TBBM introduced in the previous Section. The bond order is a
measure of the bond strength in a given atomic environment. The bond order for the bond
between the orbital α centered at atom i and the orbital β centered at atom j, denoted as
Θiα , j β , is defined as
=
Θiα , j β 2 ρiα , j β for i ≠ j ,

(2.19)

where the factor 2 is associated with the spin degeneracy. The physical meaning of the
bond order is half of the difference between the number of electron in the bonding state
and the antibonding state, which we show later (Section 2.2.3). In TBBM the cohesive
energy is given by eq. (2.18) and the covalent bond energy ( E cov ) expressed in terms of
the bond order is
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=
E cov

∑α ∑β Θ β α H α
i,

j ( ≠ i ),

j ,i

i , jβ

.

(2.20)

Thus in the framework of BOPs, the expressions for the cohesive energy of the system
and the interatomic forces are the same as in the TBBM. However, instead of solving the
one-electron Shrödinger equations (2.3) by diagonalizing the Hamiltonian, as it is done in
TBBM in order to determine the density matrix (2.4), the bond order is obtained within
the BOP scheme in a very different way that enables the real-space O( N ) calculations.
In this Section, we explain how the bond order, or equivalently the density matrix,
is efficiently evaluated in the BOP scheme. First, we show that the density matrix can be
expressed via the Green’s function of the Schrödinger equation and the local density of
states (LDOS). Secondly, we explain the recursion method [44] used for evaluation of the
Green’s function and the moments expansion of LDOS that are both implemented in the
BOP scheme. Finally, we discuss the physical meaning of the bond order.

2.2.1 Local Density of States and Green’s Function of the
Schrödinger Equation
The total density of states (Dtot) with the energy, E, can be expressed as the sum
of delta functions centered at each eigen-energy as
D=
tot ( E )

∑δ ( E − e ) .
n

n

(2.21)

In the TB model the band energy can then be written in terms of Dtot as
=
E band 2=
∑ en 2∫
n≤n f
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Ef

EDtot ( E ) dE ,

(2.22)

where the integration extends from the ground energy up to the Fermi energy, Ef. We
define LDOS associated with an atom i and orbital α ( Diα ) as
=
Diα ( E )

n iα

2

∑

n iα

n

2

δ ( E − en ) .

(2.23)

is the probability of finding in the state n an electron in the orbital iα and

therefore Diα has the physical meaning of the total density of states weighted by the
probability of finding an electron in the orbital iα . The total density of states, which is
a global property of the system, can then be decomposed into LDOS in a very simple way:
Dtot ( E ) = ∑ Diα ( E ) .

(2.24)

i ,α

Later we will show the relation between the diagonal elements of the density
matrix and LDOS. Now we focus on how the density matrix elements can be generally
expressed in terms of the Green’s function, Ĝ , of the Schrödinger equation with the oneelectron Hamiltonian Ĥ . The Green’s function is defined as
Gˆ ( E=
)

( E − Hˆ )

−1

,

(2.25)

where E is the energy. We define the Green’s function matrix element in the basis set of
atomic orbitals as
Giα , j β ( E ) = iα Gˆ ( E ) j β .
The density matrix element
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(2.26)

=

n
i

n≤n f

∫ ∑ iα
∫

Ef

n
j

n
i

n

n
j

n

)

(

Ef

n

=

Ef

=
C α C β ∫ ∑ C α δ ( E − e ) C β dE
∑

=
ρiα , j β

n n δ E − Hˆ n n j β dE

(

iα δ E − Hˆ

)

(2.27)

j β dE

Using the relation for the delta function,
1
η
1
−1
δ ( x) =
=
− Im lim [ x + iη ] ,
lim 2
2
→
→
η
0
η
0
π
π
x +η

(2.28)

and eq. (2.25), we obtain

(

1

)

δ E − Hˆ =
− Im lim  E − Hˆ + iη 
π η →0

−1

(2.29)

1
=
− Im lim Gˆ ( E + iη )

π

η →0

Substituting eq. (2.29) into eq. (2.27), the density matrix can be written in terms of the
Green’s function:
1

Ef

ρiα , j β =
− Im lim ∫ Giα , j β ( E + iη )dE ,
π η →0

(2.30)

The LDOS can be written in terms of the diagonal Green’s function matrix elements as
=
Diα ( E )

∑
n

n iα

(

2

δ ( E − en )

(

)

)

=
iα δ E − Hˆ iα .
∑ iα n n δ E − Hˆ n n iα =
n

(2.31)

1
=
− Im lim Giα ,iα ( E + iη )

π

η →0

Combining equations (2.30) and (2.31), we see that the diagonal elements of the density
matrix are the integrals of the LDOS up to the Fermi level:
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1

Ef

Ef

ρiα ,iα =
− Im lim ∫ Giα ,iα ( E + iη )dE =
∫ Diα ( E )dE .
π η →0

(2.32)

This shows that in order to obtain the diagonal elements of the density matrix, we need to
calculate the corresponding matrix elements of the Green’s function. In the BOP scheme,
this is done through the moment expansion of the LDOS using the recursion method
introduced into the condensed matter physics in [45] and summarized in the following
Section.

2.2.2 Moment expansion of the Density of States and the
Recursion Method
The main task in TB is to solve the one-electron Shrödinger equation by
diagonalizing the Hamiltonian matrix. The computation time of the diagonalization
procedure scales with the cube of the number of atoms (N) in the studied system and thus
the TB is called O( N 3 ) method [38]. In contrast, BOP scheme is an O( N ) method,
where the energies can be obtained with computational time that scales linearly with the
size of the system [38]. The most important step in this approach is expansion of the local
density of states into its moments introduced in [25].
Let us first define the p-th moment of the LDOS, µi(αp ) , associated with an atom i
and an orbital α as
∞

µi(αp ) = ∫ E p Diα ( E ) dE .
−∞
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(2.33)

Different moments determine different features of the local density of states Diα ( E ) . For
example, the center of Diα ( E ) is given by the first moment ( µi(α1) ), the mean square width
of Diα ( E ) is determined by the second moment ( µi(α2) ), the skewness of Diα ( E ) is
controlled by the third moment ( µi(α3) ) and the fourth moment ( µi(α4) ) determines whether

Diα ( E ) is unimodal or bimodal. The higher moments determine more subtle features of
the density of states. [25, 46-48]. Moments of the local density of states can be evaluated
as follows. First we note that
=
µi(α )
p

E p iα δ ( E − en ) n n iα dE

−∞

n

∑

=

∞

n

∫

−∞

∑∫

=

∞

E p Diα ( E ) dE
=

iα

∫

∞

−∞

∞

(

∫

−∞

p
n

n

.

E pδ ( E − en ) dE n n iα

iα e n n iα ∑=
iα Hˆ n n iα
∑=

=

)

E p iα δ E − Hˆ iα dE

p

(2.34)

iα Hˆ p iα

n

It then follows that

µi(αp ) = iα Hˆ p iα
=

∑β ∑β  ∑β

iα Hˆ j1β1

∑β ∑β  ∑β

H iα , j1β1 H j1β1 , j2 β2  H j p−1β p−1 ,iα

j1 ,

=

j1 ,

1

1

j2 ,

j2 ,

2

2

j p−1 ,

j p−1 ,

j1β1α Hˆ j2 β 2  j p −1β p −1α Hˆ iα .

(2.35)

p −1

p −1

Therefore, to evaluate µi(αp ) we sum up all the products of the Hamiltonian matrix
elements along the path, starting at the site i, involving p consecutive “hoppings” to the
neighboring sites, with the last hopping always back to the starting site i. For example, if
p = 1, then the hopping is only on the site i. If p = 2, the hopping is from the site i to its
neighboring site, then back to the site i. In order to include contribution to the local
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density of states from one more shell of atoms, two more moments are always needed for
the hopping path to make one hop to the outermost shell and one hop back to the previous
shell [38]. We will show in the Chapter 3 that with a finite number of moments used in
evaluating local density of states, the main features of the corresponding total density of
states can be reproduced very satisfactorily when compared with the full TB and/or DFT
calculation. This means the main contribution to the local density of states at site i comes
only from a cluster of atoms surrounding this site, rather than from the whole system.
Therefore, the computational time needed to evaluate the LDOS associated with one
atom depends on how many shells in the cluster are involved, but not on the whole
system the size of which is N. The computation time needed to construct all the LDOS
for the whole system thus scales linearly with N.
With the moments known, one can construct the LDOS and therefore the diagonal
density matrix elements. In the BOP scheme, the recursion method [44] is used for this
purpose. This method is akin to the Lanzcos algorithm [49] for tridiagonalization of a
matrix, which is the Hamiltonian matrix in the present case. To explain the Lanzcos
algorithm, we first define U n as the orthonormal basis set in which the Hamiltonian
matrix becomes tridiagonal:
 a0

 b1
Hˆ =  0

0



b1
a1
b2
0


0
b2
a2
b3


with the matrix elements being
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0
0
b3
a3





 ,


 

(2.36)

H mn ≡ U m Hˆ U n

 an for m = n
 b for m= n − 1
 n
,
=

=
+
b
m
n
for
1
+
n
1

 0 otherwise

(2.37)

with n, m ≥ 0 and b0 = 0 . The coefficients an and bn, called the recursion coefficients, are
obtained recursively through the relationship
bn +1 U n +1 = Hˆ U n − an U n − bn U n −1 .

(2.38)

Starting with an arbitrary state U 0 , we can calculate a0 = U 0 Hˆ U 0 . With a0 and b0
known ( b0 = 0 ), eq. (2.38) with n = 0 , together with the normalization condition for the
state U1 , is used to obtain b1 and U1 . Now, if we carry out the same procedure but
start with U1 , using eq. (2.38) with n = 1 and the normalization condition for the state

U 2 , we obtain a1, b2, and U 2 . By repeating the procedure described above, the whole
basis set U n and the recursion coefficients can be found. If we define Gnm = U n Gˆ U m ,
then G00 can be written in terms of the recursion coefficients as a continuous fraction
expansion [44]:
G00 ( E ) =

1
E − a0 −

b12
E − a1 −
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.
b22

E − a2 −

b32


(2.39)

In the BOP scheme, the diagonal Green’s function matrix elements are obtained in the
following way. Consider the tridiagonal Hamiltonian in the basis U n with U 0 chosen
to be iα . µi(αn ) can then be written as

µi(α )
=
n

ˆn
U
=
0 H U0

∑

m1, m 2,, mn−1

H 0 m1 H m1m2  H mn−1 0 ,

(2.40)

which expresses the moments in terms of the Hamiltonian elements and thus the
recursion coefficients. For example, the first four moments are

µi(α1) = a0
µi(α2=) a02 + b12
a03 2a0b12 + a1b12
µi(α3) =+

(2.41)

µi(α4) = a04 + 3a02b12 + 2a0 a1b12 + a12b12 + b14 + b12b22
Using µi(αn ) calculated from eq. (2.35), eq. (2.41) can be inverted to obtain the recursion
coefficients. The diagonal Green’s function matrix elements Giα ,ια can then be
constructed using eq. (2.39). In real calculation, the continued fraction expansion in eq.
(2.39) needs to be terminated at a certain level. The termination level is determined such
that the main features of LDOS from DFT calculations are reproduced with a satisfactory
accuracy using the limited number of moments, or equivalently, levels of continuous
fractions. The termination is done by choosing a∞ and b∞ to be the band center and the
band width respectively, and setting an = a∞ and bn = b∞ when n is larger than a certain
chosen level nt [38]. The partial continued fraction Tnt ( E ) for n > nt is then
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bn2t +1
b∞2
Tnt ( E ) =
bn2t + 2
b∞2
E
a
−
−
E − ant +1 −
∞
b∞2
bn2t +3
E
a
−
−
∞
E − ant + 2 −
b∞2
bn2t + 4
E
a
−
−
. (2.42)
∞
E − ant +3 −


2

 E − a∞  
E − a∞

= b∞
− i 1− 

 2b∞
2b∞  




With the termination level nt, the number of moments needed to generate the recursion
coefficients is 2nt + 1 . The recursion method is carried out in the real-space, and
therefore the periodic boundary conditions, employed in k-space methods, are not
required. If the continued fraction expansion is extended up to the infinite level with no
termination at a certain level, as described above, the LDOS constructed contains all the
information defined by the moments and hence it is equivalent to the k-space calculation
as in the TB scheme. If only the first and the second moment are included in the
formalism, with local charge neutrality condition imposed, it was shown in [50] that this
is equivalent to evaluating the energy via central-force many-body Finnis-Sinclair type
potentials [13].
So far we have described the method to obtain the diagonal elements of the
Green’s function and therefore the diagonal density matrix elements. In principle all the
energy contributions in the TBBM can be calculated using only the diagonal elements of
the density matrix [38]. Following eq. (2.31) to obtain the LDOS from the diagonal
Green’s function elements, the promotion energy is
E prom =

∑α ( 2 ρ α α − N α ) ε α = ∑α ( 2∫
i,

i ,i

atom
i

i

i,
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Ef

)

Diα ( E ) dE − N iatom
ε iα
α

(2.43)

and the covalent bond energy is
=
E cov E band − 2∑ ρiα ,iα ε iα
i ,α

= 2∫

Ef

EDtot ( E ) dE − 2∑ ∫

= 2∑ ∫
i ,α

i ,α

Ef

Ef

Diα ( E ) dEε iα .

(2.44)

( E − ε iα ) Diα ( E ) dE

However, the evaluation of the off-diagonal elements of the Green’s function is needed
for the calculation of forces on atoms. The method used to obtain the off-diagonal
elements is called multi-atom expansion, which is a very complex method explained in
detail in [26, 51-53] and we will not describe this part here. The algorithms for evaluation
of all the Green’s function elements are implemented in the Oxford order-N package
(OXON) [38, 54-56] that is used in both the development and application of BOPs in this
Thesis.

2.2.3 Physical Meaning of Bond Order
It is first worth mentioning that the BOPs we have been developing in this work
are not the Tersoff-type potentials [57], which have often been referred to in the literature
as bond-order potentials (e.g. see [58]). In the Tersoff-type potentials the bond-order is
implicitly included into the formalism for the bond part of the total energy through an
empirical function. In contrast, in BOPs treated in this Thesis, the bond-order is
calculated explicitly for any environment based on the TB model and thus the potential
captures the significant quantum-mechanical nature of the local, environment dependent
bonding.
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As explained earlier, the total covalent bond energy can be expressed in a very
simple form as a summation of bond-order multiplied by the Hamiltonian matrix
elements over all the bonds between orbitals α on the atom i and orbitals β on the atom j.
The physical meaning of the bond order can be seen clearly with the help of the Green’s
function [38]. We first define the bonding state, + , and the anti-bonding state, − ,
as ±
between orbital iα and j β =

1
( iα ± j β
2

) . The Green’s function elements

in the basis of states ± are
1
G++ ≡ + =
Gˆ +
( Giα ,iα + G jβ , jβ + 2Giα , jβ )
2
1
G−− ≡ − =
Gˆ −
( Giα ,iα + G jβ , jβ − 2Giα , jβ )
2

We can then write Giα , j β in terms of G++ and G−− as =
Giα , j β

(2.45)

1
( G++ − G−− ) . Using eq.
2

(2.19) and (2.30), we obtain the bond order as
Ef
2
Θiα , j β =
− Im lim ∫ Giα , j β ( E + iη )dE

π

η →0

Ef
Ef
1
1
=
− Im lim ∫ G++ ( E + iη )dE + Im lim ∫ G−− ( E + iη )dE ,

π

=

∫

Ef

π

η →0

D+ ( E )dE − ∫

Ef

η →0

(2.46)

D− ( E )dE

where D± is the local density of states associated with the state ± . The number of
electrons associated with the state ± is

N ± = 2∫

Ef

D± ( E )dE ,
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(2.47)

with the factor 2 accounting for the spin degeneracy. Combining equations (2.46) and
1/ 2 ( N + − N − ) , and therefore the physical meaning of the bond
(2.47), we obtain Θiα =
, jβ
order is half of the difference of the number of electrons in the bonding and the antibonding states, respectively.
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3 Development of Bond-order Potentials
for Non-magnetic Transition Metals
In this Chapter, we present the details of the development of bond-order potentials
(BOPs) for bcc transition metals V, Nb, Ta, Cr, Mo and W [33] in which magnetism need
not be considered. It is worth mentioning that, while Cr is antiferromagnetic, DFT
calculations [59] have shown that the ground-states for both non-magnetic and
antiferromagnetic phases are bcc with almost identical lattice parameters. Therefore,
BOPs that are used for investigating structural properties can be developed without
considering the magnetism even for Cr.
In bcc transition metals, the atomic bonding is mixed, nearly free electron and
covalent. The latter, governed by the valence d-electrons [19, 20], provides the major part
of the attraction between the atoms. The former arises principally from s electrons and it
is strongly repulsive at short separations of atoms but may contribute, albeit weakly, to
the attraction at separations beyond the first neighbors spacing. As in TBBM, the
cohesive energy is in the BOP scheme
coh
E=
E cov + E rep ,

(3.1)

where E cov is the attractive covalent bond energy and Erep the repulsive contribution. As
discussed previously (eq. (2.20)), the covalent bond energy ( E cov ) is
=
E cov

∑α ∑β Θ α
i,

j ( ≠ i ),
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i , jβ

H j β ,iα ,

where α and β represent all the orbitals used in the calculation, and the summation
extends over all the atoms i and j. H j β ,iα is the TB Hamiltonian matrix element, which in
the current study is expressed in terms of the two-center Slater-Koster bond integrals and
the direction cosines of the vector connecting atoms i and j [42]. Θiα , j β is the matrix
element of the bond order, which is obtained via evaluating the Green’s function using
the recursion method [44] as described in Section 2.2. It was found in earlier studies [35,
60, 61] that limiting the continued fractions in the recursion method to nine moments of
the local density of states (LDOS), the main features of the LDOS are reproduced with a
satisfactory accuracy when compared to full TB and DFT calculations. This is
demonstrated in Figure 3-1 that shows the results published in Ref. [61]. Here the DOS in
bcc W, calculated using k-space TB method, is compared with calculations employing
previously developed BOPs limited to nine moments of the LDOS. Clearly, the main
features of the TB results are well reproduced by the BOP calculations employing nine
moments of the density of states. Hence, we use nine moments of LDOS in all the
calculations in the current study.

Figure 3-1. Comparison of DOS calculated using k-space TB method and previously
developed BOPs limited to nine moments of LDOS [61].
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As already explained in the previous Chapter, the diagonal Hamiltonian matrix
elements ( ε iα ) are chosen to be zero at the beginning of every calculation and adjusted
iteratively throughout the calculation to guarantee the local charge neutrality condition
(LCN) (eq. (2.15)). The self-consistent adjustment of ε iα results in a modification of the
bond order and, in turn, the covalent bond energy. In order to smear the sharp cut-off of
the energy at the Fermi level and to damp down the associated long-range Friedel
oscillations, we introduce a fictitious electronic temperature (Tf). As in the previous
studies [60, 61], we set kBTf = 0.3 eV where kB is the Boltzmann’s constant. This method
increases the rate of the convergence of both the energy and forces when employing
BOPs; it was introduced originally by Mermin [62] and it is explained in more detail for
the bond order in [63, 64]. All the specifics described above are implemented in the
Oxford order-N package (OXON) [38, 54-56] that is employed in all our calculations
when using and developing BOPs.
In this Chapter, we explain and summarize the development of both parts of the
cohesive energy, the attractive bond energy, E cov , and the repulsive energy, E rep . First, in
Section 3.1, the emphasis is put on the new method of determining the bond integrals that
are the most important input when evaluating Ecov. Two main procedures employed in
this development are the reduction to the d basis only and the orthogonalization of the
non-orthogonal atomic orbitals. The latter is necessary because the BOP scheme is based
on the orthogonal TB and the former since only dd type bond integrals are employed in
the evaluation of the bond order. We investigate two different orthogonalization
procedures that lead to two different types of bond integrals (BIs) both of which may be
implemented in BOPs. At this stage, one cannot decide whether both types of BIs are
32

equally acceptable or whether one type of BIs is more appropriate. This can only be
resolved by assessing the performance of the corresponding BOPs by testing in the
framework of which the results are compared with experiments and/or DFT calculations.
For this reason, two types of BIs have been developed and implemented in the
development of BOPs. Details of the development of these two types of bond integrals
are summarized in Section 3.1.1 and 3.1.2, respectively. In Section 3.2, we introduce the
new functional form for the repulsive energy that is physically justified and has some
advantages over the functional forms used in previous developments [30, 60, 61, 65].

3.1 Attractive Part of the Cohesive Energy: Ecov
When evaluating the attractive part of the cohesive energy the crucial quantities are
the bond integrals and their dependence on the interatomic distance, Rij, between atoms i
and j. In the BOPs scheme, this dependence is represented by a parameterized functional
form that is fitted to the bond integrals obtained from DFT-based calculations made for a
number of hypothetical structures with varying density. In previous studies [60, 61], this
DFT-based data was obtained from the first principles TB-LMTO calculations [30],
where the full spd basis was first employed and orthogonalized, and then reduced to the d
basis only.
In the current development the DFT-based data that the bond integrals are fitted to
is obtained directly from DFT calculations via a newly advanced projection scheme [32,
66]. In this method, the plane-wave DFT calculation is first carried out for a variety of
atomic configurations that correspond to different bonding environments. This is done
using several crystal structures with different volumes per atom. Through the projection
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scheme developed in [32], a minimal basis of atomic orbitals (AOs) is constructed so as
to give the best representation of the wave functions found in the DFT calculations.
Finally, the Slater-Koster two-center bond integrals are obtained using this basis of AOs
and the Hamiltonian obtained from the self-consistent DFT calculations. The main
advantage of this method is that it provides a rigorously formulated and physically based
parameterization of the tight-binding model on which the BOPs are based and whose
validity and range of applicability are well-defined. For BCC transition metals studied in
this Thesis, the minimal basis set of spd AOs was optimized using the above procedure
only for the bcc phase at its equilibrium volume, without further modifications for other
bulk phases. Notwithstanding, the AOs obtained in this way give also an excellent
description of the electronic structure of other phases that have very different bonding
environment than the bcc phase. This is demonstrated, as an example, in Figure 3-2 that
shows the band structure of Mo in three different bulk phases (bcc, fcc and sc) obtained
using DFT, TB with optimized full spd AOs and with optimized d AO only.
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Figure 3-2. Band structures for bcc, fcc and sc bulk phase of Mo calculated using DFT,
optimized spd and optimized d-only TB models.

As explained in Chapter 2, BOP formalism is based on the orthogonal TB scheme,
and therefore it is necessary to use the bond integrals corresponding to a basis of
orthogonal AOs. The AOs described above are orthogonal when both AOs are centered at
the same atomic site but non-orthogonal if they are centered at different atomic sites. The
Löwdin’s symmetrical orthogonalization [41] was used to attain the orthogonality of all
AOs. This method generates the orthogonal orbitals that are least distorted in the leastsquare sense and have the same symmetry as the original non-orthogonal orbitals.
However, the resulting bond integrals determined by the orthogonal AOs depend not only
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on the original Hamiltonian and overlap matrix elements evaluated using the nonorthogonal AOs, but also on the atomic arrangement in the vicinity of the considered pair
of atoms. This is called environmental dependence of the orthogonalization method, and
is common in all orthogonalization schemes.
Moreover, when only a limited number of orbitals contribute to most of the
bonding, the spd basis may be reduced to an even simpler basis, which gives a
sufficiently accurate description of the bonding with a higher computational efficiency.
Naturally, the p orbitals may be completely eliminated from the basis before any
orthogonalization because the p electrons contribute only marginally to the bonding in
transition metals owing to the closed p shells. On the other hand, there is no fundamental
physical reason for removing s orbitals. However, in the case of transition metals studied,
the cohesion is governed by the partially filled d band, and therefore it is conceivable to
reduce the AO basis to a d-only basis. This can be seen in Figure 3-2, where the band
structure calculated using TB with a d-only basis is in a very good agreement with the
DFT results. When using the d-only basis, only three types of bond integrals are needed,
namely ddσ, ddπ and ddδ [39].
However, the environmental dependence of the bond integrals obtained from the
orthogonalized AOs depends on whether the orthogonalization is done before or after the
basis reduction. The reason is explained in simple terms as follows. When carrying out
the orthogonalization, the resulting orthogonal AOs inevitably contain contributions from
all orbitals involved in the DFT calculations. Consequently, AOs associated with an atom
are mixtures or linear combinations of the original non-orthogonal AOs centered at this
atom and the AOs centered at surrounding atoms. If the basis is reduced before the
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orthogonalization, the resulting reduced orthogonal AOs centered at a given atom are
products of mixing fewer types of orbitals homogeneously distributed over the
neighboring atoms. Accordingly, the associated bond integrals are only weakly dependent
on the details of the local arrangement of the surrounding atoms. In contrast, if the basis
reduction is done after the orthogonalization involving both s and d non-orthogonal AOs,
the reduced orthogonal AOs centered at a given atom comprise the localized effect of
orbitals centered at neighboring atoms and a more substantial dependence of the resulting
bond integrals on the local environment is expected. This environmental dependence of
dd bond integrals for transition metals introduced by an orthogonalization procedure can
be considered as arising from the screening of the d bond between the two atoms by
electrons associated with the neighboring atoms. These are principally s electrons that are
not as localized as the d electrons.
The effect of orthogonalization on the resulting dd bond integrals, discussed
above, is demonstrated in Figure 3-3, which presents a comparison of ddσ, ddπ and ddδ
bond integrals in bcc Mo obtained using TB scheme with two different bases of AOs: the
orthogonalized partially reduced sd basis (OTB-sd) and the orthogonalized reduced donly basis (OTB-d). In the case of the OTB-d the bond integrals show very weak
environmental dependence, and they can be represented by continuous functions that
depend only on the interatomic separation. However, in the case of OTB-sd, the
environmental dependence of the bond integrals is significant (especially in ddπ and ddδ
bond integrals). There are clearly visible discontinuities in the dependence of bond
integrals on the separation of atoms in the region between the first and the second nearest
neighbors of the equilibrium bcc lattice. These discontinuities depend on whether in the
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DFT calculations the same distance of atoms corresponds to the first neighbors in the
original bcc lattice or the second neighbors in a compressed bcc lattice. Clearly, the
atomic environment is different in the two cases and the discontinuities reflect the
environmental dependence of the bond integrals. Moreover, in the case of OTB-sd the
BIs may even change their sign for more distant atomic separations. Therefore, the
screening effect of s orbitals on the d-type bond integrals is significant when s orbitals are
kept during orthogonalization. Very similar features of the dependence of dd bond
integrals on the separation of atoms were also found in the earlier first-principles TBLMTO calculations determining the dd bond integrals for Mo [60] and W [61] in which
the orthogonalization was carried out before the reduction to the d only basis.
Consequently, there are two possibilities for the dd bond integrals that may be
used in BOPs. One is obtained using the orthogonalized d-only basis (OTB-d) and the
other orthogonalized sd basis (OTB-sd). The two types of the resulting dd bond integrals
are noticeably different. While both types of bond integrals show an environmental
dependence, this dependence is significantly more pronounced in the case of the OTB-sd.
At this stage it is not a priori clear which type of bond integrals is more appropriate for
BOPs. The only way to remove this ambiguity is to develop separately two types of
BOPs with these two different types of bond integrals and assess their applicability after
studying physical properties that can be compared with experiments and/or DFT
calculations using both types of BOPs. For this purpose, two types of bond integrals have
been developed and they are discussed in detail in the following Sections. Briefly, the
bond integrals evaluated using the OTB-d basis that display only a very weak
environmental dependence are represented by continuous smooth curves. Hereafter, we
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call these bond integrals unscreened bond integrals, and the BOPs developed using these
bond integrals are denoted as BOPunscr. On the other hand, the bond integrals evaluated
using the OTB-sd basis are represented analytically by a continuous smooth curve
augmented by the so-called screening function, introduced in [67] (see eq. (3.5) later), in
order to reproduce the discontinuities in the dependence of bond integrals on the
separation of atoms that relate to the local environments. Hereafter, we call the bond
integrals obtained in this way the screened bond integrals, and the BOPs developed using
these bond integrals are denoted as BOPscr.

Figure 3-3. The dependence of bond integrals (ddσ, ddπ and ddδ) on the interatomic
distance (R) in bcc Mo determined using the orthogonal sd basis (OTB-sd) and
orthogonal d-only basis (OTB-d), respectively.
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Finally, another important input to the BOPs for bcc transition metals is the
number of d electrons, Nd, included into the model. In the case of transition metals of
groups 5 and 6, there are five and six valence electrons, respectively, that are distributed
between the nearly-free-electron sp band and the TB d band. The value of Nd is generally
not an integer owing to the hybridization of orbitals and the exact value of Nd cannot be
decided unequivocally. Notwithstanding, the previous study [65] using TB LMTO with
the frozen potential approximation has shown that, when 3.5 ≤ N d ≤ 4.5 , the bcc phase is
strongly favored over the fcc and hcp phases. Hence, in this Thesis, Nd is chosen in this
range, and we used Nd = 3.6 for group 5 metals and Nd = 4.2 for group 6 metals. These
values for Nd are consistent with the recent DFT-LMTO calculations carried out by
Nguyen-Manh [68]. The sensitivity of the developed BOPs to the choice of Nd was tested
by varying Nd by ±0.2. It was found that all the test results are virtually the same for
these different values of Nd. Therefore, the BOPs are not strongly dependent on the
choice of Nd if its values are in the above ranges. Nonetheless, one could use Nd as a
fitting parameter if a material property studied appeared to depend noticeably on Nd. This
is demonstrated in Chapter 7 in connection with studies of self-interstitials.
In the following Sections, we explain and summarize the development of bond
integrals used in the current version of BOPs: Section 3.1.1 for the unscreened bond
integrals used in BOPunscr and Section 3.1.2 for the screened bond integrals used in
BOPscr. Some parts of the development here were made by our collaborator Dr. M.
Mrovec from the Fraunhofer Institute, Freiburg, Germany. These parts include the
determination of bond integrals and their dependences on the interatomic spacing
extracted from the results of DFT calculations using different orthogonalization
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procedures (e.g. those shown in Figure 3-3 for Mo), the fitting of unscreened bond
integrals used in BOPunscr to the so-called GSP functional form (explained below) and the
band structure calculations (e.g. those shown in Figure 3-2 for Mo).

3.1.1 Unscreened Bond Integrals used in BOPunscr
Unscreened bond integrals, determined employing the OTB-d basis, were fitted
by a smooth continuous function of the interatomic distance, R. Figure 3-4 shows these
bond integrals for all six non-magnetic bcc transition metals studied. In our development
they are represented analytically by the functional form proposed by Goodwin, Skinner
and Pettifor (GSP) [69]:
na
  R  nc  R nc  
 R0 
=
βτ ( R ) βτ ( R0 )   exp na  0  −     ,
R
 R
 Rc   
  c 

(3.2)

where τ represents ddσ, ddπ or ddδ. For a given τ, the parameters βτ ( R0 ) , R0, Rc, na and
nc were fitted so as to reproduce the R-dependence of the bond integrals shown in Figure
3-4. These parameters are summarized in Table 3-1.
In order to ensure that no non-physical discontinuity occurs when calculating the
energy and forces for a finite range of R values, it is important that the R-dependence of
BI
bond integrals converges smoothly to zero at a cut-off distance, Rcut
. As in Refs. [60, 61],

it is achieved by replacing the GSP function by a fifth-order polynomial tail function
BI
when R1BI < R < Rcut
. The coefficients of this polynomial are determined such that the tail

function and the GSP function have the same values and the same first and second
BI
derivatives at R = R1BI , and that at R = Rcut
the value, the first derivative, and the second
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derivative of the tail function become zero. In order to limit the interaction range and
BI
therefore attain higher computational efficiency, Rcut
is placed between the second and
BI
are chosen carefully to avoid any
third nearest neighbors. The values of R1BI and Rcut
BI
unphysical ‘bump’ of the tail function in the interval R1BI < R < Rcut
. Table 3-2
BI
summarizes the value of R1BI and Rcut
for all six non-magnetic bcc metals.

Figure 3-4. The distance dependence of bond integrals used for BOPunscr, obtained using
OTB-d basis, for all six nonmagnetic bcc transition metals studied.
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Table 3-1. Parameters used in GSP function (eq. (3.2)) for BOPunscr when R is in Å. Unit
of βτ ( R0 ) is eV; R0 and Rc are in Å; na and nc are dimensionless.
V

Cr

βτ ( R0 )

ddσ
ddπ
ddδ
−0.8274 0.5841 −0.1149

βτ ( R0 )

ddσ
ddπ
ddδ
−0.8093 0.5751 −0.1121

R0

2.6240

2.6240

2.6240

R0

2.4942

2.4942

2.4942

Rc

4.3513

4.2725

4.7363

Rc

4.1299

4.7377

4.0634

na

3.0841

4.3400

5.8900

na

3.2481

3.5214

5.3773

nc

9.6280

9.9998

9.9999

nc

9.7642

3.5653

8.0456

Nb

Mo

βτ ( R0 )

ddσ
ddπ
ddδ
−1.3032 0.9128 −0.1989

βτ ( R0 )

ddσ
ddπ
ddδ
−1.2858 0.7211 −0.1278

R0

2.8172

2.8172

2.8172

R0

2.7256

2.7256

2.7256

Rc

2.9105

2.9105

2.9105

Rc

3.0151

3.1861

9.1897

na

1.2251

1.9838

2.4495

na

1.1771

2.0492

5.5827

nc

2.2892

1.3182

1.2273

nc

3.0793

2.7101

8.7383

Ta

W

βτ ( R0 )

ddσ
ddπ
ddδ
−1.3390 1.0477 −0.2493

βτ ( R0 )

ddσ
ddπ
ddδ
−1.5390 0.9183 −0.1755

R0

2.8629

2.8629

2.8629

R0

2.7411

2.7411

2.7411

Rc

1.3776

1.0155

1.1710

Rc

4.1519

1.0895

1.0000

na

1.0000

1.0000

1.4194

na

3.0486

1.3041

1.6529

nc

1.0882

1.0155

1.0754

nc

9.5003

1.0729

1.0000

BI
Table 3-2. R1BI and Rcut
in units of the lattice parameters used in BOPunscr for the studied

non-magnetic metals.

BI
1

R

BI
Rcut

V
1.053

Nb
0.909

Ta
1.059

Cr
1.040

Mo
1.049

W
1.106

1.382

1.363

1.391

1.387

1.366

1.390

43

3.1.2 Screened Bond Integrals used in BOPscr
When employing the OTB-sd basis, the screened bond integrals determining the
interaction between atoms i and j are represented analytically by the functional form
ij
=
β τ βτ ( Rij ) (1 − Sτij ) ,

(3.3)

where Rij is the separation of atoms i and j. τ again means ddσ, ddπ or ddδ. Sτij is a
screening function introduced in [67] and discussed below, and βτ ( Rij ) is a simple
exponentially decaying function. In order to compare easily the screened bond integrals
with those employed in BOPunscr, we use

R
R
βτ ( R ) βτ ( R0 ) exp  0 −  ,
=
 Rc Rc 

(3.4)

which corresponds to the GSP function (eq. (3.2)) when setting na = 0 and nc = 1. βτ ( R )
in eq. (3.4) was always initially fitted to the dd bond integrals obtained using OTB-d
basis but adjusted later when fitting dd bond integrals obtained using OTB-sd basis (see
below). βτ ( R ) is cut off by employing the same tail function as that in the bond integrals
used in BOPunscr. The environmental dependence of ddσ, ddπ and ddδ bond integrals
found when using the OTB-sd basis is considered as arising from the screening of a given
dd bond between atoms i and j by valence s electrons centered on the surrounding atoms
k. This is shown schematically in Figure 3-5. This effect is represented by the screening
function Sτij that was derived from the non-orthogonal TB model in [67]. This screening
function was first used when studying the binary MoSi2, and later applied in the
development of BOPs for bcc Mo [60] and W [61].
44

Figure 3-5. The dd-type bond between the atoms i and j is screened by the s orbital
associated with the neighboring atom k.

The analytical expression for the screening function derived in [67] is
Sτij =

(c1ij )τ − ( µ2ij )τ + ( µ3ij )τ
,
1 + Oτ2 ( Rij ) − 2( µ2ij )τ + ( µ3ij )τ

where ( µ2ij )τ and ( µ3ij )τ are average second- and third-moment contribution. However, it
has been shown in the previous version of BOPs (e.g. for Mo [60]) that ( µ3ij )τ is
negligible. Thus, in the current development of BOPs the screening function has been
taken as
Sτij =

(c1ij )τ − ( µ2ij )τ
.
1 + Oτ2 ( Rij ) − 2( µ2ij )τ

(3.5)

Oτ ( Rij ) is the dd overlap integral of the type τ between atoms i and j, and it is assumed to

decay in the same way as βτ . We use Oτ ( R0 ) as one of the adjustable parameters to
reproduce the environmental (discontinuities) and R-dependence of the OTB-sd bond
integrals of the dd type. (c1ij )τ is the contribution of the interference between atom i and j,
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which results from the electrons hopping between d orbitals on atoms i and j through the
s orbital centered on the neighboring atom k. The expression for (c1ij )τ is
(c1ij )τ =

(1 + δ )
∑ 4β ( Rτ ) { β σ ( R ) O σ ( R ) + O σ ( R ) β σ ( R ) gτ (θ ) gτ ( −θ )
τ
.
− β σ ( R ) O σ ( R ) Oτ ( R ) gτ (θ )
− Oτ ( R ) O σ ( R ) β σ ( R ) gτ (θ )}
0

k ≠i , j

ds

ik

sd

kj

ds

ik

sd

kj

jik

ijk

ij

ds
ij

ik

ij

sd

ki

ds

jk

ij

sd

kj

2

2

jik

ijk

δτ 0 is 0 when τ = π or δ, and 1 when τ = σ. The bond integral β sdσ is initially fitted to
the OTB-sd data using the simplified GSP function (eq. (3.4)) but further adjusted later
when the fitting of dd bond integrals of the OTB-sd data is conducted (see below). The
overlap integral Osdσ ( R ) is again assumed to decay in the same way as β sdσ with

Osdσ ( R0 ) being one of the adjustable parameters used to fit the environmental
(discontinuities) and R-dependence of the OTB-sd bond integrals of dd type. Moreover,
for simplicity, the bond integral β dsσ and the overlap integral Odsσ are assumed to be the
same as β sdσ and Osdσ , respectively. Importantly, not only does the screening function of
bond integrals contain many-body character but it also depends explicitly on bond angles

θijk and θ jik , defined in Figure 3-5, via angular functions [67]
gσ (θ=
)

1
4

(1 + 3cos 2θ ) ,

gπ (θ ) =

gδ =
(θ )

3
4

3
2

sin 2θ ,

(1 − cos 2θ ) .

Finally, the average second-moment contribution ( µ2ij )τ in eq. (3.5) is
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(1 + δτ 0 ) O 2 R g 2 θ + O 2 R g 2 θ  .
Oτ2 ( Rij ) + ∑
( µ2ij )τ =
dsσ ( jk ) τ ( ijk ) 
 dsσ ( ik ) τ ( jik )
4
k ≠i , j
The parameters Oτ ( R0 ) and Osdσ ( R0 ) in the overlap integrals, together with a
modification of parameters in βτ ( R ) and β sdσ ( R ) (all represented by simplified GSP
function eq. (3.4)), are used to reproduce the R-dependence and the environmental
dependence (discontinuities) of the OTB-sd bond integrals of dd type. Figures 3-6 and 37 show for all non-magnetic bcc metals studied the dd bond integrals used in BOPscr,
together with the OTB-sd data on the basis of which these bond integrals were developed.
Following are the common features of the OTB-sd bond integrals for all six metals. First,
they display a conspicuous discontinuity at interatomic distances between the first and
second neighbors of the ideal bcc lattice when the same atomic separation has been
attained either as the first or second nearest neighbor spacing during the variation of the
lattice parameter. This is obviously related to different atomic environments in the
vicinity of the first and second neighbors. The discontinuity is most obvious in ddπ and
ddδ bond integrals while less pronounced in ddσ. Secondly, the magnitudes of bond
integrals ddσ and ddπ are much larger than that of ddδ, which presumably implies that
the ddσ and ddπ bond integrals play dominant roles in the covalent bond energy. The
analytical functional form (eq. (3.3)) of screened bond integrals, which was fitted to
replicate both the distance dependence and discontinuities of the OTB-sd data,
reproduces these data excellently. In particular, the discontinuity occurring in ddπ bond
integrals, which distinguishes the screened dd bond integrals from their unscreened
counterparts, is very well reproduced in all metals. In the case of the ddδ bond integrals,
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OTB sd data may become positive in some metals (e.g. Cr) at separations of the second
nearest neighbor distance. This cannot be reproduced by the analytic functional form for
the screened bond integrals. However, the contribution from ddδ bond integrals,
particularly at the second nearest neighbor distance, is very small compared with the
contribution of ddσ and ddπ bond integrals and therefore their deviation from the OTB-sd
data is likely to have only marginal influence on the performance of the resulting BOPscr.
Parameters entering eq. (3.3), (3.4) and (3.5) that determine the functional form of the
screened bond integrals, evaluated such as to reproduce OTB-sd data, are presented in
Tables 3-3 and 3-4.
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Figure 3-6. Bond integrals used in BOPscr for group 5 metals. Dots: OTB-sd data; solid
lines: screened bond integrals; dashed lines: simplified GSP function (eq. (3.4)). OTB-sd
data and the screened bond integrals obtained from the vicinity of the first nearest
neighbors is in red and from the vicinity of the second nearest neighbors in blue.
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Figure 3-7. Bond integrals used in BOPscr for group 6 metals. Denotation of lines and
dots is the same as in Figure 3-6.
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Table 3-3. Parameters entering equations (3.3), (3.4) and (3.5) for screened bond integrals
BI
of the group 5 metals. Units of βτ ( R0 ) and Oτ ( R0 ) are eV; R0 , Rc , R1BI and Rcut
are in

Å.
Vanadium (V)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

R1BI

BI
Rcut

sdσ

1.050

– 0.060

2.6326

0.60

2.8

4.2

ddσ

– 0.830

0.040

2.6326

0.65

2.8

4.2

ddπ

0.580

– 0.030

2.6326

0.55

2.8

4.2

ddδ

– 0.102

0.020

2.6326

0.39

2.8

4.2

Niobium (Nb)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

BI
Rcut

R1BI

sdσ

1.190

– 0.110

2.8586

0.90

3.0

4.6

ddσ

– 1.250

0.040

2.8586

0.78

3.0

4.6

ddπ

0.870

– 0.030

2.8586

0.62

3.0

4.6

ddδ

– 0.187

0.020

2.8586

0.46

3.0

4.6

Tantalum (Ta)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

R1BI

BI
Rcut

sdσ

1.270

– 0.090

2.8629

0.85

3.0

4.6

ddσ

– 1.390

0.040

2.8629

0.85

3.0

4.6

ddπ

1.010

– 0.030

2.8629

0.65

3.0

4.6

ddδ

– 0.220

0.020

2.8629

0.50

3.0

4.6
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Table 3-4. Parameters entering equations (3.3), (3.4) and (3.5) for screened bond integrals
BI
of the group 6 metals. Units of βτ ( R0 ) and Oτ ( R0 ) are eV; R0 , Rc , R1BI and Rcut
are in

Å.
Chromium (Cr)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

R1BI

BI
Rcut

sdσ

0.980

– 0.054

2.4981

0.70

2.6

4.0

ddσ

– 0.808

0.040

2.4981

0.63

2.6

4.0

ddπ

0.588

– 0.030

2.4981

0.51

2.6

4.0

ddδ

– 0.101

0.020

2.4981

0.35

2.6

4.0

Molybdenum (Mo)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

BI
Rcut

R1BI

sdσ

1.258

– 0.095

2.7256

0.80

2.9

4.4

ddσ

– 1.270

0.040

2.7256

0.70

2.9

4.4

ddπ

0.870

– 0.030

2.7256

0.57

2.9

4.4

ddδ

– 0.175

0.020

2.7256

0.41

2.9

4.4

Tungsten (W)

βτ ( R0 )

Oτ ( R0 )

R0

Rc

R1BI

BI
Rcut

sdσ

1.400

– 0.080

2.7411

0.67

2.9

4.4

ddσ

– 1.510

0.040

2.7411

0.76

2.9

4.4

ddπ

1.040

– 0.030

2.7411

0.59

2.9

4.4

ddδ

– 0.205

0.020

2.7411

0.42

2.9

4.4
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3.2 Repulsive Part of the Cohesive Energy: Erep
While the repulsion and attraction between the atoms is automatically included
into the total cohesive energy in any DFT calculation, in TB methods the attractive and
repulsive parts of atomic interactions are separated. The latter part of the cohesive energy
cannot be derived rigorously using a quantum mechanical treatment analogous to that
used for the attractive part. Instead, in any version of TB and therefore BOPs, the
repulsive part is formulated empirically by fitting a physically justified functional form to
reproduce the experimental and/or DFT-calculated values of some basic properties of the
materials studied. In our current development of BOPs, as in the previous versions [60,
61, 65], the repulsive part of the cohesive energy is taken as composed of two parts
rep
E=
E env + E pair ,

where the E env is an environment dependent repulsion that has a many–body character
and E pair a pairwise repulsion. In the earlier development of BOPs [60, 61, 65], the
empirical functional form used for E env was a screened Yukawa-type potential proposed
by Nguyen-Manh [30], which was deduced from calculations using the Harris-Foulkes
method to extract TB models from DFT [70, 71]. This functional form was used for
developing BOPs for Mo [60] and W [61], which successfully described various basic
properties of these metals, particularly the core structure of ½〈111〉 screw dislocation and
its response to a variety of applied stresses [72]. However, in some metals, e.g. Nb and
Ta [73], the Yukawa-type potential may increase too rapidly to be physically acceptable.
This motivates our search for an alternative functional form. In addition, the physical
origin of the functional form used in the current development of BOPs is more
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transparent than that of the Yukawa-type potential. Nevertheless, there is no a priori
fundamental reason why the Yukawa-type potential cannot be used to represent the
environment dependent repulsion.
In BOPs presented in this Thesis, we adopted a new functional form for E env
proposed by Aoki and Kurokawa [34]. Aoki and Kurokawa studied the repulsion in fcc
solid argon under very high pressures. In this case, the repulsion originates from
overlapping of s and p closed-shell electrons. Employing non-orthogonal TBBM [22, 39],
they showed that E cov , which is environmentally dependent as in any TBBM, indeed
corresponds to the overlap repulsion instead of attraction owing to the full occupancy of
the 3s and 3p shells in argon. In this framework, they proposed the functional form for
the environment dependent overlap repulsion as
E env =

1
−( λ +λ ) R
V ( Rij ) e i j ij
∑
2 i , j ≠i

(3.6)

∑ g exp ( −ν R ) .

(3.7)

where
=
λi

ik

k ≠i

V ( Rij ) is an environment independent pair-wise function, represented by a polynomial. It

is multiplied by an exponential function, decaying with the increasing atomic separation,
with λi and λj determined by eq. (3.7) via adjustable parameters g and ν. Clearly, the
environmental dependence of E env is controlled by λi and λj since the interaction between
atoms i and j depends not only on their separation but also on the separations of these
atoms from surrounding atoms k. Using this functional form for the overlap repulsion
supplemented by an attractive van der Waals pair-wise potential, Aoki and Kurokawa
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calculated the dependence of the lattice parameter and elastic constants of Ar on the
externally applied pressure and found an excellent agreement with the experimental
measurements. Importantly, the presence of the environmental dependence leads to the
correct Cauchy pressure that cannot be reproduced using a pairwise potential only since
this does not contribute to the Cauchy pressure [74, 75].
Our conjecture is that the functional form for E env , proposed by Aoki and
Kurokawa in eq. (3.6) and (3.7), is not only an excellent description for the environment
dependent overlap repulsion in solid argon, but also a suitable form for E env in transition
metals. The reason is that, in these metals, the E env also arises from the overlap repulsion
of s electrons that are squeezed into the ion core regions under the influence of the large
covalent d-bonding forces [76]. In our development of BOPs, we simplify the form of
V ( Rij ) by replacing the polynomial by a simple exponential decay
V=
( Rij ) A exp ( −µ Rij ) ,

(3.8)

where A and μ are constants used as adjustable parameters. The expression for E env is
also slightly modified and written as
E env =

1
−( λ +λ )( R -R )
V ( Rij ) e i j ij s ,
∑
2 i , j ≠i

(3.9)

where the Rs has been introduced, in a similar way as in the Yukawa-type potential, to
ensure that E env leads to a strong repulsion when the separations of atoms are so small
that λi + λ j becomes extremely large. E env may tend to zero without Rs when, say, the
lattice is significantly hydrostatically compressed. In this scheme, there are five
adjustable parameters, namely, g, ν, A, µ and Rs.
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The pairwise repulsion, E pair , is written as
pair
E=

1
∑ Φ( Rij ) ,
2 i , j ≠i

where Φ ( Rij ) is a pair potential taken in the form of a sum of cubic splines as in the
previous version of BOPs:
Φ ( R=
ij )

4

∑ B (R
k =0

k

− Rij ) H ( Rk − Rij ) .
3

k

(3.10)

Bk and Rk are adjustable parameters, H is the Heaviside step function, and R4 is the cut off
of the pair potential.
The adjustable parameters in both E env and E pair are determined such that the
resulting BOP reproduces the experimental values of the lattice constant, cohesive energy
and three elastic constants (C11, C12 and C44) of the equilibrium bcc phase of each metal
studied. Table 3-5 summarizes the experimental values that the BOPs are fitted to.
Moreover, to ensure that the BOPs describe the repulsion well when the interatomic
distances are considerably smaller than the first nearest neighbor spacing in the
equilibrium bcc lattice, constants B0 and R0 in E pair are fitted so as to reproduce the
dependence of E coh on the decreasing lattice parameter of the hydrostatically compressed
bcc lattice calculated using DFT based VASP code [77-80]. As shown in Figures 3-8 and
3-9 the dependence of E coh on the decreasing lattice parameter calculated using both
BOPunscr and BOPscr are in a very good agreement with DFT calculations for all metals
studied. The parameters used in E env and E pair are summarized in Tables 3-6 and 3-7 for
BOPunscr, and Tables 3-8 and 3-9 for BOPscr.
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Table 3-5. Experimental values of cohesive energies, Ecoh (in eV), elastic moduli (in 1011
Pa), and lattice parameters, a (in Å) for group 5 and 6 transition bcc metals. Values of
Ecoh are taken from [81] and elastic moduli from [82] (see also [13]).
coh

E
C11
C12
C44
a

V
5.31
2.276
1.187
0.426
3.0399

Nb
7.57
2.466
1.332
0.281
3.3008

Ta
8.10
2.660
1.612
0.824
3.3058

Cr
4.10
3.871
1.035
1.008
2.8845

Mo
6.82
4.647
1.615
1.089
3.1472

W
8.90
5.224
2.044
1.606
3.1652

Figure 3-8. Dependence of the energy difference ∆E between the hydrostatically
compressed bcc lattice and the equilibrium bcc lattice for BOPunscr on acom/a, where acom
is the lattice parameter of the compressed bcc lattice.
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Figure 3-9. Dependence of the energy difference ∆E between the hydrostatically
compressed bcc lattice and the equilibrium bcc lattice for BOPscr on acom/a, where acom is
the lattice parameter of the compressed bcc lattice.

Table 3-6. Parameters used in the environment dependent repulsion ( E env ) in BOPunscr
given by eq. (3.7), (3.8) and (3.9) when Rij is in units of the lattice parameter a. Rs = 0.52
(in units of a) for all metals studied; µ, g and ν are dimensionless.
BOPunscr
A [eV]

µ
g

ν
R1rep [Å]
rep
[Å]
Rcut

V
1.633×104
13.0
100.0
10.0
3.2

Nb
1.841×104
13.0
300.0
10.0
3.5

Ta
1.870×104
13.0
300.0
10.0
3.5

Cr
4.036×102
7.0
20.0
6.0
3.0

Mo
2.233×104
13.0
300.0
10.0
3.3

W
2.537×104
13.0
300.0
10.0
3.5

4.2

4.5

4.6

4.0

4.3

4.4
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Table 3-7. Parameters used in the pair potential Φ in BOPunscr given in eq. (3.10). Rk is in
the unit of Å and Bk in eV Å-3, when Rij is in the unit of Å. In all cases, R0 is chosen to be
0.9 of the first nearest neighbor spacing in the equilibrium bcc lattice.
BOPunscr
k
0
1
2
3
4
k

0
1
2
3
4

V
Rk

Nb
Bk

Ta

Rk

Bk

Rk

2.37
10.0
3.00
1.778 777 68
3.10 − 0.873 072 91
4.00
1.128 958 69
4.20 − 0.675 111 31
Cr
Rk
Bk

2.57
3.30
3.40
4.40
4.60

2.58
3.00
3.10
4.45
4.60

Rk

14.0
2.940 866 97
− 1.525 327 55
1.723 222 67
− 1.085 079 50
Mo
Bk

Rk

3.0
− 1.741 168 99
4.193 795 00
1.275 295 81
− 0.831 521 38
W
Bk

2.25
14.0
2.60
6.369 232 68
2.70 − 0.626 651 52
3.50
1.105 005 82
4.00 − 0.224 261 97

2.45
3.10
3.60
4.20
4.30

12.0
1.508 753 26
0.925 974 11
1.170 332 76
− 0.972 243 21

2.47
2.80
3.15
4.10
4.40

15.0
1.607 810 48
2.752 143 67
1.287 647 84
− 0.589 211 66
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Bk

Table 3-8. Parameters used in the environment dependent repulsion ( E env ) in BOPscr
given by eq. (3.7), (3.8) and (3.9) when Rij is in units of the lattice parameter a. Rs = 0.52
(in units of a) for all metals considered; µ, g and ν are dimensionless.
BOPscr
A [eV]

µ
g

ν
R1rep [Å]
rep
[Å]
Rcut

V
2.797×104
13.0
300.0
10.0
3.2

Nb
3.593×104
13.0
300.0
10.0
3.5

Ta
4.526×104
13.0
300.0
10.0
3.5

Cr
1.679×103
8.5
20.0
6.0
3.0

Mo
4.719×104
13.0
300.0
10.0
3.3

W
5.340×104
13.0
300.0
10.0
3.3

4.2

4.6

4.6

4.0

4.4

4.4

Table 3-9. Parameters used in the pair potential Φ in BOPscr given in eq. (3.10). Rk is in Å
and Bk in eV Å-3, when Rij is in the units of Å. In all cases, R0 is taken as 0.9 of the first
nearest neighbor spacing in the equilibrium bcc lattice.
BOPscr
k

Rk

0
1
2
3
4

2.37
3.05
3.10
4.00
4.30

k

0
1
2
3
4

V

Nb
Bk

Rk
2.57
3.30
3.40
4.40
4.70

Rk

19.0
3.301 891 10
− 2.097 686 29
0.858 967 98
− 0.439 951 51
Cr
Bk

2.25
2.65
2.80
3.50
4.20

21.0
5.321 840 87
− 0.750 883 02
0.864 557 54
− 0.122 785 61

Ta
Bk

Rk

Bk

2.58
3.20
3.50
4.50
4.80

Rk

22.0
2.590 811 08
− 0.933 248 12
0.878 521 80
− 0.471 860 87
Mo
Bk

Rk

7.0
3.204 476 06
− 0.503 525 23
0.761 014 02
− 0.397 879 74
W
Bk

2.45
3.00
3.10
3.70
4.40

20.0
1.904 899 62
0.583 616 27
0.749 905 85
− 0.061 739 78

2.47
3.10
3.30
4.00
4.60

22.0
3.196 849 01
− 0.084 606 28
0.620 694 79
− 0.137 323 90
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The dependence of E pair on the interatomic distance, R, is shown in Figures 3-10
and 3-11 for BOPunscr and BOPscr, respectively. The R-dependence of E pair is very
similar when comparing BOPunscr and BOPscr. The pair potential is always strongly
repulsive for R much smaller than the separation of the first nearest neighbors; this has
been achieved by choosing R0 in E pair smaller than the first nearest neighbor spacing.
Moreover, a weak attraction is seen in both cases for spacings between the second and
third nearest neighbors. This mild attraction can be regarded as a consequence of the
interaction of s electrons and the sd hybridization between electrons at atoms at
interatomic distances close to the second nearest neighbor spacing. A similar weakly
attractive part in the pair repulsion was also found in the previous version of BOPs [60,
61].

Figure 3-10. The dependence of the pair potential Φ in BOPunscr for groups 5 and 6 metals.
The first, second and third neighbor spacing in the equilibrium bcc lattice are marked by
vertical lines denoted as 1st, 2nd and 3rd, respectively.
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Figure 3-11. The dependence of the pair potential Φ in BOPscr for group 5 and 6 metals.
The first, second and third neighbor spacing in the equilibrium bcc lattice are marked by
vertical lines denoted as 1st, 2nd and 3rd, respectively.

Finally, for the same computational reason as explained previously for bond
rep
integrals, the repulsive potentials need to be cut off at a certain interatomic distance, Rcut
,

which is chosen to be in the vicinity of the third nearest neighbors. This is achieved by
replacing the g exp ( −ν R ) in eq. (3.7) and V ( R ) in eq. (3.8) by fifth-order polynomials
rep
when R1rep < R < Rcut
; the coefficients of these polynomials, as when cutting off the bond

integrals, are determined such that values of the polynomials, their first and second
derivatives are continuous at R = R1rep with the corresponding functions describing the
rep
rep
repulsive interaction and zero at R = Rcut
. In both BOPunscr and BOPscr, the Rcut
is chosen

BI
for all metals studied to be the same as Rcut
in the corresponding bond integrals. The R1rep

is chosen such that there are no unphysical bumps occurring in the polynomials in the
rep
range R1rep < R < Rcut
. R4 in E pair is always chosen to be the same or only slightly larger
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BI
than Rcut
for different metals. Thus the range of the repulsion is either the same or only

slightly larger than that of the attraction in all BOPs developed.
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4 Testing of Transferability of BOPs for
Non-magnetic Transition Metals
One of the most important aspects when applying empirical and semi-empirical
interatomic potentials is their transferability – a transferable potential is reliable even
when the simulated atomic arrangement is significantly different from that to which the
empirical functional forms involved in the potentials were fitted. Therefore, testing of the
transferability of BOPs is vital before applying them to studies of any materials problems.
The main purpose of BOPs developed in this Thesis is to model the defects in bcc
transition metals, especially the extended crystal defects such as dislocations, grain
boundaries, interfaces, and their mutual interactions. Obviously, any unphysical
metastable states at the core or in the close vicinity of these crystal defects must not exist
when using BOPs. This can never be guaranteed absolutely since it is impossible to
examine all the atomic configurations that may be encountered during simulations.
However, a thorough testing of the transferability involving a variety of atomic
environments that differ significantly from the equilibrium bcc lattice enhances
significantly our confidence in employing the BOPs. In this Chapter, a series of testing of
the transferability of BOPs are explained and summarized. We investigate the energy of
alternative lattice structures other than the bcc lattice, the energy variation when the bcc
lattice is deformed along several transformation paths [36, 83], the formation energies of
vacancies and γ surfaces for {101} planes that relates to the dislocation core structures
[84]. In these tests, the calculations using BOPs can be compared with those obtained by
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DFT. The latter we either performed using the VASP code [77-80] or use results
published in the literature. For the vacancy formation energy, the results are also
compared with experimental data. Additionally, we calculated the phonon spectrum using
BOPs by the method of frozen phonons [85], and the calculated dispersion curves are
compared with the ones that were measured experimentally.

4.1 Alternative Structures
The alternative lattice structures we investigated are A15, fcc, hcp and simple
cubic (sc). In all the cases the lattice structures were relaxed by minimizing their energies
with respect to corresponding lattice parameters. A comparison of the energy of relaxed
structures relative to that of the equilibrium bcc lattice calculated using BOPunscr, BOPscr
and DFT is shown in Table 4-1.
A general trend found in DFT calculations for all the metals studied is that the
equilibrium energies of the four lattice types are increasing in the order A15, fcc, hcp and
sc. This trend is well reproduced by both BOPunscr and BOPscr for all the metals studied.
The energies of fcc, hcp and sc lattices calculated using both BOPunscr and BOPscr are all
within about 20% of those obtained using the DFT. A similar difference between BOP
and DFT calculations was found in the case of sc lattice for most metals studied but for V
and Nb for which the energy of the sc lattice evaluated using BOPscr is significantly lower
than that attained using the DFT. A possible reason is that in the sc lattice, some atoms
are much closer to each other than any atoms in bcc, fcc or hcp structures and this
introduces a significant local redistribution of the electronic charge density that cannot be
captured by BOPs. However, it is not well understood why this only occurs in the case of
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V and Nb. For the A15 structure, a considerably larger energy is often found using BOPs
than when using the DFT. This is a well-known problem encountered in TB generally [86]
and the underlying reason is not yet well understood. Again, as in the case of sc lattices, it
possibly reflects the fact that BOPs cannot capture the significantly altered local density
of electrons in the proximity of some atoms that are much closer to each other in the A15
structure than in the bcc lattice.

Table 4-1. Energies (meV/atom) of alternative lattice structures measured relative to the
energy of the equilibrium bcc lattice, calculated using DFT, BOPunscr, and BOPscr. All the
structures were relaxed with respect to corresponding lattice parameters.

A15
fcc
hcp
sc

A15
fcc
hcp
sc

A15
fcc
hcp
sc

DFT
46
243
287
848

V
BOPunscr
66
241
288
668

DFT
105
324
350
991

Nb
BOPunscr
94
336
422
991

DFT
24
247
330
1105

Ta
BOPunscr
109
280
445
1165

BOPscr
130
258
265
445

A15
fcc
hcp
sc

BOPscr
210
390
408
426

A15
fcc
hcp
sc

BOPscr
263
296
354
826

A15
fcc
hcp
sc
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DFT
65
389
447
1019

Cr
BOPunscr
157
374
397
1042

BOPscr
213
332
347
811

DFT
90
425
472
1087

Mo
BOPunscr
231
423
448
1400

BOPscr
343
441
470
1069

DFT
84
495
577
1433

W
BOPunscr
286
492
551
1841

BOPscr
429
497
545
1579

4.2 Vacancy formation energy
Using the developed BOPs the vacancy formation energy was calculated
employing the supercell of dimensions 3a × 3a × 3a, where a is the corresponding
equilibrium lattice parameter; periodic boundary condition were applied in all three
dimensions. The relaxation of local atomic configurations was carried out using the
steepest descent method but the supercell volume was kept fixed. Table 4-2 compares the
results obtained using both BOPunscr and BOPscr to experimentally measured [87] and
DFT [88] calculated energies. In the case of the DFT similar supercells and relaxations
of atomic configurations were used as in the BOP calculations. The vacancy formation
energies calculated using both BOPunscr and BOPscr are in a quite good agreement with
both experiments and DFT calculations. However, more than the absolute values of
energies the following trend suggested by both experiments and DFT calculations is
important: For a given group in the periodic table the vacancy formation energy increases
with increasing period. This is fully reproduced by BOPscr but not always by BOPunscr as
seen, for example, in the case of Nb and Ta. The most likely reason is that BOPscr reflects
with a higher precision the local electronic structure leading to the screening of the d
bonds by surrounding s electrons.
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Table 4-2. Vacancy formation energies (eV) calculated using BOPunscr, BOPscr, DFT [88]
and measured experimentally [87].
BOPunscr
BOPscr
DFT
Experiment

V
2.19
2.33
2.51
2.1 – 2.2

Nb
3.37
3.22
2.99
2.6 – 3.1

Ta
3.23
3.32
3.14
2.8 – 3.1

Cr
2.46
2.43
2.64
2.0 – 2.4

Mo
2.88
2.53
2.96
2.6 – 3.2

W
4.10
3.93
3.56
3.5 – 4.1

4.3 Transformation Paths
The transformation paths studied in this Thesis connect the bcc lattice with fcc, sc,
hcp and body centered tetragonal (bct) structures via continuously distorted
configurations. Along all these paths the volume per atom is fixed. The four paths we
investigate are tetragonal, trigonal, hexagonal and orthorhombic. A rigorous description
of three of these paths (tetragonal, trigonal and hexagonal), using the Lagrange strain
tensor, is found in [36]. The orthorhombic path is defined using the same approach in
[61]. Here we describe these paths more briefly concentrating on the geometry of
straining at each path.
The first is the tetragonal path, also known as the Bain path [89], which is the
most common. The originally bcc lattice is deformed by extending along the [001]
direction while keeping the volume per atom fixed. This path can be fully described by
the parameter p = c/a, where c is the separation of atoms along the extending [001]
direction and a is the separation of atoms along the contracting [100] and [010] directions.
The lattice is deformed by continuously varying the parameter p. It is the bcc lattice when
p = 1 and fcc lattice when p =

2 . The second path is the trigonal path, where the lattice

is deformed by extending along the [111] direction while keeping the volume per atom
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fixed. This path can be again fully described by one parameter p [36]2. For p = 1 the
lattice is bcc and when increasing p it transforms to the sc lattice for p = 2 and then to the
fcc lattice for p = 4.
The third, the orthorhombic path, connects the bcc lattice to a bct lattice that
corresponds to a local maximum of the energy dictated by symmetry. During this path the
lattice is deformed by extending in the [001] direction while compressing in the [110]
direction. In the coordinate system with the axes x = [110], y = [ 110] and z = [001], the
transformation corresponds to the Lagrange strain tensor with only two non-zero
components [61]

ε11 =
( p −1 − 1) / 2

ε 33 =
( p − 1) / 2 .

The parameter p characterizes the path, with the lattice being bcc for p = 1 and also 2, and
bct for p =

2.

The last path used is the hexagonal path that connects the bcc lattice with the hcp
lattice. This path is qualitatively different from the three paths described above in that the
hexagonal path does not correspond only to a homogeneous straining. Instead, along the
hexagonal path the transformation is a homogeneous straining, accompanied by
simultaneous shuffling of alternative close packed atomic planes in opposite directions;
these shuffles are linearly coupled to the strain. As in other paths, this path can be
characterized by one parameter p, with p = 1 corresponding to the bcc lattice and p =

2

2

Atomic separations in the directions parallel to [1 10] and [112] are proportional to p −1/3 and separations

in the [111] direction are proportional to p 2/3 .
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to the hcp lattice. Other structures encountered along the path are orthorhombic. A more
detailed description for this complex path can be found in [36].
Figures 4-1 to 4-6 show for all the metals studied the dependence of the energy on
the parameter p for the four transformation paths. These were calculated using both
BOPunscr and BOPscr, as well as DFT employing the VASP code. The results obtained
using both BOPunscr and BOPscr are generally in an excellent agreement with DFT
calculations. Most noticably, in some metals a subtle feature of the trigonal path found in
DFT calculations is that at p = 4 the fcc lattice corresponds to a local energy maximum.
This is well reproduced by both BOPunscr and BOPscr. Yet, for some metals (particularly V
and Nb) a significant discrepancy between DFT and BOP calculations occurs at the
trigonal path in the proximity of the sc lattice. Again, analogously as when evaluating the
equilibrium energy of A15 and sc structures (see Section 4.1), in the sc lattice some
atoms are considerably closer to each other than the spacing of the nearest neighbors in
the bcc lattice. This may lead to a large local variation of the electronic structure that the
BOPs are not able to capture.
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Figure 4-1. Deformation paths for V calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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Figure 4-2. Deformation paths for Nb calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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Figure 4-3. Deformation paths for Ta calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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Figure 4-4. Deformation paths for Cr calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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Figure 4-5. Deformation paths for Mo calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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Figure 4-6. Deformation paths for W calculated using different methods. Green line:
BOPunscr. Red line: BOPscr. Black circles: DFT.
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4.4 Phonons
The phonon dispersion curves for the equilibrium bcc lattice were calculated
using both BOPunscr and BOPscr, employing the frozen phonons method [85]. The
calculations were done for Γ-H, H-P-Γ and Γ-N cross sections of the Brillouin zone. The
results are compared with the available experimental data in Figures 4-7 to 4-12 for all
the metals studied. The solid curves represent calculations made by BOPs, with different
colors corresponding to different vibrational modes; black curves are for the longitudinal
modes (L), red for the transversal modes (T or T1) and green for the transversal mode T2.
Experimental data is denoted by dots, using the same color scheme as for the BOP results.
All the main features of the vibrational spectrum of the bcc lattice found in experiments
are reflected in calculations using both BOPunscr and BOPscr though some discrepancies
are found at the zone boundaries. Particularly, the anomalies observed experimentally
between the symmetry point Γ and H in V, Nb, Ta and Cr are not reproduced precisely
enough by BOPs. These phonon anomalies were discussed using TB schemes [90] and,
presumably, the limitation to only nine moments of the local density of states, used in the
currently developed BOPs, is not adequate to capture these detailed features of phonon
dispersion curves. Nonetheless, the robustness of BOPs is well demonstrated by the
comparison between the vibration spectra calculated using BOPs and experiments since
no information associated with the phonon spectra has been included into the fitting
database for the BOPs.
While phonon spectra calculated by both BOPunscr and BOPscr display the same
general trends as spectra found experimentally, there are noticeable differences between
calculations made by BOPunscr and BOPscr, respectively, for all metals studied except Cr.
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In the longitudinal mode near the zone boundary of Γ-N cross section (namely, near the
symmetry point N), the phonon frequency evaluated using by BOPunscr drops abruptly
indicating possible instability of the lattice while this is not the case for BOPscr. The latter
is, of course, in significantly better agreement with experiments than the former. Another
important difference between results of BOPunscr and BOPscr is found near the zone
boundary of H-P-Γ cross section between the symmetry points P and H. In this region,
experiments show that for all metals the phonon frequency of the L mode is always
considerably lower than that of the T mode. While this behavior is very well reproduced
by BOPscr, the BOPunscr shows either a much smaller difference between the frequencies
of these two modes or in some cases the frequency of the L mode is even larger than that
of the T mode. The only exception is Cr, where results by BOPunscr are very similar to
those of BOPscr. These not insignificant differences in the vibrational behavior of the
lattice found when using BOPunscr and BOPscr, respectively, again suggest that the
screening of d bonds by neighboring s electrons plays a particularly important role when
the lattice is deformed locally and inhomogeneously, which is the case for propagating
lattice vibrations. On the other hand, for example in transformation paths, the
deformation while large is homogeneous throughout the crystal, which is most likely the
reason why BOPunscr and BOPscr lead to very similar results.
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Figure 4-7. Phonon dispersion curves for V. Lines: BOPunscr (above) and BOPscr (below).
Dots: experimental data from [91].
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Figure 4-8. Phonon dispersion curves for Nb. Lines: BOPunscr (above) and BOPscr (below).
Dots: experimental data from [92].
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Figure 4-9. Phonon dispersion curves for Ta. Lines: BOPunscr (above) and BOPscr (below).
Dots: experimental data from [93].
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Figure 4-10. Phonon dispersion curves for Cr. Lines: BOPunscr (above) and BOPscr
(below). Dots: experimental data from [94].
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Figure 4-11. Phonon dispersion curves for Mo. Lines: BOPunscr (above) and BOPscr
(below). Dots: experimental data from [95].
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Figure 4-12. Phonon dispersion curves for W. Lines: BOPunscr (above) and BOPscr
(below). Dots: experimental data from [96].
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4.5 γ-surfaces and cores of ½<111> screw dislocations
One of the major goals of developing the BOPs for bcc transition metals is to
study ½<111> screw dislocations that govern the plastic deformation of these metals
owing to their non-planar cores (for review see [84, 97]). In this Section, we first
demonstrate that atomistic calculations employing BOPs developed in this Thesis predict
the characteristics of ½<111> screw dislocations [84] that are in agreement with the DFT
calculations [98-102]. The first and most important structural aspect of these dislocations
is that they do not dissociate into partials, unlike corresponding dislocations in fcc metals,
which is related to the fact that no metastable stacking faults have ever been observed
either experimentally or in calculations. The second is the unique symmetry of the core
that does not display any structural degeneracy that, however, was found in previous
calculations employing mainly central-force potentials. In the latter case two
energetically degenerate structures related by the [101] diad exist for the ½[111] screw
dislocation while in the non-degenerate case the core structure is invariant with respect to
this symmetry operation (for a review see [84]).
Since the role of metastable stacking faults is most important in many materials,
commonly in fcc and hcp crystals, the existence of such metastable faults in bcc crystals
was investigated by many authors. This can be done systematically using the concept of
γ-surfaces introduced in [103]. Such surfaces are determined by calculating energies of
generalized single layer stacking faults formed by displacing relative to each other two
parts of a crystal cut along a crystallographic plane. Local minima on these surfaces
determine the displacement vectors of possible metastable single layer stacking faults.
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When evaluating a γ-surface the relaxation of atoms in the direction perpendicular to the
plane of the fault is usually allowed though no relaxation was carried in most of the DFT
calculations made by Frederiksen and Jacobsen [100], which we use later when
comparing DFT calculations with those made by BOPs. Many calculations of γ-surfaces
were made for {101} and {112} planes using a broad variety of interatomic potentials as
well as DFT schemes, and none of them reveals any metastable stacking faults [84, 97] .
In order to verify this common feature of generalized faults in bcc metals, the [111]
cross-sections of the γ-surface for the (101) plane were calculated using both the
BOPunscr and BOPscr. These results can be directly compared with the DFT calculations
presented in [100]. This is shown in Figures 4-13 and 4-14. In all cases we show both the
results obtained using BOPs with and without performing the relaxation of atoms in the
direction perpendicular to the stacking fault plane. This relaxation, as expected, decreases
the magnitude of γ-surfaces and it is most significant for displacements ¼[111]. Both
calculations employing BOPunscr and BOPscr show a good agreement with the DFT
calculations. Nevertheless, the agreement is somewhat better for BOPscr in particular for
displacements close to ¼[111] when the atomic configuration at the fault deviates most
significantly from that in the ideal bcc lattice. This is, apparently, related to the fact that
the local electronic bonding is for such configurations captured better in BOPscr, similarly
as it was found in the case of vacancies and phonons. A noteworthy exception when
comparing γ-surfaces calculated by BOPs and DFT is the case of Cr. γ-surfaces
calculated using BOPs are significantly lower than those found by DFT. This may be the
consequence of the neglect of magnetism when developing the BOP for Cr that is weakly
anti-ferromagnetic. While the DFT calculation in [100] shows that magnetism does not
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play any important role in γ-surfaces of Cr, the neglect of the magnetism when
developing the BOPs for Cr may influence the fitting of the potential that in turn impacts
the γ-surfaces. Importantly, no metastable stacking fault are found in our calculation for
all the non-magnetic metals studied, which is consistent with all previous calculations for
γ-surfaces and it is the most significant characteristic of all bcc metals [84].
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Figure 4-13. [111] cross-sections of γ-surfaces for the (101) planes in the group 5 metals
calculated by BOPs and DFT. Lines: Blue = BOPunscr and red = BOPsrc ; solid lines
correspond to unrelaxed and dashed lines to relaxed configurations. Open Circles: Results
of DFT calculations [100] in which relaxation was not carried out.
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Figure 4-14. [111] cross-sections of γ-surfaces for the (101) planes in the group 6 metals
calculated by BOPs and DFT. Lines: Blue = BOPunscr and red = BOPsrc ; solid lines
correspond to unrelaxed and dashed lines to relaxed configurations. Open Circles: Results
of DFT calculations [100] in which relaxation was not carried out. In the case of Mo
relaxation was carried out in DFT calculations and these results are depicted as filled
circles.
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An important information regarding the core structure of the ½[111] screw
dislocation can be extracted directly from the [111] cross-section of the γ-surface for the
(101) plane. Many previous studies showed that the core of the ½[111] screw dislocation
was spread into {101} planes of the [111] zone. However, two possible core structures,
were found for different potentials. These structures are both invariant with respect to the
[111] three-fold axis but one of them is also invariant with respect to the [101] diad
(equivalently, reflection in the (111) plane followed by the reflection in the (121) plane)
and the other is not. In the latter case there are two energetically equivalent
configurations related to each other by the [101] diad. Such core structure is called
degenerate and the core invariant with respect to the [101] diad is called non-degenerate
(see [84, 104] for details). Duesbery and Vitek [105] noted that the non-degenerate core
can be considered as containing six planar faults on three {101} planes with the
displacement

1
12

[111] , while the degenerate core as containing three planar faults on

{101} planes with the displacement

1

6

[111] . Therefore, an approximate criterion

deciding which core structure is energetically more favored can be the comparison of the
sums of the energies of faults involved in each type of the core, which can be obtained
directly from the γ surface [105]. Specifically, the non-degenerate core is energetically
favored if 2γ ( 112 [111]) / γ ( 1 6 [111]) < 1 and vice versa for the degenerate core. The ratios
2γ ( 112 [111]) / γ ( 1 6 [111]) calculated using both BOPunscr and BOPscr with unrelaxed and

relaxed γ surfaces are summarized in Table 4-3. In all the cases, calculations using BOPs
predict that the ½[111] screw dislocation possesses the non-degenerate core since all
these ratios are smaller than one. In Chapter 6, we present atomistic simulations of the
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½[111] screw dislocation using the developed BOPs, which indeed show non-degenerate
cores for all metals studied. The same non-degenerate core structures were found in
studies using the DFT [98-100, 102] as well as those employing the potentials based on
the first-principles generalized pseudopotential [106-109] where the details of the
electronic structure are also taken into account employing the quantum mechanical
treatment similarly as in BOPs. In contrast, calculations using empirical potentials,
especially central force potentials, often predict a degenerate dislocation core (for review
see [84]).

Table 4-3. Ratios of the total energy of faults involved in the non-degenerate core to that
in the degenerate core of the ½[111] screw dislocation, for both BOPunscr and BOPscr
using unrelaxed and relaxed γ surface.
2γ ( 112 [111]) / γ ( 1 6 [111])

V

Nb

Ta

Cr

Mo

W

BOPunscr (unrelaxed)

0.80

0.76

0.82

0.84

0.79

0.78

BOPunscr (relaxed)

0.82

0.79

0.86

0.84

0.90

0.87

BOPscr (unrelaxed)

0.79

0.75

0.74

0.86

0.79

0.77

BOPscr (relaxed)

0.83

0.80

0.87

0.91

0.94

0.89
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5 BOP for Ferromagnetic Iron:
Development and Testing
The most important aspect that distinguishes bcc iron from other group 5 and 6
bcc transition metals is the ferromagnetism. Without including magnetism into the
evaluation of the cohesive energy, the ground state of Fe is fcc and the bcc lattice is
stabilized owing to the magnetism [110]. Mrovec et al. [35] developed the BOP for iron
that includes the ferromagnetism when evaluating the cohesive energy. In their
development, the cohesive energy, E coh , contains not only the terms E cov and E rep (see
eq. (3.1)) but also E mag which is the magnetic contribution to the cohesive energy. There
are some differences in E cov and E rep between their model and our approach. In their
model, the atomic orbitals are reduced to d-only type as in our case but the dd bond
integrals used in E cov are all unscreened, while in our approach BOPs are developed and
tested using both unscreened and screened dd bond integrals. Moreover, while in our
scheme E rep contains both a pairwise interaction ( E pair ) and an environment dependent
interaction ( E env ), the E rep in their model contains only the pairwise interaction. This is
justified in the Fe BOP developed by Mrovec et al. because, in their model, the
experimental value of the Cauchy pressure of the bcc Fe is closely reproduced by the
contributions from E cov and E mag alone. The BOP for Fe developed by Mrovec et al.
shows generally good transferability [35] and has been successfully applied in several
studies, including the core structure of ½<111> screw dislocations and their response to
applied stresses [111]. In our development of BOPs for non-magnetic bcc metals, a
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generally better transferability was found when using the screened bond integrals
especially when the local atomic arrangements are inhomogeneous as in the case of
vacancies, lattice vibration (phonons) and dislocations (discussed later). Therefore, it is
important to test thoroughly the effect of screening of dd bond integrals on the overall
performance of BOP for Fe. Moreover, with environmental dependence introduced into
the repulsive energy, the basic physical properties of equilibrium bcc Fe, including
Cauchy pressure, can be reproduced exactly. For these reasons, we developed BOPs for
Fe employing the same scheme used in this Thesis for non-magnetic bcc metals,
combined with a magnetic part of the energy similar to that used by Mrovec et al.
This Chapter is organized as follows. In the first Section, we explain the formalism
of introducing magnetism into the BOP. Following the analogous approach as in the
development of BOPs for non-magnetic metals, but now with magnetism included, we
construct BOPunscr and BOPsrc for Fe. The details of the parameterization are summarized
in the second Section. Finally, testing of the transferability of both BOPunscr and BOPscr
for Fe is presented in the third Section. The TB data for bond integrals used in the
development of BOPs for ferromagnetic iron has been made available by our collaborator,
Dr. M. Mrovec, in the Fraunhofer Institute, Freiburg, Germany.

5.1 Formalism of BOP for Ferromagnetic Iron
As in the case of group 5 and 6 non-magnetic bcc transition metals, d electrons
also govern the cohesion in Fe. Therefore we again use an orbital basis with only d type
orbitals. The cohesive energy ( E coh ) that includes magnetic effect is within the d-only
orbital approximation
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E coh = E cov + E rep + E mag .

(5.1)

The development of E cov and E rep is the same as in the BOPs for non-magnetic bcc
transition metals, described in Chapter 3. E mag is the energy contribution arising from the
ferromagnetism and is discussed in more detail below. The number of d electron (Nd)
used for Fe is set to 7.1 (the same as in [35]), which is a reasonable value considering the
electronic configuration of isolated Fe atom being [Ar] 3d6 4s2. Following the
parameterization used in the BOP for Fe by Mrovec et al. [35], we take kBTf = 0.1 eV
where Tf is the fictitious electronic temperature introduced to damp down the long-range
Friedel oscillations; kB is the Boltzmann’s constant. The number of moments of LDOS is
limited to nine, which is again the same as used in the non-magnetic transition metals and
was shown to capture all significant features of the LDOS calculated using k-space TB
with a basis set of only d orbitals for Fe in [35]. The local charge neutrality is also
imposed using the same method as in the non-magnetic case by shifting the on-site
Hamiltonian matrix elements self-consistently such that the total charge associated with
each atom remains the same.
The magnetic contribution to the energy, E mag , is treated employing the Stoner’s
model of itinerant magnetism [37]. In this scheme, the electrons in spin-up and spindown states on the same atomic orbitals iα (α-type orbital at atom site i) no longer
necessarily share the same on-site energy as in the non-magnetic BOPs. Instead, the onsite energy ε iα associated with the orbital iα is now split by the local exchange field by
∆ imag =
Imi , where I is the Stoner exchange integral and mi the difference of number of

electrons in spin-up and spin-down states at atom at the site i. If we define ε i0α as the on94

site energy before the splitting introduced by magnetism, then the on-site energy ε iα after
the splitting is

ε i=
ε i0α ± ∆ imag .
α

(5.2)

The final local exchange field ∆ imag on atom i is then determined in an iterative way such
that the input and output of values of mi are consistent. The magnetic contribution to the
energy is then
1
2
E mag =
− ∑ I ( mi2 − matom
).
4 i

(5.3)

matom is the magnetic moment of the free atom. Again I is the Stoner exchange integral

defined above and it is set to 0.8 eV as in [35].

5.2 Development of BOPunsrc and BOPscr
As in the nonmagnetic BOPunscr, the unscreened bond integrals βτ have the GSP
functional form described by eq. (3.2) [69], supplemented by the fifth-order polynomial
as the cut-off function (see Section 3.1 for details). We use the same parameters as in Fe
BOP developed by Mrovec et al. [35] with minor modification of the cut-off function to
BI
ensure that no unphysical bumps occur. This is achieved by increasing Rcut
from the

original value of 3.7 Å used by Mrovec et al. to 4.0 Å with all the other parameters
remaining the same. Table 5-1 summarizes the parameters used in the unscreened bond
integrals, and Figure 5-1 shows the R-dependence of the bond integrals.
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Table 5-1. The parameters of unscreened bond integrals (eq. (3.2)) used in BOPunscr for
BI
bcc Fe. The parameters are taken from [35], with only Rcut
changed to a larger value in

order to avoid any unphysical bumps in the tail function. The unit of βτ ( R0 ) is eV; R0 ,
BI
are in Å; na and nc are dimensionless.
Rc , R1BI and Rcut

βτ ( R0 )

R0

Rc

ddσ

– 0.6450

2.4930

4.2336

3.0

ddπ

0.3380

2.4930

4.2336

ddδ

– 0.0450

2.4930

4.2336

na

nc

4.0

3.5805

6.7179

3.0

4.0

5.0703

5.3437

3.0

4.0

8.5802

0.0272

R1BI

BI
Rcut

Figure 5-1. The R-dependence of unscreened bond integrals used in BOPunscr for Fe.
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As in the nonmagnetic BOPs, screened bond integrals are analytically represented
ij
by the functional form
=
β τ βτ ( Rij ) (1 − Sτij ) (eq. (3.3)), where βτ ( Rij ) takes the

simplified GSP function eq. (3.4) and Sτij is defined in eq. (3.5). Again βτ ( Rij ) is cutoff
by a fifth-order polynomial (see Section 3.1 for details). The parameters in βτ ( Rij ) and
Sτij are used to fit the OTB-sd data obtained from the method of Urban et al. [32] for

extracting bond integrals from DFT calculations using the projection formalism. The
calculation of the OTB-sd bond integrals was done by our collaborator Dr. Mrovec. The
parameters of screened bond integrals used in Fe BOPscr are summarized in Table 5-2.
The R-dependence of the OTB-sd bond integrals, deduced from DFT calculations, the
screened bond integrals βτij and the simplified GSP function βτ ( Rij ) are shown in Figure
5-2. The general features of the OTB-sd bond integrals are similar to those found in
group 5 and 6 non-magnetic transition metals. In OTB-sd data, the discontinuity of bond
integrals in the region between the first and second nearest neighbor of the bcc lattice is
again apparent in ddπ and ddδ bond integrals and less pronounced in ddσ bond integral.
This is well reproduced by the screened bond integrals represented by
ij
=
β τ βτ ( Rij ) (1 − Sτij ) . Although the reproduction of the discontinuity in ddδ bond

integrals is less satisfactory than for ddπ integrals, these bond integrals are approaching
zero at the second nearest neighbors and, presumably, play only a minor role in the
overall performance of the resulting BOPsrc.
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Table 5-2. Parameters entering equations (3.3), (3.4) and (3.5) for screened bond integrals
BI
used in BOPscr for bcc Fe. Units of βτ ( R0 ) and Oτ ( R0 ) are eV; R0 , Rc , R1BI and Rcut
in

Å.

βτ ( R0 )

Oτ ( R0 )

R0

Rc

BI
Rcut

R1BI

sdσ

0.845

– 0.045

2.4825

0.71

2.6

4.0

ddσ

– 0.620

0.040

2.4825

0.71

2.6

4.0

ddπ

0.410

– 0.030

2.4825

0.47

2.6

4.0

ddδ

– 0.062

0.020

2.4825

0.31

2.6

4.0

Figure 5-2. Screened bond integrals used in BOPscr for bcc Fe. Dots: OTB-sd data. Solid
line: analytic screened bond integrals. Dashed line: simplified GSP function (eq. (3.4)).
The red and blue color correspond to R from the regions of the first and second nearest
neighbors, respectively.
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The repulsive part of the cohesive energy is again composed of two contributions,
a pairwise interaction ( E pair ) and an environment dependent contribution ( E env ). The
functional forms of E pair and E env are the same as in the BOPs for non-magnetic metals
(see Chapter 3). The parameters in E pair and E env are adjusted so that the resulting BOPs
reproduce the fundamental physical properties of the equilibrium ferromagnetic bcc Fe,
the cohesive energy, three elastic constants (C11, C12 and C44) and the equilibrium lattice
constant. The experimental values of these properties to which the BOPs are fitted are
summarized in Table 5-3. Moreover, in order to assure the BOP behaves reasonably
when atoms are significantly closer to each other than the first nearest neighbor spacing
in the equilibrium bcc lattice, the parameter R0 in E pair is chosen to be slightly smaller
than the first nearest neighbor spacing. The parameter B0 in E pair is then adjusted to
reproduce the energy dependence on the lattice parameter when the bcc lattice is
hydrostatically compressed, calculated using a DFT method (VASP) with spin
polarization included. Figure 5-3 shows the comparison for this energy dependence
calculated using DFT and BOPs, respectively. The results obtained using BOPunscr and
BOPscr are both in a very good agreement with the DFT calculation. The parameters used
in E env and E pair for both BOPunscr and BOPscr are summarized in Tables 5-4 and 5-5.
The R-dependence of the pair potential Φ in E pair is shown in Figure 5-4. As in the BOPs
for non-magnetic metals, a slight attractive part exists in the vicinity of the separation of
the second nearest neighbors in both BOPunscr and BOPscr, which presumably arises from
s electrons attraction and sd orbital hybridization.
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Table 5-3. Experimental values [81, 112] to which the BOPs for Fe are fitted. Cohesive
energy ( E coh ) is in eV, elastic moduli in 1011 Pa, and lattice parameter (a) in Å.
Ecoh
4.28

C11
2.431

C12
1.381

C44
1.219

a
2.8665

Figure 5-3. Dependence of the energy difference between the hydrostatically compressed
bcc lattice of Fe and its equilibrium bcc lattice, ∆E, on acom/a, where acom is the lattice
parameter of the compressed bcc lattice. Lines: BOPs. Dots: DFT.

Table 5-4. Parameters used in the environment dependent repulsion (Eenv), given by
equations (3.7), (3.8) and (3.9) in Chapter 3, for BOPunscr and BOPscr for bcc Fe. Rij is in
units of the lattice parameter a. Rs = 0.52 (in units of a). µ, g and ν are dimensionless.
Fe

A [eV]

µ

g

ν

R1rep [Å]

BOPunscr

5.498×101

7.0

20.0

6.0

3.0

4.0

BOPscr

1.297×102

7.0

20.0

6.0

3.0

4.0

100

rep
[Å]
Rcut

Table 5-5. Parameters used in the pair potential Φ, given by eq. (3.10) in Chapter 3, for
BOPunscr and BOPscr for bcc Fe. Rk is in Å and Bk in eV Å-3, when Rij is in Å. In all cases,
R0 is chosen to be 0.9 of the first nearest neighbor spacing of the equilibrium bcc lattice.
Fe
k

BOPunscr

BOPscr

Rk

Bk

Rk

Bk

0
1
2
3
4

2.23
2.75
2.90
3.50
3.70

35.0
− 0.486 028 26
2.428 666 99
1.198 115 96
− 0.780 182 45

2.23
2.75
2.90
3.50
3.80

30.0
− 0.972 681 58
2.516 912 64
0.693 543 45
− 0.412 698 08

Figure 5-4. The R-dependence of the pair potential Φ used in BOPunscr and BOPscr for Fe.
The first, second and third neighbor spacings in the equilibrium bcc lattice are marked as
vertical lines denoted as 1st, 2nd and 3rd, respectively.
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5.3 Testing of Transferability of BOPs for Iron
As in the case of BOPs for non-magnetic materials, the transferability of the BOP
developed for Fe is essential for being reasonably assured that it can be employed in
atomic environments that deviate significantly from the equilibrium bcc lattice, the
properties of which were fitted when developing this potential. The following are the
tests that were carried out: Calculation of energies of alternative lattice structures with
various magnetic states, deformation paths, vacancy formation energy, phonon spectra,
and γ-surfaces. Results of these tests obtained using both BOPunscr and BOPscr are
compared to those found in DFT calculations and/or experiments.
Similarly as when testing the transferability of BOPs for non-magnetic bcc metals, we
calculated energies of different lattice structures but now also for several possible
magnetic states. The structures investigated are bcc, fcc and hcp each with three possible
magnetic states, namely non-magnetic (NM), ferromagnetic (FM), and antiferromagnetic
(AFM). The results are summarized in Table 5-6, which shows that the state with the
lowest energy is bcc FM for both BOPunscr and BOPscr. Importantly, in the non-magnetic
(NM) state, the fcc and hcp lattices are more stable than the bcc lattice for both BOPunscr
and BOPscr. This demonstrates that introducing magnetism into the BOP for Fe is crucial
for attaining the correct ground state, namely bcc FM. We have further compared the
energy versus atomic volume dependences calculated using BOPs to the results of the
DFT calculations carried out by Herper et al. [113]. These results are presented in Figure
5-5 and it is seen that the BOP calculations are in a good agreement with the DFT
calculation and similar for both BOPunscr and BOPscr. Nevertheless, the results of BOPscr
agree more closely with the DFT calculations. Specifically, the equilibrium energies and
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equilibrium atomic volumes of bcc NM and bcc AFM calculated using BOPscr are
quantitatively closer to DFT results.

Table 5-6. Equilibrium energies (meV/atom) of bcc, fcc and hcp structures in different
magnetic states relative to that of FM bcc structure. All the structures were relaxed with
respect to the corresponding lattice parameter.
BOPunscr

FM
0
81
86

AFM
371
233
164

NM
424
288
265

BOPscr

FM
0
99
97

AFM
431
271
197

NM
498
339
331

bcc
fcc
hcp

bcc
fcc
hcp
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Figure 5-5. Comparison of energies of different magnetic states in bcc lattice relative to
that of the equilibrium FM bcc lattice, plotted as dependences on the volume per atom.
The DFT results are taken from [113].

The importance of introducing magnetism into the BOP for iron is further
demonstrated by examining the individual energy contributions to the cohesive energy.
Figure 5-6 shows the volume dependences of the total cohesive energy relative to that of
the FM bcc as well as individual contributions ( E cov , E mag and E rep ) to the total energy
in bcc, fcc and hcp lattices calculated using BOPscr for Fe. In order to facilitate the
following discussion, the energy contributions in the case of FM bcc and NM bcc are
shown as dashed lines in the panels of individual energy contributions in fcc and hcp
structures. The E rep is independent of the magnetic states and it is therefore the same for
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a given lattice regardless of the magnetic state. On the other hand, the E cov does depend
on the magnetic state. The reason is that the iterative loops in calculations to reach the
local charge neutrality and the consistency of magnetic moments are carried out
simultaneously such that these two conditions are attained at the same time. Therefore,
importantly, the itinerant magnetism calculation affects the adjustment of on-site energy
levels and in turn affects the bond order used in calculating the E cov .
If we compare the energy contributions for different magnetic states in a given
structure, it is found that in all three structures (bcc, fcc and hcp) the ordering of E bond is
always such that NM < AFM < FM. However, the total energy ( E coh ) has the opposite
ordering, namely, FM < AFM < NM. Clearly, this results from the magnetic energy
contribution that has the same ordering as in the case of the total cohesive energy ( E coh ),
namely, FM < AFM < NM. Note that E mag is zero in non-magnetic states (NM) and thus
it is not shown in the Figures. Therefore, it is the magnetism that stabilizes the FM state
as the ground state in each of the three structures investigated.
Now, let us compare the energy contribution for the same magnetic state but in
different lattice structures. As shown in panels for fcc and hcp, the E rep in these two
structure (solid lines) is very similar to the E rep in bcc (dashed lines). Meanwhile, in NM
state the E cov in the fcc and hcp structures (solid lines) is lower than that in the bcc
structure (dashed lines). Therefore, the energetically favored phase is fcc or hcp instead
of bcc if no magnetism is included. On the other hand, in the FM state the magnetism
plays a decisive role in favoring FM bcc over FM fcc or FM hcp but in a subtle way as
explained in the following. The E mag in the vicinity of the equilibrium volume is very
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similar when comparing the case of FM bcc with FM fcc and FM hcp and, thus, it does
not help to stabilize FM bcc. However, the E cov , that is indeed affected by the magnetism
in an indirect way mentioned above, is lower in the FM bcc than in the FM fcc and FM
hcp. Therefore, the FM bcc is more stable than the FM fcc and FM hcp and it is owing to
the proper introduction of the magnetism into BOPs.
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Figure 5-6. The volume dependences of the total cohesive energy relative to that of FM
bcc (upper panels) and the individual contributions to the total energy (lower panels) in
bcc, fcc and hcp lattices calculated using BOPscr for Fe. The energy contributions in the
case of the FM bcc and the NM bcc are also plotted in the panels for fcc and hcp as
dashed lines for easy comparison.
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The second testing of BOPs for Fe is the calculation of the vacancy formation
energy. The details of this calculation are the same as when testing BOPs for nonmagnetic bcc metals. We used a supercell of fixed dimensions 3 a ×3 a ×3 a, where a is
the equilibrium lattice parameter and the atomic arrangement was fully relaxed. Table 5-7
compares the results obtained by BOPs with experimental values [114] and DFT
calculations [88] that were carried in the same way as our calculations. Both BOPunscr and
BOPscr reproduce quite well the vacancy formation energy found in DFT calculation and
experiments. Nevertheless, the result obtained using BOPscr is closer to both the DFT
result and experiment than that attained by BOPunscr. This is similar to what has been
found for non-magnetic metals and indicates that the screening of bond integrals is
important in the case of vacancy because the deviation of the atomic configuration away
from the ideal bcc lattice is localized.

Table 5-7. Vacancy formation energies (eV) in Fe calculated using BOPunscr, BOPscr, DFT
and measured experimentally.
Evac (eV)

BOPunscr
1.74

BOPscr
1.91

DFT
2.15

Experiment
1.6 – 2.2

The same four transformation paths used in testing the BOPs for non-magnetic
bcc metals, namely, tetragonal, trigonal, orthorhombic and hexagonal, were used as
another test of the transferability of the BOP for bcc Fe. These calculations were done
using both BOPunscr and BOPscr and compared with DFT calculations that were performed
using the VASP code with spin polarization included. Figure 5-7 shows the
transformation paths calculated using BOPs and the DFT method. The results of both
108

BOPunscr and BOPscr are practically the same and agree well with DFT calculations. This
is again similar what has been found for non-magnetic metals. Screening of the bond
integrals appears to play a very small role when investigating situations where the
deviation of the atomic configuration from the ideal bcc lattice is homogeneous
throughout the block of the atoms.
The next test is the study of the phonon spectrum calculated using the frozen
phonons method [85]. The results are compared with the experimental data in Figure 5-8.
Both calculations by BOPunscr and BOPscr reproduce well the general characteristics of the
phonon spectrum observed experimentally. However, a similar discrepancy between
BOPunscr and BOPscr results found in non-magnetic metals is again seen here. Specifically,
for the L mode in the [110] direction when approaching the symmetry point N, the
phonon frequencies calculated using BOPunscr drop and become appreciably lower than
the experimental ones. On the other hand, in the same case the frequencies calculated
using BOPscr are in an excellent agreement with the experiments. Moreover, the phonon
dispersion curves for the [111] direction reproduce experiments somewhat better for
BOPscr than for BOPunscr. This is again completely analogous to what has been found for
non-magnetic metals and implies that the screening of the bond integrals is important
when studying a system deviating from the bcc lattice in an inhomogeneous way, which
is the case of lattice vibrations.
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Figure 5-7. Deformation paths for Fe calculated using different methods. Green lines:
BOPunscr; red lines: BOPscr; black circles: DFT.
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Figure 5-8. Phonon dispersion curves for Fe. Lines: BOPunscr (above) and BOPscr (below).
Dots: experimental data from [115]. The black color corresponds to the longitudinal
mode L, red to the transversal modes T and T1, and green to the transversal mode T2 for
both the BOP results and the experimental data.

Finally, we investigated the γ-surfaces using the BOPs for Fe. Figure 5-9
compares the [111] cross-sections of γ-surfaces for the (101) plane calculated using
BOPunsr, BOPscr and the same calculation carried out by Frederiksen and Jacobsen [100]
using a DFT method. For both BOPs and DFT the results obtained with and without the
relaxation perpendicular to the (101) plane are presented. The calculations made by
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BOPunsr and BOPscr both agree well with the DFT calculations. In both the relaxed and
unrelaxed case, no local minima are found on the γ-surface. This implies that no
dissociation of the ½[111] screw dislocation into partials separated by a metastable
stacking fault may occur in Fe as in all other bcc metals. As explained in the discussion
of BOPs for non-magnetic metals, two dislocation core configurations may exist, one
degenerate and the other non-degenerate. Which of these configurations is favored may
be estimated using the approximate criterion proposed by Duesbery and Vitek [105],
which is explained in more detail in Section 4.5. Table 5-8 summarizes the relevant
energy ratios, namely, 2γ ( 112 [111]) / γ ( 1 6 [111]) , for both calculations with and without
relaxation using both BOPunsr and BOPscr. In all cases, the above energy ratios are smaller
than 1 and thus the non-degenerate core is predicted for the ferromagnetic bcc Fe. In
Chapter 6, we show that this is fully consistent with the atomistic simulations of the core
structure of the ½[111] screw dislocation.
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Figure 5-9. [111] cross-sections of γ-surfaces for the (101) plane in the bcc
ferromagnetic Fe calculated by BOPs and DFT. Lines: Blue = BOPunscr and red = BOPsrc;
solid lines correspond to unrelaxed and dashed lines to relaxed configurations. Filled and
open circles represent results of DFT calculations [100] with and without the relaxation
perpendicular to the (101) plane, respectively.

Table 5-8. Ratios of the energy of planar faults involved in the non-degenerate core to
that in the degenerate core of the screw dislocation that determine, following the criterion
of Duesbery and Vitek [105], which of the core structures is favored energetically.
2γ ( 112 [111]) / γ ( 1 6 [111])

unrelaxed

relaxed

BOPunscr

0.65

0.73

BOPscr

0.67

0.73

113

6 Core Structure of the ½[111] Screw
Dislocation and its Glide under the
Effect of Applied Stresses
The mechanical behavior in bcc transition metal is controlled by ½<111> screw
dislocations, because they possess non-planar cores and therefore experience much larger
lattice friction when moving in the materials than any other dislocations do [116]. For
this reason, we are interested in studying the ½<111> screw dislocations using atomistic
simulation employing the BOPs for bcc transition metals developed in this Thesis. While
many aspects of the plastic deformation can be observed experimentally (e.g. operating
slip systems, temperature and orientation dependence of the yield stress), details of the
core structure and related atomic level processes taking place during the dislocation glide
cannot be discerned even with the present high resolution electron microscopy [117].
Thus the present atomistic understanding of the core structure and its impact on the
dislocation glide is principally based on atomistic computer models. In such models the
dislocation response to the applied stress can be studied using any stress tensor, including
such stresses that cannot be realized in real experiments. This is especially beneficial
when identifying those components of the applied stress tensor that affect significantly
the glide of ½<111> screw dislocations as well as those that may not play any important
role.
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In this Chapter, we summarize our atomistic simulations of ½<111> screw
dislocations in bcc non-magnetic metals from groups 5 and 6 as well as iron, using our
developed BOPs. It should be emphasized at this point that these potentials allow
investigation of the dislocation behavior that is specific to particular metals while the
bulk of previous studies dealt mainly with generic features encountered in bcc structures
(for reviews see [84, 97, 118, 119]). First, we investigate the details of the core structure
of ½<111> screw dislocations without any externally applied stress. At this point we
emphasize the fact that the core displacements perpendicular to the Burgers vector vary
from material to material while the displacements parallel to the Burgers vector are
virtually the same in all metals studied. Second, the response of the ½[111] screw
dislocation to several types of applied stress is studied. These include pure shear stress
parallel to the Burgers vector and uniaxial tension/compression stresses for a number of
loading axes within the standard stereographic triangle (corners [001] , [111] , [011] ).
While the former cannot be easily realized in experiments, it has often been the only
stress considered in atomistic studies because it is this shear stress that drives the
dislocation motion. In contrast, the uniaxial loading is commonly employed in
experimental studies of the deformation of single crystals but has been studied by
simulations only rarely [72]. Finally, we compare the simulation results of
tension/compression loadings with available experimental data and discuss in particular
the phenomenon called ‘anomalous slip’ that has been found in a number of bcc
transition metals. The ‘anomaly’ refers to the fact that a slip system that has a
considerably lower Schmid factor than several other available slip systems may operate
and in some cases may even be the most significant slip system.
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6.1 Structure of the Core of the ½[111] Screw Dislocation
Figure 6-1 shows schematically the block of atoms used in all atomistic studies of
the ½[111] screw dislocation. The atoms in the block form a bcc lattice oriented
according to the coordinate system shown in Figure 6-1. Periodic boundary conditions
have been applied along the [111] direction so that the block consists of three consecutive,
periodically repeated, (111) planes. As far as the relaxation is concerned, the block
comprises two regions: An “active” region in the center surrounded by an “inert” region.
The dislocation is centered in the active region in which all the atoms are relaxed using
the steepest decent molecular statics method. The relaxation was always regarded as
complete when the maximum force on any atom in this region was less than 10-4 eV/Å.
The validity of this condition was thoroughly tested by trying a variety of maximum
forces. In the inert region the atoms are at fixed positions displaced away from the ideal
bcc lattice in accordance with the anisotropic elastic displacement field of the dislocation
[120]. In all our calculations the active region contained 711 atoms and the inert region
858 atoms. This size of the block has been used in earlier calculations [72] and tested to
be large enough even when the dislocation starts to move under the effect of an applied
stress. This arrangement corresponds to the simulation of an infinitely long ½[111] screw
dislocation located in the bulk of the material.
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Figure 6-1. Schematic of the block of atoms used for studying dislocation core structure
and its changes induced by external stresses.

In order to interpret the dislocation core structure we use in the following the
differential displacement maps, originally introduced in [121], to depict displacements of
atoms induced by the presence of the dislocation. In these maps the atomic arrangement
is shown in the projection perpendicular to the direction of the dislocation line, [111];
circles represent atoms in the ideal bcc lattice within one period, with coloring
distinguishing the three successive (111) planes. Two types of displacements are shown
in the maps. First are the displacements parallel to the Burgers vector and the dislocation
line, [111], and these are called screw displacements. Second are the displacements
perpendicular to the Burgers vector and the dislocation line, and for this reason called
edge displacements.
The screw components of the relative displacements of neighboring atoms,
produced by the dislocation, are represented by arrows drawn along the line connecting
these atoms in the [111] projection. The lengths of these arrows are proportional to the
magnitudes of these displacements and normalized such that they are equal to the
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separation of these atoms in the [111] projection when the magnitude of their relative
displacement is equal to

1

6

[111] = b / 3 . The arrows really indicate out-of-plane

displacements but are drawn in the (111) plane since the picture is two-dimensional. The
edge components of the relative displacements of neighboring atoms, produced by the
dislocation, are again represented by arrows. These are centered in between the
corresponding neighboring atoms but now they point in the directions of the
displacements in the plane of the plot, i.e. in the (111) plane. The lengths of these arrows
are again proportional to the magnitudes of the edge displacements. However, it should
be noted that the magnitudes of edge displacements are about ten times smaller than those
of screw displacements since the dislocation is screw.
The maps of the screw displacements were found to be practically the same for all
the metals studied and when using both BOPunscr and BOPscr. This implies that the screw
displacements in the dislocation cores are not dependent on the material and relate merely
to the bcc crystal structure. Hence, we show here in Figure 6-2(a) only one example, the
map of the screw components of the ½[111] screw dislocation in Nb studied using BOPscr.
The associated coordinates system and {110} and {112} planes of the [111] zone are
seen in the rosette shown in Figure 6-2(b). The largest screw components are confined to
three intersecting {110} planes of the [111] zone; this is highlighted by light grey line
segments on the differential displacement map. As explained in Section 4.5, there are two
possible core configurations of the ½[111] screw dislocation, both invariant with respect
to the [111] three-fold screw axis. However, one is also invariant with respect to the
[101] diad (reflection in the (111) followed by reflection in the (12 1) plane) and the
other is not. The latter one occurs in two energetically equivalent configurations related
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to each other by the [101] diad, and this core is called degenerate. The core invariant
with respect to the [101] diad is called non-degenerate. As seen in Figure 6-2(a), for all
the metals studied the core found using the developed BOPs is non-degenerate, which
agrees with the prediction based on the analysis of γ-surfaces made earlier in this Thesis
(Sections 4.5 and 5.3) and found in DFT based calculations for Ta [98, 99], Fe and W
[122, 123] and for the transition metals studied in this Thesis [124].

Figure 6-2. (a) Map of screw displacements of the core of the ½[111] screw dislocation in
Nb modeled using BOPscr. (b) Coordinate system used and the rosette of planes of the
[111] zone.
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In contrast with the screw components of the core displacements, the edge
components are different for different materials and also differ when using BOPunscr and
BOPscr, respectively. The edge components of the core structures calculated using both
BOPunscr and BOPscr are shown in Figures 6-3 to 6-9 for all metals studied. Since the edge
components are much smaller than the screw components, the lengths of the arrows have
been multiplied by the factor of 15 in all these figures. Importantly, for group 5 and group
6 metals, visible discrepancy in edge components is found between calculations using
BOPunscr and BOPscr, respectively. This clear difference is not only in the magnitude of
the edge displacements (the lengths of the arrows) but also in the directions of these
displacements (directions of the arrows). This implies that the relative in-plane
displacements of the neighboring atoms varies in both magnitude and direction from
material to material and also depends on whether BOPunscr and BOPscr have been
employed. This indicates that screening of bond integrals has a significant influence on
the edge components of the core displacements that may in turn affect the dislocation
glide under applied stresses, as will be discussed later. As for Fe, the edge components of
the core displacements calculated using BOPunscr and BOPscr are almost identical. This is
so, presumably, because in Fe the magnetic part of the BOPs plays the dominant role
rather than the attractive bond part, and the magnetic parts are very similar in both
BOPunscr and BOPscr.
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Figure 6-3. Edge components of the core displacements of the ½[111] screw dislocation
in V calculated using BOPunscr and BOPscr.

Figure 6-4. Edge components of the core displacements of the ½[111] screw dislocation
in Nb calculated using BOPunscr and BOPscr.
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Figure 6-5. Edge components of the core displacements of the ½[111] screw dislocation
in Ta calculated using BOPunscr and BOPscr.

Figure 6-6. Edge components of the core displacements of the ½[111] screw dislocation
in Cr calculated using BOPunscr and BOPscr.
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Figure 6-7. Edge components of the core displacements of the ½[111] screw dislocation
in Mo calculated using BOPunscr and BOPscr.

Figure 6-8. Edge components of the core displacements of the ½[111] screw dislocation
in W calculated using BOPunscr and BOPscr.
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Figure 6-9. Edge components of the core displacements of the ½[111] screw dislocation
in Fe calculated using BOPunscr and BOPscr.
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6.2 Stress Application and Related Dislocation Glide of the
½[111] Screw Dislocation
In order to study the dislocation glide, we apply various types of stresses to the
block with the relaxed atomic configuration of the ½[111] screw dislocation described in
the previous Section. The stress application is done in the following way. First, the strain
tensor and the related displacement field are determined for the corresponding applied
stress tensor using the anisotropic elasticity. The atoms in both the active and the inert
regions of the block are then displaced in accordance with this displacement field. The
level of the applied stress is increased incrementally in small steps. At each stress level,
the atoms in the active region are fully relaxed using the steepest descent method until the
maximum force found in the block of atoms is below 10-4 eV/Å. The stress is then
increased to the next level. The stress level keeps increasing until the dislocation starts to
glide at an applied stress. This calculation procedure corresponds to investigating the
moving of the dislocation at 0 K.
At this point we define a few crystallographic and geometrical notions commonly
used in the analysis of the glide of ½<111> screw dislocations in bcc lattices. For any
applied stress tensor we define the maximum resolved shear stress plane (MRSSP) of the
[111] zone as the plane in which the shear stress parallel to this direction, i.e. the Burgers
vector of the screw dislocation, is at maximum. It is, of course, this shear stress that
drives the dislocation glide. The orientation of the MRSSP is identified by the angle χ
between the MRSSP and the (101) plane, as shown in Figure 6-10. The sense of shearing
of the {112} planes closest to the (101) plane determines whether the corresponding
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{112} plane is sheared in the twinning or antitwinning sense. For the MRSSP depicted in
this figure, when the dislocation moves to the right, the shearing of the (211) plane
corresponds to the antitwinning sense of shearing and the shearing of the (1 12) to the
twinning sense of shearing. When the dislocation moves to the left, the shearing of the
(1 12) plane corresponds to the antitwinning sense of shearing and the shearing of the
(211) to the twinning sense of shearing. The angle χ is taken as positive when the
MRSSP lies between the (101) plane and the nearest {112} plane sheared in the
antitwinning sense and the angle χ is taken as negative when the MRSSP lies between the
(101) plane and the nearest {112} plane sheared in the twinning sense. The shear stress
in the MRSSP at which the dislocation starts to move on a plane is called the critical
resolved shear stress (CRSS).
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Figure 6-10. Definition of the angle χ between the MRSSP and the (101) plane. The
{112} planes sheared in the twining and antitwining sense, respectively, are shown. The

arrows on the planes point in the direction in which the ½[111] screw dislocation is
considered to be moving.

First we investigated the application of the pure shear stresses parallel to the
Burgers vector. The reason is that pure shear stresses are the simplest applied stresses that
can provide insights into the basic glide behavior of dislocations. In many previous
modellings only these stresses were considered. However, such stresses cannot be applied
in experiments. Owing to the crystal symmetry only − 30° < χ < + 30° need to be
considered when the dislocation moves to the right in the Figure 6-10. In the coordinates
system of z-axis = [111], y-axis perpendicular to the MRSSP, and x-axis in the MRSSP,
the only non-zero elements of the corresponding stress tensor are σ 23 = σ 32 (1, 2 and 3
corresponding to x, y and z directions, respectively). The applied stress ( σ 23 ) was always
increased in steps of 10-3×C44 during the calculation.
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The second type of the applied stress tensor studied corresponds to uniaxial
tensions and/or compressions for various orientations of the loading axes within the
standard stereographic triangle with the corners [001] , [111] and [011] . These loading
axes are the same as those in [72] and they are shown in Figure 6-11. The results of these
calculations can be directly compared with available experimental data since most of the
experiments correspond to tension/compression tests. In the right-handed Cartesian
coordinate system with the x-axis along the tension/compression loading axis, the only
non-zero tensor element of the corresponding stress tensor is σ 11 . In our calculations the
stress ( σ 11 ) is again increased in small steps of 10-3×C44.
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Figure 6-11. Position of tensile/compressive loading axes within the standard triangle that
are employed in this Thesis and were studied in earlier calculations [72]. The values of χ
correspond to the loading by tension; the sign of χ changes for compression.

The dislocation core structures have always been found to start changing under the
influence of an applied stress well before the shear stress parallel to the Burgers vector in
the MRSSP reached the CRSS. If we consider only the glide on {101} planes in two
opposite directions in each plane, there are six possible directions in which the
dislocation may move. The general feature of the transformations under any applied
stress is that the screw components of the core displacements gradually increase in one of
the three {101} planes and the dislocation eventually glides in this plane. Such
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transformations of the core spreading are most obvious during the relaxation of the
atomic configuration at the stress level corresponding to the CRSS. After the relaxation
has been completed, the dislocation center always ‘moved’ to a site neighboring the
original one. In the unstressed state these two sites are, of course, equivalent to each other.
Figure 6-12 demonstrates this process by showing the development of screw differential
displacements under tension with the loading axis [2 3 8] (χ = 0°), calculated using
BOPscr for Mo. The cross signs in the center of each figure mark the original sites at
which the dislocation was centered before any stress was applied. In this case the core
starts to spread into the (101) plane in [12 1] direction, and the dislocation eventually
glides in this direction on the (101) plane.

Figure 6-12. The core transformations taking place under the effect of the tensile loading
along the axis [2 3 8] (χ = 0°) calculated using BOPscr for Mo. (a) and (c) correspond to
fully relaxed atomic configurations at the stress levels ‘slightly lower than the CRSS’ and
‘at the CRSS’, respectively. (b) illustrates the core during the relaxation, but not fully
relaxed, with the stress level at the CRSS.
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Transformations of the dislocation cores under the applied stress and the eventual
glide of the dislocations has been found to be significantly different when using BOPunscr
and BOPscr. As an example, we show in Figure 6-13 the core transformations obtained in
calculations made using BOPunscr and BOPscr for Mo for three types of the applied stress.
These are the pure shear stress in the direction of the Burgers with the (101) plane as the
MRSSP (χ = 0° ) and the tension/compression with the loading axis [2 3 8] for which the
(101) plane is also the MRSSP. What kind of core transformations is taking place and on
which plane the dislocation eventually glides is perceived from the spreading of the core
displacements shown in Figure 6-13. This figure displays the screw core displacements
during the relaxation process when stress level corresponds to the CRSS. In the case of
the pure shear stress parallel to the Burgers vector the core spreads very similarly for both
BOPunscr and BOPscr. However, in the case of tension/compression loading, the core
transformation is completely different for the two cases. In the case of the BOPunscr, the
core spreads into the (0 11) plane under tension and into the (101) plane under
compression, while in the case of BOPscr, the core spreads into the (101) under tension
and into the (110) plane under compression.
Later in this Section the core spreadings under the same three types of applied
stresses are shown for all the metals studied when using BOPscr (Figures 6-16 to 6-18)
and in the Appendix 10.1 for BOPunscr (Figures 10-1 to 10-3).
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Figure 6-13. Comparison of the core transformations during the relaxation at the stress
level corresponding to the CRSS between BOPunscr (above) and BOPscr (below) for Mo.

The choice of the glide plane of the screw dislocation is directly determined by
the way the core spreads under an applied stress. As already seen in the previous Section,
the edge components of the dislocation core displacements may be very different when
using BOPunscr and BOPscr. This is, presumably, the reason why significantly different
dislocation glide has often been found for BOPunscr and BOPscr, respectively. Tables 6-1
and 6-2 summarize the glide planes found in Mo using BOPunscr and BOPscr, respectively.
In these tables we present the case of the loading by pure shear stress parallel to the
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Burgers vector with differently oriented MRSSPs and loadings by tension/compression.
In some cases, the dislocation may glide in a zig-zag manner on two different {110}
planes, which we denote as the two planes with the sign “&”. For example, in tension
with the loading axis [0 1 14] the dislocation glides sequentially in the (101) and (0 11)
planes when using BOPunscr. The glide plane is always (101) for loading by the pure
shear stress parallel to the Burgers vector for all orientations of the MRSSP (defined by χ)
for both BOPunscr and BOPscr. This is consistent with the core spreading under the pure
shear stress shown above for χ = 0°. However, the glide planes can be significantly
different for tension/compression when comparing the results obtained using BOPunscr
and BOPscr. For BOPunscr, the glide plane is always the (101) plane for loading in
compression for all the loading axes studied while a combination of (101) and (0 11)
planes occurs in tension. On the other hand, for BOPscr the glide plane is always the
(101) plane for loading in tension and in most cases of the loading in compression with
some exceptions for orientations of the loading axes near the corners of the standard
triangle. Note that for all the tension/compression loadings studied the most highly
stressed {101} plane is the (101) plane. For these loadings there is a significant applied
shear stress perpendicular to the Burgers vector that can affect the core structure via
changing the core displacements perpendicular to the Burgers vector. No such shear
stresses are, of course, are present in the case of the pure shear parallel to the Burgers
vector.
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Later in this Section the glide planes found for all the metals considered under the
same loadings as in Tables 6-1 and 6-2 are shown when using BOPscr (Tables 6-3 to 6-9)
and in the Appendix 10.1 for BOPunscr (Tables 10-1 to 10-7).

Table 6-1. The glide planes of the ½[111] screw dislocation using BOPunscr for Mo.
Pure shear

Tension

Compression

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101) & (0 11)

[5 8 9]

(101)

− 19.11

(101)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(0 11)

[0 1 2]

(101)

0.00

---

[0 1 2]

(101) & (0 11)

[2 3 8]

(101)

8.95

(101)

[5 9 17]

(101) & (0 11)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101) & (0 11)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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Table 6-2. The glide planes of the ½[111] screw dislocation using BOPscr for Mo.
Pure shear

Tension

Compression

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

0.00

---

[0 1 2]

(101)

[2 3 8]

(110)

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101) & (0 11)

Differences in transformations of dislocation cores under applied stresses not only
lead to very different glide planes but also affect significantly the dependence of the
CRSS on the orientation of the MRSSP (defined by the angle χ). As an example, we
compare in Figure 6-14, the dependence of CRSS on χ calculated using BOPunscr and
BOPscr for Mo, for loading by pure shear stress parallel to the Burgers vector and
tension/compression loadings for the loading axes defined in Figure 6-11, which lead to
different angles χ. The tension/compression loading axes are marked by the subscript “T”
for tension and “C” for compression. The dashed line corresponds to the CRSS- χ
relationship if it followed the Schmid law. The twinning-antitwinning asymmetry leading
generally to a higher CRSS for loading in the antitwinning sense (χ > 0°) than in the
twinning sense (χ < 0°) is found in all cases studied. For BOPunscr, the CRSS is higher in
tension than in compression for χ ≥ 0° and vice versa for χ < 0°. However, the CRSS in
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tension is always lower than that in compression when using BOPscr. Importantly,
experiments have shown for Mo that at χ = 0°, the CRSS is lower in tension than in
compression [125, 126], which agrees with our calculations using BOPscr, but not those
using BOPunscr. Similarly, experiments show that in Ta (see experiments of Nawaz and
Mordike [127]) the CRSS is always higher in compression than in tension. The
dependence of the CRSS on χ calculated using BOPunscr and BOPscr for Ta are shown in
Figure 6-15. Clearly, the results by BOPscr are consistent with experiments, while the
results obtained using BOPunscr are inconsistent with experiments in several cases.
Comparison between experiments and calculations of the CRSS-χ dependence
and orientations of the dislocation glide planes suggests that BOPscr is more appropriate
when studying dislocation glide than BOPunscr. The reason is, presumably, that the
deviations away from the ideal bcc lattice are very localized in the dislocation cores and
screening of d bonds by s electrons at neighboring atoms is significant. This is consistent
with the conclusions made in studies of vacancies and phonons when the deviations of
the structures away from the ideal lattice are also very localized. For this reason, we only
present in the main text of this Thesis the results of calculations made using the BOPscr.
Analogous results obtained using BOPunscr are summarized in Appendices 10.1 and 10.2.
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Figure 6-14. The dependence of the CRSS on χ calculated for Mo using BOPunscr (above)
and BOPscr (below), respectively.
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Figure 6-15. The dependence of the CRSS on χ calculated for Ta using BOPunscr (above)
and BOPscr (below), respectively.
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Using the BOPscr, we investigated the core transformations induced by different
applied stresses in all seven metals studied. Figures 6-16 to 6-18 show the core spreading
(screw components) during the relaxations when the stress levels are at CRSS. Three
types of applied stresses are chosen as examples for each metal, namely the pure shear
stress parallel to the Burgers vector with the (101) plane as the MRSSP (χ = 0° ) and
tension/compression with the loading axis [2 3 8] , which corresponds to the same
MRSSP (χ = 0°). In the case of the pure shear stress the core spreads in most metals
studied into the most highly stressed {101} plane, namely the (101) plane, in the [12 1]
direction. Exceptions are V and Cr in which the core spreads into the (0 11) plane.
However, in the case of tension and compression loadings, it is often found that the core
spreads into a {101} plane that is not most highly stressed. Regarding the planes of the
core spreading, we can approximately categorize the metals studied into three groups. In
V, Nb and Cr, the cores spread into the (0 11) plane under tension and the ( 101) plane
under compression. In Ta, Mo and W, the cores spread into the ( 110) plane in
compression and the ( 101) plane in tension. In Fe, the core spreads into the ( 101) plane
in both tension and compression. The differences in core transformations under applied
stresses suggest that the dislocation glide can be very different in different bcc transition
metals, presumably owing to differences in bonding.
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Figure 6-16. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPscr for group 5 metals.
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Figure 6-17. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPscr for group 6 metals.
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Figure 6-18. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPscr for Fe.

Tables 6-3 to 6-9 summarize the dislocation glide planes found using BOPscr for
all the metals studied. In a few cases, the dislocation core was found to “split” at the
CRSS into a {110} plane instead of fully moving to the next lattice site, and remain in
this form even when the applied stress was substantially increased. These cases are
marked “Split” in the Tables. For example, in V loaded in tension along the [5 8 9] axis,
the dislocation core splits into the (0 11) plane (see Table 6-3). The glide planes are
generally consistent with the core spreading under the influence of the applied stresses
shown in Figures 6-16 to 6-18. In the case of the pure shear stress parallel to the Burgers
vector the glide planes are the ( 101) planes for most the metals studied; exceptions are V
and Cr for which the glide planes are the (0 11) planes. The metals studied can be
approximately categorized into three types regarding the glide planes found in
tension/compression loadings. In V, Nb and Cr, the glide plane is always the (0 11) plane
142

in tension except for some axes very near the corners of the standard triangle. In
compression the glide plane in V, Nb and Cr is always the ( 101) plane, which is the
most highly stressed {101} plane. In Ta, Mo and W, the glide plane is always the ( 101)
plane in tension. However, the glide planes in compression differ for these metals. In Ta,
the glide plane is always the (110) plane in compression for all the loading axes studied.
On the other hand, in Mo and W the glide planes are either (110) or ( 101) , and even
(0 11) when the loading axis is very close to the corner of the standard triangle
corresponding to χ = 26.33°. Finally, the glide planes in Fe are practically always ( 101)
planes in both tension and compression; but in a few cases, a zig-zag glide corresponding
to the combination of (110) and ( 101) planes has been found in compression. In
summary, in a given material the glide planes found are sensitive to the type of the
applied loading; they are generally different in tension and compression (except for Fe).
Moreover, the glide planes may vary from metal to metal. This variation in glide planes is
then reflected in values of the CRSS and its dependence on the orientations of the
MRSSP, which is discussed in the following. Results of analogous calculations obtained
when using BOPunscr are summarized in Appendices 10.1 and 10.2.
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Table 6-3. The glide planes of the ½[111] screw dislocation using BOPscr for V.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

(0 11)

[ 1 3 10]

(101)

19.11

(0 11)

[8 20 27]

(0 11)

[ 1 6 34]

(101)

26.33

(101) & (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

(101)

Table 6-4. The glide planes of the ½[111] screw dislocation using BOPscr for Nb.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(101)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(101)

[5 9 17]

(0 11)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

Split in (0 11)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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Table 6-5. The glide planes of the ½[111] screw dislocation using BOPscr for Ta.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(110)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(110)

[0 1 2]

(101)

[2 3 8]

(110)

0.00

---

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(110)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(110)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

Split in (110)

Table 6-6. The glide planes of the ½[111] screw dislocation using BOPscr for Cr.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

(0 11)

[ 1 3 10]

(101)

19.11

(0 11)

[8 20 27]

(0 11)

[ 1 6 34]

(101)

26.33

Split in (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

(101)
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Table 6-7. The glide planes of the ½[111] screw dislocation using BOPscr for Mo.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(110)

0.00

---

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101) & (0 11)

Table 6-8. The glide planes of the ½[111] screw dislocation using BOPscr for W.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(110)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(110)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(110)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(110)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(0 11)
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Table 6-9. The glide planes of the ½[111] screw dislocation using BOPscr for Fe.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(101) & (110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(101) & (110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(101) & (110)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)

The dependence of the CRSS on χ (the angle between the MRSSP and the (101)
plane) for pure shear stress and tension/compression loading calculated using BOPscr for
all the metals studied is summarized in Figures 6-19 to 6-25. Some features of these
dependences are common to all the metals studied. First, in all cases the Schmid law
breaks down in both the pure shear stress and tension/compression loadings. The
orientation dependence of the CRSS always displays the asymmetry between twinning
and antitwinning sense of shearing. This asymmetry is of the same type in all the metals
studied though it is relatively small in the case of Ta loaded in tension and in Fe for both
tension and compression. The CRSS is always higher for the antitwinning sense of
shearing than for the twinning sense of shearing. However, very importantly, the
deviation from the Schmid law found in all metals studied is not controlled only by the
shear stress parallel to the Burgers vector. In fact, it was shown already in a previous
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study [72] that the shear stress components perpendicular to the Burgers vector play a
very important role in transformations of the core structure under applied stresses. In this
way the shear stresses perpendicular to the Burgers vector influence significantly the
CRSS needed to move the dislocation. We find that it is the same in our calculations in
all the metals studied. However, in order to fully comprehend this phenomenon detailed
calculations involving combinations of the stress corresponding to the pure shear stress
parallel to the Burgers vector with shear stresses applied perpendicularly to the Burgers
vector need to be performed. This type of investigation, albeit still somewhat limited, was
carried out for Mo and W in Ref. [72].
The CRSS in compression is higher than in tension in most metals studied.
Exceptions are V and Nb. In V, the CRSSs in tension and compression are very similar,
and the CRSS can be either higher in tension or in compression depending on the
orientations of the loading axes. On the other hand, the CRSS in Nb is always higher in
tension than in compression for all the loading axes studied. However, it is not surprising
that the CRSS in tension may be higher than in compression in the case of V, Nb, and
even Cr while it is the other way round in other cases. The reason is that the glide planes
in these metals are very different than in Ta, Mo, W and Fe. In V, Nb and Cr, the glide
plane is always the (0 11) plane in tension, which is 60° inclined away from the most
highly stressed {101} plane, namely the (101) plane. Therefore, a higher stress level is
expected in tension to drive the dislocation glide motion than if the glide plane were the
(101) plane. The glide planes and CRSS-χ dependences found in our calculations differ
significantly from material to material, and this is in a number of cases consistent with
the so-called “anomalous slip” that has been found in a number of experimental studies of
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the deformation of pure single crystals of transition metals at low temperatures (see
summary of the experiments in Appendix 10.3). In the following Section, we focus on the
anomalous slip and show that our results may explain the atomic level origin of this
phenomenon.

Figure 6-19. The dependence of the CRSS on χ calculated using BOPscr for V.
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Figure 6-20. The dependence of the CRSS on χ calculated using BOPscr for Nb.

Figure 6-21. The dependence of the CRSS on χ calculated using BOPscr for Ta.
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Figure 6-22. The dependence of the CRSS on χ calculated using BOPscr for Cr.

Figure 6-23. The dependence of the CRSS on χ calculated using BOPscr for Mo.
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Figure 6-24. The dependence of the CRSS on χ calculated using BOPscr for W.

Figure 6-25. The dependence of the CRSS on χ calculated using BOPscr for Fe.

152

6.3 Anomalous Slip
At low temperatures the usual slip systems in bcc metals are <111>{101}. There
are twelve such slip systems: four independent Burgers vectors [111] , [111], [1 11] and
[111] , each with three possible {101} glide planes. Let us consider uniaxial
tension/compression loadings, where σ is the applied tensile or compressive stress. We
define λ as the angle between the applied stress axis and the slip direction and φ as the
angle between the applied stress axis and the normal to the slip plane. The resolved shear
stress ( τ R ) in the glide plane in the slip direction is
=
τ R σ=
cos λ cos φ σ M ,
where M = cos λ cos φ is the Schmid factor. It has been commonly assumed that the slip
systems that operate are more extensive the higher is their Schmid factor. The reason is
simply that with the increasing Schmid factor the slip systems experience an increasing
resolved shear stress driving the corresponding dislocations. This assumes that the critical
resolved shear stress (resolved into MRSSP) at which the dislocation glide starts is the
same for all slip systems. Such deformation behavior satisfies the Schmid law that is,
indeed, obeyed in fcc crystals and in hcp crystals when the slip is on the basal plane. As
already explained in the Introduction, the Schmid law is not obeyed in bcc single crystals
and the most well known deviation is the so-called twinning-antitwinning asymmetry.
However, as already mentioned in Section 6.2 and References [72, 128], the situation is
more complex because of the effect of shear stresses perpendicular to the Burgers vector.
In fact, the most remarkable deviation from the Schmid law is that in some bcc transition
metals the dominant slip system may have the Schmid factor significantly lower than
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several other more highly stressed systems. Meanwhile, these more highly stressed slip
systems may be considerably less active and in some cases practically absent. This
phenomenon is called the anomalous slip. A summary of experimental observations of
the anomalous slip in bcc transition metals is presented in Appendix 10.3. It should be
noted at this point that the anomalous slip has never been observed in bcc alkali metals
and in iron.
The anomalous slip has been found only at low temperatures, usually below one
tenth of the melting temperature, and it is suppressed by the presence of both interstitial
and substitutional impurities. An exception is Mo alloyed with a small amount (5at%) of
Nb or Re as found by Jeffcoat et al. [129]. Anomalous slip may depend on the orientation
of the loading axis and thus the anomalous slip may be observed only in certain range of
angles χ that define the orientation of the MRSSP with respect to the (101) plane, which
is the {101} plane with the highest shear stress parallel to the Burgers vector for loading
axes within the standard triangle. In some studies, the anomalous slip also appears to
depend on the deformation mode i.e. tension or compression. For example in the study by
Nawaz and Mordike [127, 130] the anomalous slip was found in Ta only in compression
but not in tension. In contrast, Wasserbäch [131] observed the anomalous slip in Ta in
tension and argued that impurities in the samples used by Nawaz and Mordike [127, 130]
inhibited the anomalous slip in tension. Finally, the truly dominant anomalous slip was
found only in the pure bulk crystals of group 5 metals (V, Nb and Ta). In Mo and W, the
anomalous slip was observed but either in a limited amount in combination with other
slip systems [132] or arising from the surface effect on the dislocation motion [133] (see
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summary in Appendix 10.3). No experimental studies of slip in pure Cr were found in the
literature.
In the following we compare the experimental findings with the slip geometry
suggested by our calculations performed using BOPscr. All the atomistic simulation we
carried out were made using molecular statics and, thus, they correspond to 0 K
temperature. Since the anomalous slip is a low temperature phenomenon our simulations
may reveal the basic mechanism involved in this slip mode but more subtle details are
likely to be temperature dependent and thus cannot be fully captured by the molecular
statics calculations. To facilitate the discussion of the anomalous slip we evaluated the
Schmid factors for all twelve <111>{101} slip systems for every tension/compression
loading axis studied in this Thesis. Tables 6-10 to 6-12 summarize these slip systems
with the corresponding Schmid factors in the order of the descending Schmid factors. In
these Tables the Schmid factors are presented in bold for the slip systems associated with
the [111] slip direction, which is the direction for which our atomistic modeling has been
done. The angle χ that defines the orientation of the MRSSP relative to the most highly
stressed (101) plane is also included in the Tables for each loading axis; subscripts T and
C associated with χ designate tension and compression, respectively.
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Table 6-10. The <111>{101} slip systems with corresponding Schmid factors for the
loading axes [5 8 9] , [8 20 27] and [5 9 17] .
Stress axis: [5 8 9]

Stress axis: [8 20 27]

Stress axis: [5 9 17]

+26.33°
χT =

χT =
+19.11°

χT =
+8.95°

χC =
−26.33°

χC =
−19.11°

χC =
−8.95°

Slip system

M

Slip system

M

Slip system

M

1

(101)[111]

0.403

(101)[111]

0.467

(101)[111]

0.477

2

(110)[111]

0.375

(110)[111]

0.374

(101)[111]

0.384

3

(011)[11 1]

0.245

(101)[111]

0.358

(011)[11 1]

0.349

4

(101)[111]

0.211

(011)[11 1]

0.241

(110)[111]

0.304

5

(110)[11 1]

0.187

(110)[111]

0.226

(0 11)[111]

0.256

6

(011)[1 11]

0.163

(110)[11 1]

0.144

(110)[11 1]

0.188

7

(110)[111]

0.158

(0 11)[111]

0.132

(0 11)[111]

0.174

8

(101)[1 11]

0.134

(101)[11 1]

0.098

(101)[11 1]

0.161

9

(101)[11 1]

0.058

(0 11)[111]

0.093

(110)[111]

0.128

10

(0 11)[111]

0.053

(011)[1 11]

0.016

(011)[1 11]

0.081

11

(0 11)[111]

0.029

(101)[1 11]

0.012

(101)[1 11]

0.068

12

(110)[1 11]

0.029

(110)[1 11]

0.004

(110)[1 11]

0.012
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Table 6-11. The <111>{101} slip systems with corresponding Schmid factors for the
loading axes [0 1 2] and [2 3 8] .
Stress axis: [0 1 2]

Stress axis: [2 3 8]

χ T = χ C = 0°

χ T = χ C = 0°

Slip system

M

Slip system

M

1

(101)[111]

0.490

(101)[111]

0.477

2

(101)[111]

0.490

(101)[111]

0.414

3

(0 11)[111]

0.245

(011)[11 1]

0.408

4

(110)[111]

0.245

(0 11)[111]

0.345

5

(0 11)[111]

0.245

(0 11)[111]

0.239

6

(110)[111]

0.245

(110)[111]

0.239

7

(011)[1 11]

0.245

(101)[11 1]

0.223

8

(011)[11 1]

0.245

(110)[11 1]

0.186

9

(101)[1 11]

0.163

(011)[1 11]

0.175

10

(101)[11 1]

0.163

(101)[1 11]

0.159

11

(110)[1 11]

0.082

(110)[111]

0.069

12

(110)[11 1]

0.082

(110)[1 11]

0.016
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Table 6-12. The <111>{101} slip systems with corresponding Schmid factors for the
loading axes [1 3 10] , [1 6 34] and [0 1 14].
Stress axis: [1 3 10]

Stress axis: [1 6 34]

Stress axis: [0 1 14]

χT =
−8.95°

χT =
−19.11°

χT =
−26.33°

χC =
+8.95°

+19.11°
χC =

χC =
+26.33°

Slip system

M

Slip system

M

Slip system

M

1

(101)[111]

0.490

(101)[111]

0.467

(101)[111]

0.435

2

(101)[111]

0.468

(101)[111]

0.463

(101)[111]

0.435

3

(011)[11 1]

0.386

(011)[11 1]

0.397

(0 11)[111]

0.404

4

(0 11)[111]

0.364

(0 11)[111]

0.393

(0 11)[111]

0.404

5

(0 11)[111]

0.312

(0 11)[111]

0.374

(011)[1 11]

0.404

6

(011)[1 11]

0.289

(011)[1 11]

0.370

(011)[11 1]

0.404

7

(101)[11 1]

0.267

(101)[11 1]

0.327

(101)[1 11]

0.377

8

(101)[1 11]

0.245

(101)[1 11]

0.323

(101)[11 1]

0.377

9

(110)[111]

0.178

(110)[111]

0.093

(110)[111]

0.031

10

(110)[11 1]

0.119

(110)[111]

0.070

(110)[111]

0.031

11

(110)[111]

0.104

(110)[11 1]

0.069

(110)[1 11]

0.027

12

(110)[1 11]

0.045

(110)[1 11]

0.046

(110)[11 1]

0.027
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Many attempts have been made to explain the phenomenon of the anomalous slip.
For example, Hsiung [134] proposed that the coplanar dislocation arrays on the (101)
plane can trap each other and form dislocation pile-ups. The stress field of these pile-ups
in turn induces the screw dislocations to cross-slip from the primary slip plane to the
anomalous slip plane [135-137]. Marichal et al. [132] proposed that there are two
possible mechanisms involved in the anomalous slip. The first is based on the suggestion
that a stress field varying along [111] and [111] screw dislocations, that are both lying on
the anomalous (0 11) slip plane, may be induced by the interaction between dislocations.
This stress field may then induce nucleation of kink pairs and cause the cross-slip onto
the anomalous (0 11) slip plane via kink pairs. This is similar to what was proposed by
Hsiung [134]. Another suggested mechanism involves formation of cross kinks. The
individual kinks induced by the stress field described in the above-mentioned mechanism
move along the screw dislocation line. These kinks may move toward each other to form
the so-called cross kinks. Consider the cross kink with one kink segment on the
anomalous slip plane and the other kink segment on the conjugate plane. The kink
segment on the anomalous slip plane may be pushed to move in this plane due to the
existence of another kink segment nearby. When the kink segment on the anomalous slip
plane moves and reaches the surface, it slips along the line intercepted by the anomalous
slip plane and the free surface.
While these mechanisms involving interactions between dislocations on multiple
planes may be contributing to the operation of the anomalous slip once it has been
initiated, they are unable to explain significant differences between individual metals.
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Since these mechanisms are based purely on the continuum dislocation theory one would
expect that they will be operating very similarly in all bcc metals3. However, this is not
the case. The anomalous slip, in particular its intensity and loading dependence, vary
considerably from one transition metal to another. Our simulations of the glide of the
½[111] screw dislocation suggest large differences between individual metals, in
particular as far as the anomalous slip is concerned, which is a consequence of
differences in interatomic bonding in different metals. This suggests that the origin of the
anomalous slip may be a direct consequence of the characteristics of single ½<111>
screw dislocations rather than resulting from combinations of more slip systems. The
core structure and its response to applied stresses, indeed, vary in individual metals
owing to differences in interatomic bonding. This is discussed in the following on the
basis of the results of our calculation performed using BOPscr. We will not discuss
dislocation glide in Cr since no experimental study was found in the literature.
In simulation results for various tension/compression loadings, we found that the
glide of ½[111] screw dislocations was very different in group 5 (V, Nb and Ta) and
group 6 (Mo and W) non-magnetic transition metals. When the anomalous slip occurs in
group 5 metals (tension for V and Nb; compression for Ta), it occurs for almost all
orientations of the MRSSP. In particular, the anomalous slip is always found for loading
orientations at around the center of the standard triangle corresponding to |χ| ≤ 19°. In V

3

Significant differences in different bcc metals could arise within the dislocation theory if the elastic

anisotropy varies considerably. However, only alkali metals possess unusually anisotropic elastic
properties while in bcc transition metals the variation of the anisotropy from metal to metal is relatively
minor.
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and Nb, the anomalous (0 11) slip plane is always found when simulating the dislocation
motion in tension. This is the slip behavior found in experimental studies of Nb [138] and
V [139] loaded in tension. On the other hand, in compression the slip found in the
simulations is always on the (101) plane that is most highly stressed by the shear in the
slip direction. In Ta the situation is reversed. In compression the slip in the simulations is
on the (110) plane for all loading orientations studied, which is again the anomalous slip.
In tension, the slip is always on the (101) plane. This finding is in excellent agreement
with the experimental observations of Nawaz and Mordike [127, 130] where the
anomalous slip was found in Ta only in compression but not in tension. However, this
experimental observation does not agree entirely with findings of Wasserbäch [131, 140]
who observed the anomalous slip in both tension and compression.
In simulations of the dislocation glide in group 6 metals (Mo and W), the slip is
always on the (101) plane in tension. In compression, an anomalous slip analogous to
that found in simulations for Ta, i.e. the (110) slip plane, was found for some loading
orientations but, importantly, not for every compressive loading studied. Specifically, for
the compressive loading axis with χ = 0°, where the anomalous slip has usually been
found experimentally in group 5 metals, the slip plane found in our simulations for Mo
and W may be the (101) plane. This is qualitatively in agreement with experiments in
that in group 6 metals the anomalous slip was observed but it only contributes a fraction,
close to 10%, to the total deformation [132].
Finally, the slip plane found in Fe is the (101) plane for both tension and
compression for almost all the orientations of the loading axes studied. In several cases of
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compressive loading, the slip plane is a combination of the (101) and (110) planes,
which then suggests that the average slip plane is the (211) plane. The {211} slip planes
have, indeed, been observed in some experimental studies of deformation in Fe (e.g.
[141]). However, the slip exclusively on the anomalous slip plane has not been found in
simulations and, indeed, it has never been observed in Fe. As already mentioned, this is,
presumably, because the bonding in the BCC Fe is governed by the ferromagnetism.
The most important result of simulations of the glide of ½<111> screw
dislocations using BOPscr is that the anomalous slip in bcc transition metals may originate
in the transformations of the cores of these dislocations under the effect of applied
stresses. ½<111> screw dislocations do govern the plastic deformation in all bcc metals
but their response to the applied stress varies from metal to metal depending on the
details of bonding embedded in BOPs. Thus the calculations suggest that the anomalous
slip dominates in group 5 metals (V, Nb, Ta) while it may occur also in group 6 (Mo and
W) albeit in combination with other slip systems. Meanwhile, the simulations predict that
no anomalous slip occurs in ferromagnetic Fe. These findings are generally in agreement
with experimental observations.
Notwithstanding, the present simulations do not predict all the details of
experimental observations, although these observations are also not entirely unique. For
example, our simulations predict the anomalous slip in Nb loaded in tension and in Ta
loaded in compression, which fully agrees with experiments in [138] and [127, 130],
respectively, but do not suggest the anomalous slip in compression for Nb and in tension
for Ta. At the same time the anomalous slip has been observed in Nb loaded in
compression [138, 140] and Ta loaded in tension [131, 140, 142]. The first reason for this
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inconsistency may be sought in the fact that the calculations have been carried out at 0 K
while all the experiments were made at low but finite temperatures, usually 77 K. To
investigate the influence of temperature, using, for example, the line tension model
employed in [143, 144], one needs to know whole Peierls barriers and their dependence
on the applied stress tensor [145] for different {101} planes and not only their maximum
slope determining the Peierls stress at 0 K. According to the results of simulations, in Nb
loaded in tension, the Peierls barrier for the (101) plane must have such form that the
related Peierls stress is higher than for the (0 11) plane since the dislocation glides on the
latter plane. However, it is feasible that in compression the Peierls barriers for the (101)
and the (110) plane will have such functional forms that the thermally activated
formation of kink pairs will be favored on the (110) plane and the anomalous slip will
also be favored over the (101) slip. This may occur in spite of the fact that the Peierls
stress determined by the maximum slope of the Peierls barrier may be lower in
compression for the (101) plane. An analogous situation may arise in Ta. These effects
are rather subtle and require a detailed investigation of the stress dependent Peierls
barriers, which may be a direction of future research. Of course, impurities may also play
an important role, as suggested experimentally. Nevertheless, the central finding of the
present modeling employing the BOPs for transition metals is that the anomalous slip
may originate in the core of ½<111> screw dislocations, as do many other aspects of the
plastic behavior of bcc metals.
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7 Self-interstitial Atoms
Self-interstitial atoms (SIAs) affect very significantly mechanical properties of
materials owing to their interactions with dislocations, grain boundaries and other
interfaces. SIAs are the most important crystal defects produced by irradiation (for a
comprehensive review see [146]) and in this context they have been studied very
extensively both experimentally (e.g. [147, 148]) and by atomistic simulations, starting
already in early sixties [149]. For some more recent reviews see [150-153]. In this
Chapter we present a brief assessment of the possibility to study properties of selfinterstitials in bcc transition metals using the BOPs developed in this Thesis. Since the
BOPs with screened bond integrals (BOPscr) appear to be more reliable in calculations
involving localized deviation of the atomic structure from the ideal bcc lattice, we carried
out calculations related to SIAs using BOPscr only. In the first Section, we investigate the
formation energies of SIAs and related local interatomic separations at these defects for a
number of possible interstitial configurations that are usually studied in the literature.
These calculations are compared with the results of recent studies employing DFT
methods. In the second Section, we demonstrate that a relatively minor modification of
BOPs can be made if it is essential that in an atomistic study employing BOPs the lowest
energy interstitial configuration predicted by DFT calculations has to be correctly
reproduced.
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7.1 Formation Energies of SIAs
Based on the crystallography and symmetry of the bcc lattice Johnson [154]
proposed six possible configurations of SIAs. These configurations, which were used as
the starting configuration in the relaxation calculations determining their final
configurations and corresponding energies, are shown in Figure 7-1. The calculations
were always started with the supercell composed of 4×4×4 ideal bcc lattice unit cells,
containing one SIA, with the equilibrium lattice parameter of the corresponding metal
studied. Thus, the number of atoms in the supercell is 129. The periodic boundary
conditions were applied in all three dimensions. The energy was then minimized with
respect to both the positions of atoms using a steepest descent method and the volume of
the supercell. The latter allows for the volume expansion/contraction associated with
SIAs.
In these starting configurations the separations between the interstitial atoms and
the other atoms of the ideal lattice (or the separations between interstitial atoms) may be
much smaller than the nearest neighbor spacing in the ideal lattice. This is seen in Table
0
, found in each unrelaxed
7-1 that summarizes the minimum interatomic separations, Rmin

SIA configurations. These separations range from 0.5 – 0.7 of the first nearest neighbor
spacing in the ideal bcc lattice. During the construction of BOPs no DFT/experimental
data associated with configurations of atoms that are locally so much closer than the
nearest neighbors in the ideal bcc lattice was used in the fitting procedure. The only
somewhat relevant is the adjustment of the short-range pairwise repulsion in E pair in
order to reproduce the energy variation calculated by a DFT method when hydrostatically
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compressing the ideal bcc lattice. However, this scenario only reflects a homogeneous but
not local deviation from the ideal bcc lattice. Hence, the applicability of the constructed
BOPs to the studies of SIAs hinges on the ability of the repulsive part of the cohesive
energy to describe adequately the repulsion at atomic separations encountered in SIAs.
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Figure 7-1. Configurations of SIAs proposed by Johnson [154]. The atoms positioned at
the sites of the ideal bcc lattice sites are white and inserted interstitial atoms are green. In
dumbbell configurations, two atoms (green) are located symmetrically along the <111>,
<110> and <100> directions, respectively, about the ideal bcc lattice site at the center of
the cube. The atom at the center of the cube is eliminated. The separation between the
two atoms forming a dumbbell is in each case 0.75 of the lattice spacing. In the <111>
crowdion configuration an extra atom is inserted at the midpoint between the two first
nearest neighbor atoms of the ideal bcc lattice. In the octahedral configuration, an
additional atom is inserted at the midpoint between two second nearest neighbor atoms of
the ideal bcc lattice and in the tetrahedral configuration an extra atom is inserted at the
midpoint between two nearest octahedral sites.
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0
Table 7-1. The minimum interatomic separations, Rmin
, in the units of the first nearest

neighbor spacing in the ideal bcc lattice, found in unrelaxed configurations of SIAs.

0
Rmin

<111>

<111>

<110>

dumbbell

crowdion

dumbbell

0.567

0.500

0.693

Tetrahedral

<100>

Octahedral

dumbbell
0.645

0.722

0.577

Formation energies of SIAs studied using BOPscr are presented in Table 7-2 and
related minimum interatomic separations, Rmin , in Table 7-3. It was found that for all
metals studied the formation energies of <111> dumbbell and <111> crowdion are the
same within 1%, which means that the relaxed structures are within the numerical errors
the same. Thus we do not discuss the results for the <111> crowdion separately and
simply denote the three dumbbell configurations as <111>, <110> and <100>,
respectively. It is seen by comparing Table 7-1 and 7-3 that relaxations generally increase
the minimum interatomic separations. This is, presumably, owing to the expansions in the
vicinity of SIAs, as can be expected. Importantly, the reasonable minimum interatomic
separations found in the relaxed structures indicate that the short-range repulsion is
described adequately in BOPscr.
Formation energies of SIAs discussed here had been studied in the past by various
DFT methods or interatomic potentials (see Table I in [155] for a comprehensive
summary involving DFT, TB models, and Finnis-Sinclair potentials). Using DFT
methods Nguyen-Manh et al. [88] investigated systematically the SIAs for non-magnetic
bcc transition metals and Derlet et al. [155] for bcc Fe. Results of these studies are
summarized in Table 7-4. Analogously as our calculations it was found in these DFT
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studies that within the numerical errors the relaxed <111> dumbbell and <111> crowdion
are the same atomic configurations. For groups 5 and 6 metals, the SIAs formation
energies follow a common trend that in each metal the energy ordering from the lowest to
the highest is always <111>, <110>, tetrahedral, <100> and octahedral. The only
exception is in Cr where the formation energy of <111> dumbbell (5.685 eV) is higher
than that of <110> dumbbell (5.674 eV) but by only 0.2%. It is very likely that such
small difference can hardly be discerned by the DFT calculations. Another trend is that
the formation energies for all SIAs configurations are increasing with increasing period in
each group of metals (namely, increasing from V to Ta in group 5 metals and from Cr to
W in group 6 metals). Finally, in Fe, the configuration with the lowest formation energy
is the <110> dumbbell rather than the <111> dumbbell that is found in non-magnetic bcc
metals of groups 5 and 6. It has been also shown by Liu et al. [156] using a TB model
with proper treatment of magnetism using Stoner’s model that the <110> dumbbell is the
lowest-energy SIA in the ferromagnetic Fe. This presumably results from the magnetism
in the ferromagnetic Fe.

Table 7-2. Formation energies of SIAs (eV) calculated using BOPscr for all the metals
studied. Both atomic and volume relaxation were carried out.
V

Nb

Ta

Cr

Mo

W

Fe

<111>

3.33

3.71

6.58

6.85

10.73

14.24

4.22

<110>

3.59

4.56

7.44

6.38

9.55

12.85

3.87

Tetrahedral

3.66

4.56

7.55

6.73

10.21

13.59

4.24

<100>

3.17

3.48

6.85

6.63

10.38

14.23

4.44

Octahedral

3.18

3.47

6.83

6.65

10.36

14.24

5.05
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Table 7-3. The minimum interatomic separations, Rmin , in the units of the first nearest
neighbor spacing in the ideal bcc lattice, found in relaxed configurations of SIAs using
BOPscr. Only atomic relaxation was carried out. No volume relaxation was conducted.
V

Nb

Ta

Cr

Mo

W

Fe

<111>

0.860

0.861

0.864

0.853

0.852

0.851

0.801

<110>

0.860

0.860

0.856

0.854

0.853

0.847

0.813

Tetrahedral

0.868

0.869

0.875

0.863

0.861

0.860

0.836

<100>

0.862

0.868

0.869

0.853

0.855

0.850

0.797

Octahedral

0.865

0.869

0.869

0.856

0.855

0.853

0.817

Table 7-4. Formation energies of SIAs (eV) calculated using DFT methods for all the
metals studied in this Thesis. The DFT data for non-magnetic metals are from [88] and
for Fe from [155].
V

Nb

Ta

Cr

Mo

W

Fe

<111>

3.367

5.253

5.832

5.685

7.417

9.548

4.61

<110>

3.652

5.597

6.382

5.674

7.581

9.844

3.93

Tetrahedral

3.835

5.758

6.771

6.189

8.401

11.05

4.32

<100>

3.918

5.949

7.003

6.643

9.004

11.49

5.05

Octahedral

3.964

6.060

7.095

6.723

9.067

11.68

5.21
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Comparing Tables 7-2 and 7-4 shows that calculations employing the BOPscr
successfully predicts the trend of increasing of the formation energy of SIAs with
increasing period within group 5 and group 6 metals, respectively, although the formation
energies calculated using BOPscr are in some cases higher than those found in DFT
calculations by 30%. However, the pattern of the energy ordering between different
configurations in any particular non-magnetic metal, found in DFT calculations, is not
well reproduced by BOPscr. Specifically, the SIAs with the lowest energy are not found to
be <111> dumbbells as in DFT calculations, except for Ta. However, as we show in the
following Section, if it is essential that in a particular atomistic study the <111> dumbbell
is required to be the lowest energy SIA then this can be attained by a modification of the
number of d electrons, Nd, which may also be considered as an adjustable parameter, as
already mentioned in Chapter 3, Section 3.1.
Finally, for the ferromagnetic bcc Fe, the formation energies of SIAs obtained
using BOPscr not only follow the same trend for different configurations found in DFT
calculations but they are also quantitatively very close to the DFT calculated values.
Presumably, the reason is that it is the magnetism that governs the energetics of SIAs that
has been successfully introduced into BOPs formalism through the Stoner model. Similar
consistency with DFT calculations was found by Liu et al. [156] using a TB Stoner model
for Fe.

7.2 BOPs Modified for Modelling involving SIAs
In atomistic simulations involving SIAs, such as investigation of the radiation damage,
it is obviously important to describe well their formation energies and related
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configurations. In particular, an interatomic potential needs to be able to reproduce the
correct lowest-energy configuration predicted by DFT calculations. As mentioned earlier
in Section 3.1, the number of d electrons (Nd) included in the BOPs may be used as an
adjustable parameter if a material property essential for the atomistic simulation study
using BOPs is found to be significantly dependent on Nd. Recently, it has been shown by
Čák et al. [157], using the analytical BOPs developed for Nb, Ta, Mo and W, that the SIA
formation energies may vary significantly with varying Nd , which for each Nd requires,
of course, re-fitting of the repulsive part of the cohesive energy. The authors
demonstrated that with carefully chosen Nd (3.7 for Nb and 4.0 for Ta, Mo and W), the
<111> dumbbell is the lowest energy configuration as predicted by DFT calculations.
The above values of Nd are different than those used in BOPs developed in this Thesis
and, as explained in the previous Section, the corresponding BOPscr do not lead to the
lowest energies for the <111> dumbbells. Consequently, it is interesting to test whether
the interstitial energy ordering can be modified by adjusting Nd in our BOPs. We do not
develop such modification for all the non-magnetic materials studied but show as an
example the possible adjustment of the BOPscr for W. The reason for the choice of W is
that this is, besides Fe, the metal in which the radiation induced surplus of SIAs is
important from the practical applications in plasma facing components in fusion reactors
[158]. In this development we investigate SIAs for Nd ranging from 3.7 to 4.7 with
increment 0.1; for each Nd, the repulsive part of the cohesive energy is re-fitted
accordingly. (The value of Nd, used in the BOPscr for W developed in this Thesis is 4.2.)
The lowest-energy SIA configuration as <111> dumbbell, as predicted by DFT, was
reproduced by BOPscr with Nd = 3.7. Table 7-5 shows the comparison of the SIA
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formation energies calculated using BOPscr with Nd = 3.7, the BOPscr with Nd = 4.2 and
by a DFT method. Not only does the BOPscr with Nd = 3.7 reproduce the lowest-energy
SIA configuration as the <111> dumbbell but the SIA formation energies obtained for Nd
= 3.7 is also generally closer to the DFT calculations than for Nd = 4.2. Moreover, the
overall energy ordering of the SIA formation energies for different configurations is also
well reproduced by BOPscr with Nd = 3.7, except for the tetrahedral configuration.
Notwithstanding, the formation energy of the <111> dumbbell calculated using BOPscr
with Nd = 3.7 is about 30% higher than that obtained by DFT. It needs to be mentioned
that SIA formation energies calculated using different DFT methods (as reviewed in
[155]) somewhat vary and this may lead to a change in ordering of formation energies for
different configurations. Nevertheless, the <111> configuration (dumbbell or crowdion)
was generally found to have the lowest formation energy in non-magnetic bcc transition
metals by various DFT calculations reviewed in [155].

Table 7-5. Comparison of formation energies of SIAs in W obtained using BOPscr
modified with Nd = 3.7, BOPscr developed in this Thesis (Nd = 4.2) and using a DFT
method [88].
BOPscr (Nd = 3.7)

BOPscr (Nd = 4.2)

DFT

<111>

12.26

14.24

9.548

<110>

12.52

12.85

9.844

Tetrahedral

13.45

13.59

11.05

<100>

13.31

14.23

11.49

Octahedral

13.50

14.24

11.68
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8 Bond-order Potentials for Binary
Substitutional Alloys of BCC Transition
Metals
As mentioned in Chapter 1, alloys composed of bcc transition metals are very
important in many technological applications. It is therefore very desirable to develop the
BOP model for such alloys. Following the concept of the regular solution, we propose a
BOP model that is simple to construct once the BOPs for pure constituent elements are
available. This Chapter will be organized as follows. First, the formalism of BOPs for
binary substitutional alloys is introduced. Second, we choose Ta-W alloy to test the
performance of the BOP model proposed for general binary alloys. As a test we show
that the concentration dependence of a few equilibrium properties predicted by BOPscr for
Ta-W alloy are consistent with the ab initio calculations carried out by Turchi et al. [159].
These properties include equilibrium lattice constants and elastic constants. Finally, we
apply the BOPscr for Ta-W to study the response of the ½[111] screw dislocation to
various applied stresses in Ta-W alloy with Ta in majority. Four different concentrations
of W (5, 10, 15 and 20 at%) are investigated to study how the alloying affects the
dislocation behavior. The dislocation glide planes and the dependence of the CRSS on the
MRSSP’s orientation are summarized and discussed together with the results for pure Ta
(summarized in Section 6.2).
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8.1 Development of BOPs for Binary Substitutional Alloys
Similarly as in BOPs for nonmagnetic pure materials, in an alloy composed of
coh
is
elements 1 and 2 with concentration c1 and c2 (c1 + c2 = 1), the cohesive energy Ealloy
coh
cov
rep
,
E=
Ealloy
+ Ealloy
alloy

cov
rep
where Ealloy
is the attractive covalent bond energy and Ealloy
is the repulsive contribution

containing a pairwise and an environment dependent parts:
rep
pair
env
E=
Ealloy
+ Ealloy
.
alloy

The alloying effect is introduced in the spirit of the regular solution by considering
individual atoms of the system as ‘pseudo-atoms’ whose properties are ‘mixtures’ of
properties of the two types of atoms. This approach contains the assumption that in the
alloy the mixing of the two materials is homogeneous and no ordering occurs, as assumed
in the regular solution. In the following, we only consider BOPs for alloys using screened
bond integrals (BOPscr); BOPs for alloys using the unscreened bond integrals (BOPunscr)
can be easily derived by setting the screening function to zero.
cov
For the attractive part ( Ealloy
) the alloying effect is introduced by setting the

‘unscreened’ bond and overlap integrals in the alloy as mixtures of their complements in
the constituent pure elements. The mixing is done in the following way. Denoting βτij,1
and βτij,2 the unscreened bond integrals of type τ (τ = ddσ, ddπ, or ddδ) between atom i
and j for the pure elements 1 and 2, respectively, the unscreened bond integrals for
pseudo-atoms are
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βτij=
c1βτij,1 + c2 βτij,2 .
, alloy
Analogously, the unscreened overlap integrals of pseudo-atoms are

Oτij=
c1Oτij,1 + c2Oτij,2 .
, alloy
With the mixed unscreened bond and overlap integrals, the screened bond integrals in the
alloy system are then

βτij,alloy βτij,alloy (1 − Sτij,alloy ) .
=
The expression for the screening function for alloys, Sτij,alloy , is the same as Sτij for pure
elements with bond and overlap integrals in Sτij replaced by βτij,alloy and Oτij,alloy ,
respectively. The pairwise repulsion and the environment dependent repulsion between
the pseudo-atoms representing the components of the alloy are
pair
=
Ealloy
c1 E1pair + c2 E2pair ,

and
env
=
Ealloy
c1 E1env + c2 E2env ,

where Ekpair (k = 1, 2) and Ekenv (k = 1, 2) are the pair and environment dependent parts of
the repulsion for pure elements 1 and 2, respectively. Analogously, the number of d
electrons associated with a pseudo-atom in the alloy ( N d ,alloy ) is
N=
c1 N d ,1 + c2 N d ,2 ,
d , alloy

where N d ,1 and N d ,2 are numbers of d electrons associated with atoms of the pure
elements 1 and 2, respectively.
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8.2 Equilibrium Properties of Ta-W Alloy System
Since we found that for pure bcc transition metals the BOPscr performs generally
better than BOPunscr, we developed for Ta-W alloy only the BOPscr following the
formalism described above. As a test of the performance of the BOPsrc for Ta-W alloy,
we investigated the dependence of some equilibrium physical properties on the
concentrations of alloying elements and compare the results with the available data from
ab initio calculations made by Turchi et al. [159]. In this study a completely relativistic
version of the TB-LMTO-CPA method [160] with charge self-consistency was used
when calculating the electronic structure. We compare our calculations with those in [159]
for the concentration dependences of the equilibrium lattice constants, the elastic moduli
(C11, C12, C44) and related bulk moduli.
Using the BOPscr for Ta-W alloy, the dependence of the equilibrium lattice
constant on the alloy concentration is obtained by minimizing the energy as a function of
the lattice constant at various concentrations of Ta from 0 to 1 mole fraction. According
to the Vegard’s law the equilibrium lattice constant of the Ta-W system ( aalloy ) is
expected to follow the relation
aalloy cTa aTa + cW aW ,
=

where cTa and aTa and cW and aW are the concentrations and lattice constants of pure Ta
and W, respectively. The dependence of the equilibrium lattice constant on the
concentration of Ta calculated using BOPscr for Ta-W, as well as that predicted by the
Vegard’s law, is shown in Figure 8-1. The deviation of the results obtained using BOPscr
from the Vegard’s law is also presented in this Figure. The concentration dependence of
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the equilibrium lattice constants calculated using BOPscr exhibits a negative deviation
from the Vegard’s law, and the deviation is most pronounced (~ 0.57%) when the mole
fraction of Ta is around 0.5. Results of ab-initio calculations of Turchi et al. [159] are
shown in Figure 8-2. The negative deviation from the Vegard’s law found in BOPscr
calculations for Ta-W system is in an excellent agreement with the results shown in
Figure 8-2. Note that in [159] the equilibrium lattice constants of pure W and pure Ta are
3.1802 Å and 3.2766 Å, respectively. These are slightly different from the corresponding
equilibrium values given by BOPscr for the pure elements (3.1652 Å for W and 3.3058 Å
for Ta) since these were fitted to experimental values during the development of BOPscr.
In contrast, in [159] the equilibrium lattice constants of the elements were determined by
TB-LMTO-CPA calculations. However, this discrepancy is only within 1% and is
negligible.
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Figure 8-1. Left: the dependence of the equilibrium lattice constant on the mole fraction
of Ta calculated using BOPsrc for Ta-W alloy compared with the prediction of the
Vegard’s law. Right: The percentage deviation of the results obtained by BOPscr from the
Vegard’s law.

Figure 8-2. The dependence of the equilibrium lattice parameter on the mole fraction of
Ta for Ta-W alloy studied in [159].
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The elastic constants for given concentrations of Ta and W are obtained using the
BOPscr for the alloy by the standard approach that includes calculating the energy
variation with appropriate homogeneous strains applied to the bcc lattice with the
corresponding equilibrium lattice constant obtained from calculations mentioned above.
The elastic constants are then extracted from the curvatures of these energy versus strain
dependencies (similarly to calculations described in, e.g. [161]). Figure 8-3 shows the
results for C11, C12, C44 and the bulk modulus. The concentration dependence of C12
possesses a significant positive curvature, while the curvature is only slight for C11 and
the concentration dependence of C44 is practically linear. The concentration dependence
of the bulk modulus displays curvature intermediate between C12 and C11. In ab initio
calculations of Turchi et al. [159] the concentration dependences of all three elastic
constants is not presented and this dependence is shown only for the bulk modulus. It is
seen that the concentration dependence of the bulk modulus obtained using BOPscr for
Ta-W alloys agrees well with the ab initio calculations of Turchi et al., presented in
Figure 8-4 (together with other alloys studied in [159]). Again, there is a small
discrepancy in the numerical values of the bulk modulus calculated using these two
methods. The bulk moduli (in 1011 Pa) are 3.373 for pure W and 2.153 for pure Ta in
calculations of Turchi et al. However, they are 3.103 for pure W and 1.961 for pure Ta in
calculations employing BOPscr. The reason is the same as in the case of the equilibrium
lattice constants. In [159] the bulk moduli were calculated in the framework of the TBLMTO-CPA method while experimental values of the elastic constants were fitted when
constructing BOPscr. Nonetheless, this difference is only within 9% and does not affect
the shape of the dependence of the bulk modulus on alloy concentration.
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Figure 8-3. The dependence of elastic moduli (C11, C12, C44 and bulk modulus) on the
mole fraction of Ta calculated using BOPsrc for Ta-W alloy.

Figure 8-4. The dependence of the bulk modulus on the mole fraction of Ta for Ta-W
alloy studied in [159].
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8.3 Cores of ½<111> Screw Dislocations and the Glide of
Dislocations in Ta-W
A comprehensive study of the response of the ½[111] screw dislocation to various
applied stresses and related dislocation glide in pure bcc transition metals is presented in
Chapter 6. Here we investigate how the substitutional alloying may affect the dislocation
behavior. For this purpose, a similar study as in Chapter 6 has been made using the
BOPscr for Ta-W alloy for different concentrations of Ta in majority. The concentrations
chosen to investigate are Ta-5at%W, Ta-10at%W, Ta-15at%W and Ta-20at%W. The
applied stresses investigated are pure shear stress in the direction of the Burgers vector
and uniaxial tension/compression loadings summarized in Chapter 6. Details of the
calculations are the same as for pure bcc metals (see Section 6.1 and 6.2). Importantly,
for consistency, the lattice constants and elastic constants involved in the dislocation
study are those obtained for the corresponding concentration in calculations described in
the previous Section.
The glide planes found using BOPscr for Ta-W alloy are summarized in Tables 8-1
to 8-4. The glide planes are always the (101) planes in the case of pure shear stress and
tension for all the concentrations studied. The same glide planes have also been found for
pure shear stress parallel to the Burgers vector and tensile loadings in pure Ta when using
BOPscr for the elements. Therefore, the alloying of Ta by W does not affect the glide
plane in the case of pure shear stress and tension. In contrast, the glide planes found in
compressive loading are significantly affected by alloying. In the case of pure Ta under
compression (see Table 6.5), the glide planes are (110) , corresponding to the anomalous
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slip discussed in Section 6.3. Under compression the glide planes already change in TaW alloys at low concentration of W. In Ta-5at%W alloy, the glide plane is the (101)
plane in several cases for χ ≥ 0° instead of the (110) plane found in pure Ta. With
concentration of W increasing, the glide plane changes from the (110) plane to the (101)
plane for more angles χ and, in the Ta-20at%W alloy, the glide plane under compression
is the (101) plane for all the orientations of the MRSSP. The only exception is the
loading axis [5 8 9] with the MRSPP very close to shearing the (211) plane sheared in
the twinning sense. Thus, simulations of the dislocation glide show that the anomalous
slip that occurs in pure Ta gradually disappears with increasing concentration of W in TaW alloy. This is in a very good agreement with experimental findings: the anomalous slip
is generally inhibited by the presence of both substitutional and interstitial impurities (see
Appendix 10.3 for comprehensive summary of experiments on anomalous slip).
Figures 8-5 to 8-8 show the dependence of the CRSS on χ calculated using BOPscr
for Ta-W alloy for increasing concentration of W. For all concentrations studied, the
twinning-antitwinning asymmetry is similar as that found in pure Ta (see Figure 6-21).
However, the extent of the asymmetry in compression in the Ta-W alloy decreases
significantly when the concentration of W increases. This is, of course, related to the
change of the slip plane with increasing W content. In pure Ta, the glide plane is the
(110) plane in compression for all the loading axes studied (see Table 6-5). The angle
between the (110) plane and (101) plane is −60° and it is, therefore, expected that the
dislocation generally glides much more easily when the angle χ between the MRSSP and
the (101) plane is negative than when χ is positive. This leads to a large asymmetry in
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the CRSS, i.e. much lower CRSS in the twinning sense than in the antitwinning sense.
This asymmetry will decrease if the dislocation glide plane tends to be the (101) plane,
which is the case when the concentration of W in Ta-W alloy increases.
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Table 8-1. Glide planes found using BOPscr for Ta-5at%W alloy.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(110)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(110)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101) & (110)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

Split in (110)

Table 8-2. Glide planes found using BOPscr for Ta-10at%W alloy.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101) & (110)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(110)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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Table 8-3. Glide planes found using BOPscr for Ta-15at%W alloy.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(110)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(110)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)

Table 8-4. Glide planes found using BOPscr for Ta-20at%W alloy.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(101)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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Figure 8-5. The dependence of the CRSS on χ calculated using BOPscr for Ta-5at%W.

Figure 8-6. The dependence of the CRSS on χ calculated using BOPscr for Ta-10at%W.
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Figure 8-7. The dependence of the CRSS on χ calculated using BOPscr for Ta-15at%W.

Figure 8-8. The dependence of the CRSS on χ calculated using BOPscr for Ta-20at%W.
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9 Conclusions and Future studies
Bond-order potentials (BOPs), which are based on TB models, naturally capture
the quantum-mechanical nature of the mixed metallic and covalent bonding in the
transition metals. Since BOPs are a real-space O( N ) method, they are especially suitable
for atomistic modeling of extended defects that have been studied in materials science
both experimentally and theoretically for decades. The central goal of our research is the
atomic level investigation of the plastic deformation of body-centered cubic (BCC)
transition metals and, consequently, the major part of this Thesis is devoted to developing
new BOPs for these metals. They include non-magnetic group 5 (V, Nb and Ta) and
group 6 metals (Cr, Mo and W), as well as the ferromagnetic Fe. Compared with previous
versions of BOPs, new advancements were made in both the attractive bond part and the
repulsive part of the cohesive energy. In the bond part, the bond integrals were extracted
directly from DFT calculations employing a newly developed projection formalism [32,
66]. In the repulsive part, a more physically transparent functional form was developed.
Two types of BOPs (BOPunscr and BOPscr) were developed based on the two types of
bond integrals differing in the process of their determination from DFT data.
Since only dd bond integrals are used in the BOP scheme, their dependence on the
separation of atoms depends on whether the orthogonalization of the corresponding
atomic orbitals, optimized to give the best representation of the wave functions obtained
in DFT calculations, is done before or after the reduction of the basis of atomic orbitals.
When the basis is reduced before the orthogonalization the resulting bond integrals are
only weakly dependent on the local environment while if the basis reduction is done after
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the orthogonalization the resulting bond integrals are significantly environmentally
dependent. This dependence can be considered as arising from the screening of the d
bonds by s electrons at neighboring atoms. Since it is not a priori evident which bond
integrals are more suitable for use in atomistic calculations employing BOPs we
developed BOPs using both alternatives. These are called BOPunscr and BOPscr,
respectively. Both BOPunscr and BOPscr show generally an excellent transferability to the
atomic environments that differ very significantly from the ideal BCC lattice when these
deviations are homogeneous throughout the block of atoms studied. However, in the
cases where the deviation from the ideal BCC lattice is localized the BOPscr was found to
be more appropriate in all metals studied. This difference is demonstrated in calculations
of vacancy formation energies and phonon spectra and becomes particularly substantial
in dislocation studies. This presumably results from the fact that in inhomogeneously
strained structures the localized screening of d bonds is very important.
The core structures of ½<111> screw dislocations and their glide under the effect
of externally applied stresses were investigated employing a molecular statics using both
BOPunscr and BOPscr. Consequently, all the calculations correspond to 0 K temperature. In
all metals studied the non-degenerate core structure was found for both types of BOPs.
This agrees very well with what the γ-surfaces for {101} planes, calculated in this Thesis,
suggest and with results of available DFT calculations. The screw components of the core
displacements are practically the same in all metals studied but this is not the case for the
edge components of core displacements that vary from material to material. Moreover,
the edge components are significantly different for a given metal when using BOPunscr or
BOPscr, respectively. The only exception is Fe where the magnetism presumably plays the
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major role in bond and the magnetic part is similar for both types of BOPs. Significant
differences in dislocation behavior were also found when modeling the dislocation glide
under various applied stresses using BOPunscr and BOPscr, respectively. Results obtained
for BOPscr are in general consistent with experiments, while when using BOPunscr the
simulations results are in many cases inconsistent with experimental observations. This is
particularly visible in the cases of Ta and Mo. Such inconsistencies, along with the fact
that vacancy formation energies and phonon spectra are better reproduced when
employing BOPscr, suggest that this BOP is more reliable, in particular if the straining of
the structures studied is very localized.
One of the most important results of this Thesis is that our simulations suggest
that the anomalous slip, observed in a variety of pure bcc transition metals at low
temperatures, may originate from the dislocation core transformations induced by the
applied stresses. This conclusion is based on the fact that the anomalous glide found in
our simulations is not the same in all transition metals studied, while explanations based
on the standard dislocation theory apply in the same way to all metals with the bcc lattice.
Thus, our calculations explain why the anomalous slip is dominant in group 5 metals
while if occurring in group 6 metals it is not dominating and occurs in conjunction with
other slip systems. However, more detailed investigation of this phenomenon, including
its temperature dependence, is needed and this will be suggested as a possible future
study.
The BOPscr was also found to be suitable for the study of self-interstitial atoms
(SIAs). First, we found very reasonable atomic separations in all configurations of SIAs
calculated in all metals studied. For group 5 and 6 metals, the trend of increasing
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formation energies within one group with increasing period found by DFT calculations is
well reproduced by BOPscr although the absolute values of the formation energies are in
some cases higher than those found in DFT calculations by about 30%. Significantly, the
formation energies of SIAs obtained using BOPscr for Fe are in an excellent agreement
with DFT results. This is, presumably, again because the magnetism governs the bonding.
At the same time it shows that introduction of magnetism into the BOP formalism
through Stoner’s model is appropriate. Notwithstanding, the developed BOPs do not
reproduce correctly the order of energies of different configurations of SIAs in nonmagnetic transition metals. Most importantly, the <111> dumbbell is not found in most
cases to be the lowest energy configuration, as found in DFT studies. However, we
showed that if necessary, e.g. in the study of radiation damage, a minor modification of
the BOPscr involving the number of d electrons may lead to the <111> dumbbell being the
lowest energy SIA.
In the last part of the Thesis, we extended the development of BOPscr from
elemental metals to substitutional binary alloys. The proposed formalism treats the atoms
in an alloy as “pseudo-atoms” containing characteristics of both constituent elements.
This approach is easy to employ when the BOPscr has already been developed for the
constituent elements. Testing of this approach was made for Ta-W alloys. A very good
agreement with ab-initio calculations of the concentration dependence of several basic
equilibrium properties was attained. Especially, the negative deviation from the Vegard’s
law is well reproduced, as well as the concentration dependence of the bulk modulus. The
results of the simulation of the glide of the ½[111] screw dislocation in the Ta-W alloy
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showed that the anomalous slip found in pure Ta is generally suppressed with increasing
concentration of W, which is also consistent with the general experimental observations.
In the following, we propose several future studies that would be based on the
current study. As already discussed in Section 6.3, in order to further investigate the
anomalous slip, it is essential to study the whole Peierls barriers associated with the glide
of ½<111> screw dislocations. This can be done by employing the constrained nudge
elastic band (NEB) method, advanced by Gröger and Vitek [162], while employing the
BOPs developed in this Thesis. The most important aspect of this advancement is the
investigation of the dependence of the shape of the Peierls barrier on the applied stress
tensor. This dependence is a crucial ingredient of the study of the thermally activated
motion of dislocations via formation of pairs of kinks [143]. In this context an interesting
study would be to investigate how the dislocation glide is influenced solely by the stress
perpendicular to the slip directions. As already shown in simulations using
tension/compression loading, the dislocation core is significantly altered presumably by
the shear stress perpendicular to the Burgers vector. A detailed simulation that involves a
combination of only pure shear stresses parallel and perpendicular to the slip direction
can be made while experiment of this type is impossible. A limited study of this type was
done in [72] and demonstrated how the CRSS varies with the shear stress perpendicular
to the Burgers vector that does not drive the dislocation but affects the core structure.
Finally, the stress applications using the developed BOPs but at finite low temperatures
(say, 77 K) would be very valuable since the anomalous slip phenomenon depends
sensitively on temperature and the simulations may show in some cases different glide
planes than the molecular statics calculations. However, this has to be done using
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molecular dynamics that can be only accomplished using analytic bond-order potentials,
which are being constructed using our development as a starting point (explained below).
Of course, the above mentioned temperature dependence can also be studied using the
line tension type models as in [143] after the Peierls barriers and their stress dependence
was determined via NEB using the developed BOPs. This research is being pursued in
collaboration with R. Gröger.
A relatively simple method of the development of BOPs for substitutional alloys
with homogeneously distributed components has been successfully applied for Ta-W
alloys. The same development can be made for other important binary alloys, such as
Mo-Nb and Fe-Cr. Moreover, although the formalism was proposed for binary systems, it
is relatively straightforward to extent it to systems composed of more than two elements.
In this case the “pseudo-atoms” would again reflect properties of individual constituent
elements, weighted by the corresponding concentrations of the elements, respectively, in
the same way as in the binary case. We believe this development will be applicable for
the study of high-entropy alloys [163] and their mechanical properties using atomistic
simulations.
The final comment concerning the BOPs presented in this Thesis is that they belong
to the category of numerical BOPs, which means the bond energy and the bond forces are
evaluated in a numerical way such that the bond force is not exactly, albeit very close to,
the gradient of the bond energy. The reason is that when calculating the force
corresponding to the covalent bond energy, E cov , the Hellmann-Feynman theorem is
employed although it does not apply exactly within the approximations made. The
inconsistency between energy and force is acceptable in molecular statics calculations but
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would be problematic in molecular dynamics calculations when integrating the Newton’s
equations of motion for which the energy is exactly the first integral. Analytical BOPs
[157, 164-166] where both the bond energy and related forces are evaluated analytically,
albeit approximately, overcome this issue and finite temperature molecular dynamics
calculations can be made. Hence, a very important and major future development is to
introduce the advancements made in this Thesis in the numerical BOPs to the
corresponding analytical BOPs.
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10 Appendices
10.1 Dislocation Core Transformations and Glide Under
Applied Stress for BOPunscr
Figures 10-1 to 10-3 summarize transformations of the cores (screw components)
of the ½[111] screw dislocations under different applied stresses calculated using
BOPusncr. Three types of stresses are considered as examples, namely the pure shear stress
in the direction of the Burgers vector (χ = 0°) and tension/compression with the loading
axis [2 3 8] (also corresponding to χ = 0°). The results shown correspond to the stress
level at the CRSS when the relaxations of the atomic configurations are not entirely
completed. The details of the calculations are found in Chapter 6. The results are
presented for all the metals studied (V, Nb, Ta, Cr, Mo, W and Fe).
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Figure 10-1. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPunscr for group 5 metals.
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Figure 10-2. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPunscr for group 6 metals.
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Figure 10-3. Core transformations found during the relaxation at the stress level equal to
the CRSS calculated using BOPunscr for Fe.

199

Tables 10-1 to 10-7 summarize the glide planes of the ½[111] screw dislocation
found using BOPunscr for applied stresses that include pure shear stress parallel to the
Burgers vector for various orientations of CRSSPs and tension/compression with
different loading axes. Details of calculations are found in Chapter 6. The results are
presented for all the metals studied (V, Nb, Ta, Cr, Mo, W and Fe).

Table 10-1. The glide planes found using BOPunscr for V.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(110)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

(0 11)

[ 1 3 10]

(110)

19.11

(0 11)

[8 20 27]

(0 11)

[ 1 6 34]

(110)

26.33

Split in (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

Split in (110)
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Table 10-2. The glide planes found using BOPunscr for Nb.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

(0 11)

[ 1 3 10]

(101)

19.11

(0 11)

[8 20 27]

(0 11)

[ 1 6 34]

(101)

26.33

Split in (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

(101)

Table 10-3. The glide planes found using BOPunscr for Ta.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(110)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(110)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(110)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(110)

[0 1 2]

(0 11)

[2 3 8]

(110)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

(0 11)

[ 1 3 10]

(110)

19.11

Split in (0 11)

[8 20 27]

Split in (0 11)

[ 1 6 34]

Split in (110)

26.33

Split in (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

Split in (110)
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Table 10-4. The glide planes found using BOPunscr for Cr.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(0 11)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(0 11)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(0 11)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(0 11)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(0 11)

[5 9 17]

Split in (0 11)

[ 1 3 10]

(101)

19.11

Split in (0 11)

[8 20 27]

Split in (0 11)

[ 1 6 34]

(101)

26.33

Split in (0 11)

[5 8 9]

Split in (0 11)

[0 1 14]

(101)

Table 10-5. The glide planes found using BOPunscr for Mo.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101) & (0 11)

[5 8 9]

(101)

− 19.11

(101)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(101) & (0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101) & (0 11)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101) & (0 11)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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Table 10-6. The glide planes found using BOPunscr for W.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(0 11)

[5 8 9]

(101)

− 19.11

(101)

[ 1 6 34]

(0 11)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(0 11)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(0 11)

[0 1 2]

(101)

[0 1 2]

(0 11)

[2 3 8]

(101)

---

0.00

Compression

8.95

(101)

[5 9 17]

(0 11)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)

Table 10-7. The glide planes found using BOPunscr for Fe.
Pure shear

Tension

χ (°)

Glide plane

Axis

Glide plane

Axis

Glide plane

− 26.33

(101)

[0 1 14]

(101)

[5 8 9]

(101) & (110)

− 19.11

(101)

[ 1 6 34]

(101)

[8 20 27]

(101)

− 8.95

(101)

[ 1 3 10]

(101)

[5 9 17]

(101)

0.00

(101)

[2 3 8]

(101)

[0 1 2]

(101)

[0 1 2]

(101)

[2 3 8]

(101)

---

0.00

Compression

8.95

(101)

[5 9 17]

(101)

[ 1 3 10]

(101)

19.11

(101)

[8 20 27]

(101)

[ 1 6 34]

(101)

26.33

(101)

[5 8 9]

(101)

[0 1 14]

(101)
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10.2 The CRSS-χ Dependence Calculated Using BOPunscr
Figures 10-4 to 10-10 summarize dependences of the CRSS on χ obtained for
BOPunscr. The stresses applied include pure shear stresses and tension/compression
loadings. Details of the calculations are found in Chapter 6. The results are presented for
all the metals studied (V, Nb, Ta, Cr, Mo, W and Fe).

Figure 10-4. The dependence of the CRSS on χ calculated using BOPunscr for V.
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Figure 10-5. The dependence of the CRSS on χ calculated using BOPunscr for Nb.

Figure 10-6. The dependence of the CRSS on χ calculated using BOPunscr for Ta.
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Figure 10-7. The dependence of the CRSS on χ calculated using BOPunscr for Cr.

Figure 10-8. The dependence of the CRSS on χ calculated using BOPunscr for Mo.
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Figure 10-9. The dependence of the CRSS on χ calculated using BOPunscr for W.

Figure 10-10. The dependence of the CRSS on χ calculated using BOPunscr for Fe.
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10.3 Experimental Observations of Anomalous Slip
In this appendix, we summarize the experimental observations of anomalous slip in
bcc non-magnetic transition metals. The anomalous slip was never found in Fe or its
alloys and in alkali metals that crystalize in the bcc structure. Also, there are no available
experimental observations of the slip in pure Cr crystals. Therefore, we only summarize
the experiments for V, Nb, Ta, Mo and W. In the following discussion of experimental
observations we employ the standard stereographic triangle ( [001] - [011] -[111] ) that is
used in the atomistic simulations presented in this Thesis (see Section 6.2). We will point
out if a different stereographic triangle was used in any experiments summarized here.
For consistency the sign of the angle χ between the MRSSP and the (101) plane also
follows our definition given in Section 6.2.

10.3.1 Anomalous Slip in V
In vanadium the anomalous slip was found to be dominating in the study of Taylor et
al. [139] who deformed in tension single crystal of high purity V at 77K; the tensile axis
was close to the center of the standard triangle but it is not exactly specified. The major
slip plane found is the (0 11) plane. The two associated slip systems, namely (0 11)[111]
and (0 11)[ 111] , have Schmid factors only about 0.6 times that of the most highly
stressed slip system (101)[111] that was, however, not observed. Similar experiments but
conducted in compression were performed by Creten et al. [167]. They used very pure
single crystals of V and investigated three orientations of the compressive axis with λ ≈
45°, where λ is the angle between the compressive axis and the [111] direction.
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Following our definition for the angle χ between the MRSSP and the (101) plane in
compressive loading, these loading orientations are: One close to the [001] corner of the
triangle (χ = + 26°), one close to the center (χ = + 3°) and one close to the [011] -[111] tie
line (χ = − 25°). The experiments were made at temperatures 295 K and 77 K. At 295 K,
the slip planes are always the MRSSPs in all samples. The anomalous slip was only
found to dominate at 77 K, and therefore we discuss here only the case of 77 K. In the
sample loaded along the axis close to the [001] corner of the triangle the observed slip
systems are (101)[ 111] and (0 11)[111] . These two systems have for this orientation of
the loading axis Schmid factors fairly close to that of (101)[111] system and cannot be,
therefore, unambiguously identified with an anomalous slip (Schmid factors are 0.44 for
the slip systems (101)[111] and (101)[ 111] , and 0.40 for (0 11)[111] ). However, the
(101)[111] slip system was not observed. In the sample compressed along the axis close
to the center of the triangle, the anomalous slip on the (0 11) plane was found to be the
dominant operating system. The anomalous slip systems (0 11)[111] and (0 11)[ 111]
have Schmid factor only 0.56 and 0.60, respectively, times that of the slip system
(101)[111] . In the sample compressed along the axis close to the [011] -[111] tie line of
the triangle (χ = − 25°), the slip plane is the MRSSP that is very close to the (211) plane
(sheared in the twinning sense). In this sample, the same was observed for all
temperatures. Bressers et al. [168] investigated the choice of the slip plane in the single
crystals of V loaded under tension at 298 K, 198 K and 77 K for a number of loading
axes within the standard triangle. Again, the anomalous slip was found only at 77K. A
209

profuse slip on the (0 11) plane was observed for the orientations corresponding to the
angle χ in the range of 30° < χ < 0°. Bressers and Creten [169] observed that the
anomalous slip gradually disappeared with the increasing content of oxygen in the
vanadium crystals.

10.3.2 Anomalous Slip in Nb
The anomalous slip in high purity niobium single crystals was first noticed by
Duesbery and Foxall [170]. In this study both tension and compression tests were
conducted at various temperatures. At low temperatures and for certain extreme
orientations of the loading axes within the standard triangle, the operative {110}<111>
slip system with the sixth highest Schmid factor was found, suggesting the anomalous
slip. A more detailed study, specifically concentrating on the anomalous slip, was
conducted by Bolton and Taylor [138]. A high purity Nb single crystal was deformed in
both tension and compression with the loading axis in the center of the triangle, close to
[1 3 6] , at 77 K. Preliminary examinations of the slip lines showed evidence for the
anomalous (0 11) slip in both tension and compression. Importantly, using the shapechange measurement, the authors analyzed for the tension contributions of individual slip
systems to the total deformation. This analysis shows that the slip systems (0 11)[111]
and (0 11)[ 111] contribute 26.2% and 44.2% of the total strain, respectively, while all the
other slip systems contribute less than 11%. In the decreasing order of the Schmid factors
the slip systems (0 11)[111] and (0 11)[ 111] have 7th and 5th Schmid factor (0.20 and
0.26), respectively. This study shows unambiguously that the anomalous slip dominates
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at low temperature in Nb. Louchet and Kubin [171] studied the anomalous slip in Nb
deformed in tension at 50 K. In this study the tensile loading axis was located somewhere
between the center of the triangle and the [001] corner (not specified in the paper). They
observed abundant anomalous (0 11) slip. Reed and Arsenault [172] investigated highpurity Nb single crystals loaded in tension along the axis [4 9 1] . The anomalous (0 11)
slip was found to be dominant in the temperature range 50 – 90 K. Nagakawa and Meshii
[173] investigated the deformation of the high-purity Nb single crystals at very low
temperatures, ranging from 4.2 K to 77 K. The standard triangle [100] - [110] - [111] was
adopted in their work. The angle χ is then measured from the (101) plane and the angle λ
between the loading axis and the slip direction is measured from the [11 1] direction.
Two tensile loading axes within the above triangle were studied in [173]. The first is
close to the center of the triangle (χ = 1° and λ = 47°). In this orientation, the MRSSP is
extremely close to the (101) plane. However, at all the temperatures investigated (4.2 77 K) it was found that the dominating slip occurred on the (1 10) plane the Schmid
factor of which is only half of that of the (101) plane. This is a clear example of the
anomalous slip. Another loading axis studied is on the [110] - [111] tie line (χ = 30° and λ
= 45°). For this orientation of the loading axis the MRSSP is the (112) plane. Slip takes
place on the {101} plane with the highest Schmid factor, namely the (101) plane. The
slip line observations showed no anomalous slip. However, the anomalous slip system
has nearly zero Schmid factor in this case. Aono et al. [174] made a detailed study of the
dependence of the slip in high-purity Nb single crystals on the loading orientation at 4.2
and 77 K. This study was carried out for loading in tension. The tensile axes with λ ~ 50°
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(measured from the [111] direction) and varying values of angle χ were used to
investigate the orientation dependences. The anomalous (0 11) slip dominated in the
range of χ ≤ 16° at 77 K and χ ≤ 10° at 4.2 K. The slip plane observed for the remainder
of the range of χ is usually the (101) plane. The anomalous slip in the high purity Nb
single crystals was also observed by Wasserbach and Novak [142] in tension at 77 K.
Two loading orientations with χ = − 5° and 8° were investigated (both with λ = 50°).
They found that for both orientations of the loading axis, the anomalous (0 11) slip with
both [111] and [ 111] slip directions dominated. Through shear strain measurement, they
found that the (0 11)[ 111] slip system contributed more strain than the (0 11)[111] slip
system, which is consistent with the shape-change measurements made by Bolton and
Taylor [138]. Taylor and Saka [175] made an in situ study of the slip in Nb and Nb-Ti
alloy deformed in tension in a high-voltage electron microscope (HVEM). The samples
used were thin foils and the surface effects may significantly influence the slip, as shown
by Vesely [176]. Nevertheless, they still found some dislocation motion on the
anomalous slip plane. Wasserbach [140] investigated various factors affecting the
anomalous slip in high purity Nb single crystals, including deformation mode
(tension/compression), crystal purity and temperature. For two loading orientations at the
central region of the standard triangle, with χ = − 5° and 8° (both with λ = 50°), the
anomalous (0 11) slip was found in both tension and compression at the temperature
around 200 K or lower. In this study it was found that in general the anomalous slip was
inhibited by the presence of interstitial impurities. Statham et al. [177] studied the slip in
compression using the single crystal of Nb-Mo alloy with Nb in majority in 77 – 475 K.
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Various compressive axes with χ ranging from −30° to +30° were used to study the
dependence of the slip on the orientation of the loading axis. The concentration range of
Mo investigated was from 0 at% to 50 at%. The anomalous slip system (0 11)[111] was
only observed at 77 K in the niobium crystal purified by the ultra-high vacuum annealing.
The anomalous slip was never found in Nb-Mo alloy, even in the case that the
concentration of Mo was only 1.5 at%.

10.3.3 Anomalous Slip in Ta
In tantalum, Nawaz and Mordike [127, 130] investigated various factors that may
influence the orientation dependence of the slip. The factors include temperature,
deformation mode (tension and compression), and the presence of interstitial and
substitutional impurities. In “pure” tantalum, two types of single crystals with different
purity were used. One is the zone refined Ta crystal and the other is the same crystal but
further purified using ultra high vacuum (UHV) annealing that further removes interstitial
impurities. Both tension and compression tests were carried out. The loading axes were
chosen with χ varying between − 30° and + 30° in the standard triangle while the angle λ
measured from the [111] direction was fixed at 50°. The temperature range studied was
77 K – 295 K. In the zone refined crystals, the anomalous slip was observed only in
compression at 77 K for χ ≤ − 15°. In the UHV annealed crystals, the anomalous slip was
observed in compression at 77 K when χ ≤ 10°. Other slip systems found accompanying
the anomalous slip are (101)][111] (system with the highest Schmid factor) when 0° < χ
< 10° and (101)][111] (second in the order of Schmid factors) when χ < 0°. However, in
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all these cases the anomalous slip was dominating. The anomalous slip was not found in
compression at higher temperatures. No anomalous slip was found in tension. In the case
of the anomalous slip, both [111] and [111] slip directions contributed and the ratio of
the shear contributed by the [111] slip to the shear contributed by the [111] slip was 1.4.
A similar observation was made by Bolton and Taylor [138] in niobium. The range of
orientations for which the anomalous slip was observed increased in UHV annealed Ta
crystals that have fewer interstitial impurities than the zone refined crystals. Hence, the
interstitial impurities appear to suppress the anomalous slip. In order to investigate the
effect of substitutional impurities on the anomalous slip, similar experiments were
conducted using Ta alloyed with Nb or Re (with Ta in majority). The samples studied
were Ta-1.8at%Nb, Ta-3.8at%Nb and Ta-3.8at%Re. Anomalous slip was not observed in
any of these cases. The only exception is that, in Ta-3.8at%Nb deformed in compression
for χ = 30°, three slip planes, (101) , (1 12) and (0 11) , were found. In general the
substitutional alloying inhibits the anomalous slip. Wasserbäch [131] studied the
anomalous slip in the high-purity Ta crystals deformed in tension at 77 K. Two loading
orientations close to the center of the standard triangle with χ = − 9° and 5° (λ = 50° in
both cases) were used. The main purpose of this work was to identify the influence of
interstitial impurities on the anomalous slip. The concentration of hydrogen interstitials
was controlled by the hydrogen pick-up during etching the sample in an acid solution. In
the high-purity crystals with no etching involved, it was found that the anomalous slip
dominated with both [111] and [111] slip directions operating. This is clearly not
consistent with the work by Nawaz and Mordike [127, 130], where the anomalous slip
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was never observed in tension. However, when samples were subsequently etched further,
the anomalous slip gradually disappeared and the slip plane became the MRSSP. The
author speculated that, the presence of interstitial impurities may explain why in the study
by Nawaz and Mordike [127, 130] the anomalous slip was observed in compression but
not in tension. In the work of Nawaz and Mordike [127, 130], the samples used for
tension were polished using an acid solution while the compressive samples were not.
Therefore, the impurities introduced by polishing the tensile samples might suppress the
anomalous slip. Wasserbäch and Novák [142] studied the high-purity tantalum single
crystals loaded in tension with the same loading orientations as in [131], namely two
orientations with χ = − 9° and 5° (λ = 50°). The deformation temperature was 77 K.
Anomalous (0 11) slip plane was found to be predominant. In the regime of the
anomalous slip, both [111] and [111] slip directions were operative. Using shear strain
measurements, it was concluded that the strain was contributed to a larger extent by the
higher stressed slip system (0 11)[111]. Wasserbäch [140] further investigated the
anomalous slip in the high purity Ta loaded both in tension and compression. The author
used the same loading orientation with χ = − 9° and 5° (λ = 50°) as in [131, 142]. The
anomalous slip was observed at 77K as the predominant slip, with both slip system
(0 11)[111]and (0 11)[111] observed. It was also found, as in the previous study, that
when the hydrogen interstitial impurities were increasing by etching the sample in an acid
solution, the anomalous slip was gradually suppressed.
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10.3.4 Anomalous Slip in Mo
In pure molybdenum the anomalous slip of the type that was observed in metals
like Nb, V and Ta was never observed. The only observation suggesting the anomalous
slip of the same type in the bulk is that of Jeffcoat et al. [129] who studied the slip in Mo
alloyed with Nb and Re (with Mo in majority). Mo-5at%Nb and Mo-5at%Re single
crystals were deformed in compression at 77 K. The loading orientations used correspond
to various angles χ ranging from − 30° to +30°. The anomalous slip was found to be
significant for some orientations. Following our definition of χ, the predominant
anomalous slip was found for χ ≥ 0° in Mo-5at%Nb and χ ≥ 10° in Mo-5at%Re. (The
angle χ defined by Jeffcoat et al. [129] has the opposite sign than the χ defined in this
Thesis.) It should be noted that this finding contradicts most of the studies of the
dominant anomalous slip in other materials since the substitutional alloying generally
suppressed the anomalous slip. However, in a parallel study of Jeffcoat et al. [178] no
anomalous slip of the type found in the bulk of V, Nb and Ta was found in pure Mo. In
this work the slip line pattern was investigated in single crystals of pure Mo loaded in
compression at temperatures 77 K, 195 K and 295 K with the loading axes within the
triangle [001] - [011] -[111] , which corresponds to the angles χ ranging from −30° to +30°.
Moreover, in Ref. [178] the slip lines were studied at different strains (3, 6 and 9%). The
(0 11) slip was observed but only marginally and it was noted that its occurrence
depended on the orientation of the crystal surface. The effect of the surface upon the
choice of the slip system in Mo has, indeed, been noted by a number of authors. The first
observation of the influence of the surface on the slip geometry was made by Vesely [133]
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who investigated the slip in Mo in situ in an electron microscope using thin foils loaded
in tension at room temperature. The loading orientation was chosen near the center of the
triangle and thus (101)[111] is the most highly stressed slip system. However, the most
dominant slip systems found were those for which the screw component of the
dislocation loops moved most easily towards the surface. The reason is that the free
surface attracts screw dislocations and by removing the screw segments, which have
much lower mobility, the edge component of the loops can move across the sample.
Hence, the operation of lower stressed slip systems is the consequence of the interaction
between the dislocation and the surface. In this case the slip on planes that are relatively
little stressed should not be considered to be the same phenomenon as the anomalous slip
found in the bulk of V, Nb and Ta. Vesely also [179] studied the slip in the high purity
single crystal rods at temperature 293 K and 400 K for the same orientations of the tensile
axis as in [133]. At 293 K, the same dependence of the observed slip systems on the local
surface orientation was found and thus again the observed slip systems with very low
Schmid factor resulted from the surface effect. At 400 K, the primary slip system
(101)[111] dominated. Guiu [180] studied the slip in single crystals of Mo by applying
the shear stress parallel to the <111> direction in the planes of the type {110} and {112}.
The deformation temperatures were 77 K – 295 K. The errors in the orientation of applied
stress were within 2°. No anomalous slip was reported. Richter [181, 182] investigated
the temperature dependence of the slip in Mo single crystal loaded in tension for the
loading axis [9 4 1] that is at the center of the triangle [001]-[011]-[111]. The MRSSP for
this orientation is the (101) plane. The primary slip system (101)[11 1] was always found
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to be dominant for temperatures in the range 293 K – 573 K. Some other orientations of
the loading axis were tested at 493 K. The zig-zag slip lines were found, which implies
the slip took place on several non-parallel {110} planes; the trace of the resulting slip
lines coincided with the MRSSP for the corresponding orientation of loading. Many other
studies of the slip in Mo were made (for example see [135, 183-188]) but whenever the
slip systems with a low Schmid factor were found, they were either not dominant or
resulted from the effect of surfaces of the samples. No anomalous slip of the type found
in the bulk of V, Nb and Ta was observed.

10.3.5 Anomalous Slip in W
Tensile tests in tungsten were usually performed at high temperatures (for example
3273 K in [189] and 1922 K – 3033 K in [190]) since this metal is usually brittle at and
below the room temperature. It was observed that the slip direction is <111> and possible
slip planes are {110}, {112}, {123} (probably a composition of two {110} planes) and
planes with the maximum shear stress in the direction of the Burgers vector. Similarly, in
the tensile tests carried out by Kaun et al. [191] at room temperature the preferential slip
planes observed are {101} planes. However, the anomalous slip was never reported in
these studies. Recent compression experiments of W single crystals, combined with the
in-situ Laue diffraction [192] show undeniably that the slip planes are always {101}.
Only when two {101} planes have the same resolved shear stress, slip can be regarded as
alternating elementary steps on both planes and the effective slip is then of the {112}
type. No anomalous {101} type slip was observed. However, in room temperature
compression tests combined with in-situ Laue diffraction and slip traces observed using
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SEM, Marichal et al. [132] found that a certain fraction of the slip corresponded to the
anomalous slip. In these experiments micrometer-sized single crystal pillars were
deformed in compression with the loading axis close to the [1 5 10] direction (χ ≈ 0°).
The (101) primary plane, the (101) conjugate plane together with the anomalous (0 11)
plane were all observed. Employing the discrete dislocation dynamics to mimic the
experiment it was determined that 42% of the total deformation is associated with the
primary slip system (101)[111] , 31% with the conjugate slip system (101)[111] and only
9% with the slip on the anomalous (0 11) plane. This is unlike in the group 5 bcc
transition metals in which the anomalous slip was found to be dominant. This suggests
that either the anomalous slip in W has a different origin than in the group 5 bcc
transition metals or that the origin is the same but the propensity for this slip, determined
by the corresponding Peierls barrier, is lower than for the primary and conjugate slip
systems.
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