Abstract. Chain rules for Tsallis type entropies are proven, as including the famous pseudoadditivity in nonextensive statistics as a special case. They give important relations between Tsallis conditional entropy and Tsallis joint entropy. Moreover the subadditivity of Tsallis type entropies is shown for the correlated two random variables in the case of q ≥ 1 with the help of the generalized Shannon inequality.
Introduction
For the probability distribution p(x) ≡ p(X = x) of the random variable X, Tsallis entropy was defined in [1] :
with one parameter q as an extension of Shannon entropy, where q-logarithm function is defined by ln q (x) ≡ for any positive real number q and any nonnegative real number x. Tsallis entropy plays an essential role in nonextensive statistics so that many important results have been published [2] . We easily find that lim q→1 S q (X) = S 1 (X) ≡ − x p(x) log p(x), since qlogarithm converges to natural logarithm as q → 1. After the celebrated discover of Tsallis, it was shown that Tsallis entropy can be uniquely formulated by the generalized Shannon-Kinchin axioms in [3, 4, 5] . It is crucial difference of the fundamental property between Shannon entropy and Tsallis entropy that for the independent random variables X and Y , Shannon entropy S 1 (X) has an additivity :
however, Tsallis entropy S q (X), (q = 1) has a pseudoadditivity :
where S q (X × Y ) is Tsallis joint entropy which will be defined in the below, for the direct product X × Y of two independent random variables X and Y , which phyisically means that there is no interaction between two systems X and Y . From Eq.(1), we easily find that we have subadditivity of Tsallis entropies for two independent random variables X and Y in the case of q ≥ 1 since the Tsallis entropy is nonnegative. In this paper, we will show the subadditivity of Tsallis entropies for general random variables X and Y in the case of q ≥ 1.
From the entropy theoretical point of view, for the related entropies such as Tsallis conditional entropy and Tsallis joint entropy were introduced in [6, 7, 8] and then some interesting relations between them were derived. In this paper, in order to derive the relation between them, we adopt the following definition of the Tsallis conditional entropy and the Tsallis joint entropy [10] :
A slightly modified definition, normalized Tsallis type entropies are sometimes used [7, 8] . As pointed out in [9] , the normalized Tsallis entropies are not stable, but the original Tsallis entropies are stable as experimental quantities so that it is meaningful to study the original Tsallis type entropies from the physical point of view. Therefore in this paper, we study on the properties of the original Tsallis type entropies. Both entropies defined in (2) recover the usual Shannon type entropies as q → 1.
Chain rules for Tsallis entropies
It is important that we study the so-called a chain rule which is the relation between a conditional entropy and a joint entropy in not only information theory [14] but also statistical physics. For these Tsallis type entropies, we have following proposition.
, where we make a convention that 0 ln q ∞ = 0.
From the process of the proof, we can easily find that if X and Y are independent (i.e., p(y j |x i ) = p(y j ) for all i and j), then our result recovers the pseudoadditivity (1):
As the corollary of the above Proposition 2.1, we have the following lemma.
Lemma 2.2
The following chain rules hold.
(
(Proof ) By using ln q y x = ln q y + y 1−q ln q 1 x , we have
In the similar way, we have
Also from the Proposition 2.1, we have
Therefore we have
Theorem 2.3 Let X 1 , X 2 , · · · , X n be the random variables obeying to the probability distribution p(x 1 , x 2 , · · · x n ). Then we have following chain rule.
(Proof ) It can be shown by the repeat of the Proposition 2.1 and the Lemma 2.2. From the Proposition 2.1, we have
By the use of the Lemma 2.2, we have
Thus we have, by repeated application such above,
Subadditivity for Tsallis entropies
From Eq.(1), for q ≥ 1 and two independent random variables X and Y , the subadditivity holds.
In order to show the subadditivity for Tsallis entropies, we firstly show the generalized Shannon inequality. To this end, we use the Tsallis relative entropy [6, 11, 12, 13] defined by
It can be rewritten by the use of q-logarithm function ln q (x) such as
where we make the convention 0 ln q ∞ ≡ 0. We easily find the convexity of the function − ln q (x) implies the nonnegativity of the Tsallis relative entropy.
Proposition 3.1
The following inequality holds for two probability distributions u(x) and v(x),
with equality if and only if u(x) = v(x) for all x.
(Prrof ) It easily follows from the nonnegativity of Tsallis relative entropy and the identity ln q x y = y q−1 (ln q x − ln q y) .
Indeed we have
Thus we have the proposition.
Theorem 3.2 For q ≥ 1, the subadditivity
holds with equality if and only if X and Y are independent each other, and q = 1.
(Prrof ) Since
for q ≥ 1 and any x, y, we have
By means of Proposition 3.1, we have
The conditions of the equality are derived from q = 1 in Eq.(3) and the independence between X and Y from p(x, y) = p(x)p(y) for any x, y in the generalized Shannon inequality. 
which means the conditioning reduces the Tsallis entropy.
On the other hand, we easily find that for two independent random variables X,Y and q ≤ 1, the superadditivity holds:
However, in general the superadditivity for two correlated random variables X,Y and q < 1 does not hold. Becasue we can show many counterexamples. For example, we consider the following joint distribution of X, Y .
where 0 ≤ p, x, y ≤ 1. Then each marginal distribution can be computed by
In general, we clearly see X and Y are not independent each other for the above example. Then the value of dif ≡ S q (X, Y ) − S q (X) + S q (Y ) takes both positive and negative so that there does not exist the complete ordering between S q (X, Y ) and S q (X) + S q (Y ) for correlated X and Y in the case of q < 1. Indeed, dif = −0.287089 when q = 0.8, p = 0.6, x = 0.1, y = 0.1, while dif = 0.0562961 when q = 0.8, p = 0.6, x = 0.1, y = 0.9.
Further discussion on chain rule
Finally we discuss on the chain rule for Tsallis relative entropy. It is known that for the independent pairs U 1 , U 2 and V 1 , V 2 , the Tsallis relative entropy has a pseudoadditivity :
Then we have the following chain rule of Tsallis relative entropy for the correlated case.
(Proof ) The proof follows by the direct calculations.
The condition u (y |x ) = u (y) , v (y |x ) = v (y), which means x and y are independent, implies the pseudoadditivity (4) for Tsallis relative entropy. of the second term in the right hand side of Eq.(5) vanishes for any q, namely u(x) = v(x) for any x, then we have D q (u(x, y)||v(x, y)) = D q (u(y|x)||v(y|x)).
Conclusion
As we have seen, we have proved the chain rules for Tsallis entropy. Also we have proved the subadditivity of Tsallis entropies for the general two random variables in the case of q ≥ 1. Moreover it has been shown that in general the superadditivity of Tsallis entropies does not hold in the case of q < 1. Our main results in the present paper are fundamental so that we are convinced that these results will help the progresses of nonextensive statistical physics and information theory.
