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“Courage doesn’t always roar. Sometimes 
courage is the quiet voice at the end of the 
day whispering, ‘I will try again tomorrow’” – 
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Nowadays, our planet is facing major changes, which have already greatly modified the Earth. From 
mountains to rivers, from meadows to peat bogs and oceans, all ecosystems have been profoundly 
modified and damaged, mostly by human activities. Vitousek et al., in 1997, stated that 
approximately one third to one-half of the land surface had been transformed by human activities. 
Construction of cities, marine and terrestrial transportations, food and goods production have all led 
to deeply modified terrestrial and marine environments (Ramankutty and Foley 1998, Foley et al. 
2005). Climate is also changing at a tremendous rate, linked with anthropogenic activities, and 
causing more frequent extreme climatic events, global warming, decrease in the amounts of ice and 
snow on the planet and sea level rise (IPCC 2014). These major changes are not without 
consequences for wildlife. Species extinctions are increasing with the current changes in landscape 
composition, human practices, species invasions, and ecosystems may become unstable because of 
anthropogenic modifications of landscapes (Pimm and Raven 2000, Reynolds and Peres 2006, 
Ceballos et al. 2015, Hautier et al. 2015). Moreover, the effects of global changes may be interactive, 
and together, accelerate the extinction process (Travis 2003, Brook et al. 2008). 
In the face of these changes, only species which either demonstrate a sufficient level of plasticity to 
cope with novel environmental conditions, evolve in response to their new habitat characteristics or 
move away to find a suitable habitat will persist (Berg et al. 2010). Dispersal is one way to cope with 
these changes. However, large-scale anthropogenic changes are unprecedented in evolutionary 
history, leading to major modifications in resource distribution and abundance and landscape-
associated risks (Harwood 2001, Backlund et al. 2008, Allen et al. 2010, IPCC 2014). Because current 
dispersal patterns did not evolve with these unprecedented environmental characteristics, dispersal 
patterns may not represent an adapted process anymore, or might evolve in an unknown way. 
Before covering how species might cope with global changes, including by dispersing, I first explain 
 
15 
which threats species are facing, to understand what role dispersal might play in mitigating these 
risks, and especially in the context of a changing world.   
 
 
I- Era of global changes 
 
1) Habitat destruction 
 
 
Habitat destruction or degradation have been pointed out for a long time as having devastating 
effects on wildlife. They are defined as the extensive deterioration of a natural habitat from its 
original form and structure, with the consequence that this habitat is no longer able to sustain 
endemic species anymore (Fontúrbel et al. 2015). Habitat loss can go from partial fragmentation to 
the entire destruction of an ecosystem. Many factors can generate habitat loss, but most are linked 
to the growing human population.  
a. Agriculture 
 
Agriculture is considered to be the biggest cause of habitat destruction (Laurance 2010). In the face 
of the growing demand for more food, intensive agriculture developed strongly over the last three 
centuries, with a total global decrease of forested areas and woodlands of 1.2 billion ha, a decline by 
560 million ha of grasslands and pastures, while croplands increased by 1.2 billion ha (Richards 1990). 
Foley (2005) estimated that crops and pastures now constitute one of the most represented biomes 
on the planet, with ~40% of the land surface occupied by these, to the detriment of forests and 
grasslands (Fig. 1). Tropical forests are particularly threatened by agricultural expansion (Gibbs et al. 
2010). For example, palm oil production is held responsible for massive deforestation, especially in 
South East Asia, which strongly decreases species richness, especially in specialist species or in 
already endangered species (Fitzherbert et al. 2008). Increasing plantations not only destroy natural 
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landscapes for crops, but also lead to an extensive road network which gives access to previously 
 
Fig. 1: Worldwide extent of human land-use and land-cover change. These maps illustrate the geographic distribution of 
‘‘potential vegetation’’ (top), vegetation that would most likely exist in the absence of human land use, and the extent of 
agricultural land cover (including croplands and pastures) (middle and bottom) across the world during the 1990s. Figure 
from Foley et al. 2005. 
 
wild areas for other types of activities (Laurance 2007, Taylor and Goldingay 2010). Tropical forests 
are not the only biomes which have suffered from habitat destruction (see Fig. 1 for an extensive list 
of major biomes impacted by human activities). Temperate and Mediterranean forests, for example, 
have also been strongly reduced in Europe, with 60 to 70% of these forests being lost prior to 1950 
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(Laurance 2010, Fig. 2). Intensive agriculture also encouraged the use of fertilizers and pesticides 
which have been proven to have devastating effects on biodiversity. Pollinators are particularly at 
risk. For instance, in Britain, the use of a fertilizer since the second half of the 19th century led to a 
decrease of wild flowers to the benefit of grass. Wild flowers are fundamental for many pollinating 
species, including bees and wasp, which use them for food and shelter, and thus, the use of this 




Fig. 2: Estimated losses of major terrestrial biomes prior to 1950 and from 1950 to 1990, with projected losses up to 2050. 




Human population has grown extensively, especially in the last 200 years, and led to the need for 
more housing and infrastructures. The world’s urban population is now estimated to 4 billion 
individuals, against 3.4 billion in rural areas (Ritchie and Roser 2019). Urbanization is the process by 
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which both human density and the intensity of their use of the habitat increase (Marzluff 2001). It 
constitutes a major modification of habitats by humans, and in most cases, is accompanied by a 
decrease in species richness in the area (McKinney 2008). Major urbanization examples are shown by 
the biggest cities, for example New York which was founded in the years 1800 and now constitutes a 
highly anthropogenized area. In big cities, natural habitats have been replaced by human 
infrastructures which do not necessarily provide the shelters and resources required for native 
species. For example, in Rome (Italy), the disappearance of green areas coincided with observed peak 
extinctions in insects, in particular coprophagous species because of changes in scat types in Rome 
(Fattorini 2011). Moreover, urbanisation leads to a homogenization of wildlife and the physical 
environment constituting the city, because cities are meant to fit the requirements of humans, but 
not necessarily those of the other species (McKinney 2006). The environment is not necessarily 
destroyed but can be highly modified. For example, public lighting was shown to impact courtship 
and reproductive success in two firefly species, with potential impacts on population dynamics and 
persistence (Firebaugh and Haynes 2016). Because humans often settle near aquatic ecosystems, the 
latter are also impacted by urbanization (Brown et al. 2005). For example, water pumping for human 
needs may cause or exacerbate local droughts and lead to fewer resources for aquatic species. Cities 
also release chemicals and heavy metals into the waters, and thus pollute the ecosystems more 
compared to smaller towns (Shinya et al. 2000). These releases may be detrimental for species which 
cannot survive with heavy loads of chemicals, or may modify community structures in coastal areas, 
sometimes leading to total anoxia and thus, death of local populations (Alves et al. 2011).  
c. Mass energy production 
 
Concomitantly with intensive urbanization and agriculture, mass energy and goods production have 
become prevalent in our society. For example, in China, rubber production has led to a reduction of 
tropical forests by about 67 % in 27 years (Li et al. 2007). Oil and gas production exploded in the last 
150 years and are responsible for a massive degradation of the environment. Oil and gas 
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exploitations release particles which are toxic for organisms, can impact plant metabolism and may 
disrupt plant-water relationships (Ko and Day 2004). Because they remove habitat components on 
which species may depend, these exploitations are also considered responsible for the observed 
decline of species such as the woodland caribou (Rangifer tarandus tarandus) in Alberta. Indeed, 
these industries remove lichens and vegetation which are important for caribou habitat and create 
disturbances which caribou avoid (AWCRT 2005, Jones et al. 2015). Even if disturbed habitats may 
attract some individual species in some cases, for example wolverines, it can lead to subsequent 
mortality. For example, wolverines might incur more risks because they go near human activities to 
gain better foraging opportunities, and suffer from road-kills (Scrafford et al. 2017). Energy demand 
also impacts marine ecosystems, as they are used for energy as well, for example by the use of wind 
turbines which may cause a high mortality in seabirds. Moreover, sea is often used for goods 
transportation, and previous oil spills had major consequences on marine wildlife (Buskey et al. 
2016). 
d. Recreational activities 
 
Lastly, habitats may also be modified for human’s recreational activities in natural sites, which 
strongly increased recently, for example skiing, hiking, scuba-diving, or boating (Green and 
Higginbottom 2000, Balmford et al. 2009). Modifications of habitats to create the infrastructures 
necessary for these activities and accommodations (hotels, roads, transportations) can cause a lot of 
disturbance to species, including due to the presence of tourists themselves. For example, scuba-
diving may cause disturbance to the species by touching them or simply by human presence, and 
may be responsible for an increase in coral death (Tratalos and Austin 2001, Milazzo et al. 2002). 
These habitat modifications have been proven to impact individual behaviours with potential fitness 
consequences. For example, grizzly bears avoid trails used by humans, especially those used for 
motorised recreational activities (Kasworm and Manley 1990, Ladle et al 2018, Fig. 3). This reduces 
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the possible areas where grizzly bears can forage, and leads to potentially lowered fitness, especially 
considering the energy allocated to avoidance behaviours.  
 
Fig. 3: Posterior distributions for change in intensity of use by grizzly bears and black bears due to the presence of 
motorised (black) and nonmotorised (grey) recreation (on the logit scale). The central mark represents the median, and the 
tails represent the 95% confidence intervals. Results were treated as non-significant if confidence intervals overlapped zero 
(red line). Figure from Ladle et al. 2018. 
 
Yasué and Dearden (2006) directly showed a reduction in fitness in Malaysian plovers (Charadrius 
peronii), which suffered from a reduced reproductive success when tourism was high. In birds, an 
experiment showed that walking twice a day in the forest may have a negative impact on bird density 
and species richness (Bötsch et al. 2017). Lastly, species are part of a community, and thus, impacting 
one species may have cascading effects on other species. For example, wolf predation efficiency is 
increased when using anthropogenic linear features, which in turn is detrimental for caribou, which 
are already an endangered species (Dickie et al. 2017, Droghini and Boutin 2017). Lastly, disturbance 
may cause physiological alterations in several species. For example, drones flying over seabirds may 





2) Climate change 
 
a. What is climate change?  
 
Climate change is now uncontested by most scientists: our climate is changing and this change will 
have detrimental effects on biodiversity (Dawson et al. 2011, Bellard et al. 2012). Climate change is 
characterised by major modifications in all climatic components, such as temperature, wind regimes, 
or precipitation (IPCC 2014, Fig. 4). It is mostly caused by an increase of greenhouse gases in the 
atmosphere, which is itself increasing because of the intensification of human activities (IPCC 2014). 
Greenhouse gases (for example, carbon dioxide, methane, nitrous oxide, fluorinated gases, ozone, 
water vapour, etc.) can also be called “heat-trapping gases”, for they capture the radiation emitted 
by Earth, keep it as heat, and finally reflect it back towards the Earth surface (Karl et al. 2009). 
Because this phenomenon increased global temperature on Earth from ~ -18°C to the temperatures 
we currently register on Earth, it has allowed life to persist on Earth. However, the effects of human 
activities now unbalance the atmospheric composition in greenhouse effect gases, leading to a global 
warming of the Earth. Burning fossil fuels, deforestation, agriculture, livestock farming and 
transportation are all activities which lead to massive releases of greenhouse gases as well as aerosol 




Fig. 4: Observations and other indicators of a changing global climate system. Observations: (a) Annually and globally 
averaged combined land and ocean surface temperature anomalies relative to the average over the period 1986 to 2005. 
Colours indicate different data sets. (b) Annually and globally averaged sea level change relative to the average over the 
period 1986 to 2005 in the longest-running dataset. Colours indicate different data sets. All datasets are aligned to have the 
same value in 1993, the first year of satellite altimetry data (red). Where assessed, uncertainties are indicated by coloured 
shading. (c) Atmospheric concentrations of the greenhouse gases carbon dioxide (CO2, green), methane (CH4, orange) and 
nitrous oxide (N2O, red) determined from ice core data (dots) and from direct atmospheric measurements (lines). 
Indicators: (d) Global anthropogenic CO2 emissions from forestry and other land use as well as from burning of fossil fuel, 
cement production and flaring. Cumulative emissions of CO2 from these sources and their uncertainties are shown as bars 
and whiskers, respectively, on the right hand side. The global effects of the accumulation of CH4 and N2O emissions are 





b. Consequences of climate change 
 
Global warming has consequences on both terrestrial and marine ecosystems. On land, increasing 
temperatures can lead to local droughts and hotter environments, but also changes in atmospheric 
circulation patterns and humidity. This may in turn affect precipitation regimes: in consequence, 
drought episodes may be even more intense, or on the contrary, recurrent flooding may occur 
depending on the region on Earth (Milly et al. 2002, Karl et al. 2009, Allen et al. 2010, Dai 2013). 
Higher temperatures can lead to a decrease in reproduction, survival and dispersal, as well as 
changes in physiology. For example, in California, drought has led to a lowered primary production, 
leading to fewer insects, and thus, less nutritive resources for four passerines birds which have 
incurred lower reproduction success (Bolger et al. 2005). Increasing temperature is also suspected to 
increase mortality rates, for example in moose, because of increased spread of diseases and 
parasites when temperature regimes change and a global body deterioration in moose with heat 
stress (Murray et al. 2006, Lenarz et al. 2009). Occupancy and population range may also decrease 
because of higher frequencies of droughts, as has been the case for a population of koala in 
Queensland, Australia (Seabrook et al. 2011). Climate change may also lead to changes in phenology 
in many species, but some may not succeed in shifting their phenology simultaneously with climate 
change and also with the community they live with, and thus individuals may incur reduced fitness 
(Visser and Holleman 2001, Edwards and Richardson 2004, Visser and Both 2005, Berg et al. 2010). 
Warming also increases ice melting and leads to more ‘rain-on-snow’ events, during which snow is 
covered by ice, limiting access to nutritive resources for herbivores (Stroeve et al. 2014, Descamps et 
al. 2017). In oceans, climate change has a strong effect on sea level rise and ocean acidification 
(Doney et al 2012). Indeed, an increase in water temperature increases water density, which thus 
expands (Mitchum et al. 2017). Moreover, glacier ice on land is also melting and adds to the amount 
of water already present in oceans. As a consequence, the sea level has increased by 0.19 from 1900 
to the end of the 20th century, and might still be growing (Church et al. 2013, Rhein et al. 2013). Sea 
level rise may have detrimental effects on habitats such as coral reefs and decrease connectivity, for 
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example between islands (Karl et al. 2009). Rising temperatures in the ocean may also be responsible 
for stronger and more frequent hurricanes in some regions of the world, including the eastern Pacific 
and the Atlantic oceans (Karl et al. 2009). Atmospheric concentrations in CO2 also led to a reduced pH 
in waters, and estimates from the Intergovernmental Panel on Climate Change (IPCC) predict that 
ocean’s acidity may increase by about 150% by the end of the century relative to the beginning of the 
industrial era (Feely et al. 2009). This increased acidity is also characterised by a decrease in calcium 
carbonate, which will have detrimental effects on calcium-secreting organisms, such as echinoderms, 
bivalves, coral and crustacean species, including on fertilization, larval development, skeletal-growth 
rate, mortality rates and reproduction (Kurihara 2008). Warming waters are also having direct effects 
on organism physiology, for example increasing metabolic rates (Hoegh-Gulberg and Bruno 2010), 
and can modify species interactions, including predation (Hoegh-Gulberg et al. 2007, Harley 2011). 
These alterations may in turn have important consequences for community structure and ecosystem 
functioning (Walther 2010). Because of all the above-cited effects it may generate, climate change is 
predicted to lead to massive extinctions both in terrestrial and marine ecosystems (Thomas et al. 
2004a, Cheung et al. 2009, Bellard et al. 2012). Moreover, interactions between species within 
communities may trigger cascading extinctions (Koh et al. 2004). 
 
3) Overexploitation of species, pollution and species invasions 
 
Apart from habitat modifications and climate change, three other threats are implicated in species 
declines. Because these three components will not be studied in this PhD thesis, they will only be 
briefly presented here.  
a. Overexploitation 
 
Today, species are largely overexploited across the planet for food, fiber, medicine or because of 
conflicts with humans (Reynolds and Peres 2006). Overexploitation is defined as the intense use of an 
animal or plant species for humans’ needs which is not sustainable for species maintenance. Many 
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species have been threatened or are currently threatened by man because they constitute a food 
resource. For example, industrial fishing occurs in more than 55% of the oceans (Kroodsma et al. 
2018), and overexploitation of fish resources is a strong threat not only for targeted fish (for example 
tuna), but also non-target species, such as dolphins, sea turtles, seabirds and sharks (Rosenberg 
2003, Reynolds and Peres 2006, Gilman 2011). Other types of overexploitation include hunting. For 
example, in Ghana, 41 mammal species are threatened by bushmeat hunting (Brashares et al. 2004), 
especially when human’s primary protein source, fish, is poor. Moreover, wildlife also suffers from 
illegal killing, for traditional medicine or gourmet dishes (Challender 2011 for pangolins, Liu et al. 
2011 for Asiatic bears, Biggs et al. 2013 for rhinos, Kamp et al. 2015 for Yellow-breasted buntings). 
Terrestrial species are also impacted by by-catch mortality (i.e. non-intentional mortality on 
untargeted species while hunting or catching other targeted species) including elephants, lions and 
African wild dogs (Becker et al. 2013). Large-scale hunting of particular species has also participated 
to extinctions or massive declines, such as for Passenger pigeons, or predators whose biological 
requirements overlap with those of men, for example brown bears or wolves (Woodroffe 2000, Hung 
et al. 2014). 
b. Pollution 
 
Linked to increased urbanisation and intensification of agriculture and energy production, 
ecosystems have been increasingly polluted by anthropogenic activities in the last centuries. 
Pollution is defined as the introduction of materials or particles, directly or indirectly through human 
activity, and susceptible to alter ecosystem quality and the health of organisms living in these 
ecosystems (Newman 1979, Newman and Schreiber 1988). Many studies have now shown pollution 
and its impact on wildlife. On land, massive use of fertilizers, pesticides, and other chemical products 
to increase crop yield has highly polluted soils, streams and biodiversity (Foley et al. 2005). For 
example, the use of neonicotinoids, an insecticide widely used in crop fields, has been accelerating 
bird decline, presumably because of its negative impact on insect populations (including non-target 
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species) and modifications of soil and water properties (Goulson 2014). Light pollution coming from 
cities, roads, and other human infrastructures can also have drastic impacts on species accustomed 
to navigate in a dark environment (for example, bats or sea turtles), which may not be able to attain 
the habitat or resources they need (Longcore and Rich 2004). Light pollution at night was also found 
to impact both reproductive success and survival in Drosophila melanogaster (experimental study, 
McLay et al. 2017), and the selectiveness of female frogs for a male partner (Rand et al. 1997), 
reducing fitness in both cases. At sea, plastic pollution is devastating marine wildlife, with individuals 
entangled in nets, suffering from corrosion by plastic elements, eating pieces of plastic taking them 
for food, and accumulating plastic particles which will impact their health over time. Over 170 marine 
species may be ingesting plastic bits, with serious consequences such as digestive track perforation 
or starvation (Vegter et al. 2014, Wilcox et al. 2015). Moreover, additional water pollution comes 
from particles and waste rejected by urban areas into streams. Even if this type of pollution has been 
reduced out of concern for human health, it is still particularly threatening for aquatic wildlife (Wang 
and Peng 2001, Cadenasso et al. 2008, Paetzold et al. 2011).   
c. Invasive species 
 
Lastly, invasive species are causing major declines all across the globe (Bellard et al. 2016). Because 
of large-scale human movements across the planet, many species have been transferred deliberately 
or inadvertently from their original habitat to a new location (Mooney and Hobbs 2000, Simberloff 
2010). Some of them have become invasive, as they adapted to their new range and exploited its 
resources to the detriment of local species. Island species are of particular concern because they 
have evolved independently from continental environments, and thus, may not be able to adapt to 
habitat modifications. For example, the introduction of feral cats (Felis catus) on islands has 
contributed to at least 14% of bird, mammal and reptile extinctions (Medina et al. 2011). Some 
ground-nesting species are especially vulnerable to cat predation because their nests are accessible 
to any terrestrial predator. In Europe, the introduction of American grey squirrels (Sciurus 
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carolinensis) is threatening the native red squirrel (Sciurus vulgaris) because it is more competitive 
and forages for nuts more efficiently (Bertolino and Genovesi 2003, Gurnell et al. 2014), although 
grey squirrel may be currently decreasing in some parts of their European range (Flaherty and 
Lawton 2019). As for the previous threats cited above, invasive species (especially plant species) can 
also alter ecosystem processes (Vitousek et al. 2017). 
 
II- How species may cope with global changes 
 
1) Species adapt… 
 
In the context of current global change and its many threats, species need to adjust to their 
environment to persist or move away from it (Berg et al. 2010). Their adjustment can either come 
from phenotypic plasticity or genetic adaptation, also called microevolution (Pulido and Berthold 
2004). Phenotypic plasticity consists in the ability to express different individual phenotypes 
(behaviour, morphology or physiology) in response to alternative environmental conditions. These 
modifications thus result from the direct influence of the environment, may be reversible or not, and 
allow an organism to adapt to a set of environmental conditions for which the different phenotypic 
responses may be adaptive (Pulido and Berthold 2004). However, with the ever changing 
environment, phenotypic modifications an individual may adopt might become insufficient or 
maladaptive because plasticity is restricted to a delimited range of variation, and the expected fitness 
for that individual may decrease (Coppack and Pulido 2004, Chevin et al. 2010). Moreover, 
phenotypic plasticity also incurs some costs and limits, which may prevent organisms to respond to 
environmental changes (DeWitt et al. 1998, Murren et al 2015). On the other side, genetic 
adaptation may allow species to adapt to all sorts of environmental modifications, but it is a slow 
process and it needs additive genetic variance for the trait under selection to produce phenotypes 
adapted to the environment. Thus, genetic adaptation may only have a role in species response to 
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environmental change if the pressure incurred in the presence of global changes is sufficiently low to 
allow for populations to persist in the meantime. In both cases, adaptation relies on the available 
traits acquired through evolutionary history (Sih et al. 2011). Because our planet is changing at an 
unprecedented rate, which is too fast for genetic adaptation to occur in numerous cases, it seems 
that phenotypic plasticity prevails over microevolution, even if both are not mutually exclusive and 
few studies actually studied genetic adaptation using genetic data (Gienapp et al. 2007, Hendry et al. 
2008, Berg et al. 2010, Charmantier and Gienapp 2013). Indeed, both types of adaptation are 
contributing to observed changes in animal phenotype and may be hard to disentangle (Bradshaw 
and Holzapfel 2006; Parmesan 2006, Gienapp et al. 2007). 
a. Phenotypic plasticity 
 
Individuals may modify their phenotype by acting on three main components: behaviour, phenology 
and physiology, depending on the expression of global change they are incurring. As previously 
explained, habitat modifications and destruction may cause species disturbance, to which the latter 
may respond by modifying their habitat use. In a wide range of habitats modified by man, such as 
cities, road networks, hunted or recreational habitats, diurnal species may become nocturnal as a 
way to avoid human disturbance (Gaynor et al. 2018, Fig. 5). Human development may also lead to 
changes in species interactions. For example, female pumas (Puma concolor) increased their 
predation rate by 36% in high housing development areas in California as a way to compensate for 
the decreased time they spent eating on their prey and decreased kill site fidelity (Smith et al. 2015). 
Species from various taxa have also responded to climate change by modifying their phenology, i.e. 
the timing of their biological activities or life-cycle events, for example advancing their reproduction 
because of earlier springs (for examples, see Réale et al. 2003 for North American red squirrels, Both 
et al. 2004 for laying dates in flycatchers, Gaston et al. 2005 for laying dates in Brunnich’s guillemots, 
Bartomeus et al. 2011 and Leong et al. 2015 for bees, Klaus and Lougheed 2013 for anuran species). 
Lastly, modifying their physiology may allow species to adapt to changing environments (Wingfield 
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2008, Wingfield 2015). For example, ectotherms such as the eastern fence lizard (Sceloporus 
undulatus) modulate their thermoregulation in order to avoid heat stress (Buckley et al. 2015). 
Individuals may also modulate their stress response in order to better cope with global changes 
(Atwell et al. 2012). For example, dark-eyed juncos (Junco hyemalis) living in urban environments 
have reduced their cortisol excretion and flight initiation distance response when handled by 
humans, indicating this species might be adapting to its new urban environment without incurring 
too much damage from an excessive excretion of stress-hormone levels (Martínez-Mota et al. 2007, 
Angelier and Wingfield 2013). Two specific cases of phenotypic plasticity consist in learning from past 
experiences and maternal effects (Visser 2008). Maternal effects are the modifications of offspring 
phenotype due to the maternal phenotype or genotype, and their associated environment and their 
effects might also mitigate the effects of climate change (Mousseau and Fox 1998, Wolf and Wade 
2009). Examples include a copepod species in which maternal effects help to mitigate the effects of a 
decreased water pH on egg hatching rate (Vehmaa et al. 2012), or the winter moth (Operophtera 
brumata) in which maternal effects may allow to track changes in bud opening timing with climate 




Fig. 5: Paired measures of nocturnality (percentage of activity that occurs in the night) in areas of high human disturbance 
(Xh) and how human disturbance (Xl), displayed for each species in each study (n = 141 effect sizes, ordered from high to 
low Xl).The relative change in nocturnality in response to human disturbance was used to calculate the effect size (RR) for 
the meta-analysis, where RR = ln(Xh/Xl). Figure from Gaynor et al. 2018. 
 
b. Genetic adaptation 
 
Populations may adapt genetically to environmental change through the process of selection of 
genotypes that maximise fitness, providing that they have enough variability in individual traits 
(Pulido and Berthold 2004). Indeed, we may expect that natural selection should promote alleles that 
maximise individual  fitness under specific environmental conditions. In a context of global changes, 
this process could therefore allow populations to adapt and persist by being more adjusted to 
environmental modifications (Berg et al. 2010). Several examples of this type of adaptation 
illustrated in scientific research include species reproductive phenology. Studies have for example 
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suggested that birds have been genetically adapting their reproduction to earlier springs, for example 
by advancing egg-laying date (Nussey et al. 2005, Visser et al. 2012), although most studies do not 
have yet fully demonstrated that this change of phenology is due to genetic adaptation (Gienapp et 
al. 2007, Charmantier and Gienapp 2013). Indeed, egg-laying date has a genetic component, and the 
variation in that trait may allow individuals to evolve towards earlier egg-laying dates, with a positive 
impact on lifetime reproductive success. Timing of reproduction has also been advanced in several 
mammal species, including the red squirrel and the red deer, for which genetic changes have been 
demonstrated and measured. In red squirrel, earlier parturition date occurred because of increased 
spring temperatures and food supply and was due to variations in the breeding traits through 
generations (Réale et al. 2003), while in red deer, authors calculated that evolution was responsible 
for an advance of ~ 2.1 (95% CI−4.5 to 0.7) days in parturition date in the last four decades (Bonnet et 
al. 2019). Another example is provided by fruit flies in several continents (Europe, North America and 
Australia), whose allelic frequencies of physiological genes from northern populations have been 
shifting towards frequencies found in more southern populations, revealing an adaptation to longer 
growing seasons (Bradshaw and Holzapfel 2006). Lastly, tropical lizards (Anolis cristatellus) have 
evolved a morphology and behaviour which allow them to better adapt to their new urban range 
(Winchell et al. 2016).   
 
As previously mentioned, genetic and phenotypic changes are linked and both can contribute to the 
observed phenotypic changes observed in a species. In the North American red squirrel 
(Tamiasciurus hudsonicus), both genetic and phenotypic changes have been shown to drive species 
adaptation (Réale et al. 2003). In this species, females have advanced their lifetime parturition date 
by two weeks in ten years in response to rising spring temperatures and food abundance. The 
authors have calculated the relative contribution to this modification by both phenotypic plasticity 
and genetic adaptation and have shown that, although phenotypic plasticity explained most of the 
observed change in parturition date, microevolution changes also contributed.  
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2) Dispersal, another way to cope 
 
If individuals cannot adapt to their changing environment, to avoid the associated fitness costs, the 
only remaining choice is to move away from their current habitat (Berg et al. 2010, Travis and 
Dytham 2012). A large amount of literature has evidenced distributional shifts in response to climate 
change, all across the globe, usually poleward or towards elevated regions (Parmesan 2006, Lenoir et 
al. 2008, Chen et al. 2011, Sunday et al. 2012). Although habitat modifications tend, as a whole, to 
limit movements such as dispersal (Tucker et al. 2018), similar range shifts have been evidenced in 
response to habitat modifications, including in the case of human disturbance (ex. Sterck 1998).  
a. What is dispersal? 
 
Several movement types may allow individuals to change environments, including migration or 
nomadism, but the most permanent is dispersal (Singh et al. 2012). Indeed, although previous work 
used migration and dispersal terms interchangeably in population genetics, migration includes 
regular (for example, seasonal or diurnal) movements of individuals between different locations, 
whereas dispersal constitutes a permanent shift away from the natal location (Matthysen 2012). 
Dispersal is usually defined as the movements of an organism which potentially allow for gene flow 
(Ronce 2007). It includes natal dispersal, i.e. the movements between the natal place and the site of 
first reproduction, and breeding dispersal, i.e. the movements between successive reproduction sites 
(Clobert 2001). While natal dispersal can occur only once in the life of an individual, breeding 
dispersal may occur several times. This net displacement away from the natal range thus allows 
individuals to completely change habitats, modifying both their abiotic and biotic environment, 
which, in the context of environmental changes, may allow them to escape from poor local 
conditions. Dispersal can be decomposed into three phases: emigration, transfer and settlement 
(Matthysen 2012). Emigration consists in the departure phase of the individual, which may also 
contain the exploration or prospecting movements prior to dispersal (Bowler and Benton 2005). The 
transfer phase is the entire period during which the dispersing individual effectively moves across the 
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landscape. Settlement occurs when the individuals enter and establish in a new range. Dispersal can 
either be passive (the dispersing individual is vectored by an abiotic element, such as water or air, by 
gravity or by an animal) or active (the dispersing individual is mobile and moves by itself). 
b. What are the consequences of dispersal? 
 
 At the population level 
Dispersal has major consequences on population dynamics and structure (Ronce 2007). At the 
genetic level, it allows for gene flow between populations, thus limiting inbreeding depression and 
vehiculing new alleles to potentially isolated populations, which might promote their persistence 
(Roze & Rousset 2003, 2005). Dispersal also decreases potential genetic drift in the population or 
mutation load, and for all the aforementioned reasons, dispersal plays an important role in reducing 
extinction risk in populations. For example, dispersal is considered to play a role in limiting 
inbreeding depression and genetic drift in the marbled salamanders (Ambystoma opacum) (Gamble 
et al. 2007). However, dispersal may also limit local adaptation: because individuals disperse, they 
are less likely to bring alleles that are adapted to their settlement range compared to the resident 
individuals (Lenormand 2002).  In terms of population dynamics, dispersal also has a strong effect on 
the delimitation of species ranges, since it allows individuals to explore and colonise new areas. 
Moreover, dispersing individuals may also save a population at risk of extinction because of 
stochastic events, by adding more individuals into that population (“rescue effect”, Amarasekare 
2004). It also impacts population densities depending on the direction of dispersal flows (Bowler and 
Benton 2005). Finally, through its important role on species abundance and interactions, dispersal 
has important implications at the community level (Leibold et al. 2004).  
 Benefits at the individual level 
At the individual level, dispersal provides the opportunity for individuals to reach novel habitats, 
potentially of higher quality compared to the area where they were born (Ronce 2007). Novel 
habitats could benefit individuals at four different levels: the latter may find more resources or 
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resources of higher quality, more mates or individuals of higher quality, and they may suffer from 
less disturbance and less risk. Dispersal may also help to alleviate competition between conspecifics 
by distributing individuals into different habitats (Ronce 2007). In particular, it can provide dispersers 
with fewer competitors and thus more resources, especially if the density in settlement ranges is 
lower compared to density in the natal range or if kin competition is pronounced in the natal range 
(Gyllenberg et al. 2008, Taylor and Buckling 2010). Lastly, changing ranges may also help individuals 
gain social rank, with better prospects in terms of survival or reproduction (Altwegg et al. 2000).  
c. The genetic bases of dispersal 
 
Dispersal has a genetic basis, although the environment contributes to most of the dispersal 
phenotypes (Saastamoinen et al. 2018). Heritability and experimental evolution analyses both 
demonstrated the genetic basis of dispersal in a wide range of species, and especially in insects and 
birds (see Saastamoinen et al. 2018 for a review). Dispersal genetics are highly complex. Indeed, the 
dispersal process probably involves multiple genes and dispersal may be associated with other traits 
to form a dispersal syndrome, i.e. a suite of correlated morphological, behavioural and/or life history 
traits linked with dispersal (Ronce and Clobert 2012, Zera and Brisson 2012, Saastamoinen et al. 
2018). Dispersal syndromes may be beneficial for individual fitness, as several traits are expected to 
covary to increase dispersal success. For example, dispersal is associated with temporal 
aggressiveness during dispersal in western bluebirds, which increases their colonization success 
(Duckworth and Badyaev 2007). This genetic basis of dispersal, associated with demonstrated 
phenotypic variation in dispersal among populations, allows for dispersal evolution, which is 
particularly interesting in the current context of global changes (IPCC 2014, Ripple et al. 2019). 
Indeed, it may allow individuals to adopt alternative dispersal tactics, some of which may be selected 
in a given environmental context, and hence, populations should evolve towards a specific dispersal 




d. Dispersal, a highly heterogeneous process 
 
Dispersal is a highly heterogeneous process, both in its causes and expressions (Fronhofer et al. 
2018). Indeed, dispersal is both condition and context-dependent (Bowler and Benton 2005). Firstly 
proposed for movement ecology, the framework developed by Nathan et al. (2008) also applies to 
the particular case of dispersal. Within this framework, we usually consider that movements may 
vary upon four main factors: the state of the individual, which might relate to the motivation to 
move and fulfil some goals – for example, gaining energy (it is related to organism physiology and if 
applied, psychology), its motion capacity, which is the ability to move in the landscape, either by 
itself for a mobile species (for example, flying in a dispersing bird), or through the use of other abiotic 
or biotic components in passive dispersal (for example, being carried by water flow for 
microorganisms), its navigation capacity, which is the ability to orientate a dispersal movement in a 
particular direction depending on the environmental factors perceived by the individual (for 
example, finding a new pack in social carnivores) and lastly, the environmental conditions (biotic and 
abiotic) incurred by the individual (Nathan et al. 2008). Consistent with this framework, each of these 
components will act on the three phases of dispersal. Indeed, individuals may adjust their dispersal 
behaviour plastically in response to environmental cues they perceive and depending on their 
condition (Matthysen 2012, Fig. 6).  
 Emigration 
Emigration signifies leaving its natal range, and thus, familiarity with the environment, the latter 
being highly beneficial for individuals (e.g. Yoder et al. 2004, Brown et al. 2008). Thus, individuals 
may base their dispersal decisions on environmental and phenotypic cues which may allow them to 
decide whether they may benefit more from leaving or staying in their natal range (see Fig. 6). 
 Exogenous factors 
Natal habitat quality may have two opposite effects on dispersal. For example, in the African buffalo 
(Syncerus caffer), it might promote dispersal when habitat quality is low, to escape bad 
environmental conditions, but also in the case of good overall environmental conditions because in 
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the latter case, individuals are in good body condition, and thus able to offset dispersal costs. 
Moreover, habitat of high quality may also be of high density (Pettorelli et al. 2001, Spaan et al. 
2019), and thus, individuals may disperse to avoid strong intraspecific competition in their native 
range. Thus, dispersal propensity may vary depending on the species, populations, or even herds (ex. 
Spaan et al. 2019). Dispersal propensity may also vary with landscape structure, and for instance, 
decrease with higher levels of habitat fragmentation because chances to reach a settlement habitat 
become too low (Bonte et al. 2003). Lastly, the biotic environment impacts dispersal propensity, 
which may for example decrease (Mathieu et al. 2010) or increase (Mayer et al. 2017) with increasing 
density. Agonistic interactions between residents and juveniles may also increase chances to 
emigrate (Cant et al. 2001, Aguillon and Duckworth 2015), while other individuals might on the 
contrary prefer philopatry against dispersal to benefit from their parent (Ronce et al. 1998, Eikenaar 
et al. 2007). Lastly, individuals may use some cues from immigrant conspecifics which influence their 
decisions to disperse or not (i.e. informed dispersal, Clobert et al. 2009). These cues may also be used 
jointly with other factors such as intraspecific or kin competition (Cote and Clobert 2010).  
 Endogenous factors 
Heterogeneity in dispersal propensity may also come from individual characteristics. First, all sexes 
and age classes do not disperse in all species. For example in roe deer, only juveniles disperse and in 
great sharks, only males disperse (Pardini et al. 2001, Debeffe et al. 2012). These differences 
between phenotypes may be linked to the different selection pressures operating on them 
(Greenwood 1980, Lawson Handley and Perrin 2007, Martin et al. 2016). Emigration date may also 
depend on the social rank of an individual, as in Siberian jays (Perisoreus infaustus), in which 
dominant offspring delay dispersal, while sub-dominant offspring disperse as soon as they have 
reached independence (Gienapp and Merilä 2011). Dispersal also depends on the current capacities 
an individual has to disperse. Indeed, dispersal is an energy-demanding process (see section III on 
dispersal costs), and several studies have shown that individuals in good body condition should be 
better able to perform during and after dispersal than light individuals (Barbraud et al. 2003, Debeffe 
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et al. 2012, Torrents-Ticó et al. 2018, Searcy et al. 2018). As a consequence, body condition could 
also be a factor influencing dispersal rates within a population, which has been shown in several 
species including roe deer (Debeffe et al. 2012, Nunes and Holekamp 1996).  
Lastly, environmental cues and phenotype may also interact to influence dispersal propensity: for 
example, Cote and Clobert (2007) have shown that social personalities may impact the way density 
influences dispersal in the common lizard (Lacerta vivipara). As a consequence, all individuals do not 
disperse in a population, and dispersal rates are species dependent and both linked to environmental 
and phenotypic characteristics. 
 
Fig. 6: A conceptual framework to investigate individual variation in dispersal. Relationships between the three dispersal 
stages (departure, transience and settlement), phenotype-dependent dispersal (i.e.  dependence on internal state) and 
condition-dependent dispersal (i.e. dependence on external factors) are illustrated. We discuss here three main processes 
shaping individual variation in dispersal: first, phenotypic differences between residents and dispersers should depend on 
external factors that cause dispersal (1); second, individuals may vary in their sensitivity to conditions encountered during 
transience and at settlement, given their phenotype and dispersal motivation (2); and third, a transfer of information 
through individual movements across the landscape might cause unexpected feedbacks between dispersal stages (3, dotted 
arrows). Figure from Clobert et al. 2009. 
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 Transfer  
During transience, individuals should express behaviours that maximise their fitness, and as a 
consequence, they modify their movement characteristics based on the environment they are 
experiencing and on their phenotype, including their movement capacities. All characteristics of 
movement trajectories can be submitted to heterogeneity, including distance, directionality, speed, 
or frequency of stopovers.  
 Exogenous factors 
First, the transfer phase may be facilitated or impeded by various landscape barriers or corridors, 
with incidences on dispersal behaviour. For example, landscape structure and composition may 
restrict the displacements to some areas, for instance if highways or dams prevent individuals to go 
from one area to another, and thus, influence the potential routes individuals can take during 
dispersal (Sawyer et al. 2019). Additionally, landscapes may be a source of costs that individuals may 
try to avoid (see Section III on dispersal costs), such as high mortality risks due to predation or 
collisions, hunting, etc. (Johnson et al. 2009, Jiguet et al. 2019).Several studies showed that increased 
fragmentation, which may lead to high mortality risk for dispersing individuals, may lead to straighter 
dispersal paths (Schtichzelle et al. 2006, Martin and Fahrig 2015). In terms of structure, elements 
such as forest cover may for example limit dispersal distances in white-tailed deer, probably because 
forest cover provides the necessary habitat for individuals and they do not have to go further to find 
a suitable settlement range (Odocoileus virginianus) (Long et al. 2005).  
 
Lastly, environments may trigger alternative dispersal tactics, for example in dwarf spiders Erigone 
atra, which can use ballooning or rappelling to disperse, depending on the ambient temperature 
during ontogeny (Bonte et al. 2008a).  
 Endogenous factors 
Like emigration, heterogeneity in trajectories may also come from individual characteristics. For 
example, dispersal distance travelled by individuals can also be very variable, within and between 
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species. Dispersal distance usually increases with the size of species, because large body size is 
usually associated with enhanced locomotor efficiency, although this might not hold for the largest 
species, due to locomotory limitations (Stevens et al. 2014). At the species level, both short and long-
distance dispersal have been evidenced in the wild (McLellan and Hovey 2001, Linnell et al. 2005, 
Bonte et al. 2009). Indeed, dispersal distances usually follow a leptokurtic distribution, i.e. the 
majority of individuals disperse rather short distances, but a few of them disperse long distances, 
resulting in fat-tailed dispersal kernels (Nathan et al. 2012). Distance may increase for heavier 
individuals, usually because they have higher dispersal capacities (Debeffe et al. 2012, Wotton and 
Kelly 2012). Movement patterns may also be influenced by other intrinsic factors, such as 
behavioural traits or sex (Truvé and Lemel 2003, Valeix et al. 2010, Fig. 6).  
 Settlement 
 Exogenous factors 
Lastly, settlement might also depend on landscape characteristics, for example habitat quality, and 
social interactions with congeners (Stamps 2006, Rémy et al. 2013, Rehage et al. 2016). Settlement 
timing may be accelerated when the habitat experienced during transfer is not favourable, or if 
individuals find a novel habitat containing high-quality resources or mates (Haughland and Larsen 
2004). On the contrary, settlement may be delayed or orientated towards unoccupied sites, usually 
of poorer quality, if dispersers encounter aggressive resident individuals where they intend to settle 
(Smith 1987). Timing may also vary with the actual movement trajectories an individual is 
demonstrating. For example, in barn owl, individuals exhibiting more tortuous trajectories usually 
found their settlement area sooner than those using more straight trajectories (Delgado et al. 2010). 
Natal habitat also influences the type of settlement habitat dispersers settle in (Davis and Stamps 
2004, Benard and McCauley 2008, Stamps 2006). Moreover, it is frequent that individuals settle 
where they previously explored prior to dispersal (Haughland and Larsen 2004, Selonen and Hanski 




 Endogenous factors 
Settlement may also vary with individual factors, including body condition, sex, personality or 
environmental cues coming from conspecifics. Body condition may also affect the area where 
individuals settle, with higher body condition individuals settling in richer habitats (i.e. the silver-
spoon effect, Stamps 2006, e.g. van Oort and Otter 2005, in black-capped chickadees (Poecile 
atricapillus)). On the contrary, weak individuals may be forced to settle in poor habitats (e.g. in great 
tits, Parus major, Garant et al. 2005). Like emigration, settlement may vary with sex, for example in 
eagle owls (Bubo bubo), where females disperse at longer distances (Delgado et al. 2010). Personality 
may also affect dispersal. For example, Cote and Clobert (2007) have shown that social personalities 
may impact the way density influences dispersal in the common lizard (Lacerta vivipara). Individuals 
may also take into account various phenotypic and environmental cues which may influence their 
dispersal (‘informed dispersal’, Clobert et al. 2009).  For example, in the black-legged kittiwake (Rissa 
tridactyla), individuals use the reproductive success of conspecifics as a cue to decide whether or not 
to settle in a breeding ground (Boulinier et al. 2008). 
 
As a consequence, dispersal realisation and outcome will depend upon many biological, individual, 
and environmental factors, leading to variations in terms of propensity to emigrate, timing of 
emigration, distance travelled, straighter or avoidance of particular areas, settlement success etc. 
This heterogeneity between individuals may be useful to populations in order to adapt to 
environmental conditions in the context of global changes.  
e. Benefits of dispersal in the context of global changes 
 
There are three main benefits dispersers may obtain by dispersing in the context of global change.  
 Escaping deteriorated environmental conditions 
Nowadays, many individuals disperse as a way to escape from degraded environmental conditions 
and reach new habitat patches, and thus dispersal acts as a way to change ranges (Parmesan et al. 
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1999, Parmesan 2006, Le Galliard et al. 2012). Indeed, publications evidencing species tracking 
climate change have become common, for example in butterflies, birds and mammals (Warren et al. 
2001, Devictor et al. 2008, Schloss et al. 2012). In the context of climate change, some habitats may 
become inhospitable, while others may be created outside the current range of the species. Dispersal 
should allow for range shifting and tracking climate change, usually polewards or towards more 
elevated regions. In the context of habitat fragmentation and degradation by human activities, 
dispersal also helps colonizing more suitable areas, which should impact the dynamics of the 
populations (Ronce 2007).  
 Rescuing populations from extinction 
Global changes currently fragilise populations and potentially lead to increased mortality (Pimm and 
Raven 2000), which, as a consequence, decreases population sizes. Dramatic losses of individuals 
have already been demonstrated in a wide range of taxa across the world (Stuart et al. 2004, Thomas 
et al. 2004, Polidoro et al. 2009). Because dispersal allows new individuals to enter populations, 
including adding new reproductive mates or helpers in a social species, these could reinforce the 
endangered populations and help them recover (i.e. rescue effect, Brown and Kodric-Brown 1977). 
However, this role of dispersal may especially work if efforts are made to decrease the threats 
responsible for the populations decline, otherwise, the system may work as a source-sink dynamic, 
whereby dispersing individuals may die in their settlement range, and not allow the population they 
settled in to recover (Gundersen et al. 2001, Kawecki 2004).   
 Maintaining gene flow and connectivity 
Whether habitats are lost through human activities or because of climate change, populations could 
become more and more isolated in the context of global changes, which may increase their risk of 
extinction, notably because genotypic variation gets reduced (Rieman et al. 1993, Saccheri et al. 
1998). In this situation, dispersal also helps maintaining connectivity between remaining patches of 
habitat, which will impact the genetic structure of the populations. Indeed, several cases of 
fragmentation showed that genetic diversity was or could be reduced, and that dispersal had a 
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positive effect on maintaining a sufficient gene flow between populations (Bacles et al. 2006, Dixon 
et al. 2006, O’Connell et al. 2007). For example, high connectivity was evidenced in a water vole 
population in Scotland, despite a high level of habitat fragmentation (Lambin et al. 2012). This 
connected network was constructed through efficient stepping-stone dispersal, allowing dispersers 
to repeat dispersal movements until they find a suitable area where they can settle, while finding 
shelter and food between successive movements. The case of stepping stone dispersal thus appears 
to facilitate individual displacement through a fragmented landscape, as individuals can move long-
distances in total, but break them into smaller fractions separated by resting phases (Simberloff et al. 
1992, Yang et al. 2016). Lastly, as previously mentioned dispersal has an important role in genetic 
flow and may increase adaptive potential of populations (Ronce 2007, Garant et al. 2007). Thus, 
populations may be able to evolve new phenotypes thanks to dispersal which would potentially allow 
them to cope with global changes, although this effect will depend on the environmental context and 
evolutionary history (Richardson et al. 2016).   
 Variations in dispersal effects 
The degree to which dispersal may be useful in the context of global changes will vary both with the 
type of environmental change that is occurring, its geographical location and dispersal 
characteristics. In the case of climate change, the effects dispersal may be more pronounced at the 
edge margins of the species range, since conditions at these margins might be the first to be 
impacted by environmental changes (Robinson et al. 2015). Dispersal is also expected to be highly 
important in trailing ranges, i.e. the contracting range of a population from newly unsuitable habitats 
(Sheth and Angert 2018), because climate change will make more and more habitats inhospitable in 
these ranges, which will result in fragmented patches of suitable habitats. In these circumstances, 
connexions between these habitats, and hence, population persistence, will depend on dispersal. 
Dispersal heterogeneity may also have important implications in the context of global changes. All 
species may not have the same capacities, and thus be able to respond optimally to global change. 
For instance, the aforementioned example of stepping-stone dispersal might be possible only for 
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species with a long dispersal lifespan, which is the duration an individual may invest in dispersal 
compared to other activities. This high dispersal lifespan allows the individual to fragment its 
dispersal event in several parts and increase the total duration of dispersal, which may not be 
possible in a species with a dispersal lifespan which cannot be protracted (Lambin et al. 2012). 
Moreover, because climate is changing at an unprecedented rate, individuals with higher 
propensities to disperse and longer travelled distances, and thus moving fast through the landscapes, 
are expected to better track climate change at the expanding front of the species range (Travis 2003, 
Trakhtenbrot et al. 2005, Travis and Dytham 2012). Long-distance dispersal may also play an 
important role for future individual fitness in the context of habitat alterations by man. For example, 
in a population of orange clownfish (Amphiprion percula) studied in a network of marine protected 
areas (MPA) in Papua New Guinea, long-distance dispersers were responsible for up to 10% of the 
recruitment in adjacent MPAs and thus allowed for populations to remain connected which is 
fundamental for species conservation (Planes et al. 2009). Long-distance dispersal is also a 
fundamental component in recovery programs, because species need to rebuild their past range fast 
in order for the species to persist, and this form of dispersal allows for rapidly expanding a species 
range while allowing the species to recover a high level of genetic variation (Forbes and Boyd 1997). 
Moreover, dispersal heterogeneity in terms of strategies involved may also be beneficial for species. 
For example, the spider Erigone atra exhibits two different dispersal strategies depending on the 
temperature, which allows for the maintenance of the dispersal process even when environmental 
conditions are modified (Bonte et al. 2008a). However, both strategies do not have the same 
population consequences, as we will discuss in the third section of this introduction. More generally, 
better dispersal capacities will also affect gene flow and allele diversity within colonising populations, 






III- Costs of dispersal 
 
Although dispersal can have many benefits for dispersing individuals, it also incurs costs during each 
of the three phases of dispersal, as well as in the pre-emigration and post-immigration periods 
(Bonte et al. 2012).  
1) Four types of dispersal costs 
 
There are four types of costs: risk, time, energy and opportunity costs (Bonte et al. 2012). Most costs 
may occur at the three phases of dispersal, except for the opportunity costs which occur at the 
settlement and post-settlement phases (see Fig. 7).  
 




a. Risk costs 
 
Risk costs are translated by either direct mortality during dispersal or indirect mortality or attrition, 
during or outside of the dispersal period. During dispersal, individuals might incur higher predation 
risks, die from road kills and mortality may occur because of the use of a non-optimal habitat during 
transience (Alberts and Altmann 1995, Massemin et al. 1998, Ims & Andreassen 2000, Yoder et al. 
2004). These mortality risks are thus dependent on the type of environment individuals are 
experiencing, which may impose various threats, and usually increase when the time spent in this 
environment increases. For example, American martens (Martes Americana) suffer high mortality 
risks when they disperse for a long distance and if they were born and dispersed within a 
regenerating landscape, which is of poor quality compared to an uncut landscape, in which survival 
during dispersal was higher (Johnson et al. 2009). Individuals may also suffer from agonistic 
interactions with conspecifics, in particular when they try to settle in a new habitat (Griesser et al. 
2008, Kahlenberg et al. 2008, Soulsbury et al. 2008). For example, dispersing red foxes (Vulpes 
vulpes) have more wounds compared to their philopatric counterparts, because of the aggressive 
behaviour of the latter when they try to settle (Soulsbury et al. 2008). Similar behaviours are found in 
other species, for example rodents (Solomon 2003). Species which passively disperse may be 
particularly subjected to settlement or post-settlement mortality (Bonte et al. 2012). Indeed, 
because those species depend on vectors for their dispersal, such as wind, currents, or other species, 
they are entirely dependent on where these vectors will move them and if the habitat they are 
carried to is not suitable for their survival, they die (Bonte et al. 2003). 
b. Energy costs 
 
Dispersal also implies energy costs, which can be spent either to prepare the organism for dispersal, 
i.e. developing species specific machinery for dispersal, or as metabolism expenditure during the 
transfer phase (Bonte et al. 2012). First, individuals might spend energy in order to prepare for 
dispersal, for example growing wings in order to fly away in the case of aphids, or a shell allowing for 
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better drifting in a snail (Braendle et al. 2006, Cañete et al. 2007). It is interesting to note that these 
costs may be paid even by the non-dispersing part of the population, if individuals prepared for 
dispersal but eventually did not leave their natal range (Bonte et al. 2012). Moving through an 
unknown landscape requires some energy, which is not going to be allocated to other processes, 
which might affect body condition. For example, female meerkats that successfully dispersed lost 
body mass compared to philopatric females (Maag et al. 2019). To counteract this cost, selection has 
favoured dispersal in individuals which have a good body condition (Barbraud et al. 2003, Debeffe et 
al. 2012, Searcy et al. 2018, Torrents-Ticó et al. 2018). Other energy costs may include reproductive 
costs, as dispersers may not be able to reproduce right after dispersal or incur a lower lifetime 
reproductive success (Braendle et al. 2006, Guerra 2011, Debeffe et al. 2015). Indeed, a trade-off 
between dispersal and reproduction leads to a negative feedback of dispersal on subsequent 
reproduction when energy is spent dispersing (Bonte et al. 2012). 
c. Time costs 
 
Thirdly, individuals may incur time costs (Bonte et al. 2012). These costs represent a loss of time that 
individuals may have attributed to other activities such as foraging or resting if they had not 
dispersed. There are two main consequences of these costs. First, because individuals do not allocate 
their time to foraging, reproducing or resting when they develop in preparation for dispersal, 
whether or not they subsequently disperse afterwards or not, their fitness might be reduced (ex: 
Goodwyn and Fujisaki 2007, Kingma et al. 2016). Secondly, the time spent dispersing may lead to 
other consecutive costs, such as search costs when trying to settle, which can include direct mortality 
risks or energy expenditure, or deferred costs, after settlement, which will also affect fitness (Stamps 





d. Opportunity costs 
 
Lastly, opportunity costs arise when individuals settle in a habitat less suitable compared to the one 
they emigrated from (Bonte et al. 2012). These costs are thus restricted to the settlement or post-
settlement phases of dispersal, and come from the loss of advantages individuals had in their natal 
range either in terms of familiarity with the environment or in terms of favourable environmental 
characteristics (Yoder et al. 2004, Péron et al. 2010). First, individuals are usually adapted to their 
natal environment, but may be less adapted to a foreign environment, even if the latter is of good 
quality, which would necessarily lead to opportunity costs to dispersing individuals (Hereford 2009). 
Moreover, settling in an inhospitable habitat, which does not provide them with shelter or nutritive 
requirements, might be particularly detrimental for their body condition and for their fitness 
(Hansson et al. 2004, Ronce 2007, Pakanen et al. 2016). For example, in the Siberian jays (Perisoreus 
infaustus), dispersers suffer from agonistic interactions with their resident counterparts (juveniles 
which did not disperse), which do not result in an increase in mortality, but which limit settlement 
options for dispersers and decrease their reproductive opportunities (Griesser et al. 2008). Indeed, 
dispersers cannot settle in the high-quality habitats if they are already occupied by aggressive 
philopatric juveniles, and thus, they have to settle in groups where those juveniles are absent and 
thus, where reproductive success is lower. Individuals may also lose their social rank or advantages 
gained through past evolution when they disperse and not gain it back when settling in a new range 
(Kingma et al. 2016). In the worst situations, dispersal may lead to species maladaptation to their 
new settlement range. For example, in great reed warblers (Acrocephalus arundinaceus), males have 
a reduced reproductive success because they may be maladapted to their new environment in terms 
of dispersal characteristics or sing unfamiliar song themes to females (Hansson et al. 2004).  
2) Interactions between costs 
 
Dispersal costs should not be considered independently from each other. Indeed, costs may interact 
at different levels: one cost may lead to other costs, or the combination of costs may jointly impact 
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the fitness of a dispersing individual. For example, a protracted transience phase may increase time 
costs, which may in turn lead to increased energy or mortality costs. Energy costs spent during 
dispersal may also lead to immunodepression, for example in crickets (Adamo et al. 2008). They may 
also affect direct mortality, as energy depletion prior to dispersal is going to lead to dispersal of 
energy-deprived individuals. These individuals might have poorer movement capacities because of 
their bad body condition, and may be less able to escape from predators or survive in general 
(Barbraud et al. 2003, Torrents-Ticó et al. 2018). High energy costs spent to move through the 
landscape associated with higher predation risks in the transience habitat may trigger strong attrition 
costs for dispersing individuals (Yoder et al. 2004).  
3) Context and phenotype-dependence of costs 
 
Dispersal costs are both context and phenotype dependent within a given species (Bowler and 
Benton 2005). Because dispersal is a very demanding process, both in terms of energy spent and risks 
taken, individuals in good condition may be better prepared to offset the costs associated to 
dispersal (Barbraud et al. 2003, Torrents-Ticó et al. 2018). As a consequence, dispersal often requires 
a minimum body condition for individuals to initiate emigration (Nunes and Holekamp 1996, 
Barbraud et al. 2003, Debeffe et al. 2012, Searcy et al. 2018). Males and females may also not suffer 
from the same costs. For example, in the Mauritius kestrel (Falco punctatus), only females incur 
fitness costs when dispersing long-distances, by showing a reduced fecundity in early life and a 
steeper rate of aging in late-life (Nevoux et al. 2013). On the contrary, male Siberian jays (Perisoreus 
infaustus) had lower reproductive success when they dispersed earlier and for longer-distances, 
which was not the case for females (Gienapp and Merilä 2011). These differences in dispersal costs 
according to sex may favour the apparition of sex-biased dispersal in some species, along with 
inbreeding avoidance and asymmetric competition over resources (Greenwood 1980, Gros et al. 
2008). Dispersal costs may also vary depending on the type of interactions between dispersers and 
conspecifics or other species, for example agonistic or non-agonistic interactions (Cote et al. 2010). 
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For example, Smith and Batzli (2006) showed that dispersing prairie voles (Microtus ochrogaster) 
were more wounded than their philopatric counterparts, because aggressiveness towards unfamiliar 
voles is high in this species, and led to strong attrition for dispersers trying to settle in a novel 
habitat. 
Dispersal costs are dependent on the dispersal strategy of an individual, i.e. its actual displacement 
through space, and its environment. As previously mentioned, dispersal costs increase with dispersal 
distance (Johnson et al. 2009) and the level of straightness of a trajectory may decrease risks costs, 
as straightness is considered to increase the probability of finding a new habitat patch compared to 
more tortuous movements (Schtickzelle et al. 2006). Moreover, social dispersal (i.e. moving away 
from one social unit to another, without necessarily implying changing ranges) and locational 
dispersal (i.e. geographical range shift, which means the displacement from one area to another) 
may not have the same consequences, as dispersers are likely to lose many advantages when leaving 
their kin (Isbell and Van Vuren 1996, Ridley et al. 2008). Dispersal costs are context-dependent, i.e. 
they vary depending on the environmental characteristics experienced by the dispersing individuals. 
They are expected to increase if the environment contains high sources of mortality, poor resource 
quality or abundance or factors preventing individuals from settling, for example high conspecifics 
competition (Bonte et al. 2012). Dispersal costs also vary with the landscape structure, such as the 
degree of habitat isolation or crop type, as well as the degree of habitat fragmentation (Russel 2001, 
Bonte et al. 2003, Cosentino et al. 2011). In particular, dispersing within its preferred habitat may not 
be as costly as dispersing outside of its natal habitat and crossing an inhospitable landscape (Bonte et 
al. 2003). Environmental conditions such as temperature or wind velocity may also be responsible for 
an increase in dispersal costs, potentially in interaction with habitat structure (Bonte et al. 2003, 
Massot et al. 2008). Indeed, in a fragmented landscape, high wind velocity may displace wind-
dispersing individuals outside their suitable habitat, and risks to disperse into an unsuitable habitat 
should increase with increasing fragmentation (Bonte et al. 2003).  
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IV-  Dispersal evolution in response to global 
changes 
 
As we previously mentioned, dispersal costs vary with the environment an organism is experiencing 
and on the organism itself. Thus, in a context of global changes, we expect that these costs will be 
modified, as well as the benefits (Bonte et al. 2012).  
1) Increase in dispersal costs 
 
Mankind is facing a major destruction and modification of natural habitats on the global scale. 
Because of anthropogenic activities and climate change, many species will lose their natural habitat, 
and thus, the associated resources they need, including food and shelter (IPCC 2014, Ripple et al. 
2019). This loss or degradation of resources should have effects on all types of costs, either directly 
or indirectly (Bonte et al. 2012) (Fig. 8). First, lack of sufficient resources may have profound effects 
on body condition and available energy. For example, in common lizards (Lacerta vivipara), humidity 
and temperature play an important role on the abundance of food resources (Massot et al. 2002) 
and thus, drier environments due to global changes may lead dispersers to cross drier non-optimal 
environments, where they might incur supplementary costs (Massot et al. 2008). Because dispersal is 
a costly process, requiring individuals to be in good body condition, we expect that more individuals 
will choose philopatry over dispersal. This may have important consequences at the population level, 
because connectivity and gene flow may be reduced. Even if individuals still undertake a dispersal 
attempt, they may suffer more risks including higher exposure to predators or parasites, compared 
to if they were in good condition (Murray 2002, Krist et al. 2003, Tucker et al. 2016). Thus, the energy 
cost of dispersal for individuals in poor body condition may translate into an increased risk cost. A 
widespread loss of habitat also means that dispersers will have less settlement opportunities. Thus, 
they will have to search for a place to settle potentially for a long time, and may not be able to find 
an optimal habitat, leading to both time and opportunity costs (Stamps et al. 2005). Moreover, these 
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two types of costs may in turn influence body condition and fitness, and thus, may lead to deferred 
energy and risk costs.   
 
Fig. 8: Possible effects of the two main global changes studied in this PhD, climate change and anthropogenic activities, on 
the four types of dispersal costs. Anthropogenic activities may be responsible for increased fragmentation or habitat 
degradation and loss. Fragmentation should lead to more unsuitable habitats (in terms of resources, predators, lack of 
refuges), which may lead to increased risk, energy and time costs. Habitat loss and degradation should lead to decreased 
resource availability, which may impact energy, time and opportunity costs. On the other hand, climate change should have 
an impact on all aforementioned landscape changes (habitat loss, degradation and fragmentation), and consequently, on 
dispersal costs. It may also lead to phenological shifts in species, which may lead to mismatches between species 
phonologies, and potential opportunity costs.  
Second, global changes are also responsible for a general loss of landscape connectivity (Pringle 
2001, Crooks et al. 2011, Senior et al. 2019), which may, for dispersers, translate into increased 
mortality. Indeed, as suitable habitats are more and more fragmented, individuals will have to cross 
more inhospitable landscapes to be able to disperse and might incur more mortality risks through 
increased predation or road-kills (Aars et al. 1999, Bonte et al. 2003, Gardner and Gustafon 2004, 
Kramer-Schadt et al. 2004, Glista et al. 2007). Moreover, habitat boundary crossing increases 
mortality because of higher mortality in the matrix compared to within the habitat (Martin and 
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Fahrig 2015). This higher mortality might increase the level of isolation between habitats. If 
individuals have to travel longer distances because habitats are not sufficiently connected anymore, 
they might incur either mortality or reproductive costs (Johnson et al. 2009, Coulon et al. 2010). 
Moreover, the energetic costs associated with dispersal increase when fragmentation increases, for 
example as a function of the number of roads crossed (Benoît et al. 2019). Lastly, if landscapes 
become more fragmented, individuals may have to move for a longer period of time before finding a 
suitable area where to settle, and thus, they may also incur time and energy costs (Benoît et al. 
2019).  
Thirdly, climate change may lead to phenological shifts in some species, but not is others (Parmesan 
2006). Yet, species are included in a community in which they interact with each other through 
predation, mutualism, competition, etc. If a species moves from its natural range to track climate 
change, but the species it depends on does not disperse along with it, or not using the same dispersal 
decisions, this species may lack previous positive interactions it had in its previous range (i.e. incur 
opportunity costs) (Berg et al. 2010). For example, insects may disperse farther compared to their 
plant hosts, which may cause temporal or spatial mismatches and threaten their maintenance in 
their new habitat (Schweiger et al. 2008, Pelini et al. 2009, Berg et al. 2010, Schweiger et al. 2012). 
Mismatches may especially be important in the case of specialist species, which require specific 
conditions to settle and might not be able to adapt in their new range, in comparison to generalist 
species (Travis 2003, Berg et al. 2010).  
Additionally, global changes may lead to shifts in dispersal tactics. For example, high temperature is 
usually associated with short-distance dispersal (i.e. rappelling) in spiders of the genus Erigone, while 
low temperature is rather associated with long-distance dispersal (i.e. ballooning). Until recently, 
spiders usually chose ballooning in spring, as temperatures are still rather low at this period, which 
allowed them to reach high-quality but far habitats for the summer period. However, with climate 
change, temperatures are rising much earlier in the year, and as a consequence, individuals may 
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prefer rappelling, which may not allow them reaching habitats with the highest quality. Thus, there 
may be a mismatch between the strategy chose for dispersing and the quality of resources found in 
the settlement area (Bonte et al. 2008a) and these spiders may incur more opportunity costs with 
ongoing climate change. 
2) How will dispersal evolve?  
 
Because dispersal evolution is driven by the balance between dispersal costs and benefits and 
because global changes should exert novel selection pressures on dispersal (Travis et al. 2013, 
Clobert et al. 2001, Dytham 2009), we expect dispersal to evolve differently in the context of global 
changes, and that in some cases, dispersal may not be an optimal behaviour anymore (Le Galliard et 
al. 2012). As a consequence, if dispersal costs outweight the “costs” not to disperse (e.g. inbreeding, 
competition, etc.), we expect that selection should favour individuals that do not disperse. This 
should first happen through plasticity in dispersal behaviour, and then, through selection on some 
dispersal phenotypes.  
a. Modifications in behaviours 
 
First, plasticity may be an immediate response to modifications in dispersal costs, and individuals 
may express varying dispersal behaviours at each of the three dispersal phases. Several studies have 
already shown that increased dispersal costs and global changes may lead to reduced emigration 
propensity (Schtickzelle et al. 2006, Massot et al. 2008). Possible causes include increased mortality 
pressures (Schtickzelle et al. 2006). Individual response may also differ depending on its location 
within the population (at the core, leading or trailing margins). For exemple, dispersal rates can differ 
between leading and trailing range margins, which may imply differential connectivities and a global 
reduction in species ranges, with more global extinctions at the trailing range (Anderson et al. 2009, 
Philips et al. 2010). Drier environments predicted by climatologists may also lead to a decrease in 
floods in places, which may reduce dispersal propensity in riverine species adapted to frequent 
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floods, such as the ground beetle (Bembidion atrocaeruleum), in addition to habitat fragmentation 
(Bates et al. 2006). Decline in dispersal events is a strong concern considering its importance for 
population dynamics, and might lead to evolutionary traps1 or suicides2, and potentially extinctions 
(Parvinen 2005, Massot et al. 2008, Robertson and Chalfoun 2016). Prior to dispersal, future 
dispersers may also modify their exploratory behaviour, as has been demonstrated in great tits 
(Parus major): when faced with higher mortality risks, they displayed a more risk-prone behaviour 
compared to individuals with a lower mortality risk, because it may provide them with potential 
future mates or resources (Nicolaus et al. 2012). Individuals may also respond plastically to 
environmental changes by modifying their dispersal trajectories. For example, habitat fragmentation 
can modify the distances travelled by dispersing individuals or the straightness of their trajectories 
(Schtickzelle et al. 2006, Van Houtan et al. 2007, Coulon et al. 2010). Lanscape structural 
modifications by man, such as large open habitats (for example fields), may also constrain the 
movement directionality (Selonen and Hanski 2004). Similarly, an increase in dessication risks for 
amphibian species due to climate change may also impact the directionality of dispersal movements, 
as a way to reach suitable habitats faster (Cosentino et al. 2011). Finally, increasing costs may also 
reduce selectivity of individuals, i.e. the period during which dispersers are only accepting to settle in 
a high-quality habitat, so that they settle fast after emigration (Stamps et al. 2005). 
b. Evolution 
 
Then, these plastic changes may be selected for depending on the environmental context, and thus 
can lead to changes in dispersal at the evolutionary level. We can expect that, in the aforementioned 
examples, some phenotypes leading to a reduction of dispersal propensity or distance may be 
selected for when fragmentation is high (Schtickzelle et al. 2006, Martin and Fahrig 2015). In other 
cases, dispersal might still occur, but the process itself may be modified, with the apparition of novel 
                                                          
1
 Evolutionary traps occur when organisms poorly choose their habitats based on cues that correlated formerly 
with habitat quality but are no longer relevant, Schlaepfer et al. 2002. 
2
 As defined by Parvinen (2005), an evolutionary suicide is an “evolutionary process in which a viable 
population adapts in such a way that it can no longer persist”. 
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phenotypes or even dispersal syndromes (Cote et al. 2017). Dispersal evolution is highly dependent 
on landscape and phenotypic factors, such as patch size and initial dispersal strategy and species 
properties (Gros et al. 2006, Kokko and López-Sepulcre 2006), information cues (Bocedi et al. 2012), 
individual preferences (Bestion et al. 2015), and also interactions between factors, such as 
combination of landscape and climate changes (Travis 2003, Delattre et al. 2013). These 
modifications may lead to changes in dispersal strategies. For example, in many systems, more long-
distance dispersal events have been shown to evolve in a context of global changes (Hanski et al. 
2004, Trakhtenbrot et al. 2005, Moller et al. 2006, Kuparinen et al. 2009). Indeed increasing distance 
increases dispersal success, because dispersing small distances in a fragmented landscape may lead 
to settlement in the unsuitable matrix (Mathias et al. 2001). However, as we previously mentioned, 
increasing dispersal distance may lead to fitness costs (Moller et al. 2006, Coulon et al. 2010). 
Moreover, although the frequency of long-distance dispersal might increase, in general, the absolute 
dispersal distance will decrease (Trakhtenbrot et al. 2005). It is important to note that for some 
species, the effect of fragmentation will directly have a negative effect on dispersal distance: in the 
northern flying squirrels (Glaucomys sabrinus griseifrons), dispersal distance decreases with 
increased habitat fragmentation, linked with a decrease in the straightness of trajectories, which will 
also be detrimental for fitness, as inbreeding or competition may arise (Trapp et al. 2019). Thus, in 
the long term, we can expect selection to act against dispersal (Travis and Dytham 2012). Some 
species may develop specific alternative dispersal strategies. For example, the dwarf spider Erigone 
atra exhibits two types of dispersal behaviours, rappelling and ballooning (Bonte et al. 2008a). Both 
allowed individuals to disperse, but rappelling leads to shorter-distance dispersal compared to 
ballooning. Bonte et al. (2008a) have shown in a context of warming temperatures, rappelling is 
preferred over ballooning. There are two implications for this behavioural change with temperature. 
First, population connectivity and gene flow may be reduced, as spiders remain closer to their natal 
range when rappelling. Moreover, while ballooning allowed individuals to reach crop habitats 
distributed far from the natal ranges, rappelling may not allow enough individuals to reach crops, 
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and thus, spiders will not benefit from these rich environments. Thus, if, because of climate change, 
dispersal evolves towards more rappelling events in this species, which will not be an optimal 
dispersal strategy for Erigone atra, we can expect more deleterious effects on population dynamics 
and genetics (Bonte et al. 2008a).   
3) Aims of the PhD 
 
Although we expect and previous research has shown that global changes can affect dispersal costs, 
as for now, few studies have actually assessed the direct effects of global changes on dispersal costs, 
and their consequences for dispersal evolution. More particularly, to this day, we still do not have a 
precise idea of how dispersal costs will vary with climate change and habitat modifications, and how 
the dispersal process might evolve. As we previously mentioned, dispersal costs may have impacts in 
terms of fitness related traits (individual survival and reproduction), but also in terms of dispersal 
propensity, transfer characteristics, such as dispersal distance, duration, type of trajectory and 
settlement capacity. All these modifications may in turn affect dispersal evolution, leading to a 
potentially less dispersive population when costs increase. 
In this PhD, I wished to address these gaps, by studying dispersal costs and their effect on dispersal 
evolution both empirically and theoretically. More precisely, I wished to understand how two of the 
main causes of extinction, habitat degradation and climate change, may influence dispersal costs, 
and in turn, dispersal evolution. My general working hypothesis was that global changes may lead to 
an increase in dispersal costs, including mortality and reproductive costs, at the short, medium and 
long term, and that, as a consequence, dispersal properties may be modified to the detriment of the 
dispersal process (including a lower dispersal propensity and decreased global dispersal distances). 
Moreover, because dispersal costs may vary depending on actual dispersal movement, we first 
wanted to evaluate the potential dispersal strategies an individual may use. Indeed, many studies 
have shown marked heterogeneity exists within the dispersal process, suggesting discrete tactics 
may exist, however, very few studies to our knowledge really demonstrated their existence (but see 
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Bonte et al. 2008a). Thus, I used three main approaches to test these hypotheses. Because I wanted 
to address the existence of long-term dispersal costs and different dispersal strategies, I needed data 
from a species monitored for a long time, and experiencing contrasting environmental conditions 
that would allow us to test for the effects of environmental variation. I thus used two datasets from 
two separate roe deer populations in France. The first one is located in Aurignac, in the South of 
France (Haute-Garonne). This population lives in a highly heterogeneous habitat, containing two 
main forests, crops, meadows and woodland patches and high human presence (Martin et al. 2018). 
To demonstrate the existence of alternative dispersal tactics in roe deer in a heterogeneous 
landscape, I needed precise location data in a mosaic environment. Therefore, I used this GPS-
tracked population in Aurignac, which provided me with precise and extensive information on both 
animal positions and habitat characteristics at each position. The second roe deer population I 
studied is located in Chizé (Deux-Sèvres). This forest reserve is characterised by two contrasted areas 
in terms of habitat quality, and has been subjected to increasing droughts and rising temperatures in 
the last decades (Gaillard et al. 2013). Because I wished to measure the impact of dispersing on 
survival and reproduction through all steps of an individual’s life, in a context of climate change, I 
needed a long-term longitudinal study. Thus, I used Capture-Mark-Recapture data (CMR) obtained 
from the roe deer population monitored in Chizé for more than 30 years to address the effects of 
dispersal on reproduction and survival in a context of climate change. I expected that survival and 
reproduction may be reduced for dispersing individuals, especially during senescence. Lastly, because 
dispersal costs are expected to increase with global changes, I expected dispersal traits to be 
modified in response to global changes. Because generation time is quite long in roe deer (Nilsen et 
al. 2009), I tested this hypothesis theoretically, using a modelling approach. In particular, I used the 
software RangeShifter to determine the effects of increasing mortality costs on the evolution of 
dispersal traits (Bocedi et al. 2014). I expected dispersal to evolve towards shorter and more sinuous 





To answer my questions, I used the European roe 
deer (Capreolus capreolus) as a model species (Box 
1). Indeed, this species is at the core of several 
main preoccupations in Europe because of its 
important socio-economic impacts. First, roe deer 
can cause damage to agricultural or forested areas 
(Sage et al. 2004); second, it is regularly implicated 
in vehicle collisions (Bruinderink and Hazebroek 
1996, Hothorn et al. 2012); third, it is a disease vector, including for Lyme disease (Vor et al. 2010); 
and fourth, it is a game species, and thus a source of revenue for rural communities (Burbaiteé and 
Csanyi 2009).  
Roe deer is also a particularly interesting species for the questions I asked in my PhD, because of its 
unique dispersal event (Debeffe et al. 2012). Female roe deer give birth in spring, usually around 
May, and at ~8 months old, the young roe deer may undertake a dispersal event, or alternatively, 
stay philopatric (See Box 2 for more information on roe deer life cycle). Dispersal has been 
particularly well described in this species (Wahlström and Liberg 1995, Coulon et al. 2006, Gaillard et 
al. 2008, Van Moorter et al. 2008, Debeffe et al. 2012, 2013, 2014, Vanpé et al. 2016), and thus, 
allows to use a solid grounding knowledge for this PhD. Moreover, this unique dispersal phase makes 
roe deer particularly relevant for this study, because it allows determining the precise impact of this 
life-history event on the entire life-history of individuals.  
Lastly, I benefitted from two long-term monitoring programs which provided me with both 
longitudinal and cross-sectional very high quality data. The first study site is situated in Aurignac 
(Haute-Garonne), where individuals were tracked using GPS collars since 2002. This area consists in a 
Photo by B. Lourtet 
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heterogeneous landscape densely occupied by human infrastructures (Fig. 9). Crops constitute 36% 
of the landscape (Martin et al. 2018) and roads are widely spread across the area. Hunting is allowed 
and drive hunts occur regularly from September to February, while stalking occurs from June to 
August. The climate is oceanic and temperatures average 11-12°C.  
 
Fig. 9: Aerial view of the Aurignac study site, composed of two main forests and agricultural crops and meadows. 
 
The second study site is situated in Chizé (Deux-Sèvres), where individuals were marked and followed 
throughout their life in the study area since 1978. Created in 1970, this reserve is an enclosed forest 
of 2.614 ha managed by the Office National de la Chasse et de la Faune Sauvage (ONCFS). It is 
composed of oak (Quercus sp.) and beech (Fagus salvatica), and is divided into two main sectors of 
contrasting habitat quality for roe deer. Each of these sectors is then subdivided into smaller parcels 
of ca. 10 ha (Fig. 10). The climate in this area is oceanic with Mediterranean influences, and 
characterised by mild winters and hot summers. The reserve has been suffering from more frequent 
droughts in the last 20 years, notably in 2003. Hunting of roe deer is not allowed in the study area 






Fig. 10: Map of the Chizé Réserve Biologique Intégrale (RBI). Light green corresponds to the sector of good quality; dark 
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Dispersal is a fundamental process for population dynamics and persistence, especially in the current 
context of climate change, because it allows for gene flow, range expansion and population rescue 
(Ronce 2007). Individuals may respond to climate change by dispersing, which allows them to 
perform better by tracking their climatic niche (Parmesan 2006, Berg et al. 2010). However, dispersal 
is also a costly process in terms of mortality risks, energy expenditures, time, and lost opportunities, 
for example in terms of resources or mates, which might directly impact individual fitness (Clobert et 
al. 2012). Costs vary with the environmental context an individual is experiencing. In particular, costs 
are likely to increase in presence of some landscape characteristics (e.g. anthropogenic features, 
natural barriers) and harsh weather conditions (Bonte et al. 2012) but should decrease with 
increasing phenotypic quality (condition-dependent dispersal, Bowler & Benton 2005).  
Climate change-induced modifications in temperature, precipitation, and wind regimes affect the 
structure and quality of landscapes. For example, vegetation type and quality are impacted by 
changing temperatures (Gaillard et al. 2013) and drought intensity increases with climate change (Dai 
2011, Trenberth et al. 2014). These changes in habitat quality and structure can decrease the amount 
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of resources for some species, and thus reduce the amount of energy available for dispersal, leading 
to energy-deprived dispersers or fewer dispersal attempts (Barbraud et al. 2003). Modifications in 
resource availability and quality may also increase agonistic interactions towards dispersers in 
increasingly hostile and resource-limited environments (Grant 1993, Pruetz and Isbell 2000). We thus 
expect that environmental fluctuations will have clear knock-on effects on dispersal costs (e.g. Bonte 
et al. 2008, Massot et al. 2008). However, the effect climate change might have on dispersal costs 
remains unknown, to the best of our knowledge.  
The major fitness cost a dispersing individual might incur is mortality (Bonte et al. 2012). Dispersal-
induced mortality can be paid at different life stages, either during (direct cost) or after (indirect or 
deferred cost) dispersal. For example, dispersing individuals might be more exposed to predators or 
to car collision when dispersing than philopatric individuals (Alberts and Altmann 1995, Massemin et 
al. 1998). This mortality risk might depend on the degree of familiarity with the landscape travelled, 
and thereby increase with dispersal distance (Yoder et al. 2004, Johnson et al. 2009). After dispersal, 
individuals may settle in a poor quality habitat or in an unfamiliar habitat where they might have 
difficulties in finding food or shelter (Hansson et al. 2004, Ronce 2007, Pakanen et al. 2016), which 
might be detrimental for their body condition. Individuals might also suffer from agonistic 
interactions with congeners (Solomon 2003, Soulsbury et al. 2008). As dispersal is energetically 
costly, dispersing may be detrimental for allocation to other traits, including immune defence, which 
can lead to increased mortality risk in dispersers (Adamo et al. 2008, Srygley et al. 2009). Trading 
other traits for dispersing might also have delayed costs. Dispersing quite early in life might have 
detrimental effects on subsequent life stages, for example in terms of reproduction (e.g. Danchin and 
Cam 2002, Debeffe et al. 2015), or in late life and increase senescence (Kirkwood and Rose 1991, 
Bonte et al. 2012, Lemaître et al. 2015). In particular, actuarial senescence, defined as the increase of 
mortality risk with increasing age, increases when individuals invest early in growth or reproduction 
in common lizards (Massot et al. 2011). However, although some theoretical work has been done to 
model the relationship between programmed ages at death and dispersal (Dytham and Travis 2006), 
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empirical studies of the potential dispersal costs in terms of senescence are, to the best of our 
knowledge, still lacking.  
We aim to fill this knowledge gap by investigating dispersal costs in terms of mortality and actuarial 
senescence in different ecological contexts. We took benefit of exceptionally detailed data collected 
on roe deer (Capreolus capreolus) population monitored for  more than 30 years in Chizé, France, a 
forest characterised by marked temporal and spatial variation in habitat quality (Pellerin et al. 2010, 
Gaillard et al. 2013). We expected (i) dispersers to suffer from higher mortality than philopatric 
individuals, especially at old ages after the onset of actuarial senescence has taken place, (ii) 
mortality costs of dispersal to be highest when natal and/or settlement habitat quality is poor, (iii) 
mortality costs of dispersal to increase with climate change, which has previously been shown to 
negatively impact roe deer survival and reproductive performance (Gaillard et al. 2013), and (iv) 
dispersal propensity to decrease with climate change because of increasing dispersal mortality costs.  
Material and methods 
 
Study site and species 
The studied roe deer population inhabits the Chizé Réserve Biologique Intégrale (RBI), an enclosed 
forest of 2,614 ha located in western France (46°05’N, 0°25’W) that is managed by the Office 
National de la Chasse et de la Faune Sauvage (ONCFS). The RBI is composed mainly of oak (Quercus 
sp.) and beech (Fagus salvatica). The area is divided into two main sectors with contrasted habitat 
quality for roe deer. The first sector (sector 1) contains mainly oaks with hornbeam (Carpinus 
betulus) and Montpellier maple (Acer monspessulanum), and provides abundant resources of good 
quality to roe deer, whereas the second sector (sector 2) is dominated by beech (Pettorelli et al. 
2003) and includes roe deer habitats of low quality. Forest trails further divide the sectors into 
different parcels of ca. 10 ha. The climate is oceanic with mediterranean influences and the area is 
characterised by mild winters and dry and hot summers. Monthly temperatures average 5.5°C in 
winter (January) and 20.5 °C in summer (July), and precitation usually varies between 49 mm and 102 
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mm (Pettorelli et al. 2003). The area has been suffering from severe drought episodes, especially 
during the two last decades, which, along with poor soil quality, partly cause the low productivity of 
this forest (average of 3.77 m3 of wood produced by hectare and per year, Inventaire National 
Forestier) (Gaillard et al. 2003, Gaillard et al. 2013). Roe deer density varied between ca. 6.4 (95% CI: 
5.4–8.0) and 20.5 (17.1–25.7) roe deer per km² in the study period (Pellerin et al. 2017). Roe deer 
hunting is not allowed, and no large predator is present on the RBI. Public is not authorised to enter 
the RBI, and thus, human presence is very low (Pellerin et al. 2017).   
 
Roe deer captures 
Newborns 
From 1985 to 2012, newborns were captured by hand in spring, mostly in May at the peak of births 
(Delorme et al. 1988). Pregnant females were first localised and tracked, and after birth, the 
newborn was captured while the mother was away. For each animal, sex and the location of the 
capture (parcel and sector) were recorded. Individuals were ear-tagged with a unique ID number 
and, when of known age, marked with a leather collar. Captured roe deer were then released. In 
total 223 newborns were caught (102 males and 121 females). 
 
Juveniles and adult deer 
Our study was based on a extensive survey realised from 1978 onwards in the RBI. Roe deer captures 
were held in winter for 10 to 12 days in the study area, with people placed regularly along drive nets 
of 2 to 5 kms and beaters folding individuals towards the net line. About half of the roe deer 
population present in the forest was captured each year (Gaillard et al. 2003). Once captured, 
animals were placed in a wooden retention box to prevent stress and injury prior to marking. 
Juveniles (8-10 months old) were distinguished from older deer based on the presence of a tricuspid 
third pre-molar milk tooth (Ratcliffe and Mayle 1992). Body mass (kg) and the parcel and sector 
where the individual had been caught were recorded. If newly caught, individuals are tagged with a 
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unique ID number using a leather collar and ear tags, and released. Additionnally, from 1982 to 2008, 
the population was intensively surveyed by field observations between March and December to track 
the successive locations of each animal (parcel and sector). In total 781 8 months-old roe deer have 
been caught and tracked from 1982 to 2015, including 390 females and 391 males. Note that some 
individuals were caught both as newborns and juveniles (46 individuals). From 2012 to 2015, the 
capture program continued and allowed checking whether roe deer were still alive and their location, 
but we did not include roe deer born after 2012 to our dataset because these animals were not 
monitored long enough to become prime-aged adults. 
 
All applicable institutional and/or national guidelines for the care and use of animals were followed. 
The protocol of capture and blood sampling of roe deer in the Chizé RBI under the authority of the 
Office National de la Chasse et de la Faune Sauvage (ONCFS) was approved by the Director of Food, 
Agriculture and Forest (Prefectoral order 2009-14 from Paris). All procedures were approved by the 
Ethical Committee of Lyon 1 University (project DR2014-09, June 5, 2014). 
 
Discrimination between dispersers and philopatric individuals 
By definition, natal dispersal is the process by which an individual leaves its natal area to settle in a 
new environment where it is likely to reproduce, and thus corresponds to a geographical shift in an 
individual’s range (Ronce 2007). Roe deer disperse only once in their life, at around one year of age, 
and remain highly faithful to their settlement range afterwards (Hewison et al. 1998, Debeffe et al. 
2012). Thus, to classify roe deer into dispersers or philopatric individuals, we measured the overlap 
between their natal range and their settlement range (i.e. adult range). The natal range of each 
individual was estimated as the set of parcels where the individual had been captured and observed 
as a newborn or as a juvenile. In the same way, the settlement range was estimated as the set of 
parcels where the focal individual had been recaptured and observed from its second summer of life 
(i.e. after the dispersal period ended) onwards. A roe deer was considered to have dispersed if its 
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natal and settlement ranges were separated by at least 500 meters (Gaillard et al. 2008). We hence 
built a 500m buffer zone around the natal range, and measured the overlap between this zone and 
the settlement range using the functions gBuffer and gIntersection in R (library rgeos, Bivand and 
Rundel 2017). If ranges were not overlapping, the individual was classified as a disperser; if ranges 
overlapped, the individual was classified as philopatric. We determined the status of 423 roe deer 
(the other individuals (N=571) were not recaptured after their first capture as newborn or juvenile 
and were hence removed from the analyses). All individuals that were translocated to another area 
or accidentally died by human-related causes (i.e. car collision and problems at capture) were 
censored after their last capture occasion (N=45). 
 
Period and quality of ranges 
As environmental conditions have changed during the last decades in Chizé, which influenced roe 
deer population dynamics (Gaillard et al. 2013), we assessed the effect of changing conditions in 
relation to climate change on dispersal costs. We thus divided the study period into three contrasted 
weather periods. From 1982 to 1993, environmental conditions were overall moderately favourable 
but variable, with two summer droughts in 1989 and 1990 (Saïd et al. 2005) and a peak of abundance 
in 1983-1986 that led to density-dependent responses of roe deer performance (Gaillard et al. 1992, 
1996). From 1994 to 2002, environmental conditions were highly favourable, with no food limitation 
and quite low population abundance (Gaillard et al. 2013). Environmental conditions deteriorated 
from 2003 onwards. The area suffers from increasing temperatures and decreased spring-summer 
precipitations, including an acute summer drought in 2003 and frequent droughts afterwards (Van 
Laere et al. 2006, Pellerin et al. 2010). We used roe deer cohort to assign each known-aged individual 
to one of these three periods and to determine how being born in a given period might have an 
impact on long-term survival of dispersers.  
Because vegetation type has already been shown to have a strong impact on fawn body mass, with 
potential consequences on their survival (Pettorelli et al. 2003) and dispersal costs are context-
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dependent (Bowler and Benton 2005, Bonte et al. 2012), we also characterised habitat quality in 
natal and settlement ranges as high vs. low, depending on the sector a roe deer lived in, i.e. habitat 
quality for roe deer living in sector 1 including oaks with hornbeam was higher than habitat quality 
for roe deer living in sector 2 including beech.   
 
Analyzing the propensity to disperse  
To determine whether the proportion of dispersers decreased in the context of climate change and 
to assess its context-dependence, we analysed the propensity to disperse in relation to period and 
habitat quality. Because drivers of dispersal are likely sex-dependent (Ducros et al. 2020), we 
analysed each sex separately. We analysed dispersal propensity as a binary variable and used 
generalized linear models with a logit link function (library ‘stats’, < www.r-project.org >). We first 
built a reference model containing the additive effects of natal and settlement sectors, and period. 
Then, we compared our reference model with all simpler nested models, including the constant 
model. We based our model selection on the Akaike’s Information Criterion corrected for small 
sample sizes (AICc, Burnham and Anderson 2002). We first selected the model with the smallest AICc 
in a ΔAICc of 2 (i.e. the model with the smallest degree of freedom within a ΔAICc of 2). We then 
removed models within this ΔAICc interval that differed from this higher-ranking model by the 
addition of one or more parameters, which were considered as uninformative, as recommended by 
Arnold (2010) and Richards (2008). Then, we performed model averaging on the retained models 
(library ‘MuMIn’, Barton and Barton 2019). Additionally, we also analysed the propensity to disperse 
in relation to sex. We compared a model containing the effect of sex with the constant model, and 
selected the model with the smallest AICc.  
 
Estimating dispersal costs in terms of survival using Capture-Recapture analyses 
We analysed males and females separately because females outlive males in roe deer (Gaillard et al. 
1993). We thus built two datasets of capture histories (males: N= 206, females: N=217). In addition 
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to age, which strongly influences survival of both sexes in roe deer (Gaillard et al. 1993), we 
considered that the individual dispersal status (two modalities), the study period during which an 
individual was born (three modalities), and the habitat quality in its natal and settlement ranges (four 
modalities for dispersers and only two for philopatric roe deer) all potentially influence survival 
probabilities, either with additive or interactive effects. To allow a more easy interpretation of the 
influence of the dispersal status on survival, we replicated the analysis per dispersal status (i.e. four 
datasets corresponding to female dispersers (N=84), male dispersers (N=56), philopatric females 
(N=133), and philopatric males (N=150)). 
 
Goodness-of-Fits tests 
We first performed Goodness-of-Fit tests for single-state data for each of the four datasets to 
determine the validity of the assumptions of the Cormack-Jolly-Seber model (CJS) that includes full 
time dependence in both survival and recapture probabilities (Cormack 1964), using the program U-
CARE V2.3.4 (Choquet et al. 2009). The violation of these tests suggests the estimation of survival 
probabilities could be biased, as individuals may not have the same chances to be captured. We used 
the four main following tests: 3.SR, 3.Sm, 2.CT and 2.CL. The first two tests determine whether all 
individuals have equal future prospects to be captured, whatever their past history (tests 3). They 
assess whether individuals newly encountered and previously encountered individuals at a capture 
occasion i have the same prospect to be reencountered at a subsequent capture occasion i+1 (and 
thus test the existence of transient indivdiuals, test 3.SR) and if the expected time of reencounter 
differs between these individuals (test 3.Sm). The two latter tests determine whether individuals 
have equal future prospects to be captured whether they are currently captured or not (tests 2). 
They assess whether the probability to reencouter individuals captured at the occasion i at an 
occasion i+1 is different from the probability to encounter individuals not captured at the occasion i 
at the occasion i+1 (and thus the existence of trap-dependent individuals, test 2.CT), and if the 
expected time of reencounter differs between these two categories of individuals (test 2.CL) 
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individuals. We extracted the p-value associated with each test, and calculated the corresponding 
over-dispersion parameter,  , for each of our four datasets.   
 
Survival estimation 
After having checked that the CJS model satisfactorily fitted the CR data of each of the four datasets 
analysed, we estimated survival in relation to period, habitat quality and age using the E-SURGE 
V2.1.4 software (Choquet et al. 2009). Because in our study all individuals enter the dataset at the 
fawn or juvenile stage and survive at least until two years old (so that we could determine their 
dispersal status), the survival probability until two years old was fixed to 1. To account for age-
dependent changes in survival, we checked whether the three age-class model (i.e. prime-age adult 
class from 2 to 8 years old, old adult class from 8 to 13 years of age, and very old adult class from 13 
years old onwards) selected from previous analyses (Festa-Bianchet et al. 2003, Gaillard et al. 2013), 
fitted the data better than a fully age-dependent model. Following previous analysis of the same 
population (e.g. Gaillard et al. 2013), recapture probability was set to vary over years in each model 
(i.e. a fully time-dependent capture probability was consistently considered).  
We then fitted the most general model containing interactive effects of age classes (that were 
selected over the full age-dependent model, see Result section), period and habitat quality in natal 
and settlement ranges. Then we used a step-by-step approach to build successive models, i.e. 
gradually removing higher order interactions and then main effect of factors of variation from the 
model (Lebreton et al. 1992). Models were discriminated based on the Quasi Akaike’s Information 










1. Analysis of the propensity to disperse 
A higher proportion of females dispersed compared to males at all periods (~47% more females than 
males – see Table S1 and S2 showing the effect of sex on dispersal propensity in the Supplementary 
Materials). For females, the set of retained models describing the propensity to disperse contained 
the effect of period and habitat quality in the natal range (Table S3). The propensity of females to 
disperse decreased from moderate to poor quality periods (estimate of -1.92 ± 0.48 (SE), N=217 – 
Table S4). The propensity of females to disperse was ~35% lower between periods 1 and 3. 
Moreover, we found a tendency of females to disperse more if they originated from a poor quality 
habitat (by ~42%, Table S4). Similarly, the retained model describing male propensity to disperse 
contained the effect of period, but no effect of natal or settlement habitat quality (Table S5). Male 
propensity to disperse decreased from moderate to poor quality periods (estimate of -1.14 ± 0.57 
(SE), N=206 – Table S6), and the propensity of males to disperse decreased by ~ 38% from period 1 to  
2. Goodness-of-fit tests 
Three out of the four datasets satisfied the Cormack-Jolly-Seber model’s assumptions, the exception 
being the philopatric males (see Supplementary Materials Annex II) for which the general Goodness-
of-Fit test was statistically significant (P = 0.0007). When looking more precisely at the failure of the 
GOF test, only the 3.SR test was statistically significant (P < 0.0001) and the over-dispersion 
coefficient was equal to 4.0. A strong age-dependence is likely to account for such a pattern 
(Lebreton et al. 1992). Considering age effects on survival in our models allowed us to take into 






3. Survival models 
a. Effect of study period, age, and habitat quality on sex- and dispersal type-specific survival 
The age-class dependent model accounted for the age dependence of roe deer survival in both sexes 
for both philopatric individuals and dispersers (Tables S8, S9, S10 and S11). As expected, survival 
decreased with increasing age (survival of 0.92 (± 0.02), 0.60 (± 0.08), 0.51 (± 0.34) for prime-aged, 
old, and senescent dispersing males and of 0.86 (± 0.02), 0.60 (± 0.07), 0.48 (± 0.34) for prime-aged, 
old, and senescent philopatric males, respectively, and of 0.94 (± 0.01), 0.87(± 0.04), 0.61(± 0.08) for 
prime-aged, old, and senescent dispersing females, and of 0.91 (± 0.88), 0.88 (± 0.76), 0.60 (± 0.37) 
for prime-aged, old, and senescent philopatric females, respectively). In the following results, we did 
not study the senescent age class, as individuals surviving after 13 years old are not very numerous, 
and consequently, the sample sizes for this age class were very small.  
In both sexes, the survival pattern of both philopatric and dispersing individuals was best described 
by the additive effects of age and study period (see Tables 1 to 4). Survival decreased between 
moderate and favourable quality periods and between favourable and poor quality periods for 
dispersers (survival of 0.76 (±0.15), 0.50 (±0.10), and 0.36 (±0.09) for moderate, favourable, and low 
quality periods, respectively, in males; survival of 0.88 (± 0.04), 0.71 (± 0.06), and 0.66 (± 0.08) for 
moderate, favourable, and low quality periods, respectively, in females). For philopatric roe deer, 
survival decreased between moderate to favourable quality periods, but tended to increase between 
favourable and poor quality periods (survival of 0.74 (± 0.14), 0.46 (± 0.10) and 0.51 (± 0.11) for 
moderate, favourable, and low quality periods, respectively, in males; survival of 0.84 (± 0.06), 0.56 
(± 0.06) and 0.62 (± 0.07) for moderate, favourable, and low quality periods, respectively, in females - 
Fig. 1 and 2). Under the moderate quality period, survival of dispersing and philopatric roe deer was 
similar for a given age class, whereas in the favourable quality period, dispersers displayed a much 
higher survival than philopatric roe deer when prime-aged adults, both in males (0.93 ± 0.03 vs. 0.82 
± 0.03) and females (0.93 ± 0.02 vs. 0.86 ± 0.03). In the poor quality period, prime-aged adult survival 
 
76 
was very similar between dispersers and philopatric roe deer in both males (0.82 (± 0.06) vs. 0.86 (± 
0.02)) and females (0.91 (± 0.03) vs. 0.91 (± 0.0.02)). However, survival of old dispersers was less than 
half the survival of old philopatric roe deer in males (0.21 ± 0.06 vs. 0.47 ± 0.10). A similar trend 
occurred in females, although confidence intervals overlapped and the effect size was much smaller 
(0.74 ± 0.09 vs. 0.84 ± 0.06).  
 
Table 1: Candidate models describing survival probability of dispersing males including the effect of 
age classes, three study periods of different environmental conditions, and two habitats of 
contrasting quality. Models are ranked by order of increasing QAIC; we report the QAIC (difference 
in QAIC values between a candidate model and the model with the lowest QAIC), the number of 
estimated parameters (df) and the model deviance. Adult: roe deer from 2 to 8 years old, Old: roe 
deer from 8 to 13 years old, Very old: roe deer ≥ 13 years old. Natal: habitat quality of natal range; 
Esta: habitat quality of settlement range. A “.” indicates an interaction between two variables and “[ 
]” indicates several variables are included in an interaction with another variable. Note that the 
number of models in this table is superior compared to the number of models for the philopatric 
males’ table (Table 2), as for philopatric individuals, natal and settlement ranges are the same and 











Adult + Old + period + Very old 32 481.31 558.35 0 
Adult + Old + period+ esta + Very old 33 481.23 561.17 2.82 
Adult + Old + period + natal + Very old 33 481.27 561.21 2.86 
Adult + Old + esta + Very old 31 489.67 563.84 5.49 
Adult + Old + period + natal + esta + Very old 34 481.19 564.07 5.72 
Adult + Old + natal + esta + Very old 32 489.54 566.58 8.23 
Adult + Old + natal + Very old 31 492.65 566.82 8.47 
Adult.periode + Old + Very old 31 585.29 659.46 101.11 
[Adult+Old].periode+Very old 33 580.12 660.05 101.70 




      Table 2: Candidate models describing survival probability of philopatric males including the effect of 
age classes, three study periods of different environmental conditions, and two habitats of 
contrasting quality. Models are ranked by order of increasing QAIC; we report the QAIC (difference 
in QAIC values between a candidate model and the model with the lowest QAIC), the number of 
estimated parameters (df) and the model deviance. Adult: roe deer from 2 to 8 years old, Old: roe 
deer from 8 to 13 years old, Very old: roe deer ≥ 13 years old. Natal: habitat quality of natal range; 
Esta: habitat quality of settlement range. A “.” indicates an interaction between two variables and “[ 
]” indicates several variables are included in an interaction with another variable. Note that the 
number of models in this table is inferior compared to the number of models for the male dispersers 
table (Table 1), as for philopatric individuals, natal and settlement ranges are the same and thus, we 











Adult + Old + period + Very old 34 1122.64 1195.96 0 
Adult + Old + period + natal + Very old 35 1122.56 1198.21 2.25 
Adult + Old + natal + Very old 33 1137.08 1208.08 12.12 
[Adult+Old].period + Very old 35 1358.48 1434.13 238.17 
Adult.period + Old + Very old 33 1363.26 1434.27 238.31 










Table 3: Candidate models of survival probability of dispersing females including the effect of age 
classes, three study periods of different environmental conditions, and two habitats of contrasting 
quality. Models are ranked by order of increasing QAIC; we report the QAIC (difference in QAIC 
values between a candidate model and the model with the lowest QAIC), the number of estimated 
parameters (df) and the model deviance. Adult: roe deer from 2 to 8 years old, old: roe deer from 8 
to 13 years old, Very old: roe deer ≥ 13 years old. Natal: habitat quality of natal range; Esta: habitat 
quality of settlement range. A “.” indicates an interaction between two variables and “[ ]” indicates 
several variables are included in an interaction with another variable. Note that the number of 
models in this table is superior compared to the number of models for the philopatric females’ table 
(Table 4), as for philopatric individuals, natal and settlement ranges are the same and thus, we only 











Adult + Old + Very old + period 36 1022.85 1094.85 0.00 
Adult + Old + Very old + period + natal 37 1022.19 1096.19 1.34 
Adult + Old + Very old + period + esta 37 1022.29 1096.29 1.44 
Adult + Old + Very old + period + natal + esta 38 1022.15 1098.15 3.30 
Adult + Old + Very old + natal 35 1036.11 1106.11 11.26 
Adult + Old + Very old + esta 35 1036.76 1106.76 11.91 
[Adult + Old].period + Very old 37 1177.69 1251.69 156.84 
[Adult + Old + Very old].period 38 1177.67 1253.67 158.82 
Adult.period + Old + Very old 35 1185.15 1255.15 160.31 








Table 4: Candidate models of survival probability of philopatric females including the effect of age 
classes, three study periods of different environmental conditions, and two habitats of contrasting 
quality. Models are ranked by order of increasing QAIC; we report the QAIC (difference in QAIC 
values between a candidate model and the model with the lowest QAIC), the number of estimated 
parameters (df) and the model deviance. Adult: roe deer from 2 to 8 years old, old: roe deer from 8 
to 13 years old, Very old: roe deer ≥ 13 years old. Natal: habitat quality of natal range; Esta: habitat 
quality of settlement range. A “.” indicates an interaction between two variables and “[ ]” indicates 
several variables are included in an interaction with another variable. Note that the number of 
models in this table is inferior compared to the number of models for the female dispersers table 
(Table 3), as for philopatric individuals, natal and settlement ranges are the same and thus, we only 











Adult + Old + Very old + period 34 1198.67 1266.67 0 
Adult + Old + Very old + period + natal 35 1198.30 1268.30 1.63 
Adult + Old + Very old + natal 33 1216.633 1282.63 15.96 
[Adult + Old + Very old].period 35 1414.91 1484.91 218.24 
[Adult + Old].period + Very old 35 1415.91 1485.91 219.24 
Adult + Old.period + Very old 38 1426.86 1492.86 226.18 





Fig 1. Survival probabilities for dispersing and philopatric males for three study periods with different 
environmental conditions and two age classes; (a) Adult: 2 to 8 years old and (b) Senescent: from 8 to 
13 years old. Period 1 goes from 1982 to 1993, period 2 from 1994 to 2002 and period 3 from 2003 
onwards. The dots (and dotted lines) represent the model predictions (and the associated 95% 





Fig 2. Survival probabilities for dispersing and philopatric females for three periods indexing climate 
change and three age classes; (a) Adult: 2 to 8 years old and (b) Early senescent: 8 to 12 years old. 
Period 1 goes from 1982 to 1993, period 2 from 1994 to 2002 and period 3 from 2003 onwards. The 
dots (and dotted lines) represent the model predictions (and the associated 95% confidence 




d. Effect of habitat quality in natal and settlement ranges 
Habitat quality in the natal or settlement ranges, with or without an interactive effect with the 
period, was never retained in the selected model (Tables 1, 2, 3 and 4). Therefore, we could not 




In this study, we tested whether (1) dispersal was responsible for increased mortality costs in a roe 
deer population; (2) changes of environmental conditions throughout the study period increased the 
mortality costs of dispersal and (3) decreased the propensity of individuals to disperse. First, survival 
probabilities were equal or higher for dispersers compared to philopatric individuals in the first two 
periods, for both age classes and both sexes, which highlights an effect of individual quality, sensu 
Wilson and Nussey (2010), with dispersers usually of better quality than their philopatric 
counterparts. However, since 2003, this trend reversed, with dispersers having an equal or lower 
survival probability compared to philopatric individuals in both sexes. This increase in dispersal costs 
may have been responsible for the observed reduction by 2.5 times in dispersal propensity in the last 
fifteen years, suggesting that the balance between costs and benefits of dispersal might be modified 
by the deterioration of environmental conditions caused by the global warming, at the expense of 
the dispersal process. This effect is partially sex-dependent, as female mortality seemed to be less 
influenced by environmental conditions and dispersed more than males. Lastly, habitat quality did 
not appear to have a significant impact on dispersal costs, consistently with previous work on this 
population which showed habitat quality to only influence fawn survival, and at high density only 
(Pettorelli et al. 2003), although it had a slight effect on the propensity to disperse for females. These 
results thus suggest that temporal variability may be impacting dispersal costs more than spatial 
variability, while the latter cannot compensate for the loss of favourable habitats. 
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High individual quality, defined as consistently high individual performance throughout life, has 
previously been shown to offset costs of reproduction or movement (Weladji et al. 2008, Hamel et al. 
2009, Lescroël et al. 2009, Robert et al. 2012). For example, it is common that individuals of high 
quality both have a high reproductive success and high survival (e.g. Beauplet et al. 2006, Lescroël et 
al. 2009, Robert et al. 2012). However, dispersal and individual quality have seldom been linked in 
studies (but see Cam et al. 2004). Here, when environmental conditions are moderate or favourable, 
dispersal costs should be rather low, and we suggest that they may be offset by the high phenotypic 
quality of roe deer dispersers, which allows them to benefit from a high survival both during adult 
and old adult phases (Wahlström and Liberg 1995, Debeffe et al. 2012). Thus, this study provides 
further evidence that dispersers are individuals of good quality in this species, and demonstrates that 
they may completely offset mortality costs in rather favourable environmental conditions. In addition 
to their high quality, dispersal may allow individuals to reach novel habitats containing high-quality 
resources, which may confer them additional fitness advantages compared to philopatric individuals.  
Climate change is expected to have tremendous impacts on species ecology and should particularly 
play an important role on resources availability and distribution within landscapes (Backlund et al. 
2008, Allen et al. 2010, IPCC 2014). Because roe deer condition is strongly dependent on high quality 
resources (Hofman 1989, Moser et al. 2006), we expected that changes in resource distribution and 
quality may increase dispersal costs. We show that, since 2003, senescent dispersers’ survival was 
lower compared to philopatric senescent individuals. This last period of study was characterised by 
increased temperatures, more frequent droughts and water depletion compared to previous periods 
(i.e. moderate and then favourable conditions), which led to a global deterioration of the study area 
(Pellerin et al. 2010, Gaillard et al. 2013). Because of their sensitivity to high quality resources, roe 
deer attained lower body mass in recent years, and thus, fewer individuals should attain a sufficient 
body mass to disperse (Debeffe et al. 2012). Moreover, chances to settle in a poor quality 
environment increased for all individuals but the energy costs the dispersing individuals just incurred 
were likely harder to offset in an impoverished habitat. These two consequences of environmental 
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deterioration may have resulted in the observed decrease in dispersal propensity at the population 
level. Moreover, they demonstrate that dispersers may lose their “reputation” of high quality 
individuals if environmental conditions become poor, and confirm that dispersal costs may be 
dependent on current global changes (Bonte et al. 2012).  
Sex differences in life history trajectories are widespread in the wild and affect many processes, 
including dispersal and associated costs (Greenwood 1980, Clutton-Brock 2007, Lawson Handley and 
Perrin 2007). In mammals, dispersal is usually male-biased, which has also been suggested to be the 
case for roe deer in past studies, with males dispersing earlier and further than females (Bideau et al. 
1993, Wang and Schreiber 2001); however, several recent studies showed that dispersal may not be 
sex-biased in roe deer (Coulon et al. 2006, Gaillard et al. 2008, Debeffe et al. 2012, Biosa et al. 2015). 
However, our study both shows higher dispersal costs and a lower dispersal propensity for males, 
indicating dispersal may be female-biased in this population, consistently with very recent work 
(Ducros et al. 2020). Because most roe deer male adults are territorial during half the year (Linnell 
and Andersen 1998) from 3 years of age onwards, dispersing males might suffer from more 
antagonistic interactions during settlement, especially in a context where resources become scarcer. 
We suggest that more antagonistic interactions may lead to attrition, increased energy expenditure, 
and fewer resources acquired (Serrano and Tella 2007, Soulsbury et al. 2008), especially if density of 
congeners was to increase. This might result in a general decrease in body condition, potentially 
explaining the stronger senescence we observe in males compared to females. Thus establishing a 
post-dispersal territory containing aggressive congeners may require a lot of energy in males, 
especially if they already incur sex-specific costs associated to physiological and behavioural 
demands for reproduction, which also lead to increased senescence, and especially in a context with 
poor resources (Douhard et al. 2017). Further work will be required to determine whether dispersing 
males incur more attrition and body mass loss compared to philopatric individuals, especially in the 
recent years, while females may not. Moreover, females appear to disperse more compared to males 
for all periods, contrary to what was previously found in this species (Coulon et al. 2006, Gaillard et 
 
85 
al. 2008). This result also suggests that females may be incurring less costs compared to males, or 
that costs might be different between sexes or better offsetted by females.  
Because declines in life-history traits at old ages are now widespread across a large range of taxa 
(Ricklefs 2010, Nussey et al. 2013), senescence should influence population dynamics. In a long-lived 
iteroparous species such as roe deer (Gaillard et al. 2000), reducing survival in old ages might lead to 
fewer individuals participating to reproduction. Moreover, we also know that individuals born in less 
favourable periods are of lower quality and usually have a lower reproductive success compared to 
those born in higher quality years (‘cohort effects’, Gaillard et al. 2003, Pettorelli et al. 2002). This 
loss in reproductive individuals or decrease in reproductive success could add up to the effect of 
climate change on vegetation to explain why recruitment was lower in recent years in this population 
(Gaillard et al. 2013). In general, changes in senescence patterns might especially be important in the 
“slow” part of the fast-slow continuum of life-history trajectories, as these species are fitted to an 
environment triggering low mortality, and thus a mismatch might occur between their “slow” biology 
cycle and the increased mortality they might be incurring earlier in life (Hassall et al. 2017). 
Moreover, increasing senescence has been shown to decrease both generation time and population 
growth rate in mammals, leading to increased extinction risk (Robert et al. 2015). These results might 
indicate that higher dispersal costs in terms of actuarial senescence may be detrimental for 
population dynamics, although this effect has to be addressed taking into account other life-history 
traits such as reproduction and discussing entire life history trajectories.  
Dispersal is an energy-demanding process, requiring individuals to be in good body condition to 
move through an unknown landscape and settle there (Bonte et al. 2012). Because climate change is 
currently leading to a global deterioration of the study area, with higher mean temperatures and 
more frequent and intense droughts (Gaillard et al. 2013), we suggest that the observed decline in 
dispersal is most likely due a climate-induced loss in body condition. In addition to frequent droughts 
reducing water availability and vegetation quality (IPCC 2007), earlier springs may also impose a 
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mismatch between the peak in resources and biological processes, including dispersal, and thus 
create a strong energetic stress on individuals. Previous work on roe deer highlighted that juveniles 
had to reach a minimum body mass to disperse (Debeffe et al. 2012). Thus, resource-deprived 
environments may have strong consequences on the body growth of roe deer prior to dispersal and 
prevent them from dispersing. Observed patterns of body mass variation seem to confirm this 
hypothesis, as mean body mass decreased in the third period compared to the two previous periods.  
Hamilton and May (1977) first predicted that individual dispersal strategies might be age-dependent, 
and particularly, that dispersal of juveniles may be influenced by their mother’s age. Their 
assumption was verified many years later and research showed that offspring dispersal should 
decrease when mothers become senescent, and thus when their survival probability decreases 
(Ronce et al. 1998). Here, the proportion of dispersing individuals in the population decreased in the 
last period, concomitantly with increased senescence in survival, which could be in line with 
Hamilton and May’s hypothesis. Because actuarial senescence might create spatial heterogeneity in 
available habitats (Ronce et al. 1998), young roe deer might therefore benefit from staying near their 
natal range if their parents become senescent, because of the higher probability to inherit from a less 
crowded habitat, especially in a context where resources might be of poorer quality and quantity. 
This, however, remains to be evaluated using transgenerational data. Moreover, as we previously 
mentioned, dispersers also have incurred higher dispersal costs since 2003. If dispersal costs become 
too high, selection might favour individuals which do not disperse (Travis et al. 1999). In the current 
context of continuous and increasing climate change (IPCC 2014, Ripple et al. 2019), we might 
wonder whether both tactics of dispersal and philopatry might persist, or if the current ratio 
between philopatry and dispersal could be modified. Several studies have already shown that 
dispersal strategies might vary depending on environmental change (Bonte et al. 2008a, Delattre et 
al. 2013), and we demonstrate here that dispersal costs may increase with climate change 
concomitantly with a decrease in the proportion of dispersing individuals. Considering the high 
implications of dispersal in terms of limiting inbreeding or competition, allowing metapopulations to 
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persist, or colonizing new habitats (Ronce 2007), modifications of the dispersal process could have 
far-reaching impacts in biological systems (Bonte et al. 2008a). Thus, we encourage more research on 
the effects of changing climate on dispersal costs, as a way to better understand how varying 
environmental conditions might affect population dynamics and assess if we might witness a 
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Annex I: Analysis of the propensity to disperse 
 
 Sex model 
 
Table S1: Candidate generalized linear models (glm) describing the propensity to disperse in relation 
to sex. Models are ranked by order of increasing AICc; we report the AICc (difference in AICc values 
between a given model and the model with the lowest AICc) and the number of estimated 
parameters (df). Retained model is highlighted in bold. 
Model df AICc AICc 
Sex 2 534.70 0.00 
Null 1 539.10 4.35 
 
Table S2: Summary statistics of the retained generalized linear model describing the propensity to 
disperse in relation to sex. We report parameter estimates (±SE) for each variable that featured in 
the retained models, z values, and p-values. Significant effect is indicated in bold writing. 
Parameter Estimate Std. Error z value P-value 
Intercept -0.460 0.139 -3.297 0.001 
Sex Male -0.526 0.210 -2.508 0.012 
 
 Females 
Table S3: Candidate generalized linear models (glm) describing the propensity of roe deer females to 
disperse in relation to three study periods of different environmental conditions, and two habitats of 
contrasting quality (either in the natal or settlement range). Models are ranked by order of increasing 
AICc; we report the AICc (difference in AICc values between a given model and the model with the 
lowest AICc) and the number of estimated parameters (df). Retained model are highlighted in bold 
and used for performing model averaging. 
Model df AICc AICc 
Natal + period 4 262.00 0.00 
Period 3 263.70 1.78 
Esta + natal + period 5 264.00 2.07 
Esta + period 4 265.10 3.19 
Natal 2 290.30 28.34 
Null 1 291.70 29.73 
Esta + natal 3 292.30 30.31 




Table S4: Summary statistics of the retained generalized linear model describing the propensity of 
females to disperse in relation to periods of different environmental conditions and two natal 
habitats of contrasting quality. We report parameter estimates (±SE) for each variable that featured 
in the retained models, z values, and p-values. Significant effect is indicated in bold writing. The 
reference period is the period 1 and the reference natal habitat is the high-quality natal habitat. 
Parameter Estimate Std. Error Adjusted SE Pr(>|z|) 
(Intercept) 0.504 0.423 0.425 0.236 
Natal – poor quality 0.697 0.356 0.358 0.051 
Period 2 -0.363 0.481 0.484 0.453 
Period 3 -1.924 0.480 0.483 < 0.001 
 
 Males 
Table S5: Candidate generalized linear models (glm) describing the propensity of roe deer males to 
disperse in relation to three study periods of different environmental conditions, and two habitats of 
contrasting quality (either in the natal or settlement range). Models are ranked by order of increasing 
AICc; we report the AICc (difference in AICc values between a given model and the model with the 
lowest AICc) and the number of estimated parameters (df). Retained model is highlighted in bold. 
Model df AICc AICc 
Period 3 224.90 0.00 
Natal + period 4 225.90 1.08 
Esta + period 4 226.80 1.95 
Natal + esta + period 5 228.00 3.15 
Null 1 243.10 18.22 
Natal 2 245.10 20.25 
Esta 2 245.10 20.26 
Natal + esta 3 247.20 22.31 
 
Table S6: Summary statistics of the retained generalized linear model describing the propensity of 
males to disperse in relation to periods of different environmental conditions. We report parameter 
estimates (±SE) for each variable that featured in the retained models, z values, and p-values. 
Significant effect is indicated in bold writing. The reference period is the period 1. 
 
Parameter Estimate Std. Error z value P-value 
Intercept -0.693 0.500 -1.386 0.166 
Period 2 0.464 0.549 0.846 0.398 







Annex II : Goodness-of-Fit Analyses 
 
Goodness-of-Fit tests were realised on each sex:dispersal status group using the software U-CARE 
V2.3.4 (Choquet et al. 2005, Choquet et al. 2009). In this section, we give the summary statistics 
associated with these tests. 
Table S7: GOF test summary statistics associated to each sex:dispersal status group. The p-value of 
each model is provided. C-hat represents the ratio between Quadratic Chi2 and df.  
Group p-value Quadratic Chi2 df c-hat 
Female dispersers 0.84 68.37 81 0.84 
Male dispersers 0.99 42.65 69 0.62 
Female philopatrics 0.37 90.87 87 1.04 





















Annex III- Age-dependent survival models 
 
In this section, we present the model selection for only age-dependent survival. We tested two 
different age models: a full-age model and a three age class model (prime-aged adults from 2 to 8 
years old, old adults from 8 to 12 years old and very old adults from 12 years old onwards). The four 
following tables present the results obtained for each of our four sex:dispersal status datasets. Note 
that, even for identical models, df values may not be identical between the four following tables, 
because recaptures among the four groups were not equally spread in the study period, and thus, we 
estimated more or less recapture probabilities for a given year and a given group, leading for more or 
less degrees of freedom for a given model (for example, in 1982, only males were captured).  
 
Table S8: Candidate models describing survival probability of dispersing males for different age 
modalities. Models are ranked by order of increasing QAICc; we report the QAICc (difference in 
QAICc values between a given model and the model with the lowest QAICc), the number of 
estimated parameters (df) and deviance. Prime-aged adult class: from 2 to 8 years old, Old adult 
class: from 8 to 13 years old, Very old adult class: >= 13 years old. The retained model is highlighted 
in bold. 
Model df Deviance QAICc QAICc 
Adults + Old + Very 
old 29 592.64 661.18 0 










Table S9: Candidate model describing philopatric male survival probability for different age 
modalities. Models are ranked by order of increasing QAICc; we report the QAICc (difference in 
QAICc values between a given model and the model with the lowest QAICc), the number of 
estimated parameters (df) and deviance. Prime-aged adult class: from 2 to 8 years old, Old adult 
class: from 8 to 13 years old, Very old adult class: >= 13 years old. The retained model is highlighted 
in bold. 
Model df Deviance QAICc QAICc 
Adults + Old + Very 
old 31 1379.87 1446.27 0 
Full-age model 43 1357.94 1452.58 6.31 
 
 
Table S10: Candidate model describing dispersing female survival probability for different age 
modalities. Models are ranked by order of increasing QAICc; we report the QAICc (difference in 
QAICc values between a given model and the model with the lowest QAICc), the number of 
estimated parameters (df) and deviance. Prime-aged adult class: from 2 to 8 years old, Old adult 
class: from 8 to 13 years old, Very old adult class: >= 13 years old. The retained model is highlighted 
in bold. 
Model df Deviance QAIC QAIC 
Adults + Old + Very 
old 33 1199.21 1271.28 0 










Table S11: Candidate model describing philopatric female survival probability for different age 
modalities. Models are ranked by order of increasing QAICc; we report the QAICc (difference in 
QAICc values between a given model and the model with the lowest QAICc), the number of 
estimated parameters (df) and deviance. Prime-aged adult class: from 2 to 8 years old, Old adult 
class: from 8 to 13 years old, Very old adult class: >= 13 years old. The retained model is highlighted 
in bold.  
Model df Deviance QAIC QAIC 
Adults + Old + Very 
old 31 1440.02 1506.11 0 
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In many taxa, dispersers constitute a non-random part of the population, usually being in very good 
condition, which allows them to survive dispersal costs and enhance their fitness through dispersal 
benefits (Barbraud et al. 2003, Bonte et al. 2012). Many studies have already shown that dispersal is 
usually associated with higher body mass or faster reproductive rates (Clobert et al. 2009, Stevens et 
al. 2012, Beckman et al. 2018), consistently with the pace-of-life syndrome hypothesis (Réale et al. 
2010), although this might not be the case for all species, for example red foxes (Soulsbury et al. 
2008, but see Montiglio et al. 2018). According to this hypothesis, dispersers are supposed to be part 
of the fast component of the fast-slow continuum, exhibiting high growth rate or precocious 
reproduction (Réale et al. 2010). In these life history strategies, individuals thus incur very strong 
energy expenditure in early life to realise costly processes such as dispersing, growing and 
reproducing mainly around the same period in their life (Réale et al. 2010). Early-late life tradeoffs 
are common in the wild, and individuals investing early in costly processes may suffer subsequent 
negative consequences throughout their lives (Blomquist 2009, Agrawal et al. 2010, Lemaître et al. 
2015, Douhard et al. 2017). Thus, we might expect that individuals realising a dispersing event may 
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also exhibit high reproductive success and growth in early life at the detriment of their late life 
reproduction or survival (Réale et al. 2010, Stearns 1989).   
In the current context of climate change where resources are becoming scarcer or distributed 
differently or unpredictably in space and time (IPCC 2014, Ripple et al. 2019), and because tradeoffs 
are resource-based (Van Noordwijk & Dejong 1986, Agrawal et al. 2010), we may expect the 
allocation to a given process to be modified (Messina and Slade 1999, Donaldson et al. 2005, 
Woodhams et al. 2008). Lack of resources may exacerbate an already present trade-off, both in 
animal and plant kingdoms (Murray and Smith 2012, Vilà-Cabrera et al. 2014). For example, a trade-
off exists between thermal safety and resource foraging in the desert woodrat (Neotoma lepida): 
individuals only have limited adaptations for living in an extreme environment (Death Valley, 
California), and thus, concentrate most of their activity outside the den at night. However, this trade-
off has been shown to be exacerbated with increasing temperatures, leading to a stronger negative 
relationship between woodrat activity and temperature at summer time, which is concerning for 
population survival and reproduction with ongoing climate change. Thus, changes in tradeoffs with 
environmental changes, including modifications in, for example, reproduction and growth, may have 
strong impacts on population dynamics and life history strategies (Stearns 1989).  
As for now, there are very few studies which have focused on the effects of climate change on 
dispersal costs (but see Moller et al. 2006, Bonte et al. 2012). In particular, no study has, to our 
knowledge, established the joint effects of climate change and dispersal on variations in 
reproduction or growth throughout an individual’s life. In this study, we addressed the potential 
consequences of climate change on dispersal costs in roe deer (Capreolus capreolus) in terms of (1) 
both male and female growth costs and (2) female reproductive costs. Dispersal occurs only once in 
the life of roe deer, around the age of one year old, and leads to permanent settlement in a new 
habitat (Hewison et al. 1998, Debeffe et al. 2012). We hypothesized that this particular movement 
early in life may have consequences both at medium and long terms (i.e. senescent stage) on 
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reproduction and growth, and that climate change may modify this interaction. More precisely, we 
expected that reproductive success and growth might be higher in dispersers in early life compared 
to philopatric individuals, and that this effect would reverse as individuals get older, according to the 
pace-of-life syndrome hypothesis. We also expected that climate change may exacerbate the 
difference in reproductive success and body growth at medium and long terms between dispersing 
individuals compared to philopatric individuals. Because males and females appear not to have the 
same weight in roe deer and because associated costs of dispersal may differ between sexes because 
of differing selection pressures (Pettorelli et al. 2002, Clutton-Brock 2007), we separated analyses by 
sex. Males are more territorial compared to females in this species (Linnell and Andersen 1998), and 
thus, they may incur strong energy expenditure or attrition in the settlement phase. Females, on the 
other side, can reproduce earlier compared to males, at the age of 1 year old, and may thus be 
incurring high energy expenditures right after dispersing. We expect these two types of energy 
expenditures to interact with dispersal costs in the trade-offs between dispersal and growth or 
reproduction, leading to differences in the results obtained for males and females respectively. Thus, 
we realised analyses separately on males and females. 
 
Material and methods 
 
1) Data 
For this second chapter, we used the capture dataset already used in chapter I (Deux-Sèvres, France). 
Data come from an extensive survey realised from 1982 to 2015 on a roe deer population inhabiting 
the Chizé Réserve Biologique Intégrale (RBI). Description of the study area and complete capture 
protocol are described in the material and methods section of this manuscript and in chapter I. For 
each animal, body mass, sex, and the location of the capture (parcel and sector) were recorded. In 
females, ultrasonographic measures started in 1983 and allowed to determine whether the female 
was in gestation, and if so, the number of embryos it carried (between 1 and 3). Subsequent 
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analyses, as described in chapter I, allowed to discriminate between dispersing and philopatric 
individuals based on the distance between natal and settlement sectors (disperser: >500m, 
philopatric individual: <500m; Gaillard et al. 2008). All individuals for which we could not determine 
the dispersal status were removed from the analysis. Moreover, since we wished to determine the 
effects of dispersal on subsequent reproduction and body mass, we needed to take into account the 
condition in which individuals were prior to dispersing. To do so, we used juvenile body mass 
measured during individuals’ first winter because it reflected individual body condition right before 
dispersal. Thus, we only considered individuals captured as juveniles in winter (and not fawns) in 
these two analyses. As in chapter I, we considered three contrasted weather periods in this dataset, 
as environmental conditions have changed in the last decades in the RBI (Gaillard et al. 2013). 
Periods are described as follows: 1: 1982 to 1993, 2: 1994 to 2002 and 3: from 2003 to 2015. 
Similarly, we also considered settlement ranges of contrasted habitat quality, depending on the 
sector a roe deer lived. Settlement sector quality is described as follows: 1: good quality, 3: bad 
quality. For more details, please see the Material and Methods section of Chapter I.   
 
1) Body growth analyses 
We aimed to determine if changes in climatic conditions lead to a lower growth from their juvenile 
body mass in dispersers compared to philopatric individuals (hypothesis 1), and if this effect differs 
for different life stages (hypothesis 2). To test our hypotheses, for each sex, we calculated growth (1) 
all along the individual’s life (with the juvenile stage as a reference); (2) for three transitions among 
stages: from juvenile to yearling, from yearling to adult, and from adult to senescent. Roe deer 
juveniles realise the majority of their growth during their first year of age (between 59 and 70%, 
Andersen et al. 1998), and as such, body mass varies strongly in this period. We hence standardised 
juvenile body mass measures to the median date of capture (27th of January; range = January to 
February). To do so, we realised a linear regression including the juvenile body mass (at the date of 
capture) as the dependent variable, the jullian date of capture and sex as independent variables and 
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year as a random effect on the intercept in order to control for potential year effects (library ‘lme4’, 
Bates et al. 2015). This preliminary model allowed us to estimate an average daily body mass gain 
during the capture period (14.7 ± 2.5 grams.day-1), which we used to calculate a predicted body mass 
for each juvenile on the 27th of January. Predicted body mass, was calculated in the following way:  
 
Predicted body mass (kg) = Body mass at capture date + daily body mass gain*(median date-capture 
date) 
 
Growth at a given age was measured as the difference between body mass measured at the 
corresponding age and the juvenile standardized body mass. We thus obtained multiple measures of 
growth for each individual, allowing for the comparison of growth between dispersers and 
philopatric individuals all along their life.  Juvenile to yearling growth was measured as the difference 
between yearling and juvenile body masses. For adult growth, we calculated for each individual the 
mean adult body mass as the mean body mass measures from 4 to 8 years old in males and from 4 to 
12 years old in females ( Nussey et al. 2011, Douhard et al. 2017). Adult growth was then calculated 
by substracting yearling body mass to adult body mass for each individual. We repeated the same 
method for the senescent stage. This method allowed us to obtain one measure of growth per 
individual for a given transition. 
We first determined the best model describing the age effect on growth, and used it as our base 
model to evaluate the effects of dispersal status and climate on growth. In roe deer it is known that 
body mass firstly increases until 4 years of age, where individuals reach their adult mass, stabilizing 
and then decreasing during a sex-dependent senescent stage at 8 and 12 years old in males and 
females respectively (Nussey et al. 2011, Douhard et al. 2017). We verified that we found the same 
variation of growth with age in our population by comparing generalised additive mixed models 
(gamm, library ‘mgcv’, Wood 2017) containing either (1) the continuous effect of age,  (2) age classes 
(4 to 8 years old: adult and >8 years old: senescent for males and 4 to 12 years old: adult and >12 
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years old: senescent for females), (3) age modelled using a threshold effect at ages from 8 to 12 
years old or (4) age modelled using a thin plate regression spline. Individual identity and cohort were 
included as random effects on the intercept in order to account for the lack of independence 
between measurements and to control for potential cohort effects (Gaillard et al. 2003, Van de Pol 
and Verhulst 2006). After selecting the best model (see model selection below), we evaluated 
whether the effect of age varied with dispersal status. We used the retained model for subsequent 
analyses.  
To evaluate the hypothesis 1, we then used gamm models to investigate the variations in growth, 
which included the three way-interaction between dispersal status, period and juvenile body mass, in 
addition to the retained effect of age and the effect of settlement sector quality. Adult body mass 
depends on juvenile body mass in many species including ungulates (Festa-Bianchet et al. 2000, 
Michel et al. 2015), and thus, we included it in every model we ran to control for its effect on growth. 
We compared this reference model to simpler nested models which matched biologically meaningful 
hypotheses and could contain a combination of dispersal status, body mass, period, sector quality 
and interactions between all these variables but sector quality (see full list of evaluated models in 
model selection tables in the Supplementary Materials). Two individuals were removed from the 
analysis because their information seemed erroneous (one had an extremely low juvenile body mass 
and the other presented a loss of body mass at the yearling phase while it was in very good condition 
both before and after this phase.  
To evaluate hypothesis 2, we built three models, explaining growth from juvenile to yearling, from 
yearling to adult, and from adult to senescent. In these analyses, models contained the three-way 
interaction between juvenile body mass, dispersal status and period, the additive effect of 
settlement sector quality and the cohort included as a random effect on the intercept. We 
proceeded to the same model selection procedure as explained above.  
We based our model selection using the Akaike’s information criterion corrected for small sample 
size (AICc, Burnham and Anderson 2002). We first selected the model with the smallest AICc in a 
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ΔAICc of 2 (i.e. the model with the smallest degree of freedom within a ΔAICc of 2). We then 
removed models within this ΔAICc interval that differed from this higher-ranking model by the 
addition of one or more parameters. These models were considered as uninformative, as 
recommended by Arnold (2010) and Richards (2008) and removed. Then, we performed model 
averaging on the retained models (library ‘MuMIn’, Barton 2019). In the case when only one model 
needed to be chosen (for example to determine the effect of age), we kept the model with the 
smallest AICc.  
 
2) Reproductive success analyses 
Our aim was to test three hypotheses: when climate is degrading, (1) dispersing females reproduce 
less compared to philopatric ones throughout their lives, (2) age of primiparity is delayed because of 
dispersal, and (3) the number of embryos is lower for dispersing compared to philopatric females 
both shortly after dispersal (i.e. at one year old) and in the entire life of the individual. To evaluate 
our hypotheses, we estimated the probability to reproduce (Prep) and the probability to get more 
than one embryo (Pemb), which we both considered during the entire life of the individual to 
determine the whole possible costs that may arise from dispersing (Prep_tot and Pemb_tot) or at 2 years 
old to determine the short-term effects of dispersal on reproduction (Prep2 and Pemb2). Both variables 
were obtained by the echography measures. Prep was set to 1 if females were found pregnant, 
otherwise, Prep was set to 0. Pemb was set to the number of embryos detected by echography, and 
took values from 0 to 3 in our dataset. Because the number of females having 3 embryos was very 
low (N=2), we gathered females having 2 or 3 embryos as females having more than one embryo and 
compared them to those having one embryo only. Both variables hence followed a binomial 
distribution.  
Similarly as for the growth analyses, we first determined how these two metrics varied with age, 
modelling it in four different ways (continuous effect, age classes, smoothed or threshold effect), and 
whether the effect of age varied with dispersal status (for Pemb_tot and Prep_tot). The model also 
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included the identity of the individual and cohort as random effects on the intercept. We used 
generalised additive mixed models (gamms) to compare these four types of models. If the smoothed 
effect of age was included in the retained model, we used gamm models for subsequent analyses. 
Otherwise, we used a generalized linear mixed model, using the library ‘lme4’ (Bates et al. 2015). 
The complete models were then based on these retained age models (one for each of the four 
response variables), by adding the interactive effects of dispersal status and period and the additive 
effect of settlement sector – except for the models investigating short term effects of dispersal (Prep2 
and Pemb2), for which the effects of age and identity were not relevant. We then used glmer models 
to study the variations of these two variables at 2 years old (library ‘lme4’, Bates et al. 2015). We 




I- Growth analysis 
 
1) Variations of growth in males 
 
a. Variations of growth throughout the entire life 
Results showed that male growth varied non-linearly with age, and that this effect was not modified 
by dispersal status (Supplementary Materials Annex I, 1) and 2)). We thus modelled the age effect 
using a thin plate regression spline which was not specific to dispersal status in the following models. 
The best model describing male growth contained the interaction between period and juvenile body 
mass in addition with the smoothed effect of age (all but one models within a ∆AICc of 2) (Table S3). 
As expected, male growth increased with age until 4 years old, stabilised up until 8 years old and 
decreased after 8 years old (Fig. 1, Table 1). The model indicated a negative relationship between 
male growth and juvenile body mass in both periods 2 and 3 (Fig. 2), indicating individuals gained less 
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weight if they were heavy as juveniles than light individuals. However, in period 3, the slope between 
male growth and juvenile body mass was about 2.5 times more pronounced compared to period 2 
(estimate of the two-fold interaction of 0.29 ± 0.12 (SE) compared to period 2, N=181, Table 1 and 
Fig. 1), indicating that individuals might gain between 20 and 30% less weight from a given juvenile 
body mass if they were born in period 3 compared to period 2 and especially if they were light as 
juveniles (between 10 and 15 kg).  
Table 1: Summary statistics of the retained generalized additive mixed model describing male growth 
from juvenile stage across an individual’s life in relation to age, body mass and period. We report 
parameter estimates (±SE) for each variable that featured in the retained models, t values, and p-
value. For smooth effects, we give the effective degrees of freedom (edf), the residual degree of 
freedom (Ref.df), the Wald Statistic (Chi.sq) and the p-value. Significant effects are indicated in bold 
writing.  
Parameters Estimate Std. Error (SE) t value Pr(>|t|) 
(Intercept) 15.56 1.46 10.64 < 0.001 
Body mass -0.46 0.08 -5.52 < 0.001 
Period 1 -6.79 4.46 -1.52 0.13 
Period 3 -6.11 1.93 -3.17 0.002 
Body mass:period 1 0.45 0.27 1.68 0.09 
Body mass:period 3 0.29 0.12 2.33 0.02 
 
Smooth effects : 
 edf Ref.df Chi.sq p-value 
 Random effect of 
cohort 12.95 24 16.67 0.003 
Random effect of 
individual Identity 109.99 174 3.51 < 0.001 








Figure 1: Variations in male growth (kg) from the juvenile stage in relation to age. The line (and 
dotted lines) represents the model predictions (and the associated 95% confidence intervals). Points 







Figure 2: Variations in male growth (kg) as a function of increasing juvenile body mass (kg) for three 
periods (1: 1982 to 1993, 2: 1994 to 2002 and 3: from 2003 onwards). The lines (and dotted lines) 
represent the model predictions (and the associated 95% confidence intervals). Points represent the 
observed growth values for a given juvenile body mass. 
 
b. Variations of growth from juvenile to yearling stage 
The retained model contained the effect of period (Table S4). Male growth decreased by about 20% 
from period 2 to period 3 (estimate of -1.55 ± 0.53 kg, N=95 – Table S5, Fig. 3).  






Figure 3: Variations in male growth from the juvenile to the yearling stage for two periods (2: 1994 to 
2002 and 3: from 2003 onwards). The black dots (and dotted lines) represent the model predictions 
(and the associated 95% confidence intervals). Grey points represent the observed growth values for 
the two periods. 
c. Adult and senescent growth 
 
When studying male growth from yearling to adult stage, we found that the quality of settlement 
sector had an influence on growth (Table S6). Individuals settling in the poor quality sector presented 
a growth from the yearling to the adult stage about 30% higher compared to individuals which 
settled in the rich quality sector (estimate of 1.01 ± 0.13, N=46, Fig. 4). Because the sample size to 
study growth from the adult to the senescent stage in males was too small (4 observations on only 





Figure 4: Variations in male growth from the yearling to the adult stage for two sector qualities (good 
quality: sector 1 and bad quality: sector 3). The black dots (and dotted lines) represent the model 
predictions (and the associated 95% confidence intervals). Grey points represent the observed 
growth from the yearling to the adult stage for the two sectors. 
 
2) Variations of growth in females 
 
a. Variations of growth throughout the entire life 
 
Analyses showed that female growth varied non-linearly with age, and that this relationship was not 
affected by dispersal status (Supplementary Materials Annex II 1) and 2)). We thus modelled the age 
effect on female growth using a non-specific thin-plate regression spline. The retained model 
describing female growth contained the additive effects of body mass and period (Table S9). Female 
growth decreased linearly with increasing juvenile body mass (estimate of -0.45 ± 0.67 kg per kg of 
juvenile body mass – Table 2, Fig. 5), indicating females were gaining less weight if they were heavy 
as juveniles. Female growth increased approximately until 6 years old, stabilised and then decreased 
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from 8 years old (Fig. 6, Table 2). We did not detect a significant variation in female growth from 
period 1 to 2. However, female growth decreased from period 2 to 3 (estimate of -1.32 ± 0.41 kg, 
N=183) or period 1 to period 3 (estimate of -2.03 ± 0.44 kg) (Table 2 and Fig. 7). Thus, females are 
getting less and less weight from a given juvenile body mass over periods.  
 
Table 2: Summary statistics of the retained gamm model describing female growth from juvenile 
stage across an individual’s life in relation to body mass and period. We report parameter estimates 
(±SE) for each variable that featured in the retained models, t values, and p-value, for two different 
periods chosen as reference values for the model. For smooth effects, we give the effective degrees 
of freedom (edf), the residual degree of freedom (Ref.df), the Wald Statistic (Chi.sq) and the p-value. 
Significant effects are indicated in bold writing. 
Parameters Estimate Std. Error t value Pr(>|t|) 
(Intercept – Reference = 
Period 1 ) 14.97 1.00 15.04 < 0.001 
Mass -0.45 0.07 -6.78 < 0.001 
Period 1 to2 -0.71 0.48 -1.48 0.14 
Period 1 to 3 -2.03 0.44 -4.59 < 0.001 
     
(Intercept – Reference = 
Period 2) 14.26 1.10 12.96 < 0.001 
Mass -0.45 0.07 -6.78 < 0.001 
Period 2 to 1 0.71 0.48 1.84 0.14 
Period 2 to 3 -1.32 0.41 -3.21 0.001 
 
Smooth effects :  
 edf Ref.df F p-value 
Random effect of cohort 10.73 24.00 16.70 0.004 
Random effect of 
Individual identity 118.82 179.00 4.41 < 0.001 






Figure 5: Variations in female growth (kg) with increasing juvenile body mass (kg) across the 
individual’s life. The line (and dotted lines) represents the model predictions (and the associated 95% 







Figure 6: Variations in female growth (kg) from the juvenile stage in relation to age. The line (and 
dotted lines) represents the model predictions (and the associated 95% confidence intervals). Points 








Figure 7: Variations in female growth (kg) from the juvenile stage across an individual’s life for three 
periods. Periods: 1: 1982 to 1993, 2: 1994 to 2002, 3: 2003 to 2015. The black dots (and dotted lines) 
represent the model predictions (and the associated 95% confidence intervals).  
 
 
b. Variation of growth from juvenile to yearling stage 
The best model describing female growth from juvenile to yearling stage contained the additive 
effects of body mass and period (Table S10). Female growth decreased linearly with juvenile body 
mass (estimate of -0.25 ± 0.11 kg per kg of juvenile body mass, N=94 – Table 3 and Fig. 8). We did not 
detect any variation of growth between periods 1 and 2, however, it decreased by about 17% from 
period 2 to 3 (estimate of -1.79 ± 0.70 kg, N=94 – Table 3 and Fig. 9), indicating females have been 





Table 3: Summary statistics of the retained gamm model describing female growth from juvenile 
stage to the yearling stage in relation to body mass and period. We report parameter estimates (±SE) 
for each variable that featured in the retained models, t values, and p-value. Significant effects are 
indicated in bold writing. For smooth effects, we give the effective degrees of freedom (edf), the 
residual degree of freedom (Ref.df), the Wald Statistic (Chi.sq) and the p-value. Significant effects are 
indicated in bold writing. 
 
 Estimate Std. Error t value Pr(>|t|) 
(Intercept) 10.23 1.75 5.86 < 0.001 
Body mass -0.25 0.11 -2.37 0.02 
Period 1 0.06 0.86 0.07 0.95 
Period 3 -1.79 0.70 -2.57 0.01 
 
Smooth effect : 
 edf Ref.df F p-value 
 Random effect 









Figure 8: Variations in female growth (kg) from the juvenile stage to the yearling stage as a function 
of increasing juvenile body mass (kg). The lines (and dotted lines) represent the model predictions 
(and the associated 95% confidence intervals). Grey points represent the observed growth for a given 






Figure 9: Variations in female growth (kg) from the juvenile stage to the yearling stage for three 
periods (1: 1982 to 1993, 2: 1994 to 2002, 3: 2003 to 2015). The black dots (and dotted lines) 
represent the model predictions (and the associated 95% confidence intervals). Grey points 
represent the observed growth values for the three periods. 
 
 
c. Variation of growth from yearling to adult stage 
 
The best model describing female growth from yearling to adult stage contained the additive effects 
of period and juvenile body mass (Table S11). Juvenile body mass had a negative impact on female 
growth (estimate of -0.27 ± 0.11 kg per kg of juvenile body mass, Table 4 and Fig. 10). Female growth 
decreased from period 1 to period 2 by about 18% (estimate of -1.26 ± 0.59 kg, N=62) but the 
decrease from period 1 to 3 (estimated to ~ 14%) was only marginally significant (p-value = 0.07) 
(Table 4 and Fig. 11). Thus, females gained less weight in the period from 1994 to 2002 compared to 
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prior 1994, but since 2003, this effect has weakened and females are not gaining as little weight as 
between 1994 and 2002.  
 
Table 4: Summary statistics of the retained gamm model describing female growth from the yearling 
stage to the adult stage in relation to juvenile body mass and period. We report parameter estimates 
(±SE) for each variable that featured in the retained models, t values, and p-value. Significant effects 
are indicated in bold writing. For smooth effects, we give the effective degrees of freedom (edf), the 
residual degree of freedom (Ref.df), the Wald Statistic (Chi.sq) and the p-value. Significant effects are 
indicated in bold writing. 
 
Parameter Estimate Std. Error t value Pr(>|t|) 
(Intercept) 7.18 1.36 5.27 < 0.001 
Body mass -0.30 0.09 -3.26 0.002 
Period 2 -1.26 0.59 -2.14 0.04 
Period 3 -1.04 0.55 -1.89 0.07 
     
Smooth effects 
 edf Ref.df F p-value 







Figure 10: Variations in female growth (kg) from the yearling stage to the adult stage as a function of 
increasing juvenile body mass (kg). The lines (and dotted lines) represent the model predictions (and 







Figure 11: Variations in female growth (kg) from the yearling stage to the adult stage for three 
periods (1: 1982 to 1993, 2: 1994 to 2002, 3: 2003 to 2015). The black dots (and dotted lines) 
represent the model predictions (and the associated 95% confidence intervals). Grey points 
represent the observed growth values for the three periods. 
 
d. Variation of growth from adult to senescent stage 
 
Because we lacked statistical power due to reduced sample size (N=13), we ran fewer models for this 
analysis (see list in Table S12). The retained model contained the additive effects of body mass and 
dispersal status (Table S12). Dispersal status had a significant effect , however, body mass seemed to 
have a low statistical support (p-value = 0.24 – Table 5). Dispersers lost about 40% more weight at 
senescence compared to philopatric individuals in females (estimate of -0.70 ± 0.19 kg, N=13 – Table 
5 and Fig. 12).  
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Table 5: Summary statistics of the retained gamm model describing female growth from adult to 
senescent stage in relation to body mass and dispersal status. We report parameter estimates (±SE) 
for each variable that featured in the retained models, t values, and p-value. Significant effects are 
indicated in bold writing. 
 Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.02 0.64 0.03 0.98 
Body mass -0.06 0.04 -1.35 0.24 
Status Disperser -0.70 0.19 -3.70 0.01 
 
Smooth effect : 
 edf Ref.df F p-value 
 Random effect of 









Figure 12: Variations in female growth (kg) from the adult stage to the senescent stage for two 
dispersal statuses (D: Disperser; P: Philopatric individual). The black dots (and dotted lines) represent 
the model predictions (and the associated 95% confidence intervals). Grey points represent the 
observed growth values for the two dispersal statuses. 
 
II- Reproductive success analyses  
 
1) Probability to reproduce 
The best model of the effect of age on Prep_tot contained a threshold effect at 10 years old, indicating 
Prep_tot started to decrease from 10 years old onwards (Supplementary Materials Annex III Table S13, 
Fig. 13). When including the effect of dispersal status and body mass at the year of reproduction 
measures, the set of retained models contained the effects of body mass and the threshold effect of 
age at 10 years old (Tables S14 and S15). We also noted a tendency of Prep_tot to vary with the 
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dispersal status: philopatric individuals had an overall higher probability to reproduce compared to 
dispersers (by ~ 3%), although the effect size was rather small (Table S15). We thus based our 
subsequent models on an effect of age specific for each dispersal status. 
 
 
Figure 13: Variations in female propensity to reproduce throughout its life in relation to age and 
dispersal status. The line (and dotted lines) represents the model predictions (and the associated 
95% confidence intervals). Points (centred for intervals of 1 year) represent the observed propensity 
to reproduce at a given age for a given dispersal status. 
 
a. Probability to reproduce throughout life 
The best model describing Prep_tot contained the interactive effect of dispersal status and body mass, 
as well as the effect of age (Table S16). The probability to reproduce increased with body mass until 
approximately 22 kg in philopatric individuals, where it reached a value of 1, and remained to this 
value (Fig. 14, Table 6 – N = 203). In dispersers, the probability was rather constant and high (~0.9) 
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whatever the body mass (Fig. 14, Table 6 – N = 203), and became lower compared to philopatric 
individuals around 22kg. 
Table 6: Summary statistics of the retained glmer model describing female propensity to reproduce 
throughout its life in relation to body mass, age and dispersal status. We report parameter estimates 
(±SE) for each variable that featured in the retained models, t values, and p-value. For random 
effects, we report the variance and standard deviation for each effect. Significant effects are 
indicated in bold writing. 
 Estimate Std. Error t value Pr(>|t|) 
Intercept 0.39 2.46 0.16 0.88 
Age -0.98 0.18 -5.53 <0.001 
Status Philo -6.33 3.09 -2.05 0.04 
Body mass 0.11 0.11 0.98 0.33 
Age:status P 0.19 0.27 0.68 0.50 
Status Philo * 
Body mass 0.33 0.15 2.29 0.02 
 
Random effects : 
Parameter edf Ref.df Chi.sq p-value 
Cohort 6.15 27 9.29 0.19 
Random effect of 









Figure 14: Variations in the propensity to reproduce throughout an individual’s life as a function of 
increasing body mass (kg) for two dispersal statuses (in blue: dispersers and in green: philopatric 
individuals). The lines (and dotted lines) represent the model predictions (and the associated 95% 
confidence intervals). Points (proportional to sample size and centred for intervals of 1 unit of body 
mass) represent the observed propensity to reproduce for a given body mass. 
 
b. Probability to reproduce at two years old 
The best model describing the propensity to reproduce at two years old contained the linear effect of 
body mass (Table S17). Prep2 increased non-linearly with body mass (estimate of 0.31 ± 0.13, N=104 – 
Figure 15). Heavier individuals had a higher probability to reproduce at two years old, with a 
probability to reproduce around 0.6 for light individuals of 15 kg while it reached 1 for heavy 




Figure 15: Variations in the propensity to reproduce at two years old as a function of increasing body 
mass (kg). The lines (and dotted lines) represent the model predictions (and the associated 95% 
confidence intervals). Points (proportional to sample size and centred for intervals of 1 unit of body 
mass) represent the observed propensity to reproduce for a given yearling body mass. 
2) Probability to get more than one embryo 
 
a. Probability to get more than one embryo throughout life 
The best model of the effect of age contained a smoothed effect of age differing for each dispersal 
status (see Supplementary Materials Annex III Tables S18, S19). The effect of age was hence 
modelled using a thin plate regression spline specific for each dispersal status, using gamm models. 
The best model describing the propensity to get more than two embryos contained the effect of 
body mass, in addition to the smoothed effect of age specific for each dispersal status (Table S20). 
Pemb_tot increased with increasing body mass (estimate of 0.52 ± 0.06, N= 193, Fig. 16, Table 7), 
indicating individuals had approximately four times higher probability to get more than one embryo 
if they were equal or above 22 kg compared to lighter individuals of 16~18kg. In dispersing 
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individuals, Pemb_tot started with mean values above those of philopatric individuals, and decreased 
almost linearly with age (Fig. 17). On the contrary, in philopatric individuals, Pemb_tot increased up until 
6 years of age, and then decreased, but results suggest that the probability to get more than one 
embryo still remains higher in the senescent phase for philopatric individuals, although we have a 
very small sample size for these old ages.  
Table 7: Summary statistics of the retained gamm model describing female propensity to have more 
than one embryo throughout its life in relation to period (when body mass was included in the model 
selection). We report parameter estimates (±SE) for each variable that featured in the retained 
models, t values, and p-value. For smooth effects, we give the effective degrees of freedom (edf), the 
residual degree of freedom (Ref.df), the Wald Statistic (Chi.sq) and the p-value. Significant effects are 
indicated in bold writing. 
Parameters Estimate Std. Error z value Pr(>|z|) 
(Intercept) -10.50 1.33 -7.87 < 0.001 
masse 0.52 0.06 8.46 < 0.001 
 
Smooth effects : 
Parameter edf Ref.df Chi.sq p-value 
Random effect of 
cohort 9.12 27.00 16.11 0.13 
Random effect of 
individual identity 28.17 192.00 35.09 0.07 
s(age):status 
Disperser 1.00 1.00 6.37 0.01 
s(age):status 








Figure 16: Variations in the propensity to get more than one embryo when reproducing throughout 
an individual’s life as a function of increasing body mass (kg). The lines (and dotted lines) represent 
the model predictions (and the associated 95% confidence intervals). Points (proportional to sample 
size and centred for intervals of 1 unit of body mass) represent the observed propensity to get more 





Figure 17: Variations in the propensity to get more than one embryo when reproducing throughout 
an individual’s life as a function of increasing age for two dispersal statuses (in blue: dispersers and in 
green: philopatric individuals). The lines (and dotted lines) represent the model predictions (and the 
associated 95% confidence intervals). Points (proportional to sample size and centred for intervals of 
1 year of age) represent the observed propensity to get more than one embryo for a given age. 
 
b. At two years old 
The set of retained models describing the propensity to get more than one embryo at two years old 
(Pemb2) contained the effect of body mass (Table S21). Pemb2 increased non-linearly with body mass 
(estimate of 1.06 ± 0.23, N= 79), with light individuals (body mass inferior to 20 kg) having a Pemb2 
value between 0 and 0.2 and heavy individuals (body mass superior to 22 kg) having a Pemb2 value 




Figure 18: Variations in the propensity to get more than one embryo at two years old as a function of 
increasing body mass (kg). The lines (and dotted lines) represent the model predictions (and the 
associated 95% confidence intervals). Points (proportional to sample size and centred for intervals of 











Table 8: Table summarizing all results obtained both in the analyses on growth (1) and reproduction 
(2) 
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In this study, we wished to assess whether or not dispersal may lead to medium or late life costs to 
individuals, both in terms of reproduction and growth, and if this effect may be influenced by climate 
change. We did not show any interaction between dispersal costs and climate change per se. 
However, we did find both of these factors to have an effect on growth, and only an effect of 
dispersal status on reproduction. In males, we found that growth was lower when environmental 
conditions deteriorated, especially for light juveniles. However, dispersal did not appear to lead to 
any cost. Surprisingly, we also found that growth from the juvenile to the adult stage was higher for 
individuals living in poor-quality habitats in males. In females, we found both effects of periods and 
dispersal on reproduction and growth: female dispersers presented a stronger body mass senescence 
and seemed to have a reduced reproductive success both in terms of reproductive events and 
number of embryos produced during senescence stage. Moreover, female growth decreased when 
environmental conditions deteriorated, indicating climate change may have consequences on 
individual condition, with potential cascading effects on other life-history traits.  
Trade-offs are directly linked to individuals’ life histories, by imposing boundaries to individual’s 
capacities in each trait for a particular environment (Stearns 1989, Agrawal et al. 2010). Our results 
suggest the existence of a trade-off between the dispersal process occurring in early life and body 
mass and reproduction in late-life, but only in females. Because females outlive males in this species 
(Gaillard et al. 2004, see Chapter 1 for survival estimates for this dataset), we had more senescent 
females and were able to detect this direct effect of dispersal status on body mass during the 
senescence phase, while we may not have been able to detect it in males because of low sample size. 
Consistent with the pace-of-life hypothesis (Réale et al. 2010), we showed that (i) the probability to 
reproduce tended to senesce more rapidly in dispersing individuals (about twice faster), (ii) female 
dispersers had a higher probability to get more embryos at early ages compared to philopatric 
individuals, (iii) females tended to have a lower reproductive success (i.e. number of embryos) at old 
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ages compared to philopatric females, and (iv) at the senescent stage, dispersing females lost more 
weight compared to philopatric females. Hence, high investment in early life in terms of dispersal 
and reproduction may lead to the observed increased senescence in reproductive probability in 
females, consistent with recent but still scarce works demonstrating long-term senescence costs of 
dispersal (Bouwhuis et al. 2010, Nevoux et al. 2013, Dingemanse et al. 2019). For example, Bouwhuis 
et al. 2010 found that dispersing individuals suffered from faster rates of senescence than resident 
individuals, leading to a lowered lifetime reproductive success for these individuals. Nevoux et al 
(2013) showed similar results in terms of reproduction and demonstrated that lifetime reproductive 
success also decreased with increasing distance. This result may be explained for two main reasons. 
First, the high reproductive performance of females in early life suggests that dispersal may be highly 
beneficial for dispersing females, despite potential dispersal costs, as it could allow them to reach 
favourable habitats compared to philopatric individuals (potentially at the parcel level, and not at the 
sector level, as the latter was not detected in the models). These habitats could allow dispersers to 
benefit from high-quality resources or mates, and thus, have a high growth and reproductive success 
at the beginning of their life. Second, in a mechanistic way, the long-term effects of dispersal may be 
mediated by the energetic costs of dispersal (Bonte al. 2012). Because dispersers are allocating a lot 
of energy to disperse and to other related-traits, such as growth (Debeffe et al. 2012, Benoît et al. 
2019), they are increasing the amount of cellular damage in their body and allocating fewer amount 
of energy to somatic maintenance which both lead to increased senescence (Kirkwood and Rose 
1991, Careau et al. 2008). The decrease in reproductive performance could be directly linked to the 
somatic deterioration, which, in our case, could result from both an early and intense use of energy 
from young roe deer to reproduce and disperse (Lemaître et al. 2015).  
In recent years, growing research has been suspecting that climate change may be increasing 
dispersal costs (Massot et al. 2008, Bonte et al. 2012). In this work, we did not find any support for 
this hypothesis. Several explanations could account for this effect. First, this effect could suggest that 
the modifications of the environment due to climate change may not be critical for dispersal per se, 
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for example because they might not impact resources that roe deer use for dispersal, or that because 
of the highly plastic behaviour of roe deer, the latter may change its nutritive behaviour in function 
of the available resources (Abbas et al. 2011, Serrano Ferron et al. 2012). Alternatively, the high 
quality of roe deer dispersers (Debeffe et al. 2012) could allow them to perform well despite bad 
environmental conditions, as has been shown in other species (for example in Monteiro’s storm 
petrel (Oceanodroma monteiroi), Robert et al. 2012). However, climate change still had effects on 
growth, which strongly decreased in both sexes as environmental conditions deteriorated. This effect 
was not expressed in the same way in both sexes. Indeed, in males, growth between the juvenile 
stage and other ages depended on the interaction between period and body mass, with a higher 
slope in the third period compared to the second, indicating that individuals are gaining less and less 
weight from their juvenile body mass as climate changes, especially light individuals. This result 
suggests that when environmental conditions deteriorate, light individuals may not be able to 
compensate growth as much as in good environmental conditions, and thus suffer double penalty 
from climate change (Wilson and Osbourn 1960). Indeed, lighter individuals are in poorer condition 
compared to heavier individuals, which may already reduce their survival probability at the juvenile 
stage (Da Silva et al. 2008, Monestier et al. 2015), but if they cannot compensate for their reduced 
juvenile growth, they may even more be impacted on the long term. We also show that growth 
throughout the entire life (i.e. between the juvenile stage and other ages) was higher in period 3 
than period 2; since environmental conditions are poor in period 3, we expect that juveniles that may 
have a lower weight compared to if they were in good environmental conditions (Pettorelli et al. 
2001), and thus, individuals may have to gain more weight after the juvenile stage to reach adult 
body mass in these conditions compared to a case where rich habitats provide resources for fawns. 
Females on the other hand seemed equally affected by climate change, irrespective of their juvenile 
body mass, confirming that the effects of environmental conditions on body mass and growth are 
sex-specific in roe deer (Toïgo et al. 2006). We expect that the high energy expenditure that female 
roe deer spend in early life for reproduction may account for this difference between sexes, as even 
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heavier females may incur a strong reproductive cost. Because, body mass is strongly related to 
performance in roe deer (Gaillard et al. 2000, Hewison et al. 2009), juveniles may not be able to 
reach the necessary body size to maximize their fitness during adulthood. In particular, we may 
expect cascading effects of a lower growth on other life-history traits, including reproduction. 
Indeed, our results show that reproductive success increases when body mass is higher, consistently 
with previous studies in roe deer (Wauters et al. 1995, Vanpé et al. 2010), and thus, a reduction in 
body mass because of climate change may decreases the overall population reproductive success, 
with consequences on population dynamics (Gaillard et al. 2000).  
Increasingly limited resources should lead to different energy allocation strategies (Messina and 
Slade 1999, Donaldson et al. 2005), and in particular, may lead to the apparition of emergency life 
history stages (Wingfield et al. 1998). This short term answer to environmental change, including 
habitat deterioration, may allow individuals to rather invest in their survival to the detriment of 
reproduction and growth. This may participate to explain why dispersal propensity decreased in 
recent years (See Chapter I): because a good body condition is an important prerequisite for 
successful dispersal (Barbraud et al. 2003, Debeffe et al. 2012, Searcy et al. 2018), the observed 
decrease in growth with climate change in both sexes might explain the declines in dispersal 
propensity. Emergency life history has usually been considered a stage in the life cycle of individuals, 
which thus ends when the perturbation factor ends (Wingfield et al. 1998). However, it may become 
an issue both at the individual and population levels if this stage is prolonged for a long period of 
time because climatic conditions continue to deteriorate (Ripple et al. 2019). Indeed, at the 
individual level, individuals may be of poorer condition and thus, incur lower fitness on the long term 
(both in terms of survival and reproduction). At the population level, this decrease in fitness should 
lead to a decrease in population growth rate, and thus, impact population dynamics (Caswell 1978, 
Gaillard et al. 2000).  
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Previous work showed that roe deer demographic parameters are not highly sensible to variation in 
the environment, including variations in resources (Gaillard et al. 2000). This canalization of adult 
demographic parameters seems rather verified in this study population, as settlement habitat quality 
was not present in the retained models, except for the analysis on male growth from the yearling to 
adult phase. Quite surprisingly, male growth from the yearling to adult stage was higher for 
individuals living in the poor quality sector compared to individuals living in the high quality sector, 
leading to even higher adult body mass values compared to adults settled in the high quality sector. 
This result is also contradictory with previous results obtained from this population (Pettorelli et al. 
2001, 2002). We suggest that this result may come from the high selection pressures that operate in 
habitats of poorer quality. Thus, selection may be higher in the poor-quality sector, leading to more 
mortality at the most vulnerable stage of life, i.e. juvenile stage (Gaillard et al. 2000). As a 
consequence, the individuals used for the analysis of growth between the yearling and adult stage 
are individuals which survived throughout the juvenile period in a habitat of poor-quality, i.e. under 
strong selection pressures, and they may hence be of high quality. On the contrary, selection 
pressures may be lower in the high quality habitat, and thus, more individuals of poorer quality may 
survive. This contrast in individual quality could lead to the apparent superior performance in terms 
of growth demonstrated for individuals living in the poor-quality habitat. 
Nilsen et al. (2009) showed that various life-history strategies existed across five European roe deer 
populations living in contrasted environments, each allowing the population to adapt to its specific 
environment. Here, we go further by showing the existence of two life-history tactics within a single 
population, characterised by among-individual differences in dispersal tactics and investments in 
growth and reproduction. These contrasted life history strategies have been linked to different 
consequences in terms of fitness depending on environmental conditions (Dingemanse et al. 2004, 
Réale et al. 2009, Schmid et al. 2019). The two life-history tactics that we identified (i.e. dispersing 
and investing early in life or preferring philopatry and investing in late life) could therefore provide 
the population with a good adaptive potential, as expected by the high level of plasticity 
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demonstrated by roe deer (Andersen et al. 1998). Depending on environmental conditions, the 
existence of these two tactics may allow adapting better to environmental fluctuations through time 
and space (Nilsen et al. 2009), if these fluctuations are within the range of environments to which 
individuals can respond. However, climate change might impose strong pressures to which all tactics 
may not be well-adapted, and thus, to which individuals may not be able to respond.  
Previous work has shown that climate change has led to changes in dispersal strategies, including 
strong decreases in dispersal propensity (Massot et al. 2008, Bonte et al. 2008, Delattre et al. 2013). 
Important declines in dispersal propensity have also been shown in the last decades in our study 
population (see Chapter I). Moreover, depending on the importance of the senescent stage on 
population growth rate (Caswell 1978, de Kroon et al. 1986), stronger actuarial (see Chapter I) and 
breeding senescence incurred by dispersers may lead to a decreased population growth rate, which 
may in turn lead to dispersal counter-selection on larger evolutionary scales. Overall, our results 
show that dispersers may lose their “reputation” of high-quality individuals in the context of climate 
change, in particular at older ages. A next step would be to determine the reproductive costs of 
dispersal for males in a context of climate change, for example using a pedigree. While climate 
change may induce costs, it has also been shown to provide benefits to dispersers within a 
population (for example in the side-blotched lizards (Zani 2008)). Thus, more investigations on this 
population should give an even clearer picture about which variations in life history traits we may 
expect with current climate change, and if the detrimental effects of climate change we 
demonstrated may be balanced with benefits. In particular, the combined effects of dispersal and 
climate change should add to the joint effect of climate change and dispersal on survival that we 
demonstrated in this population (See Chapter I). Because growth (and potentially in turn 
reproduction), and survival patterns may all be modified in the current context of climate change, we 
may expect changes in population dynamics patterns and life history strategies (Bowler and Benton 
2005, Burgess et al. 2012). Hence, the next step for this study could be to model the effects of these 
changes in demographic parameters on population dynamics, notably in terms of population growth 
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rate, by including the results obtained in this PhD and those from previous work in this population 
(Gaillard et al. 2013, Plard et al. 2014). Integrating these results into a population dynamics model 
may provide insights into the potential future demography of that population and the conservation 
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Annex I: Variations of growth in males  
 
1. Variations in male growth with age  
 
Table S1: Candidate generalized additive mixed models (gamm) describing male growth during their 
lives in relation to age. Age was described either as a continuous variable, as age classes (adult: 2 to 8 
years old, senescent individual: > 8 years), using a threshold effect at ages from 8 to 12 or using a 
thin plate regression spline. Models are ranked by order of increasing AICc; we report the AICc 
(difference in AICc values between a given model and the model with the lowest AICc) and the 
number of estimated parameters (df). All models contain two random effects (cohort and individual 
identity), but these are not mentioned in the table. Retained model is highlighted in bold. 
Model df AICc ΔAICc 
s(Age) 150.95 1640.92 0.00 
Age continuous 127.35 1785.02 144.09 
Threshold (9 years) 128.04 1798.69 157.77 
Threshold (10 years) 128.10 1799.82 158.90 
Threshold (8 years) 127.99 1799.82 158.90 
Threshold (12 years) 127.65 1800.66 159.74 
Threshold (11 years) 127.67 1800.74 159.82 
Null 125.93 1802.15 161.22 











2. Variations in male growth with age and dispersal status 
 
Table S2: Candidate gamm models describing male growth throughout their lives in relation to age 
and dispersal status. Age was described using a thin plate regression spline specific or not for each 
dispersal status. Models are ranked by order of increasing AICc; we report the AICc (difference in 
AICc values between a given model and the model with the lowest AICc) and the number of 
estimated parameters (df). All models contain two random effects (cohort and individual identity), 
but these are not mentioned in the table. Retained model is highlighted in bold. 
Model df AICc ΔAICc 
S(age) 151.73 1643.46 0.00 






























3. Variations in male growth with dispersal status, period, sector quality, body mass and age 
 
Table S3: Candidate gamm models describing variations in male growth from the juvenile stage 
across an individual’s life in relation to age, body mass, dispersal status, period and sector quality. 
Age is modelled using a thin plate regression spline. The reference dispersal status is dispersers and 
the reference period is period 2. Models are ranked by order of increasing AICc; we report the AICc 
(difference in AICc values between a given model and the model with the lowest AICc) and the 
number of estimated parameters (df). All models contain the effects of two random effects (cohort 
and individual identity), but these are not mentioned in the table. Retained model is highlighted in 
bold.  
Models df AICc ΔAICc 
Body mass*period + age 123.77 1329.76 0.00 
Body mass + status + period + age 124.05 1331.06 1.31 
Body mass*period + sector + age 124.32 1331.46 1.70 
Body mass*status*period + age 124.21 1331.54 1.78 
Body mass*status*period + sector + age 124.82 1333.43 3.67 
Body mass + period + age 124.99 1333.85 4.09 
Body mass + status + age 124.93 1334.23 4.47 
Body mass*status + age 125.46 1335.97 6.21 
Body mass + age 126.13 1337.83 8.07 
Body mass*status + sector + age 126.07 1337.93 8.17 
Status + age 130.20 1351.07 21.31 
Status + period + age 130.28 1351.32 21.56 
Status*period + age 130.39 1351.54 21.79 
Period + age 130.22 1352.08 22.32 
Age 130.87 1353.24 23.48 
Status*period + sector + age 130.92 1353.36 23.60 









4. Variations in male growth from juvenile to yearling stage  
 
Table S4: Candidate gamm models describing variations in growth from the juvenile stage to the 
yearling stage in relation to body mass, dispersal status, period and sector quality. The reference 
dispersal status is philopatric individuals and the reference period is period 2. Models are ranked by 
order of increasing AICc; we report the AICc (difference in AICc values between a given model and 
the model with the lowest AICc) and the number of estimated parameters (df). All models contain 
cohort modelled as a random effect but it is not mentioned in the table. Retained model is 
highlighted in bold. 
Model df AICc ΔAICc 
Period 12.80 369.10 0 
Body mass + period 13.48 370.63 1.53 
Period + status 15.10 370.65 1.55 
Body mass + status + period + sector 16.37 370.66 1.56 
Sector 15.81 370.84 1.74 
Null model 14.93 372.41 3.31 
Status 17.17 372.53 3.43 
Status*period + sector 16.87 373.25 4.15 
Body mass*period + sector 15.85 373.68 4.58 
Body mass + status 18.74 374.79 5.69 
Body mass 15.97 374.94 5.84 
Body mass*status + sector 20.67 375.35 6.25 
Body mass*status + status*period + sector 18.50 376.94 7.84 
Body mass*status*period 20.82 385.78 16.68 










Table S5: Summary statistics of the retained gamm model describing male growth from juvenile stage 
to the yearling stage in relation to period. We report parameter estimates (±SE), t values, and p-
value. Significant effects are indicated in bold writing. 
Parameter Estimate Std. Error t value Pr(>|t|) 
(Intercept) 6.95 0.41 16.80 < 0.001 
Period 1 -1.02 0.74 -1.38 0.17 
Period 3 -1.55 0.53 -2.92 0.005 
 
Smooth effects : 
 edf Ref.df F p-value 
 Random effect 






















5. Variations in male growth from yearling to adult stages  
 
Table S6: Candidate gamm models describing variations in growth from the yearling stage to the 
adult stage in relation to body mass, dispersal status, period and sector quality. The reference 
dispersal status is philopatric individuals and the reference period is period 1. Models are ranked by 
order of increasing AICc; we report the AICc (difference in AICc values between a given model and 
the model with the lowest AICc) and the number of estimated parameters (df). All models contain 
cohort modelled as a random effect (not mentioned in the table). Retained model is highlighted in 
bold. 
Model df AICc ΔAICc 
Sector 4.57 150.42 0 
Null model 2.00 152.73 2.32 
Body mass + period 5.00 152.85 2.44 
Body mass 3.00 153.06 2.64 
Period 4.00 153.13 2.71 
Status 3.00 155.03 4.61 
Body mass + status 4.00 155.13 4.72 
Period + status 5.00 155.66 5.25 
Body mass + status + period + sector 9.97 155.70 5.28 
Body mass*status + sector 10.22 156.01 5.59 
Body mass*period + sector 10.94 158.70 8.28 
Status*period + sector 10.09 159.57 9.15 
Body mass*status + status*period + sector 12.69 165.18 14.76 
Body mass*status*period 13.00 177.96 27.54 











Annex II: Variations of growth in females 
 
1. Variations in female growth with age  
 
Table S7: Candidate generalized additive mixed models (gamm) describing female growth throughout 
their lives in relation to age. Age was described either as a continuous variable, as age classes (adult: 
2 to 12 years old, senescent individual: > 12 years), using a threshold effect at ages from 8 to 12 years 
old or using a thin plate regression spline. Models are ranked by order of increasing AICc; we report 
the AICc (difference in AICc values between a given model and the model with the lowest AICc) and 
the number of estimated parameters (df). All models contain two random effects (cohort and 
individual identity), but these are not mentioned in the table. Retained model is highlighted in bold. 
Model df AICc ΔAICc 
S(age) 152.63 2192.86 0.00 
Age (threshold at 10 
years old) 140.87 2361.05 168.19 
Age (threshold at 11 
years old) 140.58 2361.44 168.58 
Age (threshold at 12 
years old) 140.22 2362.55 169.69 
Age (threshold at 9 
years old) 140.99 2363.36 170.50 
Age (continuous) 137.17 2366.80 173.94 
Age class 140.28 2368.07 175.21 
Age (threshold at 8 
years old) 140.78 2368.48 175.62 











2. Variations in female growth with age and dispersal status 
 
Table S8: Candidate gamm models describing female growth during their lives in relation to age and 
dispersal status. Age was described using a thin plate regression spline. Models are ranked by order 
of increasing AICc; we report the AICc (difference in AICc values between a given model and the 
model with the lowest AICc) and the number of estimated parameters (df). All models contain two 
random effects (cohort and individual identity), but these are not mentioned in the table. Retained 
model is highlighted in bold. 
Model df AICc ΔAICc 
S(age) 152.63 2192.86 0.00 




















3. Variations in female growth with dispersal status, period, sector quality, age and body mass 
 
Table S9: Candidate gamm models describing variations in female growth from the juvenile stage 
throughout their lives in relation to age, body mass, dispersal status, period and sector quality. Age is 
modelled using a thin plate regression spline. The reference dispersal status is dispersers and the 
reference period is period 1. Models are ranked by order of increasing AICc; we report the AICc 
(difference in AICc values between a given model and the model with the lowest AICc) and the 
number of estimated parameters (df). All models contain the effect of two random effects (cohort 
and individual identity), but these are not mentioned in the table. Retained model is highlighted in 
bold.  
Model df AICc ΔAICc 
Body mass + period + age 143.42 2173.21 0 
Body mass*period + age 143.75 2174.05 0.84 
Body mass*period + sector + age 144.02 2174.47 1.26 
Body mass*status*period + age 144.52 2175.1 1.89 
S(age) + Body mass*status*period + sector + age 145.03 2175.94 2.73 
Body mass + age 145.49 2177.3 4.09 
Body mass*status + sector + age 145.72 2178.04 4.83 
Body mass*status + age 146.01 2178.28 5.07 
Body mass + status + age 146.04 2178.46 5.25 
Status + period + age 151.5 2191.52 18.31 
Period + age 152.61 2192.18 18.97 
Status*period + sector + age 152.41 2192.34 19.13 
Status*period + age 152.69 2192.69 19.48 
Age 152.63 2192.86 19.65 
Sector + age 152.67 2192.88 19.67 










4. Variations in female growth from juvenile to yearling stage  
 
Table S10: Candidate generalized additive mixed effect models (gamm) describing variations in 
female growth from the juvenile stage to the yearling stage in relation to body mass, dispersal status, 
period and sector quality. The reference dispersal status is dispersers and the reference period is 
period 2. Models are ranked by order of increasing AICc; we report the AICc (difference in AICc 
values between a given model and the model with the lowest AICc) and the number of estimated 
parameters (df). All models contain cohort modelled as a random effect but it is not mentioned in 
the table. Retained model is highlighted in bold. 
Model df AICc ΔAICc 
Body mass + period 17.52 354.38 0 
Body mass 18.65 357.3 2.92 
Period 16.85 357.38 3 
Null model 16.83 357.46 3.08 
Sector 17.38 358.35 3.97 
Body mass + status+ period+sector 19.27 359.95 5.57 
Period+status 17.91 360.54 6.16 
Status 17.69 360.84 6.46 
Body mass + status 19.5 360.88 6.5 
Body mass*period + sector 19.84 361.92 7.54 
Body mass*status + sector 20.44 365.05 10.67 
Status*period + sector 19.91 365.73 11.35 
Body mass*status+status*period+sector 21.31 366.82 12.44 
Body mass*status*period 23.86 373.11 18.73 


















5. Variations in female growth from yearling to adult stage  
 
Table S11: Candidate gamm models describing variations in female growth from the yearling to the 
adult stage in relation to juvenile body mass, dispersal status, period and sector quality. The 
reference dispersal status is dispersers and the reference period is period 1. Models are ranked by 
order of increasing AICc; we report the AICc (difference in AICc values between a given model and 
the model with the lowest AICc) and the number of estimated parameters (df). All models contain 
cohort modelled as a random effect ( not mentioned in the table). Retained model is highlighted in 
bold. 
Model df AICc ΔAICc 
Body mass + period 7.97 215.45 0 
Body mass 8.49 216.91 1.46 
Period 4.08 218.15 2.7 
Body mass + status+period+sector 9.37 219.07 3.62 
Body mass + status 9.03 219.13 3.68 
Period+ sector 5 219.65 4.2 
Body mass*period + sector 10.36 222.23 6.78 
Body mass*status + sector 10.29 222.9 7.45 
Body mass*status+status*period+sector 12.07 226.17 10.72 
Status*period + sector 8 226.67 11.22 
Null model 11.66 231.68 16.23 
Sector 10.22 232.37 16.92 
Sector 12.42 234.11 18.66 
Body mass*status*period 14.77 234.36 18.91 


















6. Variations in female growth from adult to senescent stages  
 
Table S12: Candidate gamm models describing variations in female growth from the adult stage to 
the senescent stage in relation to body mass, dispersal status, period and sector quality. The 
reference dispersal status is philopatric individuals and the reference period is period 1. Models are 
ranked by order of increasing AICc; we report the AICc (difference in AICc values between a given 
model and the model with the lowest AICc) and the number of estimated parameters (df). All models 
contain cohort modelled as a random effect but it is not mentioned in the table. Retained model is 
highlighted in bold. 
 Model df AICc ΔAICc 
Body mass + status 9.16 68.49 0 
Period 9.42 78.45 9.96 
Null model 9.75 95.28 26.79 
Status 10.39 140.02 71.53 
Sector 10.37 148.38 79.89 

















Annex III: Reproductive Success 
 
1. Probability to reproduce 
 
A- Effect of age on the probability to reproduce during all life 
 
1) Effects of age and dispersal status on the probability to reproduce throughout life 
 
Table S13: Candidate generalized additive mixed effect models (gamm) describing the propensity of 
females to reproduce during their lives in relation to age. Age was described either as a continuous 
variable, as age classes (adult: 2 to 12 years old, senescent individual: > 12 years), using a threshold 
effect at ages from 9 to 12 years old, or using a thin plate regression spline. Models are ranked by 
order of increasing AICc; we report the AICc (difference in AICc values between a given model and 
the model with the lowest AICc) and the number of estimated parameters (df). All models contain 
two random effects (cohort and individual identity), but these are not mentioned in the table. 
Retained model is highlighted in bold. 
Model df AICc ΔAICc 
Age(threshold at 10 years old) 33.27 384.17 0 
Age(threshold at 11 years old) 32.69 385.13 0.96 
S(age) 35.25 387.76 3.59 
Age(threshold at 9 years old) 33.26 388.11 3.94 
Age(threshold at 12 years old) 30.95 388.94 4.77 
Age(threshold at 8 years old) 34.29 392.65 8.48 
Age class 34.78 406.35 22.18 







Table S14: Candidate generalised linear mixed models (glmer) describing the propensity of females to 
reproduce throughout their lives in relation to age, dispersal status and body mass. Age was 
described using a threshold effect at 10 years old. Models are ranked by order of increasing AICc; we 
report the AICc (difference in AICc values between a given model and the model with the lowest 
AICc) and the number of estimated parameters (df). All models contain two random effects (cohort 
and individual identity), but these are not mentioned in the table. Retained models are highlighted in 
bold. 
Model df AICc ΔAICc 
Age (threshold at 10 years old) * status + body mass 7 375.55 0.00 
Age (threshold at 10 years old) + body mass 5 377.19 1.64 
 
Table S15: Summary statistics of the retained glmer model describing female propensity to 
reproduce throughout its life in relation to body mass, age and dispersal status. We report parameter 
estimates (±SE) for each variable that featured in the retained models, z values, and p-value. 
Significant effects are indicated in bold writing. 
Parameters Estimate Std. Error Adjusted SE Z values p-value 
(Intercept) -3.68 1.69 1.70 2.17 0.03 
Age 
(Threshold at 
10 years old) -0.93 0.17 0.17 5.44 < 0.001 
Status 
Philopatric 
individual 0.72 0.42 0.42 1.69 0.09 












2) Effets of dispersal status, period, sector, body mass and age on the probability to reproduce 
throughout life 
Table S16: Candidate generalized linear mixed effects models (glmer) describing the propensity of 
females to reproduce throughout their lives in relation to dispersal status, body mass, period, sector 
and age. Age was described using a threshold effect at 10 years old. Models are ranked by order of 
increasing AICc; we report the AICc (difference in AICc values between a given model and the model 
with the lowest AICc) and the number of estimated parameters (df). All models contain the effect of 
age and two random effects (cohort and individual identity), but these are not mentioned in the 
table. Retained model is highlighted in bold. 
Model df AIC ΔAICc 
Status*body mass + age 7 370.01 0.00 
Status*body mass + sector + age 8 371.54 1.53 
Status*period + Status*body mass + 
age 11 377.08 7.07 
Body mass + age 5 377.10 7.10 
Status*period + status*body mass + 
sector + age 12 378.39 8.38 
Age 4 391.69 21.68 
Sector + age 5 392.91 22.91 
Dispersal status + age 5 393.30 23.29 
Period + age 6 393.41 23.41 
Status*period + age 9 396.73 26.72 













B. Probability to reproduce at two years old 
 
Table S17: Candidate generalized linear mixed effects models (glmer) describing the propensity of 
females to reproduce at two years old in relation to dispersal status, body mass, period and sector. 
Models are ranked by order of increasing AICc; we report the AICc (difference in AICc values 
between a given model and the model with the lowest AICc) and the number of estimated 
parameters (df). All models contain the random effects of cohort, but it is not mentioned in the table. 
Retained model is highlighted in bold. 
Models df AICc ΔAICc 
Body mass 3 69.89789 0 
Status*body mass + sector 6 70.07834 0.18045 
Status*body mass 5 70.11851 0.22062 
Status + body mass 4 70.20603 0.30814 
Status*period+ status*body mass 9 70.66514 0.76725 
Status*period+ status*body mass + sector 10 72.42094 2.52305 
Null 2 74.33492 4.43703 
Sector 3 75.50816 5.61027 
Status 3 76.43309 6.5352 
Period 4 76.91469 7.0168 














B- Probability to get more than one embryo 
 
a. During the entire life 
 
Table S18: Candidate generalized additive mixed models (gamm) describing the propensity of 
females to have more than one embryo during their lives in relation to age. Age was described either 
as a continuous variable, as age classes (adult: 2 to 12 years old, senescent individual: > 12 years), 
using a threshold effect at ages from 9 to 12 years old or using a thin plate regression spline. Models 
are ranked by order of increasing AICc; we report the AICc (difference in AICc values between a 
given model and the model with the lowest AICc) and the number of estimated parameters (df). All 
models contained two random effects (cohort and the identity of the individual). Retained model is 
highlighted in bold. 
Model df AICc ΔAICc 
s(age) 63.86 711.79 0.00 
Threashold 8 years 63.84 728.74 16.95 
Threashold 9 years 63.06 728.93 17.14 
Threashold 10 years 61.80 729.50 17.71 
Age class 61.54 729.80 18.02 
Threashold 11 years 60.77 732.39 20.60 
Threashold 12 years 60.80 734.95 23.16 












Table S19: Candidate gamm models describing the propensity of females to have more than one 
embryo throughout their lives in relation to age, dispersal status and body mass. Age was described 
using a thin plate regression spline. Models are ranked by order of increasing AICc; we report the 
AICc (difference in AICc values between a given model and the model with the lowest AICc) and the 
number of estimated parameters (df). All models contain two random effects (cohort and individual 
identity), but these are not mentioned in the table. Retained models are highlighted in bold. The 
result from the model averaging procedure indicates a significant effect of age for two different 
dispersal statuses and a significant effect of body mass.  
Model df AICc ΔAICc 
S(age, by status) + masse 43.05 633.70 0 
S(age)+ masse 39.38 634.800 1.1 
 
Table S20: Candidate gamm models describing the propensity of females to have more than one 
embryo throughout their lives in relation to age, dispersal status, body mass, period and sector. Age 
was described using a thin plate regression spline specific for each dispersal status. Models are 
ranked by order of increasing AICc; we report the AICc (difference in AICc values between a given 
model and the model with the lowest AICc) and the number of estimated parameters (df). All models 
contain the effect of age and two random effects (cohort and individual identity), but these are not 
mentioned in the table. Retained model is highlighted in bold. 
Models df AICc ΔAICc 
Body mass + age 43.04602 633.7043 0 
Status*body mass + sector + age 46.54082 635.1439 1.4396 
Status + body mass + age 44.91365 635.7777 2.0734 
Status*period+ status*body mass + 
sector + age 51.24822 639.0104 5.3061 
Status*period+ status*body mass + 
age 51.80841 639.9376 6.2333 
Period + age 46.70191 695.8747 62.1704 
Status*period + age 51.07638 700.686 66.9817 
Status*period + esta + age 52.37804 701.9938 68.2895 
Age 67.2195 709.6116 75.9073 
Sector + age 68.58267 710.7835 77.0792 
Status + age 68.76316 711.6619 77.9576 
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b. At two years old 
 
Table S21: Candidate gamm model describing the propensity of females to have more than one 
embryo at two years old in relation to dispersal status, period, body mass sector and age. All models 
included age modelled using a thin plate regression spline and cohort modelled as a random effect, 
but they were not mentioned in the table. Models are ranked by order of increasing AICc; we report 
the AICc (difference in AICc values between a given model and the model with the lowest AICc) and 
the number of estimated parameters (df). Retained models are highlighted in bold. 
Models df AICc ΔAICc 
Body mass + sector 4 61.86828 0 
Body mass 3 63.22671 1.35843 
Body mass + status + sector 5 63.55179 1.68351 
Status + body mass 4 64.36019 2.49191 
Status*body mass + sector 6 65.86088 3.9926 
Status*body mass 5 66.62336 4.75508 
Status*period + status*body mass 7 70.73021 8.86193 
Status + period + sector 5 84.67934 22.81106 
Status*period 5 86.7976 24.92932 
Status*period + status*body mass + sector 6 86.96442 25.09614 
Status*period + sector 6 86.96442 25.09614 
Period 3 88.20197 26.33369 
Status 3 95.66527 33.79699 
Null 2 103.38883 41.52055 















Beyond dispersal versus philopatry? 
 
Alternative behavioural tactics of juvenile roe 
























































































































































































































































Supplementary Materials  
 
Appendix I: Spatial fidelity in roe deer 
To estimate spatial fidelity in our study population, we quantified the degree of overlap in locations 
of those individuals for which we had spatial information that covered several years. For individuals 
that were VHF- or GPS- monitored over at least two years during their lifetime, we measured range 
overlap using 50% fixed kernels between the post-dispersal range and the adult range, or between 
two subsequent adult ranges (see Tables S1 and S2) (libraries ‘adehabitatHR’, Calenge 2006 and 
‘rgeos’, Bivand and Rundel 2017). In addition, for those that were monitored only one year, but were 
subsequently recovered when they died, we compared their location at death to the locations during 
the monitoring period, using graphs (‘plot’ function in R) (see Figure A1). When location at death or 
the adult range overlapped with the post-settlement range or the adult range in a previous year, we 
considered the animal to be faithful to its home range. 
Firstly, of the 58 adults that were monitored during two or more years, 54 (~ 93 %) were faithful to 
their core home range. Second, of the 30 juveniles that were monitored by GPS during the post-











Table A1 : Overlap between the post-dispersal range and the adult range for 15 individuals  monitored both as a 
juvenile and an adult – Overlap was measured using a 50 % kernel – ID : individual identity ; a value of 0 



































Table A2 : Overlap between successive adult annual ranges for GPS-tracked adult roe deer – Overlap was 
measured using a 50 % kernel – ID : individual identity ; a value of 0 indicates the ranges did not overlap 



































Figure A1: Examples of overlap between the location at death and locations from GPS devices for three 
individuals (a, b and c). Individual ‘a’ died five years after the monitoring period, and individuals ‘b’ and ‘c’ died 
two years after the monitoring period. The location at death is represented by a red point on each figure. All 




Reference for this Appendix I 
Bivand, R. and Rundel, C. 2017. rgeos: Interface to Geometry Engine - Open Source ('GEOS'). R 
package version 0.3-26. https://CRAN.R-project.org/package=rgeos 
Calenge, C. 2006. The package “adehabitat” for the R software: A tool for the analysis of space and 


















Appendix II: Generalised Linear Models and Multinomial Models to investigate drivers of 
alternative dispersal tactics  
 
Table A3: Candidate generalised linear models in a deltaAICc of 2 describing individual propensity to adopt a 
progressive dispersal tactic (vs. a classic dispersal tactic) in relation to body mass, sex and landscape structure. 
We also report the results for the null model. The landscape variable was calculated as the coordinates along 
the first axis of the PCA performed on the landscape descriptors (availability of crops and meadows, levels of 
landscape heterogeneity and anthropogenic disturbance). The reference class is classic dispersal and the 
reference sex is female. Models are ranked by order of increasing AICc; we report the AICc (difference in AICc 
values between a given model and the model with the lowest AICc), the number of estimated parameters (df), 
AICc weights, null and residual deviances, as well as the percentage of deviance explained (ratio).   













Landscape 2 65.0 0.9 0.23 60.78 91.07 
Landscape + 
body mass + 
sex  






5 65.4 1.3 0.18 
54.39 
81.50 





Table A4: Candidate generalised linear models in a deltaAICc of 2 describing individual propensity to adopt a 
multi-range tactic (vs. a classic dispersal tactic) in relation to body mass, sex and landscape structure. We also 
report the results for the null model. The landscape variable was calculated as the coordinates along the first 
axis of the PCA performed on the landscape descriptors (availability of crops and meadows, levels of landscape 
heterogeneity and anthropogenic disturbance). The reference class is classic dispersal and the reference sex is 
female. Models are ranked by order of increasing AICc; we report the AICc (difference in AICc values between a 
given model and the model with the lowest AICc) and the number of estimated parameters (df), AICc weights, 
null and residual deviances, as well as the percentage of deviance explained (ratio). 









5 45.1 0.0 0.33 
50.06 
33.95 67.82 
Landscape 2 45.4 0.3 0.23 41.14 82.18 
Body mass*sex  4 46.1 1.0 0.20 37.39 74.69 
Landscape + 
body mass 
3 46.5 1.4 0.17 40.03 79.96 










Table A5: Candidate generalised linear models in a deltaAICc of 2 describing individual propensity to adopt an 
aborted dispersal tactic (vs. a classic dispersal tactic) in relation to body mass, sex and landscape structure. We 
also report the results for the null model. The landscape variable was calculated as the coordinates along the 
first axis of the PCA performed on the landscape descriptors (availability of crops and meadows, levels of 
landscape heterogeneity and anthropogenic disturbance). The reference class is classic dispersal and the 
reference sex is female. Models are ranked by order of increasing AICc; we report the AICc (difference in AICc 
values between a given model and the model with the lowest AICc) and the number of estimated parameters 
(df), AICc weights, null and residual deviances, as well as the percentage of deviance explained (ratio).   
 












3 50.1 1.5 0.24 43.69 87.28 
Landscape + 
body mass 
3 50.6 2.0 0.1 44.13 88.15 










Table A6: Candidate multinomial models describing individual propensity to adopt one of the four alternative 
tactics (vs. a classic dispersal tactic) in relation to body mass, sex and landscape structure within a deltaAICc of 
10. We also report the results for the null model. Philopatric individuals were combined with explorers. The 
landscape variable was calculated as the coordinates along the first axis of the PCA performed on the landscape 
descriptors (availability of crops and meadows, levels of landscape heterogeneity and anthropogenic 
disturbance). The reference class is classic dispersal and the reference sex is female. Models are ranked by order 
of increasing AICc; we report the AICc (difference in AICc values between a given model and the model with 
the lowest AICc) and the number of estimated parameters (df).   
 
Model df AICc deltaAICc 
Landscape 8 374.69 0.0 
Landscape + sex  12 380.44 5.7 
Landscape + body mass 12 382.13 7.4 












Table A7: Summary statistics from the model averaging procedure based on multinomial models  discriminating 
all dispersal tactics (classic dispersers, aborting dispersers, progressive dispersers, multi-rangers and philopatric 
individuals, i.e. a combination of strict philopatric individuals and explorers) based on landscape, sex and body 
mass – classic dispersers constitute the reference class and the reference sex is female. Models were run using 
the function multinom from the library (‘mgcv’ – Wood 2011). We report estimates, standard errors, null and 
















dispersers -1.00 0.33 0.62 0.26 
Multi-
rangers -1.52 0.41 0.82 0.27 
Philopatric 
individuals 0.52 0.24 0.71 0.22 
Aborted 
dispersers -1.47 0.40 0.75 0.27 
 
Reference for this appendix II 
Wood, S.N. 2011. Fast stable restricted maximum likelihood and marginal likelihood estimation of 






Appendix III – Classification results – Descriptive approach 
 
Figure A2: Additional examples of individual trajectories for each movement tactic exhibited by roe deer, as 
assigned by our classification: a. Strict philopatric; b. Explorer; c. Aborted disperser; d. Multi-ranger; e. 
Progressive disperser; f. Classic disperser. Each dot represents a GPS location, and successive locations are 
linked by a straight line. Successive segments identified by the segmentation approach are coded in different 

















































Table A8 : Mean duration (± sd) of segments for each dispersal tactic identified (N classic dispersers = 49; N 
progressive dispersers = 14; N explorers = 62; N multi-ranger = 9; N strict philopatrics = 4; N aborted dispersers = 
9) – N (sample size) is the number of individuals used to calculate the mean durations for each dispersal tactic 
and segment. 
 
Dispersal tactic Segment Mean duration (days) Standard deviation N (sample size) 
Classic disperser 
1 75.7 33.4 49 
2 92.5 92.1 49 
3 134.5 86.9 33 
4 95.8 85.5 5 
5 17.0 NA 1 
6 15.0 NA 1 
Progressive disperser 
1 76.4 45.4 14 
2 133.1 76.8 14 
3 105.1 75.1 8 
4 13.0 17.3 2 
5 101.0 NA 1 
Explorer 
 
1 87.9 49.4 62 
2 60.7 51.4 59 
3 81.5 55.4 50 
4 42.5 32.8 27 
5 70.1 52.3 14 
6 22.0 8.5 2 
7 37.0 NA 1 
Multi-ranger 
1 71.1 39.4 9 
2 48.2 28.3 9 
3 61.6 50.9 9 
4 45.6 30.8 6 
5 106.5 46.0 3 
Strict philopatric 1 66.8 36.3 4 
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2 60.5 57.1 4 
3 169.8 NA 1 
Aborted disperser 
1 79.3 29.6 9 
2 58.0 50.2 9 
3 114.0 40.8 9 
4 33.2 28.6 5 
























Table A9: Mean departure date (± sd) from each segment for each dispersal tactic identified (N classic 
dispersers = 49; N progressive dispersers = 14; N explorers = 62; N multi-ranger = 9; N strict philopatrics = 4; N 
aborted dispersers = 9) – N (sample size) is the number of individuals used to calculate the mean durations for 
each dispersal tactic and segment. 




 April 28.3 49 
2 25
th
 May 57.8 33 
3 8
th
 June 44.5 5 
4 7
th
 November NA 1 
5 24
th




 May 76.1 14 
2 25
th
 June 69.6 8 
3 14
th
 July 78.0 2 
4 30
th




 May 59.0 59 
2 9
th
 June 66.7 50 
3 15
th
 July 57.7 27 
4 12
th
 August 48.3 14 
5 20
th
 July 16.8 2 
6 6
th




 April 42.9 9 
2 20
th
 May 56.6 9 
3 4
th
 July 58.3 5 
4 23
rd




 May 25.1 9 
2 29
th 
June 63.5 9 
3 26
th
 September 46.5 5 
4 25
th





Appendix IV: Environmental variables and their representation in each dispersal tactic 
 
Figure A3: Plot of the first and second principal components and the proportion of the total variance explained 
from the PCA of landscape structure in the natal range. The PCA contains three centred and scaled landscape 
descriptors: nutritional quality indexed as the proportion of crops and meadows in the natal range; level of 
landscape heterogeneity indexed as the mean Shannon index value in the natal range; and level of human-
related disturbance indexed as the mean distance to the nearest anthropogenic feature (road or building) 




Table A10: Principal Component Analysis scores and proportion of variance explained by the three axes of the 
PCA on landscape characteristics of the natal range for 146 monitored juvenile roe deer. 
Variable Axis 1 Axis 2 Axis 3 
Shannon index 34.4 15.5 50.1 
Crop and meadow proportion 34.3 15.8 49.9 







Eigenvalues 2.55 0.29 0.16 
Cumulative Explained Variance 
(%) 
84.9 94.7 100 
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Table A11: Mean phenotypic and landscape descriptors in the natal range (with their standard deviations) for 
each behavioural tactic identified during the dispersal phase – Classes: CD: Classic dispersers; PD: Progressive 
dispersers; E: Explorers; MR: Multi-rangers; P: strict Philopatrics; AD: Aborted dispersers. Descriptors: Bd_mass: 
body mass; Crop: Proportion of crops and meadows in the natal range; Shannon: mean Shannon index value 
based on the proportions of different habitat types in the natal range; Anthro_dist: mean distance to the 
nearest anthropogenic feature in the natal range (road or building); sd_x : standard deviation associated with a 
given descriptor, x. Female proportion = Proportion of females in a given class. 
Class Bd_mass (bm) sd_bm Crop (c) sd_c Shannon (s) sd_s Anthro_dist (ad) sd_ad 
Female 
proportion (%) 
CD 17.02 1.70 0.90 0.23 1.75 0.31 183.21 71.10 61.20 
PD 16.67 2.33 0.75 0.31 1.46 0.44 232.32 97.71 35.70 
E 16.28 2.12 0.72 0.36 1.42 0.54 270.03 156.43 51.60 
MR 15.56 2.33 0.61 0.37 1.30 0.67 277.14 145.11 44.40 
P 14.78 2.13 0.57 0.32 1.45 0.52 237.03 127.10 75.00 













Appendix V: Assessing the robustness of our classification 
To evaluate the relevance of our classification, we conducted an exploratory post hoc analysis of 
inter- and intra-individual variation in movement behaviour across tactics using continuous-time 
stochastic movement models (CTSMM, see Calabrese et al. 2016). The objective was to assess 
whether individuals were consistent in their spatial behaviour over time within and across tactics. 
First, using the Ctmm package developed by Calabrese et al. (2016), we fitted Ornstein-Uhlenbeck 
models to individual monthly tracks and extracted three movement parameters: tau measures the 
position autocorrelation time and is interpreted as the home range crossing time (or the inverse of 
the attraction force) and D is a diffusion coefficient representing the rate of increase of the mean 
squared displacement over time. Sigma measures the movement variance (scaling to home range 
size) and is estimated using the values of tau and D through the following formula: sigma² = D² * tau / 
2 (see Calabrese et al. 2016 for more details).  
Then, to evaluate the degree to which individuals were consistent in their spatial behaviour over 
time for a given tactic, we estimated individual repeatability of these parameters for each of the 
dispersal tactics (package “rptR” in R – Stoffel et al. 2017). The repeatability models included month 
as a fixed effect as well as the identity of the individual as a random effect on the intercept in order 
to measure the adjusted individual repeatability (Stoffel et al. 2017). Movement behaviour was 
significantly repeatable for most of the 15 parameter-tactic (5 tactics * 3 parameters) combinations 
(12 out of 15), with repeatability values that ranged from 0.10 to 0.56 (Table A12). Although these 
repeatability values are moderate, averaging around 0.3, they are consistent with previous estimates 
for repeatability of movement and, more generally, most behavioural traits (Bell et al. 2009; 
Garamszegi et al. 2009; Hertel et al. 2019). Note that temporal repeatability was much lower for 
classic dispersers (0.02 to 0.10) due to the short-lived and abrupt modification of movement 
behaviour during long-range dispersal transience. These results, hence, indicate that, for a given 
tactic, individuals are consistent in their movement behaviour over time. 
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Second, we assessed whether our classification reliably discriminated between alternative dispersal 
tactics by evaluating inter- and intra-tactic variation in these three movement parameters. For each 
individual monthly track, we computed a measure of heterogeneity for each parameter. In other 
words, we wanted to see if there was any consistency in among-tactic differences of each parameter 
across the monitored months. We used a z-value measure for this purpose by applying the following 
formula: z.mvtpar = (max(mvtpar)-mean(mvtpar))/sd(mvtpar) (where mvtpar is tau, sigma or D, 
max(mvtpar) is the maximum value of the parameter reached during the individual monthly track, 
mean(mvtpar) is the mean value of the parameter across the same track and sd(mvtpar) is the 
standard deviation of the parameter across the track). Hence, a low z.mvtpar means that there is no 
significant fluctuation (or peaks) in parameter values (homogeneity) across the monitored months, 
and a high z.mvtpar means that there are some high fluctuations of values (heterogeneity). We then 
tested whether these z values were repeatable within a given tactic. Repeatability models contained 
the assigned tactic as a random effect and considered individuals as repetitions (package “rptR” in R 
– Stoffel et al. 2017). We found moderate but significant values of repeatability for sigma and tau 
(0.24 ± 0.13 – p < 0.0001 and 0.36 ± 0.16 – p < 0.0001 respectively), but not for D (0 ± 0.024 – p = 1). 
Indeed, D represents the mean squared displacement which does not encompass any notion of home 
range, but rather is based on distance travelled and hence likely poorly discriminates between 
alternative dispersal tactics (several alternative tactics had very similar straight line distances 
between the initial and final segment centroids – see Results section). On the contrary, tau and sigma 
are related to home range size and stability, and thus might better reflect behavioural changes in 
space use. Thus, according to these statistics, the tactics we identified appear moderately robust 
(with respect to two mechanistic movement parameters) and individuals are classified into 





Table A12: Repeatability models for each class and each movement parameter (tau, sigma and D). Strictly 
philopatric individuals and explorers were pooled in these analyses. Each model includes month as a fixed effect 
as well as the identity of the individual as a random effect on the intercept. Repeatability values above 0.2 are 
highlighted in bold. 
Dispersal tactic Parameter R ± SE p-value 
Classic dispersers 
Tau  0.03 ± 0.026  
 
p =0.11 
Sigma  0.02 ± 0.025  p = 0.248 
D  0.10 ± 0.037  
 
p = 0.000663 
    
Explorers 
Tau  0.17 ± 0.036   
 
p = 4.06e-09 
Sigma  0.32 ± 0.057  
 
p = 5.12e-25 
D  0.14 ± 0.038  
 
p = 6.05e-07 
    
Progressive 
dispersers 
Tau  0.23 ± 0.096  p = 0.000485 
Sigma  0.35 ± 0.1  
 
p = 8.04e-08 
D  0.29 ± 0.09  
 
p = 2.12e-05 
    
Multi-rangers 
Tau  0.33 ± 0.155  
 
p = 0.00445 
 
206 
Sigma 0.56 ± 0.162 
 
p = 4.18e-07 
D  0.25 ± 0.136  
 
p = 0.00911 
    
Aborted 
dispersers 
Tau  0.04 ± 0.054  
 
p = 0.335 
Sigma  0.13 ± 0.107  
 
p = 0.0421 
D  0.27 ± 0.118  
 
p = 0.000552 
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Introduction 
 
Dispersal is at the core of species dynamics and is fundamental for population ecology through its 
association with many biological processes (genetics, demography, biological invasions, species 
adaptation and interactions, etc.) (Ronce 2007, Clobert et al. 2012). This process allows individuals to 
reach new environments, potentially providing dispersers with mates, resources, or escape bad 
environmental conditions (Ronce 2007). It can also alleviate competition if individuals are settling in 
a lower density habitat compared to their natal range, or limit inbreeding if the distance between 
their natal and settlement ranges is above the range of relatedness (Ronce 2007). Additionally, in the 
context of environmental change, dispersal may also provide benefits to dispersers, such as keeping 
track of climate change or escaping disturbance (Watkinson and Gill 2002, Bowler and Benton 2005). 
Many factors determine if individuals will disperse, such as sex, weight, age, environmental 
conditions, etc., and thus, dispersal is considered to be a condition-dependent process (Clobert et al. 
2012), leading to both philopatric and dispersing individuals within a population. This balance 
between philopatry and dispersal then acts on species dynamics, in link with the fitness of each 
individual (Greenwood 1980, Li and Kokko 2018). However, dispersing also entails costs, which are of 
four types: energy, risks, time and opportunity (Bonte et al. 2012). These costs are tightly linked to 
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both the environmental conditions experienced by dispersers and their actual movements, and they 
can occur during the three phases of dispersal (emigration, transfer and settlement).   
We are currently facing major changes in environmental conditions (Vitousek et al. 1997, Foley et al. 
2005, Dawson et al. 2011, IPCC 2014), which may restrict the access to important resources for many 
species (Backlund et al. 2008) and increase mortality risks associated to movement. For example, the 
construction of dense road networks, human activities and urbanisation may lead to more road kills, 
in particular if individuals are moving into an unfamiliar place (e.g. in American martens, Johnson et 
al. 2009). For these reasons, we expect that dispersal costs may increase with global changes (Bonte 
et al. 2012). This increase should modify the balance between the costs and benefits of dispersal and 
trigger the selection of new strategies or of modifications of current dispersal strategies, which allow 
reduced costs of dispersal (Bonte et al. 2012, Travis et al. 2012). Indeed, previous empirical and 
theoretical work showed that an increase in costs impacts current dispersal strategies and will also 
shape dispersal evolution (Bonte et al. 2008, 2012, Dytham 2009, Travis et al. 2012, Tanaka 2016).  
Indeed, dispersal has a genetic basis and as such, each of its phases is under selection to maintain a 
favourable costs/benefits ratio (Bonte and Dahirel 2017, Saastamoinen et al. 2018). Global changes 
are hence expected to influence the way selection may act on dispersal traits to maintain the balance 
between costs and benefits at a favourable level and trigger evolutionary responses from dispersal 
traits. Previous work addressing the potential evolutionary consequences of global changes on 
dispersal (Hein et al. 2004, Gros et al. 2006, Poethke et al. 2011) has focused on the evolution of a 
dispersal kernel. These studies showed that the travelled distance is expected to be reduced when 
costs increase because individuals target the closest suitable patch from their initial habitat to 
decrease dispersal costs, which, as a consequence, leads to faster settlement (Hein et al. 2004, Gros 
et al. 2006, Poethke et al. 2011). Research also showed that dispersal may evolve reduced dispersal 
propensities and more correlated movement paths in the context of habitat fragmentation or 
degradation (Travis and Dytham 1999, Gros et al. 2006, Kun and Scheuring 2006, Schtickzelle et al. 
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2006, Cheptou et al. 2008, Poethke et al. 2011, Henriques-Silva et al. 2015). Some recent studies 
have also begun to investigate the evolution of the transfer phase using models that explicitly 
represent the movement process, i.e. using the three dispersal phases. For plants, it has been shown 
that, following habitat loss, plants are expected to exhibit either evolutionary rescue or evolutionary 
suicide (Travis et al. 2010). This arises because plant height may either become higher or lower, 
leading to either long-distance dispersal and colonisation of new patches, or no dispersal and local 
patch extinction. For animals, movements may evolve towards shorter paths when transfer costs 
increase, through the strengthening of the bias individuals have towards the closest suitable patch as 
soon as an individual emigrates (Bartoń et al. 2009). Several studies also confirmed that movement 
paths should follow a more correlated walk when risks increase, therefore reducing the amount of 
steps an individual will take in a hostile environment and the associated costs (Bartoń et al. 2009, 
Travis et al. 2012). However, although these studies offer some initial insights into how selection may 
operate on processes impacting the transfer phase of dispersal, they have utilised highly simplified 
movement models (but see Henriques-Silva et al. 2015) and have explored results for relatively small 
volumes of the parameter space. In particular, studies have not elucidated how the evolution of 
movement rules will vary as a function of emigration rules, and how this depends upon the cost of 
movement. As a consequence, knowledge about the exact process by which individuals move in a 
risky environment and the evolutionary mechanisms behind it (i.e. which dispersal traits are selected 
and why) is still lacking, especially in the context of environmental changes (Holyoak et al. 2008, 
Gibbs et al. 2010) that are likely to impact dispersal costs (Bonte et al. 2012). This may have 
important implications, as dispersal strategies that evolve under global change will be based on the 
evolution of these dispersal traits, and adaptation potential should largely depend upon the 
maintenance of the diversity in dispersal associated traits within populations (Byers 2005, Eizaguirre 
and Baltazar-Soares 2014).  
Therefore, in this study, we used an individual-based model to infer the effects of increased 
transience mortality costs on the evolution of two transfer traits, and do so for a broad range of 
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emigration behaviours. These transfer traits are dispersal bias, which represents the tendency of an 
individual to move away from its natal area; and directional persistence, which controls the tendency 
of an individual to follow an auto-correlated path. We expected that increased risks of mortality 
during dispersal would select for tactics in which settlement occurs faster. This translates into two 
main mechanisms: (i) more tortuous trajectories, i.e. displaying a lowered directional persistence, 
should allow for more frequent changes of direction and hence a more likely detection of a suitable 
habitat; (ii) reduced dispersal biases, which make individuals to be less driven to disperse far away 
from their natal habitat should allow a reduction of the time spent in the matrix. However, too low 
directional persistence or dispersal bias might not be beneficial either, because they would prevent 
individuals from reaching potential suitable habitats (for example if this habitat requires the 
individual to consistently go towards a given direction, or if the habitat is too far from the natal range 
to be reached by an individual having a low dispersal bias). Thus, we expected both traits to stabilise 
around a threshold value that would optimise both the need to move away from the natal area, and 
the need to divert from the initial direction taken at emigration and settle if a suitable habitat is 
found. Finally, we expected that both reductions in directional persistence and dispersal bias would 
lead to decreased dispersal distances. Because previous work indicated that the degree of hostility of 
matrix cells influenced dispersal trajectories (Baguette and Van Dyck 2007, Bartoń et al. 2009), we 
expected that resistance to movement should impact dispersal evolution. Therefore, we varied the 
degree of hostility of matrix cells, and determined its effect on the evolution of transfer traits. 
Considering the interplay between dispersal traits, we expected our results to change for different 
emigration probabilities (Travis et al. 2012); indeed, higher dispersal propensities might be 
associated with a faster evolution of dispersal traits, and the best dispersal strategies species-wise 
might be different depending on the size of the fraction of the population that disperses. Therefore, 




Material and methods 
 
a. Modelling approach 
Simulations were run using the software Rangeshifter (RS), a platform for implementing spatially-
explicit individual-based models. RS allows for modelling eco-evolutionary dynamics and integrating 
a specific implementation of each of the three phases of dispersal (Bocedi et al. 2014). In particular, 
the transfer phase can be described using the SMS method (Palmer et al. 2011), which allows for 
step-by-step determination of the movement path based on characteristics of the environment 
within the perceptual range of the individual, and on movement rules regarding trajectory 
straightness/directionality.  
In RS, the environment is represented by a raster composed of cells either suitable or unsuitable for 
settlement; each type of cell is also associated with an attraction value3. Individuals are characterized 
by a set of demographic and dispersal parameters. Demographic parameters include the type of 
sexual model implemented in RS (asexual, sexual or complex sexual model), an intrinsic growth rate, 
the proportion of males and females, the number of reproductive seasons per year, a competition 
coefficient and a carrying capacity (See Table 1). Dispersal parameters are specific to each of the 
three phases of dispersal. Emigration is described by the probability to disperse, settlement by the 
probability to settle, and the transfer phase is modelled using four different traits. Directional 
persistence (DP) represents the directional consistency in movement, i.e. the auto-correlation in the 
successive angles of the movement steps. Dispersal bias (DB) describes the propensity an individual 
has to move away from its natal habitat at departure. Visual representation of the effects of these 
two traits is provided in the Supplementary Materials Annex I. To represent the fact that the 
propensity to disperse far from the natal habitat decreases as the individual moves away, DB is 
                                                          
3
 The attraction value in this manuscript corresponds to the parameter named “matrix costs” in RS, i.e. the 
degree of hostility of matrix cells. These “matrix costs” represent the relative resistance to movements of the 
different matrix cells. However, they are not directly related to the dispersal costs we wished to implement, i.e. 
mortality risk costs. Thus, to avoid any misunderstanding, we preferred in this manuscript to use the term 
“attraction”, which conveys the same idea that some cells may be preferred when moving into the landscape, 
because they oppose less resistance. 
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described using a sigmoid function having the two parameters AlphaDB and BetaDB. AlphaDB 
characterises the slope coefficient of the function and BetaDB the number of steps realised at the 
inflexion point of the curve representing the decrease in DB.  
A run consists in the launching of a given number of individuals into initial locations of suitable cells 
of the landscape, which may attempt to disperse or not. Dispersing individuals have a maximum 
number of steps they can take.  At each step of the run, all individuals may move in one of their eight 
neighbouring cells, based on their respective values of DP, DB, memory size (i.e. the number of 
passed steps over which to calculate the current direction to apply DP), and on the suitability of the 
cells within their perceptual range in each of the eight directions (the number of cells away from 
their current cell for which individuals can perceive the characteristics) (See Supplementary Materials 
Annex II). Moreover, at each of those steps, individuals may die based on a per-step mortality 
probability. If individuals reach a suitable cell (i.e. do not die in the process of dispersing or do not 
run out of steps before having reached a suitable cell), they may reproduce and transmit their 
genome to the next generation. After that, they die and the next generation follows the same steps. 
The run is set for a particular duration (for example, 10 000 years), and thus, it ends when this 
duration is attained.   
Dispersal may be beneficial for three main reasons in RS. First, it allows individuals to colonise more 
habitat cells. Because suitable cells go extinct at a given probability, selection should favour 
individuals which disperse because only them may survive if the cell they came from goes extinct. 
Secondly, a carrying capacity is implemented in RS. Thus, individuals which disperse and settle in a 
low-density cell may perform better than individuals whose cell density may attain carrying capacity. 
Thirdly, kin selection favours dispersers which move some distance away from their natal site, as, by 
doing so, they are less likely to be competing with their near relatives. 
Lastly, the evolution of dispersal traits (as well as demographic traits) is enabled through a genetic 
implementation of dispersal. Indeed, each dispersal trait is coded by one chromosome, and 
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corresponding alleles were positioned on four loci in our experiment. These loci are subjected to 
mutations, and they may also allow for crossovers, which bring some variability in the phenotypes 
expressed by dispersers. At the beginning of a run, individuals may express a variety of movement 
characteristics during dispersal, determined by a mean value of each of the four transfer traits and 
their initial standard deviation in the population. Thus, selection should favour some phenotypes 
depending on environmental conditions, which means the corresponding trait characteristics will be 
transmitted to the next generation, based on the value of the trait of parents (mean value of the 
trait) and a scaling factor specific to this trait. The scaling factor describes how large a change on the 
allelic scale from the parent to offspring genome will be on the phenotypic scale. Each of the 
aforementioned traits is thus described using a mean value, a standard deviation and a scaling factor 
in the population when initiation a run.   
b. Simulation experimental plan 
Our objective was to model the effect of increases in the mortality costs of dispersal on the evolution 
of dispersal transfer traits.  
To do so, we used a hypothetical species living in a fragmented landscape for which suitable and 
unsuitable habitats are disjointed and can be clearly identified. Unsuitable cells will be thereafter 
named ‘matrix’. We hence worked on a grid landscape described in Table 1. Species demographic 
parameters were chosen to be representative of a species with relatively high growth rate and no sex 
bias in the population, and are also described in Table 1. Individuals were allowed to disperse from a 
suitable cell or remain philopatric based on the following initial dispersal rules and experiment plan. 










Model Simple sex 
Generation Discrete 
Sex ratio 0.5 
Competition coefficient 1 
Intrinsic growth rate 6 
Number of reproductive seasons / year 1 
Initial population size in each cell 150 





% of suitable cells 5 
Local extinction probability 0.05 
 
Our experimental design was set to address how mortality risks during transfer (four levels tested) 
affect the evolution of four transfer traits, depending on emigration rate in the population (six levels 
tested) and the level of attraction of habitat cells (five levels). We assessed the robustness of our 
results to initial conditions by testing three sets of initial values of DP, GB, AlphaDB and BetaDB (See 
Table 2). 
Transfer traits were modelled using three sets of initial values (see Table 2) from which traits were 
allowed to evolve. These sets intended to reflect different dispersal tactics, in which individuals may 
present more tortuous dispersal and low dispersal bias (set 1) or strongly biased movement away 
from the natal area and highly correlated movement (set 3). Set 2 contained dispersal trait values 
that reflect intermediate movement tendencies compared to the two other sets. We fixed perceptual 
range to 3 cells in all our simulations. Memory size was also fixed to 3 in all simulations (meaning that 
individuals could keep their tendency to move in a given direction for a longer period of time by 
remembering the past three cells it travelled in, compared to individuals that would only remember 
the past cell). Because our study focused on the evolution of transfer traits, within a simulation 
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emigration and settlement probabilities were fixed and density-independent. Settlement probability 
was set to 1 if an individual found a suitable cell. To assess the effect of emigration rates on the 
evolution of transfer rules, we ran each set of parameters with emigration probabilities varying from 
0.1 to 0.6, in 0.1 increments. 
To study the effects of increased dispersal costs on the evolution of dispersal, we ran the different 
combinations of sets of parameters and emigration rates with different per-step mortality 
probabilities: 0.005, 0.01, 0.05 and 0.1. This risk probability applied as soon as an individual moved 
out of its natal cell, and lasted until it reached a suitable cell or died. Additionally, we varied 
attraction values associated to the matrix cells of the landscape, while the attraction value of suitable 
cells was always set to 1, which allowed us to model the level of attraction an individual had for a 
suitable cell. Attraction was set to the following relative values: 10, 50, 100, 150 and 500.  
Table 1: Sets of initial trait values used in the experiments. We provide the mean trait value in the 
population as well as its standard deviation (Sd). The scaling factor (Sf) is also provided, which 
describes how large a change on the allelic scale translates on the phenotypic scale. 
Parameters  Set 1  Set 2  Set 3  
Directional 
persistence  
Mean : 2 
Sd : 1.5 
Sf : 1.5  
Mean : 4 
Sd : 1.5 
Sf : 1.5 
Mean : 6 
Sd : 1.5 
Sf : 1.5 
Dispersal bias Mean : 2 
Sd : 1 
Sf : 1  
Mean : 3 
Sd : 1 
Sf : 1 
Mean : 1 
Sd : 1 
Sf : 1 
AlphaDB Mean : 1 
Sd : 1 
Sf : 1 
Mean : 0.5 
Sd : 1 
Sf : 1 
Mean : 0.25 
Sd : 1 
Sf : 1 
BetaDB Mean : 5 
Sd : 5 
Sf : 5 
Mean : 10 
Sd : 5 
Sf : 5 
Mean : 15 
Sd : 5 
Sf : 5 
 
Dispersal traits were allowed to evolve for 10 000 years. We simulated each combination of 
emigration probability, per-step mortality probability, levels of attraction and initial sets of 
parameters, and replicated each simulation 10 times. In total the experiment plan represented 3600 
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simulations (10 replicates*3 sets*4 per-step mortality probabilities*5 attraction values*6 emigration 
probabilities).  
For each simulation we recorded the mean values of traits in the population at a given year every 
200 years, and every 200 years during the last thousand years (i.e. after equilibrium had been 
reached) individual dispersal traits, status (philopatric, successful disperser, failed disperser), 
distance (i.e. the Euclidean distance from departure to arrival cell) and the number of steps travelled 
(the latter only for dispersing individuals). 
c. Analysing dispersal evolution 
As a first step, we analysed the values reached by traits at the end of the simulation for all simulation 
conditions to determine whether populations reached a stable strategy or not. This step mainly 
consisted in evaluating visually how traits evolved with time and if they did reach an equilibrium 
value, i.e. a stable value. Moreover, this first step allowed us to evaluate the strength of the selection 
pressure exerted on each trait by mortality risk, in link with other simulation factors. A fast evolution 
leading to the stabilisation of a trait would imply a strong selection on that trait.  
Second, we partitioned the variance in each dispersal trait to determine the relative contribution of 
each simulation parameter on the evolution of dispersal traits. We centered and scaled each 
simulation parameter prior to fitting anova models describing each trait in relation to attraction, per-
step mortality, emigration probability and sets of initial trait values using the package ‘stats’ in R (R 
Core Team 2019). We calculated the percentage of explained variance by a given parameter (or 
interactions between several parameters) for each transfer trait at equilibrium (last 1000 years). We 
then compared the relative contribution of each of these parameters on the observed variations in 
dispersal traits. 
To interpret our analyses, we only kept the simulation parameters that were identified as accounting 
for at least 5% of the variance in a given dispersal trait. Because we wished to assess the long-term 
consequences of increased dispersal costs on dispersal trait evolution, and consequently on actual 
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dispersal movement and success, we also extracted distances and number of steps travelled after 
10 000 years of evolution and the dispersal success rate.  
Results 
 
1. Equilibrium strategies 
 
Most traits in the 3600 experiments reached equilibrium values by the end of the simulations (see 
examples in Supplementary Section - Annex III). However, for some combinations of traits and 
conditions, like DP in set 3 or DB in set 1, stabilization was not reached yet at the end of the 
simulation, but the trait showed a weakly decreasing slope and we can presume these traits would 
reach equilibrium if simulations were ran for a longer period of time. Only one trait, BetaDB in set 3, 
does not seem close to reach equilibrium. We can also note that equilibrium was reached faster 
when emigration probability was high, especially for DB.  
DP evolved towards similar values in sets 1 and 2, but not in set 3 where the trait was still evolving at 
the end of the simulations (Annex III, fig. S4a). This probably occurred because the initial value for DP 
for set 3 was the highest. However, we can expect that if we ran the simulation for a longer period of 
time we may reach similar values for the set 3 as well. Without consideration of the variations in 
mortality or attraction, DP evolved towards a mean value of 1.75 ± 0.001 (over all combined runs, i.e. 
without distinguishing the different values of mortality or attraction combined), indicating a rather 
low DP, although movements are still slightly correlated. DB only reached equilibrium in set 3, and 
evolved to a mean value of 1.00 ± 0.00008, indicating there was essentially no DB in the population 
after 10 000 years (Fig. S4b). In sets 1 and 2, equilibrium was not yet attained probably because initial 
values in sets 1 and 2 were higher compared to set 3, but as for DP, we may expect that similar 
values may be reached for longer simulation durations. AlphaDB decreased from its initial values in 
all simulations, but not identically between sets: this trait decreased from its initial value for the first 
two sets, and stabilised around 0.91 ± 0.001 or 0.32 ± 0.0007 for sets 1 and 2 respectively. At the end 
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of the simulation, AlphaDB remained stable in set 3, taking values between 0.27 ± 0.001. This result 
indicates that initial values had a strong influence on the evolution of AlphaDB, contrary to the other 
parameters (Fig. S4c). Lastly, BetaDB reached equilibrium for sets 1 and 2, but not set 3. Values 
reached were not identical between sets either (between 3.34 ± 0.006 for set 1 and 6.02 ± 0.006 for 
set 2), indicating again that initial values had a strong influence on the evolution of BetaDB (Fig. S4d). 
In set 3, because DB evolved very quickly to a mean value of 1, there was overall no DB in the 
population at the end of the simulation, which may have led to low selection pressure on BetaDB for 
that set and no evolution towards a particular value.  
2. Variance analysis 
 
Per-step mortality probability contributed importantly to the observed variance in DP (17.4 to 44.1% 
of variance explained - see table 2). Moreover, attraction was also responsible for 7.9 to 15.5% of the 
total variance in DP, and interacted in sets 1 and 2 with per-step mortality probability to influence DP 
(between 7.0 to 7.3% of explained variance for DP). Lastly, the different sets of initial trait values also 
had a strong influence on values reached by DP at the end of the simulation, with 21.5% of the total 
variance explained by the initial DP values. DB also varied with per-step mortality, with 5.6 to 24.1% 
of variance explained by this metric. Additionally, DB appeared to be strongly influenced by 
emigration probability (5.2 to 22.1 of variance explained), and the interaction between emigration 
probability and per-step mortality probability also influenced DB in set 1. On the contrary, mortality 
did not appear to have strong effects on AlphaDB. Attraction did have an effect on the evolved values 
of AlphaDB, with 6.1 to 24.0% of total variance of AlphaDB explained by this parameter. The initial 
set of values taken by AlphaDB also influenced the values reached at the end of the simulation 
(40.2% of total variance). Similarly, mortality has no strong effect on BetaDB, but attraction seemed 
to influence BetaDB with approximately 37.2 to 42.8% of explained variance by this parameter. 
Finally, the different sets of initial BetaDB values also had a strong influence on values reached by 
traits at the end of the simulation (explained variation of 78.9%). 
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Table 2: Percentage of explained variance of each dispersal trait by four simulation factors and their 
interactions. The analysis of variance was performed for each set separately and combined, as 
reported in the column ‘set’. Only percentages of explained variance above 5% are reported. Values 




























1 15.5  44.1   - 7.0  
2 7.9 36.3   - 7.3  
3 9.9 17.4  41.2  -   
All sets 5.8 14.5  8.9 21.5    
 
DB 
1  21.2  22.1  -  7.2 
2  24.1  20.6  -   
3 5.9 5.6 5.2 -   
All sets  10.4  9.4    
   
AlphaDB 
1 6.1   -   
2 24.0    -   
3 (none)    -   
All sets 5.0   40.2    
 
BetaDB 
1 37.2  6.8  -   
2 42.8    -   
3 (none)    -   
All sets    78.9    
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3. Effects of mortality risks on the evolution of dispersal traits 
 
DP and DB both evolved towards lower values when per-step mortality increased, for all conditions 
of emigration probability, attraction and sets (Example of the variations between DP and DB with 
increasing mortality are provided in fig. 1 and 2 – Variations for all simulation conditions are provided 
in the Supplementary Materials Annex IV, figs. S5 to S7). For high mortality rates both the DB and DP 
evolved towards values close to 1, which is the lowest value those parameters can take. Our 
prediction of an intermediate value for DB and DP was hence not fulfilled. Instead, enhanced risks 
triggered the evolution towards rather tortuous and unbiased trajectories. Moreover, when 
attraction was higher, DP and to a lesser extent DB (only for set 3) remained higher compared to 
when attraction was low, leading to more correlated and biased movements away from the natal 
area when individuals could better discriminate between suitable and unsuitable cells (fig S5 and 
S7c). For all combinations of conditions, the simulations performed with the lowest level of attraction 
showed a slightly different pattern from the others, with a lower decline of DB and DP when 
mortality risks increased, and an outlier distribution within the overall pattern of decrease in the 
values of DB and DP when attraction increased. The decline in DB with increasing per-step mortality 
probability was steeper when emigration probability was higher, indicating that the effect of 
mortality was stronger when more individuals disperse (Fig. 2). A similar effect was found for DP, but 




Fig. 1: Variations in mean DP averaged over the last 1000 years for increasing per-step mortality 
probability and varying levels of attraction. Values are given for the following simulation conditions: 





Fig. 2: Variations in mean DB averaged over the last 1000 years for increasing per-step mortality 
probability and varying levels of attraction. Values are given for the following simulation conditions: 
emigration probability = 0.1 and set of initial values = set 1. 
 
AlphaDB and BetaDB did not present particular trends when mortality increased, except BetaDB 
which values were slightly lower for increasing per-step mortality probability for the set 1 only (see 
Supplementary Materials – Annex IV Fig. S8 and S10). However, these traits varied with attraction. 
BetaDB remained higher when attraction increased for sets 1 and 2 (for which a dispersal bias was 
still active until the end of the simulation, Fig. S10 and S11), while AlphaDB values tended to be lower 
when attraction increased for the two same sets (Figs. S8 and S9). This indicates that dispersal bias 
might persist longer during the dispersal event when attraction is high, driving individuals to move 
further away compared to when attraction is low. Emigration rate seemed not to have any effect on 




4. Effects of mortality risks on dispersal outcomes 
 
Dispersal distances from the departure to arrival cell decreased when mortality risks increased in all 
simulations (see one example Fig. 3). Additionally, increasing attraction led to even smaller values of 
dispersal distances. The same effects were observed for the number of steps (see Supplementary 
Materials – Annex V Fig S12). Thus, dispersers travelled less far and in fewer steps when mortality 
costs were higher, and even less if the contrast between suitable and unsuitable cells was stronger. 
Lastly and expectedly, the proportion of successful dispersers among all dispersing individuals 
decreased when per-step mortality probability increased (Fig 4). This effect was lower when 
attraction was higher, indicating that individuals perform better during dispersal when they can 
distinguish between suitable and unsuitable cells better.  
 
Fig. 3: Mean dispersal distances moved by successful dispersers averaged over the last 1000 years in 
relation to per-step mortality probability and attraction. Values are given for the following simulation 





Fig 4: The mean proportion of successful dispersers averaged over the last 1000 years in relation to 
per-step mortality probability and attraction. Values are given for the following simulation 




In this work, our objective was to determine how dispersal traits may evolve with increasing transfer-
associated mortality. We found that both directional persistence and dispersal bias decreased when 
mortality increased, and that this effect was stronger for reduced attraction or increased emigration 
probability for directional persistence and dispersal bias respectively. AlphaDB and BetaDB, which 
describe the decay of dispersal bias over the course of dispersal, did not vary much with mortality 
and did not appear to be under strong selection. These results predict that in riskier environments, 
evolution favours more tortuous dispersal trajectories, with a lower tendency to move further away 
from the natal range at each step, and consequently reduced dispersal distances. 
Dispersal strategies evolve depending on the balance between costs and benefits (Bonte et al. 2012, 
Travis et al. 2012). Here, we purposely considered a rather harsh environment, with low habitat 
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suitability and increasing mortality risk during dispersal, in order to reflect the current massive 
habitat degradation which is occurring on the planet, and determine how dispersal might evolve 
when the equilibrium between costs and benefits becomes unbalanced. The most efficient way to 
escape mortality is to spend less time in the unsuitable matrix, and thus, settle fast after emigrating 
(Schtickzelle et al. 2006, Cornelius et al. 2017). In a harsh environment, successful dispersers are 
hence individuals that are able to settle fast, and thus close to their natal cell. To do so, they first 
need to be flexible in their movement to reorient it faster if a suitable cell is perceived, although this 
result may seem counter intuitive because one may expect that more tortuous movements lead to 
longer trajectories.  Directional persistence and dispersal bias both evolved rather stable values, 
indicating individuals are mainly evolving towards one strategy which consists in reducing dispersal 
bias and directional correlation. Thus, high values of DP or DB might not be represented as much in 
the genomes anymore, leading to a decrease in adaptive potential (Hoffmann et al. 2017). In terms of 
phenotypes, these results are of capital importance because they suggest that individuals may lose 
their potential for long-distance correlated dispersal when too many risks incur during the transfer 
phase, which may have far-reaching consequences on population dynamics (Benton and Bowler 
2012).  
Indeed, dispersal strategies and population dynamics are known to be tightly linked (Bowler and 
Benton 2005, Benton and Bowler 2012). In particular, dispersal plays a major role in enhancing 
connectivity between populations, and gene flow (Stenseth and Lidicker 1992). For example, gene 
flow within a population is highly dependent on the distance travelled by dispersers (Slatkin 1987). 
Because dispersal distances decreased strongly when costs increased, we expect gene flow to be less 
important and more inbreeding in the long term. Short distances dispersed may also lead to more 
isolated populations (Johst et al. 2002). To fully demonstrate that adaptive potential for long-
distance dispersal may be reduced or lost, additional experiments should include time-dependent 
risks, where in the first 5000 years of the experiment, risks are set to increase, and in the next 5000 
years, risks are set to decrease. A stabilisation of directional persistence and dispersal bias at low 
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values throughout the entire experiment may provide evidence that the population may have lost its 
potential for long-distance dispersal. Moreover, fewer individuals dispersed successfully, and thus, 
these might not be able to play a role in rescuing populations or allowing gene flow. These effects of 
global changes on dispersal costs, and in turn, on gene flow and connectivity could have important 
implications for population functioning and persistence, with isolated, inbred and poorly connected 
populations, which may increase their risk of extinction. As a consequence, dispersal may not be as 
beneficial as it was before global changes occurred.     
Growing research has demonstrated the importance of informed dispersal on dispersal strategies 
and success (Clobert et al. 2009, Delgado et al. 2014, Ponchon et al. 2015, Awade et al. 2017). By 
better making the difference between suitable or unsuitable habitats, through cues such as 
conspecifics’ density, landscape cover or meteorological conditions, individuals can choose dispersal 
tactics that maximise their fitness (Clobert et al. 2009). Here, we show that the inclusion of increased 
attraction (which allows for a better contrast between suitable and unsuitable habitats) also 
influenced the evolution of dispersal traits, triggering higher evolved DP and, to a lower extent, DB. 
Indeed, when the attraction is high, individuals possessing a high DP should reach the suitable cell in 
fewer steps compared to an individual with low DP, and thus incur less risk to die in the unsuitable 
matrix (because less time is spent in a matrix where mortality is step-based) (Schtickzelle et al. 2006, 
Cornelius et al. 2017). Thus, their traits should evolve towards a higher capacity to go more efficiently 
towards suitable cells, i.e. realizing straighter movement paths, consistently with previous empirical 
or theoretical studies (Zollner and Lima 1999, Hein et al. 2004, Schtickzelle et al. 2006, Bartoń et al. 
2009). However, for paths to become and remain straight, individuals first have to locate a suitable 
cell, which in our case, did not happen until such a cell is present within its perceptual range. For 
several studies from the literature, omniscient individuals or individuals possessing a bias towards a 
suitable cell were simulated in risky environments, and thus, they could orient their movement 
towards a suitable habitat as soon as they emigrated, which may have biased the evolution of 
dispersal traits in their simulations and could explain why we do not find the same results (Bartoń et 
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al. 2009, 2012). On the contrary, when attraction is low, only individuals with a low DP should be able 
to deviate from their initial trajectory if they perceive a suitable cell. This result is of great 
importance for population dynamics because it shows that depending on individual capacity to 
discriminate between suitable and unsuitable habitats, dispersal traits could evolve towards more or 
less tortuous trajectories or biased movements away from natal range, influencing the effect of 
dispersal on population functioning.   
Moreover, understanding which selection pressures act on individuals is of primary importance to 
better comprehend eco-evolutionary processes (Schluter et al. 1991, Paranjpe and Sharma 2005, 
Futuyma 2009, Gogarten et al. 2012). In our study, AlphaDB and BetaDB did not vary much with 
simulation variables, except with the sets of initial trait values, suggesting these two traits might not 
be under strong selection, contrary to DP and DB, which strongly varied with per-step mortality risk 
and attraction for DP, and whose evolution towards stable values went faster when emigration 
increased. Thus, all movement traits are not equally affected by environmental pressures, which may 
have important implications in terms of population dynamics, especially if emigration and settlement 
traits were also subjected to evolution and interacting with transfer traits (Travis et al. 2012). 
Depending on the evolutionary force acting on selection (for example increased mortality risk or 
habitat attraction), and depending on the trait targeted by selection, movement paths, and thus 
population dynamics, should not be impacted the same way. For example, the reduction of 
emigration propensity by some environmental pressures (leading to very crowded populations and 
increased risks of evolutionary suicide or inbreeding, Gyllenberg et al. 2002, Nichols 2017) or 
emigration followed by either tortuous or correlated movements (leading to contrasted levels of 
mortality) may not have the same fitness implications (Bowler and Benton 2005, 2009, Brown et al. 
2014, Martin et al. 2017). Additionally, current dispersal patterns should have an important role on 
how dispersal will evolve, as demonstrated by the influence of initial sets of transfer trait values we 
used in this study. As a consequence, determining first the dispersive capacities of individuals within 
a population will be essential to studying the evolution of dispersal traits.  
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Furthermore, in a natural population, individuals may disperse independently of dispersal costs if an 
evolutionary force is driving them to disperse, for example when kin competition is too high (Cote 
and Clobert 2010). Modelling fixed and potentially high emigration rates such as those we 
implemented thus provides insights into the possible evolution of transfer traits of such a population. 
If transfer costs increase, many individuals may still be driven to emigrate but die while travelling, 
which may have strong consequences on population dynamics depending on the importance of the 
dispersive class of individuals on population growth rate (Caswell 1978, de Kroon et al. 1986). Thus, 
dispersal may become less beneficial both at the individual and population levels, and if the 
unbalance between costs and benefits becomes too strong, we may expect that dispersal may be 
counter-selected on the long term.  However, all dispersal phases are interacting and their respective 
evolutions are intertwined (Travis et al. 2012). As a consequence, we can expect that allowing both 
emigration and transfer traits to evolve, and later, settlement traits, may lead to evolution of 
emigration probabilities towards lower values with risks, following previous studies (Travis and 
Dytham 1999, Bowler and Benton 2009, Awade et al. 2017), and in turn, the evolution of transfer 
traits towards low values might be less drastic (Travis et al. 2012). Note however that one of the 
conditions we modelled involved a relatively small emigration probability (0.1), which still led to 
reduced distance and evolved trait values. In any case, the next step will be to determine whether 
increased costs of transfer trigger the evolution of reduced emigration probabilities, together with 
higher dispersive abilities (i.e. high directional persistence and dispersal bias) compared to those we 
obtained in this study, consequently permitting a balance allowing for the maintenance of different 
dispersal tactics (for example, long-distance, short-distance dispersal and philopatry). As already 
suggested by several studies, studying the joint evolution of several dispersal traits, including the 
different phases, will shed more light into how dispersal might evolve in the future (Travis et al. 2012, 
Cote et al. 2017). 
Dispersal evolution is highly-dependent on landscape structure, as demonstrated by many studies 
(Travis and Dytham 1999, Zollner and Lima 1999, Gros et al. 2006, Baguette and Van Dyck 2007, 
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North et al. 2011). Indeed, the distribution of suitable cells within the landscape may influence 
dispersal costs and thus dispersal movements (e.g. Zollner and Lima 1999). The evolution of transfer 
traits should also strongly depend on the amount and configuration of suitable cells in the landscape: 
for example, clumped habitat patches may favour individuals displaying more tortuous movements, 
because those have to change directions fast after dispersing to settle in a nearby cell, while in a 
sparse landscape, individuals may have to first travel a large distance prior to go near any other cell 
(see for e.g. Romero et al. 2009). Additionally, individuals may follow straighter trajectories when the 
percentage of suitable cells is low, because only those who travel fast to these cells may be selected, 
but only if transfer associated costs are not too high, in which case individuals demonstrating more 
tortuous movements may be favoured. Thus, the effect of the percentage of suitable habitat has to 
be put in relation to the transfer associated costs in order to determine its effect on dispersal traits. 
Similarly, we may expect that dispersal bias should increase with the decrease of suitable cells, 
except if transfer costs become too high. Thus, a future direction to this work should include 
modelling dispersal traits evolution in diverse landscape configurations.  
As a conclusion, integrating dispersal costs, attraction and a more mechanistic approach of 
movement based on both inter-individual heterogeneity in transfer traits and a selection of 
displacements based on the individual perception of its surrounding environment and its trait values 
constituted a more comprehensive framework which helped getting more specific on the results that 
were already shown on the evolution of dispersal. Previous studies demonstrated that correlated 
movements evolved when risks increased, along with reduced dispersal distances (Zollner and Lima 
1999, Hein et al. 2004, Bartoń et al. 2009), but we show that correlated movements may only occur if 
individuals can make the difference between suitable and unsuitable area correctly, highlighting the 
importance of taking into account both individual perception range and the degree of differentiation 
between suitable and unsuitable areas. These results also highlight that the proportion of successful 
dispersers may decrease with increasing risks. However, recent work has demonstrated that several 
dispersal tactics exist within populations (Bonte et al. 2008, Ducros et al. 2020), and we can wonder 
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whether some might persist better than others, for example those including increased tortuosity or 
reduced dispersal distances such as the progressive dispersal tactic (a movement tactic displaying an 
oriented but rather short and slow displacement away from the natal range, Ducros et al. 2020). It 
might be really interesting to implement more details into the RangeShifter software to be able to 
model discrete dispersal tactics and assess their respective evolutions. Thus, despite its high degree 
of complexity, integrating more details on the dispersal process will allow for a better understanding 
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Supplementary Materials  
 
Annex I: Examples of trajectories realised with increasing directional persistence of goal bias 
 
The two examples shown below represent how individual trajectories may vary with increasing 
values of directional persistence (Fig. S1) or goal bias (Fig. S2). When directional persistence 
increases, trajectories become straighter and individuals are less biased to deviate from their initial 
trajectory if they perceive a suitable cell (Fig. S1). When goal bias increases, individuals can deviate 
from their trajectory, but because they are biased to go away from their natal cell, they deviate from 
their trajectory only after having already crossed a part of the matrix to settle further from their 
natal area (Fig. S2). 
 
Figure S1: Examples of trajectories for three conditions of directional persistence, all other 
parameters being equal. (a): DP=2, (b): DP=4, (c): DP=6. White squares represent suitable cells and 




Figure S2: Examples of trajectories for three conditions of directional persistence, all other 
parameters being equal. (a): GB=2, (b): GB=4, (c): GB=6. White squares represent suitable cells and 





















Annex II: Calculation of step-by-step movements 
Initiation of dispersal: The individual is in his cell (cell X). It may move towards one of its eight 
neighbouring cells (blue) (Fig. S3a). The yellow area describes the area the individual perceives from 
its current environment. Numbers represent attraction values.  
 
         
 3 2 2 2 4 6 8  
 2 1 2 2 5 3 4  
 1 7 1 2 2 2 5  
 1 8 3 X 3 2 2  
 8 5 5 3 4 7 4  
 7 6 7 6 5 4 4  
 5 4 8 9 6 5 7  
         
 
Fig. S3: (a) Example of a grid landscape containing a dispersing individual (X). Numbers indicate the 
attraction values for each cell. The yellow cells represent the perceptual range of the individual and 
the blue cell the cells in which the individual can move during its next step. The red squares indicate 
the cells that need to be taken into account for the calculation of the propensity to go to the 
targeted cell (red arrow). (b) Representation of the weights (numbers) applied to transfer traits 
depending on the direction an individual is taking. Here the individual came from the blue cell, 
arrived in the green cell, and has the possibility to go towards any of its neighbouring cell, with 
higher weights on cells which make it go further away from its natal cell.  
For each cell in the blue area, the probability to select a given cell is equal to: 
P(cell selection) = 1/(Sum(attraction values))*1/(DP)n*1/(GB)n, 
With n a coefficient weighing the trait value depending on if the individual goes towards its previous 
direction or not (Figure S3b). For example, we can consider that the departure cell corresponds to 




expected to express directional consistency in movement, the propensity to go towards the purple 
cell should be higher. Thus, a high weight coefficient is applied when calculating the propensity to go 
towards that cell. Inversely, the weight associated to the blue cell is equal to 0. In the formula, the 
sum of attraction values correspond to the values contained in a square delimited around the 



















Annex III: Equilibrium strategies 
 
Par. Set 1 Set 2 Set 3 
 
   
 










   
 
Fig S4: Variations in each dispersal trait (par.) (directional persistence, goal bias, AlphaDB and 
BetaDB) for the three sets of initial dispersal traits values, during 10 000 years for different 











Annex IV: Evolution of dispersal traits with increasing mortality risk 
 
For this analysis, we only kept the different simulation factors that were shown to explain a part of 
the variance for a given trait. Thus, we represented the mean variations in each dispersal trait in the 
last 1000 years of the simulation for these simulation factors only.  
Figures 5 and 6 show the variations of directional persistence with attraction and per-step mortality 
or per-step-mortality and emigration probability, for sets 1 and 2 or 3 respectively. Figure 7 shows 
the variation of dispersal bias, in sets 1 to 3 for increasing mortality risk and emigration probability. 
Figure 8 and 9 show the variations in AlphaDB with increasing attraction and figure 10 and 11 show 
the variations in BetaDB, for varying levels of attraction and increasing per-step mortality, or varying 


















Fig. S5: Variations in mean DP averaged over the last 1000 years for increasing per-step mortality 
probability and varying levels of attraction. Values are given for the following simulation conditions: 
emigration probability = 0.1 and (a) set of initial values = set 1, and (b) set of initial values = set 2. 
Figure S5a. is presented in the main text but in the supplementary materials as well to ease 




Fig. S6: Variations in mean DP averaged over the last 1000 years for increasing per-step mortality 
probability and varying propensity to emigrate. Values are given for the following simulation 














Fig. S7: Variations in mean GB averaged over the last 1000 years for increasing per-step mortality 
probability and varying propensity to emigrate. Values are given for the following simulation 
conditions: emigration probability = 0.1 and (a) set of initial values = set 1, (b) set of initial values = 





Fig. S8: Variations in mean AlphaDB averaged over the last 1000 years for increasing levels of 
attraction. Values are given for the following simulation conditions: emigration probability = 0.1 and 
set of initial values = set 1 
 
Fig. S9: Variations in mean AlphaDB averaged over the last 1000 years for increasing attraction. 
Values are given for the following simulation conditions: emigration probability = 0.1 and set of initial 







Fig. S10: Variations in mean BetaDB averaged over the last 1000 years for increasing per-step 
mortality probability and varying levels of attraction. Values are given for the following simulation 
conditions: emigration probability = 0.1 and set of initial values = set 1 
 
Fig. S11: Variations in mean BetaDB averaged over the last 1000 years for increasing attraction. 
Values are given for the following simulation conditions: emigration probability = 0.1 and set of initial 




Annex V: Number of steps dispersed after 10000 years of evolution 
The number of steps travelled during dispersal decreases when per-step mortality probability 




Fig. S12: Variations in the mean number of steps travelled by dispersers in the last 1000 years for 
increasing per-step mortality probability and varying levels of attractivity. Values are given for the 



















In this PhD, I mainly focused on the effects of global changes on dispersal costs, and how these could 
affect the evolution of dispersal. I showed that some dispersal costs increase with climate change 
and the potential evolutionary effect of this increase in dispersal costs on dispersal. In this discussion, 
I will discuss these two main results and their implications for species dynamics and persistence in 
face of a changing world. Additionally, I also discuss the potential effects alternative dispersal tactics 
could have on mitigating these costs and the expected population consequences depending on the 
strategy adopted by an individual.  
 
I- Global changes increase dispersal costs 
 
1) New insights on the impacts of dispersal in a changing world 
 
Global changes are altering many biological processes at the Earth surface, including networks of 
species interactions, plant production, or phenology of life-history traits (Tylianakis et al. 2008, Traill 
et al. 2010, Hooper et al. 2012, Alberti et al. 2017). The main objective of this PhD was to address 
whether or not global changes may also modify dispersal costs, in terms of survival, growth and 
reproduction, and how modifications in costs may translate in terms of dispersal evolution. I showed 
that roe deer dispersers could incur higher dispersal costs, in terms of survival, growth and 
reproduction, both at the medium and long term compared to philopatric individuals, and that 
climate deterioration may have either an additive or interactive effect on the relationship between 
dispersal costs and fitness components. On the other hand, roe deer did not appear to suffer from 
short-term costs. Indeed, I did not detect any delayed reproduction or lower growth at the age of 
two years old, although this type of negative costs has been shown in other species (for example in 
kittiwakes: Danchin and Cam 2002, Sable Island horses: Debeffe et al. 2015). Because dispersers are 
usually considered not to constitute a random part of the population, often being in good condition 
to offset dispersal costs and having a fast pace of life (Barbraud et al. 2003, Réale et al. 2010), this 
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first result was rather expected. However, I found both climate change and dispersal to impact 
survival, reproduction or growth, in an additive or interactive way and particularly at the senescent 
stage. While survival of dispersers was overall higher compared to the survival probability of 
philopatric individuals until 2002, both for adult and senescent classes, it became lower after 2002, 
especially for senescent individuals. Moreover, reproductive success was reduced for females when 
they dispersed, especially at the senescence stage and if they were heavy, and they also lost more 
weight at the senescent stage if they dispersed. Lastly and irrespective of dispersal status, climate 
change was also responsible for a lower growth in males in the last decade of the study. Thus, I 
mainly found effects of dispersal status and climate change on the long term (i.e. at the senescence 
stage). These results constitute fairly new knowledge considering not much work has been done 
linking global changes and dispersal costs (Cheptou et al. 2008, Duriez et al. 2009), and most studies 
assessed dispersal costs during emigration, transience or right after settlement (Soulsbury et al. 
2008, Chaput-Bardy et al. 2010, Debeffe et al. 2015, Dingemanse et al. 2019) rather than costs at the 
senescent stage or throughout individuals lifetimes (but see Hansson et al. 2004, Pärn et al. 2009, 
Nevoux et al. 2013). Especially, substantial work has shown that fragmentation leads to an increase 
in dispersal-associated mortality during the transfer phase (Ferreras et al. 1992, Mennechez et al. 
2004, Smith and Batzli 2006). My results are consistent with those of the few studies which have 
addressed more or less directly the effects of changes in environmental conditions on dispersal 
conditions. For example, Duriez et al. (2009) found higher mortality costs for dispersers compared to 
residents when habitat loss was combined with severe winters, and Germain et al. (2017) found a 
reduced Lifetime Reproductive Success (LRS) in dispersers compared to philopatric individuals in the 
context of stressful conditions. These results confirm our hypothesis that climate change may have 
detrimental effects on fitness, including in interaction with dispersal, which is expected to have, in 
turn, negative consequences on population dynamics (even though these effects mainly occurred on 
the long-term, and hence, are expected to have a lowered impact compared to costs that would 
occur on the short-term, on the juvenile or adult stage, Gaillard et al. 2000). These results add to the 
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recent demonstration of energetic costs of dispersal in this species, which increase when the density 
of roads, and thus landscape anthropization, increase (Benoît et al. 2019).   
Higher demographic costs incurred by dispersers occurred simultaneously with a strong decrease in 
dispersal propensity. This result may be explained by a cascading effect of climate change on body 
mass and dispersal propensity. Because climate change leads to a reduction in body mass, and 
dispersal is positively correlated to body mass in many species including roe deer (Barbraud et al. 
2003, Debeffe et al. 2012, David et al. 2013, Denoël et al. 2018), we can expect young roe deer might 
not be in sufficient condition to disperse, which could explain the observed result. Moreover, we can 
expect that this effect of body mass on dispersal propensity could be exacerbated by an effect of 
counter-selection on dispersal. Indeed, increasing costs in the context of climate change may lead to 
the selection of more philopatric individuals and also lead to a reduction in dispersal propensity. 
Theory predicts that increasing costs should counter-select dispersal if benefits simultaneously 
remain the same or decrease (Bonte et al. 2012, Chaine and Clobert 2012). However, not much work 
ever proved it empirically, and highlighted the responsibility of an increase in dispersal costs on 
dispersal patterns, especially in animals (but see Cheptou et al. 2008 for an example on a weed 
species and Duriez et al. 2009 for an example on oystercatchers). For now, many empirical and 
theoretical studies have shown that dispersal propensity or distance may decrease with global 
changes, especially if those are targeting the habitat experienced during transience, but they have 
not directly linked these changes in dispersal patterns to increases in dispersal costs (Bonte et al. 
2003, 2007, 2008a, 2010, Schtickzelle et al. 2006, Figuerola et al. 2007, Bowler and Benton 2009, 
Ahlroth et al. 2010, Baines and McCauley 2018). Moreover, these studies have not highlighted which 
or how life history traits may be modified when environmental conditions change, and may in turn 
lead to the observed changes in dispersal propensity or distance. As a consequence, the demography 
results presented in this PhD thesis are of primary importance because they are among the first to 
show a direct link between an increase in dispersal costs and dispersal propensity empirically in the 
context of environmental change.  
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2) Additive or interactive effect?  
 
While we observe an interactive effect of climate change and dispersal status on survival, the effects 
of these two variables seem to be only additive or single on reproduction and growth, which is 
contrary to our expectation. Indeed, we expected that climate change would increase the costs 
associated to dispersal in terms of survival, reproduction and growth. A possible explanation to this 
result could be viability selection, i.e. the selection of individuals which survive until they can 
reproduce. Indeed, in the survival analysis, I showed survival decreased with periods. As a 
consequence, individuals present in the dataset used for studying reproduction and growth in the 
last fifteen years constitute the proportion of individuals which survived in this period. Thus, I expect 
these individuals to be of high quality (Wilson and Nussey 2010) in the context of climate change and 
that they would not incur costs since they have a phenotype adapted to environmental conditions.  
3) Impacts of dispersal costs on population dynamics: a matter of 
timing 
 
In this PhD, I did not study the effects of the variations in demographic parameters on population 
dynamics. However, my results highlight the importance of considering the timing of dispersal costs, 
which could have important implications on population dynamics. Previous work has shown that 
some specific life stages can be particularly important for population growth rates, for example the 
juvenile stage in sturgeons, adult stage in ungulates, or one or the other depending on 
environmental conditions in the wild boar (Caswell 1978, Gross et al. 2002, Gaillard and Yoccoz 2003, 
Bieber and Ruf 2005). A decrease in the value taken by survival or reproductive values at these 
particular stages may thus be particularly detrimental to population growth rates. For example, the 
adult stage importantly contributes to population growth rate (Gaillard et al. 2000), and thus, 
reductions of survival at this stage may have important consequences at the population level. Thus, I 
expect that costs occurring at more or less long terms, including at senescence, should have different 
repercussions on population dynamics depending on the stage they act on. Additionally, the 
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phenology of dispersal, reproductive or any other life-history trait event, and their respective 
chronology are also particularly important to understand how global changes may impact dispersal 
costs. For example, individuals dispersing during the breeding stage may miss some reproductive 
events and incur a lowered reproductive success (e.g. baboons, Alberts and Altmann 1995). In 
contrast, in roe deer, dispersal is a unique process which occurs prior to any reproductive event 
(Gaillard et al. 1992, Debeffe et al. 2012), although some females may occasionally realise breeding 
excursions which allow male genome to be brought back in the females’ home range (Debeffe et al. 
2014), and thus, individuals may not miss a reproductive event during the dispersal period. 
Alternatively, some species, like the marmot, may be able to reproduce while dispersing, which will 
allow for gene flow to occur at multiple scales (Berger et al. 2016). Similarly, dispersal phenology may 
impact phenotype development, depending whether it arises prior or after growth is complete 
(Arendt et al. 2015). In these works, the link between global changes and their effects on potential 
dispersal costs was not established but we can thus expect that these costs will vary if they are 
attached to some specific life stages (Baines and McCauley 2018).    
4) Expected effects of global changes on dispersal costs 
 
Here I studied dispersal costs throughout the individual’s life after the settlement phase, but not 
prior or during dispersal. However, these costs should not be taken in isolation: we also need to 
account for pre-emigration, emigration and transfer costs to get a full picture of the costs incurred by 
a disperser (Bonte et al. 2012). Because these costs are all linked to landscape structure and 
composition (Bonte et al. 2012), I expect that pre-emigration, emigration and transfer phases may 
also be impacted by global changes, and that associated costs may vary in consequence. Increasingly, 
studies are suggesting that global changes increase dispersal costs, although not directly measuring 
this increase (Schtickzelle et al. 2006, Ahlroth et al. 2010) and more work focusing on those should 
soon allow getting more insight on the different effects we may expect from global changes on 
dispersal costs. In the same study species as in this PhD, Benoît et al. (2019) showed that roe deer 
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energy expenditures associated to the transience phase were higher in more fragmented areas. 
Combining these results and future work in this population on emigration and transience costs 
should allow progressively determining costs incurred at the three key phases of dispersal for this 
species. In particular, I showed that mean juvenile body mass decreased over the last two decades, 
indicating individuals are in lower condition compared to previous years. Because individuals need to 
be in good condition to disperse and are considered to incur more costs if they are not heavy enough 
to disperse (Barbraud et al. 2003, Bonte et al. 2012), I expect they may incur more costs if they still 
disperse at a low weight. Costs may take the form of increased attrition because of the too high 
energy expenditures realised during transience (Benoît et al. 2019), or because they may not be able 
to establish a territory. This hypothesis could be tested in the Aurignac roe deer dataset for which we 
have detailed trajectory behaviour around the dispersal phase and information on body condition 
(body mass measures and physiological parameters), and since a signature of climate change has also 
been detected (unpublished data). Ultimately, the objective would be to link all the identified costs 
into a general framework to study the repercussions of global changes at the population scale, for 
example in terms of growth rate. Such models have rarely been developed until now (but see 
Anderson et al. 2009, Atkins et al. 2019), but should constitute promising research in the fields of 
dispersal ecology and conservation biology. This kind of framework would give us precise information 
on how the entire system could behave under global change and the relative implications of each 
demographic parameter on population growth in the context of environmental change.  
5) Sex-biased dispersal 
 
Moreover, my results show that demographic costs of dispersal and their potential variations under 
global change are sex-dependent. In this work, I showed that the dispersal costs incurred by males 
and females respectively were affected differently by climate change: males seemed to be more 
influenced on their survival (stronger actuarial senescence in disperser versus philopatric individuals, 
but only since the early 2000’s) while females seemed to be more influenced on growth, as, contrary 
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to males, they suffered both from their dispersal status and climate change, the latter probably 
having an indirect effect on dispersal status through body mass. This sex-difference is rather 
concordant with overall literature on sex-biased dispersal commonly found in the wild (see 
Greenwood 1980 and Lawson-Handley and Perrin 2007 for reviews). Indeed, sex-biased dispersal 
may result from different costs in opposite sexes, contrasting selection pressures, or the functioning 
of mating systems (Perrin and Mazalov 2000, Clutton-Brock 2007, Pérez-González and Carranza 2009, 
Awade et al. 2017). However, this result is rather unexpected based on roe deer literature. Indeed, 
roe deer is considered to be a species displaying low polymorphism, and in particular, no sex-biased 
dispersal (Coulon et al. 2006, Gaillard et al. 2008, Debeffe et al. 2012). My work on discriminating 
between alternative dispersal tactics may provide an explanation to this result. Indeed, alternative 
dispersal strategies identified in this PhD showed a tendency to vary with sex, with females realising 
on average more classic dispersal events while males rather performed progressive dispersal or used 
the multi-range tactic. Even though both sexes ultimately moved away from their natal range, 
movements used within each tactic largely differed in their duration, directionality or distance. Thus, 
these individuals previously categorised as dispersers by previous studies actually display more 
complex behaviours than previously thought. Because costs and benefits are based on the actual 
movements realised at each stage of the dispersal process, I expect that these tactics should not 
incur the same costs (see more details below), which is consistent with the sex-difference observed 
in reproductive, survival and growth costs. Because dispersal was previously modelled as a 
dichotomous process in this species (ex. Coulon et al. 2006), this possible effect of alternative tactics 
could not be identified. I thus stress on the importance to take into account individual heterogeneity 
as much as possible when working on dispersal as alternative behaviours could be responsible for 
important changes at the demographic level. Determining whether the use of these strategies is 
indeed linked to variations in costs would constitute a logical and very informative next step for this 




6) Is dispersal still playing its role? 
 
These two main results (increased dispersal costs for dispersers at medium and late life stages, 
potentially linked with global change, and decreased dispersal propensity) could have strong 
consequences in the framework of metapopulation dynamics (Pärn et al. 2009). Metapopulations are 
defined as groups of individuals (i.e. populations), fluctuating in size with varying demographic 
parameters and linked through dispersal movements across the landscape (Hanski 1998, Clobert et 
al. 2004. Dispersal is at the core of metapopulations and essential for their persistence (Kokko and 
López-Sepulcre 2006). Movements and their effects on the persistence of populations depend on 
dispersal traits, landscape properties, and dispersal-associated costs (Cote et al. 2017). Because this 
work shows that dispersal costs may increase with global change, and that the latter also imposes 
costs on its own, one can question the realised effect of dispersal for metapopulations, i.e. is 
dispersal really accomplishing its role in metapopulation dynamics when costs increase? First, gene 
flow and connectivity, i.e. the degree to which the landscape facilitates movement among resource 
patches (Taylor et al. 1993), may both be reduced if individuals do disperse less, as the link between 
these metrics has been well established in the literature (Hansson 1991, Bohonak 1999, Kramer-
Schadt et al. 2004, Ronce 2007, Benton and Bowler 2012, Baguette et al. 2013). Moreover, previous 
work has demonstrated that increased costs, including long-term cost, may decrease realized 
connectivity because survival and/or reproduction of dispersers decrease, and stress on the 
importance of considering the effects of these costs on population dynamics (Burgess et al. 2012, 
Cosentino et al. 2011, Edelsparre et al. 2018). A considerable decrease in dispersal propensity like the 
one found in this PhD may lead to significant inbreeding in dispersal-deprived populations. 
Moreover, dispersal is usually acknowledged for its role in population rescue or expansion to new 
areas (Hanski 1998, Chaine and Clobert 2012, Bonte et al. 2014). But if dispersal is followed by a 
decrease in reproductive success or survival, dispersers may not fulfill their role as founders of a new 
population, or not as well as they would have without these costs. Again, this potential outcome 
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depends on the actual impact of each demographic age class on demographic rates (Saether and 
Bakke 2000, Gaillard et al. 2000, Sim et al. 2011).  
 
Thus, dispersers incur a whole range of dispersal costs which are expected to be modified by current 
global changes, and with potentially far-reaching consequences for population dynamics. Because 
dispersal is a highly-heterogeneous process, we may expect that if individuals adopt alternative 
dispersal strategies to disperse, they may not incur the same costs.  
 
II – Alternative dispersal tactics: do they suffer the 
same costs?  
 
1) Why dispersal tactics matter? 
 
Previous empirical and modelling work largely showed that movement properties (related to 
individual behaviours during dispersal and including for example emigration probability, 
directionality, dispersal distance, etc.) led to different costs or benefits to a species, in link with the 
environmental characteristics (for a review: Bowler and Benton 2005; for empirical studies: 
Trakhtenbrot et al. 2005, Smith and Batzli 2006, Johnson et al. 2009, Debeffe et al. 2012, Awade et al. 
2017, Addis et al. 2019, Sawyer et al. 2019; for modelling studies: Stamps et al. 2005, Barton et al. 
2012). As I previously mentioned, integrating individual heterogeneity in movement is fundamental 
for better understanding the effects of dispersal costs on population dynamics. The importance of 
the inclusion of individual heterogeneity has been strongly highlighted in recent research (Hawkes 
2009, Clobert et al. 2009, 2012, Bestion et al. 2015, Brown and Crone 2016), but for now, is still rarely 
accounted for in research articles about dispersal, in particular in the form of alternative dispersal 
tactics, i.e. the set of alternative behaviours an individual may potentially express in response to a 
given environmental context (but see Bonte et al. 2008a, Hogan and al. 2014 for two examples). 
However, the consideration of the variability of dispersal tactics would provide a more 
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comprehensive view of the process. First, tactics are integrative in the sense that they take into 
account all single movements the individual realized (depending on the precision of GPS data; more 
GPS points recorded allow for a better estimation of movement paths).  The expression of tactics 
results from successive movement decisions and as such, considering the totality of these movement 
decisions gives more insight into the dispersal patterns compared to working only one aspect of 
dispersal patterns, for example, distance or emigration propensity. Moreover, the three phases of 
dispersal and their associated costs interact, thus, considering the whole process will allow taking 
into account these interactions between phases (Travis et al. 2012). Additionally, because selection 
can act on each dispersal trait, and affect them differently, working on one phase independently of 
each other may provide a biased or incomplete vision of how dispersal may be impacted by changes 
(Awade et al. 2017). Thus, the only way to really grasp the overall impact of dispersal costs on 
realized dispersal is to work on tactics. Considering a dispersal tactic will allow accounting for both 
time and space properties of successive movements at the same time, and analysing the entire 




2) Two main implications of alternative tactics in a changing world 
 
a. Varying costs for varying tactics 
 
In this manuscript, I identified six discrete dispersal tactics which individuals exhibit depending on 
environmental properties they experience and based on their phenotype. The identification of these 
tactics should have two main implications in the context of global changes. First, individuals should 
not incur the same costs depending on the strategy they use, and these costs may vary with 
environmental degradation. Indeed, substantial work has shown that variations in environmental 
properties may affect individuals differently depending on their dispersal movement characteristics 
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or ontogeny (Massot et al. 2002, Bestion et al. 2015, Cote et al. 2017). For example, dispersal costs 
have been shown to increase with increasing distance in several species (Smith and Batzli 2006, 
Johnson et al. 2009, Awade et al. 2017). Because the dispersal tactics I identified are in part 
characterised by different dispersal distances, I may expect that they would also imply different risk 
costs. Moreover, habitat fragmentation or destruction often lead to higher risks to individuals 
crossing the landscape (Bonte et al. 2012), thus, I expect that individuals adopting long-distance or 
long duration dispersal tactics, such as classic dispersal or pseudo-dispersal, in the context of 
fragmentation should incur higher risk costs compared to individuals moving smaller distances or 
during shorter periods of time (Cote et al. 2017, Atkins et al. 2019). On the contrary, repeated 
stopovers through the landscape, as detected in several of the identified tactics (multi-range tactic or 
for some classic dispersers) may have a similar role as stepping stones. Stepping-stones consist in any 
landscape element that an individual may use to alt prior to continue its displacement towards a 
suitable patch (Simberloff et al. 1992) and can prove useful for increasing dispersal success, 
especially in fragmented habitats (Mandujano et al. 2004, Kramer-Schadt et al. 2011, Saura et al. 
2014, Yang et al. 2016). Individuals using these tactics may be able to track resources and stop if 
travelling through the unsuitable habitat is too costly. I expect that these kind of tactics could be 
extremely valuable if environments become too harsh for an individual to cross it at once. However, 
increasing the amount of stopovers may also be detrimental for individuals if other risks are present 
during the transient phase (for example, mortality risks by predation or trapping) and they might 
incur a lower dispersal success. Thus, the interaction of several behaviours leading to costs or 
benefits to their users into a single tactic may lead to different costs, which remains to be verified in 
future works. In conclusion, I expect a given tactic to be more or less suitable depending on the 




b. Alternative tactics may help some individuals coping better with 
environmental changes 
 
As a consequence of these varying costs, populations displaying a large heterogeneity in the 
expression of individual dispersal tactics should be able to respond better to the environmental 
factors creating these costs. Indeed, the high degree of plasticity individuals can display in dispersal 
tactics may be very beneficial to mitigate dispersal costs depending on the environmental conditions 
they are experiencing, as has already been suggested by several authors, including Bowler and 
Benton (2005), Clobert et al. (2009), Bonte et al. (2012). One particularly relevant example of how 
plasticity in dispersal may help mitigating dispersal costs in face of climate change is provided by 
Erigone spiders, which adopt either rappelling or ballooning depending on environmental conditions 
they experience (Bonte et al. 2008a). Individuals register the temperature they incurred during 
development to project on the environmental conditions they are likely to experience once adults. 
Indeed, the proportion of suitable habitat is related to the temperature experienced during the 
previous season. Then, this information influences individual dispersal strategy. However, despite 
their fundamental role in response to global changes, discrete alternative tactics have not yet been 
thoroughly investigated under global change. In my chapter on dispersal heterogeneity, I showed 
that some tactics were preferred according to the environmental conditions incurred in the natal 
range. In particular, individuals born in more disturbed areas were more likely to classically disperse. 
We could make the hypothesis that these tactics may arise in different environments because the 
latter trigger varying costs to the respective users of these tactics. For example, a long-distance 
movement requires a good body condition (Barbraud et al. 2003, Bonte et al. 2012), and thus classic 
dispersal tactic may be more selected for individuals born in high-quality habitats. In the context of 
environmental change, I expect that some tactics may be preferentially expressed if they confer 
advantages to individuals selecting these tactics. For example, when risk costs increase, individuals 
displaying straighter and shorter movement paths may have a higher dispersal success, especially if 
they have a good vision of their environment and perceive a suitable area to reach (Zollner and Lima 
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1999, Schtickzelle et al. 2006, Biz et al. 2017). This way, individuals spend less time in the unsuitable 
habitat and reduce the associated costs of transfer (Atkins et al. 2019). The results I obtained in the 
fourth chapter of this PhD, by modelling the evolution of dispersal with increasing mortality costs 
associated to the transfer phase, also support this hypothesis. I found that individuals realising the 
shortest movement paths (Euclidian distance), by increasing the tortuosity of their trajectory and 
reducing their bias to go away from their natal cell at each step, survived better. In turn, selection 
favoured these individuals, and thus some tactics, on the long term. Another way to mitigate an 
increase in dispersal costs with global change could be to modify movement directionality, which was 
shown to vary in the alternative tactics I identified. Progressive dispersers followed a continuously 
oriented movement towards a particular direction, while individuals adopting the multi-range tactic 
changed movement orientation frequently. Cosentino et al. (2011) showed that the tiger salamander 
(Ambystoma tigrinum) is able to orientate its dispersal movements towards suitable habitats and 
strengthen its directionality when desiccation risks within its environment increase. I thus expect that 
if habitats change in a way that structures resources in space, with clearly unsuitable and clearly 
suitable habitats for roe deer, and that the latter can perceive this difference, we may witness more 
orientated dispersal events such as progressive dispersal or classic dispersal. That is also something I 
obtained in my fourth chapter, as individuals which could better discriminate between suitable and 
unsuitable habitat maintained a higher directional persistence compared to individuals dispersing in 
landscapes in which the contrast between suitable and unsuitable habitats was less clear. 
Alternately, if resource locations are highly variable, individuals may have to change ranges 
frequently and use the multi-range tactic (Couriot et al. 2018). Additionally, the use of refuge areas, 
such as corridors or stepping stones, may help mitigate dispersal costs, because these provide a 
shelter for individuals dispersing and may favour movement between ranges (Simberloff et al. 1992, 
Aars and Ims 1999, Mech and Hallett 2001, Castellón and Sieving 2006). It would be really interesting 
in a second step to determine whether some tactics are leading to a more frequent use of some 
particular landscape elements, such as refuge zones or open areas, which are risky but highly 
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nutritive for roe deer (Hewison et al. 2009). Dispersers may also modify their dispersal propensity 
based on meteorological or natal habitat conditions, as has been shown for different species (for 
example, wind velocity and maternal patch size: Bonte et al. 2007, disturbance in the natal habitat: 
Entling et al. 2011, the combination of habitat fragmentation and temperatures: Delattre et al. 2013).  
More globally, species may exhibit many different behaviours indirectly linked to the dispersal 
movement itself and allowing them to adjust their dispersal tactic to environmental changes. In this 
PhD thesis, I characterized alternative tactics differing in spatial movement timing, directionality and 
duration, but tactics may differ by other factors which could allow species to adapt. Because costs 
associated to dispersal may not be the same in different ecosystems (Baguette et al. 2013), changing 
dispersal medium may provide new possibilities for a species which is capable of moving through 
different types of landscapes but is limited in using one of these mediums (for example, Erigone 
spiders may disperse both in air or on mainland: Bonte et al. 2008a, amphibian species may disperse 
both in dry or flooded habitats, Fortuna et al. 2006). Individuals may also benefit from gathering 
information from individuals prior and during their movements through the landscape, i.e. perform 
informed dispersal (Clobert et al. 2009). This could for example take the form of explorations of their 
surroundings before dispersal (Roper et al. 2003, Cox and Kesler 2012, Debeffe et al. 2012), which 
could mitigate dispersal costs incurred by individuals. Indeed, explorers may for example gain 
information on the reproductive potential of an area prior to settling there (Dittmann et al. 2005, 
Ward 2005, Boulinier et al. 2008, Ponchon et al. 2015a, 2015b), or gain familiarity with it which 
alleviates costs (Yoder et al. 2004, Haughland and Larsen 2004, Cox and Kesler 2012). Individuals may 
also gather information from immigrants (Cote and Clobert 2010). Thus, individuals realising 
informed dispersal should be better able to determine the advantage or inconvenient of moving 
towards a particular habitat, and may suffer less costs when environments change, except if the 
acquisition of information itself becomes too costly (Delgado et al. 2014). Finally, for species where 
dispersal is not fixed to a particular life stage, we may expect individuals to adjust the proportion of 
temporal or spatial dispersal they may realise. Patterns of expression of these two types of tactics 
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appear to be complex (Den Boer 1968, Buoro and Carlson 2014), but I expect that individuals may for 
example disperse at a time of the year which minimizes risks (Ekernas and Cords 2007), or if they can 
use both natal and adult dispersal, that they may preferentially use one or a combination of both, 
depending on which minimizes more the risks, which may have different repercussions on 
populations (see a example on kittiwakes, Ponchon et al. 2015a).  
Thus, adopting alternative dispersal tactics could result in different costs and thus different life 
histories. Since dispersal is determined by the balance between costs and benefits, I expect that 
increasing costs due to environmental deterioration may gradually have repercussions on the 
evolution of dispersal, as suggested by several authors (Bonte et al. 2010, Baguette et al. 2013, Travis 
et al. 2013, Cheptou et al. 2017). More precisely, some dispersal tactics might be privileged over 
others, and thus, individuals may gradually evolve to some specific strategies more adapted to global 
changes (Bonte et al. 2008a, Teller et al. 2015). However, all individuals do not respond the same 
way to environmental pressures (Baguette et al. 2013, Cote et al. 2017), and as for now, we do not 
have a clear idea of how dispersal may evolve with global change and increasing associated dispersal 
costs. My PhD thesis aimed to shed more light on this question, through the study of the evolution of 
dispersal traits.    
II- Dispersal evolution with increasing dispersal 
costs 
 
Dispersal has a genetic component, and is determined by one or multiple potentially heritable traits 
depending on the species considered (Doligez et al. 2009, Saastamoinen et al. 2018). As such, 
modelling dispersal evolution needs to take into account this genetic origin of dispersal. Until now, 
few studies explicitly modelled dispersal traits (i.e. specific genes containing one or several loci and 
whose variation may be transmitted to the next generations) when they studied dispersal evolution, 
i.e. they did not fully model the genetic component linked to the biological notion of traits (but see 
Bonte and al. 2010 and Henriques-Silva et al. 2015). Rather, they used probability functions from 
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which movement parameter values were drawn, and the latter were then transmitted to the next 
generation with a mutation probability, but without explicitly modelling the diversity of loci (for 
example, Zollner and Lima 1999, Bartoń et al. 2009). This is especially true when modelling the three 
phases of dispersal: no study to my knowledge explicitly studied the joint evolution of the three 
phases of dispersal by the use of dispersal traits, although many studies advocate taking into account 
individual variability in traits and study the joint evolution of these traits (Clobert et al. 2009, Travis 
et al. 2012, Burgess et al. 2015, Bestion et al. 2015, Saastamoinen et al. 2018). In this PhD, I moved 
one step forward by modelling the evolution of dispersal traits associated to the transfer phase for 
different emigration probabilities.  
1) Consequences on population dynamics 
 
In this PhD, I showed that when mortality costs increase during the transfer phase, movement 
autocorrelation, and dispersal bias, distances and success may decrease. As explained in chapter IV, 
these results may have many implications for species dynamics, including on a decrease in 
connectivity, gene flow, carrying capacity, competition, population ranges and in the potential for 
population rescue (Hansson 1991, Bohonak 1999, Kramer-Schadt et al. 2004, Ronce 2007, Benton 
and Bowler 2012, Bonte et al. 2012, Baguette et al. 2013). Moreover, natural systems are complex 
and dispersal incurs a wide variety of costs which are susceptible to vary with global change (Bonte et 
al. 2012), thus, I expect that several costs should influence dispersal evolution simultaneously, and 
thus impact population dynamics jointly. Moreover, I also showed in this PhD that three main fitness 
components (survival, growth and reproduction) may be negatively impacted by climate change, 
although these effects mainly occurred at the long-term, which may have lower impacts on 
population dynamics than short-term effects, i.e. at juvenile or adult stages (Gaillard et al. 2000), 
which I am going to discuss thereafter in link with my results on dispersal evolution modelling. I 
expect that the fitness of individuals will not be impacted in the same way if individuals only incur 
mortality costs during transience or if they both incur mortality during transience and other long-
 
267 
term costs, such as reproductive or attrition costs from the influence of several environmental 
factors.  
 Population rescue 
An increased mortality or decreased reproduction for dispersers reduces their performance when 
they settle in a new area, and thus, should limit their role in population rescue. As a consequence, 
population rescue should be limited both by a decreased in the number of individuals successfully 
dispersing (because of transfer-associated mortality), and a decreased fitness after dispersal. In turn, 
if population rescue becomes limited, risks of extinction for some populations increase, and as a 
consequence, the viability of metapopulations may decrease.  
 Gene flow 
Gene flow should be largely impacted by the way dispersal evolves, and at different levels. Because 
dispersal tends to evolve towards rather short-distance movement paths, gene flow might be 
reduced (Coulon et al. 2004). Additionally, since dispersers tend to incur medium to long-term costs 
in terms of demography, and have a poorer fitness when they settle compared to philopatric 
individuals, they may not transmit their genome to the next generation as well as they should have 
without these increased costs, which will also limit gene flow. A study from Hansson et al. (2004) 
highlighted that short and long-distance dispersers may not incur the same dispersal costs, and that 
in consequence, gene flow is decreased for long-distance dispersers which incur more costs. Lastly, 
global changes have been shown to decrease individual propensity to disperse in this study but also 
in other study systems in the literature (Bonte et al. 2003, 2006, 2008a, 2010, Schtickzelle et al. 2006, 
Figuerola et al. 2007, Bowler and Benton 2009, Ahlroth et al. 2010, Baines and McCauley 2018), 
which also means decreased gene flow. This may have strongly detrimental effects on populations as 
decreases in gene flow elevate extinction risks (Spielman et al. 2004). Global change may thus have 
consequences at different levels on dispersal, including many I did not investigate in this PhD, for 
example pre-dispersal energetic costs, which should all, in turn, have consequences on population 
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dynamics and should have repercussions on the species potential to persist in a changing world (Berg 
et al. 2010, Bonte et al. 2012). Both the effects on gene flow and connectivity will also be strongly 
impacted by the proportion of individuals successfully dispersing, which may decrease when 
mortality risks increase.  
 Communities 
Finally, I expect that the repercussions of dispersal evolution on population dynamics in a context of 
environmental change are going to affect species but also communities. Indeed, species are linked 
together with all sorts of interactions such as mutualism, predation, etc. Thus, if the functioning of 
one species is modified, we can expect communities to be modified as well, and all the system to 
change (Ferriere et al. 2000, Parmesan 2006, Berg et al. 2010). In particular, in the case of seed 
dispersal by animals, the plant species depends on the animal species for its dispersal. Thus any 
event preventing the animal dispersal may in turn prevent seed dispersal. For example, hunting may 
have strong impacts on species interactions and maintenance if the dispersal movement of a plant 
species is impaired by the killing of animal dispersers (Wang et al. 2007, Brodie et al. 2009). It is the 
case of a tree species, Choerospondias axillaris, whose seeds are dispersed by mammals in Thailand 
(Brodie et al. 2009). However, poaching is responsible for a decrease in dispersal of these mammals, 
and thus, seed dispersal is reduced, leading to a lower growth rate in the tree population. I did not 
study such community interactions within my PhD thesis but this would constitute a very interesting 
research avenue once the dispersal patterns of some populations and their evolution will be well 
described and comprehended.  
2) What about dispersal syndromes?  
 
Dispersal syndromes are widespread in the wild and consist in covariation between dispersal-
associated traits and other life-history traits (Sih et al. 2004, Ronce and Clobert 2012). These 
syndromes have been demonstrated in a wide range of species, especially terrestrial ones (Burgess et 
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al. 2015), may happen at any stage prior, during or after the dispersal process, and may be related to 
any of the three phases of dispersal (Cote et al. 2017). Dispersal syndromes may arise for three main 
reasons: (1) they can confer an advantage to dispersers, which allows them to increase their 
dispersal success, (2) because dispersal as well as other biological processes may be costly, trade-off 
will limit the expression of certain phenotypes if the individual disperses and (3) when some traits 
confer an advantage to dispersers, even if this does not increase dispersal success itself (Clobert et al. 
2009). Traits forming a dispersal syndrome may include morphological, physiological and behavioural 
characteristics (Clobert et al. 2009). Personality traits, such as exploratory behaviour, submissive 
behaviour, or neophobia, have been shown to be correlated with dispersal traits, such as activity, 
dispersal propensity, distance or timing as part of a dispersal syndrome in several species (Fraser et 
al. 2001, Dingemanse et al. 2003 in great tits, Sarno et al. 2003 in guanacos, Cote and Clobert 2007 in 
the common lizard, Cote et al. 2011 in the mosquitofish, Debeffe et al. 2014 in roe deer, Cooper et al. 
2017 in red squirrels, Coates et al. 2019 in carp gudgeons; see Cote et al. 2010 for a review). 
Dispersal syndromes have also been identified with phenotypic traits, such as body mass, life-history 
traits, such as survival (Stevens et al. 2014, Denoël et al. 2018), or other traits linked to mating 
strategies (Massol and Cheptou 2010) or to the concentration in hormones, for example, 
corticosterone (Silverin 1997). It is important to note that the interaction of dispersal traits with 
these traits varies greatly both between and within species (Ronce and Clobert 2012, see Stevens et 
al. 2014 for a review).  
In a context where dispersal traits may be altered by global change, I expect that dispersal 
syndromes should be modified and that traits correlated to dispersal traits may evolve following the 
evolution of the latter. This expectation has already been formulated by Cote et al. (2010), who 
stated that dispersal syndromes are expected to vary with ecological or social contexts, and from 
other authors who mentioned that the evolution of dispersal traits should also lead to modifications 
in traits correlated to dispersal (Clobert et al. 2009, Cote et al. 2017). Much work is yet necessary to 
explore how these traits may exactly evolve with dispersal evolution, which may represent a 
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particular challenge considering the high variation in dispersal syndromes (Ronce and Clobert 2012, 
Cote et al. 2017), although current scientific literature should help orienting our discussion. In 
particular, there are three ways in which dispersal syndromes may be modified: they could be 
created, disappear or the interaction between traits could be altered. First, dispersal syndromes 
could emerge because of global change (Cote et al. 2017). For example, if dispersal propensity is 
reduced because the environment surrounding habitats is too risky, we can expect density to 
increase and potential variations in agonistic behaviours (Fleming and Johansen 1984, Brown et al. 
1992, Sakakura et al. 1998, Wildy et al. 2001). Because low dispersal propensity can be associated to 
high sociality or cooperative behaviours in some species or populations (Arnold 1990, Purcell et al. 
2012), it would be interesting to test if behaviours such as a higher sociality or more cooperative 
behaviours may evolve in these systems as dispersal evolves towards lower propensities to emigrate. 
Secondly, dispersal syndromes may be suppressed. For example, dispersal has been associated to 
mobility, exploration and activity in roe deer (Debeffe et al. 2014). I expect that if costs such as 
fragmentation increase, tactics such as the classic dispersal tactic may incur more costs, because 
individuals usually disperse for long-distances, and that distance is associated to higher risks in 
fragmented habitats. As a consequence, selection should favour individuals adopting other tactics, 
such as the progressive dispersal or multi-range tactic, and thus, I expect that energy expenditures 
associated to growth or mobility may not be as necessary and the selection for corresponding traits 
could be reduced. Similarly, if individuals disperse less far, we can expect their tendency to explore 
far away from their natal habitat may also decrease. Lastly, dispersal evolution may not necessarily 
create or suppress previously existing dispersal syndromes, but may adjust the way several traits are 
correlated (Cote et al. 2017). Dispersal syndromes are both species and context-dependent, and 
thus, I expect the evolution of dispersal syndromes with global changes to lead to a high variability 
within and between habitats.   
The evolution of traits correlated with dispersal may also have great implications in terms of 
population dynamics and persistence, and it is fundamental to determine to which extent they might 
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be modified, especially for endangered species. Indeed, because of the actual expression of dispersal 
syndromes, some species may incur both additional dispersal costs when the environment 
deteriorates, and negative consequences associated with traits comprised in the syndrome (Dahirel 
et al. 2015). For example, in snails, high specialization and low dispersal ability are genetically 
related, and thus, when habitat is fragmented, specialists may face both costs in terms of lower 
dispersal success and higher vulnerability to fragmentation because of specialization (Dahirel et al. 
2015). Moreover, if dispersal syndromes evolve, as suggested by the literature (Duputié and Massol 
2013, Atkins et al. 2019), I expect that some may lead to additional negative costs to dispersers. For 
example, if dispersers are suffering from habitat deterioration and incurring more costs associated 
with dispersal, dispersal should evolve towards fewer individuals dispersing, or less far and thus, the 
role of dispersal should be reduced and impact population dynamics (in terms of gene flow, 
population rescue etc. Ronce 2007). But if in addition, the decrease in dispersal efficiency is 
associated with a modification in other traits linked to dispersal, for example traits related to habitat 
selection or mating systems (Sinervo et al. 2006, Cheptou and Massol 2009, Massol and Cheptou 
2010), dispersers may suffer from additional costs because of their syndrome. For example, in the 
aforementioned example on snails (Dahirel et al. 2015), we may expect that if habitat fragmentation 
leads to higher mortality in dispersing individuals, the population may evolve towards less or shorter 
dispersal events, and thus lower dispersal abilities. Because of the association of specialization and 
low dispersal abilities in a syndrome, this may lead in turn to an evolution towards high 
specialization, and more vulnerability in face of global changes because a large part of the population 
could exhibit these two characteristics. Thus, the existence of dispersal syndromes may lead to 
additional costs, directly or indirectly linked to dispersal itself, whereby individuals could incur a 
double penalty from dispersing, which would in turn impact population dynamics.  
 
Alternatively, selection may also act on traits associated with dispersal through the dispersal 
syndrome to reduce dispersal costs (Cote and Clobert 2010). For example, we may expect that if 
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predators increase, due to species invasion or increased poaching for example, then individuals may 
develop anti-predator strategies (Cote et al. 2017, Atkins et al. 2019). Because dispersers possessing 
these anti-predator strategies may survive, contrary to dispersers who do not possess these 
strategies, selection may favour the emergence of dispersers with anti-predator behaviours, 
potentially leading to the emergence of a syndrome which reduced new dispersal associated costs. 
Individuals may also develop behaviours which could enhance their dispersal success, for example 
more aggressive behaviours (Duckworth and Badyaev 2007, Cote and Clobert 2010).   
3) Interplay of numerous ecological factors and selection pressures 
 
Evolution is subjected to several biotic and abiotic factors, some of which we highlight in this PhD, 
and others I did not study. Because the modelling of dispersal evolution is highly theoretical, results 
need to be adjusted with the biological reality of the species which is studied. This section aims to 
provide a general overview of the many factors that could impact dispersal evolution, including in a 
context of environmental change, and that need to be considered when one wants to model 
dispersal evolution. These are of two main types: species biology and environmental characteristics.  
a. Species biology 
(i) Adaptive potential 
Species are characterised by an adaptive potential, i.e. the “ability of a species or a population to 
respond to selection by means of phenotypic or molecular changes” (Eizaguirre and Baltazar-Soares 
2014). Adaptive potential may allow species to persist in their usual range if they can cope with 
environmental changes (Berg et al. 2010). Alternatively, if this potential does not fit with the latter, it 
can lead individuals to use dispersal as a way to cope with global change. As a consequence, if 
individuals can adapt without moving, I expect dispersal will not be under strong selection for 
individuals to survive and reproduce, and thus, there may be low selection pressure on the 
corresponding dispersal traits. Thus, the evolution of dispersal first depends on the adaptive 
potential of a species.  
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(ii) Dispersal tactic 
 Dispersal capacity 
Secondly, if individuals disperse, their dispersal capacity and the tactic they use during dispersal 
should also have strong impacts on dispersal evolution. Indeed, some categories of individuals may 
be more or less efficient at dispersal. For example, habitat specialists usually have poorly developed 
dispersal behaviour and thus, dispersal is more selected by generalists compared to specialists when 
risks increase (Bonte et al. 2003, 2009, Tischendorf et al. 2003, Dahirel et al. 2015). For example, in 
European land snails, specialists exhibit poorly developed dispersal structures and realise slower or 
more tortuous trajectories (Dahirel et al. 2015). Because I showed that initial values taken by 
dispersal traits have an influence on dispersal evolution, we can expect the evolution of dispersal in 
these snails will be different compared to the evolution of more generalist species of snails. This 
difference in dispersal capacity will undoubtedly have repercussions on species ability to evolve 
dispersal traits and adapt to global changes and associated extinction risks, and authors stress on the 
importance to consider the dispersal capacity of species when studying dispersal evolution (Dahirel 
et al. 2015). The capacity to perceive their environment and memorize it has also been demonstrated 
to have a significant impact on movement behaviours and subsequent evolution of dispersal traits 
(Zollner 2000, Olden et al. 2004, Pe’er and Kramer-Schadt 2008). For example, individuals may 
benefit from correctly identifying and memorizing the condition and locations of conspecifics or their 
density (Chaine and Clobert 2012), or the level of risk incurred in a given vegetation type (Biz et al. 
2017). Thus, correctly accounting for dispersal capacity when modelling dispersal evolution in a given 
species is fundamental (Pe’er and Kramer-Schadt 2008). Finally, mating systems also have a strong 
effect on the evolution of dispersal, and need to be taken into account accurately when modelling 





 Alternative tactics 
Moreover, individuals can display alternative dispersal tactics in the wild, as highlighted by this PhD 
thesis and several studies (Bonte et al. 2008a, Hogan and al. 2014), and these will definitely have an 
impact on the way selection acts on dispersal traits.  
First, dispersal may imply different mediums, including terrestrial, aerial or marine pathways, for a 
single species (Fortuna et al. 2006, Bonte et al. 2008a). Depending on the selection pressures found 
in each ecosystem (see below), for example the destruction of dispersal pathways by urbanization or 
modified meteorological conditions, we should expect each tactic to be impacted at a different level. 
For example, I expect that an aerial dispersal tactic such as ballooning may not be impacted as much 
by human activities such as clear-cutting, which happens on the ground, however, this could impact 
more the tactic of rappelling in a species using these two tactics (Bell et al. 2005, Bonte et al. 2008a). 
Thus, the evolution of dispersal in a species presenting several alternative dispersal tactics should be 
a rather complex process, and should be modelled taking into account the different dispersal tactics 
an individual may display. Another example of alternative dispersal tactics may include passive 
versus active dispersal, in link with the medium used to disperse (Matthysen et al. 2012).  
Second, if the dispersal process is heterogeneous within a population, individual traits should not be 
affected by selection equally, or at least not in the same time scale, as demonstrated by the results I 
presented in chapter IV. For example, a population where individuals have a strong tendency to 
disperse may be way more subjected to evolution compared to those which are low dispersers. 
Therefore, depending on the dispersal capacity of individuals, dispersal traits will evolve at varying 
rates and towards more or less high values, which may have effects on population dynamics (see 
below). For example, if tactics such as classic dispersal are highly represented in a population, 
whereby individuals usually move the longest distances and use a rather highly-correlated 
movement, we may expect the general tendency to have a highly-correlated movement to remain 
high for a longer period of time compared to a situation where initial tactics mainly comprise 
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individuals with low auto-correlation in movements such as the multi-range tactic. To better 
understand how these tactics may relate in terms of dispersal evolution, it would be very informative 
to be able to model the evolution of discrete dispersal tactics within a population. Lastly, tactics may 
vary spatially and temporally, which has mainly been demonstrated in plants (Buoro and Carlson 
2014). Dispersal may occur at one or several stages in the life of an individual, and potentially 
simultaneously to other life history events. This has two implications for dispersing individuals. First, 
if dispersal occurs several times in the life of an individual, I expect the selection pressures may act 
more strongly on traits, because the factors exerting a selection pressure will act on trait selection 
several times in the life of the individual, as has also been suggested by Duputié and Massol (2013). 
These authors also explain that the timing of dispersal, i.e. the occurrence of dispersal at juvenile or 
adult stage, also has important repercussions on dispersal evolution.  Thus, I expect that in cases 
where dispersal is more frequent in an individual’s life, environmental pressures should lead to faster 
selection in that case. Second, I expect that if dispersal occurs concomitantly with potential 
reproductive events, and that, as a consequence, reproduction cannot occur, individuals will miss 
opportunities to transmit their genome. As a consequence, selection may not favour their traits 
compared to individuals for whom reproduction would not be impaired by dispersal, and so I 
conclude that species dynamics also have a strong impact on the way selection is applied, and the 
variation of dispersal costs associated to demographic traits should also have repercussions on 
dispersal evolution. For example, I showed that dispersers may perform less well in the context of 
climate change, notably incurring a reduction in their survival probability at the senescent stage, and 
thus, I expect their traits to be less selected for than their philopatric counterparts. In conclusion, I 
expect that if a given tactic leads to higher demographic costs, this tactic should be less selected for, 
because the associated traits at transfer phase will not be transmitted. Finally, invasive species are 
currently one of the main threats biodiversity is facing, and often disperse to expand their range. 
Several studies have already demonstrated that these species may display different movement 
tactics, for example between the core or range margins. Understanding which dispersal tactics these 
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species exhibit and examining their characteristics thus constitute a major challenge in order to 
better control their expansion (García-Berthou 2007, Václavík and Meentemeyer 2009, Harris et al. 
2009).  
b. Environmental characteristics 
 
As I mentioned in the introduction, global change represents a large panel of threats to biodiversity. 
Fragmentation, pollution, predation or hunting, habitat destruction are all sorts of modifications of 
the environment which may impose different costs on dispersers (Bonte et al. 2012). Because these 




I showed in this PhD that dispersal movements should be more tortuous or short-distance when 
transience-associated mortality increased. However, other studies showed that in the case of habitat 
fragmentation, movement paths may become highly correlated and reduced dispersal propensity 
may evolve as a way to reduce the time spent in a risky habitat (Travis and Dytham 1999, Bonte et al. 
2006, Schtickzelle et al. 2006, Cheptou et al. 2008, Ahlroth et al. 2010). This result may partly be 
explained by the percentage of suitable habitat that was modelled, as explained in the fourth 
chapter, but also because the selection pressure (fragmentation or increased mortality during 
transience) was different (although fragmentation should lead to an increase in mortality (Smith and 
Batzli 2006, Schtickzelle et al. 2006)). Fragmentation, or alternatively the level of landscape 
connectivity, may favour dispersal polymorphism, such as long and short-distance dispersal, and thus 
maintain the existence of alternative tactics to cope with environmental change (Bonte et al. 2010, 
Henriques-Silva et al. 2015). Moreover, the effects of global change should differ depending on which 
habitat environmental modifications are impacting. For example, deterioration of the natal habitat 
may lead to dispersal (Entling et al. 2011, Bestion et al. 2015, Van Hezewijk et al. 2018, Spaan et al. 
 
277 
2019) while alterations affecting transfer or settlement habitat may restrain dispersal (Schtickzelle et 
al. 2006, Awade and Metzger 2008, Bowler and Benton 2009). The outcome may also depend on the 
previous state of the habitat, for example, its previous degree of fragmentation (Cote et al. 2017).  
(ii) Spatial and temporal heterogeneity in habitats 
 
Second, habitat heterogeneity also influences the way selection acts on dispersal evolution 
(Fronhofer et al. 2014). In particular, spatial and temporal correlations may have contrasted effects. 
While increasing spatial correlation is expected to change the distribution of dispersal distances and 
lead to the selection of less dispersal events but of a higher dispersal distance, temporal 
autocorrelation selects for a reduced dispersal propensity (Travis 2001, Hanski et al. 2004, Bonte et 
al. 2010, Fronhofer et al. 2014, Burgess et al. 2015). Moreover, alternative strategies are more likely 
to exist when environmental conditions are variable, both at the spatial and temporal scales (Cote et 
al. 2017). This is consistent with the identification of alternative dispersal tactics in roe deer which 
appear to be driven by spatial environmental variability. For example, the propensity to adopt the 
classic dispersal tactic increased with habitat heterogeneity, human disturbance and high habitat 
quality, while the progressive dispersal tactic was rather exhibited in poor quality but less disturbed 
environments. Thus, I expect that the maintenance of diverse habitats in a landscape may benefit to 
the persistence of alternative dispersal strategies. However, if global change leads to a sort of 
homogenization of habitats, we may expect that some tactics may not be maintained.   
(iii) Characteristics of environmental changes 
 
The frequency, magnitude and predictability of environmental changes have also been demonstrated 
to impact dispersal evolution (Duputié and Massol 2013). Severe or unpredictable changes, including 
catastrophic events, should usually select for dispersal (Friedenberg 2003, Duputié and Massol 2013). 
Authors also demonstrated that the levels of predictability should influence dispersal propensity, 
with more individuals dispersing when environmental unpredictability is low (Hidalgo 2016). The type 
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of modification (direct mortality during transience, loss of suitable habitat, loss of sexual partners, 
poaching, etc.) may also have contrasted results: for example, habitat degradation may lead to an 
increase in dispersal propensity while habitat loss may lead to the opposite (North et al. 2011).  
(iv) Mediums to disperse 
 
Because dispersers may use different mediums to disperse (air, land, water), and because individuals 
may incur different costs in these environments (Burgess et al. 2015), I expect that selection 
pressures will act differently in these mediums. For example, fragmentation may lead to an increase 
in dispersal duration, and thus of energetic costs (Bonte et al. 2012, Benoît et al. 2019). This same 
environmental change (fragmentation) should however not have the same repercussions on species 
depending on the medium they use to disperse. For instance, swimming appears to be less costly 
compared with terrestrial displacements such as flying (Alexander et al. 1998), and thus, we may 
expect fragmentation to have more costs in terrestrial environments compared to marine ones. 
Moreover, each ecosystem also has its own characteristics which may lead to different dispersal 
barriers or costs, and thus, different repercussions on dispersal evolution. The medium used for 
dispersing thus has to be taken into account when studying the evolution of dispersal for a given 
species, and a new marine version of the software Rangeshifter should provide great avenues of 
research for studying the evolution of marine dispersal.  
(v) Social factors 
 
The effects of the environment on dispersal also comprise the effects of conspecifics. In particular, 
kin competition and inbreeding depression have been shown to elevate dispersal propensity, 
although dispersal costs may counteract their effect, or decrease immigration propensity (Cote and 
Clobert 2010, Hovestadt et al. 2012, Duputié and Massol 2013, Banks and Lindenmayer 2014, Hidalgo 
et al. 2016). These two factors may also lead to higher travelled distances during dispersal (Hovestadt 
et al. 2001, 2012, Burgess et al. 2015). In particular, inbreeding avoidance is at the origin of sex-
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biased dispersal, if individuals of differing sex do not suffer the same costs (Duputié and Massol 
2013). Moreover, low population sizes may also increase the propensity to disperse if they lead to an 
increase in extinction risk (Heino and Hanski 2001). Additionally, high density can be a strong driver 
of dispersal, for example to mitigate for competitive or agonistic interactions, but low density may 
also trigger dispersal if an Allee effect is present in the population, i.e. “a positive relationship 
between any component of individual fitness and either numbers or density of conspecific” 
(Stephens et al. 1999, Travis et al. 1999).  
(vi) Combination of environmental changes 
 
Lastly, evolution should also differ if populations incur a combination of environmental changes. 
Indeed, the few studies on the topic have suggested that the joint effects of two environmental 
changes may have significant impacts on dispersal (Cormont et al. 2011, Delattre et al. 2013). Thus, 
gathering information on how several environmental changes may impact dispersal costs should 
provide a clearer picture of how dispersal may evolve compared to actual knowledge based on the 
modelling of effects of only one source of environmental change.  
 
Conclusion 
As a conclusive point, dispersal is a highly heterogeneous process which could incur various costs 
depending on the actual tactic an individual is displaying. I identified six alternative tactics, but a 
whole range of other tactics may be expressed by dispersers depending on their life cycle or 
ecosystem type. This PhD thesis suggests that these tactics may imply varying costs, and that these 
costs vary with global change, leading to a decrease in individual fitness (see Fig. 13). For now, few 
studies have described the variations of dispersal costs with global changes, and thus, a large body of 
work remains to do to better comprehend how dispersal costs will continue to be affected in the 
future, and how they are going to impact population dynamics and persistence. Principle axes to 
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develop should include (1) describing with more detail the existence of dispersal costs at each of the 
dispersal phases, as most work on studying dispersal costs has been made on transience phase, (2) 
describing the variations of these costs with the main environmental change drivers (climate change 
and habitat degradation), to get more insight on the variety of responses dispersal costs may have 
with these changes, and (3) better characterising the impact of variations in dispersal costs with 
global changes on population dynamics and persistence, as for now, we have only little 
understanding of how populations will respond with variations in dispersal costs.  
Increasing dispersal costs in the context of environmental changes are expected to have strong 
repercussions on population dynamics, and as such, they should be better addressed when studying 
dispersal evolution. Indeed, these costs will not only have effects on the short term but also at 
evolutionary timescales, and could lead to both a reduction in the success and geographical extent of 
dispersal. I emphasize that costs and their variations should be described as precisely as possible in 
future research as a way to predict more accurately how dispersal may evolve in a given 
environmental context. Finally, more work on the description of alternative dispersal tactics, in 
several model species, will also provide a better understanding of the entire range of variation in 
dispersal individuals could display in the face of global change, and the inclusion of these alternative 
tactics and costs into mechanistic modelling of dispersal will yield promising results to better 





Fig. 13: Main conclusions from my PhD thesis.  The impact of global changes on costs has both short and long-
term consequences. Environmental changes lead to increased dispersal costs on the short term (here, in terms 
of survival, growth, and potentially reproduction as a cascading effect), which reduces individual fitness. 
Selection then operates to favour individuals with high fitness, which should reduce dispersal costs incurred 
because of global changes in the next generations. Addressing how a variety of environmental changes could 
impact dispersal costs is of high importance to determine how populations might persist in the future. On the 
long term, increasing dispersal costs due to global changes are expected to lead to the evolution of short-
distance dispersal and to reduce dispersal success. Mechanistically, selection favours tortuous movements and 
individuals exhibiting a reduced bias to move away from their natal habitat during transfer phase. Determining 
the effects of dispersal costs on the joint evolution of dispersal traits constitutes a promising avenue of 
research. Arrows indicate the effect of one element on another. Colours inform if the relationships were 
demonstrated (green), not found (purple), or to be explored in further work (blue). Black arrows indicate non-
studied interactions between two elements. Additionally, symbols (  and ) mention if, for a given sex, an 
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La dispersion natale est un processus durant lequel les individus se déplacent de leur domaine natal 
vers leur domaine de reproduction. Ce processus fondamental pour la dynamique et la persistance 
des populations passe par l’évitement de la consanguinité ou la capacité des individus à atteindre et 
coloniser de nouveaux habitats contenant des ressources ou des partenaires sexuels. La dispersion 
peut donc comporter de nombreux bénéfices pour les individus disperseurs. Cependant, elle peut 
également être coûteuse pour les individus, en raison d’une augmentation de la mortalité ou des 
blessures, une dépense énergétique élevée, ou enfin la perte d’un habitat natal favorable ou de 
temps à allouer à une autre activité. L’expression du phénotype de dispersion au niveau 
populationnel dépend donc de la balance entre coûts et bénéfices, et la théorie prévoit que les 
disperseurs devraient être contre-sélectionnés si les coûts deviennent supérieurs aux bénéfices 
engendrés par la dispersion. Dans le contexte actuel de changements globaux, on peut s’attendre à 
ce que (1) les coûts de la dispersion augmentent avec la dégradation de l’environnement et (2) à ce 
que cette augmentation des coûts de la dispersion diminue le succès et la portée géographique de ce 
processus, au travers de mécanismes évolutifs. De plus, les coûts de la dispersion devraient varier 
avec le type de déplacement effectué par l’individu disperseur, et par conséquent, on peut se 
demander (3) quelles tactiques alternatives de dispersion un individu pourrait adopter dans un 
environnement contrasté. Au cours  de ce doctorat, mon objectif était de travailler sur ces trois 
hypothèses en utilisant deux jeux de données portant sur deux populations de chevreuils distinctes 
(données GPS en Haute-Garonne et données de Capture-Marquage-Recapture dans les Deux-Sèvres, 
France), ainsi qu’une approche par modélisation. Tout d’abord, j’ai montré que, malgré leur bonne 
condition physique, les disperseurs subissent des coûts de mortalité, reproduction et croissance. J’ai 
également montré que le changement climatique pourrait augmenter les coûts de mortalité chez ces 
individus. Parallèlement à ces variations de coûts, j’ai aussi mis en évidence que la dispersion avait 
diminué au cours des 30 dernières années de plus de 30% chez les deux sexes. Ensuite, j’ai identifié 
l’existence d’au moins six tactiques alternatives de dispersion chez le chevreuil, caractérisées par des 
phénologies, durées et amplitudes différentes, ce qui pourrait induire différentes répercussions en 
termes de coûts et de dynamique de population. Enfin, mes analyses de modélisation suggèrent que 
la dispersion pourrait évoluer de sorte à observer davantage de mouvements tortueux ou de courte 
distance quand les coûts de mortalité augmentent, ce qui limiterait la portée géographique de la 
dispersion. De façon générale, ces résultats soulignent les effets préoccupants que les changements 
globaux pourraient avoir sur les coûts et sur l’évolution de la dispersion. Ce processus étant à la fois 
espèce et condition dépendant, davantage d’études portant sur les impacts des changements 
globaux sur les coûts de la dispersion, idéalement prenant en considération les tactiques alternatives 
de dispersion, nous permettront de mieux prédire comment les espèces pourraient faire face aux 






Natal dispersal is a process by which individuals move from their natal to reproductive ranges which 
is fundamental for population dynamics and persistence. Through for example the limitation of 
inbreeding or the capacity it provides to reach and colonize new habitats containing resources or 
mates, it can be highly beneficial to dispersing individuals. However, dispersal can also be costly for 
the individuals, through increased mortality or attrition, energy expenditure, or lost habitat 
opportunities and time. Its expression at the population level thus depends on the balance between 
costs and benefits, and theory states that dispersal may become counter-selected if costs outweigh 
benefits. In the current context of global change, we may expect (1) dispersal costs to increase with 
the degradation of environments and (2) increased dispersal costs to decrease dispersal success and 
geographical reach through evolutionary mechanisms. Moreover, because dispersal costs may vary 
with actual dispersal movement, we may wonder what are the discrete alternative tactics roe deer 
may use in contrasting environments (3). In this PhD, I aimed to address these three perspectives 
using two roe deer datasets from two geographically distinct populations (GPS data in Haute-
Garonne and Capture-Mark-Recapture data in Deux-Sèvres, France), as well as a modelling approach. 
First, I show that, despite having a good body condition, dispersers incur costs in terms of mortality, 
reproduction and growth, and that climate change may increase mortality costs. Concomitant to 
these variations in costs, I also found that realised dispersal has diminished over the past 30 years by 
more than 30% in both sexes. Second, I identified at least six alternative dispersal tactics in roe deer, 
characterised by different movement timing, amplitude and duration, which may imply different 
outcomes in terms of costs and population dynamics. Lastly, my analyses suggest that dispersal 
might evolve towards tortuous and short distance movements when mortality costs increase, limiting 
the geographical reach of dispersal. Overall, these results highlight the concerning effects global 
changes may have on dispersal costs and dispersal evolution. Because dispersal is a species and 
context dependent process, more studies addressing the impacts of global changes on dispersal 
costs, ideally incorporating alternative dispersal tactics, will provide valuable information to better 
predict how species may cope with environmental changes. 
 
