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1. INTRODUCTION 
When proving existence theorems for second-order differential equations 
of the type 
x” +.f( t, x, x’) = 0 (1.1) 
(considered together with some boundary conditions), it is frequently 
necessary to obtain a priori bounds on the solutions of the boundary value 
problem. In general, a first step will consist in the determination of an a 
priori bound for lx(t)/; in a later stage, further growth conditions are 
imposed on f which will yield a bound on /x’(t)l. 
If (1.1) is a scalar equation, a bound on lx’1 can be obtained by the 
following, by now classical, result, due to Nagumo [ 11. 
THEOREM A. Let h: Iw, -+ k!,.\(O} he a continuous function such that 
s 
+ x s ds 
0 h(s)=+CC. (1.2) 
Assume that x E C2( [a, b], iw) is such that, for some R > 0, 
Ix(t)1 d R Vt E [a, bl, (1.3) 
and 
Ix”(t)1 d h( Ix’(t)\ ),Vt E [a, 61. (1.4) 
Then, there exists a number K depending only on b-a, R, h, and otherwise 
not on x, such that 
Ix’(t)l G K Vt e [a, b]. 
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The example, given by Heinz 121, of the function X: [w + 0%“: t I-+ (cos pt, 
sinpt), shows that the trivial extension of Theorem A to vector-valued 
functions does not hold. Results of Hartman [3], Opial [4], and Schmitt 
and Thompson [S] show that, in the vector case, a result similar to 
Theorem A can be obtained, provided that condition (1.2) is replaced by 
the stronger requirement that the quotient h(s)/s2 becomes sufficiently 
small for s--t +co. 
In this paper, condition (1.4) is replaced by growth limitations on the 
scalar products (x, x”) and (x’, x”). The results obtained in that way, 
which are also valid for infinite systems of second-order equations, 
generalize some of the conditions given in the papers referred to above (at 
least in the case of equations in Hilbert spaces). Actually, two different 
types of results are proposed below. In Theorem 1, the only requirements, 
besides the bound on Ix(t)l, are growth restrictions on (x,x”) and 
(x’, x”). In Theorem 2, the conditions on (x, x”) and (x’, x”) are 
weakened, this being compensated by an additional hypothesis concerning 
the variation of (x, x’). This last condition happens to be automatically 
fulfilled when dealing with several types of boundary conditions. A result 
close to Theorem 2 has been used by Fabry and Habets [6] in connection 
with Picard boundary value problem. That type of result was inspired by 
the papers of Mawhin [7,8]; in [7], a survey can be found about the 
Bernstein-Nagumo conditions. 
For the sake of comparison, a proof of Theorem A has been included in 
Section 4. 
In Section 5, the use of Theorem 1 is illustrated by an application to a 
two-point boundary value problem of Dirichlet type. 
2. A GENERAL NAGUMO CONDITION 
In this section, conditions of Nagumo type are given, working with the 
scalar products (x, x”) and (x’, x”) rather than with the norm jx”l. The 
proof of Theorem 1 is a modification of a proof by Schmitt and 
Thompson [5]. 
In the sequel, H is a Hilbert space with scalar product denoted by (.,.) 
and norm denoted by 1.1. The space of continuous functions from the inter- 
val I = [a, b] into H is denoted by C( Z, H); for x E C(Z, H), we let 
1(x(1 = max{ Ix(t)1 1 t E Z}. On the other hand, C2(Z, H) will denote the space 
of twice continuously differentiable functions from I into H. It is assumed 
throughout that a < 6. 
THEOREM 1. Let x E C2(Z, H) and let R > 0 be such that 
llxll GR. (2.1) 
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Assume that positive constants u, fl exist, with z < 1, such that, Vt E I, 
- (x(t), x”(t)) <a Ix’(t)12 + p. (2.2) 
Moreover, assume that positive constants CC’, /I’ exist with a’ < (1 - x)~/~R, 
such that, Vt E I, 
I <x’(t), X”(f)>1 G (a’ I-WI2 + 8’) Ix’(t)l. (2.3) 
Then, there exists a number K depending only on h - a, R, ~1, fl, CI’, 8’ and 
otherwise not on x, such that JIx’Il 6 K. 
Prooj For a function XE C’(Z, H) verifying the hypotheses, let 
M= J/x’/1 and let t,eZ be such that Ix’(t,)l = M. It will be shown that M 
can be bounded independently of x. 
If cr E C*(Z, R), we obtain, by a Taylor expansion, 
(2.4) 
provided that t, + p E [a, h] = 1. Let us apply formula (2.4) to the function 
0 defined by a(t) = J: Ix’(s)l * ds; this yields 
jr;+” Ix’(s)l’ds=p Ix’(t,)~2+2[‘a+‘L (x’(s),x”(s))(t,,+p-s)ds. (2.5) 
ol 
On the other hand, an integration by parts gives 
5 
10 + LJ 
Ix’(s)12 ds = (x(t, + ~1, x’(t, + PL)) - (x(t,), ,x’(r,)> 
Q 
I 
kl + I’ - (x(s), x”(s)) ds. (2.6) 
10 
Using hypotheses (2.1) and (2.2) we deduce from the above relation that 
where 6 = 1~1. Combining this inequality with (2.5) and using hypothesis 
(2.3), we obtain 
SM2 < 2RM + SaM* + Sfi + S2ci’M3 + S*fi’M. (2.7) 
Let us assume that 8R < M( 1 - cr)(b - a); if this is not the case, the desired 
bound for IIx’I) is already obtained. Let us choose 6 such that 
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6M= 4R/( 1 - c(); with the above restriction on M, we then have 
/PI = 6 < (h - a)/2 and the sign of p can then be chosen so that 
t, + p E [a, b] = I, which guarantees the validity of the Taylor expansion 
used above. With that choice of 6, the relation (2.7) becomes 
or, taking into account the fact that 6 d (h - a)/2, 
2RM < (b - a) /3/2 + 16c(‘R*M/( 1 - CC)’ + 2(6 - a) R/Y/( 1 - x). 
As ci < (1 - u)~/~R, we deduce from this last relation that 
,<(&a)(1 -~)j?(l -a)+4RP’ 
\ 4R (1 -N)2-8RE” 
This proves that M= lIx’(I can be bounded independently of x. 
Remark. It is clear that conditions (2.2) and (2.3) are fulfilled when 
Ix”(t)l G m’(t)l), VtEI 
with lim,, +s h(.s)/s2 = 0, which shows that Theorem 1 generalizes results 
of Hartman [3], Opial [4], and Schmitt and Thompson [S]. 
3. NACUMO CONDITIONS COMBINED WITH BOUNDARY CONDITIONS 
In Theorem 2 below, the conditions (2.2) and (2.3) of Theorem 1 are 
modified, while a condition is added on the difference of the values of the 
function (x(t), x’(t)) at the endpoints of the interval [a, b]. It must be 
noticed that no bound is required on IIxli. 
THEOREM 2. Let x E C2(Z, H) and let R’ E [w be such that 
(x(b), x’(b) > - (x(a), x’(a)) 6 R’. (3.1) 
Assume that, for some p 2 1, positive constants G, p exist, with IS > 0, such 
that, ‘dt E I, 
-(x(t),x’l(t))< Ix’(t)12--o Ix’(t)l”+P. (3.2) 
Moreover, assume that a continuous function h: iw + -+ [w + \ { 0} exists, with 
(3.3) 
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and such that, Qt E I, 
1(x’(t), x”(t)>1 d hW’(t)l) I.x’(t)l. (3.4) 
Then, there exists a number M, depending on p, b -a, R’, 0, p, h, and 
otherwise not on x, such that IIx’Ij < A4. 
It is easily seen that conditions (3.1) and (3.2) yield a bound on 
fi Ix’(t)lP dt. Indeed, h t e relation (3.2) is equivalent to 
Ix’(t)lP 6 o-- ‘w(~r+ (x(t), x”(t)) +Pl; 
integrating this over the interval [a, b] gives, taking (3.1) into account, 
I ’ jx’(t)lJ’dt<a-‘[R’+P(b-a)]. ” 
Theorem 2 is then a consequence of the following lemma, which relates the 
bound in the L,-norm to a bound on \Ix’\I. That lemma was proven by 
Lasota and Yorke [9] for p = 1 and extended by Mawhin [7,X]. 
LEMMA 1. Assume that XE C2(I, H) is such that, Qt EI, 
1(x’(t), x”(t)> I < h(lx’(t)l) jx’(t)l, (3.6) 
h: Iw + -+ 1w + \{O > being a continuous function verifying condition (3.3). Then, 
ifsi Ix’( t)lP dt 6 p, there exists a number A4, depending only on p, b - a, p, h, 
and otherwise not on x, such that IIx’J/ ,( M. 
Proof. Let P(s) = (l/p) l; (u”p/h(u’@)) du = I$““’ (up/h(v)) dv. Applica- 
tion of the chain rule gives 
; fYlx’~t)l”) = ;;;!;;)y; <x’(t), x”(t)). 
From this, we deduce, using (3.6), that 
$ P(lx’(t)lP) 6 Ix’(t)l? 
If U, UE [a, b], we obtain, integrating over the interval [u, u], 
IP(/x’(v)[“)- ~(lx’(u)l”)l i I’; Ix’(t)l”dt G P. 
” 
(3.8) 
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On the other hand, the mean-value theorem 
u E [a, b] such that 
rb 
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implies the existence of 
@-a)lx’(u)lP=j Ix’(t)jPdt<p. a 
Combining this with (3.8) we obtain the inequality 
P(lX’(~N”) G P + P(Pl(b - a)), (3.9) 
taking into account the fact that P is an increasing function. But, because 
of (3.3), P: LQ, +[w+ will be invertible, so that the following relation can 
be derived from (3.9): 
Ix’(v)lP6 P-Q + P(p/(b -a))). (3.10). 
This last inequality is valid for any v E [a, 61, so that the desired bound for 
I\x’\I is obtained. 
Remark 1. In some problems, condition (3.6) can be replaced by a 
“one-sided” inequality, for instance, by 
(x’(t), X”(l)> 6h(lx’(t)l)lx’(t)l. (3.11) 
An obvious modification of the proof of Lemma 1 then shows that (3.10) 
still holds for v > U. This result will suffice for several boundary value 
problems, for instance when dealing with periodic solutions or when deal- 
ing with a boundary condition of the form x’(u) = A. 
Remark 2. In many boundary value problems, condition (3.1) is 
automatically verified with R’ = 0. This is the case for the Picard problem 
(x(u) =x(h) =O), for periodicity conditions and for other types of boun- 
dary conditions (see, for instance, the problem studied by Lasota and 
Yorke in [9]). 
Remark 3. Theorem 2 is of interest essentially with p = 1 or p = 2 in 
(3.2) (3.3). For p = 1, the hypotheses are closely related to existence con- 
ditions given by Lasota and Yorke [9], whereas the case p = 2 corresponds 
to the result used by Fabry and Habets [6]. 
Remark 4. It is clear from the proof of Lemma 1 that condition (3.3) 
can be replaced by the weaker condition 
s 
fin VP 
- dv > ((b-u), 
p/J h(v) 
where t=ap’[j3+R’/(b-a)]. 
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Instead of working with growth limitations on (x, x”) and (s’, x”) as 
in Theorem 2, other approaches can be followed to obtain a priori bounds 
on /lx’l/. For instance, one can work componentwise (at least when 
H = W), as exemplified by Theorem 1 .12.1 in Bernfeld and 
Lakshmikantham [lo] or one can use Lyapunov-like functions, along the 
lines of Theorem 1.12.4 in the same reference. It must be noted however 
that, if lx’l* is taken as the Lyapunov function, the result obtained in that 
way will be weaker than Theorem 2 above. 
4. THE SCALAR CASE 
For the sake of comparison, we recall below a proof of the classical 
result of Nagumo, concerning real-valued functions (Theorem A). 
Basically, the proof consists in applying Lemma 1, with p = 1, on subinter- 
vals of [a, 61, a bound on the L,-norm of x’ on those subintervals being 
deduced from a bound on llxll (remember that such a bound was not 
required in theorem 2). 
Proof of Theorem A. Let z be a point where I?(t)1 reaches its 
maximum value. For definiteness, assume that x’(z) > 0. As 
(x(b) - x(a)/ Q 2R by (1.3), it results from the mean value theorem that a 
number 4 exists such that Ix’(~)l ,<2R/(b-a). If lJx’/I 32R/(b-a), it is 
then possible to find u E I such that 
x’(u) = 2R/(b - a), x’(r) > 0, Vt E [o, 51. 
Using the same arguments as in Lemma 1 with 
one obtains the relation 
p(x’(z)) - P(x’(u)) < / j’ x’(s) dsl = Ix(t) - x(v)1 < 2R. 
li 
The conclusion then follows from condition (1.2). 
Remark. It is clear from the proof that condition (1.2) could be 
replaced by the weaker condition 
s +cC %-2R ZR/(h- a) h(s) 
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or even by 
s +a~ sds ->2R, 0 h(s) 
if x’ can be proven to vanish somewhere in [a, b]. 
Further consideration about that result and applications can be found, 
for instance, in Bernfeld and Lakshmikantham [lo], Gaines and Mawhin 
[ 111, and in Granas, Guenther and Lee [ 12, 131. 
5. APPLICATION TO A BOUNDARY VALUE PROBLEM 
Theorem 1 is used below to prove the existence of a solution to the 
boundary value problem 
x” +f( t, x, x’) = 0, (5.1) 
x(a)=A,x(b)=B. (5.2) 
Equation (5.1) can represent an infinite system of ordinary differential 
equations. More precisely, x belongs to the Hilbert space H, the function 
f: [a, b] x H x H -+ H being assumed to be compact, that is f is continuous 
and maps bounded sets into relatively compact sets. 
Theorem 3 is a variant of a result of Fabry and Habets [6]. In that 
paper, homogeneous boundary conditions (A = B = 0) where considered, 
this making it possible to apply Theorem 2. With nonhomogeneous boun- 
dary conditions, one has to use Theorem 1. 
THEOREM 3. Assume that 4: [a, b] -+ [w+\(O) is a twice differentiable 
function such that 
d(u)’ IAL 4(b)’ IBI, (5.3) 
mct)m”ci)+(X,f(t,x,Y)~+~-l).12~0, 
X 
(5.4) 
fir any (t, x, y) with teZ= [a, b], 1x1 =4(t), (x, y) = 1x1 4’(t). Moreover, 
assume that there exist positive numbers CC, p, with c1< 1, and positive num- 
bers a’, p’ with CI’ < (1 - CX)~/~ IIQil, such that, for any (t, x, y) with 
tE1, 1x1 <d(t) undyEH, one has 
<x,f(t,x,.v))b~ b12+B, (5.5) 
I~~~f~~~~~~~~lf~~‘/~l*+B’~I~l. (5.6) 
Then, the problem (5.1), (5.2) has at least one solution x* such that 
lx*(t)1 Q qqt), tJt E 1. 
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Let k>O be such that k > d”(t)/#(t), V~EZ. The proof of Theorem 3, 
based upon degree-theoretic arguments, consists in showing that, for 
i E [0, l[, no solution of the system 
x”(t) + Af( t, x(t), x’(t)) = ( 1 - A) kx( t), (5.7) 
x(a)=A,x(b)=B, 
belongs to the boundary 852 of the set 
Q = (x E C’(A WlV’tE CUT 61, Ix(t)l < d(t), llx’ll <P}, (5.8) 
p being a number to be defined later (for details concerning the basic ideas 
of the proof, see [6]). Let us prove first that, if x is a solution of (5.7), with 
Ix(t)1 < 4(t), the derivative x’ can be bounded independently of i E [0, 11. 
Taking the scalar product of (5.7) by x(t), we deduce, using (5.5) that, 
Vlc [O, 11, VtE1, 
- (x(t), x”(t)) = 2 (x(t),f(r, x(t), x’(t)) - (1 - 2) k jx(t)12 
<<a jx’(t)l’+ifida /x’(t)12+/l. 
(5.9) 
Similarly, condition (5.6) yields 
I <x’(t), x”(t) >I ,< a’ Ix’(t)1 3 + P’ Ix’(t)1 + k Ix’(t)1 11411. 
G (a’ lx’(tN* + P*) Ix’(f)l, 
(5.10) 
with b* = 8’ + k 11411. It then appears, considering (5.9) and (5.10) that the 
conditions of Theorem 1 are fulfilled, so that a number K exists, depending 
only on b-a, k, 11411, a, B, a’, j’ such that (Ix’/I 6 K. Let us take p > K in 
the definition (5.8) of the set Q. Now, if x E &Q is a solution of (5.7), (5.2), 
there must exist a number r E ]a, b[ such that jx(t)12-1*(t) reaches the 
maximum value 0 for t = r( Ix(a)1 = d( ) a or Ix(b)1 =4(b) is impossible by 
(5.3)). Consequently, the following relations hold: 
1x(4)1 = d(5)> (5.11) 
(X(4)> x’(r)> = O(5) d’(t), (5.12) 
I= (-40, x”(4)> + lx’(r)12 -4(C) e’(4) - C~‘(5)l’ GO. (5.13) 
But x is assumed to be a solution of (5.7) so that, using (5.4), (5.11), (5.12), 
we obtain 
I= --A (x(5Lf(5,~(5), x’(t))> + (1-l) k 1x(5)1’ 
+lx’(5)12 -4(C) d”(5) - Ci’(5)l’ 
>(I -~)Clx’(5)1*- C4’(5)12-d(5)4”(t)+k 1x(5)121 
k (1 - l)Ckb2(5) - 45) 4”(5)1. 
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As k has been chosen in such a way that, Vt E I, k > d”(t)/& t), we get I > 0, 
V1 E [0, l[, which contradicts (5.13). This shows that no solution of (5.7), 
(5.2) can belong to a52 for i E [0, 1[ and the proof is thus completed. 
The following corollary is an immediate consequence of Theorem 3. It 
gives conditions on f easier to check that (5.4). 
COROLLARY 1. Assume that positive numbers R, L, M exist such that, 
for Ix[>R,V~EI,V~EH, 
(x,f(t,x,Y))6L l(x,y)l +Wx12+ IYI’-~> (5.14) 
the numbers L and M having the property that the scalar equation 
@‘+LJ&I+Md=O (5.15) 
has a strictly positive solution on I. 
Suppose that, Qp > 0, there exist positive numbers Al,,, pp, with ~1, < 1, and 
there exists a continuous function h, : iw + + [w f \ (0 >, 
with lim h,(s)/s2 = 0, 
s--t 12 
(5.16) 
cl,,, BP, h, being ‘such that, for 1x1 < p, Vt E Z, Vy E H, 
<X>f(4X,Y))G~, I.Yl’+P,, (5.17) 
I<yJ-(t,x>~))l Gh,(Iyl) Iyl. (5.18) 
Then, the boundary value problem (5.1), (5.2) has at least one solution. 
Proof As Eq. (5.15) is positively homogeneous, the positive solution I$ 
can be assumed to verify the following conditions: 
Id( Z R V’tEZ and Id(a)I > 4 M(b)1 > B. 
It is then easily verified that (5.14), (5.15) imply that condition (5.4) is 
fulfilled when 1x1 =4(t), (x, y) = 1x1 d’(t). On the other hand, taking 
p = 11411, conditions (5.17) and (5.18) will be used to obtain conditions (5.5) 
and (5.6) of theorem 3. It must be noted that a’ in (5.6) must be such that 
~1’ d (1 - ~x)~/8 I/#11 ; such a choice is of course possible, since h, verifies 
(5.16). The existence of a solution can thus be deduced from Theorem 3. 
Remark 1. Condition (5.14) could also be replaced by the stronger 
condition 
(x,f(t,x,y))l <L Ix1 lyl + M-q lx12, 
( > 
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as 
L2 
L I4 IYI GL I(x,y)I +qlx12- 
txTY)2 /x,2 + 1yj2, VL>O. 
Remark 2. Equation (5.15) can be shown to have a strictly positive 
solution if and only if 
h-a<2r(L,M) (5.19) 
where 
I-( L, M) = 20 .- if2 tanh ~- ’ (A/L) for a= L2-4M>O 
=2(-a)-‘i2 tan -‘(G/L) for a<0 
= 2/L for o=O 
(this result can be found in the book of Bailey, Shampine and Waltman 
[14]). When H= [w, condition (5.14) becomes simply 
sgn x.06 4 Y) G L I yl + M Ix/. (5.20) 
For a functionfverifying that inequality, the condition (5.19) is, in a sense, 
an optimal condition for the existence of a solution to the boundary value 
problem (5.1), (5.2). Indeed if b - a > 2r(L, M), functions f verifying 
(5.20), (5.17), (5.18) can easily be exhibited for which the problem (5.1) 
(5.2) has no solution. 
It is clear that other boundary value problems could be treated along the 
same lines. Depending on the boundary conditions, the growth of (x’, x”) 
would be limited according to the hypotheses of Theorem 1 or to the 
hypotheses of Theorem 2. 
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