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Abstract
We describe a miniversal deformation of invariant subspaces (with regard to a fixed en-
domorphism) by means of a technique which can be applied to obtain explicitly miniversal
deformations in a general orbit space. In addition, we present an application to the problem of
classifying invariant subspaces. © 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
In the last decade several authors [2–4,8,9] have studied deformations and per-
turbations of linear systems, by generalizing to pencils, pairs, etc., of matrices,
Arnold’s work for square matrices. In this paper, we tackle the new situation when
invariant subspaces are involved, or more precisely, the deformation of invariant
subspaces with regard to a fixed endomorphism. In fact, we describe (see Theorem
3.9) a miniversal deformation of an invariant subspace in the set of the ones having
the same restriction Jordan type.
We remark two additional points of interest. From a theoretical point of view, most
applications of Arnold’s techniques so far concern linear manifolds. As a novelty, the
manifold appearing here is the one of invariant subspaces having the same restriction
Jordan type, which, according to Shayman [7], is an orbit space. In fact, the technique
of reducing the problem to the “numerator” can be easily translated to more general
situations (see Remark 3.16).
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Secondly, we present an application to the open problem of the classification of
invariant subspaces (see Remark 3.2). Namely, we give a formula for the dimension
of the orbit (see Corollary 4.1), and, as an example, we classify the 5-dimensional
(3, 2)-invariant subspace of a (5, 3, 1)-nilpotent endomorphism of a 9-dimensional
vector space (see Example 4.4).
The organization of the paper is as follows. For the convenience of the reader,
in Sections 2, 3.1 and 3.2 we recall the basic definitions and results which will be
used in the paper: in Section 2, the ones concerning Arnold’s deformation techniques
(see [1]); in Section 3.2, the differentiable structure in the set of invariant subspaces
defined in [7]; in Section 3.1, the equivalence relation on it. We point out that Ref.
[7] concerns the algebraic and differentiable structure of Inv(p, q) (see Section 3.2),
as well as other topological properties. Since our goal is to apply Arnold’s technique
in order to obtain the semiuniversal deformation of a given invariant subspace, it is
necessary to precise which is the manifold of the considered objects (as well as the
group action on the manifold). That is the use we make of the results of Shayman
[7].
Next, we tackle the study of the deformations of invariant subspaces. Section 3.3
contains the statement of the main theorem (Theorem 3.9) characterizing the desired
versal deformation, and some examples. Section 3.4 is devoted to the proof of this
main theorem.
In Section 4, it is shown how the results in Section 3.3 can be applied, by means of
the key proposition (Proposition 4.3) to classify invariant subspaces (Example 4.4).
Throughout the paper, we denote by Cr×s the complex matrices having r rows
and s columns, and by C∗ r×s those having maximal rank. E will be an n-dimensional
complex vector space Gl(n) the linear group of invertible matrices n× n, and Gr(d)
the Grassman manifold of d-dimensional subspaces of E.
2. Arnold’s deformations
As we have mentioned in Section 1, in this section we recall the basic results on
deformations needed in what follows. See [1,8] for more details and proofs.
Let M be a differentiable manifold and G a Lie group acting on it. We consider
the equivalence relation associated to this action, so that the equivalence class of a
point x ∈ M is its orbit O(x) by the action
O(x) = {g · x, g ∈ G}.
We will assume that the orbit O(x) is a submanifold of M (as it will be in our case).
An l-parametrized (local) deformation of x ∈ M is a differentiable map φ : U −→
M , where U is a neighbourhood of the origin of Cl , and φ(0) = x. For example, any
local parametrization of a submanifold N ⊂ M containing x is a deformation of x.
It is called versal if for any other deformation
ψ : V −→ M, V ⊂ Ck,
J. Ferrer, F. Puerta / Linear Algebra and its Applications 332–334 (2001) 569–582 571
there is a neighbourhood V ′ ⊂ V , 0 ∈ V ′, a differentiable map
α : V −→ U, V (0) = 0,
and a deformation β : V −→ G of the identity element of G such that
ψ(v) = β(v) · φ(α(v)), v ∈ V ′.
Among the versal deformations, those having a minimal number of parameters are
called miniversal.
Theorem 2.1. In the above conditions, (any parametrization of ) the submanifold
N ⊂ M is a versal deformation of x ∈ N if and only if N is transversal to O(x) at
x, that is to say, if
Tx(N)+ TxO(x) = Tx(M),
where Tx(·) means the tangent space to (·) at the point x. Furthermore, it is miniver-
sal if and only if it is minitransversal, that is to say, if the sum is direct.
Notice that, if N is a miniversal deformation of x ∈ M , then
dimO(x) = dimM − dimN.
3. Deformation of an invariant subspace preserving an endomorphism
3.1. Equivalent invariant subspaces
We fix an endomorphismf : E −→ E, and we consider d-dimensional f-invariant
subspaces F ⊂ E (i.e., f (F ) ⊂ F ). Our aim is to deform invariant subspaces with
regard to the following natural equivalence relation.
Definition 3.1. Two f-invariant subspaces F and F ′ of E are said to be equivalent if
there is an automorphism f ∈ Aut(E) such that f ◦ h = h ◦ f , and h(F ) = F ′.
Notice that if we denote by G the subgroup of Aut(E)
G = {h ∈ Aut(E): h ◦ f = f ◦ h}
and we define the following action of G on Gr(d)
h · F = h(F ), h ∈ G, F ∈ Gr(d),
then the equivalence class of F is its orbit under this action.
Remark 3.2. The classification of invariant subspaces under the above equivalence
relation is an open problem, closely related to some classical problems in linear
systems theory and linear algebra. More precisely:
(i) It is equivalent, as it can be easily checked, to the problem of classifying pairs
of matrices (A,B) under linear changes of variables: (A,B) ∼ (A′, B ′) if and
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only if A = PA′P−1 and B = PB ′Q, for some non-singular matrices P,Q.
The obtention of a complete family of invariants is an open and difficult
problem.
(ii) In our case, it is clear that the Jordan invariants of the restriction endomorphism
of F and those of the quotient endomorphism of E/F are invariant under the
equivalence relation (Definition 3.1). But they are not a complete family of
invariants (see Remark 4.5).
(iii) In the linear algebra setting, it is known that it is closely related to the classical
problem of simultaneous similarity, that is to say, (A1, A2) ∼ (A′1, A′2) if and
only if A′1 = S−1A1S, A′2 = S−1A2S, for some non-singular matrix S. This
problem has been thoroughly studied in [5].
According to Shayman [7], the set of d-dimensional f-invariant subspaces of E is
not, in general, a differentiable manifold, but it can be stratified depending on the
Jordan invariants of the restriction, so that Arnold’s techniques can only be applied
on each stratum. In addition, we can reduce our study to the nilpotent case. Thus, we
fix a nilpotent endomorphism f : E −→ E having Jordan type p = (p1, p2, . . .),
and we consider d-dimensional invariant subspaces F ⊂ E such that the Jordan type
of the restriction of f to F is also fixed q = (q1, q2, . . .), where, as it is well known,
qi  pi , i = 1, 2, . . . According to the above notation, n = dimE = p1 + p2 + · · ·,
and d = dimF = q1 + q2 + · · · We denote by Inv(p, q) the subset of Gr(d) formed
by these subspaces.
Summarizing, we are in the conditions of Section 2, being M = Inv(p, q) and G
the subgroup of Aut(E) formed by those which commute with f.
3.2. The differentiable structure of Inv(p, q)
For the convenience of the reader, and in order to fix the notation, we recall the
differentiable structure of M as an orbit space introduced in [7]. We fix a Jordan basis
of E, and if Y ∈ C∗ n×d , we denote by Sp(Y ) the subspace spanned by its columns.
In general, if Y ⊂ C∗ n×d , Sp(Y) denotes the set of subspaces Sp(Y ) with Y ∈ Y.
Definition 3.3.
(1) A matrix is called lower diagonal (LD) if:
• it is constant along the diagonals
• the diagonals over some of the ones containing a corner entry are 0, for
example,

1 0 02 1 0
3 2 1

,

0 01 0
2 1

,
(
1 0 0 0
2 1 0 0
)
.
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(2) A partitioned matrix whose blocks are LD matrices will be called block lower
diagonal (BLD).
(3) We denote by BLD(p, q) the BLD matrices with regard to the block partition
(p, q), that is to say, whose rows are partitioned according to p = (p1, p2, . . .)
and whose columns are partitioned according to q = (q1, q2, . . .). We denote by
BLD∗(p, q) the matrices in BLD(p, q) having full rank.
Lemma 3.4.
(1) BLD∗(p, p) is the closed subgroup of Gl(n) formed by the non-singular matrices
which commute with the lower Jordan matrix of f.
(2) Analogously for BLD∗(q, q).
Proposition 3.5.
(1) If Y ∈ BLD∗(p, q), then Sp(Y ) ∈ Inv(p, q), and the columns of Y form a Jordan
basis of it.
(2) Conversely, for each F ∈ Inv(p, q) there is some Y ∈ BLD∗(p, q) such that
F = Sp(Y ).
(3) BLD∗(q, q) acts freely on BLD∗(p, q) on the right by matrix multiplication.
(4) Let Y, Y ′ ∈ BLD∗(p, q). Then Sp(Y ) = Sp(Y ′) if and only if there is some Q ∈
BLD∗(q, q) such that Y = Y ′Q.
Corollary 3.6. We can identify
Inv(p, q) = BLD∗(p, q)/BLD∗(q, q).
By means of this identification, one can define in Inv(p, q) a differentiable struc-
ture as an orbit space:
Theorem 3.7.
(1) The quotient space BLD∗(p, q)/BLD∗(q, q) has a differentiable structure, such
that the natural projectionπ is a submersion (that is to say, the linear map (dπ)x
is surjective for all x ∈ BLD∗(p, q)).
(2) With this differentiable structure, Inv(p, q) is a submanifold of the Grassman
manifold Gr(d).
Corollary 3.8. dim Inv(p, q) = dim BLD(p, q)− dim BLD(q, q).
3.3. Miniversal deformation of a subspace
Now we can tackle the key result:
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Theorem 3.9. Let F ∈ Inv(p, q). If F = Sp(Y ), Y ∈ BLD∗(p, q), then a miniver-
sal deformation of F in Inv(p, q) is formed by Sp(Y +W), where W is (a neigh-
bourhood of the origin of) the set of matrices W ∈ BLD(p, q), such that
trace(PYW∗) = trace(YQW∗) = 0 (1)
for all P ∈ BLD(p, p) and Q ∈ BLD(q, q). (In fact, for all P, Q of a respective
basis.)
Proof. Section 3.4 is devoted to prove this theorem. 
Example 3.10. Let p = (3, 1) and q = (2). According to Proposition 3.5, the ele-
ments in Inv(p, q) are planes spanned by the columns of the matrices of the form
Y =


0 0
a 0
b a
c 0


with a = 0. Notice that, in fact, the second column is just the image of the first one by
a (3, 1)-Jordan nilpotent matrix and that, in turn, the image of the second column is
0. Hence, as desired, both columns form a Jordan chain with regard to the eigenvalue
0.
According to Theorem 3.7, a miniversal deformation of Sp(Y ) is formed by the
subspaces spanned by the columns of the matrices
Y +W =


0 0
a 0
b a
c 0

+


0 0
w1 0
w2 w1
w3 0

,
where W satisfies (1) in Theorem 3.9.
In this case, a basis for BLD(p, p) is formed by
P1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

, P2 =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 0 0

, P3 =


0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

,
P4 =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

, P5 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

, P6 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

.
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and for BLD(q, q)
Q1 =
(
1 0
0 1
)
, Q2 =
(
0 0
1 0
)
.
Therefore, condition (1) in Theorem 3.9 is equivalent to
trace(PiYW∗) = 0, i = 1, 2, . . . , 6,
trace(YQjW∗) = 0, j = 1, 2,
that is to say,
aw1 + bw2 + aw1 = 0,
aw2 = 0,
0 = 0,
0 = 0,
cw2 = 0,
cw3 = 0,
aw1 + bw2 + cw3 + aw2 = 0,
aw2 = 0.
The solution is
w1 = w2 = 0,
cw3 = 0.
Therefore, two possibilities arise, according to c being 0 or not:

0 0
a 0
b a
0 0

+


0 0
0 0
0 0
w3 0

,


0 0
a 0
b a
c 0

+


0 0
0 0
0 0
0 0

.
Remark 3.11. In order to simplify the computations, Theorem 3.9 allows us to
choose the most suitable representative Y of the subspace F to be deformed. So in
Example 3.10, we can assume a = 1 and b = 0. (It is concordant with the fact that
dim Inv(p, q) = 3 − 2 = 1.) This simplification leads to the following equivalent
description of the two possible miniversal deformations:

0 0
1 0
0 1
0 0

+


0 0
0 0
0 0
w3 0

,


0 0
1 0
0 1
c 0

+


0 0
0 0
0 0
0 0

.
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Example 3.12. Let p = (5, 3, 1) and q = (3, 2). In this case, dim Inv(p, q) = 12 −
9 = 3. According to Remark 3.11, for any F ∈ Inv(p, q) one of the following
matrices can be taken as a representative:
Y (a, b, c) =


0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
a 0 0 0 0
0 a 0 1 0
0 0 a 0 1
b 0 0 c 0


, Y (b′, c′) =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
b′ 0 0 c′ 0


.
Proceeding as in Example 3.10, the solutions W of (1) in Theorem 3.9 for the first
one are
W(a, b, c) =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
w1 0 0 0 0
w2 w1 0 w4 0
0 w2 w1 0 w4
w3 0 0 w5 0


,
where
3aw1 + bw3 = 0,
aw2 = 0,
2w2 + cw3 = 0,
aw3 = 0,
bw3 + cw5 = 0,
aw4 = 0,
2w4 + cw5 = 0,
that is to say,

3a 0 b 0 0
0 a 0 0 0
0 2 c 0 0
0 0 a 0 0
0 0 b 0 c
0 0 0 a 0
0 0 0 2 c




w1
w2
w3
w4
w5

 = 0.
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Depending on the values of a, b, c, the previous equations result in
a = b = c = 0: w2 = w4 = 0,
c = 0, a = b = 0: w4 = 0, w2 = −(c/2)w3,
b = 0, a = c = 0: w2 = w3 = w4 = 0,
a = 0, c = 0: w1 = w2 = w3 = w4 = 0,
b, c = 0, a = 0: w2 = w3 = w4 = w5 = 0,
a, c = 0: w1 = w2 = w3 = w4 = w5 = 0.
3.4. Proof of Theorem 3.9
Lemma 3.13. Let F,F ′ ∈ Inv(p, q), and Y, Y ′ any representative in BLD∗(p, q).
Then, F, F ′ are equivalent if and only if there is P ∈ BLD∗(p, p) and Q ∈
BLD∗(q, q), such that Y ′ = PYQ.
Proof. We recall that F,F ′ ∈ Inv(p, q) are equivalent if and only if there is
h ∈ Aut(E) such that f ◦ h = h ◦ f and h(F ) = F ′. According to Lemma 3.4, the
matrices (in the fixed Jordan basis of E) of the automorphisms commuting with
f are just those in BLD∗(p, p). Hence, F,F ′ are equivalent if and only if there
is P ∈ BLD∗(p, p), such that F ′ = Sp(Y ′) = Sp(PY ). Finally, we apply (4) of
Proposition 3.5. 
Therefore, the equivalence relation defined in Inv(p, q) corresponds to the ac-
tion of the group BLD∗(p, p) defined by P · Sp(Y ) = Sp(PY ), and if we consider
the group G = BLD∗(p, p) × BLD∗(q, q), with (P,Q) · (P ′,Q′) = (PP ′,Q′Q),
acting on BLD∗(p, q) by (P,Q) · Y = PYQ, Lemma 3.13 can be reformulated as
follows:
Corollary 3.14. Sp−1(O(Sp(Y )) = O(Y ).
The following proposition gives a practical method of obtaining a miniversal de-
formation of F ∈ Inv(p, q). Notice, first of all, that BLD∗(p, q), Inv(p, q) as well as
the groups acting on these manifolds are algebraic varieties, so that the corresponding
orbits O(Y ), O(Sp(Y )) are submanifolds of BLD∗(p, q) and Inv(p, q), respectively
(see [6, (8.3)]).
Proposition 3.15. Let F ∈ Inv(p, q). If F = Sp(Y ) and N is (a neighbourhood of
Y in) a submanifold of BLD∗(p, q) minitransversal to O(Y ) at Y, then Sp(N) is a
miniversal deformation of F in Inv(p, q).
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Proof. Since the natural projection
Sp : BLD∗(p, q) −→ BLD∗(p, q)/BLD∗(q, q)
is a submersion, there are coordinate systems
ϕ : U −→ BLD∗(p, q), U ⊂ Ck × C/, ϕ(0) = Y,
ψ : V −→ BLD∗(p, q)/BLD∗(q, q), V ⊂ Ck, ψ(0) = Sp(Y ),
such that π ≡ ψ−1 ◦ Sp ◦ ϕ : U −→ V is the natural projection
(x1, . . . , xk, y1, . . . , y/) −→ (x1, . . . , xk).
Then
ϕ−1(O(Y )) = ϕ−1(Sp−1(O(Sp(Y ))))
= π−1(ψ−1(O(Sp(Y ))))
= (ψ−1(O(Sp(Y )))× C/) ∩U.
It is clear now that, if N is minitransversal to O(Y ) at Y, so that
T0ϕ
−1(N)⊕ T0ϕ−1(O(Y )) = Ck × C/,
then
T0π
(
ϕ−1(N)
)⊕ T0ψ−1(O(Sp(Y ))) = Ck.
Therefore, Sp(N) is minitransversal to O(Sp(Y )) at Sp(Y ). 
Remark 3.16. Notice that the proof of the previous proposition makes use essen-
tially of the fact that π is a submersion. So it can be easily generalized to more
general manifolds having the structure of an orbit space.
In order to apply Proposition 3.15, we characterize the tangent space to O(Y ):
Lemma 3.17. Let Y ∈ BLD∗(p, q). Then the tangent space T to its orbit O(Y ) at
Y is
T = {PY + YQ; P ∈ BLD(p, p), Q ∈ BLD(q, q)} ⊂ BLD(p, q).
Proof. T is the image of the differential (at the identity) of the map Y : G −→
O(Y ) defined by Y (P,Q) = PYQ. Then the lemma follows immediately from
the following computation:
Y ((Ip, Iq)+ ε(P,Q)) = (Ip + εP )Y (Iq + εQ)
= Y + ε(PY + YQ)+ ε2 · · · ,
where (Ip, Iq) is the identity element of G and (P,Q) belongs to the tangent space
to G at (Ip, Iq), that is to say, (P,Q) ∈ BLD(p, p) × BLD(q, q). 
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Finally, we take N a neighbourhood of Y in Y +W, beingW the orthogonal to T
above with regard to the following scalar product:
〈X,W 〉 = trace(XW∗)
so that W is the set of W ∈ BLD(p, q) satisfying
trace(PYW∗ + YQW∗) = 0.
By linearity, it is equivalent to condition (1) of Theorem 3.9, and again by linearity
it can be reduced to respective bases of BLD(p, p) and BLD(q, q).
4. Application to the determination of the equivalence classes
A typical application of the deformation theory is to compute the dimension of
the orbit (that is to say, the equivalence class) of each element, as the codimension
of a miniversal deformation:
Corollary 4.1. dimO(F) = dim Inv(p, q)− dimW.
Example 4.2. In Example 3.10, it is quite obvious (see Remark 3.11) that there are
two orbits: O1 = Sp(Y (0)); O2 = Sp(Y (c)), c = 0, where
Y (c) =


0 0
1 0
0 1
c 0

.
So it is immediate that dimO1 = 0; dimO2 = 1.
The same results can be obtained by means of Corollary 4.1 and the computation
ofW in Example 3.10.
This example is quite particular because, in general, the determination of the
equivalence classes in Inv(p, q) is a non-trivial problem. However, from Corollary
4.1 some insight can be derived with regard to this problem.
In fact, we can consider the partition of Inv(p, q) according to the dimension of
W, that is to say, we denote by Wk the set of F ∈ Inv(p, q), such that the dimension
of a miniversal deformation of F is k; thus, we have that Inv(p, q) =⋃Wk , 0 
k  dim Inv(p, q). Notice that some Wk can be empty. Then if F ∈ Wk and F ′ ∈
Wk′ , with k = k′, we know that F and F ′ are not equivalent. So belonging to the
same Wk is a necessary condition in order that two subspaces can be equivalent. Of
course, this is not a sufficient condition, but in some cases it turns out that the above
partition is just the one of Inv(p, q) by orbits or equivalence classes, as the following
proposition shows:
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Proposition 4.3. With the above notation, let D be a connected component of Wk,
x ∈ D and O, the connected component of the orbit of x such that x ∈ O . Therefore,
if the partition of M by the connected components of the orbits is locally finite, then
O = D.
Proof. Because dimW is constant along the orbits, it is clear that O ⊂ D. For the
opposite inclusion, it is sufficient to see that O is open in D. Assume that, contrarily,
for some point x ∈ O there is a sequence of points of D −O converging to x.
Because of the local finiteness assumption, some subsequence must be contained
in another connected componentO ′ ⊂ E of an orbit, so that x is adherent to O ′ (and
recall x ∈ O). Then, the closed orbit theorem (see, for example, [6, (8.3)]) implies
dimO < dimO ′, which is incompatible with the fact that O,O ′ ⊂ D. 
Example 4.4. From Example 3.12, we have
dimW(a, b, c) = 5 − rank


3a 0 b 0 0
0 a 0 0 0
0 2 c 0 0
0 0 a 0 0
0 0 b 0 c
0 0 0 a 0
0 0 0 2 c


,
so that dimW(a, b, c) is constant in the stratification of C3 by the coordinates a, b,
c, that is to say, in each V1, . . . , V8, where C3 =⋃Vi and V1 = {a = b = c = 0},
V2 = {a = b = 0, c = 0}, etc. More precisely,
dimW(0, 0, 0) = 3,
dimW(0, 0, ∗) = 2,
dimW(0, ∗, 0) = 2,
dimW(∗, 0, 0) = 1,
dimW(0, ∗, ∗) = 1,
dimW(∗, 0, ∗) = 0,
dimW(∗, ∗, 0) = 1,
dimW(∗, ∗, ∗) = 0,
where ∗ means a non-zero value of the corresponding variable. Therefore, in the
subset of Inv(p, q) formed by the subspaces represented by matrices of the form
Y (a, b, c), we have the following connected components of the partition according
to dimW:
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0-dimensional: D1 = Sp(Y (0, 0, 0)),
1-dimensional: D2 = Sp(Y (0, 0, ∗)),
D3 = Sp(Y (0, ∗, 0)),
2-dimensional: D4 = Sp(Y (∗, b, 0)),
D5 = Sp(Y (0, ∗, ∗)),
3-dimensional: D6 = Sp(Y (∗, b, ∗)).
According to Proposition 4.3, we can conclude that they are just the orbits, provided
that the hypothesis about local finiteness holds in this case. In fact, only a finite
number of orbits appears in {Sp(Y (a, b, c))}. In order to see this, let us consider the
equality
PY(a, b, c)Q = Y (xa, ya + zb, zc/x),
where
P =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 x 0 0 0
0 0 0 0 0 0 x 0 0
0 0 0 0 0 0 0 x 0
0 0 0 0 0 y 0 0 z


, Q =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 u 0
0 0 0 0 u


being x = 0, z = 0 and u = 1/x. Then from the above equality one can check that
any two subspaces belonging to the same Vi , 1  i  8, are equivalent.
In a similar way, the subset formed by the subspaces represented by matrices
of the form Y (b′, c′) can be studied. Summarizing, the following description of the
equivalence classes in Inv(p, q) is obtained:
0-dimensional: O1 = Sp(Y (0, 0, 0),
1-dimensional: O2 = Sp(Y (0, 0, ∗),
O3 = Sp(Y (0, ∗, 0),
2-dimensional: O4 = Sp(Y (∗, b, 0) ∪ Sp(b′, 0),
O5 = Sp(Y (0, ∗, ∗),
3-dimensional: O6 = Sp(Y (∗, b, ∗) ∪ Sp(b′, ∗).
Remark 4.5. As we have pointed out in condition (ii) of Remark 3.2, the partition
obtained in equivalence classes is strictly finer than the one depending on the Jordan
type of the quotient endomorphism of E/F . In fact, observe that those subspaces in
the different orbits O2, O3, O4 and O5 have the same Jordan type for the restriction
and for the quotient.
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