Two key challenges lie in the facial attractiveness computation research: the lack of discriminative face representations, and the scarcity of sufficient and complete training data. Motivated by recent promising work in face recognition using deep neural networks to learn effective features, the first challenge is expected to be addressed from a deep learning point of view. A very deep residual network is utilized to enable automatic learning of hierarchical aesthetics representation. The inspiration to deal with the second challenge comes from the natural representation of the training data, where each training face can be associated with a label (score) distribution given by human raters rather than a single label (average score). This paper, therefore, recasts facial attractiveness computation as a label distribution learning problem. Integrating these two ideas, an end-to-end attractiveness learning framework is established. We also perform feature-level fusion by incorporating the low-level geometric features to further improve the computational performance. Extensive experiments are conducted on a standard benchmark, the SCUT-FBP dataset, where our approach shows significant advantages over the other state-of-the-art work.
images have become pervasive in every aspect of human life, thus leading to an emerging topic-automatic computation of facial attractiveness-in the computer vision community. This facilitates the development of real-world applications such as unconstrained facial beauty assessment [3] , beauty-based face retrieval [4] , facial image retouching [5] , [6] , and face makeover recommendation [7] , [8] . Unlike the task of photo quality assessment which considers lighting effects and photographic composition to evaluate the aesthetics of portrait photos [9] , [10] , the facial attractiveness computation research concentrates solely on the attractiveness of faces and attempts to decode it automatically and reliably.
Although substantial progress has been achieved in face attractiveness computation research, various challenges remain. The first outstanding challenge is the lack of an accurate face representation that captures the salient elements of attractiveness. Many heuristics rules have been developed over the years, therein inspiring researchers to manually design various features in most early studies. The features can be geometric, as well as appearance-based descriptors either at local or holistic scales [11] . However, there remain no conclusive findings on to what degree different types of features contribute to facial attractiveness. The effectiveness of the face representation and its characterized features are the main reason for performance bottleneck in attractiveness computation.
The face representations proposed in the existing literature can be divided into feature-based, holistic, and hybrid representation [12] , [13] . In the feature-based approach, researchers derive a diverse set of features, including geometric, texture, color and other structural features [14] [15] [16] [17] [18] , from a face as its aesthetics-aware predictors. Since features are always artificially handcrafted and selected for a particular experimental dataset, the interpretation of the extracted features is intuitive from a human perspective; the downside is that intensive manual work is inevitable, and the extracted features tend to lack universality. Moreover, some discriminative features may not be detected because of human bias.
The holistic approach is proposed to overcome the limitations of handcrafted features. Such approach extracts features from the whole face and examines the spatial interrelationships between these features. A typical representation of a face in the holistic approach can be a long concatenated vector of the raw facial image or the low-dimensional version after applying dimensionality reduction such as Eigenfaces [18] , [19] and manifolds [20] . Recently, up-to-date deep learning methods, especially convolutional neural networks (CNNs) and their variations, have been applied to automatically learn a hierarchical and higher-level face representation for facial attractiveness computation tasks. Even under the shallow and plain architectures, such as one-layer auto-encoder [21] , twolayer convolutional restricted Boltzmann machine (CRBM) [22] , two-layer convolutional principal component analysis filter-based network (PCANet) [4] , [11] , and six-layer CNN [23] , [24] , superior performance has been achieved compared to traditional handcrafted and holistic features.
The hybrid representation integrates the above two representations in some form. Since different types of features usually contain different aesthetic information about the face, their fusion is expected to achieve better performance than either feature set [4] , [18] , [19] , [21] , [25] . Because face attractiveness is a complex concept with as of yet no universally accepted representation, we are motivated to determine the effective visual characteristics by an appropriate hybrid representation.
The second key challenge in predicting face attractiveness is the scarcity of "sufficient and complete" training data. A large dataset ("sufficient") with diverse faces ("complete") is critical at the outset of the development of facial attractiveness computational models. Faces at all levels of attractiveness, especially extremely beautiful faces, should be included to provide different resolutions to facial attractiveness [12] . The publicly available databases for attractiveness computation typically contain no more than a few thousands faces, most of which are of average attractiveness; a very limited number of faces are considered to be very attractive. A recently-proposed benchmark, the SCUT-FBP dataset [23] , has collected a higher percentage of beautiful faces than the general population; however, the size of the dataset (500 facial images) remains too small to develop a powerful learning algorithm.
In order to reinforce the attractiveness learning process and improve the generalization ability of the computational model on the available small datasets, additional knowledge need to be considered. Our idea is inspired by the natural representation of collected attractiveness scores. Normally, the quantitative analysis of facial attractiveness is formulated as a classification or regression problem. A typical method to derive an approximation of true attractiveness labels (scores) is to survey a diverse group of human raters who assign individual scores to a set of faces. The average score of all the raters for each face is then defined as its ground-truth label in the subsequent classification or regression task [12] , [13] . However, the average score is not always a good indicator of universally accepted preference, especially for controversial faces. In contrast, the score distribution across different raters provides more aesthetics-degree information of a face than a single score. Fig. 1 illustrates this contrast between the average attractiveness score versus the score distribution (using a 5-point scale) of one face. It can be observed that there is a range of scores for a single face, and a distribution more accurately represents the full extent of the attractiveness of the face. In this sense, a straightforward idea is to employ a novel machine learning paradigm-label distribution learning (LDL) [26] -since the score distribution can be viewed as a natural representation of a label distribution. LDL provides us an alternate view of the attractiveness learning process, where Fig. 1 . The average attractiveness score and score distribution of one face in the SCUT-FBP dataset [23] . each face will be mapped to a label distribution instead of a single label. Therefore, we recast facial attractiveness computation as an LDL problem rather than a traditional single-label learning task. The LDL is able to deal with insufficient and incomplete training data, since each face is expected to contribute to the learning of a number of attractiveness levels.
In this work, we intend to explore deeper facial aesthetics features by learning features from raw images directly through deeper architecture. A very deep convolutional residual network (ResNet) [27] , which takes RGB raw images as inputs and automatically learns an effective face representation, is utilized. Inspired by the nature of the score distribution associated with each face instance, the facial attractiveness computation is formulated as an LDL problem. We integrate the idea of label distribution learning and deep feature learning into an end-to-end attractiveness learning framework. We are also interested in leveraging the deep high-level and low-level geometric features, and exploring the role of feature fusion to further improve the attractiveness prediction. A newly constructed benchmark SCUT-FBP dataset is used to demonstrate the superiority of our approach. In summary, the main contributions of this work are as follows.
1) By investigating the natural representation of attractiveness score collection, we suggest a novel paradigm for facial attractiveness computation, i.e., associating each training instance with a label distribution and recasting the task as a label distribution learning problem. 2) The pre-trained ResNet is exploited and adaptively transferred to our task. An end-to-end attractiveness learning framework is proposed accordingly. In comparison to the related work that used shallow architectures (typically several layers), this is the first to leverage the power of the very deep network to predict facial attractiveness. 3) Our framework incorporates low-level geometric features, which are more discriminative than those heuristic features commonly used in the existing methods, to further boost the attractiveness prediction performance. The experimental results have demonstrated the effectiveness of our method for the task of facial attractiveness computation. The remainder of this paper is organized as follows. In Section II, we review the existing work related to facial attractiveness computation as well as LDL and its applications. The details about the aesthetics-aware feature extraction and LDL model are proposed in Section III. The experimental settings, performance results, and the related analysis are presented in Section IV. Finally, Section V is devoted to the main conclusions and future work.
II. RELATED WORK
Previous facial attractiveness computation research focused on exploring handcrafted features such as geometric, texture, color, as well as holistic descriptors. Geometric features are the most commonly used aesthetics-aware predictors in face attractiveness analysis in terms of the facial landmark position, distances between the landmarks, and ratios of the distances [16] [17] [18] [19] , [25] . Typical geometric features are artificially designed based on heuristics and universal rules of beauty such as Golden ratios, the Facial Fifths and Thirds, and the Symmetry Theory [15] , [17] , [28] . Widely investigated texture features are Gabor filter responses, local binary patterns (LBPs) and skin smoothness indicators [14] , [19] . Active appearance model (AAM) parameters, which encode both facial shape and texture information, are also extracted as potential features [4] . Color features include color symmetry, hue, saturation and value (HSV) coordinates, and color distribution [14] , [18] . Holistic descriptors, like Eigenface [18] , [19] , [25] , manifold [20] , and face shape model [29] , contain the information of the whole face.
Research on handcrafted and holistic features has led to some early success; however, these features are low-level features extracted from images. With state-of-art deep learning methods, it has now become possible to automatically learn higher levels of image representations, which have been reported to achieve promising performance for many vision applications. Krizhevsky et al. [30] trained a deep CNN on the ImageNet database [31] and achieved substantial increase in performance in classification tasks. Since then, various classical architectures of deep CNNs have been proposed, when transfer learning becomes popular. The learned features from pre-trained CNN models can be efficiently transferred to new visual classification or recognition problems with remarkable results [32] , [33] .
The effectiveness of CNNs and variations has been cursorily explored in facial attractiveness computation. Gray et al. [34] were the first to develop a hierarchical feed-forward model, which can be seen as a form of CNN, to extract multi-layer appearance features for attractiveness prediction. Wang et al. [21] trained pairs of one-layer auto-encoders from low-level features. Even under such shallow networks, the learned features were proven to be more attractiveness-aware than the traditional lowlevel features. Gan et al. [22] utilized deep self-taught learning and CRBM to learn human-like predictors, which outperformed the Eigenfaces, Gabor features, and LBP. In the work [4] , the face representations extracted from two-stage PCANet were validated for attractiveness prediction task, and the performance was further enhanced by an optimal fusion with LBP and AAM features. Xu et al. [24] constructed a six-layer CNN model with the detail layer image to investigate the most discriminative facial attractiveness attributes. Very recently, the 16-layer pretrained VGGNet [35] was used to extract powerful deep features for attractiveness preference prediction [36] . To some extent, the deeper architectures could extract more discriminative features.
Motivated by the very recent residual network trained with hundreds of layers [27] , our work aims to transfer the pre-trained ResNet to facial attractiveness computation task with currently available but small datasets, and further boost the performance by incorporating the low-level geometric features.
Conventional facial attractiveness computation is formulated as a classification or regression problem. After the feature extraction, the next step is to develop an effective classifier [16] , [20] or regressor [21] , [28] that takes features and average scores as the inputs. Many regression-based methods have been adapted to learn a mapping between multi-dimensional features and scores [22] , [23] , [25] . The key aspects of this kind of singlelabel learning framework lie in either the improved features or more sophisticated regression algorithms.
The LDL is a novel machine learning paradigm recently proposed for facial age estimation [37] . It was found that age is an ambiguous variable and faces with adjacent ages are strongly correlated; in other words, one age might be used to learn its neighbors. These observations form the basis of LDL theory, the main idea of which is to utilize the adjacent ages when learning a particular one. Therefore, a proper label distribution, representing the extent to which each label describes the overall instance, has been generated for each face. Customized LDL algorithms such as IIS-LLD and CPNN have also been proposed [37] . The problem of crowd counting shares the same characteristics as facial age and has successfully adopted the LDL framework to achieve outstanding performance [38] .
Facial attractiveness appears similar to facial age, i.e., changes in attractiveness are a relatively slow and smooth process, and faces at adjacent beauty levels are highly correlated. More importantly, the score distribution of each face, which is naturally viewed as a representation of label distribution, can be derived directly from the rating procedure whereby multiple labeling sources assign scores to faces. Thus, the existing LDL paradigm is an ideal match for the task of attractiveness computation. A similar application like pre-release movie rating prediction is given in [39] , where another LDL-based algorithm named LDSVR was proposed.
It is worth mentioning that although the label distribution aggregates attractiveness scores from multiple raters and thus captures the inter-rater variability, this paper is aimed at predicting the universal facial attractiveness preference shared by the group of observers rather than the personalized preference of a particular individual. Personalized facial attractiveness computation is a potentially more challenging task because it takes previous ratings from a target person or other people with similar preferences to develop an individualized model. Such models are useful when person-specific attraction to faces is required, for example, in online dating services for recommending partners. Several representative works can be found in [19] and [36] ; however, the prediction accuracy reported is inferior to universal models.
III. THE PROPOSED ATTRACTIVENESS COMPUTATIONAL MODEL
The overview of our framework is illustrated in Fig. 2 . Each face instance is annotated with a label distribution collected from multiple human raters, rather than the average-score label. A hybrid face representation is extracted, including the high-level hierarchical features from the deep residual network and low-level geometric features. Feature-level fusion is then performed to form a concatenated vector of these two types of features. A neural-network-based label distribution model is adapted to learn a mapping between the feature vector and the label distribution. Once the model is developed, it can be used for predicting the attractiveness-label distribution of an instance.
A. Label Distribution of Attractiveness
As discussed in Section I, the score distribution collected from human raters can be viewed as a natural representation of a label distribution. Following the definitions in [26] , we regard the attractiveness scores offered for the rating procedure as the complete set of labels y = {y 1 , y 2 , . . . , y c }, and the probability distribution of rating scores as the label distri-
x denotes the description degree (distribution) of the label y j to the instance x. The description degree represents the extent to which each label describes the overall instance, under the constraint c j =1 d y j x = 1 meaning that the label set y fully describes the instance.
The average score of all the raters is the most popular ground-truth label in current attractiveness model. In contrast, one novelty of this paper lies in the fact that we associate each face instance with a label distribution, which provides more aesthetics-degree information of the face. Fig. 3 shows several examples of different label distributions with five labels for faces with similar average score. In Case (a), two instances with almost the same average score are described by different sets of labels, e.g., in Fig. 3 (a) -left, instance x 1 (shown in red) is described by the label set {y 2 , y 3 , y 4 , y 5 } when x 2 (shown in blue) is described by only the labels y 4 and y 5 . In Case (b), two instances are described by the same label set, and the general patterns of the two distributions appear similar, which means that their peaks appear at the same label. However, some label description degrees vary considerably, representing different variances of two sets of rating scores. For example, in Fig. 3 (b) -left, both distributions D 5 (shown in red) and D 6 (shown in blue) show some skew to the left, and both peaks appear at label y 4 ; however, {d y 4
x 5 , d y 5
225} vary most among the description degrees inducing different standard deviations. In Case (c), although two instances are described by the same label set, the general patterns of the two distributions are dissimilar, which means that their peaks occur at different labels. As shown in Fig. 3(c) , the distribution D 9 shows some left skew, while D 10 is bimodal; the peak of D 11 is at y 3 , while the peak of D 12 is at y 2 . Fig. 3 reinforces the significance of the label distribution over the conventional average score. The average score is not always a fair representation of crowd attractiveness preference since the averaging process weakens the influence of relative extremely lower and higher scores. The label distribution, on the other hand, not only incorporates the general tendency of the crowd preference but also reveals the variability within it. In other words, the label distribution introduces additional aestheticsdegree knowledge of faces, and therefore is applied as the ground truth to our attractiveness modeling.
B. Feature Extraction 1) High-Level Face Representation Learning:
In this work, we aim to leverage the power of the very recently developed deep residual network [27] to automatically learn a high-level aesthetics face representation for predicting attractiveness. The original ResNet was specially designed for the ImageNet classification challenge. The architecture utilized here is an adapted version of the ResNet, i.e., all layers are kept except for the last fully-connected layer. The network takes fixed-size inputs (224 × 224 × 3), however, it is not appropriate to resize the facial images directly since their size and aspect ratios will affect the visual aesthetics of the faces. Instead, we first extract the face region from each original image, making it possible to concentrate solely on the attractiveness of the face itself. We then pad the border pixels with zeros to the shorter side of the image and resize it to generate a normalized square input for our network.
The details of the ResNet architecture can be found in [27] . Basically, it contains a convolutional layer, a max-pooling layer, and four convolutional "bottleneck" blocks followed by an average-pooling layer. Batch normalization is performed after each convolution layer. The depth of the architecture depends on the number of four blocks. For the 50-layer ResNet (ResNet-50) and 101-layer ResNet (ResNet-101), the number of blocks is {2, 3, 5, 2} and {2, 3, 22, 2}, respectively.
It is challenging to train an effective ResNet on a small experimental dataset due to high likelihood of severe over-fitting. To mitigate this problem, the ResNets pre-trained on the ImageNet dataset [31] are exploited as an initialization in our task. 1 Several augmentation techniques including the standard color augmentation [30] , rotation, and contrast enhancement are used to generate diverse training samples. We then fine-tune the ResNets using the augmented data.
2) Low-Level Geometric Feature Extraction: One of the unique aspects of this work is how the low-level geometric features are selected. In previous work, researchers took a predefined set of features based on heuristics and universal rules of beauty (e.g., Golden ratios, and the Facial Fifths and Thirds) as the aesthetics-aware predictors. These handcrafted features are generally derived from cognitive findings in social sciences. Such rule-driven feature extraction tends to lack universality because diverse features are used in different studies. In contrast, we use a data-driven approach [40] to determine which subset of features is important for beauty perception from an exhaustive pool of candidates. This is a significantly different perspective on attractiveness computation as all the features are treated equally without bias towards previous claim of their relevance to attractiveness.
The geometric features are derived in three steps: facial landmark detection, candidate feature extraction, and incremental feature selection. Based on a set of detected facial landmarks, three types of geometric features are extracted (i.e., ratios, angles, and vertical inclinations), of which the most discriminative subset is then incrementally selected as our final attractivenessaware geometric predictors.
Based on our previous work in [41] , 82 facial landmarks are automatically annotated. Procrustes analysis [42] is then applied to normalize each face into a pre-shaped space. Candidate features including ratios, angles and vertical inclinations are induced by the landmark set. From the 82 facial points, 3321 line segments connecting any two points (C 2 82 , where C is the combination function) can be obtained, which induce 3321 vertical inclinations. Angle features are formed by any two lines; thus, a total of 5,512,860 angles (C 2 3321 ) can be obtained. Similarly, 11,025,720 ratios (P 2 3321 , where P is the permutation function) are derived from 3321 facial distances. Note that the permutation function is used instead of combination, since the arrangement of two distances in a ratio as the antecedent or consequent may have different effects on attractiveness perception. All possible ratios, angles, and inclinations constitute an for each incremental set do 5:
Run stepwise regression to select most discriminative features; 6:
Add selected discriminative features to current S; 7: end for 8: S 0 ← S; 9: until size(S 0 ) ≤ n t 10: return S exhaustive pool of candidate features. The illustration of the facial landmark distribution and examples of candidate features are given in Fig. 4(a) -(c).
While most candidate features are unlikely significant for attractiveness determination and their intrinsic dimension should not be high, the stepwise regression [43] is applied to select the most important features from the original set of candidates. The main idea of the stepwise regression can be found in [40] . In practice, selecting the discriminative ones from such large number of features in a one-step procedure is computationally intractable. Therefore, in this paper, we partition the original feature set into smaller subsets and run the stepwise regression in batch on the subsets to incrementally select the most discriminative features. This process may be repeated if the size of the selected subset remains too large to be input into the final LDL model. The algorithm is named Incremental Feature Selection (IFS) and summarized in Algorithm 1.
We first perform the IFS algorithm on the original sets of ratios, angles, and vertical inclinations separately, and then pool the selected features together and run a second-stage IFS. As a result, a combined subset of 38 most discriminative features (19 ratios, 17 angles, and 2 inclinations) is identified as our final geometric predictors. The top ten features ranked by their significance are visualized in Fig. 4(d) . Although the interpre-tation of these measures is not intuitive, some general insights into the nature of the discriminative structural information can be obtained. The selected features are predominantly associated with the facial regions of eyebrows, eyes, nose, and chin, while the mouth, cheeks, and upper face contour fail to show clear correlation with attractive traits.
C. Label Distribution Model Development
In this work, facial attractiveness computation is formulated as an LDL problem (shown in Fig. 2) . The extracted features and the label distribution of instances are fed into a label distribution model, which aims to learn a mapping between them. According to the discussion in [26] , there are three strategies in designing LDL algorithms: two indirect strategies including problem transformation and algorithm adaption, and one direct strategy of specialized algorithms. The specialized algorithms are expected to be best suited to the LDL problem because they attempt to perform the optimization for LDL directly. After preliminary experimentation with existing LDL algorithms, it is found that label distribution support vector regressor (LDSVR) [39] performs the best.
In our framework, we design a simple neural network to deal with label distributions, which can also be trained together with the above feature learning. The network consists of a fully-connected layer with the number of neurons equal to the total number of labels, and a softmax layer followed by a loss layer. Given a training set
. , d y c
x i } is the label distribution associated with the instance (feature representation) x i , the label distribution learning process is to train a set of network parameters θ to generate a probability distribution p(y|x i ; θ) for the label set y, which is similar to D i . By feeding x i into the c-neuron fullyconnected layer, a distribution of c components is produced. To ensure that the components satisfy the constraints of the description degree mentioned in Section III-A (i.e., d y j
x i ∈ [0, 1] and c j =1 d y j
x i = 1), an additional normalization process is performed by the softmax layer:
Finally, the Euclidean distance and Kullback-Leibler (KL) divergence are defined as the loss function measuring the similarity between the ground-truth distribution D i and the predicted distribution p(y|x i ; θ). The objective of the label distribution model is to minimize either of the following overall losses:
It is worth noting that the feature learning module and our label distribution model can be regarded as an integrated network for attractiveness learning. To optimize (2), the fine-tuning for ResNet and training of the label distribution model parameters θ are implemented together using the stochastic gradient descent (SGD) method with the backpropagation algorithm. Thus, the entire attractiveness learning framework is end-to-end.
IV. EXPERIMENTS AND RESULTS
In this section, we report the results of our experiments on a benchmark dataset to demonstrate the effectiveness of our facial attractiveness computational model. The dataset, implementation details, and evaluation measures are first introduced. The experiments have five main purposes: 1) to verify the power of ResNet in learning high-level face representations for facial attractiveness prediction; 2) to demonstrate the effectiveness of label distributions in attractiveness learning; 3) to demonstrate the effectiveness of feature-level fusion; 4) to compare our model with the state of the art; and 5) to present the qualitative analysis of our model and evaluation results on other datasets.
A. Dataset and Implementation Details
The SCUT-FBP dataset 2 [23] is used in the experiments to evaluate the performance of our approach. It contains highresolution facial images of 500 Asian females, of similar age, with almost neutral expression. The faces are in a frontal-on position, with minimal accessories and occlusion. We first preprocess the original images before the following experiments by extracting the face region where the neck and other body parts have almost been removed. This makes it possible to concentrate solely on the attractiveness of the faces themselves.
Each face was rated by approximately 70 human raters on a 5-point scale, where 1 means strong disagreement about the face being beautiful (i.e., being the least attractive) and 5 means strong agreement about the face being beautiful (i.e., being the most attractive). All the ratings have been verified as reasonable and appropriate, and they were ultimately recorded in the dataset, which enable us to calculate the score distribution and the average score for each image.
Following the data partition setting in [24] , 400 images are randomly selected as the training set, and the remaining 100 images as the test set. Several augmentation techniques are used to enlarge the size of the training data to 8,000. The steps of the feature extraction and LDL model development are applied to the training set only. The trained model is then evaluated on the non-overlapped test set. 2 [Online]. Available: http://www.hcii-lab.net/data/SCUT-FBP/ The experiments are conducted on the deep learning platform of Caffe [44] . For high-level feature learning, we initialize network weights with pre-trained models. The low-level geometric feature extraction is a separate process and is performed in advance. The deep features and geometric features are then concatenated via a "concat" layer and fed into our label distribution model. In the end, the feature extraction module and label distribution model are trained together by the SGD method with the back propagation algorithm. We fix the batch size to 5 and the weight decay to 0.0001. The initial learning rate is 0.001 and decreases by 0.1 every 4,000 iterations. The maximum number of iterations is set to 12,000. As mentioned in Section III-C, both the Euclidean distance and KL divergence are used in the loss function, where experiments with the Euclidean distance achieve slightly better results. Therefore, all the following results are obtained under this setting.
B. Evaluation Measures
Given a test image in the test set {(x i , D i ), 1 ≤ i ≤ m}, the normalized input is fed into the feature extraction module to compute the feature representation x i , and the predicted label distribution is generated by p(y|x i ; θ). As suggested in [26] , six metrics can be applied to measure the average distance/similarity between the ground-truth and the predicted distributions. The metrics include four distance measures (smaller values are better), i.e., Chebyshev distance, Clark distance, Canberra metric, and KL divergence, and two similarity measures (larger values are better), i.e., Cosine coefficient and Intersection similarity. The formulas of the six metrics are given below:
Since the comparable work is aimed at exact attractiveness computation, the predicted score can be estimated by the weighted mean of the predicted label distribution. Following the majority of previous work, three evaluation metrics, namely Pearson correlation (PC), mean absolute error (MAE) and root mean squared error (RMSE), are utilized to gauge the perfor- 
where l i andl i = c j =1 y j p(y j |x i ; θ) are the ground truth (average score) and the predicted score for the i-th test image, respectively, andl andl are the mean values of the ground truth and predicted scores over all test images. Higher values of PC and smaller values of MAE and RMSE indicate more accurate predictions.
C. Comparison Among Different Deep Architectures
To start with, we investigate the role of deep architectures in facial attractiveness computation in the context of traditional single-label regression. The extracted features and averagescore labels of instances are fed into a standard regression model, which aims to learn a mapping between them. The attractiveness computation, in other words, is first formulated as a standard regression problem in order to evaluate the representative features learned from different deep architectures.
Various classical architectures of deep CNNs have been proposed for the ImageNet classification challenge. Transferring the pre-trained models to other vision-related problems has become increasingly common in recent years. Indicated by a previous work [30] that deep CNN architectures may critically affect the performance, we fine-tune three candidate models including ResNet-50, ResNet-101 and VGGNet-19 [35] on the augmented training data. The performance of the three networks is compared in Table I . It is notable that the baseline result in [24] achieved with raw images is a correlation of 0.83, rather than the highest correlation of 0.88 achieved by several inputting channels. As can be seen, all three networks achieve superior performance to the baseline due to the much deeper architectures than the six-layer CNN in [24] . The 50-layer ResNet performs the best, being slightly better than its 101-layer counterpart, and VGGNet performs the worst. To reveal the possible reasons, Fig. 5 presents the behaviors of the three networks during the training procedure. Without the residual structure, VGGNet may not be effectively trained due to the degradation problem described in [27] , thus, the training error of VGGNet is the highest during most of the training period. Compared to ResNet-50, the slightly inferior performance of 101-layer ResNet could most likely be caused by its over-sophisticated architecture being applied to such an insufficient and imbalanced training dataset.
D. Effect of Label Distributions
We then identify the role of label distributions in facial attractiveness computation. Instead of the average score, the label distributions associated with instances are fed into a label distribution model. We also conduct preliminary experiments with existing LDL algorithms, including IIS-LLD [37] , CPNN [37] , LDSVR [39] , and find that LDSVR performs the best. Table II compares the performance of three deep networks with our neural-network-based LDL algorithm and LDSVR, measured by six label-distribution-based distance/similarity metrics and three single-label-based accuracy metrics.
The first observation from Table II is that the ranks of the three networks are consistent with Table I . ResNet-50 performs the best with respect to all nine measures, ResNet-101 is slightly worse, and VGGNet is the worst. Hence, we use ResNet-50 to extract deep features in the following experiments.
The second observation is that by utilizing label distributions of instances and introducing LDL algorithms, the overall accuracy of the three networks is increased, in contrast to the single-label-based results shown in Table I , where the highest increase of 4% is achieved with our LDL algorithm. This reinforces the advantage of label distribution in that it provides more aesthetics-degree information than the conventional average score. Because of the LDL algorithm, each instance is expected to contribute to the learning of a number of attractiveness labels. Thus, the whole framework is able to deal with insufficient and incomplete training data, while still achieving an outstanding performance. [41] Data-driven ratios Single-label regression 0.6938 0.4441 0.5768 Wang et al. [21] One-layer autoencoder Single-label regression 0.6406 0.9316 1.1233 Xu et al. [24] Six-layer CNN Single-label regression 0.8800 --Chen et al. [4] LBP, AAM, PCANet Single-label regression 0.8369 0.3450 0.4511 Ours ResNet, data-driven geometric features LDL 0.9301 0.2127 0.2781 * Xie et al. [23] also obtained a correlation of 0.8187 with deep CNN features, which was further improved to 0.88 in [24] .
The third observation is that our LDL model outperforms LDSVR on eight of the nine measures. This may be because our model is trained together with the feature learning module, whereas LDSVR has more parameters to learn, and such a small dataset may lead to overfitting. LDSVR appears to be slightly better with respect to the "Clark distance" because it could generate fewer near-zero outputs, making the metric more robust.
E. Effect of Feature Fusion
In our facial attractiveness computation framework, we are also interested in leveraging the power of a hybrid face representation including the high-level deep CNN features and low-level geometric features, to further boost the attractiveness computation accuracy. To this end, we train our LDL model with deep features from ResNet-50 and the extracted geometric features from IFS algorithm, respectively. Finally, a concatenated vector of these two types of features is fed into our LDL model. Table III presents the performance of individual features as well as their fusion.
It is not surprising that the deep features are rather discriminative and achieve significantly better results than geometric features. However, these two types of features emphasize different aspects of face representations. The deep features are good at extracting high-level abstract features based on color, texture, light, etc., whereas geometric features provide lowerlevel geometry information that ResNet might find difficult to learn. The fusion of them, therefore, can lead to more accurate and aesthetics-aware measures, which further advances the Pearson correlation to 0.93.
F. Comparison With the State of the Art
In this subsection, we compare our method against several recent works on the same SCUT-FBP dataset. The comparison with state of the art is given in Table IV , which shows that our method achieves a significant improvement over the others. There are two main reasons for this: more aesthetics-aware face representations and the utilization of label distributions. The first two methods in Table IV adopted low-level geometric and texture features like distances, ratios, and Gabor, while the next two methods learned multiple levels of face representations through shallow architectures, i.e., a few layers of deep networks. The fusion of these types of features is expected to derive a more aesthetics-aware representation. A representative work that constructed an optimal combination of traditional appearance features including LBP and AAM parameters as well as middle-level PCANet features was presented in [4] . The feature set, however, seems incomplete since all the included features are appearance-based descriptors, and the local geom- etry of the face was not considered. In contrast, we leverage the power of a very deep residual network to learn higher-level features in conjunction with some low-level geometric features. All five comparable works were designed for exact attractiveness computation, with the average score as the ground truth, based on the training data that is not sufficient and complete enough to develop a powerful regression algorithm. Our work, instead, takes the advantage of the label distribution, making each training sample contribute to the learning of multiple attractiveness levels rather than simply its own class.
G. Further Discussion
To give an intuitive visualization of our final computational model, we present the top ten and bottom ten test images based on the ratings of human raters and our method in Fig. 6 . As shown, the selected images by our model are highly correlated with the ones selected by human raters, especially in the case of the top ten images where eight of them are the same rated by human and the prediction. This qualitatively demonstrates that our model is able to generate human-like results. Some possible attractiveness cues may be observed from the comparison between the more and less attractive faces. Generally, faces ranked the highest have smoother and lighter skin, slimmer face with larger eyes, and better harmony in facial organs than those with the lowest scores. We also evaluate our method on two other datasets provided by Liu et al. [40] and Mu [25] . Liu et al.'s dataset contains frontal images of 360 male and female faces with 48 attractiveness scores from 1-10. Mu's dataset is a collection of 250 facial images of both genders, labeled on a 7-point scale by 32 human raters. The hair above the forehead and other body parts below the neck have almost been removed in both datasets. We follow their data partition setting, and calculate the label distribution for each image based on the records of multiple raters. Similar augmentation techniques are also applied to enlarge the training data. Tables V and VI tabulate the comparison on these two datasets. Apparently, our method also shows its effectiveness and advantages on different datasets.
V. CONCLUSION
This paper presents a novel computational model for facial attractiveness, which is formulated as a label distribution learning problem rather than conventional single-label (average score) supervised learning. In order to extract aesthetic-related face representations, a very deep residual network is utilized and adaptively transferred to this task. This is the first work to predict facial attractiveness by leveraging the power of such a deep architecture. After each instance is associated with a label (score) distribution, a neural-network-based LDL algorithm is adapted to learn a mapping between the extracted features and the label distribution. An end-to-end attractiveness learning framework is developed accordingly. Some discriminative geometric features selected by an incremental feature selection algorithm are also incorporated and fused with the deep features to boost the computational performance. Experimental results demonstrate that our model achieves significantly better performance than state-of-the-art methods. Possible attractiveness cues are also discovered from the comparison between the highly attractive and less attractive faces.
As stated before, most of the research in face attractiveness computation has so far focused on prediction models that rely on the averaged opinion score for a face. This of course can be directly derived from the label distribution by calculating the weighted mean value. It should be notable that with our predicted distribution, many possible results can be derived based on application scenarios. For a face image uploaded by a user, our model can provide its most likely attractiveness score by assigning the maximum description degree label, as well as its attractiveness confidence intervals by statistical analysis on the distribution. We can also estimate an opinion toll about how attractive this face is by presenting the label distribution since it is a direct representation of the public's opinion. In summary, the attractiveness label distribution is useful in a variety of applications that can benefit from a greater level of detail in understanding the attractiveness of a face as perceived by a diverse population.
Although using LDL can address insufficient and incomplete training data, the small size of datasets remains an outstanding problem in facial attractiveness computation research. We believe that with the future availability of large-scale and diverse (multiple ethnicities, ages, etc.) benchmarks, more effective deep networks and a diverse set of low-level features (geometric, appearance, etc.) can be considered to further enhance the attractiveness prediction. The investigation of apply-ing new machine learning paradigms for attractiveness modeling (cost-sensitive learning, deep learning, etc.) would also be an interesting future topic.
