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We consider quantum metrology with arbitrary prior knowledge of the parameter. We demon-
strate that a single sensing two-level system can act as a virtual multi-level system that offers
increased sensitivity in a Bayesian, single-shot, metrology scenario and that allows one to estimate
(arbitrary) large parameter values by avoiding phase wraps. This is achieved by making use of ad-
ditional degrees of freedom or auxiliary systems not participating in the sensing process. The joint
system is manipulated by intermediate control operations in such a way that an effective Hamilto-
nian, with an arbitrary spectrum, is generated that mimics the spectrum of a multi-level system
interacting with the field. We show how to use additional internal degrees of freedom of a single
trapped ion to achieve a high-sensitivity magnetic field sensor for fields with arbitrary prior.
PACS numbers: 03.67.-a, 03.65.Ud, 03.65.Yz, 03.65.Ta
Introduction.— Quantum metrology deals with one of
the most fundamental problems in science—the measure-
ment or estimation of an unknown physical quantity. In
the widely studied case of phase estimation it was found
that quantum mechanics allows for a significant improve-
ment in the achievable precision over classical schemes.
This applies both to the local estimation scenario [1–3],
where the experiment is repeated sufficiently many times
without any modification or the phase is already known to
lie within a localized set of values, and to reference frame
alignment scenario [4, 5], where the phase is totally un-
known prior to the estimation and a single measurement
is performed. In this letter we consider the problem of
frequency estimation, a variant of the phase estimation
scenario, which, however, reduces to neither of the two
scenarios above. This is due to the additional freedom
of choosing the interaction time at each run, and to the
occurrence of phase ambiguities (known as phase-wraps)
due to the periodicity of unitary evolution.
Here we propose a simple scheme that uses a single
sensing particle and additional auxiliary systems (or in-
ternal degrees of freedom) that do not participate in the
sensing process together with (fast) quantum control. We
show that one can mimic the evolution of an effective n-
level system with an arbitrary spectrum of constant spec-
tral radius and demonstrate that such an effective n-level
system offers significant advantages in different metrolog-
ical tasks. After providing an exact solution for the opti-
mal states and measurements that achieve the minimum
average squared error for a two-level probe (a qubit), we
show how to make use of additional degrees of freedom of
a single system—that are not affected by the evolution—
to engineer an effective n-level system. We then show
how such spectral engineering can be done on-the-fly, al-
lowing for a prolonged interrogation time of the protocol
and avoiding multiple measurements and re-preparation
of the states. In the case where multiple sensing sys-
tems subjected to local Hamiltonian evolution our spec-
tral engineering technique can also be used to improve
sensing as we explicitly show for the case of two qubits.
Lastly, we outline precisely how our techniques can be
applied for the case of Bayesian magnetometry using a
single trapped-ion.
We remark that in the absence of noise quantum con-
trol does not allow to increase the quantum Fisher in-
formation (QFI), since it only depends on the extremal
eigenvalues of the Hamiltonian. However, as we demon-
strate, the QFI is never the directly relevant quantity in
the noiseless Bayesian frequency estimation as it corre-
sponds to the second order expansion of the precision in
the inquiry time, and it is always better to increase the
latter beyond this regime.
Background and setting of the problem.— Consider
a single sensing system whose evolution is governed by
HS = ω h, where the frequency ω is known with prior
probability p0(ω) with variance V0. The goal is to esti-
mate the value of ω by preparing the system in an ini-
tial state, ρ = |ψ〉〈ψ|, allowing it to freely evolve un-
der the unitary U = exp (−i tHS) for a time t before
measuring the state of the system, gaining some informa-
tion about ω, and updating the corresponding probability
density. We note that one can also assume without loss
of generality that the prior probability density has zero
mean. The precision of the estimation is quantified by the
mean posterior variance, or mean squared error (MSE)
〈V (ω)〉t ≡
∑
m pmVar (p(ω|m)), where p(ω|m) is the pos-
terior probability density upon obtaining outcomem (and
we also define the estimators ωm =
∫
ω p(ω|m)dω).
Consider the decrease of the MSE with time t. For
well-behaved priors it can be lower-bounded using the
Bayesian Crame´r-Rao inequality [6]
〈V (ω)〉t ≥ 1I(p0(θ)) + t2Fh(ρ) , (1)
where Fh(ρ) is the QFI of the state ρ with respect to the
generator h, and I(p0(θ)) ≡
∫ (∂ωp0(ω))2
p0(ω)
dω is the (time
independent) Fisher information of the prior. Moreover,
for short times the average variance decreases quadrati-
cally with t with a pre-factor given by
〈V (ω)〉t = V0 − t2 V 20 Fh(ρ) +O(t3), (2)
as we show in App. 1.
However, 〈V (ω)〉t can not decrease indefinitely with t.
Indeed, Holevo’s theorem [7] places an upper bound on
the mutual information I(m : ω) between the measure-
ment outcome and the parameter, based on the maximal
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2amount of information that the output state can encode.
As we show in App. 2 Holevo’s bound implies the follow-
ing bound on the average variance
〈V (ω)〉t ≥ 1
d2
e2H(p0(ω))
2pie
, (3)
where H(p0(ω)) is the Shannon entropy of the prior.
For a Gaussian prior of width σ Eq. (3) simplifies to
〈V (ω)〉t ≥
(
σ
d
)2
. Hence, the number of non-degenerate
levels of the probe state (with respect to the eigenbasis
of HS) directly bounds the attainable precision, regard-
less of the inquiry time t. To determine the optimal time
to perform the measurement we must first determine the
optimal measurement.
For von Neumann measurements, i.e., POVMs com-
prised of orthogonal rank-one projectors Em, it was
shown in [8] that the measurement minimizing the MSE
has to satisfy
ΓtSt + St Γt = 2ηt, (4)
where Γt =
∫
e−itHS ρ eitHSp0(ω) dω, ηt =∫
e−itHS ρ eitHS ω p0(ω) dω and St =
∑
m ωmEm.
In addition, the average variance attained by such a
measurement is given by
〈V (ω)〉t = V0 − tr ηtSt. (5)
Moreover, it was later proven that von Neumann mea-
surements are generally optimal for the MSE figure of
merit [9], so that the solution St =
∑
m ωmEm of (4)
contains the optimal measurement and estimators, and
provides the best attainable MSE via Eq. (5).
Notice for any HS with a finite gap the decrease in the
average variance vanishes in the limit t → ∞ whenever
the prior has a bounded spectrum. This follows from the
fact that limt→∞ ηt → 0. Intuitively this happens be-
cause beyond a certain time phase wrap ambiguities ren-
der the information obtained via the measurement use-
less for the MSE. Hence, there exists an optimal time,
tmax = arg mint(〈V (ω)〉t) for which the error is mini-
mized, and after which the phase begins to wrap due to
the periodicity of the unitary evolution eitHS .
Now consider the case where the probe is a single qubit
and h = 12σz. The optimal initial state of the probe al-
ways lies on the equator of the Bloch sphere (see App. 3)
and, due to the symmetry of the problem with respect to
simultaneous rotations about the z-axis, one can choose
it to be |+〉 = 1√
2
(|0〉+ |1〉). This results in
Γt =
1
2
(
1 p˜0(t)
p˜∗0(t) 1
)
, ηt =
1
2
(
0 i p˜′0(t)
−ip˜′∗0 (t) 0
)
, (6)
where p˜0(t) =
∫
eitωp0(ω)dω, and p˜
′
0(t) =
d
dt p˜0(t). For
this simple case an exact analytical solution for both the
optimal measurement strategy, St, as well as the optimal
time can be found in App. 4. For a symmetric prior
p0(ω) = p0(−ω), the solution of Eq. (4) is particularly
simple; St = 2 ηt, and the average variance reads
∆〈V (ω)〉t ≡ 〈V (ω)〉t − V0(ω) = tr ηtSt = (p˜′(t))2 , (7)
making it easy to determine tmax.
A good strategy, then, is to prepare the system in the
state |+〉, subject it to the noiseless unitary evolution and
measure the subsequent state shortly before tmax. De-
pending on the measurement outcome, m, we update our
knowledge of the parameter to p1(ω) = p(ω|m), and re-
peat the protocol again for the updated distribution [10].
Though this strategy is easy to formulate, finding the op-
timal performance and sequence of optimal measurement
settings is infeasible beyond a certain number of steps, as
one has to keep track of the exact form of the prior at
each step and for each measurement outcome (just keep-
ing track of the variance is insufficient). This is why to
assess the performance one is constrained to numerical
search [11]. In App. 5 we find the optimal performance
under the wrong assumption that the prior knowledge
stays Gaussian at every step. Our result suggests that
after a large number of steps such a recursive strategy
achieves the optimal scaling precision 〈V (ω)〉t ∝ 1/T 2,
where T is the total running time.
However, the practical applicability of such sequential
schemes may be strongly limited, as they require multi-
ple measurements and preparation procedures. In most
set-ups state preparation and measurements are rather
time consuming, and hence cannot be neglected. For
instance, for ion traps cooling of ions to the motional
ground state as well as measurements in an ion trap set-
up take place on a much longer time scale than unitary
control pulses. In practice, this limits the minimal evolu-
tion time, and the number of intermediate measurements.
We now present an alternative scheme that requires only
one state preparation step at the beginning and one mea-
surement step at the end, whereas at intermediate times
only some limited unitary control is required.
Degeneracy lifting.— We consider a single sensing
qubit whose evolution is governed by HS . Moreover, we
assume that there are additional auxiliary systems or in-
ternal degrees of freedom available that are not affected
by HS and that we have fast control over the sensing plus
ancilla systems or additional degrees of freedom. We de-
scribe the latter as a n-level system, so that the total
Hamiltonian is given by HSA = HS ⊗ 1A, and a basis
of the joint system is given by {|ψj,k〉 = |j〉 ⊗ |k〉} with
j ∈ {0, 1}, k ∈ {1, 2, . . . n}. The total Hamiltonian still
has only two distinct eigenvalues, however the eigenvec-
tors are n-fold degenerate, {|ψ0,k〉} and {|ψ1,k〉}.
We first show that for such a set-up, with one sensing
qubit plus an n-level auxiliary system, and any fixed evo-
lution time t one can obtain an effective 2n-level system
that evolves under an effective Hamiltonian with an arbi-
trary spectrum {λ`} with 2n eigenvalues, where |λ`| ≤ 1,
Heff =
1
2ω
∑2n
`=1 λ`|`〉〈`|. That is, an n-level state
|ψ〉 =
2n∑
`=1
c` |`〉 (8)
evolves to |ψt〉 =
∑2n
`=1 c`e
−i 12ωλ`t |`〉. In addition, any
state |ψ〉 with real positive coefficients c` can be mimicked
within the same procedure [12] as we now explain.
This is achieved by preparing the probe in initial state
c0 |0, 1〉 + s0 |1, 1〉. At times tj,k ≤ tj,k+1 control pulses
Uj,k rotating between the levels |j, 1〉 and |j ⊕ 1, k〉 are
applied. In the basis {|j, 1〉 , |j ⊕ 1, k〉} the control uni-
tary reads Uj,k =
(
cos(ϑj,k) − sin(ϑj,k)
sin(ϑj,k) cos(ϑj,k)
)
. At time t
each level |j, k〉 picks the phase exp (−t iω2 λj,k(1− 2j))
3with λj,k = 1 − 2 tj,kt , resulting from the sum of phases
picked before and after the time tj,k when the control was
applied (to shorten the notation we formally introduced
tj,0 = 0). Consequently the final state reads
|ψ〉t =
∑
j,k
cj,ke
−iω2 λj,kt |j, k〉 , (9)
with c0,k = s0 sin(ϑ0,k)
∏
j<k cos(ϑ0,j) and c1,k =
c0 sin(ϑ1,k)
∏
j<k cos(ϑ1,j) for all k > 1, and c0,1 =
c0
∏
j cos(ϑ1,j) and c1,1 = s0
∏
j cos( ϑ0,k). It is easy to
see that with this parametrization the coefficients {cj,k}
span all normalized vectors with positive coefficients. Re-
mark that any adaptive sequential scheme with N mea-
surement steps and predefined running times for each
step corresponds to a particular case of the general strat-
egy above, with a Heff that has 2
N levels (with addi-
tional constraints on the spectrum), a flat input state
|ψ〉 = 1
2N/2
∑
` |`〉 and the final measurement that is also
constrained.
We numerically evaluate the performance of the above
strategy for the case of a symmetric prior density and a
state |ψ〉 with real coefficients. For this case one finds
that Γt is a real symmetric matrix, whereas ηt = iηA
with ηA a real antisymmetric matrix. Solving Eq. (5) to
find the optimal measurement yields S = iA with real
antisymmetric A. To find the optimal pair {|ψ〉 , A} we
numerically minimize the variance decrease for a fixed
time t and number of non-degenerate levels n. Fig. 1
shows the performance of our protocol for up to n =
9 equally spaced levels. To simplify the analysis from
now on we shall only consider the case of engineering
Hamiltonians with an equally gapped spectrum. This
simplification is based on numerical evidence suggesting
that equally gapped spectra are nearly optimal in time
regimes where the average variance grows, i.e., before one
encounters the phase wraps. However, we stress that the
degeneracy lifting protocol described above allows one to
engineer any spectrum.
We would like to note that fast control techniques to
boost estimation precision using a single spin only were
also considered in [13]. However, contrary to our ap-
proach, the surrounding auxiliary particles were also as-
sumed to be subjected to the evolution.
On-the-fly spectral engineering.— As mentioned ear-
lier in order to achieve the the maximum gain in the av-
erage variance one must measure the system at the right
time tmax, before one encounters the phase wrap. Re-
ciprocally for any fixed measurement time there exists
an optimal spectrum and state minimizing the MSE that
can be attained with the strategy above. However this
scheme requires the measurement time to be known be-
fore the sensing process even starts. We now show how
the same can be achieved with an on-the-flight scheme,
where in order to avoid phase wraps and repel the bound
of Eq. (3) additional virtual levels are introduced during
the sensing process, keeping the extractable MSE nearly
optimal for all times.
As suggested by Eq. (2) and can be seen explicitly form
Fig. 1, no additional levels are needed in order to mini-
mize the average variance for t ≤ τ . In the next time-
slot, between τ and 2τ ,the three-level strategy performs
optimally. But from 2τ to 3τ the performance of the
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FIG. 1. Optimal variance attained by an equally gapped n-
level state for 2 ≤ n ≤ 9. The dots correspond to the times
where the controls are turned on to either measure out the
state or prepare the optimal state for the next time.
three-level state starts to decay, however it is enough to
go for the four-level one in order to recover the optimal
MSE. This is due to the fact that as time increases, one
needs to populate more and more intermediate levels in
order to avoid phase wraps. Indeed, the results of Fig. 1
show that the number of intermediate levels required to
maintain an optimally decreasing average variance grows
linearly with time (such that the spectral gap of the effec-
tive Hamiltonian times the inquiry time t stays constant).
Consider a stroboscopic scenario where the controls
are performed at times which are multiples of τ (for a
Gaussian prior we heuristically determined a good time
step duration to be around τ = 0.775/σ). One ini-
tially prepares the state |+, 0〉, i.e., an equal superpo-
sition of the ±1/2 eigenstates of the sensing Hamilto-
nian and ground state in the auxiliary degree of free-
dom. The state evolves for a time τ and the two levels
pick a phase e±iτω/2. At this point in time the state
is optimal for sensing—it attains the minimal variance
among all states given the evolution time τ—letting this
state evolve for a longer time results in a reduction in
precision (see Fig. 1). Thus, at time τ one intrudes an
additional auxiliary level, by implementing the degener-
acy lifting procedure described above and maps the state
|Ψ1〉 =
√
0.5e+iτω/2 |↑, 0〉+√0.5e−iτω/2 |↓, 0〉 to
|Φ1〉 = e+iτω/2(
√
0.3 |↑, 0〉+
√
0.2 |↓, 1〉)
+e−iτω/2(
√
0.3 |↓, 0〉+
√
0.2 |↑, 1〉). (10)
At time 2τ the state evolves to |Ψ2〉 =
e+2iτω/2
√
0.3 |↑, 0〉 + √0.4 |+, 1〉 + e−2iτω/2√0.3 |↓, 0〉,
which is the optimal three-level state for this time. This
procedure can be carried on by introducing an additional
auxiliary level at each time step and mapping |Ψk〉 onto
|Φk〉 chosen such that it evolves to the optimal state
|Φk+1〉 for the next time step. In order to be able to
do this it is necessary that the weights of all levels of
the state |Ψk+1〉 correspond to a reshuffling between
adjacent levels of the state |Ψk〉. Fig. 2 depicts the phase
evolution of different levels and shows how the above
procedure works for constructing the optimal states at
each time step for up to nine additional intermediate
levels. The attained precision is given in Fig. 1.
Whilst we did not perform the numerical optimization
of the states for more intermediate levels, we note that
this can be easily done using more powerful numerical
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FIG. 2. Optimal states for each time step. The ordinate
depicts the total phase acquired by each level at a given time,
and the area of each circle corresponds to the weight of each
level for the optimal states.
techniques such as those in [9, 14]. Alternatively, we note
that the sine states [4, 15] known to attain the optimal
scaling of precision with time [16, 17] satisfy the weight
reshuffling property and are thus achievable via this strat-
egy.
Multi-qubit systems.— We now turn to multi-qubit
systems and show that intermediate local control also al-
lows one to increase the effective number of levels, even
without using additional degrees of freedom or auxiliary
systems. The spectrum of an N -qubit system with re-
spect to the Hamiltonian H = ω
∑N
j=1 σ
(j)
z has N+1 dis-
tinct eigenvalues λk = k. The corresponding eigenstates
are given by permutations of the state |1〉⊗k|0〉⊗N−k. For
each λk, there are
(
N
k
)
eigenstates |χk,l〉. This degen-
eracy can be lifted by picking two states, |χk1,l1〉 and
|χk2,l2〉 and swapping them at time xT of the total evolu-
tion time T . This results in two new effective eigenvalues
xλk1 + (1 − x)λk2 and (1 − x)λk1 + xλk2 . In principle,
any eigenvalue can be reached in this way. However, in
this case there are limitations on the effective spectrum
one can achieve, as the number of degenerate eigenstates
is different for different eigenvalues. For N qubits one
can achieve an arbitrary spectrum of exponentially many
levels, whose spectral radius, however, is reduced by a
constant. This is done by ignoring the outer parts of the
spectrum, where the number of degenerate eigenstates is
small, and only using the middle part of the spectrum
where many degenerate eigenstates are available. When
using only {λk} for N/4 ≤ k ≤ 3N/4, the spectral width
is reduced by a factor of 1/2, and the number of available
levels is given
(
N
N/4
) ≈ exp(0.56N).
By way of example, consider the simplest non-trivial
case of two spin-1/2 particles where the overall spectrum
of the Hamiltonian is {1, 0,−1} with a doubly degenerate
0 eigenvalue. The use of dynamical decoupling allows to
lift the degeneracy of the 0-level at the price of reducing
the spectral range, this allows to decrease the minimal
attainable MSE by a factor of 1.36 (see App. 6).
Noisy estimation.— Thus far our treatment assumes
a noiseless Bayesian estimation scenario. However, the
techniques outlined so far can be used in conjunction with
fast control and error-correction [17], which serve to com-
bat the effects of noise. For example, by engineering a
spectrum such that each distinct level is doubly degener-
ate [18] one can implement the error-correcting schemes
of [17] to eliminate all rank-one Pauli noise processes that
act on the single sensing system. For general noise act-
ing on the sensing system, part of the noise can still be
eliminated with fast control and/or error-correction. Un-
correctable noise will effectively act as correlated noise
acting on the effective n-level system
Realization with trapped ions A possible experimental
implementation of our techniques can be realized in ion-
trap set-ups to sense magnetic fields. There the internal
electronic degrees of freedom of a single ion, |g〉, |e〉, form
the bare qubit, and the motional degrees of freedom of
the ion in the trap, labeled by |k〉, 1 ≤ k ≤ n, provide
the auxiliary degrees of freedom. Alternatively one can
also use more of the electronic levels of the ion that are
in priniciple accessible. The Hamiltonian describing the
evolution of both electronic and motional degrees of free-
dom is given by H = B2 σz ⊗ 1, where σz = |g〉〈g| − |e〉〈e|
(1) acts on the electronic (motional) degrees of freedom
respectively. Thus, the total Hamiltonian contains just
two distinct eigenvalues and, in principle, an infinite num-
ber of degenerate states for each eigenvalue, which cor-
respond to the motional degrees of freedom of the ion in
the trap.
In order to engineer an effective Hamiltonian with an
arbitrary spectrum one needs to be able to couple the
electronic and motional degrees of freedom of the ion.
Moreover, in order to implement the protocols described
above, one needs to be able to prepare arbitrary states
of both the electronic and motional degrees of freedom
as well as be able to perform arbitrary measurements on
such states. In App. 7 we provide a detailed description
of the coupling pulses, as well as the operations required
to prepare such arbitrary states and measurements. We
stress that all operations required belong to the stan-
dard repertoire of ion trap quantum information process-
ing [19–21].
Conclusion We have demonstrated a singe sensing
system (a qubit), along with additional degrees of free-
dom, can be transformed into an effective multi-level sys-
tem that offers increased sensitivity in a single param-
eter, noiseless Bayesian estimation scenario. The engi-
neering of such an effective multi-level system can be ac-
complished on the fly, by suitably coupling the qubit and
auxiliary degrees of freedom at the appropriate times.
Furthermore, we have demonstrated how such on-the-fly
engineering can be accomplished in ion trap experimen-
tal set-ups in order to perform high precision sensing of
magnetic fields.
We believe that our techniques can be readily applied
to multi-parameter estimation problems, such as the pre-
cise estimation of an orthogonal triplet of spatial direc-
tions. More importantly, we believe that our techniques
are highly relevant in the construction of atomic clocks,
where the ambiguity of phase wraps is a hinderance to
the stability of atomic clocks.
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51. Recovery of the QFI for short times
Consider the Taylor expansion of Eq. (4) in terms of t.
The two operators are given by
Γt =
∑∞
n=0
(−it)n
n! 〈ωn〉[h, ρ](n) = ρ+O(t2) (11)
ηt =
∑∞
n=0
(−it)n
n! 〈ωn+1〉[h, ρ](n) = −itV0(ω)[h, ρ] +O(t2),
(12)
where [h, ρ](n) = [h, ..., [h, ρ]...] is the nested commutator
with h appearing n times. This implies for the optimal
measurement strategy
St = tV0(ω)Lh(ρ) +O(t2), (13)
where Lh(ρ) is the symmetric logarithmic derivative [22]
given by
ρLh(ρ) + Lh(ρ)ρ = −2i[h, ρ], (14)
yielding
∆Vt = trStηt = t
2V0(ω)
2Fh(ρ) +O(t3) (15)
where Fh(ρ) is the quantum Fisher information.
2. Entropic bound on the MSE
We now use Holevo’s theorem [7] to derive a lower
bound on the mean average variance. Holevo’s theorem
establishes a relation between the mutual information of
the measurement outcomes and the parameter encoded in
a quantum state I(m : ω), and the Von Neumann entropy
of the mean state S(Γt)
I(m : ω) ≡ H (p0(ω))− 〈H(m : ω)〉 ≤ S(Γt), (16)
where H (p0(ω)) = H0 is the Shanon entropy of the prior
distribution and 〈H(m : ω)〉 = ∑m pmH (p(ω|m)) is the
mean Shanon entropy of the posterior. In addition, a
trivial upper bound for the right hand side of Eq. (16) is
given by the dimension, d, of the system, S(Γt) ≤ ln(d).
Rewriting Eq. (16)
〈H(m : ω)〉 ≥ H0 − ln(d), (17)
allows us to obtain a bound for the MSE of the posterior
distribution.
First notice that among all probability distributions
with the same entropy the Gaussian has the least vari-
ance. Hence, for any distribution p(ω) the following in-
equality holds
1
2
ln
(
2pieVar
(
p(ω)
)) ≥ H(p(ω)) (18)
since ln
(√
2pie σ
)
is the entropy of a Gaussian with vari-
ance σ2. As the logarithm is a concave function, the same
bound in Eq. (18) holds for the mean variance 〈V (ω)〉 and
mean entropy 〈H(m : ω)〉 over an ensemble of posterior
distributions {
(
pm, p(ω|m)
)
}. Consequently, one obtains
〈V (ω)〉 ≥ e
2〈H(m:ω)〉
2pie
≥ 1
d2
e2H0
2pie
, (19)
which for a Gaussian prior of width σ takes a simpler
form
〈V (ω)〉 ≥ σ
2
d2
. (20)
3. Optimality of equatorial states
Consider any qubit state
|ψϕ〉 = cos(ϕ) |0〉+ sin(ϕ) |1〉 (21)
and a POVM element |n〉〈n| = 12 (σ0 + σ · n), we take
ny = 0 without loss of generality for the argument. The
probability to observe the outcome n given the evolution
Uϑ = e
− i2ϑσz is
pϕ(n|ϑ) = 1
2
(1 + nz cos(2ϕ) + nx sin(2ϕ) sinϑ)
= sin(2ϕ) p+(n|ϑ) + 1
2
(1− sin(2ϕ) + nz cos(2ϕ)) ,
(22)
where the subscript + stands for ϕ = pi/4 (and thus∣∣ψpi/4〉 = |+〉). Accordingly, for any von Neumann mea-
surement the statistics pϕ(ϑ) = (pϕ(n|ϑ), pϕ(−n|ϑ)) are
given by
pϕ(ϑ) = sin(2ϕ)p+(ϑ) + (1− sin(2ϕ))q(ϕ, nz), (23)
where q(ϕ, nz) is ϑ-independent noise. The measurement
statistics in Eq.(23) can alternatively be reproduced as
follows: one tosses a biased coin and in the case of heads
(occurring with probability sin(2ϕ)) runs the estimation
with the state |+〉 yielding the statistics p+(ϑ), whereas
in the case of tails one generates a random outcome from
q(ϕ, nz), and subsequently forgets about the result of the
coin toss. From this construction it is obvious that it is
always optimal to set sin(2ϕ) = 1, which shows the op-
timality of the states on the equator for the estimation
of the rotation generated by σz. Note also that this ar-
gument is not restricted to von Neumann measurements
nor to any particular cost-function.
4. Single qubit solution for general prior
Here we give the solution of Eq. (4) in the main text
for a general prior p0(ω). For ease of exposition we use
the notation rt = Re (p˜0(t)) and it = Im (p˜0(t)). The
optimal measurement operator is given by
6St =
 itr′t−i′trt2(i2t+r2t−1) (−i2t+irtit+1)i′t+ir′t(r′t+iitrt−1)2(i2t+r2t−1)
− (i
2
t+irtit−1)i′t+r′t(itrt+i(r2t−1))
2(i2t+r
2
t−1)
itr
′
t−i′trt
2(i2t+r
2
t−1)
 , (24)
which leads to
tr ηtSt =
2 iti
′
trtr
′
t +
(
i2t − 1
)
(i′t)
2 +
(
r2t − 1
)
(r′t)
2
2 (i2t + r
2
t − 1)
. (25)
5. Approximative sequential strategy
Here we determine the optimal variance decrease of a
sequential strategy under the assumption that the phase
distribution stays Gaussian after every measurement
pk(ω) =
1√
2piVk
e
− ω22Vk . (26)
It is easy to link the variance at a step k, Vk, to the
variance at Vk+1. Given a measurement time tk for the
prior pk(ω) we get for Vk+1, using Eq. (7),
Vk+1 = Vk(1− Vkt2ke−t
2
kVk). (27)
Hence at each step of the protocol the variance is reduced
by the factor Rk ≡ (1−Ake−Ak) that only depends on the
product Ak = t
2
kVk. A natural choice is to require that
this product is constant, and the same for all steps, Ak =
A. Hence, Rk = R = (1 − Ae−A), which requires that
the time duration grows exponentially with the number
of steps t2k = A/Vk =
A
Rk
V0. This choice then yields for
the variance and total time at step k the expressions
Vk = R
kV0 (28)
Tk =
k−1∑
`=0
t` =
√
A
V0
R−k/2 − 1
R−1/2 − 1 . (29)
In particular one notes that asymptotically the precision
scales quadratically with the total time
(1/V ) ≈
(
R−1/2 − 1)2
A
T 2, (30)
which is maximized by (1/V ) ≈ 0.08T 2 for A ≈ 0.63.
6. Degeneracy lifting with two spins-1/2
Given a Gaussian prior p0(ω) =
1√
2pi
e−ω
2/2 consider
the simplest non-trivial degenerate case of two spin-1/2
particles where the overall spectrum of the Hamiltonian is
{+1, 0,−1} with a doubly degenerate 0 eigenvalue. The
corresponding eigenstates are {+1 : |↑↑〉 , 0 : |↓↑〉 and
|↑↓〉 ,−1 : |↓↓〉}. By performing intermediate Rabi flips
between the states |↑↑〉 with |↓↑〉, and |↓↓〉 with |↑↓〉 it is
possible to lift the degeneracy between the two 0-levels
(remark that this can be achieved with a simple pi-pulse
on the first qubit), but paying the price of slowing down
the phase evolution of the outer levels +1 and −1. This
becomes advantageous after a certain time as one can
see from Fig. 3 and Fig. 4. In Fig. 3 we compare the
1
2
3
t
1 2
FIG. 3. The inverse of the final variance for the two qubits
systems as a function of time. The solid line corresponds to
the strategy where the degeneracy can be exploited with inter-
mediate control pulses, whereas the dashed line corresponds
to the free evolution without degeneracy lifting. The inset
corresponds to the phases acquired by the various eigenvalues
of the Hamiltonian leading to the best attainable precision.
Remark one can keep the optimal precision at the maximal
level by simply freezing the phases of each level at the optimal
point.
0.5 1.0 1.5 2.0 2.5
- 2
- 1
1
2 phase
t
FIG. 4. The solid line depicts the optimal four-level spectrum
that leads to the minimal MSE for each time. The area of
each circle gives the weight of the corresponding level in the
optimal state. The dashed line gives the free phase evolution.
attainable precision for the case of a degenerate and non-
degenerate spectrum. In Fig. 4 we plot the optimal spec-
trum for each running time as compared to the free phase
evolution. When time increases further the availability of
four levels is not sufficient to avoid a phase wrap, the min-
imal MSE can however be preserved by freezing the phase
of each level at the optimal value. This can be done by
repeatedly applying Rabi flips between states |↑↑〉 with
|↓↓〉, and |↓↑〉 with |↑↓〉. The optimal final state is then
given by
|Ψ〉 = ei 1.41ω0.42 |↑↑〉+ ei 0.46ω0.57 |↓↑〉
+e−i 0.46ω0.57 |↑↓〉+ e−i 1.41ω0.42 |↓↓〉 , (31)
7and the optimal measurement reads
S = ω1
∣∣ϕ+1 〉〈ϕ+1 ∣∣− ω1 ∣∣ϕ−1 〉〈ϕ−1 ∣∣+
ω2
∣∣ϕ+2 〉〈ϕ+2 ∣∣− ω2 ∣∣ϕ−2 〉〈ϕ−2 ∣∣ (32)
ω1 ≈ 1.38 ω2 ≈ 0.44∣∣ϕ±1 〉 ≈ e±i 0.180.38 |↑↑〉+ e±i 2.150.59 |↓↑〉
+e∓i 2.150.59 |↑↓〉+ e∓i 0.180.38 |↓↓〉∣∣ϕ±2 〉 ≈ e∓i 0.990.59 |↑↑〉+ e±i 0.180.38 |↓↑〉
+e∓i 0.180.38 |↑↓〉+ e±i 0.990.59 |↓↓〉
Observe that the optimal precision, state and measure-
ment achieved by lifting the degeneracy of the Hamil-
tonian are very close to those for the non-degenerate,
equally gapped Hamiltonian with four distinct eigenval-
ues, but this optimal precision is attained at a later time.
This is due to the fact that the spectral radius of the
modified Hamiltonian is smaller than that of the 4-level
equally gapped one.
7. Ion trap implementation
We now describe a realization of our scheme for trapped
ions. We make use of four internal electronic levels,
|g〉, |e〉 which form the qubit, and two additional levels
|g′〉, |e′〉, where the energy difference Ee′−Eg′ 6= Ee−Eg.
In addition, we consider the motion degrees of freedom
that we label by |k〉, 1 ≤ k ≤ n, where k = 1 describes
the motional ground state. The usage of such levels and
their manipulation belongs to the standard repertoire of
ion trap quantum information processing (see [19–21]).
The protocol we describe here is a variant of the general
protocol outlined in the main text, as the n level system
we will construct consists of only motional degrees of free-
dom. The electronic degrees of freedom, while useful for
the preparation of the state, will in the end act factor out.
We define the red de-tuned hiding pulses Gl and El that
couple levels |g′〉|j〉 ↔ |g〉|j + l〉 and |e′〉|j〉 ↔ |e〉|j + l〉.
That is,
Gl =
∑
j
|g′〉|j〉〈g|〈j + l|+ h.c.
El =
∑
j
|e′〉|j〉〈e|〈j + l|+ h.c. (33)
(see Fig. 5). In addition, we consider the operators
X ′ = |g′〉〈e′|+ |e′〉〈g′|
σx = |g〉〈e|+ |e〉〈g|, (34)
which act as identity on the remaining levels. The evo-
lution is governed by H = Bσz = B(|g〉〈g| − |e〉〈e|). We
remark that whilst an evolution of the states |g′〉, |e′〉 also
takes place, this evolution can be safely ignored as we only
populate these states at an intermediate stage for a short
time.
Our protocol consists of the following steps
• Prepare an arbitrary initial state of the form |ψ〉 =
|g〉 ⊗∑k ck|k〉
• At times tk =
t(λk+1
2 we transform |0, k〉 to |1, k〉
by applying to controlled operation
Uk = σx ⊗ |k〉〈k|+ 1⊗ (1− |k〉〈k|). (35)
|gi
|ei
|g0i
|e0i
|k = 1i |k = 2i |k = 3i |k = n  2i |k = n  1i |k = ni
FIG. 5. The four main pulse sequences required to imple-
ment our degeneracy lifting protocol in an ion-trap setup. The
solid (red) arrows indicate the G1 hiding pulses of Eq. (33),
whereas the dotted (blue) arrows indicate the E2 hiding pulses
of Eq. (33). The solid (green) and dotted (yellow) pulses indi-
cated at |k = 3〉 and |k = n− 2〉 indicate the X ′ and σx pulses
of Eq. (34) respectively.
This results in the final output state |ψ〉 = |e〉 ⊗∑
k ck e
−iBλkt|k〉.
• Perform an arbitrary projective measurement on
the motional degrees of freedom.
Notice the difference of this implementation to the gen-
eral protocol described in the main text. The electronic
degrees of freedom are effectively coupled out, and the
n-level system is comprised entirely of motional degrees
of freedom.
We now show how to construct the controlled-flip oper-
ations Uk of Eq. (35) by making use of a sequence of op-
erations GlElX
′GlEl. Notice that the states |g/e〉|k〉 for
k < l are not affected by this operation, while for k ≥ l+1
we obtain an operation σx = |g〉〈e|+|e〉〈g|. It follows that
GkEkX
′GkEk together with Gk−1Ek−1X ′Gk−1Ek−1 im-
plements Uk for k < n, while for k = n the operation
GnEnX
′GnEn suffices. Note that G0E0X ′G0E0 can be
replaced by σx.
What remains to be shown is the possibility to prepare
arbitrary initial states |ψ〉 = |g〉⊗∑k ck|k〉, and the per-
formance of measurements on the resulting states (that
are of the same form). A general operation on states
|ψ〉 = |g〉 ⊗∑k ck|k〉 can be obtained as follows. Ob-
serve that an arbitrary unitary operation V (k1k2) act-
ing on any pair of levels |k1〉, |k2〉 can be realized by
the sequence M = Ek2Uk2X ′Ek1Uk1 , that transfers the
states |g〉|k1〉, |g〉|k2〉 to auxiliary levels |g′〉|1〉, |e′〉|1〉, fol-
lowed by an arbitrary operation V ′ on the auxiliary lev-
els {|g′〉, |e′〉} (which can be realized in standard way).
The auxiliary levels are mapped back viaM to motional
states |k1〉, |k2〉. Using sequences of operations V (k1k2)
between pairs of levels, one can realize any unitary oper-
ation on the n-level system. This allows one to prepare
an arbitrary initial state |ψ〉 from |g〉|1〉.
Finally, a projective measurement of the form {Pk =
|k〉〈k|, P⊥} can be achieved with Uk, followed by the stan-
dard projective measurement that couples the excited
state |e〉 to some meta-stable auxiliary level via a laser
pulse and detects the emitted photons. By a sequence
of such (commuting) two-outcome measurements, a pro-
jective measurement in the basis {|k〉} can be achieved.
Together with general unitary operations that can be im-
plemented as shown above, one can realize an arbitrary
projective measurement.
We remark that for small n, more efficient schemes can
be constructed where more of the electronic levels can be
used. For instance, we can consider only motion states
8|1〉 and |2〉. In this case, we can make use of all four lev-
els |g/e〉|1/2〉. We use E1 to hide the state |e〉|2〉, then
perform the red sideband pulse |e〉|1〉 ↔ |g〉|2〉 and again
E1. By performing this pulse sequence at an appropriate
time, one can generate an effective symmetric spectrum
{−1,−λ1, λ1, 1}. Also in this case, one can perform any
operation on the four level using auxiliary levels |g′〉, |e′〉.
Using σx and |g〉|1〉 ↔ |e〉|2〉, |e〉|1〉 ↔ |g〉|2〉, together
with E1 and X
′, one can transfer any two levels to the
auxiliary system and perform an arbitrary two-level op-
eration there. This allows one to prepare arbitrary initial
states and perform arbitrary measurements on the four-
level system.
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