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DYNAMICAL ASPECTS OF MEAN FIELD PLANE ROTATORS
AND THE KURAMOTO MODEL
LORENZO BERTINI, GIAMBATTISTA GIACOMIN, AND KHASHAYAR PAKDAMAN
Abstract. The Kuramoto model has been introduced in order to describe synchroniza-
tion phenomena observed in groups of cells, individuals, circuits, etc... We look at the
Kuramoto model with white noise forces: in mathematical terms it is a set of N oscilla-
tors, each driven by an independent Brownian motion with a constant drift, that is each
oscillator has its own frequency, which, in general, changes from one oscillator to another
(these frequencies are usually taken to be random and they may be viewed as a quenched
disorder). The interactions between oscillators are of long range type (mean field). We
review some results on the Kuramoto model from a statistical mechanics standpoint: we
give in particular necessary and sufficient conditions for reversibility and we point out
a formal analogy, in the N → ∞ limit, with local mean field models with conservative
dynamics (an analogy that is exploited to identify in particular a Lyapunov functional in
the reversible set-up). We then focus on the reversible Kuramoto model with sinusoidal
interactions in the N → ∞ limit and analyze the stability of the non-trivial stationary
profiles arising when the interaction parameter K is larger than its critical value Kc. We
provide an analysis of the linear operator describing the time evolution in a neighbor-
hood of the synchronized profile: we exhibit a Hilbert space in which this operator has a
self-adjoint extension and we establish, as our main result, a spectral gap inequality for
every K > Kc.
2010 Mathematics Subject Classification: 82C20, 35P15, 60K35
Keywords: Synchronization, Kuramoto model, (ir)reversibility, mean field Spin XY model,
spectral gap inequality
1. Introduction
The Kuramoto model (e.g. [1, 21]) is defined by the set of coupled stochastic differential
equations:
dϕξj(t) = ξj dt−
K
N
N∑
i=1
sin
(
ϕξj(t)− ϕξi (t)
)
dt+ σ dwj(t) , (1.1)
for j = 1, 2, . . . , N , where
(1) {wj(·)}j=1,...,N is a family of independent and identically distributed standard
Brownian motions. We refer to this source of randomness as thermal noise.
(2) ξ = {ξj}j=1,...,N is a family of independent identically distributed random variables.
This is another source of noise, and we refer to it as disorder.
(3) K is a real parameter and σ ≥ 0.
We stress from now that we consider the stochastic evolution (1.1) once a realization
of the disorder variables ξ is chosen, so the disorder is of quenched type. Moreover the
law of {wj(·)}j=1,...,N and of the initial condition (specified below) does not depend on the
values of the disorder variables.
Date: July 31, 2018.
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Remark 1.1. It will be at times interesting to discuss the role of the sine drift in the
model. We will therefore refer to a h-model when K sin(·) is replaced by a smooth, i.e.
C∞, 2pi-periodic function h(·).
The variables ϕξj(t) are actually angles, so we focus on ϕ
ξ
j(t)mod(2pi), which is an element
of S := R/(2piZ). The existence and uniqueness of a unique (strong) solution to the system
(1.1), when the initial condition {ϕξj(0)}j=1,...,N ∈ RN and {wj(·)}j=1,...,N are independent
and {ϕξj(0)}j=1,...,N are square integrable random variables, is a standard result. In our
case we may therefore choose {ϕξj(0)}j=1,...,N arbitrarily distributed provided that it is
concentrated on [0, 2pi)N .
The main result of this work is on the model in which there is no disorder, that is the
case in which the law of ξ1 is degenerate, so that ξj = ξ for every j, with ξ is a real
constant. In this case, with the change of variable ϕj(t) := ϕ
ξ
j(t)− ξt we have
dϕj(t) = −K
N
N∑
i=1
sin (ϕj(t)− ϕi(t)) dt+ σ dwj(t) . (1.2)
Disregarding the disorder is actually a major simplification first of all because, if σ > 0,
the system (1.2) is reversible with respect to the (Gibbs) probability measure
µN,K( dϕ) :=
1
ZN,K
exp
(
−2K
σ2
HN (ϕ)
)
λN ( dϕ) , (1.3)
where ϕ ∈ SN , λN is the uniform probability measure on SN (that is the N -fold product
of Lebesgue measures normalized by (2pi)N ),
HN (ϕ) := − 1
2N
N∑
i=1
N∑
j=1
cos (ϕj − ϕi) , (1.4)
and ZN,K :=
∫
SN
exp(−2Kσ−2HN (ϕ))λN ( dϕ) is the partition function. In fact, the
generator LK,N of the dynamics (1.2) acts on twice differentiable functions F : S
N → R
as
LK,NF (ϕ) =
σ2
2
N∑
i=1
∂2F (ϕ)
∂ϕ2i
−K
N∑
i=1
∂HN (ϕ)
∂ϕi
∂F (ϕ)
∂ϕi
, (1.5)
and one directly verifies the symmetry
∫
F LK,NGdµK,N =
∫
GLK,NF dµK,N for F,G ∈
C2, which implies that µK,N is invariant for the dynamics [20, 13].
The measure µK,N is the Gibbs measure of a classical statistical mechanics model: the
mean field spin XY model with single spin state space S, i.e. mean field plane rotators
[18].
Remark 1.2. It is important to notice that the system (1.1) is not reversible unless
ξi = 0 for every i. Even the case ξi = const. 6= 0 for every i is not reversible, but, as
we have argued, it maps to a reversible system. Notice in fact that, unless ξ ≡ 0, the
transformation ϕξj 7→ ϕξj − ξt maps to a system with time dependent interactions. This
strongly hints to the absence of reversibility and it is indeed the case, but proving such a
statement is more delicate: we address this point in Section 4 below. The aspect that we
want to stress here is the disorder induced non-equilibrium character of the full Kuramoto
model.
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1.1. Empirical measure and the large N limit. Since we focus on the σ > 0 case,
there is no loss in generality in choosing σ = 1 and we will do so from now on. We
introduce the empirical measure
νN,t( dθ) :=
1
N
N∑
j=1
δϕj(t)( dθ), (1.6)
and observe that, by Itoˆ’s rule, for every F ∈ C2(S) and t > 0∫
S
F (θ)νN,t( dθ)−
∫
S
F (θ)νN,0( dθ) =
−K
∫ t
0
∫
S2
F ′(θ) sin(θ−θ′)νN,s( dθ)νN,s( dθ′) ds+ 1
2
∫ t
0
∫
S
F ′′(θ)νN,s( dθ) ds+MN,F (t) ,
(1.7)
where MN,F (·) is a continuous martingale with quadratic variation at time t, 〈MN,F 〉(t),
equal to N−1
∫ t
0
∫
S
(F ′(θ))2νN,s( dθ) ds. Therefore, by Doob’s inequality, for every T > 0
we have that E[supt∈[0,T ](MN,F (t))
2] is bounded by 〈MN,F 〉(T ) ≤ T‖F ′‖2∞/N : this guar-
antees that the thermal noise disappears as N → ∞, so that the limit of the empiri-
cal measure, if it exists, is not random. To make this precise we introduce the space
C0([0, T ];M1(S)), where M1(S) are the probability measures on S equipped with the
topology of the weak convergence, and observe that if a subsequence of {νN,·}N∈N (of el-
ements of C0([0, T ];M1(S))) converges to a limit ν·, we have that for t ∈ (0, T ] and every
F ∈ C2(S)∫
S
F (θ)νt( dθ)−
∫
S
F (θ)ν0( dθ) =
1
2
∫ t
0
∫
S
F ′′(θ)νs( dθ) ds−K
∫ t
0
∫
S2
F ′(θ) sin(θ − θ′)νs( dθ)νs( dθ′) ds . (1.8)
This is a weak form of the equation
∂tqt(θ) =
1
2
∂2qt(θ)
∂θ2
+K
∂
∂θ
[(∫
S
sin(θ − θ′)qt(θ′) dθ′
)
qt(θ)
]
, (1.9)
when νt( dθ) = qt(θ) dθ. So that if we assume that νN,0 converges to a non random limit
and if there is a unique solution to (1.8), then the evolution is non random and determined
by (1.8).
More precisely, we have the following:
Proposition 1.3. If there exists ν0 ∈ M1(S) such that for every ε > 0 and every F ∈
C0(S;R) we have
lim
N→∞
P
(∣∣∣∣∫
S
F (θ)νN,0( dθ)−
∫
S
F (θ)ν0( dθ)
∣∣∣∣ > ε) = 0 , (1.10)
then for every t > 0 we have that for every ε and F
lim
N→∞
P
(∣∣∣∣∫
S
F (θ)νN,t( dθ)−
∫
S
F (θ)νt( dθ)
∣∣∣∣ > ε) = 0 , (1.11)
where ν· is the unique solution of (1.8). Moreover, for every t > 0 the measure νt is
absolutely continuous with respect to the Lebesgue measure with (strictly) positive density
qt(·) and the function (t, θ) 7→ qt(θ), from (0,∞)×S to (0,∞), is smooth and solves (1.9).
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Proposition 1.3 is a particular (and particularly easy) case of far more general results
(see for example [8, 15]). The derivation goes along proving tightness of {νN,·}N∈N and
then proving uniqueness for the limiting equation (1.8). In our case such an equation is
particularly nice and the evolution is smoothing, so that even if the initial datum is not a
function (i.e ν0 is not absolutely continuous with respect to the Lebesgue measure) or it is
not smooth, νt( dθ) = qt(θ) dθ and qt(·) ∈ C∞(S) for every t > 0. These analytic aspects
are taken up with more details in Section 3 (Proposition 3.1)
Remark 1.4. It is however important to recall here that Proposition 1.3 can be generalized
to cover the disordered case (1.1). We refer to [7, 10] for precise statements, but, roughly,
if the law of the random variable ξ1 is denoted by µ( dξ) (let us for example assume that
ξ1 is bounded), the empirical average at time t > 0 converges as N → ∞ to a measure
with density
∫
R
qt(θ; ξ)µ( dξ), where {qt(θ; ξ)}t≥0,θ∈S,ξ∈R is the unique solution to
∂tqt(θ; ξ) =
1
2
∂2qt(θ; ξ)
∂θ2
+
∂
∂θ
[(∫
R
(∫
S
K sin(θ − θ′)qt(θ′; ξ′) dθ′
)
µ( dξ′) + ξ
)
qt(θ; ξ)
]
,
q0(θ; ξ) =
dν0( dθ)
dθ
,
(1.12)
for every ξ in the support of µ. We have of course assumed, for simplicity, that ν0 is
absolutely continuous with respect to the Lebesgue measure.
Remark 1.5. The Kuramoto limit evolution (1.9) comes up also as mesoscopic scaling
limit for the density of Kacˇ models with conservative dynamics [5, 9], when the interaction
potential is chosen equal to cos(·). This is just a formal analogy, but it is going to be crucial
for the sequel.
1.2. Stationary profiles. By the regularizing character of the evolution (Proposition 3.1),
the stationary solutions to (1.8) coincide with the stationary solutions to (1.9) (we are of
course interested only in non-negative solutions of total mass equal to one: Proposition 3.1
guarantees also the positivity of stationary solutions). Let us notice moreover that if qˆ(·)
is a stationary solution, then qˆ(· + θ0) is a stationary solution too, for arbitrary choice
of θ0. This is due to the invariance of (1.2) under rotations (that can of course be read
also out of (1.4)). Note that qˆ(·) = 1/(2pi) is a solution to (1.2), regardless of the value
of K but there may be more solutions: in fact every stationary solution can be written as
qˆ(·+ θ0) for some θ0 ∈ [0, 2pi) and
qˆ(θ) :=
exp(2Kr cos(θ)∫
S
exp(2Kr cos(θ′) dθ′
, (1.13)
with r a non-negative solution to
r := Ψ (2Kr) , with Ψ(x) :=
∫
S
cos(θ) exp(x cos(θ)) dθ∫
S
exp(x cos(θ)) dθ
. (1.14)
In general, there is more than one solution to (1.14): in fact, there can be at most two,
more precisely there is only the trivial solution r = 0 for K ≤ 1 and there is also a second
solution r > 0 if K > 1. This is because Ψ′(0) = 1 and because Ψ(·) : [0,∞) → [0, 1)
is strictly concave [16]. In terms of stationary solutions, this means that for K ≤ 1 only
the flat (incoherent) profile 1/(2pi) is stationary, while for K > 1 also {qˆ(· + θ0)}θ0∈S
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is a family of stationary solutions (they are the solutions that exhibit the coherence or
synchronization of the system).
The result we just stated, that is (1.13)-(1.14), is a classical one in the sense that it is
of course closely linked to the solution of the mean field planar rotator model [18] (result
completed by the concavity result proven in [16]). It is however worthwhile recalling the
proof: every stationary solution qˆ of (1.9) satisfies
1
2
qˆ′(θ) +K
(∫
S
sin(θ − θ′)qˆ(θ′) dθ′
)
qˆ(θ) = C , (1.15)
for some constant C. Since we know that qˆ(·) > 0, then (1.15) yields
1
2
(log qˆ(θ))′ −K
(∫
S
cos(θ − θ′)qˆ(θ′) dθ′
)′
=
C
qˆ(θ)
, (1.16)
which implies C = 0. At this point, by playing on the rotation symmetry, we may assume
that
∫
S
qˆ(θ) sin(θ) dθ = 0, so that any stationary non-negative solution qˆ(·) with prescribed
first Fourier cosine coefficient
∫
S
qˆ(θ) cos(θ) dθ equal to r satisfies
1
2
qˆ(θ)′ −Kr cos(θ)qˆ(θ) = 0. (1.17)
A solution to (1.17) is proportional to exp(2Kr cos(θ). By normalizing (qˆ(·) is a probability
density) and recalling the constraint on the first Fourier cosine coefficient we get to (1.13)–
(1.14).
Remark 1.6. Remarkably, a generalization of (1.13)–(1.14) holds also in the disordered
case [19]. The key to such a derivation, like in the step above, is in the identification
of the order parameter r, that captures the degree of coherence (or synchronization)
of the oscillators. In statistical mechanics terms this is nothing but the fact that the
Hamiltonian HN(ϕ) may be rewritten as (1/2N)
∑
i,j Si · Sj = (1/2N)(
∑
i Si)
2, with
Si = (ℜ exp(iϕi),ℑ exp(iϕi)). However, if one considers an h-model (cf. Remark 1.1),
the Hamiltonian cannot be expressed any longer as a function of the total magnetization∑
i Si. For the identification of the order parameter in this more general context we refer
to [6].
1.3. The gradient flow viewpoint. For our purposes the following fact is of crucial
importance: (1.9) can be rewritten in the gradient form
∂tqt(θ) = ∇
[
qt(θ)∇
(
δF(qt)
δqt(θ)
)]
, (1.18)
where we use ∇ for ∂θ for visual impact, δG(q)/δq(θ) is the standard L2 Fre´chet derivative
of the functional G and
F(q) := 1
2
∫
S
q(θ) log q(θ) dθ − K
2
∫
S2
cos(θ − θ′)q(θ)q(θ′) dθ dθ′. (1.19)
Note that F : L2(S)→ R is Fre´chet differentiable at q(·) for example if q(·) is continuous
and q(·) > 0 and Proposition 3.1 guarantees that the evolution may be cast in the form
(1.18) for t > 0. A direct consequence of (1.18) is that
∂F(qt)
∂t
= −
∫
S
qt(θ)
(
∇δF(qt)
δqt(θ)
)2
dθ ≤ 0 . (1.20)
A first consequence of this observation is:
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Proposition 1.7. If there exists t2 > t1 ≥ 0 such that qt1(·) = qt2(·), then there exists a
constant C and a value r satisfying (1.14) such that qt(·) = qˆ(·+ c) for every t ≥ t1.
Proof. By Proposition 3.1 (guaranteeing smoothness and positivity of the solution) and
by (1.20) we see that F(qt) is constant for t ∈ [t1, t2], so that ∇δF(qt)/δ(qt(θ)) = 0 for
every θ and t ∈ [t1, t2]. But this implies that
1
2
∇ (log qt(θ)) +K
(∫
S
sin(θ − θ′)qt(θ′) dθ′
)
= 0 , (1.21)
which is precisely (1.16) with C = 0. Therefore for every t ∈ [t1, t2] there exists a constant
γ(t) such that qt(θ) = qˆ(θ + γ(t)), with qˆ(·) as in (1.13)-(1.14). Since qˆ(· + γ(t1)) is a
stationary solution, the claim follows. 
Two observations are in order:
(1) Proposition 1.7 generalizes to the non-disordered h-model, when the latter is re-
versible (see Section 4), in the sense that the hypotheses imply ∇(δF/δqt) = 0 and
this condition identifies all the stationary solutions.
(2) Proposition 1.7 shows that there is no non-trivial stationary solution to (1.1) when
ξj ≡ ξ, ξ a non-zero constant. This is simply because, otherwise, we would have
a solution to (1.2) of the form q(· − tξ), with q(·) non-constant, which violates
Proposition 1.7. This is of interest also because it is not clear that Proposition 1.7
generalizes to disordered models. Clarifying the link between non-reversibility and
coexistence of stationary and rotating solutions appears also to be an intriguing
question.
1.4. On synchronization stability. The main result that we present addresses the im-
portant issue of the stability of the non-trivial stationary profiles qˆ(·), more precisely of
the stability of the invariant manifold {qˆ(· + θ0)}θ0∈S. In the literature we find a full
analysis of incoherence stability [22] (also in presence of disorder) as well as an analysis of
synchronized profiles as bifurcation from the incoherent 1/2pi profile (we refer to [1] and
the several references therein). Our aim is to have a detailed non-perturbative analysis of
the linearized evolution operator in the non disordered case, for every K > Kc = 1.
To address such an issue we observe that the linearized evolution ut(·) around qˆ(·)
obeys the equation ∂tut(θ) = Lqˆut(θ) with Lqˆ a linear operator with domain D(Lqˆ) :=
{C2(S;R) : ∫
S
u(θ) dθ = 0} defined as
Lqˆu(θ) =
1
2
∆u(θ) +K∇
[
qˆ(θ)
∫
S
sin
(
θ − θ′)u (θ′) dθ′ + u(θ)∫
S
sin
(
θ − θ′) qˆ (θ′) dθ′] .
(1.22)
It is easy to verify that Lqˆ qˆ
′ = 0, and this corresponds to the rotation invariance of the
problem. However, what we are going to prove is that the remaining part of the spectrum
is also real and it lies on the negative semi-axis. In order to make precise statements
about Lqˆ we introduce the Hilbert space H−1,1/qˆ of distributions u such that u = U ′,
with U ∈ L2(S;R). Of course the derivative is taken in the sense of distributions and U
is determined, given u, only up to a constant: we remove this uncertainty by stipulating
that
∫
S
(U(θ)/qˆ(θ)) dθ = 0. The norm of u ∈ H−1,1/qˆ is defined by
‖u‖2−1,1/qˆ :=
∫
S
U(θ)2
qˆ(θ)
dθ, (1.23)
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and the scalar product of u and v ∈ H−1,1/qˆ is going to be denoted by 〈〈u, v〉〉: it is of
course equal to
∫
S
(U(θ)V(θ)/qˆ(θ)) dθ, with definition of V in analogy with U . We will
come back in the next section with more on H−1,1/qˆ, but what one can verify directly is
that D(Lqˆ) and LqˆD(Lqˆ) are subsets of H−1,1/qˆ and that Lqˆ is symmetric as an operator
on H−1,1/qˆ, that is
〈〈u,Lqˆv〉〉 = 〈〈v, Lqˆu〉〉, (1.24)
for every u, v ∈ D(Lqˆ) (for an explicit expression see (2.14)). We will actually prove
(Proposition 2.6) that Lqˆ is essentially self-adjoint. Moreover:
Theorem 1.8. The spectrum of (the self-adjoint extension of) Lqˆ is pure point and it lies
in (−∞, 0]. The value 0 is in the spectrum, with one-dimensional eigenspace (spanned, as
we have seen, by qˆ′) and the distance between zero and the rest of the spectrum is of at
least
λ(K) :=
(
1−K(1− r2)) (1− (I0(2Kr))−2)
2Kr2 exp(8Kr) + exp(4Kr) (1− (I0(2Kr))−2) > 0. (1.25)
We stress that Theorem 1.8 holds as soon as there is a non-trivial solution r to (1.14),
that is for every K > 1. We have:
λ(K)
Kց1∼ K − 1
2
and λ(K)
K→∞∼ exp(−8K + 2)
4K
. (1.26)
Numerically increases till K = 1.033 . . ., where it reaches the value 0.0028 . . ., and then it
decreases.
The paper is organized as follows: in Section 2 we study Lqˆ and prove a spectral gap
inequality, the essential self-adjontness of the operator and the fact that the spectrum is
pure point. The nonlinear evolution properties mentioned in this introduction are treated
in Section 3 and the (ir)reversibility issues are considered in Section 4.
2. Synchronization stability
In this section we prove the main result (Theorem 1.8). We assume K > 1 and, for
simplicity, we drop the hat from qˆ(·), so that a stationary solution is denoted by q(·).
2.1. Some properties of the stationary profile. We first rewrite (1.13)-(1.14) by using
the Bessel function notation:
q(θ) :=
1
2piI0(2Kr)
exp (2Kr cos(θ)) , (2.1)
and r ∈ (0, 1) is the unique positive solution of
r := Ψ(2Kr), with Ψ(x) :=
I1(x)
I0(x)
. (2.2)
We have used the standard notation for the modified Bessel functions of order 0 and 1,
explicitly
Iν(x) :=
1
2pi
∫ 2pi
0
(cos(θ))ν exp (x cos(θ)) dθ, for ν = 0, 1. (2.3)
As already mentioned before, uniqueness of r is a non-trivial fact that follows from [16,
Lemma 4], that establishes in particular the concavity of Ψ(·) on the positive semi-axis.
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One can therefore define, via (2.2)), the function [1,∞) ∋ K 7→ r(K) ∈ [0, 1) (one sets
r(1) := 0 by continuity). We have that, forK > 1, 1−K(1−r2) ∈ (0, 1/2) or (equivalently)√
1− 1
K
< r(K) <
√
1− 1
2K
. (2.4)
These bounds are easily checked for K close to 1 and K large, and and the numerical plots
of the three functions appearing in (2.4) ca be found in Figure 1. We could not find quick
proofs of (2.4): a proof of the upper bound is a byproduct of one of the arguments that
we develop below (see the proof of Lemma 2.2), while we prove here the lower bound by
using Bessel functions properties.
1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.
0
0.
2
0.
4
0.
6
0.
8
r
PSfrag replacements
K
r(K)
Figure 1. The function K 7→ r(K) and (dashed lines) the bounds of (2.4). The upper
bound is proven, the lower bound is verified for K close to 1 and K large.
Proof of (2.4), lower bound. By the change of variables (r,K) 7→ (r, 2Kr) =: (r, y) we see
that what we have to prove is equivalent to showing that
Ψ2(y) +
2
y
Ψ(y)− 1 y>0> 0 , (2.5)
Apply now the identity [23]
I1(y)
I0(y)
=
y
2
 1
1 + y2
I2(y)
I1(y)
 , (2.6)
so that
1− 2
y
Ψ(y) =
1
1 + 2y
I1(y)
I2(y)
(> 0), (2.7)
and therefore (2.5) is equivalent to
Ψ2(y)
(
1 +
2
y
I1(y)
I2(y)
)
=
I1(y)
2
I0(y)I2(y)
> 1 , (2.8)
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where the intermediate step follows from the identity yI2(y) + 2I1(y) − yI0(y) = 0 [23].
But this is equivalent to I1(y)/I0(y) > I2(y)/I1(y) for y > 0, a fact that is proven in [11,
(3.8)]. 
In the sequel we will also use the notations
J(θ) := −K sin(θ) and J˜(θ) := K cos(θ) , (2.9)
so that
q′
2q
= J ∗ q , (2.10)
and with this change of notation (1.22) reads
Lqu =
1
2
u′′ − (q (J ∗ u) + u (J ∗ q))′ . (2.11)
2.2. Rigged Hilbert spaces and H−1,1/q. We now introduce a rigged Hilbert spaces
structure [4, pp. 81-82]. The pivot (Hilbert) space is H := {u ∈ L2(S) : ∫ u = 0} (of
course the scalar product is (u, v) :=
∫
uv and the norm is denoted by ‖ · ‖2). The second
Hilbert space we consider is V := H1,q, closure of the set of periodic C
1 functions u such
that
∫
u = 0 with respect to the norm
‖u‖1,q :=
√∫
S
(u′)2q, (2.12)
so that V ⊂ H and the canonical injection of V into H is continuous (by the Poincare´
inequality). Note that V is dense in H. We consider then the dual space V ′ of V and the
duality functional in V ′ defined by ϕu(v) := (u, v) for every given u ∈ H (ϕu : V → R).
We can define T : H −→ V ′ by setting Tu := ϕu. One can then show that T (H) is
dense in V ′ and T injects H into V ′ in a continuous way [4, p. 82]. This injection allows
considering H as a subset of V ′, by identifying u and Tu. Moreover if u ∈ H we have that
‖u‖V ′ = ‖Tu‖V ′ can be made more explicit: given u ∈ H we call U the primitive of H
such that
∫
U/q = 0 and we observe that
‖u‖V ′ = sup
v∈V
(u, v)
‖v‖V = supv∈H1,q
∫ Uv′√∫
q(v′)2
=
√∫ U2
q
, (2.13)
where the last step follows on one hand by the Cauchy-Schwarz inequality (establishing
the upper bound) and by choosing v′ = U/q in the supremum (establishing the lower
bound).
As already mentioned in the introduction, the scalar product in V ′ = H−1,1/q is denoted
by 〈〈·, ·〉〉. We observe also that these steps allow the precise identification of the functions
inH−1,1/q: u ∈ H−1,1/q if and only if u = U ′ (in the sense of distributions), with U ∈ L2(S).
At this point it is crucial to observe that D(Lq) (recall that D(Lq) is the subset of
periodic C2 functions u such that
∫
u = 0) is dense in H−1,1/q and that for u, v ∈ D(Lq) ⊂
H−1,1/q, we have (use (2.10))
〈〈v, Lqu〉〉 = 〈〈Lqv, u〉〉 = −1
2
∫
S
uv
q
+
(
v, J˜ ∗ u
)
. (2.14)
In words: Lq is a symmetric operator on H−1,1/q.
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2.3. Estimates on the Dirichlet form. It is going to be useful to introduce also the
Hilbert space L21/q, which coincides with L
2(S) as a set of functions, but we equip it with
the scalar product
〈u, u〉 := (u, u/q). (2.15)
We therefore introduce, for u ∈ D(Lq), the Dirichlet form D(u) := −〈〈u,Lqu〉〉. By (2.14)
we have
D(u) = 1
2
〈u, u〉 −
(
u, J˜ ∗ u
)
. (2.16)
Our aim is to bound from below D(u) and we start with two technical lemmas. The
first one yields the spectral decomposition of (u, J˜ ∗ u), viewed as a quadratic form on
L21/q.
Lemma 2.1. We have the orthogonal decomposition
L21/q = V0 ⊕⊥ V1/2 ⊕⊥ VK−1/2, (2.17)
where
V0 :=
θ 7→ a0 +∑
j≥2
(aj cos(jθ) + bj sin(jθ)) :
∑
j
a2j + b
2
j <∞
 , (2.18)
and both V1/2 and VK−1/2 are one dimensional subspaces generated respectively by θ 7→
sin(θ)q(θ) (= −q′(θ)/2Kr) and by θ 7→ cos(θ)q(θ). Moreover, when u ∈ Vλ we have
J˜ ∗ u = λ
q
u. (2.19)
Proof. The L21/q-orthogonality statements V0⊥V1/2 and V0⊥VK−1/2 follow directly from the
orthogonality in L2 of the family {cos(jθ), sin(jθ)}j=0,1,.... Instead V1/2⊥VK−1/2 because∫ pi
−pi q(θ) cos(θ) sin(θ) dθ = 0.
The validity of (2.19) follows by direct computation: for u ∈ V0
J˜ ∗ u(θ) = K cos(θ)
∫ 2pi
0
cos(θ′)u(θ′) dθ′ +K sin(θ)
∫ 2pi
0
sin(θ′))u(θ′) dθ′, (2.20)
which is equal to zero because u does not contain the first harmonics. The other two cases
follow by using the same trigonometric identity and the following two (clearly equivalent)
identities:∫ 2pi
0
q(θ) sin2(θ) dθ =
1
2K
,
∫ 2pi
0
q(θ) cos2(θ) dθ =
(
1− 1
2K
)
. (2.21)

The second lemma is more technical and its interest will become clear in the proof of
Proposition 2.3.
Lemma 2.2. We have
min
u∈V0:
R
u=0
〈1 + u, 1 + u〉 = 〈1 + uˆ, 1 + uˆ〉 = (2pi)2 2K − 1
2K(1− r2)− 1 , (2.22)
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where
uˆ(θ) = −1− 2pi
(
1− 12K
)(
r2 − (1− 12K )) q(θ) + 2pir(r2 − (1− 12K )) q(θ) cos(θ), (2.23)
Proof. We have to minimize a quadratic functional under the linear constraints (1, u) = 0
and u ∈ V0. This corresponds to the three constraints:∫ 2pi
0
u(θ) dθ = 0,
∫ 2pi
0
cos(θ)u(θ) dθ = 0 and
∫ 2pi
0
sin(θ)u(θ) dθ = 0. (2.24)
The extrema (minima, by convexity) of such a problem can be found by the Lagrange
multipliers method and they are of the form
uˆ(θ) = −1 + λq(θ) + µq(θ) cos(θ) + ηq(θ) sin(θ), (2.25)
with λ, µ and η three real numbers. The constraints (2.24), via (2.2) and (2.21), yield
the linear system η = 0, λ + µr = 2pi and 2Kλr + µ(2K − 1) = 0, which has a solution
if and only if 2K(1 − r2) − 1 6= 0. Since the minimum exists for every K and since
2K(1 − r2) − 1 → 1 for K ց 1 we see that 2K(1 − r2) − 1 > 0 for every K (this is the
upper bound in (2.4)). The proof is completed by making λ and µ explicit and using that
the expression in (2.22) is equal to λ2 + 2λµr + µ2(1− (1/2K)). 
The following is one of our main statements:
Proposition 2.3. There exists cK ∈ (0, 1/2) such that, if u ∈ L21/q is such that (1, u) =∫ 2pi
0 u = 0, then
D(u) ≥ cK
〈
u− u1/2, u− u1/2
〉
, (2.26)
where u1/2 := q
′ 〈u, q′〉 / 〈q′, q′〉. In particular, D(u) ≥ 0.
Proof. Lemma 2.1 shows that, if we write u = v0+v1/2+v˜ (according to the decomposition
(2.17): of course v1/2 = u1/2) we have
D(u) = −(K − 1) 〈 v˜, v˜ 〉+ 1
2
〈v0, v0〉 . (2.27)
We write v˜(θ) = c˜q(θ) cos(θ) and v0 = a0 +
∑
j≥2(aj cos(jθ) + bj sin(jθ)) and, with this
notations, one directly sees, using the definitions (2.1) and (2.2), that the constraint
(1, u) = 0 is equivalent to
rc˜ = −2pia0. (2.28)
Let us observe that we can assume c˜ 6= 0: if c˜ = 0 then v − v1/2 = v0 and, in view of
(2.27), (2.26) holds. From now on we perform estimates for arbitrary, but fixed, values of
c˜ 6= 0 (hence a0 is fixed too).
Note then that 〈v˜, v˜〉 = c˜2(1− (1/(2K))), by (2.21), and we can therefore write
D(u) = −(K − 1)
(
1− 1
2K
)
c˜2 +
a20
2
〈
1 +
u2
a0
, 1 +
u2
a0
〉
, (2.29)
where of course we have set u2 := v0 − a0. By Lemma 2.2 we therefore obtain that
min
u:(1,u)=0
given ec
D(u) = D(v˜ + a0(1 + uˆ)) , (2.30)
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where we recall that c˜ and a0 are related via (2.28). Note that, by (2.4), c1(K) > 0
for K > 1. For sake of compactness let us introduce vˆ0 := a0(1 + uˆ)(∈ V0), so that
u = (v0 − vˆ0) + vˆ0 + v1/2 + v˜ and, looking back at (2.27), we see that
D(u) = −(K − 1) 〈 v˜, v˜ 〉+ 1
2
〈vˆ0, vˆ0〉+ 〈vˆ0, v0 − vˆ0〉+ 1
2
〈v0 − vˆ0, v0 − vˆ0〉
= D (v˜ + vˆ0) + 〈vˆ0, v0 − vˆ0〉+ 1
2
〈v0 − vˆ0, v0 − vˆ0〉 ,
= min
u:(1,u)=0
given ec
D(u) + 〈vˆ0, v0 − vˆ0〉+ 1
2
〈v0 − vˆ0, v0 − vˆ0〉 ,
(2.31)
which implies in particular
〈vˆ0, v0 − vˆ0〉+ 1
2
〈v0 − vˆ0, v0 − vˆ0〉 ≥ 0 , (2.32)
Since a lengthy computation yields
D (v˜ + vˆ0)
〈v˜, v˜〉+ 〈vˆ0, vˆ0〉 = 1−K(1− r
2) =: cK ∈ (0, 1/2), (2.33)
where cK ∈ (0, 1/2) is just a restatement of (2.4), we get
D(u) = cK (〈v˜, v˜〉+ 〈vˆ0, vˆ0〉) + 〈vˆ0, v0 − vˆ0〉 + 1
2
〈v0 − vˆ0, v0 − vˆ0〉
≥ cK (〈v˜, v˜〉+ 〈vˆ0, vˆ0〉) + 2cK 〈vˆ0, v0 − vˆ0〉 + cK 〈v0 − vˆ0, v0 − vˆ0〉
= cK (〈v˜, v˜〉+ 〈v0, v0〉) ,
(2.34)
and the proof is complete. 
For the next result we point out that, by the definition of H−11/q in terms of rigged Hilbert
spaces, we know that there exists c > 0 such that 〈〈u, u〉〉 ≤ c(u, u) for every u ∈ L2 with
(1, u) = 0. Therefore
〈〈u, u〉〉 ≤ c2P 〈u, u〉 , (2.35)
with c2P = cmax q. This can be proven directly and cP can be made explicit, in fact∫ U/q = 0 tells us that U(θ0) = 0 for some θ0, so that 〈〈u, u〉〉 ≤ (min q)−1 ∫ θ0+2piθ0 U2 (we
are looking at U as a periodic function with domain R) and the Poincare´ inequality tells
us that
∫ θ0+2pi
θ0
U2 is smaller than ∫ θ0+2piθ0 (U ′)2 = (u, u). Therefore we can choose
c2P =
max q
min q
= exp(4Kr). (2.36)
.
Lemma 2.4. For u ∈ L2(S) such that (1, u) = 0 we have
‖u− u1/2‖L2
1/q
≥ C
∥∥∥∥u− 〈〈u, q′〉〉〈〈q′, q′〉〉q′
∥∥∥∥
H
−1,1/q
, (2.37)
where C > 0 is given by
C2 :=
(
1− (I0(2Kr))−2
)
2Kr2c4P + c
2
P (1− (I0(2Kr))−2)
. (2.38)
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Of course Proposition 2.3 and Lemma 2.4 yields the spectral gap inequality: for every
u such that 〈〈u, q′〉〉 = 0 we have
D(u) ≥ cKC2〈〈u, u〉〉. (2.39)
Proof. Set e = q′/ 〈q′, q′〉1/2, so that u1/2 = 〈u, e〉 e. By (2.35) we see that (2.37) follows if
one can show
‖u− u1/2‖L2
1/q
≥ cPC
∥∥∥∥u− 〈〈u, e〉〉〈〈e, e〉〉 e
∥∥∥∥
L2
1/q
= cPC
√〈
u− u1/2, u− u1/2
〉
+
(
〈u, e〉 − 〈〈u, e〉〉〈〈e, e〉〉
)2
,
(2.40)
and this is equivalent (note that cPC ∈ (0, 1)) to〈
u− u1/2, u− u1/2
〉 ≥ C0(〈u, e〉 − 〈〈u, e〉〉〈〈e, e〉〉
)2
= C0
(〈〈u− u1/2, e〉〉
〈〈e, e〉〉
)2
, (2.41)
with C0 := (cPC)
2/(1 − (cPC)2). By the Cauchy-Schwarz inequality and by (2.35) we
have
〈〈u− u1/2, e〉〉2 ≤ 〈〈u− u1/2, u− u1/2〉〉〈〈e, e〉〉 ≤ c2P
〈
u− u1/2, u− u1/2
〉 〈〈e, e〉〉, (2.42)
so that (2.41) holds if C0c
2
P /〈〈e, e〉〉 ≤ 1, which is equivalent to c2PC2 ≤ 〈〈e, e〉〉/(c2P +
〈〈e, e〉〉). This is a condition on C that we can verify explicitly by using 〈〈e, e〉〉 = (1 −
I−20 (2Kr))/(2Kr
2). 
2.4. Self-adjointness and spectral properties of Lq. Let us recall that H is the space
L2 with zero average constraint and that Lq is viewed as an operator on H−1,1/q ⊃ H.
The first result is a technical lemma:
Lemma 2.5. Fix K > 1. There exists c > 0 such that for every u ∈ H, we have
〈〈u, u〉〉 ≥ c ‖u1/2‖22, (2.43)
where u1/2 is the orthogonal projection, in L
2
1/q, on V1/2.
Proof. Using the explicit expression for u1/2 (Proposition 2.3), and〈
u, q′
〉
=
∫
(log q)′u = −
∫
(log q)′′U , (2.44)
we see that
‖u1/2‖22 ≤ (max q)
〈
u1/2, u1/2
〉
=
max q
〈q′, q′〉
(∫
(log q)′′U
)2
≤ 2pimax q
2max |(log q)′′|2
〈q′, q′〉
∫
U2/q =: 1
c
〈〈u, u〉〉, (2.45)
where the last step is the definition of c. 
Proposition 2.6. Lq is essentially self-adjoint.
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Proof. We start by introducing for u, v ∈ D(Lq)
E1(v, u) := 〈〈v, (1 − Lq)u〉〉 = −
∫
v(θ)
(∫ θ
0
U
q
)
dθ +
1
2
∫
vu
q
−
∫
vJ˜ ∗ u. (2.46)
The right-most expression shows that E1(u, v) is well defined as long as u, v ∈ H (this
generalizes the definition of E1(·, ·) and we will take this definition from now on). Moreover
E1(·, ·) is a continuous and coercive bilinear form on H ×H, that is there exists c ∈ (0, 1)
such that
E1(u, v) ≤ 1
c
‖u‖2‖v‖2, and E1(u, u) ≥ c‖u‖22. (2.47)
The second inequality follows from Proposition 2.3 ad Lemma 2.5. Now observe that for
every f ∈ H−1,1/q the linear form v 7→ 〈〈v, f〉〉, from H to R, is continuous (it is continuous
also as a map fromH−1,1/q to R) and therefore, by the Lax-Milgram Theorem [4, Cor. V.8],
we have that there exists a unique u ∈ H such that
E1(v, u) = 〈〈v, f〉〉, for every v ∈ H. (2.48)
Since we can write
〈〈v, f〉〉 = −
∫
v(θ)
(∫ θ
0
F
q
)
dθ, (2.49)
from (2.46), (2.49) and (2.48) we see that
−
∫ θ
0
U
q
+
u(θ)
2q(θ)
−
(
J˜ ∗ u
)
(θ) = −
∫ θ
0
F
q
, (2.50)
for (Lebesgue) almost every θ. Since u ∈ H, the primitive of U/q is C1 and its (weak)
second derivative is square integrable. If f ∈ H(⊂ H−1,1/q) then the same is true for the
right-hand side in (2.50). Since J˜ ∗u is C∞, we see that u is C1 (more precisely, has a C1
version). So the left-most term in (2.50) is at least C3. If now we assume that f is C0, we
can therefore conclude that u ∈ C2.
To sum up: if f is periodic, C0, with
∫
f = 0, then u ∈ D(Lq) and (1−Lq)u = f , which
follows by taking applying ∂θ(q(θ)∂θ · ) to both terms in (2.50) (and by using (2.10)). Since
such functions f are dense in H−1,1/q, we see that the range of 1−Lq is dense, so that its
kernel is {0}, and this implies that Lq is essentially self-adjoint ([4, Prop. VII.6]). 
Proposition 2.7. The spectrum of Lq is pure point.
Proof. We are going to prove this by showing that the resolvent of Lq is compact, namely
that (λ−Lq)−1 is compact for λ in the resolvent set. It suffices to prove such a result for
one value of λ [12, p. 187] and we choose λ = 1, which is in the resolvent set thanks to
Proposition 2.3 and Proposition 2.6. So let us consider f := (1− Lq)−1u, u ∈ H−1,1/q, so
that f is in the domain of 1− Lq and we have
〈〈f, (1− Lq)f〉〉 = 〈〈f, u〉〉. (2.51)
But, by (2.47), 〈〈f, (1 − Lq)f〉〉 is bounded below by c‖f‖22, so that
c ‖f‖2 ≤ 〈〈f, u〉〉‖f‖2 ≤
1
C
〈〈f, u〉〉√
〈〈f, f〉〉 ≤
1
C
√
〈〈u, u〉〉, (2.52)
where we have used the continuous injection of H into V ′ = H−1,1/q (C is the constant
arising when comparing the norms of these two spaces). Therefore (1 − Lq)−1 maps
sequences that are bounded in H−1,1/q to sequences that are bounded in H. We are
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therefore left with showing that the embedding of H into H−1,1/q is compact. This just
follows by the Cauchy-Schwarz inequality: for every v ∈ H we have |V(θ) − V(θ′)| ≤
‖v‖2
√
|θ − θ′| and , since we are on a bounded interval with periodic boundary conditions
and
∫ V/q = 0, this yields that {V : v ∈ H and ‖v‖2 ≤ const.} is a compact subset of C0
(Ascoli-Arzela´ Theorem), and hence of L21/q. That is, a bounded subset of H is a relatively
compact subset of H−1,1/q and this completes the proof. 
3. The nonlinear evolution
We need the following result on the nonlinear evolution:
Proposition 3.1. For every ν0 ∈ M1(S) there is a unique element ν· of C0([0,∞);M1(S))
such that (1.8) is satisfied for every F ∈ C2(S) and every t > 0. Moreover for t > 0 the
measure νt is absolutely continuous with respect to the Lebesgue measure and, if we denote
by qt(·) its density, the function (t, θ) 7→ qt(θ), with domain of definition (0,∞) × S, is
C∞, strictly positive and it solves (1.9).
Proof. The uniqueness result is proven for example in [15] (with S replaced by R) and
in [8] (for a general, bounded or unbounded, domain subset of Rd). The case of periodic
boundary conditions is not treated explicitly but the argument of proof goes through
with minor modifications. Existence is established by the tightness result on the particle
system, which follows by methods that are by now standard: it suffices in fact to show
that, for every (smoooth) F , {∫
S
F dνN,t}N is tight (see e.g. [13, 15, 8]) and this follows
immediately from the fact that the drift in (1.2) is bounded.
For the regularity and positivity aspects we use the fact that, if for t > 0 there is a
solution to
∂tu(t, θ) =
1
2
∂2u(t, θ)
∂θ2
+K
∂
∂θ
[(H(t, θ)) u(t, θ)] , (3.1)
with
H(t, θ) :=
∫
S
sin(θ−θ′)νt( dθ′) = sin(θ)
∫
S
cos(θ′)νt( dθ
′)−cos(θ)
∫
S
sin(θ′)νt( dθ
′), (3.2)
(note that H(·, ·) is continuous in time and C∞ in space) such that for every F ∈ C0(S)
lim
tց0
∫
S
F (θ)u(t, θ) dθ =
∫
F dν0, (3.3)
then one directly verifies that ν˜· ∈ C0([0, T ];M1(S)), defined by ν˜t( dθ) = u(t, θ) dθ for
t > 0 and ν˜0 = ν0, is a solution to (1.8). Hence ν˜· = ν· by uniqueness.
Equation (3.1) is a parabolic linear partial differential equation on which there is much
literature. For our purpose the results by D. G. Aronson in [2] turn out to be particularly
relevant. In particular, Aronson shows that the equation (3.1) (consider θ ∈ R for the
moment) admits a fundamental solution Γ(t, θ; s, θ′) (t > s) so that the solution at time t
can be written as
∫
R
Γ(t, θ; 0, θ′)u(0, θ′) dθ′, at least when u(0, ·) ∈ L2loc(R) (of course the
solution has to be interpreted in a weak sense: see [2, pp. 608-609] for the very general set
up in which such a result it is proven). A number of results on the fundamental solution
are proven [2, Section 7] and notably that it is a continuous function in (t, θ) for t > s and
that, if we assume that supt∈[s,s+T ],θ∈RH(t, θ) =: M <∞, there exists C = C(T,M) > 0
such that
1
C
√
t− s exp
(
−C(θ − θ
′)2√
t− s
)
≤ Γ(t, θ; s, θ′) ≤ C√
t− s exp
(
−(θ − θ
′)2
C
√
t− s
)
, (3.4)
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for every θ, θ′ and every t ∈ (s, s + T ]. Moreover ([2, Corollary 12.1]) the result applies
also to initial data that are measures: namely, if µ is a measure on R such that for t > 0
the map θ 7→ ∫
R
Γ(t, θ; 0, θ′)µ( dθ) is a function in L2loc(R) then such a map defines a weak
solution to (3.1) on (0, T ] × R (namely a weak solution to (3.1) on [t0, T ] × R for every
t0 ∈ (0, T )).
Let us now specialize to our case: H(t, ·) is smooth and 2pi-periodic, so that Γ(t, θ; s, θ′) =
Γ(t, θ + 2pi; s, θ′ + 2pi). Let us apply the result we have just stated with µ defined by re-
quiring that its restriction to [2pij, 2pi(j + 1)) coincides with the image of the measure ν0
under the application [0, 2pi) ∋ θ 7→ θ + 2pij ∈ [2pij, 2pi(j + 1)), for every j. Therefore for
t > 0 ∫
R
Γ(t, θ; 0, x)µ( dx) =
∑
j∈Z
∫
[0,2pi)
Γ(t, θ; 0, θ′ + 2pij)ν( dθ′) =: v(t, θ), (3.5)
and, by (3.4), v(t, ·) is bounded as soon as t > 0. Therefore v(·, ·) is a weak solution and,
in turns, v(t, θ) dθ coincides with νt( dθ), which therefore has a representation in terms of
the fundamental solution Γ and this implies not only that the solution becomes a bounded
function as soon as t > 0, but also (by the lower bound in (3.4)) that it is strictly positive.
At this point, since we know that the solution is bounded, the smoothness in both
variables of the solution (for t > 0) may be derived by standard methods: this issue is
taken up for example in [3] for a slightly different evolution equation, or, more generally,
in [17]. 
4. On the irreversibility of the Kuramoto model
In this section we consider the Kuramoto h-model, i.e. (1.1) with general drift, as in
Remark 1.1, and σ = 1.
Existence of a unique invariant probability measure (for each fixed N) is a well known
fact, but one can actually prove that such an invariant measure has a positive C∞ density
ρ : SN → (0,∞). These issues are treated in detail for example in [14, Ch.s 3 and
5], where one finds also an extensive treatment of the entropy productions for Markov
processes (with references to the vast literature on the subject). The entropy production
rate ep for a stationary process X is defined as the limit as T → ∞, when it exists, of
the relative entropy of the law of {Xt}t∈[0,T ] with respect to the law of {XT−t}t∈[0,T ],
divided by T . For a large class of models ep takes the form of the steady state average
of time integral of the square of a suitable flux. This is true also in our case, namely
ep =
1
2
∫
SN
∑N
j=1 Jj
(
ϕ
)2
ρ(ϕ) dϕ, where
Jj
(
ϕ
)
:= 2ξj − 2
N
N∑
i=1
h(ϕj − ϕi)− ∂
∂ϕj
log ρ
(
ϕ
)
. (4.1)
The key point is that ep = 0 if and only if the system is reversible [14, Th. 5.4.6] (of course
reversibility calls for specifying an invariant probability with respect to which the system
is reversible, but in our set-up there is only one invariant measure). Therefore our system
is reversible if and only if Jj(·) ≡ 0 for every j: let us spell it out
∂
∂ϕj
log ρ
(
ϕ
)
= 2ξj − 2
N
N∑
i=1
h(ϕj − ϕi) for every j and ϕ. (4.2)
This expression directly implies that
∫
S
h(θ) dθ = 2piξj for every j, that is ξj does not
depend on j. Without loss of generality we may therefore assume ξj = 0 for every j (recall
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Remark 1.2), which entails
∫
S
h(θ) dθ = 0 and therefore the primitive h˜ of h is 2pi-periodic
(we make the arbitrary choice h˜(0) = 0). By integrating (4.2) we obtain that
log ρ(ϕ) =
2
N
∑
i
h˜(ϕj − ϕi) + cj
(
ϕ
)
, (4.3)
where cj
(
ϕ
)
does not depend on ϕj . For j = 1 and ϕi fixed for i = 3, 4, . . . we can rewrite
(4.3) as
log ρ(ϕ1, ϕ2) =
2
N
h˜(ϕ1 − ϕ2) + g1(ϕ1) + g2(ϕ2) , (4.4)
where g1(ϕ1) := (2/N)
∑
i≥3 h˜(ϕj −ϕi) and g2(ϕ2) := c1
(
ϕ
)
. We can of course repeat the
same steps with j = 2 obtaining thus
log ρ(ϕ1, ϕ2) =
2
N
h˜(ϕ2 − ϕ1) + f1(ϕ1) + f2(ϕ2) , (4.5)
with f1 and f2 defined in analogy with g1, g2 (but we are simply interested in the fact
that they are smooth functions from S to R). From (4.4) and (4.5) we infer that
h˜(ϕ1 − ϕ2)− h˜(ϕ2 − ϕ1) = f(ϕ1) + g(ϕ2), (4.6)
for suitable smooth functions f and g from S to R. This tells us in particular that
f(c + θ) + g(c) does not depend on c (it is equal to h˜(θ) − h˜(−θ)) and, therefore, that
f(x) + g(x) is a constant and f(c+ x)− f(x) = f(c)− f(0) for every c and x (that is f is
constant, since it is continuous and periodic). We have therefore reached the conclusion
that θ 7→ h˜(θ)− h˜(−θ) is a constant, which has therefore to be zero.
We sum up the argument we have just developed in the following statement:
Proposition 4.1. For every N the dynamics defined by (1.1), generalized as in Re-
mark 1.1, is reversible if and only if the following two conditions are satisfied:
(1) ξ1 = ξj for every j;
(2) h(·)− ξ1 : R 7→ R is an odd function.
Acknowledgments
We are very grateful to Francesco Caravenna for suggesting Lemma 2.4. G.G. thanks
also Marek Biskup, Franc¸ois Delarue and Lorenzo Zambotti for fruitful suggestions and
discussions. This work has been supported by the ANR grant MANDy.
References
[1] J. A. Acebro´n, L. L. Bonilla, C. J. Pe´rez Vicente, F. Ritort and R. Spigler The Kuramoto model: A
simple paradigm for synchronization phenomena, Rev. Mod. Phys. 77 (2005), 137–185.
[2] D. G. Aronson, Non-negative solutions of linear parabolic equations, Ann. Scuola Norm. Sup. Pisa
(3), 22 (1968), 607-694.
[3] A. Asselah and G. Giacomin, Metastability for the exclusion process with mean field interactions, J.
Statist. Phys. 93 (1998), 1051-1110.
[4] H. Brezis, Analyse fonctionnelle. The´orie et applications, Collection Mathmatiques Applique´es pour
la Maˆıtrise, Masson, Paris, 1983.
[5] P. Butta` and J. L. Lebowitz, Hydrodynamic limit of Brownian particles Interacting with short and
long range forces, J. Statist. Phys. 94 (1999), 653-694.
[6] H. Daido, Order function and macroscopic mutual entrainment in uniformly coupled limit-cycle oscil-
lators, Prog. Theor. Phys. 88 (1992), 1213-1218.
[7] P. Dai Pra and F. den Hollander, McKean-Vlasov limit for interacting random processes in random
media, J. Statist. Phys. 84 (1996), 735-772.
18 LORENZO BERTINI, GIAMBATTISTA GIACOMIN, AND KHASHAYAR PAKDAMAN
[8] J. Ga¨rtner, On McKean-Vlasov limit for interacting diffusions, Math. Nachr. 137 (1988), 197-248.
[9] G. Giacomin and J. L. Lebowitz, Phase segregation dynamics in particle systems with long range
interactions I: macroscopic limits, J. Statist. Phys. 87 (1997), 37-61 and Phase segregation dynamics
in particle systems with long range interactions II: interface motion, SIAM J. Appl. Math. 58 (1998),
1707-1729.
[10] F. den Hollander, Large Deviations, Fields Institute Monographs, American Mathematical Society,
2000.
[11] C. M. Joshi and S. K. Bissu, Some inequalities of Bessel and modified Bessel functions, J. Austral.
Math. Soc. Ser. A 50 (1991), 333-342.
[12] T. Kato, Perturbation theory for linear operators, second edition, Grundlehren der mathematischen
Wissenschaften 132, Springer-Verlag, 1976.
[13] C. Kipnis and C. Landim, Scaling Limits of Interacting Particle Systems, Grundlehren der mathema-
tischen Wissenschaften 320, Springer-Verlag, 1999.
[14] D.-Q. Jiang, Min Qian and M.-P. Qian, Mathematical Theory of Nonequilibrium Steady States, Lecture
Notes in Mathematics 1833, Springer-Verlag, 2004.
[15] K. Oelschla¨ger, A martingale approach to the law of large numbers for weakly interacting stochastic
processes, Ann. Probab. 12 (1984), 458-479.
[16] P. A. Pearce, Mean-field bounds on the magnetization for ferromagnetic spin models, J. Statist. Phys.
25 (1981), 309-320.
[17] J. C. Robinson, Infinite-dimensional dynamical systems. An introduction to dissipative parabolic PDEs
and the theory of global attractors, Cambridge Texts in Applied Mathematics, Cambridge University
Press, Cambridge, 2001.
[18] H. Silver, N. E. Frankel and B. W. Ninham, A class of men field models, J. Math. Phys. 13 (1972),
468-474.
[19] H. Sakaguchi, Cooperative phenomena in coupled oscillator systems under external fields, Progr. The-
oret. Phys. 79 (1988), 39-46.
[20] H. Spohn, Large Scale Dynamics of Interacting Particles, Texts and Monographs in Physics, Springer-
Verlag, 1991.
[21] S. H. Strogatz, From Kuramoto to Crawford: exploring the onset of synchronization in populations of
coupled oscillators, Physica D 143 (2000), 1-20.
[22] S. H. Strogatz and R. E. Mirollo, Stability of incoherence in a population of coupled oscillators, J.
Statist. Phys. 63 (1991), 613-635.
[23] G. N. Watson, A Treatise on the Theory of Bessel Functions, 2nd ed., Cambridge University Press,
1966.
SAPIENZA Universita` di Roma, Dipartimento di Matematica G. Castelnuovo, P.le Aldo
Moro, 2 - 00185 Roma - Italia
E-mail address: bertini@mat.uniroma1.it
Universite´ Paris Diderot (Paris 7) and Laboratoire de Probabilite´s et Mode`les Ale´atoires
(CNRS), U.F.R. Mathe´matiques, Case 7012 (site Chevaleret) 75205 Paris - France
E-mail address: giacomin@math.jussieu.fr
Institut Jacques Monod, Universite´ Paris Diderot - CNRS, Baˆt. Buffon - 15 rue He´le`ne
Brion 75013 Paris - France
E-mail address: pakdaman@ijm.univ-paris-diderot.fr
