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The application of tunable diode laser absorption spectroscopy (TDLAS) to flames with non-
homogeneous temperature and concentration fields is an area where only few studies exist. Exper-
imental work explores the performance of tomographic reconstructions of species concentration and
temperature profiles from wavelength-modulated TDLAS measurements within the plume of an ax-
isymmetric McKenna burner. Water vapor transitions at 1391.67 nm and 1442.67 nm are probed using
calibration free wavelength modulation spectroscopy with second harmonic detection (WMS-2f ). A
single collimated laser beam is swept parallel to the burner surface, where scans yield pairs of line-
of-sight (LOS) data at multiple radial locations. Radial profiles of absorption data are reconstructed
using Tikhonov regularized Abel inversion, which suppresses the amplification of experimental noise
that is typically observed for reconstructions with high spatial resolution. Based on spectral datare-
constructions, temperatures and mole fractions are calculated point-by-point. Here, a least-squares
approach addresses difficulties due to modulation depths that cannot be universally optimized due to
a non-uniform domain. Experimental results show successful reconstructions of temperature and mole
fraction profiles based on two-transition, non-optimally modulated WMS-2f and Tikhonov regularized
Abel inversion, and thus validate the technique as a viable diagnostic tool for flame measurements.
1. Introduction
Over the last couple of decades, a significant amount
of work has been performed in the area of temper-
ature and species concentration determination us-
ing tunable diode laser absorption spectroscopy [1–
4]. Line-of-sight TDLAS signals are, in essence, at-
tenuation that is integrated along the beam path.
Hence, these techniques, – while good for domains
with uniform temperature and species concentra-
tion, – are not readily applicable for areas where
the fields vary significantly. For such cases, the
application of tomography along with TDLAS pro-
vides a means to achieve spatially resolved beam
attenuation data which can be subsequently used
for the determination of temperature and concen-
tration values.
Tomographic TDLAS, for 1D tomography in par-
ticular, is generally achieved by acquiring LOS at-
tenuation data, – i.e. projections, – using a parallel
rake of rays scanned across an axisymmetric flame
[5, 6]. Projections are subsequently deconvolved us-
∗ Corresponding author: ischoegl@lsu.edu
ing a numerical implementation of Abel’s inversion
equation [6–8]. Since Abel inversion is an inherently
ill-conditioned problem [8, 9], small levels of mea-
surement noise in projection data are amplified in
the solution. Therefore, deconvolutions are usually
performed for coarse grid spacing [8] and/or after
artificial smoothing of projection data [5, 6].
Available work on tomographic TDLAS falls into
two categories: tomography of axisymmetric do-
mains, – which is essentially 1D, – and reconstruc-
tions of 2D slices using projections from multiple
directions/views. Another distinction can be made
with respect to the number of spectral transitions
being probed. Two important prior studies on 1D
tomographic TDLAS are works by Silver et al. [5]
and Villarreal and Varghese [6]. Both studies use
traditional Abel inversion to deconvolve LOS data
and use relatively large beam spacing. While the
experimental setup of the present study is a vari-
ation of the one used by Villarreal and Varghese
[6], the previous study used 9 spectral transitions
to simultaneously reconstruct temperature and con-
centration profiles using a scanned direct absorp-
tion method. Silver et al. [5] used WMS-2f to re-
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2construct concentration profiles of H2O for a flame
in microgravity. While this approach is nominally
similar, the previous study decoupled measurements
by a semi-computational approach: concentrations
are found directly from lines with low temperature
sensitivity, whereas corresponding temperatures are
calculated. The present work, however, determines
concentration (mole fractions) and temperature si-
multaneously and furthermore seeks to augment the
performance of highly resolved Abel inversion by
the introduction of Tikhonov regularization. An
alternative approach is hyperspectral tomography,
which was introduced in the context of 2D recon-
structions [10–14]. In this method, LOS absorbance
data are obtained for a large number of spectral
transitions using a broadly tunable diode laser. The
strength of this method is that the redundancy of
spectral information allows for a reduction of views
for a satisfactory reconstruction. Furthermore, re-
cent proof-of-concept computational work indicates
that hyper-spectral LAS methods can be combined
with WMS-2f [15]. Hyper-spectral methods re-
quire frequency-agile lasers that allow for broad-
band modulation. In 1D tomography, the redun-
dancy of spectral information is less critical; as
will be shown, a small number of inexpensive laser
diodes with narrow modulation capability is suffi-
cient.
The goal of this study is to produce high resolu-
tion 1D reconstructions using Tikhonov regularized
Abel inversion with two-transition WMS-2f TD-
LAS, where experimental validations are performed
for an axisymmetric McKenna burner. WMS-2f for
species measurements dates back to at least the
early 1990’s [1, 5, 16] and has found application
in a range of recent studies [17–20]. Compared to
direct absorption (DA) spectroscopy, WMS-2f has
the advantage of producing a significantly higher
signal-to-noise ratio. This is achieved by detecting
the harmonics at frequencies that are high enough
to reject much of the low-frequency high-amplitude
relative intensity noise [20, 21] that are typical in
diode lasers. From an experimental point of view,
WMS-2f is advantageous [22, 23] since the first har-
monic signal can be used as an effective tool for nor-
malizing any variation of the second harmonic signal
(calibration-free) [19, 23] for optically thin samples.
This approach is attractive, as it eliminates low-
frequency noise and makes measurement indepen-
dent of signal disturbances due to window fouling
or beam walking. Since temperature and concentra-
tion vary significantly within the domain, modula-
tion depths for WMS-2f cannot be universally opti-
mized as is commonly done for homogeneous media
[17, 20]. Instead of a two-transition ratio technique
with optimal modulation depths, temperature and
mole fractions are simultaneously determined by us-
ing a Levenberg-Marquardt least squares algorithm
with non-optimal modulation depths.
2. Theory
A wavelength-modulated laser beam passing
through a non-uniform temperature and concentra-
tion field is subject to path-integrated beam atten-
uation. The resulting signal can be deconvolved us-
ing traditional tomographic methods to produce lo-
cal contributions to the beam attenuation. These
values are then used to calculate temperature and
mole fraction via a two-transition WMS-2f method.
The following sections summarize the theory behind
WMS-2f thermometry and detail Tikhonov regular-
ized Abel inversion of data derived from WMS-2f.
2.A. Wavelength Modulation Spectroscopy
For a monochromatic beam passing through an ab-
sorbing medium, Beer-Lambert’s law relates the in-
coming (I0) and transmitted (It) intensity at wave-
length ν as(
It
I0
)
ν
= exp(−α(ν)) = τ(ν) (1)
Here, τ is the transmission coefficient while α is the
absorbance. For uniform temperature and concen-
tration, the absorbtion due to a single species is
α(ν) = PXL
∑
i
Si(T )φi(ν,X) (2)
where P is the pressure, X is the mole fraction of
the absorbing species, L is the total path length, Si
is the temperature dependent line-strength of the
i-th transition, and φi is the corresponding Voigt
lineshape function.
In WMS-2f experiments, a targeted absorption
transition is scanned using a tunable diode laser,
generally by a low frequency sawtooth ramp (fs ≈
1 kHz) superimposed with a high frequency modu-
lation (f ≈ 150− 200 kHz). The resulting instanta-
neous laser frequency is given by
ν(t) = ν¯s(t) + a cos(ωt) (3)
Here, ν¯s(t) is the slowly ramping central laser wave-
length, whereas a and ω = 2pif are modulation
amplitude and angular frequency of laser frequency
modulation (FM), respectively. In the following,
θ = ωt is introduced for convenience, and the slowly
3varying ν¯s(t) ≈ ν¯ is considered constant with re-
spect to the rapid modulation due to fs  f .
Because of the modulation in wavelength, the in-
stantaneous value of the transmission coefficient can
be expressed as a periodic even function (or a cosine
series) in θ, which takes the form
τ(ν(t)) = τ (ν¯ + a cos θ) =
∞∑
k=0
Hk cos kθ (4)
Here, the coefficients Hk for the k-th harmonic
(k = 0, 1, 2, . . . ) are found as
Hk =
1
npi
ˆ +pi
−pi
τ(ν¯ + a cos θ) cos kθdθ (5)
where n = 2 if k is zero and n = 1 otherwise.
Under the assumption of an optically thin tran-
sition (i.e. α(ν) < 0.1 [19]), Eq. 1 is linearized as
τ(ν) ≈1− α(ν). Substituting into Eq. 5 yields
Hk = PXL
∑
i
Si(T )Φik(X) (6a)
with line-shape integrals Φik defined as
Φik(X) = − 1npi
´ +pi
−pi φi(ν(ν¯, a, θ), X) cos kθdθ (6b)
In general, Φik are relatively insensitive to composi-
tion if an appropriate modulation depth a is chosen.
For moderate (±10%) variations of concentration, a
modulation amplitude a close to 2.2 half-widths of
the transition yields almost constant Φik [17, 20].
However, this property cannot be used in the con-
text of tomography.
For the general case where gas composition and
temperature vary along the line of sight L, the path-
integrated harmonic coefficients are rewritten as
Hk =
ˆ L
0
hk(T (`), X(`)) d` (7a)
where the local contribution to LOS values are
hk(T,X) = P X
∑
i Si(T )Φik(X). (7b)
Equation 7 illustrates that individual harmonics in
WMS-2f are path-integrated quantities, and thus
can be deconvolved using conventional tomography.
It is, however, noted that the assumption of an op-
tically thin medium is essential to this approach.
2.B. Tomography of Spectroscopic Data
The deconvolution of path-integrated WMS-2f sig-
nals produces spectral data that are a function of lo-
cal temperature and concentration. Here, Tikhonov
x0 x1 xN-2 xN-1
ΔrN-1
Δr0
p(x)
a0aN-1aN-2 ...
...
f(r)
r0r1
rN-2
rN-1
...
Figure 1: Domain discretization for Abel inversion.
regularized Abel inversion [9] addresses the inherent
ill-conditioned nature of Abel inversion with closely
packed rays. In the following, the concept is sum-
marized for an arbitrary radially changing field vari-
able f(r) that result in projections p(x). In the
case of WMS-2f, these values correspond to linear
combinations of local harmonics hk(T,X) and path-
integrated measurements Hk at radial locations r,
respectively. A detailed discussion of measured sig-
nals is given in Section 3.B.
For a numerical implementation of Abel inver-
sion, an axisymmetric domain is subdivided into
annular rings with rays passing through the cen-
ter of each annulus as illustrated in Figure 1. Thus,
rays x0, x1, ..., xN−1 pass through annuli with labels
a0, a1, ..., aN−1, respectively, where xi correspond
to radial distances ri. With this definition of rays
and annuli in place, the projection of field variables
can be written as a sum of integrals over the whole
domain as
p(xm) = 2
∑N−1
n=m
ˆ an
bn
f(r˜)r˜
(r˜2 − r2m)1/2
dr˜ (8a)
where the lower integration limit is
bn =
{
rn, n = m
an−1, n > m
If the field variable f(r) is approximated by a Taylor
series expansion around ri, all integrals can be pre-
calculated, where the Abel 3-point (ATP) scheme is
4used [6, 8]. Thus, the system of analytical equations
(Eq. 8a) is represented by
Af = p (8b)
where the vectors f = [f0, f1, . . . fN−1]T and p =
[p0, p1, . . . pN−1]T contain discretized field variable
values and projection values, respectively. The ma-
trix A acts as the projection matrix, where elements
Amn define the contribution of the n-th annulus to
the projection value of the m-th ray.
Tikhonov regularization addresses the inherent
ill-conditioning of the projection matrix A [9, 24],
which causes the amplification of measurements
noise in the solution [8, 9]. Destabilization of re-
constructed solution in highly resolved grids can be
mitigated by augmenting the information by an ad-
ditional set of equations
λLf = 0 (9)
Here, λ is a parameter that controls the extent of
regularization, whereas L is used to penalize large
gradients in the solution and is implemented as a
discrete version of the ∇ operator, i.e.
L =

1 −1 0 . 0
0 1 −1 . 0
0 0 . . .
. . . . −1
0 0 . 0 1

Equations 8b and 9 form an overdetermined system,
where a least-squares solution is sought as
fλ = arg min
{∥∥∥∥[ AλL
]
f −
[
p
0
]∥∥∥∥} (10)
Here, the regularization parameter λ controls the
relative weight placed on accuracy and smoothness
of the solution: a small λ value implies a solution
that traces measurement points (including noise)
accurately but may be highly oscillatory, whereas
a large λ enforces a smooth solution that may de-
viate from measurements. While multiple methods
for a proper choice of λ exist, this work adopts the
L-curve criterion [24], which yields λ ≈ O(1), and
λ = 1 is used for all reconstructions.
3. Experimental Methods
3.A. Experimental Setup
Figure 2 shows the experimental setup that is used
for 1D tomographic TDLAS of the post-flame zone
of an axisymmetric McKenna burner (Holthuis &
Associates). Spectroscopic data is generated by a
pair of multiplexed laser beams tuned to transitions
Figure 2: Experimental setup.
at 1391.67 nm and 1442.67 nm, respectively. The
test section is probed by parallel rays, which are
swept parallel to the burner surface with a setup
consisting of a periscope mounted on a rotation
stage and a single detector, both of which are po-
sitioned in the focal points of a pair of parabolic
mirrors [6]. Injection currents and temperatures of
both diode lasers (NLK1E5C1TA, NTT Electron-
ics) are controlled by a dedicated controller (LDC-
3908, ILX Lightwave). The temperature controller
is used to set the central laser emission wavelength
while the injection current is modulated using a pro-
grammed function generator (CG4340, Gagecard).
The TO can diode lasers are collimated using an
aspheric lens and shaped using an iris before being
multiplexed in the time domain. The beam diame-
ter is 0.5 mm, which also corresponds to the spatial
resolution. The movement of a high-precision rota-
tion stage (RGV-100 BL, Newport) is controlled by
LabVIEW (National Instruments) to produce mea-
surements in increments of 1mm. The raw signal
from the photodetector (PDA-10CS, Thorlabs) is
digitized using a digital oscilloscope (PCI-5105, Na-
tional Instruments).
The function generator uses a 200Hz scanning
ramp super-imposed with a 50 kHz sinusoidal mod-
ulation to create harmonics of the absorption signal.
In measurements, sets of 10 sawtooth ramps (time-
multiplexed, i.e. five per transition) are captured
and passed individually through a digital lock-
in-amplifier (implemented in software/LabVIEW).
Harmonics of the modulated signal (1f and 2f ) are
written to a binary file for further post-processing.
At each radial location, 100 data sets are obtained.
Due to oversampling, a measurement at an indi-
5vidual location takes 2 seconds per line. Modula-
tion depths are chosen as 0.13 cm−1 and 0.1 cm−1
for transitions at 1442.67 nm and 1391.67 nm, re-
spectively. The modulated laser output is validated
using a Silicon etalon (Lightmachinery Inc.) with
a free spectral range (FSR) of ∼ 0.017 cm−1 in the
1.4µm range.
Experiments use a methane/air McKenna flame
with a nominal radius of 30 mm and an external
shroud thickness of 7.5 mm. The burner produces a
stationary flat flame, where equivalence ratios of 0.7
and 0.8 are tested for a mixture flow velocity of 20
cm/s. Tomographic measurements are taken 7mm
above the burner plate. Flow rates of methane and
air are set by mass flow controllers (32907-71/32907-
73, Cole-Parmer) using a LabVIEW interface. The
flame is shielded by a nitrogen shroud flow, where
the velocity is matched with the cold air-fuel mix-
ture in order to minimize shear at the edge of the
flame. The McKenna burner is supplied with cool-
ing water at a rate of 800 ml/min, where the inlet
temperature is held at 4 °C by an enclosed ice bath.
3.B. Signal Processing
The non-ideal intensity modulation (IM) due to in-
jection current modulation of a typical diode laser
is modeled as [19, 25]
I0(θ) = I¯0 (1 + i0 cos(θ + ψ1) + i2 cos(2θ + ψ2))
(11)
Here, I¯0 is the average incident laser intensity at
ν¯, whereas i0 and i2 are normalized linear (1f) and
non-linear (2f) modulation amplitudes, respectively.
The corresponding phase shifts are given by ψ1 and
ψ2. Both are FM/IM phase shifts which gauge the
lag between wavelength and intensity modulation.
In the following, the gas-attenuated raw detector
signal is expressed in terms of instantaneous inci-
dent laser intensity and transmission coefficient as
It(θ, ν¯, a) = GI0 (θ) τ(ν¯ + a cos θ) (12)
where G is the optical/electrical gain of the system.
In order to find the k-th overtone of the signal,
the raw detector signal is passed through a digital
lock-in-amplifier, where the detector signal is mul-
tiplied by reference signals (either cos(kθ + ψd) or
sin(kθ+ψd)) to produce x and y-components. Here,
the detection phase shift ψd is the shift between in-
tensity modulation and reference signal.
Traditionally, background subtracted lock-in-
amplifier outputs are assessed as the vector sum of
x and y components [19]. While this approach is in-
dependent of ψd, the resulting values are not linear
combinations of harmonics and therefore cannot be
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Figure 3: Raw detector signal used for laser
characterization: raw signal for determination of
i0.
used for tomography. In the present work, this issue
is resolved by adjusting ψd to zero, which allows for
traditional tomography based on the x-component
of the signal alone. In the following, 1f and 2f out-
puts produced by the lock-in-amplifier are denoted
by S1f and S2f , respectively.
It can be shown that both S1f and S2f are directly
proportional to the instantaneous mean intensity of
the laser [19]. The 1f signal is given by
S1f =
1
2GI¯0i0 (1− f(P,X,L, T )) ≈ 12GI¯0i0 (13)
where S1f scales with laser intensity and 1f mod-
ulation amplitude under the assumption of opti-
cally thin samples where f(P,X,L, T )  1. The
calibration-free WMS-2f method uses this property
to normalize the 2f signal by the 1f signal as
S2f /S1f =
1
i0
[H2 +
1
2 i0(H1 +H3) cosψ1 + . . .
+ i2
(
1 +H0 +
1
2H4
)
cosψ2] (14)
where Hk are defined in Eq. 7a.
In the absence of absorption, all Hk are zero, and
the measured signal represents the background sig-
nal due to non-linearity of the diode laser, i.e.
S2f ,0/S1f =
i2
i0
cosψ2 (15)
which is also known as residual amplitude modula-
tion or RAM [19, 21, 26]. As H0, H4  1 in the
optically thin limit, RAM is the leading order term
among non-linear (2f ) modulation effects. While
RAM is usually neglected for small amplitudes of
modulation [19], it has to be considered if signal
strengths are of similar orders of magnitude.
63.C. Laser Characterization
In Equations 14 and 15, linear (i0, ψ1) and non-
linear (i2, ψ2) modulation parameters are specific
to the laser. Apart from spectroscopic data, mea-
surements do not require further calibration once a
laser diode is characterized.
In scanned WMS-2f, the injection current results
from a high-frequency modulation that is super-
imposed on a low frequency ramp that determines
the slowly varying center wavelength ν¯. In order
to find i0, this output was normalized by the cen-
tral detector output, which is found by fitting a 2nd
order polynomial as shown in Fig. 3. The nor-
malized linear amplitude i0 is then found by per-
forming a best-fit of a sinusoidal curve with the
same frequency to the intensity signal and normal-
izing it with the average signal strength [19]. The
linear FM/IM phase shift ψ1 is determined by si-
multaneous monitoring of the output of two beam
arms, where one is measured directly and the other
is passed through an etalon.
Non-linear modulation effects due to i2 and ψ2
result in RAM (Eq. 15), which becomes non-
negligible near the edge of the flame. In this work,
RAM is considered, while higher-order non-linear
modulation terms are neglected. In experiments,
LOS signals are recorded without the presence of
a flame and subtracted from measurements. In
absence of absorption, this signal is equivalent to
RAM. Absorption by ambient air is, however, non-
negligible at 1391.67nm, where corrections account
for both outside path length and RAM.
3.D. Tomographic TDLAS
In tomographic TDLAS, the output of the lock-in-
amplifier is recorded for two spectral transitions at
multiple radial locations. Resulting spectroscopic
data, – i.e. (S2f − S2f ,0)/S1f representing linear
combinations of Hk, – are then deconvolved accord-
ing to Equation 10. Thus, the deconvolved spectral
data are linear combinations of hk(T,X) (Eq. 7b).
In the following, deconvolved measurement data are
referred to as ζj(T,X), where j = 1, 2 correspond
to the two probed transitions.
In the context of tomography, variations of con-
centrations are not moderate, which means that
line-shape-integrals (Eq. 6b) cannot be approxi-
mated as constants as commonly assumed in WMS-
2f [17, 20]. Instead, a Levenberg-Marquardt scheme
with temperature and mole fraction as free param-
eters is adopted to account for non-ideal behavior.
Here, a variable ∆ is defined as
∆(T,X) =
√∑
j=1,2
(
ζ¯j(T,X)/ζj − 1
)2 (16)
where ζ¯j(T,X) represent precalculated data for sim-
ulated measurements. Solutions for T and X are
found by minimizing ∆(T,X) at each radial loca-
tion using gradient-based optimization.
Simulated measurements are stored in a look-
up-table, which contains spectral absorbance cal-
culations for spectral data and gas composi-
tion of interest. Spectral parameters are based
on HITRAN and HITEMP databases [27, 28],
where transitions with line-strengths less than
10−34 cm−1/(molecule cm−2) are neglected. Simu-
lated measurement data for ζ¯j(T,X) are obtained
by taking a fast-Fourier transform (FFT) of the
absorbance line shape around the transition line-
centers where proper experimental values for a, i0
and ψ1 are substituted.
Uncertainties. Reconstructions are created
based on 100 data sets per location, where each
set contains 5 sawtooth scans per transition. For
each sawtooth scan, WMS-2f signals are processed
and mean values and standard variations are
recorded. Uncertainties based on the standard
variation (±1σ) are propagated to uncertainties in
ζi(T,X) via the Abel uncertainty equation [8]. The
projection matrix for Tikhonov regularized Abel
inversion is
A# = (ATA+ λ2LTL)−1AT (17)
Uncertainty in ζj(T,X) are subsequently used to
calculate the uncertainties in the temperature-mole
fraction surface described by Eq. 16. Additional
uncertainties due to mass-flow controllers (±2%) do
not affect measurements directly, and thus are only
of concern for the validation process.
4. Results and Discussions
Tomographic reconstructions of radial temperature
and mole fraction profiles are obtained for two spe-
cific cases, where equivalence ratios φ = 0.7 and 0.8,
and a linear velocity of 20 cm/sec are chosen.
Individual Line Reconstructions. For tomo-
graphic measurements, spectroscopic data for both
transitions are recorded at equispaced radial loca-
tions and passed through a digital lock-in amplifier
with appropriately chosen detection phase ψd (Sec-
tion 3.B). The S2f /S1f signal is formed (Eq. 14) and
corrected for RAM (Eq. 15) and absorption outside
the flame zone. The resulting data represent line-
of-sight projection values, and are shown in Figures
4a and 4b. It is noted that small uncertainty levels
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Figure 4: Projection data for spectral line
measurements at φ = 0.7 (blue) and 0.8 (red).
of measured projection values are due to noise re-
jection that is intrinsic to WMS-2f. Spectroscopic
projection data are subsequently deconvolved using
Tikhonov regularized Abel inversion (Eq. 10). The
resulting distributions form ζj(T,X), which are 1f
normalized 2f signal contributions per unit length
within an axisymmetric domain.
Figures 5a and 5b show reconstructions of ζi dis-
tributions due to H2O absorption at 1442.67 and
1391.67 nm, respectively. Results clearly show the
expected behavior of a flat flame, i.e. a radial top-
hat distribution. The central constant region is
retrieved with good accuracy, whereas the lateral
wings with rapidly decreasing values result from the
interaction of the core region and the shroud flow.
In measurements, non-zero absorption is observed
outside the core zone, which is attributed to mix-
ing as well as flow interactions due to thermal ex-
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Figure 5: Reconstructed radial distributions of
spectroscopic data at φ = 0.7 (blue) and 0.8 (red).
pansion of reacting gases. This behavior was more
pronounced for the higher equivalence ratio; accord-
ingly, radial measurement domains are extended to
31 and 33 mm for φ = 0.7 and 0.8, respectively.
No flame interaction was detected at the outermost
measurement point for either transition, i.e. the ra-
dial locations lie beyond the edge of the flame.
Temperature and Mole Fraction. Using individ-
ual line reconstructions, local temperature and wa-
ter vapor mole fractions are reconstructed point-
by-point using a Levenberg-Marquardt scheme (Eq.
16). Figures 6a and 6b show resulting radial pro-
files for temperature and mole fraction, respectively.
Again, the expected top-hat profile is retrieved to
good accuracy. Near the center, temperatures and
vapor mole fraction at φ = 0.7 are reconstructed
as 1670K and 0.135 mol/mol, respectively. Corre-
sponding values at φ = 0.8 are 1900 K and 0.15
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Figure 6: Temperature and mole fraction results
with different values of φ.
mol/mol. Error bars are based on measurement
uncertainty that is propagated through the tomo-
graphic reconstruction. Uncertainties near the cen-
ter are around ±70 K and ±0.0077 mol/mol at
φ = 0.7, and almost ±90 K and ±0.01 mol/mol
at φ = 0.8. In Abel inversion, uncertainties are
known to grow towards the center due to the intrin-
sic ill-posedness of the problem [9]. This is clearly
reflected in results; uncertainty values are signifi-
cantly smaller close to the edge of the flame.
Validation. Mole fractions of water vapor near
the center of the flame are expected to be close to
equilibrium mole fractions, regardless of parameters
such as velocity of reactants, matrix material of the
burner and cooling water flow rate and temperature
[6, 29]. Results in Figure 6b illustrate that recon-
structions near the center are within 1.5% and 4%
of equilibrium values for φ = 0.7 and 0.8, respec-
tively. The relative deterioration in mole fraction
results for the higher equivalence ratio is attributed
to a decreased sensitivity of the spectral line pair at
higher temperatures.
In contrast to mole fraction values, reconstructed
flame temperatures in burner stabilized flames are
not suited for validation purposes, as they are al-
ways lower than adiabatic flame temperatures due
to heat transfer from the flame zone to the burner
plate. Experimental results are consistent, as adia-
batic temperatures for φ = 0.7 and 0.8 are 1839 K
and 1997 K, respectively. Heat losses to the burner
plate depend on a number of parameters, e.g. flame
stabilization height, flow velocity, burning velocity,
cooling water temperature and flow rates. Burner
to burner temperature differences of the order of
25 K have been documented for otherwise identi-
cal experiments [29]; furthermore, results can be
affected significantly by the burner material [30].
While a direct validation of temperature results is
not justified, it is noted that for a given temper-
ature and mole fraction, spectral absorbance and
2f heights are single valued within the temperature
range of interest, i.e. reconstructions yield unique
solutions. Therefore, a validation based on recon-
structed mole fractions implies that temperatures
are reconstructed within good accuracy.
5. Conclusions
This work focuses tomographic TDLAS based on a
two-transition technique, which is an area where few
studies exist. Within the optically thin limit, it is
shown that WMS-2f signals obtained from line-of-
sight measurements represent path-integrated val-
ues. Thus, the 1f normalized 2f output of a lock-in-
amplifier can be deconvolved using traditional to-
mography; a variation of the three-point Abel algo-
rithm is used to reconstruct profiles of absorption
data for two H2O transitions. Averaging of multiple
scans in combination with Tikhonov regularization
stabilizes the solution against detrimental effects
of measurement noise, which is exacerbated by the
proximity of the rays in traditional Abel inversion.
Using reconstructions for two lines, a Levenberg-
Marquardt optimization routine is adopted to solve
simultaneously for unknown temperatures and mole
fractions. This approach represents an extension of
the WMS-2f technique and can be easily extended
to larger numbers of transitions. It is noted that
traditional WMS-2f approaches fail in the context
of tomography, as line-shape integrals cannot be as-
sumed to be constant. The experimental technique
was validated in experiments, where reconstructions
of temperature and mole fractions are in agreement
9with the expected behavior.
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