3D human pose estimation is frequently seen as the task of estimating 3D poses relative to the root body joint. Alternatively, in this paper, we propose a 3D human pose estimation method in camera coordinates, which allows effective combination of 2D annotated data and 3D poses, as well as a straightforward multi-view generalization. To that end, we cast the problem into a different perspective, where 3D poses are predicted in the image plane, in pixels, and the absolute depth is estimated in millimeters. Based on this, we propose a consensus-based optimization algorithm for multi-view predictions from uncalibrated images, which requires a single monocular training procedure. Our method improves the state-of-the-art on well known 3D human pose datasets, reducing the prediction error by 32% in the most common benchmark. In addition, we also reported our results in absolute pose position error, achieving 80mm for monocular estimations and 51mm for multi-view, on average.
Introduction
3D human pose estimation is a very active research topic, mainly due to the several applications that benefit from precise human poses, such as sports performance analysis, 3D model fitting, human behavior understanding, among others. Despite the many recent works on 3D human pose estimation, most of the methods in the literature are limited to the problem of relative pose prediction [7, 40, 49, 4, 2] , where the root body joint is centered at the origin and the remaining joints are estimated relative to the center. This limitation hinders the generalization for multi-view scenarios since predictions are not in the camera coordinates. Contrarily, when estimations are relative to the camera coordi- nates, predicted human poses can be easily projected from one view to another, as illustrated in Fig. 1 .
The methods in the state of the art frequently handle 3D human pose estimation as a regression task, directly converting the input images to predicted poses in millimeters [38, 18] . However, this is a depth learning problem, because identical distances in pixels can result in different distances in millimeters. For example, a person close to the camera with the hand next to the head has a distance (head to hand in mm) much shorter than a person far from the camera with her arm extended, although both result in the same distance in pixels. Consequently, those methods have to learn the intrinsic parameters indirectly. Moreover, by predicting 3D poses directly in millimeters, the abundant images with annotated 2D poses in pixels cannot be easily exploited, since this 2D data have no associated 3D information, and relative poses predicted from one camera can-not be easily projected into a different view, making it more difficult to handle occlusion cases in multi-view scenarios.
In our method, we tackle these limitations by casting the problem of 3D human pose estimation into a different perspective: instead of directly predicting the pose in millimeters relative to the root joint, we predict coordinates (u, v) in the image plane, in pixels, and the absolute depth in millimeters. Both 2D human pose and absolute depth estimation are well known problems in the literature [3, 10, 8, 16] , including the absolute depth estimation benchmark NYUv2 [24] , but are usually not correlated. By casting the 3D human pose estimation in that way, we are able to effectively merge 2D and 3D datasets, making the best use of each. In addition, we are able to handle the challenging cases of occlusion by learning a consensus-based optimization to merge predictions from different views, considering estimations in the camera coordinates. Our method results not only in a robust approach to handle occlusion cases, but also in a new multi-view method for absolute 3D human pose estimation capable of estimating the camera extrinsic parameters. Considering the exposed limitations of relative 3D human pose estimation, we aim to fill the gap of current methods by addressing the more complex problem of absolute 3D human pose estimation, where predictions are performed with respect to a static referential i.e., the camera position, and not to the person's root joint. In that direction, we present our contributions: First, we propose an absolute 3D human pose estimation method from monocular cameras. Second, we propose a consensus-based optimization for multi-view absolute 3D human pose estimation from uncalibrated images, which requires only a single monocular training procedure. As a result, the proposed method sets the new state-of-the-art results on the challenging test set from Human3.6M, improving previous results by 10% with monocular predictions and by 32% considering multiple views.
The remaining of this paper is divided as follows. In section 2 we present the related work. Our method is explained in section 3. The experiments are presented in section 4 and in section 5 we conclude this paper.
Related work
In this section, we review the most related methods to our work, giving special attention to monocular (relative and absolute) and multi-view 3D human pose estimation. We recommend the survey in [35] for readers seeking for a more detailed review.
Monocular relative 3D human pose estimation
In the last decade, monocular 3D human pose estimation has been a very active research topic in the community [1, 7, 40, 48, 39, 18, 13] . Many recent works have proposed to directly predict relative 3D poses from images [38, 21, 37, 47, 28] , which requires the model to learn a complex projection from 2D pixels to millimeters in three dimensions. Another drawback is their limitation to benefit from the abundant 2D data, since the manually annotated images have no associated 3D information.
A common approach to directly use 2D data during training is to first learn a 2D pose estimator, than lift 3D poses from 2D estimations [17, 31, 43, 40, 21, 7] . However, lifting 3D from 2D points only is an ill-defined problem since no visual cues are available, frequently resulting in ambiguity and, consequently, limited precision. Other methods assume that the absolute location of the root joint is provided during inference [47, 19] , so the inverse projection from pixels to millimeters can be performed. In our approach, this assumptions is not made, since we estimate the 3D pose in absolute coordinates. The only additional information we need are the intrinsic parameters for monocular camera prediction, which is often given by the manufacturer or could be obtained with standard tools.
Contrarily to the previous works, we are able to train our method simultaneously with 3D and 2D annotated data in an effective way, since one part of our prediction is performed in the image plane and completely independent from 3D information. Moreover, estimating the first two coordinates in pixels in the image plane is a better defined problem then estimating floating 3D positions directly in millimeters. These advantages translates into higher accuracy for our method.
Monocular absolute 3D human pose estimation
Contrarily to relative estimation, in absolute pose prediction the 3D coordinates of the human body are predicted with respect to the camera. A simple approach is to infer the distance to the camera considering a normalized and constant body size [49] , which is a non-realistic assumption. Inspired by the many works on depth estimation, [26] proposed to predict the depth of body joints individually. The drawback of this method is that it suffers to capture the human body structure, since errors in the estimated depth for individual joints can degenerate the final pose.
Very recently, a multi-person absolute pose estimation method was proposed in [23] . The authors proposed to predict the absolute distance from the person to the camera based on the area of the cropped 2D bounding box. However, it is known from the literature on absolute depth estimation [9, 8] that not only the size of objects are important, but also the position of objects in the image is an informative cue to predict its depth. For example, a person in the bottom of an image is more likely to be closer to the camera than a person on the top of the same image. In our approach, we combine three different information to predict the distance of the root joint: the size of the bounding box (including its ratio), the position in the image, and deep con-volutional features that provide additional visual cues.
Multi-view 3D human pose estimation
For the challenging cases of occlusion or clutter background, multiple views can be decisive for disambiguating uncertain positions of body joints (see Fig. 1 ). To handle this, many approaches have proposed multi-view solutions for 3D human pose estimation [4, 2, 6, 5, 12] , mostly exploring the classical concept of pictorial structures from multiview images. More recently, deep neural networks have been used to estimate relative 3D poses from a set of 2D predictions from different views [33, 29, 27] . As an example, Pavlakos et al. [29] proposed to collect 3D poses from 2D multi-view image, which are used to learn a second model to perform 3D estimations. Since these methods estimate 3D from multi-view 2D only, they often require both intrinsic and extrinsic parameters, with the exception of [33] that estimates the calibration.
From the recent literature, we can notice that current multi-view approaches are still completely dependent on the camera intrinsic parameters and often require a complete calibration setup, which can be prohibitive in some circumstances. Available methods are also limited to the inference of 3D from multiple 2D predictions, requiring multi-view datasets for training. Alternatively, we propose to predict absolute 3D poses from each individual view, which has two important advantages over previous methods. First, it allows us to easily combine predictions from multiple calibrated cameras, while requiring a single monocular training procedure. Second, we are able to estimate camera calibration, both intrinsic and extrinsic, from multi-view images, by a consensus-based optimization without retraining the model. The superiority of our approach is evidenced by its strong results, even when considering unknown and uncalibrated cameras.
Proposed method
The goal of our method is to predict 3D human poses in absolute coordinates with respect to the camera position. For this, we believe that the most effective approach is to predict each body joint in image pixel coordinates and in absolute depth, orthogonal to the image plane, in millimeters. Then, the predicted pixel coordinates and depth can be projected to the world, considering a pinhole camera model.
We further split the problem as relative 3D pose estimation and absolute depth estimation. The motivation for this comes from the idea that a well cropped bounding box around the person is better for predicting its pose than the full image frame, since a better resolution could be attained and the person scale is automatically handled by the image crop. Additionally, by providing a separated loss on relative depth for each joint helps the network to learn the human body structure, which would be more difficult to learn directly from absolute coordinates due to the position shift.
Estimating the absolute depth from monocular images is a hard problem, specially from cropped regions. Recent works on depth estimation have demonstrated that neural networks rely on both pictorial cues and geometry information to predict depth [9] . For the specific problem of 3D human pose estimation, the structure of the human body is also an important domain knowledge to be explored. Considering our motivations and the exposed challenges, we propose to predict 3D poses relative to a cropped region centered at the person, which eases the network to encode the human body structure, and absolute depth from combined local pictorial cues and global position and size of the cropped region.
Specifically, given an image I ∈ R W ×H×3 and a person bounding box region Ω ∈ R 4×1 , we define the problem as learning a function F such that {I, Ω}
. . , J},ĉ ∈ R 1×J contains the body joint confidence score, which is an additional information that represents a level of confidence for each predicted body joint coordinates, andẑ a ∈ R ≥0 is the estimated absolute depth for the person's root joint. The person bounding box Ω is defined by its central position (x Ω , y Ω ) and size (w Ω , h Ω ), and can be obtained using a standard person detector [32] . The parametrized regression function F is implemented as a deep convolutional neural network (CNN), detailed as follows.
Network architecture
U-Nets are widely used for human pose estimation due to their multi-scale processing capabilities [25] , while ResNet [11] is often preferable to produce CNN features.
Since we want precise pose predictions and informative visual features for absolute depth estimation, we propose a combined network composed of a ResNet cut at block 4f as backbone, followed by 2 U-blocks, as shown in Fig. 2 . This architecture is called ResNet-U and, in addition to a few fully connected layers to regress the absolute depthẑ a and the confidence scoresĉ, implements the function F in our approach. The details about each part of our method is discussed as follows.
3D human pose regression
As previously stated, at a first time, we want to estimate the 3D human pose relative to the cropped bounding box. Specifically, we predict the pixel coordinates (û i ,v i ) in the image plane, given the information about the cropped image in Ω. Since it is difficult to predict the absolute depth from an arbitrarily cropped region, at this stage we predict the relative depth of each body joint with respect to the location of the person. Therefore, the human pose estimation problem can be naturally split into two parts: image plane pose estimation and body joints depth estimation, as detailed next.
Relative UVD pose estimation
For the pose prediction in the image plane (u, v), we use the soft-argmax operation [20, 44] using the predicted probability distributions from the U-Nets. This probability distribution is defined as a feature map h i ∈ R w f ×h f (positive and unitary sum) for the ith body joint. The third dimension of the posep is composed of the depth per body joint, with respect to the location of the person. This prediction could be integrated in the soft-argmax by extending the feature map h to a volumetric representation [38] . However, depending on the resolution and on the number of body joints, this approach can be costly. Instead, we propose to predict a normalized (in the interval [0, 1]) depth map d ∈ R w f ×h f per joint, corresponding to an interval of 2 meters, with 0.5 being the depth of the root joint. By restricting the estimated depth in this range, we ensure that the bounding box prediction is well defined inside an small region e.g., 2 meters, corresponding to the enclosure of an average person. The regressed depth inside the bounding box is defined by:
where the depth range λ is set to 2 meters in our method. Note that in Equation 1 we pool the regions from the depth maps corresponding to the high probability locations of the body joints.
Absolute depth estimation
Once we have estimated the body joint coordinates in pixels and the depth with respect to the location of the person, we then predict the absolute depth of the person with respect to the camera. For this, we use two complementarily sources of information: the bounding box position and size, and deep visual features. The position and size of the bounding box provide a rough global information about the scale and position of the person in the image. Additionally, the visual features extracted from the bounding box region by means of ResNet features provide informative visual cues that are used to refine the absolute person distance estimation. Both extracted features are then fed to a fully-connected network with 256 neurons at each level and a single neuron as output, represented by α z , which is activated by a smoothed sigmoid-like function, defined as:
where ρ is the maximum depth, set as 10 meters in our experiments. The outputẑ a is then supervised with the absolute depth of the root joint z a . This process is illustrates in Fig. 2 in the bottom left part. We demonstrated in our experiments that the two different types of information, visual and bounding box information, are complementarily for the task of absolute depth prediction.
Absolute 3D pose reconstruction
In order to accomplish our objective of estimating the absolute 3D pose represented asx = (x i ,ŷ i ,ẑ i ) T , we combine the estimated pose in the bounding box with the predicted absolute depth. Considering (û i ,v i ,d i ) T as the first andẑ a as the last, the absolute z coordinate for each body joint is defined byẑ i =d i +ẑ a . Note thatẑ i is the absolute distance in millimeters from each body joint to the camera and it results from the combination of two distinct predictions, which are individually supervised. The other two absolute coordinates required to build the final absolute 3D pose,x i andŷ i , can then be computed by the following equation:
where f and C are the camera focal length and the camera center, both in pixels, considering the x and y axis. Note that these parameters are camera intrinsics and can be easily obtained. The camera focal length is often given by the manufacturer and the center of the image frequently corresponds to the image center in pixels or, even, both values could be estimated with standard tools. Nevertheless, we propose in the following a method to estimate the camera parameters, both intrinsic and extrinsic, without any a priori, directly from the predictions of our method, considering a multi-view scenario with uncalibrated cameras.
Consensus-based optimization
One of the main advantages of estimating absolute instead of relative 3D poses is the possibility to project the predictions from one camera to another, simply by applying a rotation and a translation. This advantage has important consequences in multi-view. For example, when the camera calibration is known, the predictions of different monocular cameras can be combined in a common reference, resulting in more precise predictions. For the cases where no information is known about the camera calibration, we propose a consensus-based algorithm that can be applied to estimate both intrinsic and extrinsic parameters, resulting in a completely uncalibrated multi-view approach. This algorithm is explained as follows.
Let us define our model's prediction from two distinct cameras as:
, as well as their poses in absolute camera coordinates:
, respectively for cameras 1 and 2. Then, we define the projection ofx c2 into camera 1 as:x
where R 2,1 ∈ R 3×3 and T 2,1 ∈ R 3×1 are a rotation matrix and a translation vector from camera 2 to camera 1. Our goal is to minimize the projection error from camera 2 to camera 1 (and vice-versa) by optimizing a set of camera parameters
which includes the intrinsics from both cameras and the extrinsic parameters between them. Specifically, let us define the optimization problem as:
By solving Equation 5 for individual variables, we obtain the following equations for alternating gradient with steepest descent (details about the derivatives are given in the appendix):
where A x1 is given by:
and B x1 =ẑ ic1 /f x1 . Note that for Equations 7, 8, 9 the parameters forŷ follows a similar form, replacing thex components byŷ andû i byv i . For the intrinsic parameters from camera 2, the same equations are used, except by swapping the camera indexes in each variable. Additionally, the reverse projection (R 1,2 and T 1,2 ), from camera 1 to camera 2, is given by isolatingx c2 in Equation 4 . Finally, we can solve the global optimization problem by alternating the optimization of camera extrinsic and intrinsic parameters. This process is detailed in Algorithm 1. if mod(Iter, 4) = 0 then 9:
Update f x1 , f y 1 using Equation 7 10:
else if mod(Iter, 4) = 1 then 11:
Update f x2 , f y 2 using Equation 7 12:
else if mod(Iter, 4) = 2 then 13:
Update C x1 , C y 1 using Equation 8 14:
else if mod(Iter, 4) = 3 then 15:
Update C x2 , C y 2 using Equation 8 16: end if 17:
Updatex c1 andx c2 from Equation 3 18:
Body joint confidence scores
Since the proposed consensus-based optimization algorithm relies on estimated poses, it can be affect by the precision of predicted joint positions. Despite the average error of our method is very low compared to previous approaches, we also propose a confidence score that indicates whether the network is "confident" or not for each predicted body joint. This score varies from 0 to 1, and is implemented by a DNN that takes estimated poses as input (see Fig.2 bottom right). The ground truth for the ith joint is defined as follows:
where d i is the distance error between the predicted and ground truth joint position, d is the average prediction error, and σ d is the error standard deviation. By estimating Equation 10, we can remove predicted joints with error higher than the average simply by discarding points witĥ c < 0.5. The predicted confidence scoreĉ is useful in the Algorithm 1, resulting in a more robust optimization, but it also is important for multi-view estimations. In addition, we also take into account the confidence scores when predicting poses in multi-view scenario by weighting each body joint from each view by its corresponding predicted confidence score.
Experiments
In this section, we present the results of our method on two well known datasets, as well as a sequence of ablation studies to provide insights about our approach.
Datasets
Human3.6M [14] is a large scale dataset with 3D human poses collected by a motion capture system (MoCap) and RGB images captured by 4 synchronized cameras. A total of 15 activities are performed by 11 actors, 5 females and 6 males, resulting in 3.6 million images. Poses are composed of 23 body joints, from which 17 are used for evaluation.
MPI-INF-3DHP [22] is a dataset for 3D human pose estimation captured with a marker-less MoCap system, which allows outdoor video recording, e.g., TS5 and TS6 from testing. A total of 8 activities are performed by 8 different actors in two distinct sequences. Human poses are composed of 28 body joints, from which 17 are used for evaluation. The activities involve complex exercising poses, which makes this dataset more challenging than Hu-man3.6M. However, the precision of marker-less motion capture is visually less precise than ground truth poses from [14] . Despite having a training set captured by 8 different cameras, test samples are captured by a single monocular camera.
Evaluation protocols and metrics
Three evaluation protocols are widely used for Hu-man3.6M. In protocol 1, six subjects are used for training and only one is used for evaluation. Since this protocol uses a Procrustes Alignment between prediction and ground truth, we do not consider it in our work. In protocol 2, five subjects (S1, S5, S6, S7, S8) are dedicated for training and S9 and S11 for evaluation, and evaluation videos are subsampled every 64th frames. The third protocol is the official test set (S2, S3, S4), of which ground truth poses are withheld by the authors and evaluation is performed over all test frames (almost 1 million images) through a server. In our experiments, we report our scores in the most challenging official test set. Additionally, we consider protocol 2 for the ablation studies and for comparison with multi-view approaches.
The standard metric for Human3.6M is the mean per joint position error (MPJPE), which measures the average joint error after centering both predictions and ground truth poses to the origin. We also evaluated our method considering the mean of the root joint position erro (MRPE) [23] , which measures the average error related to the absolute pose estimation. This metric is considered only for validation, since the server does not support this protocol.
For MPI-INF-3DHP, evaluation is performed on a test set composed of 6 videos/subjects, of which 2 are recorded in outdoor scenes, resulting in almost 25K frames. The authors of [22] proposed three evaluation metrics: the mean per joint position error, in millimeters, the 3D Percentage of Correct Keypoints (PCK), and the Area Under the Curve (AUC) for different thresholds on PCK. The standard threshold for PCK is 150mm. Differently from previous work, we use the real 3D poses to compute the error instead of the normalized 3D poses, since the last is not compatible with a constant camera projection. Since evaluation is performed on monocular images, we use the available intrinsic camera parameters to recover absolute poses in millimeters.
Implementation details
During training, for both the absolute z and relative 3D pose estimations, we supervise our network using the elastic net loss (L1+L2) [50] , respectively reffered as L z and L p . The final loss is then represented by:
Once the first part of our network is trained, we compute the average prediction error d on training, which is used to train the confidence score network using the mean average error (MAE). RMSprop and Adam are used for optimization, respectively for the first and second training processes, starting with a learning rate of 0.001 and decreased by 0.2 after 150K and 170K iterations. Batches of 24 images are used. The full training process takes less then two days with a GTX 1080 Ti GPU. We augmented the training data with common techniques, such as random rotations (±30 • ), rescaling (from 0.7 to 1.3), horizontal flipping, color gains (from 0.9 to 1.1), and artificial occlusions with rectangular black boxes. Additionally, we augmented the training data in a 50/50 ratio with 2D images from MPII [3] , which becomes an standard data augmentation technique for 3D human pose estimation.
4.4.
Comparison with the state-of-the-art 4.4.1 Human3.6M
In Table 1 , we show our results on the test set from Hu-man3.6M. We provide results of our method considering monocular predictions and multi-view predictions, for estimated and ground truth camera calibration. In all the cases our method obtains state-of-the-art results by a fair merging, reducing the prediction error by more than 10% in monocular scenario. In the multi-view setup, our method achieves 39mm error, reducing errors by more than 32% on average. In the most challenging activity (Sitting Down), our method performs better than all previous approaches on the average. We believe our multi-view results are close to the best of what can be achieved, given the precision of the annotations. These results demonstrate the effectiveness of our method, considering that the test set from Human3.6M are very challenging and labels are withheld by the authors. For a fairer comparison, we also consider results only from multi-view approaches in Table 2 . We present our scores considering ground truth and estimated camera calibration, while all previous methods use the available calibration from the dataset. Still, our method obtains 36.9mm error, which improves the state of the art by 35%. In this comparison, we are not considering methods that make use of the ground truth absolute position of the root joint, since in our method we estimate this information.
MPI-INF-3DHP
Our results on MPI-INF-3DHP are shown in Table 3 . We do not report results considering multiple views in this dataset, since the testing samples were captured by a single camera. Contrarily to what is more common in this dataset, we evaluated our method using non-normalized 3D poses, otherwise it will not be possible to perform the inverse camera projection. Nevertheless, our method achieves results comparable to the state-of-the-art, even considering other methods using normalized 3D poses.
Ablation studies
In this part, we present additional experiments to provide insights about our method and our design choices.
Network architecture
We evaluated three different network architectures as presented in Table 4 . An off-the-shelf ResNet performed 62.2mm and 53.7mm, respectively when cut at blocks 4 and 5. The proposed ResNet-U improves on the ResNet b5 by 3.2mm while requiring 2.7M less parameters.
Absolute depth estimation
In Table 5 , we evaluate the influence of visual features and bounding box position for the absolute depth estimation, considering the mean root position error in mm (MRPE). As can be observed, using only bounding box features is insufficient to precisely predict the absoluteẑ a , but when combined with visual features it further improves by 20mm, which evidences the need of a global bounding box information for that task.
The effect of multiple camera views
Since the proposed method predicts 3D poses in absolute camera coordinates and is also capable of estimating the extrinsic camera parameters, we can use multiple cameras to predict the same pose at inference time. When considering multi-view scenarios, we can either use camera calibration, when provided, or we can use our consensus-based optimization algorithm.
In Table 6 we present our results considering both 3D pose estimation and absolute root position errors, as well as estimated and ground truth camera parameters. We use multiple combinations of cameras, in order to show the influence of different number of views. As we can see, each camera lowers the error by about 5mm, which is significant on Human3.6M. We can also notice that our consensus optimization approach is capable of providing highly precise estimation, even under uncalibrated conditions.
Additionally, Fig. 3 shows an example of highly occluded body parts where multiple camera predictions results in a significantly better reconstruction. Note that in this case we are projecting the estimated absolute 3D pose to a new point of view, not used during inference. Despite the highly occluded joints in some views, the resulting absolute pose is very coherent and has a reduced shift when our consensusbased algorithm is used. Finally, in Fig. 4 we present some qualitative results of predicted absolute 3D poses by our method. 
Conclusions
In this paper, we have proposed a new method for the problem of predicting 3D human poses in absolute coordinates and a new algorithm for multi-view predictions optimization. We show that, by casting the problem into a new perspective, we can benefit from training with 2D and 3D data indistinguishably, while performing 3D predictions in a more effective way. These improvements boost monocular 3D pose estimation significantly. As another consequence of the absolute prediction, we show that multi-view estimations can be easily performed from multiple absolute monocular estimations, resulting in much higher precision than previous methods in the literature, even when considering multiple uncalibrated images.
