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GUEST EDITORIAL 
This special issue of the Journal of Complexity is dedicated to the 
subject of “Neural Computation.” Research work in the use of neural- 
network models for computation has been on the rise for 4 years. As more 
and more researchers of mathematical inclination became interested in 
the subject, a number of rigorous results and precise open problems 
emerged. This trend reached maturity in a research meeting last year 
(IEEE Conference on Neural Information Processing Systems, Denver, 
Colorado, November 1987) where three sessions were dedicated to 
mathematical results. The papers in these sessions were coherent, 
and many of them reported significant original results. It was clear to me 
that some of these papers should be expanded and presented in a jour- 
nal format to a general audience of theoretical computer scientists. This 
issue is the outcome of this idea. 
The four papers in this issue cover a spectrum of mathematical results 
in neural computation. The first paper reports positive and negative 
results about the time complexity of learning in neural-network models. 
The second paper provides close lower and upper bounds on different 
parameters of a network in terms of the functions it can compute. The 
third paper unifies different models of analog neural networks and ana- 
lyzes their computing and learning behavior. The fourth paper describes a 
restriction on the structure of networks that are capable of learning by 
example. The papers provide the reader with different flavors of the state- 
of-the-art work in the theory of neural computation. I hope that this 
special issue will attract more theoretical computer scientists to work in 
this field. 
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