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Quantum discord of cosmic inflation:
Can we show that CMB anisotropies are of quantum-mechanical origin?
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We investigate the quantumness of primordial cosmological fluctuations and its detectability. The
quantum discord of inflationary perturbations is calculated for an arbitrary splitting of the system,
and shown to be very large on super-Hubble scales. This entails the presence of large quantum
correlations, due to the entangled production of particles with opposite momentums during inflation.
To determine how this is reflected at the observational level, we study whether quantum correlators
can be reproduced by a non-discordant state, i.e. a state with vanishing discord that contains classical
correlations only. We demonstrate that this can be done for the power spectrum, the price to pay
being twofold: first, large errors in other two-point correlation functions and second, the presence
of intrinsic non-Gaussianity. The detectability of these two features remains to be determined but
could possibly rule out a non-discordant description of the cosmic microwave background. If one
abandons the idea that perturbations should be modelled by quantum mechanics and wants to use
a classical stochastic formalism instead, we show that any two-point correlators on super-Hubble
scales can be exactly reproduced regardless of the squeezing of the system. The latter becomes
important only for higher-order correlation functions that can be accurately reproduced only in the
strong squeezing regime.
PACS numbers: 98.80.Cq, 98.80.Qc, 03.67.-a, 03.67.Mn
I. INTRODUCTION
According to the most recent cosmological observa-
tions [1–3], inflation [4–9] provides a mechanism for gen-
erating large scale fluctuations [10–15] that fits the data
very well [16–20]. The scope of this mechanism is not
limited to broad phenomenological predictions but is
also deeply connected to the realm of quantum gravity,
which makes it particularly interesting from a theoretical
point of view. Indeed, according to inflation, the large
scale structure in our Universe and the cosmic microwave
background (CMB) anisotropies are nothing but quan-
tum fluctuations of the gravitational and inflaton fields,
stretched over cosmological distances.
However, the above claim is often taken with a grain of
salt probably because, in practice, astronomers analyze
the data with purely classical techniques and apparently
never need to rely on the quantum formalism to under-
stand them. This situation raises the question of the ob-
servational signature of the quantum nature of inflation-
ary perturbations [21–51]. Is quantum mechanics really
necessary in order to explain the properties of the CMB
anisotropies or can everything be described in a classi-
cal context (in which case doubts could be cast on the
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quantum origin of the perturbations)? To put it differ-
ently, what would be wrong and which properties would
be missed if the analysis were performed in a fully classi-
cal framework? The goal of this article is to address this
question both at the theoretical and observational levels.
The question is particularly timely since, in quantum in-
formation theory, new tools that are directly relevant to
the problems discussed in this article have recently been
introduced, such as the quantum discord [52, 53].
This paper is organized as follows. In the next sec-
tion, Sec. II, we briefly review the theory of inflationary
cosmological perturbations of quantum mechanical ori-
gin. We pay special attention to the quantum state in
which the fluctuations are placed, namely a two-mode
squeezed state. In Sec. III, we introduce the quantum dis-
cord [52, 53] which is a quantity that has recently received
a lot of attention in the quantum information community
and which is designed to measure the quantumness of cor-
relations present in a quantum state. It was first applied
to cosmological fluctuations in Ref. [54], where, in the
case where decoherence of perturbations [55–63] occurs
due to environment degrees of freedom, the quantum dis-
cord of the joint primordial perturbations-environment
system was calculated. In this paper, we show that,
even in the absence of an environment, particles with
wavenumbers k and −k are created by the same quan-
tum event, and as such, are highly entangled. This gives
rise to a large quantum discord. In practice, we find
that it is proportional to the squeezing parameter which
is itself proportional to the number of e-folds spent be-
2tween the Hubble radius exit during inflation and the
end of inflation (typically ∼ 50 e-folds for the scales ob-
served in the CMB). We conclude that the CMB is a
highly non-classical system that is placed in an entangled
quantum state. We also consider the discord for an arbi-
trary splitting of the system, showing that it is always
non-vanishing except for the case where the two sub-
systems correspond to the real and imaginary parts of
the Mukhanov-Sasaki variable. This shows that a purely
classical description of cosmological perturbations nec-
essarily fails to reproduce all its quantum correlations.
To make this statement more explicit, we then calculate
these correlators explicitly. In Sec. IV, we first derive the
predictions obtained from the quantum formalism when
the system is placed in a two-mode squeezed state. We
formulate the problem in the language of quantum in-
formation theory in sub-Sec. IVA, a new result already
interesting in itself, and then, in sub-Sec. IVB, we es-
tablish the expression of two-point correlation functions.
Then we ask whether these correlations can be repro-
duced by other means. In Sec. IV, we derive the corre-
lators that would be produced by a quantum state with
“classical correlations” only (i.e. a state with vanishing
quantum discord). For two-point correlation functions,
see sub-Sec. VA, we find that, if the power spectrum is
matched, the other non-discordant two-point correlation
functions necessarily differ from their discordant coun-
terparts. Moreover, in sub-Sec. VB, we calculate the
four-point correlation functions and show that, in this
situation, one expects non-Gaussianities, at a level that
remains to be established. These two modifications could
possibly lead to the indirect detection of the large CMB
quantumness. In Sec. VI, we address the same ques-
tion but for a classical stochastic distribution. We first
present some general considerations in sub-Sec. VIA and
then, in sub-Sec. VIB, we study the correlation func-
tions in the case of a Gaussian distribution. In this case,
we find that all observable quantities are correctly re-
produced on large scales, and we highlight the role that
squeezing plays in concealing quantum correlations from
observable quantities. In particular, we argue that it
plays no role in our ability to reproduce the two-point
correlation functions. Finally, in Sec VII, we present a
few concluding remarks, and we end the paper with sev-
eral appendixes containing various technical aspects.
II. INFLATIONARY COSMOLOGICAL
PERTURBATIONS
Inflation is an epoch of accelerated expansion, driven
by a scalar field (the inflaton field) and taking place be-
fore the standard hot big bang phase. Introduced for the
first time nearly 35 years ago, it has gradually become
the standard paradigm for the early Universe because it
offers simple and elegant solutions to the puzzles of the
big bang theory.
As already mentioned in the introduction, one of the
most interesting aspects of inflation is that it gives an ex-
planation for the origin of the large scale structure and
CMB anisotropies. According to inflation, they are vac-
uum quantum fluctuations amplified by gravitational in-
stability and stretched over cosmological distances. At
the technical level, two types of perturbations are pro-
duced: gravitational waves and scalar fluctuations. In
the rest of this article, we consider scalar fluctuations
only but the present analysis could straightforwardly be
applied to tensor modes (since, at leading order in slow
roll, they have the same dynamics as scalar perturba-
tions). The scalar sector can be described by a single
quantity, the so-called Mukhanov-Sasaki variable [11, 64],
related to the curvature perturbation ζ(η,x) through
v(η,x) = aMPl
√
2ǫ1ζ(η,x) . (1)
Here, a(η) is the Friedmann-Lemaˆıtre-Roberston-Walker
scale factor, η is the conformal time (related to the cosmic
time t by dt = adη), MPl denotes the Planck mass and
ǫ1 ≡ 1 − (a′/a)′/(a′/a)2 is the first slow-roll parameter
[65, 66]. This last quantity controls whether inflation
takes place or not. Indeed, since a¨/a = (a˙/a)2(1 − ǫ1),
where a dot means derivative with respect to cosmic time,
inflation is equivalent to having ǫ1 < 1. Moreover, the
Planck data, in particular the measurement [2] of the
scalar spectral index n
S
= 0.968±0.006 at 68% confidence
level, and the tensor-to-scalar ratio 95% constraint r <
0.11, indicate that we not only have ǫ1 < 1 but in fact
ǫ1 ≪ 1, a regime known as slow-roll inflation [65–69].
The next step consists in deriving an equation of mo-
tion for v(η,x). Expanding the action of the system
(i.e. Einstein-Hilbert action plus the action of a scalar
field) up to second order in the perturbations, one ob-
tains the following expression [70]:
(2)δS =
1
2
∫
d4x
[
(v′)
2 − δij∂iv∂jv +
(
a
√
ǫ1
)′′
a
√
ǫ1
v2
]
.
(2)
Instead of working in real space, it turns out to be con-
venient to go to Fourier space. We define the Fourier
transform of v(η,x) by
v (η,x) =
1
(2π)
3/2
∫
R3
d3k vk (η) e
ik·x , (3)
where the vector k denotes the comoving wavevector.
Here, because v(η,x) is real, one has v−k = v
∗
k (where
a star denotes the complex conjugation). As will be dis-
cussed in the following, this relation is important since
it shows that, in Fourier space, all degrees of freedoms
are not independent. This is of course expected since
we now have a description of curvature perturbations in
terms of a complex function while we started from a real
one. Inserting Eq. (3) into Eq. (2), one obtains
(2)δS =
1
2
∫
R3
dη d3k
[
v′kv
∗
k
′ −
(
k2 − z
′′
z
)
vkv
∗
k
]
, (4)
3where the integration is performed in the full Fourier
space and we have defined the background quantity z(η)
by z(η) ≡ aMPl
√
2ǫ1. Then, under the subtraction of the
total derivative (vkv
∗
kz
′/z)′/2 in the Lagrangian, which
leaves the action unchanged, Eq. (4) becomes
(2)δS =
1
2
∫
R3
dη d3k
[
v′kv
∗
k
′ − z
′
z
(v′kv
∗
k + vkv
∗
k
′)
+
(
z′2
z2
− k2
)
vkv
∗
k
]
. (5)
From this action, the Euler-Lagrange equation reads
d
dη
(
δL
δv∗k
′
)
− δL
δv∗k
=
1
2
[
v′′k +
(
k2 − z
′′
z
)
vk
]
= 0, (6)
or v′′k + ω
2(k, η)vk = 0 with ω
2(k, η) ≡ k2 − z′′/z. One
recognizes the equation of motion of a parametric oscilla-
tor, that is to say an oscillator with time-dependent fre-
quency. Here, the time dependence is due to the interac-
tion with a classical source, the background gravitational
field described by the scale factor a(η). As discussed in
Ref. [71], this is very similar to the Schwinger effect, the
only difference being the nature of the source, an Abelian
gauge field for the Schwinger effect and, here, as already
mentioned, the gravitational field of the expanding Uni-
verse. As was noticed in Refs. [72, 73], the cosmological
perturbations form a system which is also very similar to
what one finds in quantum optics. In particular, we can
already anticipate that, upon quantization, one will be
led to the concept of squeezing [74–76]. Indeed, it is well
known that, if quantization of harmonic oscillators natu-
rally leads to coherent states, quantization of parametric
oscillators leads to squeezed states.
Let us now apply the Hamiltonian formalism. Here,
in order to deal with independent variables only, we split
the integral in the action into two parts and change k
into −k in the second part. This leads to the following
expression,
(2)δS =
1
2
∫
R3+
dη d3k
[
v′kv
∗
k
′ + v∗k
′v′k − 2
z′
z
(
v′kv
∗
k
+vkv
∗
k
′
)
+
(
z′2
z2
− k2
)
(vkv
∗
k + v
∗
kvk)
]
, (7)
where the integral over k is now performed in half the
Fourier space, k ∈ R3+. Then our next move is to define
the conjugate momentum,
pk =
δL
δv∗k
′
= v′k −
z′
z
vk. (8)
It is easy to see that if vk is a measure of the curvature
perturbation ζk = vk/z, the conjugate momentum pk is
a measure of its time derivative since
ζ′k(η) =
pk(η)
z(η)
. (9)
On large scales (i.e. scales larger than the Hubble
radius during inflation), the solution to Eq. (6) im-
plies that ζk(η) ∼ Ak
(
1 + #1k
2η2 +#2k
4η4 + · · · ) +
Bk
∫ η
dτ/z2(τ) (1 + · · · ) where Ak and Bk are two scale
dependent constants and #1 and #2 two scale indepen-
dent constants. During inflation, the first branch (the
“growing mode”) is constant while the second one (the
“decaying mode”) is decaying (hence the claim that cur-
vature perturbation are conserved). From the above ex-
pansion, one has ζ′k(η) ∼ 2Ak#1k2η +Bk/z2(η) and we
see that, in the super-Hubble limit where kη → 0−, the
second term of the growing mode dominates over the
leading term in the decaying mode. This means that
ζ′k(η) ∝ 1/z(η) and, as a consequence, pk tends to a con-
stant.
Let us now calculate the Hamiltonian of the system,
defined as
H =
∫
R3+
d3k (pkv
∗
k
′ + p∗kv
′
k − L) . (10)
Notice that the terms pkv
∗
k
′ and p∗kv
′
k are summed up
only in R3+ [77]. Plugging in the Lagrangian L obtained
in Eq. (7), one has
H =
∫
R3+
d3k
[
pkp
∗
k +
z′
z
(p∗kvk + pkv
∗
k) + k
2vkv
∗
k
]
.
(11)
Quantization consists in introducing the creation and an-
nihilation operators cˆk and cˆ
†
p obeying the commutation
relations
[
cˆk, cˆ
†
p
]
= δ (k − p). From now on, quantum
operators are denoted with a hat. The Mukhanov-Sasaki
variable and its conjugate momentum are related to these
operators through the following formulas
vˆk =
1√
2k
(
cˆk + cˆ
†
−k
)
, (12)
pˆk = −i
√
k
2
(
cˆk − cˆ†−k
)
. (13)
Notice that Eqs. (12) and (13) mix creation and annihi-
lation operators associated to the modes k and −k. This
is different from what is usually done since the common
practice is to work “mode by mode.” These definitions
are necessary since they ensure that vˆ−k = vˆ
†
k.
The final step is to express the Hamiltonian in terms
of the creation and annihilation operators. We obtain
Hˆ =
∫
R3
d3k
[
k
2
(
cˆkcˆ
†
k + cˆ−kcˆ
†
−k
)
− i
2
z′
z
(
cˆkcˆ−k − cˆ†−kcˆ†k
)]
. (14)
In this expression, the first term represents a collection of
free oscillators with energy ω = k (compatible with the
fact that we deal with massless excitations) while the
second one describes the interaction between the quan-
tized perturbations and the classical source. Of course, if
the scale factor is constant (Minkowski spacetime), then
4z is a constant and this term disappears. This term is
responsible for the creation of pairs of particles. We ob-
serve that the structure cˆ†−kcˆ
†
k implies that the particles
are created with opposite momenta, thus ensuring mo-
mentum conservation.
Let us now discuss the equation of motion. It is
given by the Heisenberg equation, namely dcˆk/dη =
−i
[
cˆk, Hˆ
]
. Using Eq. (14), this leads to
i
dcˆk
dη
= kcˆk + i
z′
z
cˆ†−k . (15)
This can be solved by mean of the Bogoliubov transfor-
mation
cˆk(η) = uk(η)cˆk(ηini) + vk(η)cˆ
†
−k(ηini) , (16)
where uk(η) and vk(η) (not to be confused with the
Mukhanov-Sasaki variable) are two functions depending
on the wavevector modulus only1 and obeying
i
duk(η)
dη
= kuk(η) + i
z′
z
v∗k(η), (17)
i
dvk(η)
dη
= kvk(η) + i
z′
z
u∗k(η). (18)
They must moreover satisfy |uk(η)|2− |vk(η)|2 = 1 in or-
der for the commutation relation between the creation
and annihilation operators to be properly normalized.
Let us also notice that the combination uk + v
∗
k obeys
the same equation of motion as the Mukhanov-Sasaki
variable, namely (uk + v
∗
k)
′′ + ω2(uk + v
∗
k) = 0.
From the above considerations, we see that solving
the time dependence of the system is equivalent to solv-
ing the Bogoliubov system (17)-(18). For this purpose,
let us now introduce two operators. The first one is
the two-mode squeezing operator Sˆ(rk, ϕk) defined by
Sˆ(rk, ϕk) = e
Bˆk with
Bˆk ≡ rke−2iϕk cˆ−k(ηini)cˆk(ηini)−rke2iϕk cˆ†−k(ηini)cˆ†k(ηini).
(19)
Clearly, from the above definition, one has Bˆ†k = −Bˆk.
It is characterized by two parameters, the squeezing pa-
rameter rk, and the squeezing angle ϕk. The second op-
erator is the rotation operator Rˆk(θk,1, θk,2) that can be
expressed as Rˆk(θk,1, θk,2) = e
Dˆk with
Dˆk ≡ −iθk,1cˆ†k(ηini)cˆk(ηini)− iθk,2cˆ†−k(ηini)cˆ−k(ηini) .
(20)
1 Indeed, one can see that the equations of motion (17) and (18) for
uk(η) and vk(η) only depend on the modulus of k. So if the initial
state is chosen to be the vacuum, rotationally invariant and hence
dependent on k only, uk(η) and vk(η) remain independent of the
orientation of k at any time.
We notice that we also have Dˆ†k = −Dˆk. The rotation
operator is a priori characterized by two parameters, the
rotation angles θk,1 and θk,2.
Let us now calculate the quantity Rˆ†kSˆ
†
k cˆk(ηini)SˆkRˆk.
Using the formula e−OˆAˆeOˆ = Aˆ+[Oˆ, Aˆ]+ [Oˆ, [Oˆ, Aˆ]]/2+
· · · , it is easy to show that
Rˆ†kSˆ
†
kcˆk(ηini)SˆkRˆk = e
iθk,1 cosh rk cˆk(ηini)
+e−iθk,2+2iϕk sinh rk cˆ
†
−k(ηini) , (21)
Rˆ†kSˆ
†
kcˆ−k(ηini)SˆkRˆk = e
iθk,2 cosh rk cˆ−k(ηini)
+e−iθ1,k+2iϕk sinh rk cˆ
†
k(ηini) . (22)
This relation coincides with the transport equation (16)
for cˆk provided that
cˆk(η) = Rˆ
†
kSˆ
†
k cˆk(ηini)SˆkRˆk, (23)
with θk,1 = θk,2 ≡ θk, and
uk(η) = e
iθk cosh rk, (24)
vk(η) = e
−iθk+2iϕk sinh rk. (25)
One checks that, indeed, |uk(η)|2 − |vk(η)|2 = 1.
We conclude from the previous analysis that the full
Hilbert space of the system E can be factorized into in-
dependent products of Hilbert spaces for modes k and
−k: E = Πk∈R3+Ek⊗E−k. Each of these terms is a com-
posite or a bipartite system, and evolves from the initial
vacuum state |0k, 0−k〉 into a two-mode squeezed state
Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉. (26)
One can explicitly check that the vacuum state is ro-
tationally invariant, Rˆ(θk)|0k, 0−k〉 = |0k, 0−k〉, which
implies that if the initial state is the vacuum state, θk
cancels out in all physical quantities, as will be checked
in what follows. More explicitly, using operator ordering
theorems [74], one has
Sˆ(rk, ϕk) = exp
[
−e2iϕk tanh rk cˆ†−k(ηini)cˆ†k(ηini)
]
× exp
{
− ln (cosh rk)
[
cˆ†k(ηini)cˆk(ηini)
+ cˆ−k(ηini)cˆ
†
−k(ηini)
]}
× exp [e−2iϕk tanh rk cˆ−k(ηini)cˆk(ηini)] , (27)
and straightforward calculations lead to
Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉
=
1
cosh rk
∞∑
n=0
e2inϕk(−1)n tanhn rk|nk, n−k〉. (28)
This is a two-mode squeezed state, well known in the
context of quantum optics as an entangled state. Indeed,
in a very sketchy way (restricting the sum to n = 0 and
5n = 1 and ignoring the coefficients of the expansion, just
for the purpose of illustration), it is of the form
|Ψ〉 ∼ 1√
2
(|0k〉|0−k〉+ |1k〉|1−k〉) , (29)
which, indeed, is in an inseparable form since it cannot be
written as |Ψk〉⊗|Ψ−k〉. Entangled states are considered
as the most non-classical states and the above discussion
shows that the CMB is placed in such a state. More-
over, it is known that in the strong squeezing limit, the
state (28) exactly tends towards an Einstein-Podolsky-
Rosen (EPR) [78] quantum state. We are therefore led
to conclude that the CMB is a highly non-classical sys-
tem.
Before concluding this section, it is interesting to de-
rive the equations satisfied by the parameters rk, ϕk and
θk. From Eq. (28), we see that their time evolution con-
trols the time evolution of the quantum state (28). Using
Eqs. (17)-(18) and (24)-(25), one obtains
drk
dη
=
z′
z
cos (2ϕk) , (30)
dϕk
dη
= −k − z
′
z
coth (2rk) sin (2ϕk) , (31)
dθk
dη
= −k − z
′
z
tanh rk sin (2ϕk) . (32)
The two first equations form a closed system, and θk
can be derived once rk and ϕk are known. This is ex-
pected since, as already said, θk is a spurious parameter
that does not play any physical role. Exact solutions are
available only in the exact de Sitter case, for which we
have
rk(η) = − arg sinh
(
1
2kη
)
, (33)
φk(η) = −π
4
− 1
2
arctan
(
1
2kη
)
, (34)
θk(η) = −kη − arctan
(
1
2kη
)
. (35)
On super-Hubble scales, at the end of inflation, we have
rk → +∞ (notice that rk is positive because conformal
time is negative during inflation), ϕk → 0 and θk → π/2,
which remains true for quasi de Sitter expansions.
III. INFLATIONARY DISCORD
The discussion of the last section indicates that the
quantumness of the CMB is a priori large. Therefore, it
seems important to better quantify this property. Re-
cently, in the context of quantum information theory,
Henderson and Vedral [52] and Ollivier and Zurek [53]
have introduced the quantum discord, which aims to
quantitatively measure the quantumness of a system.
The goal of this section is to calculate the quantum dis-
cord of inflationary perturbations.
Quantum discord is defined as follows. Let us consider
a bipartite system E = Ek⊗E−k (we write the two systems
“k” and “−k” for obvious reasons but it should be clear
that the following considerations are in fact valid for any
bipartite system). The idea is to introduce two ways
of calculating the mutual information between the two
subsystems that coincide for classical correlations but not
necessarily in quantum systems. The difference between
the two results will then define the quantum discord. The
first measure of mutual information is provided by the
von Neumann entropy,
I(k,−k) = S [ρˆ(k)] + S [ρˆ(−k)]− S [ρˆ(k,−k)] , (36)
where S is the entropy defined by S = −Tr (ρˆ log2 ρˆ),
ρˆ being the density matrix of the system under consid-
eration. Let us recall that the density matrix of the
sub-system “k” (respectively “−k”) is obtained from
the full density matrix ρˆ(k,−k) by tracing over the
degrees of freedom associated with “−k” (respectively
“k”), that is to say ρˆ(k) = Tr−k [ρˆ(k,−k)] (respectively
ρˆ(−k) = Trk [ρˆ(k,−k)]).
Then let us imagine that a measurement of an observ-
able of the sub-system “−k” is performed through a pro-
jector Πˆj (defined on E−k). This transforms the state into
ρˆ → ρˆΠˆj/pj, with probability pj ≡ Tr
[
ρˆ (k,−k) Πˆj
]
. If
we only access Ek, tracing over −k, the state becomes
ρˆ(k; Πˆj) = Tr−k
[
ρˆ(k,−k)Πˆj
pj
]
. (37)
Now, if one performs a set of all possible measurements
through a complete set2 of projectors {Πˆj}, an alterna-
tive definition of mutual information is given by
J (k,−k) = S [ρˆ(k)]−
∑
j
pjS
[
ρˆ(k; Πˆj)
]
. (38)
Classically, thanks to Bayes theorem, we have
J (k,−k) = I(k,−k). Quantum mechanically however,
this need not be true and the deviation from the previous
equality therefore represents the quantumness of the cor-
relations contained in a given state. This is why quantum
discord is defined by
δ (k,−k) ≡ min
{Πˆj}
[I(k,−k)− J (k,−k)] , (39)
where we minimize over all possible sets of measurements
in order to avoid dependence on the projectors. More
detailed discussions on the physical interpretation and
meaning of quantum discord and entanglement can be
found in Refs. [52, 53, 79].
2 More precisely, {Πˆj} forms a positive operator valued measure,
obeying the partition of unity ΣjΠˆj = 1. They generalize com-
plete sets in the sense that they do not need to be orthogonal.
6Let us now calculate the quantum discord of inflation-
ary perturbations. For the two-mode squeezed state (28),
the density matrix is given by
ρˆ(k,−k) = 1
cosh2 rk
∞∑
n,n′=0
e2i(n−n
′)ϕk(−1)n+n′
tanhn+n
′
rk|nk, n−k〉〈n′k, n′−k| . (40)
The reduced density matrix ρˆ(k) is obtained from the full
density matrix by tracing out degrees of freedom associ-
ated to “−k”. One has
ρˆ(k) =
∞∑
n=0
〈n−k|ρˆ(k,−k)|n−k〉 (41)
=
1
cosh2 rk
∞∑
n=0
tanh2n rk|nk〉〈nk|, (42)
which is a thermal state with inverse temperature βk =
− ln tanh2 rk. We have of course a similar equation for
ρˆ(−k) where |nk〉〈nk| is replaced by |n−k〉〈n−k|.
Our next move is to calculate the entropy of the dif-
ferent density matrices appearing in the expression of
the discord. As can be shown explicitly, the entropy of
ρˆ(k,−k) vanishes since we deal with a pure state. Since
ρˆ(k) represents a thermal state, its entropy is simply
given by [80]
S [ρˆ(k)] = (1 + 〈nˆk〉) log2 (1 + 〈nˆk〉)− 〈nˆk〉 log2〈nˆk〉,
(43)
where 〈nˆk〉 = sinh2 rk is the mean occupation number.
Obviously, this formula is also valid for ρˆ(−k). Finally,
the quantity S
[
ρˆ(k; Πˆj)
]
remains to be calculated. In
Appendix A, we show that ρˆ(k; Πˆj) is in fact a pure state
and, consequently, its entropy is zero. Therefore, it fol-
lows that the discord is given by
δ (k,−k) = S [ρˆ(−k)] = cosh2 rk log2
(
cosh2 rk
)
− sinh2 rk log2
(
sinh2 rk
)
. (44)
The corresponding function is displayed in Fig. 1. One
can see that except for rk = 0, the discord is not zero,
and, therefore, the quantum state of the perturbations is
not classical. In fact, rk = 0 corresponds to a coherent
state [81, 82]. Such states are often called “quasi classi-
cal” and are known to be the “most classical” states since
they follow the classical trajectory in phase space, with
minimal spread. In the strong squeezing limit however,
rk →∞, we have
δ (k,−k) = 2
ln 2
rk − 2 + 1
ln 2
+O (e−2rk) . (45)
Let us recall that for the modes within the CMB window,
at the end of inflation, rk ∼ 50. We conclude that the
CMB is placed in a state which is “very quantum.” This
means that it is certainly impossible to reproduce all the
correlation functions in a classical picture as we are going
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FIG. 1: Quantum discord δ (k,−k) of cosmological scalar per-
turbations during inflation, as a function of the squeezing pa-
rameter rk. The solid blue line is the result (44) while the
dotted green line is the large squeezing expansion (45).
to demonstrate explicitly in the following section. In fact,
the results of this section show that, strictly speaking,
there is no transition to a classical behavior since the
discord only grows. But we will also see that the situation
is subtle and that, nevertheless, a classical treatment of
the perturbations can partially be employed, in a sense
that will be carefully discussed in the following.
Let us also mention that quantum discord is always de-
fined relatively to a given division into two subsystems.
For example, in what precedes, the quantum discord was
shown to be large for the bipartite system E = Ek⊗E−k.
A priori, with a different division, one would have ob-
tained a different result. For example, let us write the
Hamiltonian (11) in terms of the real and imaginary (or
Hermitian and anti-Hermitian) parts of vk and pk, de-
noted vRk , v
I
k, p
R
k , p
I
k, and defined by vk = (v
R
k + iv
I
k)/
√
2
and pk = (p
R
k + ip
I
k)/
√
2. Notice that the relation
v†k = v−k implies that v
R
k = v
R
−k and v
I
k = −vI−k. One
has
H =
∫
R3+
d3k
[
1
2
(
pRk
)2
+
k
2
(
vRk
)2
+
z
z′
vRk p
R
k
]
+
∫
R3+
d3k
[
1
2
(
pIk
)2
+
k
2
(
vIk
)2
+
z
z′
vIkp
I
k
]
. (46)
One can see that the “real” and “imaginary” sectors are
in fact independent. This suggests that the quantum dis-
cord calculated with respect to E = ER⊗EI should vanish.
It is therefore interesting to calculate the quantum dis-
cord calculated with respect to an arbitrary subdivision
of our system E = E1⊗E2. Starting from cˆk and cˆ−k, the
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FIG. 2: Quantum discord for different system subdivisions
(labeled by α) and different times during inflation.
most generic pair of independent ladder operators can be
written as
aˆ1 = cosαcˆk + sinαcˆ−k (47)
aˆ2 = e
2iα (cosαcˆ−k − sinαcˆk) , (48)
where α is an angle varying from 0 to π/4. This defines a
one-parameter family of subdivision such that, if α = 0,
then E = Ek⊗E−k and, if α = π/4, then E = ER⊗EI. One
can then proceed and calculate the corresponding discord
along the lines already explained before. This is what is
done in detail in Appendix B. The result is displayed in
Fig. 2 for a few values of k/(aH). As expected, one can
check that the discord always vanishes for α = π/4 (E =
ER⊗EI) while it is maximal when α = 0 (E = Ek⊗E−k).
It also increases with the squeezing level, since more pairs
of particles with wavenumbers k and −k are produced as
time proceeds, in agreement with Fig. 1.
The above analysis undoubtedly shows that the CMB
is a strongly discordant quantum system. In particular,
it contains genuine quantum correlations between the k
and −k modes (and in fact, as the previous calculation
demonstrates, between any “1” and “2” modes except if
α = π/4). A priori, this makes a classical description of
the CMB impossible. Therefore, the fact that, in prac-
tice, the CMB data are analyzed without any reference to
the quantum formalism appears to be rather paradoxical.
The rest of this paper is devoted to this question.
IV. QUANTUM PREDICTIONS FOR THE
PERTURBATIONS
In practice, the quantities of observational interest are
correlation functions. In this section, as a first step, we
derive these correlation functions for the full quantum
state (28). We make use of the quantum information
formalism, which sheds some new light on the standard
calculation of inflationary cosmological perturbations.
A. Quantum information theory and cosmological
perturbations
A two-mode squeezed state being Gaussian, its char-
acteristic function is Gaussian as well and all correlation
functions can be calculated from the covariance matrix.
To compute this covariance matrix, we can use the tech-
niques of quantum information theory [80, 83]. In order
to do so, we must formulate the problem such that this
formalism can be applied. This technical question actu-
ally plays an important role in the following. The point
is that the quantum information formalism is designed
mode by mode while, as already noted, Eqs. (12) and (13)
mix creation and annihilation operator associated with
two different modes, k and −k. We must therefore refor-
mulate the problem such that “coordinates” (“position”
and “momentum”) are Hermitian operators defined for a
single mode. This leads us to introduce the quantities qˆk
and πˆk such that
qˆk =
1√
2k
(
cˆk + cˆ
†
k
)
(49)
πˆk = −i
√
k
2
(
cˆk − cˆ†k
)
. (50)
Here, and in the rest of this article, we work in the
Schro¨dinger picture where qˆk and πˆk are viewed as con-
stant and the state is evolving. Contrary to Eqs. (12)
and (13) defining vk and pk, Eqs. (49) and (50) do not
mix different modes. Making use of Eqs. (12) and (13),
one can establish the relation between the two sets of
variables, which read
vˆk =
1
2
[
qˆk + qˆ−k +
i
k
(πˆk − πˆ−k)
]
(51)
pˆk =
1
2i
[k (qˆk − qˆ−k) + i (πˆk + πˆ−k)] . (52)
In particular, since qˆk = qˆ
†
k and πˆk = πˆ
†
k, one can check
that we indeed have vˆ†k = vˆ−k. The quantum information
formalism provides us with all correlation functions for
combinations of qˆk and πˆk, and using Eqs. (51) and (52),
correlation functions for combinations of vˆk and pˆk can
be inferred.
Let us now introduce the characteristic function. It is
a real function defined on a four-dimensional real space,
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χ(ξ) = Tr
[
ρˆWˆ(ξ)
]
, (53)
where Wˆ(ξ) is the Weyl operator, namely
Wˆ(ξ) = eiξTRˆ, (54)
with Rˆ =
(
k1/2qˆk, k
−1/2πˆk, k
1/2qˆ−k, k
−1/2πˆ−k
)T
. In the
above expressions, ρˆ is obviously the density operator.
In appendix C, we show that the two-mode squeezed
state has a Gaussian characteristic function given by
χ(ξ) = e−ξ
Tγξ/4, (55)
where γ is the covariance matrix, related to the two-point
correlation functions by 〈RˆjRˆk〉 = γjk/2 + iJjk/2. Here,
J is the commutator matrix, iJj,k = [Rˆj , Rˆk], given by
J = J1 ⊕ J1 with
J1 =
(
0 1
−1 0
)
. (56)
The covariance matrix of the two-mode squeezed
state (28) has been derived in appendix C and this leads
to
〈vˆkvˆp〉 = 1
2k
[cosh(2rk) + sinh(2rk) cos(2ϕk)] δ(k + p),
(57)
〈pˆkpˆp〉 = k
2
[cosh(2rk)− sinh(2rk) cos(2ϕk)] δ(k + p),
(58)
〈vˆkpˆp〉 =
[
i
2
+
1
2
sinh(2rk) sin(2ϕk)
]
δ(k + p). (59)
B. Two-point correlation functions
Using the above results, one can proceed and calculate
the power spectrum for the states (28). Using Eq. (3),
the correlation function of the Mukhanov-Sasaki variable
is given by
〈vˆ(η,x)vˆ(η,y)〉 = 1
(2π)3
∫
dkdp〈vˆk(η)vˆp(η)〉eik·x+ip·y .
(60)
For the two-mode squeezed state, the only correlation
function 〈vˆk(η)vˆp(η)〉 that does not vanish is when p =
−k. From Eq. (57), it follows that
〈vˆ(η,x)vˆ(η,y)〉 = 1
(2π)3
∫
dk
1
2k
[
cosh(2rk)
+ sinh(2rk) cos(2ϕk)
]
eik·(x−y). (61)
We notice that the result only depends on |x − y| as
expected in a homogeneous and isotropic universe. As
a consequence, one can perform the angular integration
and one obtains
〈vˆ(η,x)vˆ(η,y)〉 = 4π
(2π)3
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
k3
2k
×[cosh(2rk) + sinh(2rk) cos(2ϕk)], (62)
or, using Eq. (1),
〈ζˆ(η,x)ζˆ(η,y)〉 = 4π
(2π)3
1
a2M2
Pl
2ǫ1
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
×k
3
2k
[
cosh(2rk) + sinh(2rk) cos(2ϕk)
]
.
(63)
To go further, one needs to specify rk and ϕk. In the
de Sitter limit, they are given by Eqs. (33) and (34),
and on super-Hubble scales (−kη ≪ 1), this gives rise to
cosh(2rk) ≃ sinh(2rk) ≃ 1 + 1/(2k2η2) and cos(2ϕk) ≃
1 − 2k2η2. As a consequence, the power spectrum Pv
of v(η,x), defined through 〈vˆkvˆp〉 = 2π3Pv/k3δ(k − p),
becomes Pv = 1/(2π22η2) and the power spectrum of
curvature perturbations can be expressed as
Pζ = H
2
8π2M2
Pl
ǫ1
, (64)
where we have used that in de Sitter spacetimes, a(η) =
−1/(Hη). This formula is the standard result [20, 84].
Of course, strictly speaking, we have ǫ1 = 0 for exact de
Sitter (there are no density perturbations in de Sitter)
so, in fact, the above result is valid at leading order in
slow roll only.
Let us now try to evaluate other correlators, in par-
ticular the one involving the curvature perturbation and
its time derivative. For a two-mode squeezed state, using
Eq. (9), we have
〈ζˆ(η,x)ζˆ′(η,y) + ζˆ′(η,x)ζˆ(η,y)〉
=
1
(2π)3
1
z2(η)
∫
dk (〈vˆkpˆ−k〉+ 〈pˆkvˆ−k〉) eik·(x−y).
(65)
The next step is to use Eq. (59) together with the fact
that [vˆk, pˆ−k] = i. This commutation relation ensures
that the term i/2 in Eq. (59) cancels out and that the
above correlation function is real. Then, one arrives at
〈ζˆ(η,x)ζˆ′(η,y) + ζˆ′(η,x)ζˆ(η,y)〉
=
4π
(2π)3
1
z2(η)
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
× k3 sinh(2rk) sin(2ϕk). (66)
In the de Sitter super-Hubble limit, this gives rise to
〈ζˆ ζˆ′ + ζˆ′ζˆ〉 ∼ 1/z ∼ η which is consistent with the fact
that ζk and pk = zζ
′
k are constant on large scales.
Finally, it is also interesting to evaluate the two-point
correlation function 〈ζˆ′(η,x)ζˆ′(η,y)〉. Straightforward
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〈ζˆ′(η,x)ζˆ′(η,y)〉 = 1
(2π)3
1
z2(η)
∫
dk〈pˆkpˆ−k〉eik·(x−y)
(67)
=
4π
(2π)3
1
z2(η)
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
× k3 k
2
[
cosh(2rk)− sinh(2rk) cos(2ϕk)
]
.
(68)
For the exact de Sitter case, we have cosh(2rk) −
sinh(2rk) cos(2ϕk) = 1 and this correlator is proportional
to η2 as expected.
V. CAN THE QUANTUM CORRELATION
FUNCTIONS BE OBTAINED WITH A
NON-DISCORDANT STATE?
In the previous section, we have established the corre-
lation functions of the full quantum state. Given that,
as already mentioned, the CMB is usually analyzed in
a classical framework, we now study to which extent a
“classical state,” i.e. a non-discordant quantum state, can
reproduce these results. Notice that, the discord being
non-vanishing, we already know for sure that it cannot
be the case exactly. As a consequence, here, we rather
want to study whether the difference between the exact
and the classical approaches is large enough to be seen
observationally, which, if so, would be considered as a
proof that the perturbations are of quantum-mechanical
origin.
A. Two-point correlation functions
The most generic expression for a bipartite system con-
taining classical correlations only is given by [53, 85, 86]
ρˆcl =
⊗
k∈R3+
∑
n,m
pnm(k)ρˆn(k)⊗ ρˆm(−k) (69)
=
⊗
k∈R3+
∑
n,m
pnm(k)|nk〉〈nk| ⊗ |m−k〉〈m−k|,(70)
where the pnm’s satisfy
∑
n,m pnm(k) = 1. The pnm’s
represent a joint probability distribution function that
we do not need to specify for the moment. Several com-
ments are in order at this point. Firstly, the above den-
sity matrix represents a quantum state that is a pri-
ori anisotropic. Indeed, here, the momentum space is
split into two parts, R3+ and R3−, and the number of
quantas present in each corresponding mode a priori dif-
fers. In the following, we denote “k” a vector belonging
to R3+ and “−p” a vector belonging to R3−. There-
fore, in Eq. (70), |m−k〉 denotes a state with m quanta
for −k ∈ R3−, the vector −k being of course minus the
vector k. Secondly, in appendix D, we explicitly show
that, as stated above, the quantum discord vanishes for
the state (70). Thirdly, it is also important to remark,
as demonstrated in appendix E, that this state is not a
Gaussian state. As a consequence, one cannot define a
covariance matrix. One has to proceed directly from the
above density matrix in order to calculate the different
two-point (and higher) correlation functions. Straight-
forward calculations give
〈vˆkvˆp〉cl = 〈vˆ−kvˆ−p〉cl = 0, (71)
〈vˆkvˆ−p〉cl = 〈vˆ−kvˆp〉cl
=
1
2k
[
1 +
∑
n,m
n (pnm + pmn)
]
δ(k − p). (72)
The last expression contains a Dirac function which in-
dicates that the result is non-vanishing only if k = p,
p ∈ R3+ being the vector obtained from −p ∈ R3− by
multiplying by minus one. It is also interesting to no-
tice that it can be written as the correlation function
calculated in the Bunch-Davies vacuum, 1/(2k), multi-
plied by 1 + 〈Nˆ〉, where 〈Nˆ〉 is the mean of the particle
number operator Nˆ = c†kck + c
†
−kc−k, in agreement with
Refs. [87, 88]. The other auto correlation functions read
〈pˆkpˆp〉cl = 〈pˆ−kpˆ−p〉cl = 0, (73)
〈pˆkpˆ−p〉cl = 〈pˆ−kpˆp〉cl
=
k
2
[
1 +
∑
n,m
n (pnm + pmn)
]
δ(k − p). (74)
In particular, for any distribution pnm, one has the fol-
lowing property,
k2〈vˆkvˆ−k〉cl = 〈pˆkpˆ−k〉cl, (75)
while one can check, see Eqs. (57) and (58), that this
is not the case for the two-mode squeezed state. We
conclude that a classical state (69) cannot reproduce all
the correlation functions of the two-mode squeezed state
in accordance with the fact that they have a different
quantum discord.
Finally, the cross correlation functions can be written
as
〈vˆkpˆp〉cl = 〈vˆ−kpˆ−p〉cl = 0, (76)
〈vˆkpˆ−p〉cl = i
2
[
1 +
∑
n,m
n (pnm − pmn)
]
δ(k − p) (77)
〈vˆ−kpˆp〉cl = i
2
[
1 +
∑
n,m
n (pmn − pnm)
]
δ(k − p). (78)
The fact that 〈vˆkpˆ−p〉cl 6= 〈vˆ−kpˆp〉cl is a consequence of
the anisotropy of the quantum state (70). If one does not
want to violate homogeneity and isotropy, one simply has
to require the joint probability pnm to be symmetric, and
the cosmological principle is satisfied when
pnm = pmn. (79)
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Let us now be more accurate and repeat the calcula-
tion of the power spectrum for the classical state. Us-
ing Eqs. (71) and (72), it is obvious that the standard
power spectrum can always be recovered provided the
coefficients pnm are chosen such that 〈vˆk(η)vˆ−k(η)〉cl =
〈vˆk(η)vˆ−k(η)〉, that is to say
1 +
∑
n,m
2npnm = cosh(2rk) + sinh(2rk) cos(2ϕk) . (80)
A possible solution is to take pnm = pnδ(n − m)
with pn being given by a thermal distribution, pn =(
1− e−βk) e−βkn, with
βk = − ln
[
cosh(2rk) + sinh(2rk) cos(2ϕk)− 1
cosh(2rk) + sinh(2rk) cos(2ϕk) + 1
]
. (81)
In the super-Hubble limit, the corresponding tempera-
ture goes to infinity. The classical state (69) can then be
written
ρˆcl =
(
1− e−βk) +∞∑
n=0
e−βkn |nk, n−k〉〈nk, n−k| . (82)
In other words, we have a thermal “gas” of pairs of parti-
cles with momentum k and −k. At the level of the power
spectrum, this “classical” description leads to the same
result as the quantum one.
As was done before for the two-mode squeezed state,
let us now try to evaluate other correlators, involving
the curvature perturbation and its time derivative. Us-
ing Eqs. (76), (77) and (78) together with Eq. (79), we
immediately see that
〈ζˆ(η,x)ζˆ′(η,y) + ζˆ′(η,x)ζˆ(η,y)〉cl = 0. (83)
Several comments are in order. Firstly, we see that the
classical correlator is not equal to the quantum one; see
Eq. (66). It is possible to ensure that the quantum and
classical power spectra coincide, but then the price to pay
is that the other correlators differ. This is of course con-
ceptually very important. It means that by treating the
problem classically, rather than quantum mechanically,
we are really doing something wrong: some observables
are not correctly calculated. This is consistent with the
fact that a two-mode squeezed state has a large discord.
Secondly, in practice, the difference between the quantum
and the classical results is tiny and unobservable prob-
ably forever. Indeed, the classical correlator is exactly
zero and the quantum one is proportional to 1/z ∼ e−N∗ ,
where N∗ is the number of e-folds between the Hubble ra-
dius exit during inflation and the end of inflation. Modes
probed in the CMB typically have N∗ ∼ 50 and, hence,
the quantum correlator is very small for the CMB scales.
We conclude that, at the level of the two-point function,
a classical description is acceptable. Thirdly, in any case,
it should be clear that the classical description is an ef-
fective one only. The state (69) is introduced by hand
and is not a solution of the quantum Einstein equations.
Finally, let us repeat the calculation of the correlator
involving two derivatives of the curvature perturbations
for the classical situation. We now have
〈ζˆ′(η,x)ζˆ′(η,y)〉cl = 1
(2π)3
1
z2(η)
∫
dk〈pˆkpˆ−k〉cleik·(x−y)
(84)
=
4π
(2π)3
1
z2(η)
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
× k3k
∑
n,m
pnm
(
n+
1
2
)
. (85)
But the coefficients pnm were specified when we required
the quantum and classical power spectra to be the same.
This means that, as already discussed, the above corre-
lator is in fact explicitly known. From Eq. (80) indeed,
one has
〈ζˆ′(η,x)ζˆ′(η,y)〉cl = 4π
(2π)3
1
z2(η)
∫ ∞
0
dk
k
sin(k|x− y|)
k|x− y|
×k3k
2
[
cosh(2rk) + sinh(2rk) cos(2ϕk)
]
,
(86)
which is different from Eq. (68). In the de Sitter super-
Hubble limit, this gives that 〈ζˆ′ζˆ′〉cl is constant, in ac-
cordance with Eq. (75). In fact, this last equation shows
that 〈ζˆ′ζˆ′〉cl and 〈ζˆ ζˆ〉cl always scale in the same way.
Since we have imposed 〈ζˆ ζˆ〉cl = 〈ζˆ ζˆ〉, and since 〈ζˆ ζˆ〉
is constant on large scales, so is 〈ζˆ′ζˆ′〉cl. Therefore, we
conclude that 〈ζˆ′ζˆ′〉 ∼ e−2N∗ and 〈ζˆ′ζˆ′〉cl strongly dif-
fer (〈ζˆ′ζˆ′〉/〈ζˆ′ζˆ′〉cl ∼ e−2N∗ ≪ 1) and that, as before,
the classical description cannot reproduce the quantum
results. Contrary to before however, the classical correla-
tor is not exponentially small, leaving thus the possibility
to distinguish the two states experimentally.
B. Non-Gaussianities
We have just seen that two-point correlators for a
discordant and for a non-discordant states differ but
that this difference is, in practice, very small. Another
way to differentiate these two states is to look at non-
Gaussianities. All three-point correlation functions van-
ish in both the two-mode squeezed and classical states;
hence one has to consider four-point correlation func-
tions. For the classical state, making use of the same
techniques as above, one finds
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〈
ζˆk1 ζˆk2 ζˆk3 ζˆk4
〉
cl
=
〈
ζˆk1 ζˆk2
〉
cl
〈
ζˆk3 ζˆk4
〉
cl
+
〈
ζˆk1 ζˆk3
〉
cl
〈
ζˆk2 ζˆk4
〉
cl
+
〈
ζˆk1 ζˆk4
〉
cl
〈
ζˆk2 ζˆk3
〉
cl
+
δk1+k2+k3+k4,0
2k21z
4
4∑
n
n2pn(k1)− 4
[∑
n
npn (k1)
]2
−
∑
n
n (n+ 1) pn (k1)

× (δk1,−k2δk1,k3 + δk1,−k2δk1,−k3 + δk1,k2δk1,−k3) . (87)
In this expression, we have kept the coefficients pn(k)
unspecified so that the following generic comments can
be made. The first line of Eq. (87) corresponds to the
standard disconnected part of the four-point correlation
function. For the two-mode squeezed state, it is the only
term that is obtained, which is in agreement with Wick’s
theorem given that, as already explained, the two-mode
squeezed state is Gaussian. This means that the second
and third lines of Eq. (87) correspond to a non-Gaussian
contribution. This one is not of the local type and, in
fact, corresponds to a scale dependent g
NL
, notably due
to the presence of the δ terms. Therefore, it remains to
generate templates corresponding to this structure in or-
der to determine whether such a four-point function is
already excluded or not. Let us however notice that for
the thermal state introduced above Eq. (81), the term
in braces is given by (coshβk1 − 1)−1. On super-Hubble
scales, βk1 → 0 and this term blows up. Let us also re-
mark that the non-Gaussianities studied here are due to
the intrinsic non-Gaussian character [89, 90] of the classi-
cal state and not to the non-linearities of the theory. But
of course we expect those non-linearities to produce extra
contributions, at the level of both the three- and four-
point correlation functions [88, 91]. We conclude that
constraining the four-point correlation function would be
an important test since it has the potential (depending
on the level of classical non-Gaussianity) to rule out non
discordant primordial states, hence indirectly proving the
large quantumness of the CMB anisotropies.
VI. CAN THE QUANTUM CORRELATION
FUNCTIONS BE OBTAINED IN A CLASSICAL
STOCHASTIC DESCRIPTION?
In section V, we studied to what extent a classical state
can reproduce the quantum correlation functions. We
saw that, in principle, it cannot (even if, in practice, it
remains to be seen whether it can be detected). Although
it was called classical, the situation was still described
in terms of a quantum state. This is why here, we go
one step further and even ignore the quantum formal-
ism, working only in terms of a stochastic probability
distribution.
A. General properties
If an effective classical stochastic description is possi-
ble, quantum averages of any operator Aˆ should be given
by an integral of a stochastic distribution over classical
phase space, namely
〈Aˆ〉 = 〈A〉stocha, (88)
with
〈A〉stocha ≡
∫
A(R)W (R)d4R . (89)
As usual, a hat denotes a physical observable Aˆ =
A(Rˆ), while A (no hat) is an ordinary real function.
The vector R, previously defined below Eq. (54), rep-
resents the classical variables in phase space and, ob-
viously, Rˆ denotes the corresponding operators Rˆ =(
k1/2qˆk, k
−1/2πˆk, k
1/2qˆ−k, k
−1/2πˆ−k
)T
. The quantity
W (R) represents a probability density function. The
stochastic description is possible and meaningful if three
conditions are met: first, W is positive everywhere and
normalized to unity (so that it can be interpreted as a dis-
tribution function); second, W obeys the classical equa-
tion of motion (see below); and, third, Eq. (88) is valid.
Let us now discuss howW can be concretely found (if it
can). For this purpose, we introduce the Weyl transform
A˜ of the operator Aˆ through the following expression,
A˜ (qk, πk, q−k, π−k) ≡
∫
dxdy e−iπkx−iπ−ky
×
〈
qk +
x
2
, q−k +
y
2
∣∣∣Aˆ∣∣∣ qk − x
2
, q−k − y
2
〉
, (90)
which builds a real function in phase space, A˜, out of the
quantum operator Aˆ. It is important to stress that A˜ is a
function (i.e. not an operator) which, for instance, means
that A˜B˜ = B˜A˜. However, A˜B 6= B˜A in general. It is
also important to notice that, a priori, A˜ 6= A. In fact,
in Appendix F, the following exact result is established,
R˜i = Ri, R˜jRk = RjRk +
i
2
Jjk, (91)
where the matrix J is defined in Eq. (56). Moreover, since
R and V ≡ (k1/2vk, k−1/2pk, k1/2v−k, k−1/2p−k)T are
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linearly related through Eqs. (51) and (52), this relation
translates into a similar one for V , namely
V˜i = Vi , V˜jVk = VjVk +
i
2
Ijk , (92)
where I is the anti-diagonal matrix with coefficients
{−1, 1,−1, 1} on the antidiagonal and verifies iIj,k =
[Vˆj , Vˆk]. Therefore, the only non-vanishing terms of the
I matrix are the ones corresponding to products of the
form vkp−k. Even more general relations are established
in Appendix F.
The fundamental property of the Weyl transform is
that
Tr
(
AˆBˆ
)
=
∫
A˜(R)B˜(R)
d4R
(2π)2
. (93)
Given that 〈A˜〉 = Tr
(
ρˆAˆ
)
, this immediately suggests
taking forW the Weyl transform of the density operator,
W = ρ˜/(2π)2 [the factor (2π)2 originates from the fact
that we consider a system whose phase space is R4; had
we considered a system with phase space R2n, this factor
would have been (2π)n] namely
W (R) ≡ 1
(2π)2
∫
dxdy e−iπkx−iπ−ky
×
〈
qk +
x
2
, q−k +
y
2
∣∣∣∣ρˆ∣∣∣∣qk − x2 , q−k − y2
〉
.
(94)
Then it follows that any expectation value of a physical
observable can be obtained through the relation
〈Aˆ〉 =
∫
A˜ (R)W (R) d4R , (95)
or, in other words,
〈Aˆ〉 = 〈A˜〉stocha. (96)
It is worth emphasizing again that this equation is exact.
As a consequence, the condition given by Eq. (88) is re-
alized if the Weyl transform equals its classical counter
part, that is to say if
A˜ = A. (97)
Let us conclude this sub-section by noticing that, as is
well known, W (R) given by Eq. (94) is the Wigner func-
tion [92, 93]. For illustrative purposes, we now give the
Wigner function of the two-mode squeezed and classical
states. With the covariance matrices calculated in sec-
tion IV, one obtains an explicit expression for the two-
mode squeezed state Wigner function, namely (see ap-
pendix G)
W =
1
π2
exp
[
−
(
kq2k + kq
2
−k +
π2k
k
+
π2−k
k
)
cosh(2rk)
+ 2 (qkπk + q−kπ−k) sin (2ϕk) sinh (2rk)
+ 2
(
kqkq−k − πkπ−k
k
)
cos (2ϕk) sinh (2rk)
]
.
(98)
It is a positive, Gaussian function. Using Eqs. (51)
and (52), the corresponding expression in terms of the
vk and pk variables can be established as well. One
can notice that due to the last term, W can neither
be factorized as W = Wk(qk, πk)W−k(q−k, π−k) nor
as W = Wk(vk, pk)W−k(v−k, p−k), which reflects the
presence of correlations between the modes k and −k.
These correlations vanish in the sub-Hubble limit [where
cos(2ϕk) sinh(2rk) = 0], but in the super-Hubble limit,
the Wigner function gets squeezed along the directions
“k = −k,”
W ∝ δ (qk − q−k) δ (πk + π−k) , (99)
hence the term squeezing.
Let us now calculate the Wigner function of the clas-
sical state (70). Combining Eqs. (G15) and (E14), one
obtains after a few manipulations
Wcl =
1
(2π)
2
∫ ∞
0
xdx
∫ ∞
0
ydy
exp
[
−coth(βk/2)
4
(
x2 + y2
)]
I0
[
cosech
(
βk
2
)
xy
4
]
J0
(
x
√
kq2k +
π2k
k
)
J0
y
√
kq2−k +
π2−k
k
 ,
(100)
where βk has been defined in Eq. (81) and I0 and J0 are
Bessel functions. As already pointed out in section V,
one can see that the classical state is a non-Gaussian
one.3 It is also interesting to notice that, in the sub-
Hubble limit, βk → ∞, the argument of the I0 function
vanishes and the integrals over x and y can be factor-
ized. This means that, in this limit, the Wigner func-
tion becomes separable,W = Wk(qk, πk)W−k(q−k, π−k).
When βk decreases, this is not the case anymore and
the two modes are correlated. This is similar to what
was noted for the two-mode squeezed state. However,
these correlations are of a different nature. Indeed, since
the classical Wigner function depends on the phase-space
variables only through the two combinations kq2k + π
2
k/k
and kq2−k+π
2
−k/k, it is rotationally invariant inside each
mode. In particular, squeezing does not take place. This
3 Let us notice that when one of the modes is integrated out, the
classical Wigner function becomes Gaussian. For example, the
marginalized Wigner function in the plane (qk, pik), obtained by
marginalizing over q−k and pi−k, can be expressed as the Fourier
transform of the restrained characteristic function χ (η1, η2, 0, 0),
and one obtains
Wcl (qk, pik) =
1
pi
tanh
(
βk
2
)
e
− tanh
(
βk
2
)(
kq2
k
+
pi2
k
k
)
. (101)
Therefore, the non-Gaussianity of the classical Wigner func-
tion directly reflects the (classical) correlations between the two
modes k and −k.
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FIG. 3: Marginalized Wigner function W (qk, q−k) =
∫
W (qk, pik, q−k, pi−k)dpikdpi−k, for the super-Hubble mode k/(aH) = 0.3.
The left panel corresponds to the two-mode squeezed state while the right panel is for the classical state (82). One can see that
as explained in the text and contrary to the two-mode squeezed state, the classical state is both non-Gaussian and unsqueezed.
is consistent with the results obtained in the previous sec-
tions. In Fig. 3, we display the marginalizedWigner func-
tionsW (qk, q−k) for the two-mode squeezed and classical
states.
B. The case of a gaussian state
So far, the discussion was fully generic. We now dis-
cuss whether the three conditions for the validity of a
stochastic classical description mentioned before, namely
W being positive everywhere, W obeying the classical
equation of motion and the validity of Eq. (88) or, equiv-
alently, of Eq. (97), are satisfied for a Gaussian state.
Let us start with the first condition, i.e. the positivity
of the Wigner function. In appendix G, it is shown that,
for Gaussian states, the characteristic function of which
is of the form given by Eq. (55), one has
W (R) =
1
π2
√
det γ
e−R
Tγ−1R . (102)
In this case, the Wigner function is therefore a (correctly
normalized) Gaussian function with covariance matrix γ
(hence its name). This also means that it is positive at
any time and, thus, indeed satisfies our first condition.
Notice that this is a general feature of Gaussian states
and is completely independent from the fact that we have
squeezing (large or not). For instance, a coherent state
also has a positive Wigner function.
Let us now examine the second condition. In ap-
pendix H, we show that, for any quadratic Hamiltonian,
the Wigner function obeys a classical equation of motion.
Indeed, if one differentiates Eq. (94) with respect to time
and makes use of the Schro¨dinger equation, one obtains
dW
dη
= {Hk,W}PB , (103)
where the right-hand side of this equation is the Pois-
son bracket between the Hamiltonian Hk and the Wigner
function. The above equation therefore describes a Liou-
ville evolution. This means that if one starts from a col-
lection of pairs of point-like particles [the first one living
in (qk, πk), the other one in (q−k, π−k)] at time η that
mimic the distribution W (η), and if one lets them all
evolve according to the classical Hamilton equations, the
distribution calculated at later time η′ matches W (η′).
We therefore conclude that the second condition is also
met. Again, this is completely independent of whether we
have large squeezing or not and is true for any quadratic
Hamiltonian.
Finally, we come to the third condition, namely the
equality between quantum and stochastic correlators.
Using Eqs. (91) and (96), one has
〈RˆjRˆk〉 = 〈R˜jRk〉stocha =
〈
RjRk +
i
2
Jjk
〉
stocha
(104)
= 〈RjRk〉stocha + i
2
Jjk. (105)
This implies that for combinations of Rˆj and Rˆk such
that Jjk = 0, the stochastic distribution reproduces ex-
actly the two-point quantum correlators. The only cases
where Jjk 6= 0 correspond to mixed terms and we find
〈qkπk〉stocha = 〈q−kπ−k〉stocha = 〈πkqk〉stocha
= 〈π−kq−k〉stocha = 0. (106)
In terms of the Mukhanov-Sasaki variable and its conju-
14
gate momentum, this means that
〈vkvp〉stocha = 1
2k
[cosh(2rk) + sinh(2rk) cos(2ϕk)]
× δ(k + p), (107)
〈pkpp〉stocha = k
2
[cosh(2rk)− sinh(2rk) cos(2ϕk)]
× δ(k + p), (108)
〈vkpp〉stocha = 1
2
sinh(2rk) sin(2ϕk)δ(k + p). (109)
These equations should be compared to their quantum
counterparts, namely Eqs. (57), (58) and (59). We notice
that the only correlator which is not identical is the last
one: 〈vˆkpˆ−k〉 6= 〈vkp−k〉stocha; see Eqs. (59) and (109).
There is an additional i/2 in the quantum correlator
which makes the difference. However, contrary to the
classical state studied in section V, all the correlators of
ζˆ and ζˆ′ are correctly reproduced. This is evident for
〈ζˆ ζˆ〉 and 〈ζˆ′ζˆ′〉 since they do not involve the two-point
function 〈vˆkpˆ−k〉 but it is also true that
〈ζˆ(η,x)ζˆ′(η,y) + ζˆ′(η,x)ζˆ(η,y)〉 =
= 〈ζ(η,x)ζ′(η,y) + ζ′(η,x)ζ(η,y)〉stocha. (110)
The reason is that the above operator is Hermitian and,
therefore, the complex term i/2 cancels out. This means
that, as far as the two-point correlators are concerned,
the quantum and stochastic descriptions cannot be ob-
servationally distinguished. Notice that this conclusion
is independent of the value of rk and is valid for any value
of the squeezing parameter.
Actually, squeezing only plays a role when comput-
ing higher order observable quantities involving the mo-
mentum. For example, in Appendix F, it is shown that
q˜2kπ
2
k = q
2
kπ
2
k+2iqkπk−1/2 and π˜2kq2k = π2kq2k−2iπkqk−
1/2. Making use of Eq. (96), this means that〈
q2kπ
2
k + π
2
kq
2
k
〉
stocha
=
〈
q2kπ
2
k + π
2
kq
2
k
〉− 1 , (111)
so that the difference between the quantum and stochas-
tic correlators is still present for Hermitian operators.
However, from the results of section IVA, one has〈
q2kπ
2
k + π
2
kq
2
k
〉
= cosh2 (2rk) /2 which is exponentially
large when rk ≫ 1. Therefore, in the large squeezing
limit, the stochastic description gives accurate results for
these correlators too.
As mentioned before, a difference between the quan-
tum and stochastic cases arises only if the corresponding
correlators contain qˆk and the momentum. In particular,
we show in Appendix F that q˜nk = q
n
k . However, this
does not mean that higher order terms, i.e. such as 〈ζˆ4k〉,
will also be correctly and automatically reproduced since
ζˆk = vˆk/z is expressed in terms of qˆk but also in terms of
πˆk; see Eq. (51). In other words, higher order correlators
of ζˆk will precisely involve terms with various powers of
qˆk and πˆk for which the squeezing plays a role.
It is usually said that a stochastic classical distribution
successfully reproduces the quantum correlators of cos-
mological fluctuations in the large squeezing limit. The
results of this section shed some light on this statement.
The fact that the Wigner function is positive and evolves
under the classical equations of motion is independent of
the squeezing level and is just a consequence of having a
quadratic Hamiltonian and a Gaussian state. For observ-
able (i.e. Hermitian) operators, two-point correlators are
also correctly reproduced by the Wigner function regard-
less of the squeezing level, and it is only when considering
higher order correlators that squeezing comes into play.4
Therefore, our ability to calculate exactly the power spec-
trum in the stochastic approach has nothing to do with
the large squeezing limit but is in fact due to the property
that the Hamiltonian is quadratic.
VII. DISCUSSION AND CONCLUSION
Let us now summarize our main findings. The pres-
ence of quantum correlations in a quantum state can
be characterized by the recently proposed quantum dis-
cord [52, 53]. Cosmological perturbations produced dur-
ing inflation are placed in a two-mode squeezed state,
for which we have calculated the quantum discord and
showed that it is very large at the end of inflation. This
means that primordial perturbations represent a highly
non-classical system.
We have also computed the discord for a general split-
ting of the system and shown that, except for the spe-
cific case where the two sub-systems correspond to the
real and imaginary parts of the Mukhanov-Sasaki vari-
able, the quantum discord is always very large on super-
Hubble scales. In an ordinary situation, such as a Bell-
type experiment where the spin states of two remote sys-
tems are measured, the splitting is unambiguous, and the
two subsystems are obviously the two particles that have
travelled far away from each other. But the situation is
less clear when a measurement of a “continuous” system
is performed. A priori, a measurement corresponds to a
realization which provides us with all the values of the
qk’s, i.e. a map of the CMB. How should we split this
system into two subsystems? These tricky questions are
in fact connected to deeper issues related to the status of
the measurement problem in a cosmological context; see
Refs. [35, 95].
In order to determine how the large quantum discord
is reflected at the observational level, we have compared
the correlation functions of the two-mode squeezed states
4 A remaining non-trivial question is whether a stochastic classical
description is valid to describe (even approximately) correlators
of non analytical functions in v and p (or q and pi) [94].
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Correlation function
Classical state Stochastic distribution
Generic Super-Hubble Generic
Super-Hubble
(squeezed)
Pζ ∝ 〈ζkζ−k〉 Succeeds Succeeds
Other non-Hermitian two-point correlators
Fails Strongly fails
Fails Succeeds
Other Hermitian two-point correlators Succeeds
Higher order Hermitian correlators Fails Strongly fails Fails Succeeds
TABLE I: Reproducibility of the two-mode squeezed state correlation functions by a classical state (see section IV) and a
classical stochastic distribution (see section VI).
with the ones that would be obtained (i) from a “classi-
cal state”, that is to say a state with vanishing quan-
tum discord, that contains classical correlations only;
and (ii) from a classical stochastic distribution. The re-
sults are summarized in table I. One can design a classi-
cal state that reproduces the observed primordial power
spectrum. However, large differences with the two-mode
squeezed state correlators then appear in other two-point
functions, and such classical states are intrinsically non-
Gaussian. Then, if one is ready to abandon the idea that
perturbations should be described in the framework of
quantum mechanics and wants to use a classical stochas-
tic distribution instead, we have seen that because the
Hamiltonian is quadratic and the two-mode squeezed
state is Gaussian, the Wigner function provides such a
distribution, evolving under the classical equation of mo-
tion and allowing us to reproduce all observable (i.e. Her-
mitian) two-point correlators. It is important to stress
that the squeezing plays no role at this level. The large
squeezing is important only if one wants to correctly re-
produce non-Hermitian or higher order correlators.
Let us conclude with a few remarks. First, the fact
that a classical stochastic distribution succeeds in repro-
ducing the two-mode squeezed state late time correla-
tors is due to most phase information being contained
in the decaying mode, which is not observable in the
large squeezing limit in the minimal setup we considered
here. More complicated situations, such as multi-field in-
flation [96] where entropic perturbations can source the
decaying mode on large scales, or models where features
in the potential [97–99] give rise to transient violations of
slow roll (hence modified squeezing histories) may there-
fore lead to different conclusions. Second, in light of the
results of this paper, the presence of large quantum cor-
relations in primordial perturbations can be seen as a
remarkable feature of inflation. It would be interesting
to see whether this property is also present in alternative
scenarios [100] to inflation, such as bouncing cosmolo-
gies [101] or ekpyrotic setups [102].
The answer to the question raised in the title of this
paper is yes in principle, and maybe in practice. On
top of the possibles channels we exhibited in this article,
other observations, such as Bell-type experiments, may
also be capable of proving the existence of large quantum
correlations in the CMB. We plan to investigate these
issues in future publications [103, 104].
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Appendix A: The Projected State is a Pure State
In this appendix, we show that the projected state defined in Eq. (37) is a pure state, and that, as a consequence,
its entropy vanishes. Let us start from a general bipartite state which can always be written as
|ψ〉 =
∑
n,m
cnm|nk,m−k〉. (A1)
Then, the corresponding density matrix reads
ρˆ(k,−k) =
∑
n,m
∑
p,q
cnmc
∗
pq|nk〉〈pk| ⊗ |m−k〉〈q−k|. (A2)
The next step, as was discussed around Eq. (37), is to consider the following projector which corresponds to the
measurement of an observable of the sub-system “−k”
Πˆj = Îdk ⊗ |j−k〉〈j−k| . (A3)
From this expression, it is easy to show that
ρˆ(k,−k)Πˆj =
∑
n,m
∑
p
cnmc
∗
pj |nk〉〈pk| ⊗ |m−k〉〈j−k|, (A4)
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from which we deduce that
Tr−k
[
ρˆ(k,−k)Πˆj
]
=
∑
i
〈i−k|ρˆΠˆj |i−k〉 =
∑
n
∑
p
cnjc
∗
pj |nk〉〈pk|. (A5)
We also have Tr
[
ρˆ(k,−k)Πˆj
]
=
∑
n cnjc
∗
nj where, here, the trace is taken over the full state space. Therefore, the
state defined in Eq. (37) can be expressed as
ρˆ(k; Πˆj) =
1∑
n cnjc
∗
nj
∑
n
∑
p
cnjc
∗
pj |nk〉〈pk| . (A6)
From this expression, it is straightforward to show that ρˆ2(k; Πˆj) = ρˆ(k; Πˆj). Indeed, using the above explicit
expression, one has
ρˆ2(k; Πˆj) =
1∑
n cnjc
∗
nj
1∑
m cmjc
∗
mj
∑
pq
cpjc
∗
qj |pk〉〈qk|
∑
rs
crjc
∗
sj |rk〉〈sk| (A7)
=
1∑
n cnjc
∗
nj
1∑
m cmjc
∗
mj
∑
pq
∑
rs
cpjc
∗
qjcrjc
∗
sj |pk〉〈qk|rk〉〈sk| (A8)
=
1∑
n cnjc
∗
nj
1∑
m cmjc
∗
mj
∑
p
∑
rs
cpjc
∗
rjcrjc
∗
sj |pk〉〈sk| (A9)
=
1∑
n cnjc
∗
nj
1∑
m cmjc
∗
mj
∑
r
crjc
∗
rj
∑
p
∑
s
cpjc
∗
sj |pk〉〈sk| (A10)
=
1∑
n cnjc
∗
nj
∑
p
∑
s
cpjc
∗
sj |pk〉〈sk| = ρˆ(k; Πˆj) . (A11)
It is therefore a pure state and, consequently, as noticed in the main text, its entropy vanishes.
Appendix B: Quantum Discord for a General Splitting of the System
In this appendix, we calculate the discord for a general splitting of the quantum system as discussed in Sec. III.
The calculations presented here lead to Fig. 2. The state of the system is given by Eq. (28) and can be written as
ρˆ =
1
cosh2(rk)
∞∑
n,n′=0
e2i(n−n
′)ϕk(−1)n+n′ tanhn+n′(rk)|nk, n−k〉〈n′k, n′−k| =
∞∑
n,n′=0
an,n′ |nk, n−k〉〈n′k, n′−k| , (B1)
which defines the coefficients an,n′ . Here, the density matrix is expanded over the states |nk, n−k〉 which is especially
convenient when the system is split according to E = Ek⊗E−k. In this appendix, however, we consider the case where
E = E1⊗E2, the corresponding ladder operators being given by Eqs. (47) and (48). It is therefore more convenient to
use the states
|n1,m2〉 =
(
aˆ†1
)n
√
n!
(
aˆ†2
)m
√
m!
|01, 02〉, (B2)
containing n quantas in the mode 1 and m quantas in the mode 2. As a consequence, one must first write |nk, n−k〉 =∑
m,p〈m1, p2|nk, n−k〉|m1, p2〉 and calculate 〈m1, p2|nk, n−k〉. This quantity can be written as
〈m1, p2|nk, n−k〉 = 1√
m!p!n!n!
〈01, 02| (aˆ1)m (aˆ2)p
(
cˆ†k
)n (
cˆ†−k
)n
|01, 02〉 , (B3)
where we used Eq. (B2) and that |0k, 0−k〉 = |01, 02〉. Then, the idea of the calculation is to permutate the operators
such that (aˆ1)
m and (aˆ2)
p directly act on |01, 02〉. In order to do so, we use the fact [105] that, for two operators Xˆ
and Yˆ such that [Xˆ, Yˆ ] = dIˆ, one has
[
Xˆn, Yˆ m
]
=
min(n,m)∑
ℓ=1
dℓℓ!
(
n
ℓ
)(
m
ℓ
)
Yˆ m−ℓXˆn−ℓ , (B4)
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where the coefficient
(
n
ℓ
)
= n!/[(n− ℓ)!ℓ!]. This immediately implies that
XˆnYˆ m =
min(n,m)∑
ℓ=0
dℓℓ!
(
n
ℓ
)(
m
ℓ
)
Yˆ m−ℓXˆn−ℓ . (B5)
Let us make use of this relation. Since [aˆ1, cˆ
†
k] = cosα, see Eq. (47), one has
aˆm1
(
cˆ†k
)n
=
min(m,n)∑
ℓ1=0
(cosα)ℓ1ℓ1!
(
m
ℓ1
)(
n
ℓ1
)(
cˆ†k
)n−ℓ1
aˆm−ℓ11 . (B6)
Moreover, since aˆ1 and aˆ2 commute, one can first permute them and then use the relation we have just established.
In that case Eq. (B3) can be written as
〈m1, p2|nk, n−k〉 = 1√
m!p!n!n!
min(m,n)∑
ℓ1=0
(cosα)ℓ1ℓ1!
(
m
ℓ1
)(
n
ℓ1
)
〈01, 02| (aˆ2)p
(
cˆ†k
)n−ℓ1
aˆm−ℓ11
(
cˆ†−k
)n
|01, 02〉 . (B7)
In order for aˆ1 to act on the vacuum, we see that one more permutation is needed. It can be obtained by using again
the same trick. Since [aˆ1, cˆ
†
−k] = sinα, see Eq. (47), one has
aˆm−ℓ11
(
cˆ†−k
)n
=
min(m−ℓ1,n)∑
ℓ2=0
(sinα)ℓ2ℓ2!
(
m− ℓ1
ℓ2
)(
n
ℓ2
)(
cˆ†−k
)n−ℓ2
aˆm−ℓ1−ℓ21 , (B8)
and, therefore, one can write
〈m1, p2|nk, n−k〉 = 1√
m!p!n!n!
min(m,n)∑
ℓ1=0
min(m−ℓ1,n)∑
ℓ2=0
(cosα)ℓ1ℓ1!
(
m
ℓ1
)(
n
ℓ1
)
(sinα)ℓ2ℓ2!
(
m− ℓ1
ℓ2
)(
n
ℓ2
)
〈01, 02| (aˆ2)p
(
cˆ†k
)n−ℓ1 (
cˆ†−k
)n−ℓ2
aˆm−ℓ1−ℓ21 |01, 02〉 . (B9)
This expression vanishes unlessm−ℓ1−ℓ2 = 0 or ℓ2 = m−ℓ1. Moreover, clearly, if n < m−ℓ1, then min(m−ℓ1, n) = n,
the sum over ℓ2 runs from 0 to n, and ℓ2 can never reach m− ℓ1. In that case, the above expression is zero. On the
contrary, if n > m− ℓ1, then min(m− ℓ1, n) = m− ℓ1 and the sum over ℓ2 runs from 0 to m− ℓ1. But if n > m− ℓ1,
it also means that ℓ1 > m− n and, if this quantity is positive, the sum over ℓ1 must start from this value rather than
from zero. In other words, it must start from max(0,m− n). Therefore, one obtains
〈m1, p2|nk, n−k〉 = 1√
m!p!n!n!
min(m,n)∑
ℓ1=max(0,m−n)
(cosα)ℓ1ℓ1!
(
m
ℓ1
)(
n
ℓ1
)
(sinα)m−ℓ1 (m− ℓ1)!
(
n
m− ℓ1
)
〈01, 02| (aˆ2)p
(
cˆ†k
)n−ℓ1 (
cˆ†−k
)n−m+ℓ1 |01, 02〉 . (B10)
The next step is now to bring the operator aˆ2 to the left and the same method we have just described can be applied.
After straightforward manipulations, the final expression reads
〈m1, p2|nk, n−k〉 =
√
m!p!
n!n!
min(m,n)∑
ℓ1=max(0,m−n)
(cosα)2ℓ1+n−m(sinα)m+n−2ℓ1(−1)n−ℓ1e2ipα
(
n
m− ℓ1
)(
n
ℓ1
)
δ (m+ p, 2n) . (B11)
The appearance of the δ function makes sense since it means that the same total number of particles must be
contained in both states. In particular, one can check that, in the specific case α = 0, the previous expression gives
δ(m− n)δ(p− n), as it should.
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Using the expression previously established, one can then write
|nk, n−k〉 =
+∞∑
m=0
+∞∑
p=0
〈m1, p2|nk, n−k〉|m1, p2〉 =
2n∑
m=0
〈m1, (2n−m)2|nk, n−k〉|m1, (2n−m)2〉 (B12)
= [−(cosα)(sinα)]n
2n∑
m=0
√
m!(2n−m)!
n!
e2i(2n−m)α(tanα)m
min(m,n)∑
ℓ=max(0,m−n)
(tanα)−2ℓ(−1)−ℓ
(
n
m− ℓ
)(
n
ℓ
)
|m1, (2n−m)2〉 . (B13)
This expression can be further simplified as the second sum can be calculated in terms of a hypergeometric function.
Indeed, the sum over m can be split into a sum from m = 0 to m = n, in which case one has m ≤ n and a sum from
m = n+ 1 to m = 2n, in which case one has m > n. But in these two cases, the corresponding sum over ℓ is known
since for m ≤ n, one has
m∑
ℓ=0
[
− 1
tan2 α
]ℓ(
n
m− ℓ
)(
n
ℓ
)
=
(
n
m
)
2F1
(
−m,−n, 1−m+ n,− 1
tan2 α
)
, (B14)
while, for m ≥ n, one can write
n∑
ℓ=m−n
[
− 1
tan2(α)
]ℓ(
n
m− ℓ
)(
n
ℓ
)
=
[
− 1
tan2(α)
]m−n(
n
m− n
)
2F1
(
m− 2n,−n, 1 +m− n,− 1
tan2 α
)
. (B15)
As a consequence, the state |nk, n−k〉 can be expressed as
|nk, n−k〉 =[− cos(α) sin(α)]
n
n!
e4inα
[
n∑
m=0
√
(m)!(2n−m)!e−2imα(tanα)m
(
n
m
)
2F1
(
−m,−n, 1−m+ n,− 1
tan2 α
)
|m1, (2n−m)2〉+
2n∑
m=n+1
√
(m)!(2n−m)!e−2imα
(−1)m−n(tanα)2n−m
(
n
m− n
)
2F1
(
m− 2n,−n, 1 +m− n,− 1
tan2 α
)
|m1, (2n−m)2〉
]
(B16)
=
2n∑
m=0
bnm|m1, (2n−m)2〉 , (B17)
which defines the coefficients bnm. Combining Eqs. (B1) and (B17), one can write the expression of the density matrix
as
ρˆ12 =
∞∑
n,n′=0
2n∑
m=0
2n′∑
m′=0
ann′bnmb
∗
n′m′ |m, 2n−m〉〈m′, 2n′ −m′| . (B18)
We are now in a position to calculate the discord along the lines of Sec. III. The quantity I12 is defined by
I12 = S(ρˆ1) + S(ρˆ2) − S(ρˆ12), where ρˆ1 (ρˆ2) is obtained from ρˆ12 by tracing out the degrees of freedom of the sub-
system 2 (1). Then let us imagine that we make a measurement on the sub-system 1 corresponding to an operator
Πˆj . This defines ρˆ2(Πˆj) = Tr1(ρˆ12Πˆj/pj) where pj = Tr(ρˆ12Πˆ) and J12 = S(ρˆ2) −
∑
j pjS
[
ρˆ2(Πˆj)
]
. However, we
have shown in Appendix A that S
[
ρˆ2(Πˆj)
]
= 0 since ρˆ12 is still a pure state. As a result, J12 = S(ρˆ2) and, hence,
the discord is just given by δ12 = S(ρˆ1). We see that we only need to calculate the entropy of ρˆ1. In order to obtain
this reduced density matrix, we trace out the second set of degrees of freedom. Using Eq. (B18), this leads to the
following expression:
ρˆ1 =
∞∑
p=0
〈p2|ρˆ|p2〉 =
∞∑
p=0
∞∑
n,n′=0
2n∑
m=0
2n′∑
m′=0
ann′bnmb
∗
n′m′〈p2|m, 2n−m〉〈m′, 2n′ −m′|p2〉, (B19)
=
∞∑
n,n′=0
2n∑
m=0
an,n′bn,mb
∗
n′,m+2(n′−n)|m〉〈m+ 2(n′ − n)|. (B20)
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Since ρˆ1 is a priori not a thermal state, one cannot directly apply Eq. (43). In an analogy with Eqs. (49) and (50), let
us therefore introduce the quantities qˆ1,2 and πˆ1,2 defined by qˆ1,2 = (
√
2k)−1(a1,2+a
†
1,2) and πˆ1,2 = −i
√
k/2(a1,2−a†1,2).
This defines the vector Pˆj = (k
1/2qˆ1, k
−1/2πˆ1, k
1/2qˆ2, k
1/2πˆ2) which is the equivalent of Rˆj defined after Eq. (54). Then
the covariance matrix γjk is defined by
〈
PˆjPˆk
〉
= γjk/2 + iJjk/2; see below Eq. (55) in the text and the definition
of the matrix Jjk given by Eq. (56). In fact, since we want to calculate the entropy of the sub-system 1 only, it is
sufficient to consider the covariance matrix in this sub-system. Straightforward calculations lead to
γ11 = k〈qˆ21〉 = 〈aˆ21 + (aˆ†1)2 + 2aˆ1aˆ†1〉 − 1 = Tr{ρˆ1[aˆ21 + (aˆ†1)2 + 2aˆ1aˆ†1]} − 1, (B21)
γ12 = γ21 = i
〈
(aˆ†1)
2 − aˆ21
〉
= iTr{ρˆ1[(aˆ†1)2 − aˆ21]}, (B22)
γ22 = −〈aˆ21 + (aˆ†1)2 − 2aˆ1aˆ†1〉 − 1 = −Tr{ρˆ1[aˆ21 + (aˆ†1)2 − 2aˆ1aˆ†1]} − 1, (B23)
which is explicitly known since we have determined the density matrix ρˆ1; see Eq. (B18). As is evident from the above
expressions, in order to find γjk, it is sufficient to determine the three following quantities, 〈aˆ21〉, 〈(aˆ†1)2〉 and 〈aˆ1aˆ†1〉.
For the sake of illustration, let us calculate the first one. One has
〈aˆ21〉 = Tr(ρˆ1aˆ21) =
∞∑
p=0
∞∑
n,n′=0
2n∑
m=0
an,n′bn,mb
∗
n′,m+2(n′−n)〈p|m〉〈m+ 2(n′ − n)|aˆ21|p〉, (B24)
=
∞∑
p=2
∞∑
n,n′=0
2n∑
m=0
an,n′bn,mb
∗
n′,m+2(n′−n)
√
p(p− 1)〈p|m〉〈m+ 2(n′ − n)|p− 2〉, (B25)
=
∞∑
n=1
2n∑
m=2
an,n−1bn,mb
∗
n−1,m−2
√
m(m− 1). (B26)
The two other quantities are given by similar calculations. Then it is sufficient to calculate the eigenvalues κ of the
matrix (γ/2)J1 to directly obtain the symplectic spectrum, thanks to Williamson’s theorem [106]. One obtains
κ = ±i
√(
〈aˆ1aˆ†1〉 −
1
2
)2
− 〈aˆ21〉〈(aˆ†1)2〉 ≡ ±iσ , (B27)
which defines σ. Finally, the von Neumann entropy, and therefore the discord δ12, is given by the following expression:
δ12 = S(ρˆ1) = −Tr (ρˆ1 log ρˆ1) =
(
σ +
1
2
)
log2
(
σ +
1
2
)
−
(
σ − 1
2
)
log2
(
σ − 1
2
)
. (B28)
We have evaluated this expression numerically. It is displayed as a function of the parameter α in Fig. 2. The
dependence in kη is hidden in the coefficients ann′ which depend on the squeezing parameters, these ones being
explicit time-dependent quantities.
Appendix C: Covariance Matrix of a Two-Mode Squeezed State
In this appendix, we calculate the covariance matrix of a two-mode squeezed quantum state. The characteristic
function χ has been introduced in Eq. (53) and the Weyl operator Wˆ defined in Eq. (54). Using the form (26) for
the density matrix, and, as below Eq. (54), defining Rˆ =
(
k1/2qˆk, k
−1/2πˆk, k
1/2qˆ−k, k
−1/2πˆ−k
)T ≡ (Rˆ1, Rˆ2, Rˆ3, Rˆ4)T,
the characteristic function χ(ξ) (where the components of ξ are denoted as ξ1, ξ2, ξ3 and ξ4) can be written as
χ(ξ) = Tr
[
Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4
]
(C1)
= Tr
[
|0k, 0−k〉〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4 Sˆ(rk, ϕk)Rˆ(θk)
]
(C2)
=
∞∑
n=0
∞∑
n′=0
〈nk, n′−k|0k, 0−k〉〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4 Sˆ(rk, ϕk)Rˆ(θk)|nk, n′−k〉(C3)
= 〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4 Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉 (C4)
= 〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1+iξ2Rˆ2e+iξ3Rˆ3+iξ4Rˆ4 Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉 (C5)
= eiξ1ξ2/2+iξ3ξ4/2〈0k, 0−k|Rˆ†(θk)Sˆ†(rk, ϕk)eiξ1Rˆ1eiξ2Rˆ2eiξ3Rˆ3eiξ4Rˆ4 Sˆ(rk, ϕk)Rˆ(θk)|0k, 0−k〉, (C6)
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where we have made use of the Baker-Campbell-Hausdorff formula eAˆ+Bˆ = e−[Aˆ,Bˆ]/2eAˆeBˆ, valid if the operators Aˆ
and Bˆ commute with their commutator [Aˆ, Bˆ], which is the case here; see below. The next step consists in introducing
the operator SˆRˆ(SˆRˆ)† (which is unity) between each exponential factor. This means that we must now calculate
Rˆ†(θk)Sˆ
†(rk, ϕk)e
iξ1Rˆ1 Sˆ(rk, ϕk)Rˆ(θk) = Rˆ
†(θk)Sˆ
†(rk, ϕk)
∞∑
n=0
1
n!
inξn1 Rˆ
n
1 Sˆ(rk, ϕk)Rˆ(θk) (C7)
=
∞∑
n=0
1
n!
inξn1 Rˆ
†(θk)Sˆ
†(rk, ϕk)Rˆ
n
1 Sˆ(rk, ϕk)Rˆ(θk). (C8)
But one has (in order to avoid cumbersome notation, in this equation, we do not write the dependence in the squeezing
parameters)
Rˆ†Sˆ†Rˆn1 SˆRˆ = Rˆ
†Sˆ†Rˆ1SˆRˆRˆ
†Sˆ†Rˆn−11 SˆRˆ = Rˆ
†Sˆ†Rˆ1SˆRˆRˆ
†Sˆ†Rˆ1SˆRˆRˆ
†Sˆ†Rˆn−21 SˆRˆ =
(
Rˆ†Sˆ†Rˆ1SˆRˆ
)n
. (C9)
As a consequence, one can rewrite the series as
Rˆ†(θk)Sˆ
†(rk, ϕk)e
iξ1Rˆ1 Sˆ(rk, ϕk)Rˆ(θk) =
∞∑
n=0
1
n!
inξn1
[
Rˆ†(θk)Sˆ
†(rk, ϕk)Rˆ1Sˆ(rk, ϕk)Rˆ(θk)
]n
(C10)
= eiξ1Rˆ
†(θk)Sˆ
†(rk,ϕk)Rˆ1Sˆ(rk,ϕk)Rˆ(θk). (C11)
Using this result in the expression of the characteristic function, not only for the first exponential term but for the
four terms, we arrive at the following expression:
χ(ξ) = eiξ1ξ2/2+iξ3ξ4/2〈0k, 0−k|eiξ1Rˆ
†Sˆ†Rˆ1SˆRˆeiξ2Rˆ
†Sˆ†Rˆ2SˆRˆeiξ3Rˆ
†Sˆ†Rˆ3SˆRˆeiξ4Rˆ
†Sˆ†Rˆ4SˆRˆ|0k, 0−k〉. (C12)
To proceed, one has to evaluate the four terms Rˆ†Sˆ†RˆiSˆRˆ. Using Eqs. (21), and (22), it is easy to show that
Ωˆ1 ≡ Rˆ†(θk)Sˆ†(rk, ϕk)Rˆ1Sˆ(rk, ϕk)Rˆ(θk) = Rˆ1 cosh rk cos θk − Rˆ2 cosh rk sin θk
+Rˆ3 sinh rk cos (θk − 2ϕk) + Rˆ4 sinh rk sin (2ϕk − θk) , (C13)
Ωˆ2 ≡ Rˆ†(θk)Sˆ†(rk, ϕk)Rˆ2Sˆ(rk, ϕk)Rˆ(θk) = Rˆ1 cosh rk sin θk + Rˆ2 cosh rk cos θk
+Rˆ3 sinh rk sin (2ϕk − θk)− Rˆ4 sinh rk cos (2ϕk − θk) , (C14)
Ωˆ3 ≡ Rˆ†(θk)Sˆ†(rk, ϕk)Rˆ3Sˆ(rk, ϕk)Rˆ(θk) = Rˆ1 sinh rk cos (2ϕk − θk) + Rˆ2 sinh rk sin (2ϕk − θk)
+Rˆ3 cosh rk cos θk − Rˆ4 cosh rk sin θk, (C15)
Ωˆ4 ≡ Rˆ†(θk)Sˆ†(rk, ϕk)Rˆ4Sˆ(rk, ϕk)Rˆ(θk) = Rˆ1 sinh rk sin (2ϕk − θk)− Rˆ2 sinh rk cos (2ϕk − θk)
+Rˆ3 cosh rk sin θk + Rˆ4 cosh rk cos θk. (C16)
The final step is to express the product of four exponentials in Eq. (C12) in terms of a single exponential. For
this purpose, it is interesting to calculate the commutators of the operators
[
Ωˆi, Ωˆj
]
in order to use (again) the
Baker-Campbell-Hausdorff formula. One finds[
Ωˆ1, Ωˆ3
]
=
[
Ωˆ1, Ωˆ4
]
=
[
Ωˆ2, Ωˆ3
]
=
[
Ωˆ2, Ωˆ4
]
= 0,
[
Ωˆ1, Ωˆ2
]
=
[
Ωˆ3, Ωˆ4
]
= i. (C17)
As a consequence, the characteristic function (C12) now takes the form
χ(ξ) = eiξ1ξ2/2+iξ3ξ4/2〈0k, 0−k|e−iξ1ξ2/2eiξ1Ωˆ1+iξ2Ωˆ2e−iξ3ξ4/2eiξ3Ωˆ3+iξ4Ωˆ4 |0k, 0−k〉 (C18)
= 〈0k, 0−k|eiξ1Ωˆ1+iξ2Ωˆ2+iξ3Ωˆ3+iξ4Ωˆ4 |0k, 0−k〉 (C19)
= 〈0k, 0−k|eiη1Rˆ1+iη2Rˆ2+iη3Rˆ3+iη4Rˆ4 |0k, 0−k〉 ≡ χvac(η1, η2, η3, η4), (C20)
where the coefficients ηi can be expressed as
η1 = ξ1 cosh rk cos θk + ξ2 sinh rk sin θk + ξ3 sinh rk cos (2ϕk − θk) + ξ4 sinh rk sin (2ϕk − θk) , (C21)
η2 = −ξ1 cosh rk sin θk + ξ2 cosh rk cos θk + ξ3 sinh rk sin (2ϕk − θk)− ξ4 sinh rk cos (2ϕk − θk) , (C22)
η3 = ξ1 sinh rk cos (2ϕk − θk) + ξ2 sinh rk sin (2ϕk − θk) + ξ3 cosh rk cos θk + ξ4 cosh rk sin θk. (C23)
η4 = ξ1 sinh rk sin (2ϕk − θk)− ξ2 sinh rk cos (2ϕk − θk)− ξ3 cosh rk sin θk + ξ4 cosh rk cos θk. (C24)
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In Eq. (C20), χvac(η1, η2, η3, η4) represents the characteristic function of the vacuum. But this function is well-known
and easy to calculate. The vacuum state is a Gaussian state and one has, see for instance Eq. (33) of Ref. [83],
χvac(η1, η2, η3, η4) = e
−ηTId4η/4 , (C25)
where Id4 is the identity matrix in four dimensions. Since the definition of the covariance matrix γ is given by the
expression
χ(ξ1, ξ2, ξ3, ξ4) = e
−ξTγξ/4, (C26)
this implies that
4∑
i=1
η2i =
4∑
i=1
4∑
j=1
γijξiξj , (C27)
which allows us to infer the components of the covariance matrix. Then lengthy but straightforward calculations lead
to the following covariance matrix for the two-mode squeezed state:
γ =
 cosh (2rk) 0 sinh (2rk) cos (2ϕk) sinh (2rk) sin (2ϕk)0 cosh (2rk) sinh (2rk) sin (2ϕk) − sinh (2rk) cos (2ϕk)sinh (2rk) cos (2ϕk) sinh (2rk) sin (2ϕk) cosh (2rk) 0
sinh (2rk) sin (2ϕk) − sinh (2rk) cos (2ϕk) 0 cosh (2rk)
 . (C28)
We notice that γ does not depend on the rotation angle θk. Once we have the covariance matrix, we can determine
the two-point correlation functions by means of the relation 〈RjRk〉 = γjk/2 + iJjk/2 derived in appendix F. As
mentioned in the main text, the matrix J is defined by
J =
 0 1 0 0−1 0 0 00 0 0 1
0 0 −1 0
 . (C29)
Using the above expression of the correlation matrix, the explicit form of the two-point correlators are given by
〈qˆkqˆk〉 = 〈qˆ−kqˆ−k〉 = 1
2k
cosh(2rk), 〈πˆkπˆk〉 = 〈πˆ−kπˆ−k〉 = k
2
cosh(2rk) (C30)
〈qˆkqˆ−k〉 = 1
2k
sinh(2rk) cos(2ϕk), 〈πˆkπˆ−k〉 = −k
2
sinh(2rk) cos(2ϕk), (C31)
〈qˆkπˆ−k〉 = 〈πˆk qˆ−k〉 = 1
2
sinh(2rk) sin(2ϕk), 〈qˆkπˆk〉 = 〈qˆ−kπˆ−k〉 = −〈πˆkqˆk〉 = −〈πˆ−kqˆ−k〉 = i
2
. (C32)
These results are used in the main text in order to calculate the two-point correlation functions of vˆk and pˆk; see
Eqs. (57), (58) and (59), related to qˆk and πˆk through Eqs. (51) and (52).
Appendix D: Discord of a Classical State
In this appendix, we show that classical states given by Eq. (70) have vanishing quantum discord. Let us first
calculate the reduced density matrix ρˆclass(k) obtained by tracing out Eq. (70) over degrees of freedom belonging to
space “−k”. One obtains
ρˆclass(k) =
∑
m
〈m−k|
∞∑
i=0
∞∑
j=0
pij |ik〉〈ik| ⊗ |j−k〉〈j−k|m−k〉 =
∑
ij
pij |ik〉〈ik| . (D1)
In the same manner, one obtains a similar expression for ρˆclass(−k) where ik is replaced by j−k in the above formula.
It is easy to show that these matrices are diagonal in the basis |nk〉. Indeed,
〈nk|ρˆclass(k)|mk〉 = δnm
∑
j
pnj . (D2)
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Of course, one has a similar relation (but not identical if the probabilities are not symmetric) in the other half space,
namely
〈n−k|ρˆclass(k)|m−k〉 = δnm
∑
i
pin . (D3)
Therefore, it is straightforward to calculate the corresponding entropy. Indeed, the calculation of the entropy requires
in general estimating the logarithm of a matrix, which is a non-trivial task. But when the matrix is diagonal, its
logarithm is just a diagonal matrix whose entries are given by the logarithm of the entries of the original matrix. As
a consequence, one immediately deduces that
S[ρˆclass(k)] =
∑
i
(∑
ℓ
piℓ
)
log
∑
j
pij
 , S[ρˆclass(−k)] =∑
i
(∑
ℓ
pℓi
)
log
∑
j
pji
 . (D4)
On the other hand, since the full density matrix ρˆclass(k,−k) satisfies
〈nkm−k|ρˆclass(k,−k)|n′km′−k〉 = pnmδnn′δmm′ , (D5)
one can write its entropy as
S [ρˆclass(k,−k)] =
∑
ij
pij log pij . (D6)
It follows that the mutual information I(k,−k) is given by
I(k,−k) =
∑
i
(∑
ℓ
piℓ
)
log
∑
j
pij
+∑
i
(∑
ℓ
pℓi
)
log
∑
j
pji
−∑
ij
pij log pij . (D7)
This completes the first step in the calculation of the discord.
Let us now calculate the quantity J (k,−k). We consider again the projector Πˆj introduced in Eq. (A3). It is easy
to show that
ρˆclass(k,−k)Πˆj =
∑
n
pnj |nk〉〈nk| ⊗ |j−k〉〈j−k| . (D8)
Moreover, using this expression, one can also establish that
Tr
[
ρˆclass(k,−k)Πˆj
]
=
∑
n
pnj . (D9)
Then, in order to derive a formula for ρˆclass(k; Πˆj), one has to trace out the degrees of freedom contained in “−k” in
Eq. (D8), see also Eq. (37), and it comes to
ρˆclass(k; Πˆj) =
1∑
ℓ pℓj
∑
n
pnj |nk〉〈nk| . (D10)
This density matrix is diagonal with elements pnj/
∑
ℓ pℓj on the diagonal. Consequently, the conditional entropy
Scond which, as before, requires the calculation of the logarithm of the above mentioned matrix, can be easily estimated
and reads
Scond ≡
∑
j
(∑
ℓ
pℓj
)
S
[
ρˆclass(k; Πˆj)
]
=
∑
j
(∑
ℓ
pℓj
)∑
n
pnj∑
m pmj
log
(
pnj∑
i pij
)
(D11)
=
∑
nj
pnj log
(
pnj∑
i pij
)
=
∑
nj
pnj log (pnj)−
∑
nj
pnj log
(∑
i
pij
)
(D12)
=
∑
nj
pnj log (pnj)−
∑
j
[(∑
n
pnj
)
log
(∑
i
pij
)]
. (D13)
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It follows that the quantity J (k,−k) can be expressed as
J (k,−k) ≡ S[ρˆclass(k)]− Scond =
∑
i
(∑
ℓ
piℓ
)
log
∑
j
pij
−∑
nj
pnj log (pnj)
+
∑
j
[(∑
n
pnj
)
log
(∑
i
pij
)]
= I(k,−k) . (D14)
Therefore, we see that, for the choice of Πˆj made above, the difference between J (k,−k) and I(k,−k) vanishes. In
order to obtain the discord, one must minimize this quantity over the set of projectors, see Eq. (39). However, the
discord is a positive definite quantity [86] and, as a consequence, if for one specific choice of Πˆj one proves it is zero,
then it obviously means that the minimum is also zero. Therefore, as announced in the main text, we conclude that
the quantum discord of the “classical” state vanishes.
Appendix E: Characteristic Function of a Classical State
In this appendix, we calculate the characteristic function of the classical state (70). Let us recall that the charac-
teristic function χ is defined in Eq. (53) [and the Weyl operator in Eq. (54)]. As a consequence, we have
χ(ξ) = Tr
[
ρˆclass(k,−k)eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4
]
(E1)
=
∑
n,m
〈nk,m−k|
∑
i,j
pij |ik〉〈ik| ⊗ |j−k〉〈j−k|eiξ1Rˆ1+iξ2Rˆ2+iξ3Rˆ3+iξ4Rˆ4 |nk,m−k〉 (E2)
= eiξ1ξ2/2+iξ3ξ4/2
∑
n,m
pnm〈nk,m−k|eiξ1Rˆ1eiξ2Rˆ2eiξ3Rˆ3eiξ4Rˆ4 |nk,m−k〉 (E3)
= eiξ1ξ2/2+iξ3ξ4/2
∑
n,m
pnm
∫
d
(
k1/2xk
)
d
(
k1/2x−k
)
d
(
k1/2yk
)
d
(
k1/2y−k
)
〈nk,m−k|eiξ1Rˆ1eiξ2Rˆ2 |xk, x−k〉
× 〈xk, x−k|eiξ3Rˆ3eiξ4Rˆ4 |yk, y−k〉〈yk, y−k|nk,m−k〉, (E4)
where, in the last equality, we have introduced the closure relation twice. In this expression, |xk〉 represents the
eigenstate of the “position operator” qˆk. This is especially convenient because the action of an operator of the form
eiξiRˆi on this state is particular simple. Indeed, one has
eiξ3Rˆ3eiξ4Rˆ4 |yk, y−k〉 = eiξ3k
1/2 qˆ−keiξ4k
−1/2πˆ−k |yk, y−k〉 = eiξ3k
1/2 qˆ−k |yk, y−k − ξ4k−1/2〉 (E5)
= eiξ3k
1/2(y−k−ξ4k
−1/2)|yk, y−k − ξ4k−1/2〉 . (E6)
In the same way, one can also write
eiξ1Rˆ1eiξ2Rˆ2 |xk, x−k〉 = eiξ1k
1/2(xk−ξ2k
−1/2)|xk − ξ2k−1/2, x−k〉 . (E7)
As a consequence, using these two last relations, Eq. (E4) now takes the following form
χ(ξ) = eiξ1ξ2/2+iξ3ξ4/2
∑
n,m
k2pnm
∫
dxk dx−kdyk dy−ke
iξ1k
1/2xke−iξ1ξ2eiξ3k
1/2y−ke−iξ3ξ4〈nk,m−k|xk − ξ2k−1/2, x−k〉
×〈xk, x−k|yk, y−k − ξ4k−1/2〉〈yk, y−k|nk,m−k〉 (E8)
= e−iξ1ξ2/2+iξ3ξ4/2
∑
n,m
kpnm
∫
dxk dx−k e
iξ1k
1/2xkeiξ3k
1/2x−k〈nk|xk − ξ2k−1/2〉〈m−k|x−k〉
×〈xk|nk〉〈x−k + ξ4k−1/2|m−k〉. (E9)
Then, in order to proceed, one has to calculate scalar products of the form 〈xk|nk〉. But this is nothing but the
wavefunction of a state containing n particles and, as is well known, it can be expressed in terms of Hermite polynomials
24
Hn. As a consequence, one obtains
χ(ξ) = e−iξ1ξ2/2+iξ3ξ4/2
∑
n,m
kpnm
∫
dxk dx−k e
iξ1k
1/2xkeiξ3k
1/2x−k
1√√
π2nn!
e−(k
1/2xk−ξ2)
2
/2Hn
(
k1/2xk − ξ2
)
× 1√√
π2mm!
e−k(x−k)
2/2Hm
(
k1/2x−k
) 1√√
π2nn!
e−k(xk)
2/2Hn
(
k1/2xk
)
× 1√√
π2mm!
e−(k
1/2x−k+ξ4)
2
/2Hm
(
k1/2x−k + ξ4
)
(E10)
=
1
π
e−iξ1ξ2/2+iξ3ξ4/2e−ξ
2
1/4+iξ1ξ2/2−ξ
2
2/2e−ξ
2
3/4−iξ3ξ4/2−ξ
2
4/4
×
∑
n,m
pnm
2n+mn!m!
∫
du e−u
2
Hn
(
u− ξ2
2
+
iξ1
2
)
Hn
(
u+
ξ2
2
+
iξ1
2
)
×
∫
dv e−v
2
Hm
(
v − ξ4
2
+
iξ3
2
)
Hm
(
v +
ξ4
2
+
iξ3
2
)
. (E11)
Thanks to Eq. (7.377) of Ref. [107], the two integrals involving an exponential function and the product of two Hermite
polynomials can be performed exactly. As a result, one obtains
χ(ξ) = e−(ξ
2
1+ξ
2
2+ξ
2
3+ξ
2
4)/4
∑
n,m
pnmLn
(
ξ21
2
+
ξ22
2
)
Lm
(
ξ23
2
+
ξ24
2
)
, (E12)
where L0n ≡ Ln is a Laguerre polynomial; see Eq. (8.970.2) of Ref. [107]. Of course, to go further, one needs to specify
the distribution pnm. But the last equation has the advantage of showing that, in general, the characteristic function
of the classical state has no reason to be Gaussian. If one makes the choice pnm =
(
1− e−βk) e−βknδ(n−m), see the
discussion around Eq. (81), then the characteristic function reduces to
χ(ξ) = e−(ξ
2
1+ξ
2
2+ξ
2
3+ξ
2
4)/4
(
1− e−βk) ∞∑
n=0
e−βknLn
(
ξ21
2
+
ξ22
2
)
Ln
(
ξ23
2
+
ξ24
2
)
. (E13)
This series can be calculated explicitly by means of Eq. (8.976.1) of Ref. [107]. The result reads
χ(ξ) = e
− tanh−1
(
βk
2
)
ξ21+ξ
2
2+ξ
2
3+ξ
2
4
4 I0
[√
(ξ21 + ξ
2
2) (ξ
2
3 + ξ
2
4)
2 sinh(βk/2)
]
, (E14)
where I0 is a modified Bessel function of order zero [107]. The virtue of this expression is twofold. First, since the
argument of the Bessel function is always positive and I0 is also always positive, the characteristic function is positive
everywhere. Second, even with the simple choice of pnm made before, one can see that the characteristic function is
not Gaussian (note that in the sub-Hubble limit where βk → ∞, the argument of the Bessel function vanishes and
the Bessel function becomes 1; hence the characteristic function is Gaussian in this limit).
Appendix F: Quantum Correlators and Weyl Transforms
In this appendix we show how mean values of quantum operators can be calculated by means of the Wigner
function [93]. Using the definition of the Weyl transform given in Eq. (90) and that of the Wigner function, see
Eq. (94), let us first calculate the following integral
∫
A˜W . One has∫
A˜Wdqkdπkdq−kdπ−k =
1
(2π)
2
∫ 〈
qk +
x
2
, q−k +
y
2
|Aˆ|qk − x
2
, q−k − y
2
〉
e−iπk(x+x
′)−iπ−k(y+y′)
×
〈
qk +
x′
2
, q−k +
y′
2
|ρˆ|qk − x
′
2
, q−k − y
′
2
〉
dqkdπkdq−kdπ−kdxdy dx
′dy′ . (F1)
The integration over πk and π−k gives rise to Dirac delta functions, which can then be used to perform the integrals
over x′ and y′. As a consequence, one obtains∫
A˜Wdqkdπkdq−kdπ−k =
∫ 〈
qk +
x
2
, q−k +
y
2
|Aˆ|qk − x
2
, q−k − y
2
〉
×
〈
qk − x
2
, q−k − y
2
|ρˆ|qk + x
2
, q−k +
y
2
〉
dqkdq−kdxdy . (F2)
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The next step consists in performing a change of variables. Instead of working in terms of qk, x and q−k, y, we define
the quantities u±k and w±k such that uk = qk − x/2, wk = qk + x/2, u−k = q−k − y/2 and w−k = q−k + y/2. The
determinant of the Jacobian of these transformations being one, one has dqkdx = dukdvk and dq−kdy = du−kdv−k;
hence ∫
A˜Wdqkdπkdq−kdπ−k =
∫ 〈
wk, w−k|Aˆ|uk, u−k
〉
〈uk, u−k|ρˆ|wk, w−k〉dukdwkdu−kdw−k .
=
∫ 〈
wk, w−k|Aˆρˆ|wk, w−k
〉
dwkdw−k (F3)
= Tr
(
Aˆρˆ
)
= 〈Aˆ〉 . (F4)
As a consequence, the expectation value of Aˆ can be obtained by something which is the average of the physical
quantity represented by A˜ over phase space with probability density W characterizing the state. Therefore, as
explained in the main text, the quantum problem can be replaced by a stochastic approach in A˜. It is thus interesting
to study under which conditions A and A˜ can be identified. A general expression for any analytic operator Aˆ is
provided by its Taylor series in terms of the operators qˆk, πˆk, qˆ−k and πˆ−k. Making use of the canonical commutation
relations, this can always be written as
Aˆ =
∑
n1,n2
an1n2 qˆ
n1
k πˆ
n2
k +
∑
n1,n2
bn1n2 qˆ
n1
−kπˆ
n2
−k +
∑
n1,n2
cn1n2 qˆ
n1
k qˆ
n2
−k +
∑
n1,n2
dn1n2 πˆ
n1
k πˆ
n2
−k
+
∑
n1,n2
en1n2 qˆ
n1
k πˆ
n2
−k +
∑
n1,n2
fn1n2 πˆ
n1
k qˆ
n2
−k , (F5)
where an1n2 , . . . , fn1n2 are numerical coefficients. Let us calculate the Weyl transform of each of these terms. From
the definition (90), one can write that
q˜n1k π
n2
k =
∫
dxdy e−iπkx−iπ−ky
〈
qk +
x
2
, q−k +
y
2
|qˆn1k πˆn2k |qk −
x
2
, q−k − y
2
〉
(F6)
=
∫
dxdy e−iπkx−iπ−ky
(
qk +
x
2
)n1 〈
qk +
x
2
, q−k +
y
2
|πˆn2k |qk −
x
2
, q−k − y
2
〉
(F7)
=
∫
dxdy dπ′kdπ
′′
kdπ
′
−kdπ
′′
−ke
−iπkx−iπ−ky
(
qk +
x
2
)n1 〈
qk +
x
2
, q−k +
y
2
|π′k, π′−k
〉
× 〈π′k, π′−k|πˆn2k |π′′k, π′′−k〉 〈π′′k, π′′−k|qk − x2 , q−k − y2〉 , (F8)
where we have inserted the identity operator twice. Making use of the relation 〈qk|πk〉 = exp(iqkπk)/
√
2π, the
previous expression can be simplified and one obtains
q˜n1k π
n2
k =
1
(2π)
2
∫
dxdy dπ′kdπ
′′
kdπ
′
−kdπ
′′
−ke
−iπkx−iπ−ky
(
qk +
x
2
)n1 〈
π′k, π
′
−k|πˆn2k |π′′k, π′′−k
〉
× exp
[
i
(
qk +
x
2
)
π′k + i
(
q−k +
y
2
)
π′−k − i
(
qk − x
2
)
π′′k − i
(
q−k − y
2
)
π′′−k
]
(F9)
=
1
(2π)
2
∫
dxdy dπ′kdπ
′′
kdπ
′
−kdπ
′′
−ke
−iπkx−iπ−ky
(
qk +
x
2
)n1
(π′′k)
n2 δ(π′k − π′′k)
×δ(π′−k − π′′−k) exp
[
i
(
qk +
x
2
)
π′k + i
(
q−k +
y
2
)
π′−k − i
(
qk − x
2
)
π′′k − i
(
q−k − y
2
)
π′′−k
]
(F10)
=
1
(2π)
2
∫
dxdy dπ′kdπ
′
−ke
ix(π′k−πk)+iy(π
′
−k−π−k)
(
qk +
x
2
)n1
(π′k)
n2 (F11)
=
1
2π
∫
dxdπ′ke
ix(π′k−πk)
(
qk +
x
2
)n1
(π′k)
n2 (F12)
=
1
2π
∫
dx e−ixπk
(
qk +
x
2
)n1 ∫
dπ′k e
ixπ′
k (π′k)
n2 . (F13)
This expression can be further simplified since the second integral is the Fourier transform of a monomial function.
This leads to
q˜n1k π
n2
k = (−i)n2
∫
dxe−ixπk
(
qk +
x
2
)n1
δ(n2) (x) , (F14)
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where δ(n2) stands for the n2
th derivative of the delta function. After integrating by parts n2 times, one obtains the
following formula:
q˜n1k π
n2
k = i
n2
∫
dx
∂n2
∂xn2
[
e−ixπk
(
qk +
x
2
)n1]
δ (x) . (F15)
The derivative can be calculated by making use of the binomial formula and this leads to
∂n2
∂xn2
[
e−ixπk
(
qk +
x
2
)n1]
=
n2∑
j=0
(
n2
j
)
∂j
∂xj
(
e−ixπk
) ∂n2−j
∂xn2−j
[(
qk +
x
2
)n1]
(F16)
=
n2∑
j=0
(
n2
j
)
(−iπk)j e−ixπk n1!
2n2−j (n1 − n2 + j)!
×
(
qk +
x
2
)n1−n2+j
θ (j + n1 − n2) , (F17)
where θ (j + n1 − n2) = 1 if j ≥ n2 − n1 and 0 otherwise. Inserting this expression into Eq. (F15), one obtains, after
integrating out the δ(x) function,
q˜n1k π
n2
k =
qn1−n2k
(−2i)n2
n2∑
j=0
(
n2
j
)
n1! (−2iπkqk)j
(n1 − n2 + j)! θ (j + n1 − n2) . (F18)
Obviously, one finds a similar expression for ˜qn1−kπ
n2
−k. For n1 = 0, this immediately leads to π˜
n
k = π
n
k while for n2 = 0,
one obtains q˜nk = q
n
k . This means that any analytic function of qˆk only or of πˆk only has a trivial Weyl transform,
namely f˜(qk) = f(qk) and f˜(πk) = f(πk). However, this is not true for mixed terms containing both qˆk and πˆk. For
example, when n1 = n2 = 1, one finds q˜kπk = qkπk + i/2. This is actually due to the fact that qˆk and πˆk do not
commute. When n1 = n2 = 2, one finds q˜2kπ
2
k = q
2
kπ
2
k + 2iqkπk − 1/2 and π˜2kq2k = π2kq2k − 2iπkqk − 1/2, and so forth.
For all other terms in Eq. (F5), the operators commute and the Weyl transform is trivial. For example, let us work
out ˜qn1k π
n2
−k (the other terms proceed in exactly the same way). One has
˜qn1k π
n2
−k =
∫
dxdy e−iπkx−iπ−ky
〈
qk +
x
2
, q−k +
y
2
|qˆn1k πˆn2−k|qk −
x
2
, q−k − y
2
〉
(F19)
=
∫
dxdy e−iπkx−iπ−ky
(
qk +
x
2
)n1 〈
qk +
x
2
, q−k +
y
2
|πˆn2−k|qk −
x
2
, q−k − y
2
〉
. (F20)
At this stage, one can proceed exactly as before (namely, again introduce twice the identity operator and integrate
out the delta Dirac functions) and obtain an equation resembling Eq. (F11). It reads
˜qn1k π
n2
−k =
1
(2π)
2
∫
dxdy dπ′kdπ
′
−ke
ix(π′k−πk)+iy(π′−k−π−k)
(
qk +
x
2
)n1 (
π′−k
)n2
(F21)
=
1
2π
∫
dxdπ′ke
ix(π′k−πk)
(
qk +
x
2
)n1
(π−k)
n2 (F22)
= qn1k π
n2
−k , (F23)
that is to say the announced result. For similar reasons, one also has q˜n1k q
n2
−k = q
n1
k q
n2
−k, π˜
n1
k π
n2
−k = π
n1
k π
n2
−k and
π˜n1k q
n2
−k = π
n1
k q
n2
−k. In fact, combining these results, the Weyl transform of terms for which n1+n2 = 1 can be written
in a compact manner, namely
R˜jRk = RjRk +
1
2
[
Rˆj , Rˆk
]
, (F24)
where the commutator
[
Rˆj , Rˆk
]
is given by the matrix J ; see Eqs. (56) and (91).
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Appendix G: Wigner Function of a Gaussian State
In this section, we want to write the Wigner function in terms of the characteristic function and the correlation
matrix. In order to do so, let us first derive an explicit expression of the characteristic function in terms of the density
matrix elements. As already noticed in the text, a first remark is that, if two operators Aˆ and Bˆ commute with their
commutator ([Aˆ, [Aˆ, Bˆ]] = [Bˆ, [Aˆ, Bˆ]] = 0), the Baker-Campbell-Haussdorf formula reads eAˆ+Bˆ = e−[Aˆ,Bˆ]/2eAˆeBˆ.
Recalling once more that Rˆ ≡ (k1/2qˆk, k−1/2πˆk, k1/2qˆ−k, k−1/2πˆ−k)T ≡ (Rˆ1, Rˆ2, Rˆ3, Rˆ4)T, we see that each Rˆi
satisfies this property. As a consequence, the Weyl operator defined in Eq. (54) can be written as
Wˆ (ξ) ≡ exp
(
iξ1k
1/2qˆk + iξ2k
−1/2πˆk + iξ3k
1/2qˆ−k + iξ4k
−1/2qˆ−k
)
(G1)
=ei(ξ1ξ2+ξ3ξ4)/2eiξ1k
1/2 qˆkeiξ2k
−1/2πˆkeiξ3k
1/2 qˆ−keiξ4k
−1/2 qˆ−k . (G2)
Using the above expression, one can express the characteristic function χ(ξ) [defined in Eq. (53)] as
χ (ξ) = Tr
[
ρˆWˆ (ξ)
]
(G3)
=
∫
dqk dq−k
〈
qk, q−k
∣∣∣ρˆWˆ (ξ)∣∣∣ qk, q−k〉 (G4)
= ei(ξ1ξ2+ξ3ξ4)/2
∫
dqk dq−k
〈
qk, q−k
∣∣∣ρˆeiξ1k1/2 qˆkeiξ2k−1/2πˆkeiξ3k1/2 qˆ−keiξ4k−1/2 qˆ−k ∣∣∣ qk, q−k〉
= ei(ξ1ξ2+ξ3ξ4)/2
∫
dqk dq−kdq
′
k dq′−k
〈
qk, q−k|ρˆ|q′k, q′−k
〉
×
〈
q′k, q
′
−k
∣∣∣eiξ1k1/2 qˆkeiξ2k−1/2πˆkeiξ3k1/2 qˆ−keiξ4k−1/2 qˆ−k ∣∣∣ qk, q−k〉 (G5)
= ei(ξ1ξ2+ξ3ξ4)/2
∫
dqk dq−kdq
′
k dq
′
−k
〈
qk, q−k|ρˆ|q′k, q′−k
〉 〈
q′k
∣∣∣eiξ1k1/2 qˆkeiξ2k−1/2πˆk ∣∣∣ qk〉
×
〈
q′−k
∣∣∣eiξ3k1/2 qˆ−keiξ4k−1/2 qˆ−k ∣∣∣ q−k〉 , (G6)
where we have utilized the closure relation in order to simplify the above expression. We see that the characteristic
function has indeed been written in terms of the density matrix elements. However, we still need to calculate the two
other terms which remain in the integral (G6). Recalling that 〈qk|πk〉 = exp(iqkπk)/
√
2π, one arrives at〈
q′k
∣∣∣eiξ1k1/2 qˆkeiξ2k−1/2πˆk ∣∣∣ qk〉 = ∫ dq¯k dπ¯k 〈q′k ∣∣∣eiξ1k1/2 qˆk ∣∣∣ q¯k〉〈q¯k ∣∣∣eiξ2k−1/2πˆk∣∣∣ π¯k〉 〈π¯k|qk〉
=
1
2π
eiξ1k
1/2q′
k
∫
dq¯k dπ¯kδ (q
′
k − q¯k) eiξ2k
−1/2π¯keiq¯kπ¯ke−iπ¯kqk
=
1
2π
eiξ1k
1/2q′
k
∫
dπ¯ke
iπ¯k(k−1/2ξ2+q′k−qk)
= eiξ1k
1/2q′
kδ
(
k−1/2ξ2 + q
′
k − qk
)
. (G7)
Of course, one has a similar expression for the last term in Eq. (G6). As a consequence, the expression of the
characteristic function takes the following form:
χ (ξ) = ei(ξ1ξ2+ξ3ξ4)/2
∫
dqk dq−kdq
′
k dq
′
−k
〈
qk, q−k|ρˆ|q′k, q′−k
〉
eiξ1k
1/2q′
kδ
(
k−1/2ξ2 + q
′
k − qk
)
eiξ3k
1/2q′−kδ
(
k−1/2ξ4 + q
′
−k − q−k
)
(G8)
= e−i(ξ1ξ2+ξ3ξ4)/2
∫
dqk dq−k
〈
qk, q−k |ρˆ| qk − k−1/2ξ2, q−k − k−1/2ξ4
〉
ei(ξ1k
1/2qk+ξ3k
1/2q−k) .
(G9)
Let us now introduce the quantity A (ξ) defined by
A (ξ) ≡ 1
(2π)4
∫
d4η e−iξ
Tηχ (η) dη , (G10)
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and express this phase-space function in terms of the density matrix elements. Using the expression of the characteristic
function derived above, one has
A (ξ) = 1
(2π)4
∫
d4η dqkdq−k e
−iξTηe−i(η1η2+η3η4)/2ei(η1k
1/2qk+η3k
1/2q−k)
〈
qk, q−k|ρˆ|qk − k−1/2η2, q−k − k−1/2η4
〉
. (G11)
The integral over η1 (respectively η3) can be easily performed and gives rise to a δ(k
1/2qk − η2/2− ξ1) [respectively
δ(k1/2q−k − η4/2− ξ3)] function. Then this allows us to integrate over η2 and η4 and it follows that
A (ξ) = 4
(2π)2
∫
dqkdq−k exp
[
2i
(
ξ1ξ2 + ξ3ξ4 − k1/2qkξ2 − k1/2q−kξ4
)]
〈
qk, q−k |ρˆ| 2k−1/2ξ1 − qk, 2k−1/2ξ3 − q−k
〉
. (G12)
Let us now perform the change of integration variable qk = k
−1/2ξ1+x/2 and q−k = k
−1/2ξ3+y/2. Then one obtains
that A (ξ) is given by
A (ξ) = 1
(2π)2
∫
dxdy exp
[
−ik1/2 (ξ2x+ ξ4y)
] 〈
k−1/2ξ1 +
x
2
, k−1/2ξ3 +
y
2
∣∣∣ ρˆ ∣∣∣k−1/2ξ1 − x
2
, k−1/2ξ3 − y
2
〉
. (G13)
Finally, inserting ρˆ = |Ψ〉〈Ψ| in the above expression yields
A (ξ) = 1
(2π)
2
∫
dxdy exp
[
−ik1/2 (ξ2x+ ξ4y)
]
Ψ
(
k−1/2ξ1 +
x
2
, k−1/2ξ3 +
y
2
)
Ψ∗
(
k−1/2ξ1 − x
2
, k−1/2ξ3 − y
2
)
,
(G14)
which exactly coincides with Eq. (94). Therefore, we have shown that
W (ξ) =
1
(2π)
4
∫
d4η e−iξ
Tηχ (η) , (G15)
which is the standard expression of the Wigner function in terms of the characteristic one.
From here, an expression of W in terms of γ can be obtained. Indeed, as written in Eq. (C26), for a Gaussian
state, one has χ (η) = exp
(−ηTγη/4), where γ is, by definition, the covariance matrix. Inserting this last expression
in Eq. (G15), one obtains
W (ξ) =
1
(2π)
4
∫
d4η exp
(
−iξTη − 1
4
ηTγη
)
dη (G16)
=
1
(2π)
4 exp
(−ξTγ−1ξ) ∫ d4η exp [−1
4
(
η + 2iγ−1ξ
)T
γ
(
η + 2iγ−1ξ
)]
, (G17)
where we have used the fact that the covariance matrix is symmetric, γT = γ, and the fact that ξ and η are real vectors;
hence ηTξ = ξTη. After performing the change of integration variable η → η+2iγ−1ξ, the Gaussian integration finally
leads to
W (ξ) =
1
π2
√
detγ
e−ξ
T γ−1ξ , (G18)
which is exactly the formula used in the text, in particular, in Sec. VI.
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Appendix H: Evolution Equation for the Wigner Function
In this appendix, we derive the equation controlling the time evolution of the Wigner function. The time derivative
of W can be obtained from Eq. (94). Explicitly, one has
d
dη
W =
1
(2π)
2
∫
dxdy
[
d
dη
Ψ∗
(
qk − x
2
, q−k − y
2
)]
e−iπkx−iπ−kyΨ
(
qk +
x
2
, q−k +
y
2
)
+
1
(2π)
2
∫
dxdyΨ∗
(
qk − x
2
, q−k − y
2
)
e−iπkx−iπ−ky
d
dη
Ψ
(
qk +
x
2
, q−k +
y
2
)
=
i
(2π)
2
∫
dxdy
〈
qk +
x
2
, q−k +
y
2
∣∣∣Hˆ∣∣∣Ψ〉∗ e−iπkx−iπ−kyΨ(qk + x
2
, q−k +
y
2
)
− i
(2π)
2
∫
dxdyΨ∗
(
qk − x
2
, q−k − y
2
)
e−iπkx−iπ−ky
〈
qk +
x
2
, q−k +
y
2
∣∣∣Hˆ∣∣∣Ψ〉 , (H1)
where in the second equality we have used the Schro¨dinger equation ∂Ψ/∂η = −iHˆΨ and the fact that the Hamiltonian
is Hermitian. In order to proceed, one needs to express the Hamiltonian density in terms of the Gaussian operators
qˆk, πˆk, qˆ−k and πˆ−k. Inserting Eqs. (51) and (52) into Eq. (11), one obtains the following expression:
Hˆk =
k2
2
(
qˆ2k + qˆ
2
−k
)
+
πˆ2k + πˆ
2
−k
2
+
z′
z
(qˆkπˆ−k + qˆ−kπˆk) . (H2)
The three terms in the above Hamiltonian give rise to three terms for the time evolution of W which, in the following,
we denote by dWq2/dη, dWπ2/dη and dWqπ/dη. Let us work them out one by one. The first term can be expressed
as
dWq2
dη
= −i
(
k
2π
)2 ∫
dxdyΨ∗
(
qk − x
2
, q−k − y
2
)
e−iπkx−iπ−ky (xqk + yq−k)Ψ
(
qk +
x
2
, q−k +
y
2
)
.
(H3)
Noticing that differentiating Eq. (94) with respect to πk and π−k precisely produces factors x and y, it is easy to
check that the above expression can also be written as
dWq2
dη
= k2
(
qk
d
dπk
+ q−k
d
dπ−k
)
W . (H4)
Then recalling that the momentum is represented by πˆk = −i∂/∂qk, the second term reads
dWπ2
dη
=
i/2
(2π)
2
∫
dxdy
(
∂2
∂q2k
+
∂2
∂q2−k
)
Ψ∗
(
qk − x
2
, q−k − y
2
)
e−iπkx−iπ−kyΨ
(
qk +
x
2
, q−k +
y
2
)
− i/2
(2π)2
∫
dxdyΨ∗
(
qk − x
2
, q−k − y
2
)
e−iπkx−iπ−ky
(
∂2
∂q2k
+
∂2
∂q2−k
)
Ψ
(
qk +
x
2
, q−k +
y
2
)
.
(H5)
In this expression, derivatives with respect to qk and q−k can be written as derivatives with respect to x and y by
noticing that, for example,
∂2
∂q2k
Ψ∗
(
qk − x
2
, q−k − y
2
)
= −2 ∂
2
∂qk∂x
Ψ∗
(
qk − x
2
, q−k − y
2
)
, (H6)
and similar expressions for the three other double derivatives. Then integrating by part the obtained expression yields
the formula
dWπ2
dη
= −
(
πk
∂
∂qk
+ π−k
∂
∂q−k
)
W . (H7)
Finally, the third term remains to be calculated. It is given by
dWqπ
dη
= − z
′/z
(2π)
2
∫
dxdy e−iπkx−iπ−kyΨ
[(
qk − x
2
) ∂
∂q−k
+
(
q−k − y
2
) ∂
∂qk
]
Ψ∗
− z
′/z
(2π)2
∫
dxdy e−iπkx−iπ−kyΨ∗
[(
qk +
x
2
) ∂
∂q−k
+
(
q−k +
y
2
) ∂
∂qk
]
Ψ , (H8)
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where, for simplicity, we have omitted the wavefunction arguments. Using the same manipulations as for the other
terms, one obtains the following expression:
dWqπ
dη
=
z′
z
(
π−k
∂
∂πk
+ πk
∂
∂π−k
− qk ∂
∂q−k
− q−k ∂
∂qk
)
W . (H9)
Combining Eqs. (H4), (H7) and (H9), one finally obtains
dW
dη
=
[
k2
(
qk
∂
∂πk
+ q−k
∂
∂π−k
)
− πk ∂
∂qk
− π−k ∂
∂q−k
+
z′
z
(
π−k
∂
∂πk
+ πk
∂
∂π−k
− qk ∂
∂q−k
− q−k ∂
∂qk
)]
W .
(H10)
It turns out that this last equation is nothing but the classical Liouville equation for the distribution W . Indeed, if
one introduces the Poisson bracket {}PB defined by
{f, g}PB =
∂f
∂qk
∂g
∂πk
− ∂f
∂πk
∂g
∂qk
+ (k ↔ −k) , (H11)
then it is straightforward to write Eq. (H10) as
dW
dη
= {Hk,W}PB , (H12)
where we have used Eq. (H2). Let us mention that although we have established this result for the Hamiltonian of
cosmological perturbations, it can in fact be generalized to any quadratic Hamiltonian.
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