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As superconducting qubits continue to advance technologically, the realization of quantum algo-
rithms from theoretical abstraction to physical implementation requires knowledge of both quantum
circuit construction as well as hardware limitations. In this study we present results from experi-
ments run on IBM’s 20-qubit ‘Poughkeepsie’ architecture, with the goal of demonstrating various
qubit qualities and challenges that arise in designing quantum algorithms. These include experi-
mentally measuring T1 and T2 coherence times, gate fidelities, sequential CNOT gates, techniques
for handling ancilla qubits, and finally CCNOT and QFT† circuits implemented on several differ-
ent qubit geometries. Our results demonstrate various techniques for improving quantum circuits
which must compensate for limited connectivity, either through the use of SWAP gates or additional
ancilla qubits.
I. INTRODUCTION
For as long as technology remains in the NISQ (Noisy
Intermediate Scale Quantum) Era [1] of quantum com-
puters, quantum algorithm design will need to compen-
sate for noisy qubits. While algorithms such as Shor’s
[2] and Grover’s [3] have proven mathematical speedups
over the best known classical algorithms, they critically
rely on demands from quantum computers such as qubit
coherence times and gate fidelities, which are to date un-
feasible. For superconducting qubits specifically, these
various sources of noise [4–7] inhibit the success of quan-
tum algorithms, which in turn diminish or completely
negate their potential for speedups. Even still, techno-
logical strides and new techniques for minimizing noise
continue to develop [8–10], with the hope that someday
soon we will reach full error-correcting [11–13] quantum
computers.
Due to the complex technological nature of quantum
computers, the current standard model by which inter-
ested users can work with these machines is through re-
mote access with various vendors [14–17]. Analogous to
high-level classical programming languages, these ven-
dors offer quantum programming languages which grant
the ability for users to execute quantum circuits, with-
out necessarily knowing the full technical extent of how
they are implemented via superconducting qubits. Con-
sequently, this allows for an important separation of
quantum software from hardware, opening up more op-
portunities for research efforts in the field of quantum
algorithms[18, 19]. In the spirit of this new dawn of
quantum programming, the findings in this study reflect
the capabilities and limitations of this current model for
quantum computer access, aiming to test the 20-qubit
Poughkeepsie architecture through various experiments.
Each experiment in this study is motivated by differ-
ent components which are critical to the success of larger,
more complex quantum algorithms. These include T1 and
T2 coherence times [20–22], single and 2-qubit gate fideli-
ties, and qubit connectivity. After testing these proper-
ties individually, we then study their combined effects
through implementations of CCNOT and QFT† circuits
[23, 24]. Throughout these various experiments, we make
a concentrated effort to distinguish between results which
are simply technological benchmarks (coherence times,
gate fidelity, etc.) and those which are more fundamen-
tal to algorithm design. Our findings demonstrate several
challenges which must be factored into NISQ Era algo-
rithm design, adding to the growing population of studies
which aim to benchmark IBM’s qubits [25–27], as well as
test the limits of various algorithm implementations [28–
32].
A. Layout
The layout of this paper is as follows: In section 2
we investigate the T1 and T2 coherence times of various
qubits. In section 3 we demonstrate CNOT gate fidelities
across all 20 of IBM’s Poughkeepsie qubits, showing the
extent to which a single CNOT operation can be reliably
performed between distant qubits. Section 4 contains no
experimental results, but lays the framework and moti-
vation for the remainder of the study. In sections 5 and
6 we experimentally implement CCNOT and QFT† cir-
cuits on various qubit geometries. And lastly, section 7
summarizes the main results of the paper and their im-
plications for future algorithm design.
II. COHERENCE TIMES
In quantum computing, a qubit is a two-level system
that can simultaneously occupy both the |0〉 (ground)
and |1〉 (excited) states through superposition, and is also
sensitive to the relative phase between the two states. In
practice however, one must always be mindful of the po-
tential for noise to cause qubits to deviate from their
intended states. Contrary to their classical counterparts,
current qubits have short timescales for which their quan-
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2tum states are usable in any sort of calculation. These
time frames are referred to as coherence times, quantified
by the metrics T1 and T2, representing timescales after
which a qubit has likely lost its computational utility.
Physically, these metrics correspond to a qubit’s inter-
actions with a noisy environment, tracking the proba-
bility that a qubit’s excited state (T1) or superposition
state (T2) is preserved, which both decay exponentially
in time. Equation 1 below shows the probability of a
qubit resisting a decoherence collapse after an interval of
time ∆t.
Pi(∆t) = e
−∆t
Ti (1)
While working on IBM’s Poughkeepsie architecture,
coherence times for both T1 and T2 ranged from lows
of 30 - 40µs, to highs of 100 - 120µs. In this section
we present experimental results aimed to verify these co-
herence times through direct observations of decoherence
over varying timescales. However, when working on these
shared devices remotely, one must be mindful of other
users, which can cause certain times during the day to
be more competitive for machine usage than others. This
in turn can be problematic for experiments which require
data collecting from numerous trials, such as the coher-
ence experiments to come, as we found that qubit coher-
ence times can fluctuate throughout a 24 hour day. Thus,
the results shown in the coming two subsections represent
some of the best data obtained as a remote user, overcom-
ing the challenge of shared device usage and ultimately
demonstrating the coherence times of IBM’s qubits.
A. T1 Energy Relaxation
The T1 metric corresponds to a spontaneous decay
from the excited state ( |1〉) to the ground state ( |0〉).
Just as classical computing is reliant on the long shelf life
of bits, a critical ingredient for quantum circuits is how
long a qubit can maintain the |1〉 state. 2-qubit gates
such as CNOT and control-Rφ, which make up the back-
bone of several critical quantum subroutines, are reliant
on ‘control’ qubits whereby the action of the 2-qubit gate
is only performed if the control qubit is in the |1〉 state.
Thus, the impact of a spontaneous energy relaxation in
the middle of an algorithm can vary depending on when,
and on which qubit the error occurs. If a key qubit to a
circuit’s success were to unintentionally undergo a T1 col-
lapse, it could spell the end of the algorithm. Conversely,
as demonstrated in some of the later experiments, certain
algorithms can still yield successful results despite one
or more qubits undergoing spontaneous decays, provided
the collapse happens after a qubit has served its purpose.
In order to experimentally demonstrate the decay
shown in equation 1, figure 1 below shows the circuit used
to verify the underlying T1 nature of IBM’s qubits. The
circuit is designed such that the qubit is initially brought
into the |1〉 excited state via an X gate, followed by a
desired amount of time ∆t whereby we anticipate an en-
ergy relaxation according to the exponential probability
distribution.
FIG. 1: Quantum circuit for studying T1 coherence times.
The qubit is excited into the |1〉 state via the X gate, fol-
lowed by various amounts of time ∆t where the qubit may
spontaneously undergo a T1 collapse.
In performing the experiment in figure 1, various ∆t
times were tested in order to reveal the full exponential
decaying nature of the qubits. For each value of ∆t the
circuit was run 8000 times, from which the results were
then used to compute an average percentage probabil-
ity of decay. Once all of the experiments for a given
qubit were completed, exponential regression fits were
then performed to the data. The T1 values from these
best fits are displayed alongside the plots in figure 2, as
well as the reported T1 times by IBM for each qubit.
FIG. 2: (scatter plots) Data collected running the circuit
shown in figure 1 for various qubits on IBM’s Poughkeepsie
architecture. Accompanying each set of data are exponen-
tial regression best fits (dashed lines) used to extract exper-
imental T1 values (black circles), along with their associated
correlation coefficients R2. These T1 values are shown in the
accompanying table, as well as the reported times from IBM.
B. T2 Transverse Relaxation
By comparison to T1, which has a single well defined
physical description, T2 coherence for qubits can take on
several potential definitions. In this study, we present
results based on two experiments, commonly referred to
as ‘T2 Ramsey’ and ‘T2 Echo’. The quantum circuits for
each experiment are shown below in figure 3. In both
experiments the qubit is initially brought into the 50-50
superposition state |+〉 via a Hadamard gate, followed
by various amounts of time ∆t, and finally a second
Hadamard just before the measurement. During the time
between Hadamard gates, the qubit is subject to spon-
taneous energy relaxation (T1) as well as dephasing and
3frequency drifting, for a combined effect referred to as
transverse relaxation [6].
FIG. 3: Quantum circuits for demonstrating the T2 nature
of IBM’s qubits. The difference between the two experiments
can be seen in the extra X gate which splits the time ∆t,
which is used to counteract the drifting superposition state.
Beginning with the Ramsey experiment, the theo-
retical final state after two sequential Hadamard gates
(∆t = 0) should return the qubit back to the ground
state. However, when time is introduced in between these
two H gates, the qubit becomes susceptible to T2 trans-
verse relaxation. Illustrated in figure 4, the frequency
drifting component of T2 relaxation causes the state of
the qubit to process around the equatorial plane of the
Bloch Sphere.
|Ψ(t)〉 = |0〉 + e
iωt|1〉√
2
(2)
Experimentally, this effect causes the second
Hadamard gate to transform the qubit to a new fi-
nal state based on the elapsed time, one which oscillates
between |0〉 and |1〉 with the frequency of the drift.
Secondly, the qubit is also subject to pure dephasing
over time, represented by the growing shaded area in
figure 4, whereby one gradually loses knowledge of the
exact state of the qubit [33].
FIG. 4: Bloch Sphere representation of the state of the qubit
after being initialized by a Hadamard gate. The orange
shaded areas in the equatorial plane represent the growing
uncertainty of the state of the qubit as it drifts, reaching a
fully decoherent state after enough time.
The frequency of the precessing state shown above in
equation 2 can be determined through the difference in
energies of the two-level qubit system, ω = E1 − E0. As
a result, the probability of measuring the |0〉 state in the
Ramsey experiment as a function of time goes like cos2(),
which can be seen in figure 5 below.
P( |0〉) = |〈0|H|Ψ(t)〉|2 = cos2
(ωt
2
)
(3)
In order to obtain data similar to that of the T1 ex-
periment, suitable for an exponential best fit, one can
counteract the drifting process of the qubit using the T2
Echo circuit. By splitting each time evolution (∆t) into
two equal halves and using an additional X gate, one can
refocus the qubit back to the |+〉 state just prior to the
second Hadamard, guaranteeing a theoretical measure-
ment of |0〉. Visually, one can picture this process as the
state of the qubit drifting along for some time ∆t (figure
4), becoming |Ψ(∆t)〉 (equation 2), undergoing a reflec-
tion as a result of the X gate, and finally drifting once
again of equal time back to its starting state.
Plotted below are the results obtained running the
Ramsey and Echo experiments on various qubits on the
Poughkeepsie architecture. Figure 5 shows a typical
Ramsey experiment, whereby the probability of the fi-
nal state oscillates between |0〉 and |1〉 as a function of
time, while simultaneously dampening into a fully deco-
hered state as a result of dephasing. Figure 6 illustrates
the Echo technique described earlier, showing the effect
of using an X gate to let the quantum system naturally
refocus the state of the qubit. Exponential best fits for
the T2 Echo experiment are given, along with reported
values from IBM.
FIG. 5: Data collected running the T2 Ramsey circuit 3 for
two different time scales, both on the same qubit.
FIG. 6: (green circles) Data collected running the T2 Echo
circuit for two different qubits. (dashed line) Exponential
best fits used to extract experimental values for T2 (black
circle) to compare with values reported by IBM.
4III. CHAINING CNOT GATES
When comparing quantum algorithms to classical com-
petitors, claims of speedups often assume full connectiv-
ity between all qubits in the quantum system. By con-
nectivity, we refer to the ability for two qubits to perform
a 2-qubit operation. If one looks to the foreseeable future
of qubit technologies however, it is possible that a fully
connected superconducting 20 or 50+ qubit device may
be upwards of a decade or more away. Thus, in order
to compensate for lacking connectivity, quantum algo-
rithms will need to be adapted to fit the various existing
architectures.
In this section we investigate the effectiveness of using
CNOT gates (control-X gates) as a means of compen-
sating for limited qubit connectivity. We study the relia-
bility with which one can use a series of CNOT gates to
invoke a control operation between distant qubits, which
do not directly share a connection. Figure 7 shows an
example of a length-3 chain (two intermediate qubits sep-
arating the control and target), achieving a CNOT oper-
ation between qubits A and B.
FIG. 7: An example of a CNOT gate implementation be-
tween distant qubits A and B, which lack a direct connection.
Qubits 1 and 2 serve as ancilla, acting as intermediate control
qubits in order to pass along the desired effect from qubit A.
In figure 7, qubits such as 1 and 2, which only serve
an intermediate means for connecting A and B, are often
referred to as ancilla qubits. Such qubits play a pivotal
role in delivering the control operation between the dis-
tant computational qubits (A and B), and in principle
are meant to have no direct impact on the success of the
algorithm. In practice however, this last point can be
difficult to control, as merely their incorporated presence
in the quantum system can lead to new sources of error.
Additionally, this problem can become compounding as
certain algorithms may require the use of the same an-
cilla qubits several times, requiring proper handling of
these qubits after each use.
A. Delivering Desired States
In testing the effectiveness of IBM’s 20-qubit device
for implementing CNOT chains, the overall goal of each
experiment is to measure both the starting and final (con-
trol and target) qubits in the |1〉 state. This is done by
exciting the initial control qubit into the |1〉 state with an
X gate, followed by a series of CNOT gates along some
path of ancilla qubits. For each path studied we examine
three circuits (figure 8), two such that the desired final
state of the system contains all of the ancilla qubits in
the |0〉 state, and one for |1〉. The motivation for study-
ing multiple variations of each chain circuit stems from
whether or not a certain algorithm requires the ancilla
qubits to be reset for future use, oftentimes determined
by whether or not the control qubit contains superposi-
tion.
FIG. 8: (left) CNOT chain circuit where the desired final
state of the system leaves all of the ancilla qubits in the |1〉
state. (center) Modified version of the left circuit, where the
presence of additional X gates now result in the desired final
state of each ancilla qubit to be |0〉. (right) The most gen-
eral form for a CNOT chain, using additional CNOT gates
to properly reset each ancilla qubit when the starting control
qubit is in a superposition state.
The left circuit in figure 8 is the simplest form of a
CNOT chain, where the ideal final state of the system
leaves each ancilla qubit in the |1〉 state. More generally,
this circuit represents the case where the ancilla qubit
states are inconsequential. That is to say, the only de-
sired effect is such that the distant control and target
qubits are both in the |1〉 state, completing the effect
of the computational CNOT gate between them with no
intended future use of the ancilla qubits. Conversely, cir-
cuits of the center and right type are designed such that
the desired final state of the system leaves each ancilla
qubit back in the |0〉 state, representing the case where
one anticipates future use from these ancilla. For in-
stances where one knows that the initial control qubit is
purely in the |1〉 state, the central circuit would be opti-
mal due to the use of only single qubit gates for resetting
the ancilla. However, for more general cases in which the
control qubit may contain superposition, the additional
CNOT gates are necessary for resetting.
B. Experimental Design
In designing CNOT chain paths for IBM’s 20-qubit
Poughkeepsie architecture, figure 9 below illustrates
the general layout for each experiment, showcasing the
longest path of ancilla qubits tested for a single CNOT
chain (touching all 20 qubits on the device). In addition
to the maximum, all intermediate lengths were tested as
well, keeping the control qubit fixed and moving the final
target qubit along the path shown.
5FIG. 9: Example of a full CNOT chain path on the Pough-
keepsie architecture. One experimental run studies the suc-
cess rates for implementing a CNOT operation between the
starting control qubit (C) and the final target qubit (T),
tested for all chain lengths from 1 to 19.
The path shown in figure 9 is one of four orientations
tested experimentally. In order to achieve the best aver-
age result for CNOT chain success, as well as potentially
identify any trends for certain qubits, three additional
orientations were also tested, shown in figure 10.
FIG. 10: Additional orientations for the full 20-qubit CNOT
chain experiment. Individual results for each orientation can
be seen in figure 11, as well as the combined average fidelity
rates in figure 8
C. Experimental Results
Presented here are the results experimentally gathered
for the various CNOT chain experiments, testing each of
the circuit types illustrated in figure 8 across all four path
orientations. In all of the coming results, we distinguish
the measurement outcomes from each experiment into
three categories based on the state of the control, target,
and ancilla qubits. Firstly, any measurement outcome
yielding either the control or target qubit in the |0〉 state
is considered a failure. Next, we separate cases whereby
the CNOT chain successfully yields both the control and
target qubits in the |1〉 state into two groupings based on
the final state of the ancilla qubits. The more lenient of
the two metrics, which we call f1, tracks the final state
of only the control and target qubits, regardless of the
ancilla qubits. Conversely, the second state fidelity met-
ric, f2, tracks the percentage of trials where all qubits in
the system are found to be in their theoretically desired
state of either |0〉 or |1〉.
f1 ≡
∣∣ 〈11|CT〉 ∣∣2 (4)
f2 ≡
∣∣ 〈11|CT〉 ⊗ 〈A′ |A〉⊗N ∣∣2 (5)
In the equations shown above, the states |CT〉 and |A〉
represent the final measured states of the control, target,
and intermediate ancilla qubits respectively in the com-
putational basis. The state |A′〉 represents the desired fi-
nal state for the ancilla qubits, either |0〉 or |1〉 according
to the circuit types laid out in figure 8. Using the metrics
f1 and f2, we present the first of two experimental find-
ings regarding CNOT chains in figure 11, demonstrating
differences in fidelities as a consequence of the four path
orientations shown in figures 9 and 10.
FIG. 11: Comparison of the four CNOT chain path orienta-
tions shown in figures 9 and 10, for the case where the desired
state of each ancilla qubits is |0〉 using X gates (middle circuit
in figure 8).
When comparing the plots in figure 11, it is clear that
there are some noticeable differences in fidelity rates be-
tween the various paths, some as large as 10 - 20% af-
ter length-10 chains. Interestingly, a closer look at the
data reveals distinct drops at certain chain lengths, par-
ticularly for paths 2 (circles) and 3 (diamonds), and 4
(squares). Upon further investigation into the location
of each path’s drop in fidelity, we find that they all occur
at qubit 7 (see figure 9), which was later confirmed to
have the lowest T1 at the time of the experiments. Thus,
these results demonstrate how the location of a single
noisy qubit can lead to varying algorithmic success rates
based circuit configuration, which is a result that will be
further demonstrated in later experiments. Next, we now
present CNOT chain results which showcase each of the
circuit techniques in figure 8 and their effectiveness at
controlling the final state of the ancilla.
The results shown in figure 12 represent average fideli-
ties obtained from the four path orientations. Beginning
with f1, the data shows that the presence of additional
X gates for resetting ancilla qubits has no impact when
compared to using no gates, demonstrated by the overlap
6FIG. 12: A comparison of fidelities for the three circuit types
laid out in figure 8, averaged across all four path orienta-
tions. The top plots demonstrate each circuit type’s ability
to successfully deliver the distant CNOT operation, while the
bottom plots show how reliably each circuit handles the final
state of the ancilla qubits.
of the circle and triangle plots. This agrees with what one
would expect theoretically, given that chronologically the
chain of CNOTs in both circuits are the same, therefore
uninfluenced by any later gate operations on each ancilla
qubit. Additionally, the total lengths of time for each
circuit are nearly identical, only differing by a single X
gate. Conversely, because of the way in which the addi-
tional CNOT gates are staggered in the third circuit type
(squares), we see a decrease in f1 fidelity resulting from
the fact that these extra gates ultimately delay the final
measurement, effectively creating more time for decoher-
ence errors on the control and target qubits.
Now turning to the results for each circuit’s f2 rates,
the bottom plot in figure 12 demonstrates each circuit
type’s ability to produce reliable ancilla states. Using
the case of no gates as a baseline, the data shows that
the usage of X gates can lead to a drastic improvement,
while the use of CNOT gates has the opposite effect.
When comparing the plots for X gates versus no gates,
the data shows a widening gap as a function of chain
length. We can understand this trend as a result of T1
decays, which become more problematic as the number
of ancilla increases (more opportunities for collapse) as
well as circuit length (more time that each qubit must
maintain its excited state). Conversely, the usage of ad-
ditional X gates immediately after each CNOT remedies
this problem by effectively minimizing the time each an-
cilla qubit is subject to T1 relaxation, regardless of chain
length.
Lastly, the results for the circuit type utilizing CNOT
gates shows the worst f2 rates between the three. Con-
ceptually, resetting the ancilla qubits in this way is
plagued with several issues, the worst of which being
increased circuit length. By requiring an entire second
CNOT chain for resetting, ancilla qubits closer to the
control must maintain their excited state for almost dou-
ble that of the other two circuits. Additionally, the suc-
cess of each ancilla being properly reset is conditioned on
the one prior, which means that a single intermediate T1
relaxation is enough to disrupt the entire resetting pro-
cess. Although this circuit type has been shown to be the
worst in both f1 and f2 fidelities, it is important to note
that amongst the three circuit types it is the only one
which can properly reset ancilla when the control qubit
is in a superposition. Thus, despite the advantage in an-
cilla control provided from using X gates, oftentimes the
requirement of superposition in algorithms forces the use
of additional CNOT gates.
IV. QUBIT GEOMETRY & ALGORITHM
DESIGN
Having now seen the extent to which a single CNOT
operation can be reliably transmitted across ancilla
qubits, the next question is how useful could such chains
be for constructing larger circuits? With limited connec-
tivity on future NISQ devices being the expected stan-
dard, near term quantum circuits will need to critically
rely on ancilla qubits and various techniques for algo-
rithm implementation. In this section we present several
qubit geometries and circuit implementations for which
we later present experimental results (see sections V and
VI).
A. 3 Qubit Geometry
Despite lacking any set of three directly interconnected
qubits, the Poughkeepsie architecture possesses numer-
ous combinations of three linearly connected qubits, as
shown in figure 13. Using qubits in this way to implement
3-qubit algorithms has the advantage of avoiding the need
for any additional ancilla qubits, but becomes problem-
atic when 2-qubit gate operations are required between
the outer two qubits. Compensating for this lacking con-
nection requires additional 2-qubit gates through the cen-
tral qubit, typically SWAP gates, which consequently in-
crease circuit length and noise susceptibility.
FIG. 13: Three linearly connected qubits.
When implementing 2-qubit gate operations between
the two unconnected qubits in figure 13, the challenge
lies in protecting the central qubit from additional noise
while simultaneously ensuring that its quantum state is
unaltered in the end. The standard approach for imple-
menting a 2-qubit gate between qubits 1 and 3 in figure
13 would be to use SWAP gates, which effectively inter-
change the quantum state held on two qubits. Through
7the use of SWAP gates, the quantum states held on dis-
tant qubits can be swapped onto qubits which possess a
direct connection, allowing for the 2-qubit gate operation
to occur.
FIG. 14: (top left) Circuit implementation for a CNOT gate
between qubits 1 and 3, which are both connected to qubit 2,
but do not share a direct connection between themselves (see
figure 13). (top right) Gate construction for a SWAP gate,
consisting of three alternating CNOT gates. (bottom) Circuit
implementation for a control-Rφ gate between qubits 1 and 3
for the same geometry.
The circuits shown in figure 14 are those tested in the
coming experiments. While not always optimal in cir-
cuit depth and gate count, each circuit is guaranteed to
accomplish two things: 1) the successful implementation
of the 2-qubit operation between the distant qubits, and
2) the central qubit is always returned back to its initial
quantum state. This second point comes at the cost of
the second SWAP gate in each circuit, where notably this
is where one typically looks to optimize when possible.
B. 4 Qubit Geometry
If one wishes to avoid interchanging any computational
qubits in order to compensate for missing connections,
such as with the 3-qubit geometry, then one is forced to
increase the size of the quantum system through the in-
troduction of ancilla qubits. Figure 15 below illustrates
one such solution, using a single central ancilla qubit to
supply all 2-qubit gate operations between the surround-
ing three computational qubits.
FIG. 15: Four qubit geometry used for implementing 3-qubit
algorithms throughout this study. The central ancilla qubit
allows for the implementation of 2-qubit gates between any
two computational qubits, without interfering with the state
of the third qubit.
The 4-qubit geometry shown above represents an alter-
native to the problem of the 3-qubit geometry discussed
FIG. 16: The six possible locations one can construct the
4-qubit configuration shown in figure 15
earlier, using a single ancilla in order to avoid any addi-
tional SWAP gates on the computational qubits. How-
ever, using a single ancilla for all 2-qubit gates requires
that the state of the ancilla be properly reset after each
usage in order to ensure the success of future gate op-
erations. Figure 17 below shows two examples for reset-
ting the ancilla qubit when implementing a CNOT gate
between computational qubits, where the choice for re-
setting depends on the presence of superposition on the
control qubit.
FIG. 17: Example implementations of a CNOT gate between
two computational qubits for the 4-qubit geometry (see figure
15). Depending on whether or not the control computational
qubit possesses superposition determines whether an X or
additional CNOT gate is necessary for resetting the state of
the ancilla.
In comparing the 3 and 4-qubit geometries, the ques-
tion becomes whether or not the additional ancilla qubit
aids or hinders algorithmic success. By requiring all 2-
qubit gate operations traverse through a single qubit, a
heavy burden is placed on the 4-qubit geometry’s ancilla
in terms of proper state manipulation and minimizing
noise. A similar burden is placed on the central qubit in
the 3-qubit geometry, leading one to expect that a major-
ity of algorithmic success is tied to these central qubits’
coherence properties and gate fidelities.
C. 6 Qubit Geometries
As the final qubit geometry size tested in this study,
we present here two 6-qubit geometries, shown in fig-
ure 18, which are motivated by the respective strengths
and weaknesses anticipated of the 3 and 4-qubit geome-
tries already mentioned. Specifically, the left circuit in
figure 18 (‘3 Chain’) contains the same connectivity be-
tween the three computational qubits as the 3-qubit ge-
ometry, sharing the advantage of having two-out-of-three
8direct connections. Conversely, the right geometry (‘1
Chains’) uses one ancilla for all 2-qubit gate operations
just as with the 4-qubit geometry, but avoids the issue
of repeated single ancilla use by using a different ancilla
between each computational qubit. While not expected
to outperform the other two configurations, the two ge-
ometries put forth in figure 18 are designed to provide
additional insight into the role of using ancilla in imple-
menting algorithms over more sparse architectures.
FIG. 18: Six qubit geometries used for implementing 3-qubit
algorithms throughout this study. (left) Qubit geometry
which uses three ancilla qubits to supplement the lack of con-
nection between qubits Q1 and Q3. (right) Qubit geometry
whereby each computational qubit is separated by a single
ancilla.
FIG. 19: The two 6-qubit geometries experimentally tested
on the Poughkeepsie architecture.
V. CCNOT EXPERIMENTAL RESULTS
For the progression of quantum computing, the im-
portance of the CCNOT (Control-Control-X gate) oper-
ation, also known as a Toffoli gate, cannot be understated
as numerous quantum algorithms critically rely on its us-
age. This includes algorithms which rely on oracles such
as Grover’s [3], modular multiplication like Shor’s [35],
higher order control operators for Quantum Phase Es-
timation [36], or creating entanglement through mixing
operators like in QAOA (Quantum Approximate Opti-
mization Algorithm) [37] just to name a few. Unlike pre-
vious operations studied up to this point however, the
CCNOT gate is better thought of as a quantum circuit,
consisting of several single and 2-qubit, shown in figure
20.
In order to implement the quantum circuit outlined in
figure 20, one necessary condition is that the three qubits
be interconnected, requiring CNOT gates between the
target and control qubits, and the two controls as well.
As already mentioned however, such connectivity does
not exist on IBM’s 20-qubit Poughkeepsie architecture,
FIG. 20: Quantum circuit for implementing a CCNOT gate
operation [34]. Q1 and Q2 serve as the control qubits, while
Q3 is the target, receiving the equivalent of an X gate if both
Q1 and Q2 are in the |1〉 state.
which means the circuit must be adapted to fit the vari-
ous qubit geometries laid out in the previous section.
A. 3 Qubit Results
In testing the CCNOT circuit using three linearly con-
nected qubits, there are two unique configurations for
which one can implement the control and target qubits.
Specifically, one can have the target qubit be either an
outer (referred to as ‘CCT’) or central (‘CTC’) qubit.
Due to the design of the CCNOT circuit, which requires
exactly two CNOT gates between all three qubits, both
configurations result in the same circuit depth and gate
count when using SWAP gates to supplement the missing
outer connection. In total, the Poughkeepsie architecture
possesses 32 possible 3-qubit combinations, all of which
were tested using both configurations, and the results are
shown in figure 21. In each trial, the control and target
qubits are prepared in the |1〉 and |0〉 states respectively
before passing through the CCNOT circuit. Just as with
the CNOT chain experiments, we are interested in the
fidelity of the final measured state, whereby the target
and both control qubits are all found to be in the |1〉
state.
f1 ≡
∣∣ 〈111|Q1Q2Q3〉 ∣∣2 (6)
FIG. 21: Highest fidelities found for the 32 possible 3-qubit
combinations on the Poughkeepsie architecture, implementing
the CCNOT circuit shown in figure 20. The orientation which
produced the higher fidelity is indicated by color, blue for the
case where the central qubit was the target (CTC) and red
for when it was an outer qubit (CCT).
Figure 21 shows the fidelity rates found across the 96
tested CCNOT circuit implementations (three unique lo-
9cations for the target qubit per each of the 32 total com-
binations). As illustrated by the colors and numerical
values, it is clear that no single combination of qubits or
orientation is dominant in producing the best CCNOT
fidelity. While certain combinations produced worse fi-
delities as a result of noisier qubits, the data suggests that
on average one can expect a successful CCNOT gate im-
plementation on the order of 50-60%, with only a select
few noisy qubits reducing these values to around 25-40%.
B. 4 & 6 Qubit Results
When analyzing the results for the 4 and 6-qubit geom-
etry implementations of the CCNOT circuit, the addition
of ancilla qubits requires the tracking of the f2 metric in
addition to f1. The interest is once again in how well
each qubit configuration can reliably reset their respec-
tive ancilla qubits back to the |0〉 state through the use
of either X or CNOT gates.
4-Qubit: f2 ≡
∣∣ 〈111|Q1Q2Q3〉 ⊗ 〈0|A〉 ∣∣2 (7)
6-Qubit: f2 ≡
∣∣ 〈111|Q1Q2Q3〉 ⊗ 〈000|A1A2A3〉 ∣∣2 (8)
Beginning with the 4-qubit geometry, two cases for
handling the resetting of the ancilla qubit were tested,
corresponding to the two implementations shown in fig-
ure 17. For each implementation, all six possible 4-qubit
combinations on the Poughkeepsie architecture (see fig-
ure 16) were experimentally tested, setting each of the
three outer qubits as the target. The average results for
each qubit combination are shown below in figure 22.
FIG. 22: f1 (green) and f2 (red) rates for the 4-qubit imple-
mentations of the CCNOT gate. The two sets of data corre-
spond to using X gates (left) for resetting the ancilla qubit,
versus using additional CNOT gates (right).
When looking at the results in figure 22, it is clear
that the use of X gates for resetting the central ancilla
qubit produce noticeably higher fidelities, both for f1 and
f2. This is in agreement with the CNOT chain results
from earlier (figure 12), once again highlighting the cost
in ancilla control when forced to implement CNOT gates
to account for superposition. If we now compare these
results to those of figure 21, we find that the fidelities
between the 3 and 4-qubit geometries using X gates are
comparable, with a slight edge going to the 3-qubit ge-
ometry. The closeness in the two results suggests that
the use of an ancilla qubit, versus SWAP gates through
a computational qubit, is a viable approach for CCNOT
algorithm design. However, this viability is lost when su-
perpositions must be accounted for, which are handled
automatically by SWAP gates for the 3-qubit geometry,
but require CNOT gates for the 4-qubit geometry.
Proceeding now to the 6-qubit geometries, figure 23
below shows the full results for the two implementations
illustrated in figure 18, once again separated into the met-
rics f1 and f2. Overall, the data shows that the ‘3 Chain’
circuit implementation yields comparable fidelity rates to
the 4-qubit configurations using X gates. However, the
use of a single ancilla between each computational qubit
shows a dramatic decrease.
FIG. 23: Fidelities f1 and f2 for the ‘3 Chain’ (left) and ‘1
Chains’ (right) circuits. Each bar represents one of the twelve
possible qubit configurations, denoted by the qubit in each 6-
qubit ring acting as the target qubit for the CCNOT action
(see figures 18 and 19).
When comparing the two circuit designs, which only
differ in the manner in which the ancilla qubits are dis-
tributed, it is important to note that both circuit imple-
mentations use the same total number of CNOT and X
gates, producing near identical circuit depths. Addition-
ally, in both cases each ancilla qubit is called upon ex-
actly twice, followed immediately by X or CNOT gates
for resetting back to the |0〉 state. These consistencies
suggest that the results shown in figure 23 are then at-
tributable to the way in which the CNOT gates are dis-
tributed throughout the circuits.
More specifically, if we return to the results of the
CNOT Chain experiment, and focus on the fidelities
found for chains of 1 and 3 ancilla qubits, we can approx-
imate the average f1 fidelities to be 0.9 and 0.85 respec-
tively. If we now compare the way in which each circuit
requires CNOT chains in order to supplement missing
connections, we find that the ‘3 Chain’ configuration only
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needs two successful chains, while the ‘1 Chains’ config-
uration is reliant on six. Using our example approximate
fidelities, this means that we would expect the probability
of success from each circuit to be (0.9)6 and (0.85)2 re-
spectively, heavily favoring the ‘3 Chains’ circuit design.
Thus, in determining how best to arrange computational
and ancilla qubits for algorithm design, the results shown
above suggest that grouping computational qubits closer
together, in favor of fewer but longer ancilla chains, will
lead to better algorithmic success.
VI. QUANTUM FOURIER TRANSFORMATION
Having just seen the varying degrees to which the
Poughkeepsie architecture can handle CCNOT circuits,
we now turn to another critical subroutine for quan-
tum computing, the Quantum Fourier Transformation
(QFT). In this section, we present experimental results
which demonstrate the reliability with which one can suc-
cessfully perform a 3-qubit QFT using the various qubit
geometries outlined earlier. At its core, the QFT is the
quantum equivalent to the Discrete Fourier Transforma-
tion, applied to a quantum state. The power of the QFT
lies in its ability to apply up to 2N unique phases across
the various components of a quantum state, where N is
the number of qubits. The core element necessary to any
successful QFT is the control-Rφ gate, which applies an
arbitrary phase to a target qubit’s |1〉 state, conditional
on a control qubit.
Rφ |1〉 ⊗ (α|0〉+ β |1〉) = |1〉 ⊗ (α|0〉+ eiφβ |1〉) (9)
Just like the CCNOT circuit, the QFT requires full
connectivity between all qubits. The standard quantum
circuit for a 3-qubit QFT is shown below in figure 24
(technically a QFT† circuit, which we discuss in the com-
ing section), which we adapt accordingly for the various
qubit geometries. When physically implementing these
3-qubit QFT’s, note that the true gate count for each
control-Rφ gate includes additional CNOT and Rφ gates.
As a result, the circuit depth and total gate count for the
3-qubit QFT turns out to be comparable to that of the
CCNOT circuit, which in turn will provide some insight
when comparing the success rates between the two.
FIG. 24: QFT† circuit for three qubits. The QFT† shown
above is the circuit tested on the IBM 20-qubit architecture,
identical to the QFT circuit in both total gate count and
circuit depth, differing only in gate order and phase values.
A. Testing QFT† With Phase Estimation
In order to isolate and benchmark the success of the
QFT† circuit in figure 24 in a way similar to the previous
sections, one ideally needs an experiment whereby the
effect of the QFT† produces a single desirable final state.
However, unlike the CCNOT operation whose effect is di-
rectly observable by means of the target qubit, the QFT†
is a more versatile quantum operation whose effect ranges
widely based on the state of the qubits it is applied to.
To this end, we quantify the fidelity of our QFT† imple-
mentations in a manner analogous to the Quantum Phase
Estimation Algorithm (QPE) [36, 38], whereby the effect
of the final QFT† leaves all of the qubits in a final state
containing no superposition. By creating very particular
superposition states just prior to the QFT† operation, we
are guaranteed to have theoretical |0〉 and |1〉 final states
for the computational qubits, with which we can then use
to compute fidelities f1 and f2.
Quantum Phase Estimation is a quantum algorithm
which uses a control-U operation, along with one of its
eigenstates |µ〉, in order to detect some unknown eigen-
phase eiθ. An example QPE is shown below in the top
circuit of figure 25. Creating such a circuit is typically
very challenging, as both the implementation of arbitrary
control-U operators and their eigenstates require clever
circuit design. For the purpose of our QFT benchmark-
ing however, we apply the core idea of the QPE in a
much simpler form, effectively achieving the states re-
sulting from the control-U operations acting on |µ〉 with
only Rφ gates, illustrated by the bottom circuit in figure
25.
FIG. 25: (top) Quantum circuit for a 3-qubit Quantum Phase
Estimation Algorithm. (bottom) A circuit which mimics the
effect of the control-U operations through the use of single
qubit rotation gates.
By using single qubit rotation gates to initialize the
computational qubits, we are able to prepare quantum
states just prior to the QFT† with high fidelities, min-
imizing any additional noise not caused by the QFT†
circuit. Additionally, the use of Rφ gates allows for the
creation of a wider range of states than typically achiev-
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able through the use of control-U gates, which we in turn
use for further insight in the viability of the QFT† circuit
in later experiments.
B. Perfect Phase Detection
For the case of a 3-qubit QFT†, there are exactly eight
choices for φ such that the bottom circuit in figure 25
will result in a final state containing no superposition.
These eight values of φ span an even distribution from 0
to 7pi4 , corresponding to the eight unique quantum states
from |000〉 to |111〉. These eight states will serve as the
desired final measurements for determining fidelities:
f1 ≡
∣∣ 〈Q′1Q′2Q′3 |Q1Q2Q3〉 ∣∣2 (10)
4-Q: f2 ≡
∣∣ 〈Q′1Q′2Q′3 |Q1Q2Q3〉 ⊗ 〈0|A〉 ∣∣2 (11)
6-Q: f2 ≡
∣∣ 〈Q′1Q′2Q′3 |Q1Q2Q3〉 ⊗ 〈000|A1A2A3〉 ∣∣2 (12)
In the QFT† fidelity results to come, the highest fi-
delity rates from experiments 21 - 23 were used to de-
termine which qubits to experimentally test. Specifi-
cally, the top three qubit combinations for each geom-
etry which yielded the highest fidelities were tested and
then averaged together. For the 3-qubit geometries, the
top three qubit combinations for both control-target ori-
entations were tested. For the 6-qubit geometries, only
the ‘3 Chain’ orientation was tested (preliminary results
showed once again a significant decrease in fidelity rates
for the ‘1 Chains’ orientation). And finally, because the
QFT† circuit is always acting on a superposition state of
the computational qubits, both the 4 and 6-qubit geome-
tries require CNOT gates for resetting ancilla qubits.
FIG. 26: (solid fill) f1 fidelities found for each qubit geom-
etry, demonstrating each geometry’s ability to produce and
measure the eight desired final states resulting from the QPE
circuit (bottom circuit in figure 25). For the 4 and 6-qubit
results, f2 (dashed fill) fidelity rates are also shown, highlight-
ing each respective geometry’s ability to reliably reset ancilla
qubits.
Beginning with f1, the results shown in figure 26 re-
veal that the 4-qubit geometry lead to the overall highest
QFT† fidelities across all eight phases. In addition to the
high f1 rates, the accompanying high f2 values suggests
that one could also reliably perform further gate opera-
tions after the QFT†. Behind the 4-qubit geometry we
find that the 3 and 6-qubit geometries produced fidelities
of the order 55-65% and 30-40% respectively.
Based on the results from the CCNOT experiments,
the higher fidelity rates of the 4-qubit geometry may
come as a surprise at first glance. However, in analyzing
the two top performing geometries and their circuit im-
plementations, the key to the 4-qubit geometry’s success
lies in the ordering of the control phase gates. Specif-
ically, the −pi2 and −pi4 control-Rφ gates which happen
in succession, originating from the same computational
qubit, allow for a slight optimization in the 4-qubit cir-
cuit.
FIG. 27: Circuit implementations of a 3-qubit QFT†, subject
to the connectivity restraints outlined in figures 13 and 15.
The blue and red underscores to each circuit highlight the
gates which are the same (blue) and different (red) between
the two circuits. In total, the 4-qubit geometry achieves the
QFT† operation with two fewer CNOT gates.
As illustrated in figure 27, the difference in implemen-
tation between the 3 and 4-qubit geometries boils down
to the extra CNOT gates necessary to to compensate
for each configuration’s lacking connectivity. While the
3-qubit geometry requires two SWAP gates, for a com-
bined total of six additional CNOT gates, the 4-qubit
geometry only requires four. Typically each control gate
would require two CNOTs for resetting, but since two of
them originate from the same computational qubit with
no gates in between, there is no need to reset the an-
cilla qubit back down to the |0〉 state after the first −pi2
gate. Thus, the results of figure 27 demonstrate that the
use of an ancilla qubit can potentially be used to opti-
mize circuit depth and consequently improve algorithm
success.
In addition to the qubit geometry discrepancies, a sec-
ond interesting result emerging from the data reveals an
alternating pattern in fidelities between phases. This pat-
tern is present across all three qubit geometries, suggest-
ing that this phenomenon is inherently linked to QPE
itself. One possible explanation for this trend could be
in the complexity of the quantum state just prior to the
QFT† circuit. Specifically, the superposition states cre-
ated from the even integer cases of pi4 contain at most four
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unique phases: 18 , − 18 , i8 , and −i8 across the eight com-
putational basis states. Conversely, the odd integer cases
contain four additional phases: ±1±i4 , producing super-
position states where each basis state has a unique phase.
Since these quantum states have more relative phases be-
tween the eight computational basis states, it is possible
that they are more sensitive to noise and errors, leading
to lower fidelity rates after the QFT† circuit.
C. Continuous Phase Detection
Following from the data trends revealed in the previ-
ous section, we now present experimental results which
are motivated by a more realistic usage of the QPE Algo-
rithm. Specifically, we present results which extend the
data shown in figure 26, testing for intermediate values
of φ, ultimately attempting to detect phases which do
not match up perfectly with one of the 2N basis states
created from the number of qubits being used. Detecting
these ‘non-perfect’ phases comes with an inherent prob-
ability of failure, even for a noiseless quantum computer,
as the resulting final states from the QFT† now contain
superposition. Consequently, one expects lower fidelities
in regions of φ between the 2N perfect phases, with the
lowest points being exactly halfway between each perfect
phase (approximately 40% for a noiseless 3-qubit QPE).
Figure 28 confirms this trend, illustrating fidelity swings
of nearly 50% for changes in φ as little as pi16 .
FIG. 28: QPE fidelity rates for the 3 (green circles) and
4-qubit (blue triangles) geometries as a function of phase φ.
Each data point represents the measured percentage of states
corresponding to the nearest ‘perfect phase’ value for φ (see
figure 26).
The f1 rates illustrated in figure 28 are in agreement
with those found in the previous experiment, showing fi-
delities on the order of 60 to 75% around the eight perfect
phases. Additionally, we once again see the alternating
peaks in success between the odd and even integers of pi4 ,
now extended to the nearby regions of φ as well.
When comparing the data from figure 28 to what one
would expect from a noiseless quantum computer, the
quantity of interest here is the way in which noise affects
the full range of phase values. Specifically, since the an-
ticipated results have less than 100% theoretical fidelities,
one might anticipate the manner in which noise impacts
these fidelities in one of two ways. Supposing one finds
a 75% fidelity for the perfect phases, would the presence
of noise cause intermediate values of φ to similarly yield
75% of their theoretical maximums, or simply result in
a flat 25% reduction across the board (down to lows of
fully decohered states). The results from figure 28 con-
firm the impact of noise to be of the former case, showing
that on average the measured f1 rates for both geome-
tries across the full range of φ are around 60 to 75% of
their theoretical values. In terms of NISQ Era algorithm
design, this means that quantum algorithms which may
rely on low probabilities are still viable, whereas noise of
the latter case would be far more detrimental.
VII. CONCLUSIONS
The experimental results in this paper have showcased
various qualities of IBM’s 20-qubit chip Poughkeepsie.
In analyzing these results, it is important to keep in con-
text the steadily improving technology of quantum com-
puters, specifically superconducting qubits in this case.
In the coming years, it is reasonable to expect quanti-
ties such as T1 & T2 coherence times and gate fidelities
to continually improve. In anticipation of better qubits
however, the results from this study demonstrate inher-
ent properties in algorithm design which go beyond qubit
quality.
In testing the CNOT chains across all 20 qubits, the
difference in fidelity rates between using X gates ver-
sus CNOT gates for resetting ancilla qubits was very
pronounced. This in turn demonstrates the potential
for improving algorithm design when working with qubit
geometries of limited connectivity, where knowledge of
where and when qubits contain superposition in a circuit
can be used to optimize ancilla qubit resetting. Addition-
ally, the study of the various qubit geometries and their
performance in implementing the CCNOT and QFT† op-
erations further showcased the challenges of circuit design
with limited connectivity. When determining the best
geometry of computational and ancilla qubits for imple-
menting an algorithm, our results demonstrated pros and
cons of various configurations, ultimately showing that
for certain circuits the use of ancilla qubits can be used
to potentially reduce total gate counts.
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