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Introduction 28 29
The analysis of water to low levels in glass inclusions of volcanic phenocrysts and, in recent years, 30 within the crystal structure of nominally anhydrous minerals (NAM), has facilitated a better 31 understanding of how water is recycled between the Earth's mantle, crust, and hydrosphere. 1, 2, 3, 4, 5 32 33 Secondary ion mass spectrometry (SIMS) analysis is routinely used to measure water concentrations in 34 melt inclusions of volcanic phenocrysts, 5, 6 as well as volatile concentrations in NAM. 7, 8, 9, 10, 11 
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The source chamber is pumped with a Varian 300 l/s ion pump with a Ti sublimation unit. This 165 pumping system was chosen for its low ultimate vacuum pressure, and lack of mechanical vibration 166 that could affect sample stability. During analyses,, the sample chamber vacuum pressure was 167 measured to be between 7 and 9 x 10 -9 mbar as indicated by an ion gauge in the source chamber, while 168 the current passing through the ion pump is consistent with pressures around 1-3 x 10 -9 mbar. 
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The spectra were acquired in the range of 5500 to 600 cm 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Compositions for both the basaltic glasses and mineral samples analysed in this study are presented in 294 
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The standard deviation of these multiple analyses varies from 0.5-3%. Combined with an uncertainty of 312 2-5% in the thickness of the samples and 5% uncertainty in the density of the glasses the total 313 uncertainty on water contents is 5.5-7.7% when the individual uncertainties are added in quadrature. 5. The data for the glasses appear well correlated ( Fig. 5(a) ). For the NAMs the samples show a good 374 overall correlation although the water content for PMR-53 appears to be high relative to the other 375 minerals ( Fig. 5(b) ). The Pakistani olivine shows uniform composition by SIMS as opposed to the 376 significant spread in the FTIR data. An unweighted line-fit has a slope of 1.02, a y-axis intercept of 180 377 ppm H 2 O, and r of 0.996 ( Fig. 5(a) ). The near-unity slope indicates a good correspondence between 378 the methodologies used for analysis as well as consistency with the previously used calibration factors.
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References for H2O determination by (F) or (M) are as follows: (1) this study (2) Bell et al. 1995 (3) Bell and Rossman 1992. Hauri et al. 2002 and Koga et al. 2003 . Errors associated with this calibration is approximately 10 % for glass and 20 % for minerals >6). All other errors found in references.
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