This paper presents empirical evidence concerning the finite sample performance of empirical likelihood-type estimators when the estimating functions are well determined and the parameters are over identified. There are suggestions in the literature that traditional and non-traditional asymptotically efficient estimators based on moment equations may, for the relatively small sample sizes usually encountered in econometric practice, have relatively large biases and/or variances and provide an inadequate basis for estimation and inference. Given this uncertainty we use a range of data sampling processes and Monte Carlo sampling procedures to accumulate finite sample empirical evidence concerning these questions for a family of empirical likelihood-type estimators.
Empirical Evidence Concerning the Finite Sample Performance of EL-Type Structural Equation Estimation and Inference Methods

Introduction
It is known in the literature that a number of moment-based estimators for the linear structural model are asymptotically normally distributed and mutually asymptotically equivalent. There is also a growing body of evidence (see for example Newey and Smith (2000) and the references given therein) that traditional asymptotically efficient moment-based estimators may exhibit large biases and/or variances when applied to the relatively small samples usually encountered in applied economic research.
Econometric models that specify a set of moment-orthogonality conditions relating to the underlying data sampling process, and involving parameters, data outcomes, and model noise, lead to a corresponding set of unbiased empirical estimating functions. These estimating functions often involve instrumental variables (IV) whose number exceeds the number of unknown parameters of interest, which then overdetermines the model parameters. However, in some instances the instrumental variables may be only moderately or weakly correlated with the endogenous variables in the model, in which case while overdetermined, the parameters may not be strongly identified. In this situation it is generally recognized that significant bias and/or variability problems may arise and that large sample normal approximations may provide a poor basis for evaluating finite sample performance (see for example Nelson and Startz (1990) , Maddala and Jeong (1992) , Bound, Jaeger and Baker (1995) , and Stock and Wright 2000) .
In an effort to avoid an explicit likelihood function specification, semi-parametric empirical likelihood (EL) type estimators have been proposed as a moment based estimation and inference alternative to classical maximum likelihood methods (Owen, 1998 (Owen, , 1991 Qin and Lawless, 1994; Imbens, et al. 1998; Corcoran, 2000 and Miller, 2000) . Given this new class of estimators, and in line with the ongoing search for linear structural equation estimators that are efficient, have small finite sample bias, and in terms of associated inference procedures, have accurate size, good power, and short confidence intervals with proper coverage, the purpose of this paper is to provide some empirical evidence relating to the finite sample performance of a range of empirical likelihood-type estimators in situations where the estimating functions overdetermine the model parameters, and the parameters are moderately well-identified.
Using Monte Carlo sampling procedures and a range of underlying data sampling processes relating to structural equations, we provide finite sample comparisons of the optimal estimating function (OptEF) and two stage least squares (2SLS) estimator, the generalized method of moments (GMM) estimator based on an identity weight matrix, and a trio of empirical likelihood (EL) type estimators for recovering the unknown model parameters, including the empirical likelihood (EL), exponential empirical likelihood (EEL) and log Euclidean likelihood (LEL) estimators. As noted by Imbens, et. al. (1998) , the computation of solutions to EL type moment-constrained optimization problems can present formidable numerical challenges. From both a theoretical and practical standpoint, reliable and efficient solution algorithms are critically needed, and we suggest an algorithm that performed well in this regard. The format of the paper is as follows: In Section 2 the linear structural model is defined and the competing semiparametric estimators and inference procedures are specified. In Section 3 the design of the sampling experiment is presented and the alternative data sampling processes are defined. Monte Carlo estimation results are presented and discussed in section 4 . Conclusions and implications are presented in section 5.
Statistical Models, Estimators, and Inference Procedures
Consider a single structural equation that is contained within a system of structural biased and inconsistent, with unconditional expectation and probability limit given bŷ é ù Ε ≠ ë û β β and plimé ù ≠ ë û β β.
Traditional Instrument-Based Estimators
Given a sampling process characterized by nonorthogonality of X and ε , and in order to avoid the use of strong distributional assumptions, it is conventional to introduce additional information in the form of a ( ), n m m k × ≥ , random matrix Ζ of instrumental variables, whose elements are correlated with Χ but uncorrelated with ε . This information is introduced into the statistical model by specifying the sample analog moment condition
relating to the underlying population moment condition derived from the orthogonality of instruments and model noise defined by ( )
If m k = , the vector of moment conditions just-determine the model parameters, then the sample moments (2.1) can be solved for the basic instrumental variable (IV) estimator ( )
When the usual regularity conditions are fulfilled, this IV estimator is consistent, asymptotically normal distributed, and is an optimal estimating function (OptEF) estimator (Godambe 1960; Heyde 1997; Mittelhammer, Judge, and Miller 2000) . 
to the moment conditions in (2.2) (Godambe, 1960; Heyde and Morton, 1998) .
The GMM estimator (Hansen, 1982) is another estimator that makes use of the information in (2.2). The GMM estimators minimize a single estimation criterion based on a quadratic form in the sample moment information ( )
arg min Q arg min n n arg min n
The GMM estimator can be shown to have optimal asymptotic properties if the weighting matrix W is defined appropriately. The optimal choice of W in the context of moment conditions (2.2) leads back to the definition of the 2SLS-OptEF estimator.
Empirical Likelihood (EL) Type Estimators
In contrast to traditional instrument-moment based estimators, the empirical likelihood approach (Owen, 1988 (Owen, , 1991 (Owen, , 2001 Qin and Lawless, 1994 , Imbens, et. al. (1998 ), Corcoran, 2000 , and Mittelhammer, Judge and Miller, 2000 allows the investigator to employ likelihood methods for model estimation and inference without having to choose a specific parametric family of probability densities on which to base the likelihood function. Under the EL concept, empirical likelihood weights, based on multinomial distributions supported on a sample of observed data outcomes, are used to reduce the infinite dimensional problem of nonparametric likelihood estimation to a finite dimensional one.
Estimation
The constrained estimation problem underlying the EL approach is in many ways analogous to allocating probabilities in a contingency table where j w and j q are observed and expected probabilities. In our case, a solution is achieved by adjusting the expected counts (distance between the two sets of probabilities) by making use of a goodness-of-fit criterion subject to the moment constraints. As an estimating criterion, one possibility is to make use of the Cressie and Read (1984) power divergence family of 
arg max max I , , | w y , w 1, w 0 i, . Note further that weights must be nonnegative valued in the MEEL and MEL cases, but negative weights are not ruled out by the MLEL specification.
The Lagrange function associated with the traditional MEL formulation is
where α and η are Lagrange multipliers. From the first order conditions relating to w, and noting that the optimal value of η is 1, constrained optimal ' , 1
The Lagrangian form of the MEEL formulation, expressed as a minimization problem, is
and the constrained optimal i w 's, expressed as a function of β and α , are . .
Finally, the Lagrangian form of the MLEL formulation, also expressed as a minimization problem, is
which leads to constrained optimal i w 's, expressed as a function of β and α , given by
The Lagrange multiplier η in (2.11) can be eliminated by solving the adding up condition n , 1 1 w β α = ¢ for η and then substituting the solved value of η into (2.11a) to
where the value of D is given by 
Inference
EL-type inference methods, including hypothesis testing and confidence region estimation, bear a strong analogy to inference methods used in traditional ML and GMM approaches. Owen (1988 Owen ( , 1990 showed that an analog of Wilks' Theorem for likelihood ratios, -2ln(LR) ã 
Test Statistics
Two different types of inference contexts are examined in this paper, including testing the validity of the moment constraints, and testing hypotheses and generating confidence intervals for parameters of the structural model.
Moment Validity Tests
Regarding the validity of the moment restrictions, Wald-type quadratic form tests, referred to as Average Moment Tests by Imbens, Spady, and Johnson (1998) , are calculated for all five estimators. The Wald test statistics are specified as
where β is any one of the five different estimators of theβ vector, and A denotes the generalized Hadamard (elementwise) product operator. Under the null hypothesis of moment validity, the Wald statistic has an asymptotic Chisquare distribution with degrees of freedom equal to the degree of overidentification of the parameter vector, i.e., m-k.
Pseudo Likelihood Ratio (LR) -type tests of moment validity, referred to as
Criterion Function Tests by Imbens, Spady, and Johnson (1998, p.342) , are also calculated for the three EL-type procedures. The respective test statistics for the MEEL and MEL procedures are based on the same statistics utilized by Imbens, Spady, and
Johnson and are given as follows:
In the case of MLEL, the pseudo-likelihood ratio statistic derived as a special case of the generalized empirical likelihood (GEL) class of procedures identified by Newey and Smith (2000, p. 8 ) is examined, and given by 
β and w, α and β are estimated on the basis of the MEEL method. In the case of the MEL and MLEL methods, we instead utilize LM tests that are based on equivalences with GEL tests implied by the asymptotic results of Newey and Smith(2000, p. 8) . Both of these LM tests are based on the statistic
and the values of β and α are replaced by either MEEL or MLEL estimates. All of the LM tests are asymptotically Chisquare distributed under the null hypothesis, with degrees of freedom equal to m-k.
Tests of Parameter Restrictions
A test of the significance of the parameters of the structural model is conducted based on the usual asymptotic normally distributed Z-statistic and concomitantly, by duality, the accuracy of confidence region coverage of the parameters is examined. The test statistic for all of the estimation procedures examined has the familiar form ¶ 
In empirical applications the w and β vectors are replaced by the appropriate estimates obtained from applications of the MEEL, MEL, or MLEL estimation procedures.
Computational Issues and Approach
As noted by Imbens, Spady, and Johnson (1998) , the computation of solutions to EL-type constrained optimization problems can present formidable numerical challenges especially because, in the neighborhood of the solution to such problems, the gradient matrix associated with the moment constraints will approach an ill-conditioned state of being less than full rank. This occurs by design in these types of problems because the More specifically, the computational procedure involved the following two steps.
In the first step relating to concentrating out the Lagrangians, the Lagrange multiplier vector α was expressed as a function of β by utilizing the empirical moment conditions and the weight representation (2.7), (2.9), or (2.11b) for the vector ( ) , w β α , and solving
The solution to (2.27) was determined numerically using the NLSYS nonlinear equation Meade polytope-type direct search procedure written by the authors and implemented in the GAUSS programming language (Nelder and Mead,1965; Jacoby, Kowalik, and Pizzo,1972; and Bertsekas,1995) using the values .5, .5, and 1.1, respectively, for the reflection, contraction, and expansion coefficients.
Design of Sampling Experiments
In terms of the EL-type formulations of Section 2, the solution for the optimal weights and parameter estimates cannot be expressed in closed form. Moreover, the finite sample probability distributions of the traditional 2SLS-GMM-OptEF estimators are also generally intractable. Consequently, the finite sample properties of these estimation and associated inference procedures cannot be derived from a direct evaluation of functional forms applied to distributions of random variables. We use a Monte Carlo sampling experiment to identify and compare the finite sample performance of competing estimators and inference methods. While these results are specific to the collection of particular Monte Carlo experiments analyzed, the wide ranging sampling evidence reported does provide an indication of the types of relative performance that can occur over a range of scenarios for which the unknown parameters of a model are moderately well-identified.
Experimental Design
Consider a data sampling process of the following form:
where ( ) , ε , , , , Y V are then calculated by applying the equations (3.1-3.2) to the outcomes of 2, 1 2 3 4 5 , , , , .
MC Scenario Characteristics
Regarding the details of the sampling scenarios simulated for these Monte Carlo experiments, sample sizes of n = 50, 100 and 250 were examined. The outcomes of ε i were generated independently of the vector [ ] Regarding inference performance, we compare the empirical size of ten alternative tests of moment equation validity with a nominal Chisquare based target size of .05, we examine the empirical coverage probability of confidence interval estimators based on each alternative estimation technique with a target coverage probability of .99, we calculate and compare the empirical expected lengths of confidence intervals, and we also report on the power of significance tests associated with the different estimation methods.
Five different estimators, and associated inference procedures, were examined including the GMM estimator based on the asymptotically optimal GMM weighting matrix (GMM-2SLS-OptEF), GMM based on an identity matrix weighting (GMM-I), and the three EL-type estimators, including the MEL, MEEL, and MLEL estimators. 
Monte Carlo Sampling Results
The results of the estimation and inference simulations are presented in this section. We limit our reporting of bias, variance, hypothesis tests and confidence region estimation performance relating to structural parameters to the 2 > coefficient and note that the results for the remaining structural parameter were qualitatively similar.
Estimator MSE Performance
The in only a few cases. Third, there is a general order ranking of the MSEs of the EL-type estimators whereby generally MSE(MEEL) < MSE(MEL)< MSE(MLEL). However, differences in MSE performance among these estimators is small at n = 100 and practically indistinguishable at n = 250, making the MSE performance ranking moot for larger sample sizes. Fourth, the MSE differences between all of the estimators dissipate as the sample size increases, with the differences being negligible at the largest sample size (n = 250). group, generally tend to be less biased than either the 2SLS or GMM estimators, but the EL estimators also tend to exhibit more variation than the traditional estimators. These performance patterns are especially evident for the small sample size (n = 50). Second, volatility in bias across MC scenarios is notably more pronounced for 2SLS and GMM than for the EL estimators, while just the opposite is true regarding volatility in variance measures across MC scenarios. Again this performance pattern is notably more pronounced at the smallest sample size than for the larger sample sizes. Third, regarding comparisons among EL-estimator types, the MEEL estimator tends to be the least variable among the three EL alternatives, with the ranking of variability tending to be in the order var(MEEL) < var(MEL) < var(MLEL). The ranking of relative bias performance among the EL estimators is less distinct, where especially for the smallest sample size, each of the EL-type estimators exhibits least bias for at least one MC scenario. For larger sample sizes the MEEL estimator more often than not has the smallest bias, but again there are exceptions for some scenarios, and in any case the bias of all of the EL-type estimators tends to be small, bordering on inconsequential for most of the scenarios when sample sizes are n = 100 or larger. Fourth, for the largest sample size (n = 250), both bias and variance tends to be quite small for all of the estimators considered, although in a relative sense, the traditional estimators continued to have notably larger bias for most scenarios than any of the EL-type estimators. However, a number of the test procedures, most notably the LR tests for MEEL and MEL, the LM test for MEL, and to a lessor extent the Wald-Average Moment Test for 2SLS and GMM, are erratic and notably distant from the target test size when n = 50. The most consistent suite of tests in terms of average proximity to the true test size across MC scenarios were the Wald-Average Moment Tests for all three of the EL-type estimators.
Prediction MSE
In addition the LM tests in the case of MEEL and MLEL was reasonably accurate when 100 n ≥ . As noted in the literature, for a subset of the scenarios, the size of the tests based on the traditional 2SLS and GMM methods were substantially distant from target size, although in the majority of cases when 100 n ≥ both the 2SLS and GMM methods were within .01 of the test size target. It is interesting to note that GMM exhibited superior size performance to 2SLS in the majority of cases. 
Confidence Interval Coverage and Size
Figures 6 and 7, and Appendix Tables A.6 and A.7, display results relating to the empirical coverage probability of confidence intervals for the 2 β parameter, as well as the empirical expected length of the confidence intervals, where target coverage is .99. Except for two scenarios involving the 2SLS and GMM methods, all of the confidence intervals are generally within .01 of the target coverage for the large sample size of n = 250. Again with the preceding two exceptions noted relating to the traditional estimators, coverage is generally within .03 of target for the sample size of n = 100. Coverage degrades significantly for the small sample size n = 50, with the traditional estimators generally having better coverage, although they also exhibit demonstrably the worst coverage performance for two sampling scenarios. Moreover, the traditional methods 1.4000
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exhibited more volatility across MC scenarios than EL-methods. We note that the coverage results observed for the EL-methods is consistent with other observations in the literature that the EL-type approach consistently underachieves target coverage probability under the asymptotic Chisquare calibration (Baggerly, 2001) . We add that, in the large majority of cases, the traditional inference procedures also underachieved target coverage.
In the case of expected confidence interval length, a clearer relative performance pattern was apparent. In particular, the general relative ranking of CI length among the five alternative estimators was given by the following ordering of empirical average lengths: CI(MEEL) < CI(MEL) < CI(MLEL) < CI(2SLS) < CI(GMM). As expected, differences in length were most pronounced at the smallest sample size, in some cases exceeding 15%, but differences dissipated to effectively negligible levels when n = 250.
Test Power
Results relating to the power of the standard Z-test in testing the significance of the 2 β parameter are displayed in Figure 8 i) The entire suite of EL type estimators tend to exhibit less bias than the traditional estimators.
ii) The EL type estimators tend to exhibit more variance than the traditional estimators.
iii) In terms of MSE the 2SLS estimator wins almost all competitions. Around a sample size of 100 the estimators exhibit similar performances. Finally, in pursuit of achieving finite sample reductions in mean squared error, it is useful to consider, in a Stein-type of way, a mixture estimator that combines a consistent estimator having questionable finite properties, with an estimator that is inconsistent but has small finite sample variability. Such an estimator, which utlizes EL-type moments, has been proposed by and is currently under evaluation. 
Appendix
