ABSTRACT. Turbulent mixing is an integral aspect of aquatic ecosystems Turbulence affects ecosystem features ranglng from phytoplankton blooms at large scales through microscale interactions in the plankton. Enclosed experimental ecosystems, if they are to mimic the function of natural ecosystems, also must mimic natural turbulence and its effects. Large-scale velocity gradients and unstable buoyancy fluxes generate turbulent mixing in nature, most often at the surface and bottom boundaries and in the pycnocline. Large eddy sizes are controlled by the mixed layer depth, boundary layer thickness, or overturning length in the pycnocl~ne. Turbulent energy cascades through smaller and smaller eddy scales until it can be dissipated by molecular viscosity at the smallest scales. In contrast, artificial apparatuses frequently are used to generate turbulent m~x i n g in the interior of experimental ecosystem enclosures Large eddy sizes are controlled by the size of the generation apparatus, and they usually are much smaller than in nature Mismatched large eddy length scales and differences in turbulence generation mechanisms are responsible for the difficulties in mimicking natural turbulent mixing in experimental enclosures. The 2 most important turbulence parameters to consider in experimental ecosystem research are overall mixing time, T,,,, and turbulence dissipation rate, E. If the levels, spatial dlstribut~ons, and temporal variability of T,,, and E can be matched between an enclosure and the natural system it IS to model, then potential mixing artifacts can be minimized. An important additional consideration is that benthic ecosystems depend on the time-averaged boundary layer flow a s much as the turbulence. Existing designs for m i x~n g experimental ecosystems are capable of reasonably representing some aspects of natural turbulent mixing Paddle and grid stirring are the best available techniques for water column mixing, and flumes are best for benthic turbulence. There is no design at present that represents both environments adequately. More work also is needed on mixing of flexiblewall in situ enclosures. A more serious problem, however, is that turbulent mixing in experimental ecos)~stem studies too often is ignored, inadequately characterized, or unreported. Several methods are available for reasonable characterlzation of mixing in enclosures without sophisticated technology, and the technology for direct velocity measurements is becoming more accessible. Experimental ecosystem researchers should make a concerted effort to implement, characterize, and report on turbulent mixing In t h e~r enclosures.
INTRODUCTION
Aquatic ecologists and toxicologists have a long history of using experimental ecosystems to explore the dynamics of aquatic ecosystems and mechanisms controlling those dynamics (Banse 1982 , SCOR Working Group 85 1990 , Daehler & Strong 1996 . In companson with in situ studies, capturing and containing a piece of the natural aquatic environment gives experimental ecosystems the distinct advantages of controllability, replicability, and freedom from advective changes (Guanguo 1990 , Oviatt 1994 . However, isolating a small piece of an ecosystem from its natural environment risks a series of artifacts that may or may not affect seriously the course of an experiment (Conover & Paranjape 1977 , Carpenter 1996 . Mixing is one aspect of the natural aquatic environment that is important for realistic experimental ecosystem behavior (Eppley et al. 1978 , Bakke 1990 , Lasserre 1990 ) and at the same time a challenge to generate and control in experimental containers (Steele et al. 1977 , Nixon et al. 1980 , Howarth et al. 1993 .
Mixlng in natural water bodies nearly always is turbulent. Turbulence is generated by unstable excess physical energy at large scales. This energy is transferred to smaller and smaller scales through a process of cascading instability, saturating all intermediate scales of motion, until it can be dissipated into heat by molecular viscosity (Richardson 1922 , Batchelor 1967 .
Because of the broad range of scales involved, turbulence affects ecosystem features ranging from basinscale phytoplankton blooms to the micro-environment of the plankton. Turbulent mixing promotes rapid mixing and dispersion at large scales (Okubo 1980 , Platt 1981 , Lewis et al. 1984a , b, Bennett & Denman 1989 . Turbulence plays an important role in mass transfer processes at all scales (Jsrgensen & Revsbech 1985 , Jaehne et al. 1987 , Mann & Lazier 1991 , Dade 1993 , Denman & Gargett 1995 , Karp-Boss et al. 1996 . Turbulence influences small-scale processes through its roles in predator-prey interaction (Rothschild , Browman 1996 , Dower et al. 1997 , particle capture (Shimeta & Jumars 1991) , aggregation and disaggregation (Kierrboe 1993 , MacIntyre et al. 1995 , small-scale patchiness (Moore et al. 1992 , Squires & Yamazaki 1995 , and species-specific growth inhibition (Gibson & Thomas 1995) . Turbulence and turbulent mixing are arguably equal in importance to light, temperature, salinity, and, nutrien.t concentrations.
Simulating natural small-scale turbulence and its effects in experimental enclosures is straightforward (Hwang et al. 1994 , Peters & Gross 1994 . Small-scale turbulence is approximately isotropic and homogeneous, i.e. statistically independent of direction and spatially uniform (Landahl & Mollo-Christensen 1986 . Kundu 1990 . Turbulence characteristics at small scales are determined by the rate of turbulent energy dissipation, E , and the kinematic viscosity of the fluid, v, and do not depend on the turbulence generation mechanism.
In contrast, generation of realistic large-scale turbulence in experimental ecosystem enclosures can be a challenge, especially if a realistic turbulent cascade also is of interest. Stirring by large eddies is responsible for the rapidity of turbulent mixing (e.g. Garrett 1989) . Problems arise at the reduced scale of experimental ecosystems because ch.aracteristic length and time scales of large eddies are related to the largest scales of the flow. For example, the size of the largest eddies in a turbulent boundary layer is set by the boundary layer thickness, and a characteristic large eddy recurrence interval is set by the ratio of the boundary layer thickness to the mean flow speed (Cantwell 1981) . A well-designed 15 cm deep laboratory flume can simulate a 15 cm deep natural flow accurately, but the effects of the large eddies in a 15 m deep tidal channel are much more difficult to mimic.
There also are significant differences between natural turbulence generated by vertical shear of a horizontal mean flow (e.g at the surface, pycnocline, or bottom) and turbulence generated by a paddle or grid stirring the tnterlor of an experimental ecosystem (Brumley & Jirka 1987 , Fernando 1991 . These differences particularly are important for transport across interfaces (Jaehne et al. 1987 , Dade 1993 and for benthic ecology, where the time-averaged boundary layer flow can be as important as the turbulence (Snelgrove & Butman 1994 ).
I t is unreasonable to expect that any single mixing design for a n enclosed experimental ecosystem will reproduce all of the important characteristics of natural turbulence. It is, however, quite reasonable to ask that aquatic ecologists understand the choices that must be made with regard to mixing and the potential consequences of making such choices. My intent in this paper is to provide a framework for exploring these choices and consequences. An overview of relevant characteristics and scales of natural turbulence follows this introduction. I then discuss the meaning and use of important turbulence scales for experimental ecosystem studies, and fol.10~ up with a discussion of some of the available techniques for generating and quantifying turbulent mixing in experimental ecosystems. Because of its broad scope, this paper only briefly addresses each topic. I have attempted to provide more in-depth references whenever possible.
CHARACTERISTICS AND SCALES OF NATURAL TURBULENCE

Turbulence generation
Turbulence in nature generally is classified as shear generated or buoyancy generated, or some combination of the two. The likelihood of turbulence and the intensity of turbulence are expressed in terms of nondimensional ratios between stabilizing and destabilizing forces. The most common of these ratios are named after the fluid dynamicists credited with their discovery.
Unstratified shear-generated turbulence is common in the wind-mixed surface layer, the bottom boundary layer, and in flow around obstacles and through openings. The onset and intensity of unstratified shear turbulence are governed by the Reynolds number of the flow, where U is some characteristic velocity scale (e.g. the average flow speed in m S-'), L is some characteristic length scale (e.g. the depth in m), and v is the molecular kinematic viscosity (in m2 s-'). The Reynolds number may be thought of as the ratio of destabilizing inertia to stabilizing viscosity. Reynolds numbers frequently are named after the length scale of interest, such that the Reynolds number for a horizontal flow of speed U in water of depth h (Re, = Uh/v) is the depth Reynolds number. Oftentimes several Reynolds numbers may be defined, each controlling a different aspect of the turbulence. In the present example a second Reynolds number based on the bottom roughness height may b e defined (the roughness Reynolds number) which controls the state (smooth or rough) of the turbulent flow very near the bottom boundary (Nowell & Jumars 1984) and mass transfer across that boundary (Dade 1993) .
Most unstratified shear flows in nature are turbulent. For example, flow in a water column of depth h is laminar (non-turbulent) if the depth Reynolds number (Re,) is ~5 0 0 , turbulent if Re, > 2000, and transitional between laminar and turbulent for intermediate Rei, (Smith 1975) . Setting v = 10-%' S-' (a typical value in water), even a slow, shallo\v flow with U = 0.02 m SS' and h = 0.1 m has a Reynolds number of 2000 and is very likely turbulent.
Turbulence also can b e generated by shear in the presence of stable stratification. In fact, stably stratified shear turbulence is the predominant form of turbulence in the ocean, where it controls mixing across the pycnocline. As a result, a great deal of research has concentrated on this subject in recent years (see reviews by Hopfinger 1987 , Abraham 1988 , Gargett 1989 , Fernando 1991 . The most important parameter controlling turbulence generation in the presence of stable stratification is the Richardson number, where g is gravitational acceleration (in m S-'), p is the density of the water (in kg m-3), z is distance normal to the plane of motion of U ( z usually is taken as the vertlcal direction, positive upwards, in m), and N is the BruntVaisala frequency (a measure of water column stability and the natural frequency of oscillation of a stably stratified water column, in S-'). The Richardson number may be thought of as the ratio of stabilizing stratification to destabilizing shear. Ri >> 0.25 indicates strong stability and Ri < 0.25 usually indicates breakdown of the flow into turbulence. In general, there are multiple possible sources of shear in natural flows, which interact with the stratification and with each other in complex ways (Dyer & New 1986 , Geyer & Smith 1987 .
Turbulence generated by unstable buoyancy fluxes also is common in nature. Examples include overturning of the surface mixed layer due to outward heat flux (Tayloi-& Stephens 1993 or increases in near surface salinity caused by evaporation or freezing. These processes result in unstable density profiles with heavier water over lighter water. The onset and intensity of buoyancy driven turbulence are controlled by the Rayleigh number, where Ap/p, the normalized unstable density difference over depth h, is written as aAT for a n imposed temperature difference AT (in "C) in a fluid with thermal expansion coefficient a (in "C-'), and the molecular diffusivity of mass D,, (in m2 S-') is written as the molecular thermal diffusivity DH (in m2 s-') for the same situation. The Rayleigh number may be thought of a s the ratio of the tendency for the water column to overturn to the tendency for diffusion to eliminate unstable density differences. Well-defined convective rolls develop for Ra > 1.7 X 103, and the flow becomes fully turbulent for Ra > 106 (Landahl & Mollo-Christensen 1986). For example, taking a = 2 X 10-4 "C-' and DF, = 1.45 X 10-' m2 S-' (fresh water at 20°C; Chapman 1974), a temperature increase of AT = O.Ol°C from the surface to h = 0.2 m depth would correspond to Ra = 1.1 X 106 and fully turbulent mixing would be expected.
Turbulence length scales and spectra
In unstratified turbulence, the size of the largest eddies, 1 (in m ) , usually approximates the overall scale of the flow, i.e. the depth of the water column, size of a n obstacle, thickness of the bottom boundary layer, depth of the surface mixed layer, etc. In the presence of stable stratification, the largest eddies tend to be smaller than the overall scale of the flow. This is because the largest eddies lose a substantial portion of their energy working against the stratification (Turner 1973) . The maximum length scale for the largest eddies in stably stratified turbulence is known a s the Ozmidov length, (Turner 1973 , Abraham 1988 , Weinstock 1992 , where E is the energy dissipation rate of the turbulence (in m' S?) (E is discussed below). If velocity data are available, 1 also may be defined statistically as the integral length scale of the turbulent velocity field, where U H~~S is the root mean square of the u velocity fluctuations, u is a velocity component (parallel to the X direction or perpendicular to the X direction, in m S-'), X , is an arbitrary fixed position, and X is distance away from that position (in m; Tatterson 1991) . Another way of interpreting Eq. (5) is to think of 1 as the auto-correlation length scale of the turbulent velocity field, or the distance at which velocity fluctuations are no longer correlated.
Large eddies in turbulent flows contain pressed in terms of wavenumber because Fourier decomposition techniques that are central to the derivation of turbulent energy spectra are most easily expressed in terms of wavenumber At length scales smaller than 1, or equivalently at wavenumbers greater than k,, the theory predicts that the turbulent energy spectrum E(k) (the wavenumber distribution of turbulent velocity variance, in m h s 2 ) will be defined by a region known as the equilibrium range in which turbulent energy is transferred to successively smaller and smaller eddies (e.g. Landahl & Mollo-Christensen 1986, and Fig. 1 ). In the equilibrium range, there is no direct external input of turbulent energy. The rate of energy transfer through this range equals the rate of energy extraction from the mean flow b\. the large the most energy. This is because flows usual!y are most unstable at large scales,
and large eddies are the first to be gener- (Richardson 1922 smaller scales has begun, however, the lnertlal Subrange 1 o.8 character of the turbulence becomes progressively more homogeneous and isotropic (spatially uniform and independent of orientation).
The statistical behavior of turbulence once generated is described remarkably well by the idealized theory of homogeneous, isotropic turbulence (Batchelor 1967) . This theory, which deals with the distribution of turbulent energy in eddies of different sizes, is expressed in terms of wavenumber, k (in m-'), instead of length or size. The wavenumber of an eddy is just the inverse of its size, such that the wavenumber of the integral length scale of turbulence is k, = 2 d 1 . The theory of isotropic, homogeneous turbulence is exEquilibrium Range Fig. 1 . Turbulence spectra observed by Grant et al. (1968) at a depth of 15 m near Vancouver Island, BC. Canada. Measurements were in the upper pycnocline under strong tidal forcing conditions; E = 0.52 cm2 S -? (a) Shear spectrum (0) and temperature gradient spectrum (0) . (b) Velocity (0) and temperature (0) energy spectra. Adapted from Grant et al. (1968) by permission of Cambridge University Press eddies, which also equals the rate of energy diss~pation by molecular viscosity at the smallest scales of turbulence. Molecular viscosity transforms turbulent velocity shear into heat at the smallest scales of turbulence. The rate at which this occurs is known as the turbulent energy dissipation rate E (in m' S-'). (Note that E frequently is given in different units. Conversion factors are listed in the legend of Table 1 .) F is the product of (velocity shear)' and \I by defin~tion. Velocity shear is the derivative of velocity with respect to distance, which, expressed in terms of wavenumbers, is equivalent to multiplying by k. Thus, e is given by
where E(k) is the 3-dimensional total energy spectrum (Tennekes & Lumley 1972) . The quantity k2E(k) (in m ss2) is known as the dissipation spectrum or shear spectrum (Tatterson 1991) . The smallest scale of turbulence and the s.mall size (high k) limit of the equilibrium range are defined by the Kolmogorov microscale, (frequently measured in mm; Mann & Lazier 1991 , Denmdn 1994 , Denman & Gargett 1995 . r) represents the point in a turbulent flow at which fluid inertia is no longer important. At sizes or separations smaller than q , fluid viscosity dominates and velocity shear is approximately the same at all scales, though it varies randomly in direction and strength (Lazier & Mann 1989) . Note that Eq. (6) is a factor of 271 greater than the definition commonly used by engineers and physical oceanographers (e.g. Kundu 1990 ); Eq. (6) is used here because it is more common in the ecological literature. With 11 defined as in Eq. (6), the Kolmogorov wavenumber may be defined as k K = 2n/q = (&/v.')'''{ which is the same as the definition of k, commonly used by engineers and physical oceanographers (who frequently leave the factor of 27c out of the relationship between wavenumber and size). This distinction between different definitions of q is important for aquatic ecologists because r) frequently is regarded as the actual slze of the smallest turbulent eddies. Laz~er & hdann (1989) discuss this issue in depth and point out that the definition of q favored by engineers and physical oceanographers is much smaller than any true turbulent eddy.
The range of wavenumbers such that k, << k << kk, is known as the inertial subrange (Fig. 1) . It only exists if the Reynolds number of the turbulence (Re, = uRMSVv) is large. The theory of homogeneous, isotropic turbulence predicts that the shape of the turbulent energy spectrum in the inertial subrange is given by where A, = 1.5 for E(k) representing the 3-dimensional total energy spectrum and A2 = 0.5 for the l-dimensional variance spectrum of a single velocity component (Tennekes & Lumley 1972 Eq. (8) has been verified experimentally many times since its first convincing demonstration for an energetic tidal flow (Grant et al. 1962) . It is one of the most important turbulence equations for aquatic ecology because it connects the large scales of turbulence responsible for large-scale mixing with the small scales of turbulence that influence interactions between small plankton. The shear spectrum k2E(k) increases as k"%hrough the inertial subrange, reaching a maximum at approximately 0.1-0.2kI; (Lazier & Mann 1989, and Fig. 1) . The maximum in the shear spectrum corresponds to the high wavenumber limit of the inertial subrange, where viscosity begins to dissipate shear energy and the -5/3 slope of E ( k ) becomes much inore negative. Thus, large eddies at low wavenumbers dominate the turbulent energy spectrum (hence turbulent velocities), but small eddies at high wavenumbers dominate the turbulent shear spectrum (hence turbulent shear rates).
Turbulence also reduces large-scale grad~ents of scalars such as temperature, salinity, and nut]-ients through mixing by successively smaller eddies until molecular diffusivity can smooth out the gradients at the smallest scales. The theory of isotropic turbulence predicts that the slope of the scalar spectrum Es(k) (in [scalar unitsI2 m) through the inertial subrange will be the same a s the slope of the velocity spectrum E(k), but it also predicts that Es(k) continues beyond the inertial siibrange in water to a higher wavenumber diffusive cutoff (Fig 1) . This additional region of the scalar spectrum is known as the viscous-convective subrange, and it has a slope proportional to k ' (Tennekes & Lumley 1972 , Kundu 1990 ). The break in Es(k) occurs a t a higher wavenumber than the break in E(k) because molecular diffusivity is not as effective at dissipating scalar gradients as molecular viscosity is at dissipating velocity gradients in water
The smallest size for scalar fluctuations is known a s the Batchelor microscale, (Mann & Lazier 1991) , where Dsis the molecular diffusivity of the scalar (in m2 ss'). In water, the ratio v/Ds (the Prandtl number for heat and Schmidt number for everything else) usually is quite large, such that qs c< q. The scalar gradient spectrum defined by k2ES(k) reaches a maximum at the break in slope of Es(k) that corresponds to the upper limit of the viscous-convec- Fig. l ) , which may have important consequences for the micro-environment of small plankton.
Turbulent mixing
Effective mixing of mass and momentum is one of the most important consequences of turbulence. Most of this mixing is accomplished by the stirring action of large, energetic eddies (Okubo 1980 , Garrett 1989 , Kundu 1990 ). Since these eddies are dependent on the nature of the large-scale flow, it follows that turbulent mixing is a property of the flow and not of the fluid. The simplest parameterization of turbulent mixing of momentum (i.e. turbulent stress) is to assume that turbulence results in a much larger effective coefficient of viscosity, the eddy viscosity K M (in m2 S-'). For example, the vertical shear stress, .s (in kg m-' s2), in a horizontally homogeneous, unidirectional flow may be written:
where r, KAl, and U have been written as functions of the vertical direction z and time t to emphasize that spatial and temporal variabilily of all three is the most general case, and the partial derivative symbol a has been used to emphasize the multi-dimensionality of the problem. The equivalent parameterization of turbulent diffusion of mass is where Fs is the flux of the scalar in the z direction (in scalar mass m'2 S-'), KD is the coefficient of eddy diffusivity (in mZ S-'), and cs is the concentration of the scalar (in scalar mass m-3).
For practical purposes it often is assumed that K D = K,,,, which is called the Reynolds analogy (e.g Kundu 1990) . In a well-mixed water column the Reynolds analogy is quite reasonable, but it is no longer valid in the presence of stable density stratification (Turner 1973) Stable stratification decreases turbulent mixing in general, but mixing of mass decreases more than mixing of momentum such that K, can be significantly smaller than KAl (e.g. Abraham 1988 , Lehfeldt & Bloss 1988 , Chao & Paluszkiewicz 1991 .
A common and convenient assumption about KM and KD is that they are constant. Under this assumption, all of the considerable and relatively familiar mathematics of molecular diffusion (Crank 1975 ) may be applied directly to turbulent diffusion as well, simply substituting a much larger value of viscosity or diffusivity. The constant eddy viscosity/diffusivity often is written as proportional to the product of a characteristic turbulent velocity and the integral length scale of the turbulence, or (Kundu 1990) where U. = (r/p)O"in m S-') is the shear velocity (the usual scale velocity for boundary layer turbulence). The constant of proportionality implied in Eq. (12) is approximately 1, with its exact value depending on the details of each situation. However, Taylor's theory of turbulent dispersion (e.g. Csanady 1973 , Kundu 1990 demonstrates that assuming a constant eddy viscosity/diffusivity is valid only when the length and time scales of interest are larger than the integral length a n d time scales of the turbulence. When this is not the case the eddy viscosity/diffusivity may vary with time, with distance away from a boundary (which gives the familiar logarithmic boundary layer profile; e.g. Grant & Madsen 1986), or with the size of a dispersing patch [which gives a characteristic (patch dependence; e.g. Okubo 19711 . Constant K,,,, and KD are assumed in the remainder of this paper for discussions of scaling, but the limitations of this assumption should be kept in mind.
Spatial and temporal variability of turbulence
Landahl & Mollo-Christensen (1986) point out that characterizing a variable flow only by its spectra or average properties presents a limited description of the true nature of the flow. Temporal and spatial variability are lost in the averaging process. Several important properties of turbulence tend to be temporally and spatially variable. Often the flows that generate turbulence are variable in time and space a s well, which can result in variable mixing on a larger scale.
Turbulence is intermittent. This intermittency takes 2 forms, both of which may be related to the probability distribution of turbulent quantities. In homogeneous, isotropic, steady turbulence, velocity fluctuations are approximately normally distributed but spatial and temporal derivatives of the velocity are not. Batchelor (1967) points out that small-scale shear in homogeneous turbulence tends to be intermittent, characterized by a higher than normal kurtosis (4th moment) of its probability distribution that corresponds to relatively infrequent bursts of high shear energy. This means that the dissipation rate (the square of the shear) is intermittent even when there is no spatial or temporal variability of the turbulence. Dissipation rate also tends to be lognormally distributed (Baker & Gibson 1987 , Yamazaki & Osborn 1988 , which implies a mean that is greater than the most (1996) , who su.ggest that internal mix- with a n A410 axial irnprller a t a Reynolds number of 2 X 105, from Weetman at known locations or depths and its (1992) with kind permission from Kluwer Academic Publishers. Numbers refer to the total range of E . Model contours show that E is large near the position of time to the impeller (not shown) and immediately below at the bottom, but that it estimate mixing directly. Neutrally decreases rapidly with both axial and radial dlstance buoyant dyes are used for both lateral probable value and a higher than normal probability of near tbe wall in a smooth turbulent boundary layer. very large events.
Similar gradients are present in the wind-mixed surThe second form of intermittency is associated with face layer (MacKenzie & Leggett 1993), though nearturbulent flows that are not homogeneous or steady. A surface gradients in dissipation may be even streper dimensionless intermittency factor, y, is defined as the during periods of high wind and breaking waves (Garfraction of time that the flow at a point is turbulent (e.g. gett 1989, Terray et al. 1996) . Localized regions of Townsend 1976 . Kundu 1990 . At the center of a turbuhigher turbulence intensity near step-like density lent wake y = 1, but it decreases towards the edge of interfaces also have been identified in what might the average envelope of the wake as turbulent eddies otherwise be thought of as continuous stratification become more and more infrequent, until y = 0 outside (MacIntyre et al. 1995) . the limit of turbulent activity. This form of variability accentuates the skewness (3rd moment) of the probability distribution of dissipation, causing it to devlate Measurements of natural turbulence from lognormality (Yamazaki & Lueck 1990) . Most natural flows are variable in this second sense, including Turbulence in natural water bodies is measured steady shear flows (Townsend 1976 , Landahl & Mollousing 1 of 3 broad classes of techniques. These techChristensen 1986), stratified turbulent flows (Yamaniques tend to be limited to different subregions of the zaki , Fernando 1991 , Gibson 1991 , and environment for practical reasons, though some of the complicated, time varying combinations of the two li~ilita.tions are disappearing as technologies improve. (Dyer & New 1986) .
First, time series of rapidly sampled, small-scale velocStrong spatial gradients of turbulence frequently are ity at a fixed point in a flow are used to determine associated with turbulence generation. For example, mean and turbulent contributions to the total velocity the length scale for turbulence generated by shear at a field. Often these Eulerian measurements are conboundary increases with distance away from the ducted in the bottom boundary layer (Gross & Nowell boundary, z, while turbulence dissipation rate de-1983 , Grant et al. 1984 , Williams et al. 1987 or the surcreases as z -' (Grant & Madsen 1986 ). In smooth turface mixed layer (Agrawal et al. 1992 ) with the sensors bulent boundary layer flow, a thin viscous sublayer attached to a rigid, stationary platform. Because most next to the boundary acts essentially in the same turbulence theory deals with length rather than time, capacity a s in free turbulence, and a thinner diffusive the time series of turbulent velocity are converted sublayer acts similarly to q, (Dade 1993). (Okubo 1971) and vertical diffusion studies (Ledwell et al. 1993) , while isopycnal drifters (Richardson 1993) and surface drogues (Davis 1985 , List et al. 1990 ) are used primarily to estimate horizontal dispersion and transport. Several techniques are available for estimating F from turbulence measurements. E may be estimated in terms of the large scale turbulence characteristics by where A , is a nondimensional constant of order 1 (Kundu 1990 , Moum 1996 . The integral length scale, l, of natural turbulence is sometimes measured (MacIntyre 1993), but the assumption that it behaves as in laboratory experiments often yields good results as well. For example, in laboratory experiments on turbulent boundary layers, 1 = z and U,qh,s = u., such that Eq. (13) becomes where K = 0.4 is von Karman's constant. Thls relationship has been found to give reasonable agreement with field data (Grant et al. 1984 ). Microstructure investigators usually calculate E as the variance of a single component of shear:
(SCOR Working Group 69 1988, Yamazaki & Osborn 1990) , where u is a velocity component transverse to the direction of motion z of a n~icrostructure profiler. Finally, a number of investigators have calculated E by fitting Eq. (8) to observed velocity spectra (Grant et al. 1984 , Agrawal et al. 1992 , Terray et al. 1996 .
Several techniques also are available for estimating the effective turbulent diffusion coefficient in nature.
When tracers are used, estimates of K, are obtained by fitting theoretical curves to observed data (e.g. Kent & Pritchard 1959 , Ledwell et al. 1993 . Another technique for estimating spatially and temporally variable dispersion is through seeding of numerical models with simulated Lagrangian tracers, then following the statistical behavior of the ensemble as the numerical flow field evolves (Geyer & Signell 1992) . Further, turbulence microstructure investigators frequently estimate KD based on measurements of energy dissipation, according to (Osborn 1980 , Itsweire et al. 1993 . A large body of literature treating turbulent diffusion in the environment also has developed in response to modeling and engineering needs (Csanady 1973 , Fischer et al. 1979 ) and takes the practical approach of assuming some functional form for K,] and setting controlling parameters empirically. Relationships of the form of Eq. (12) are used frequently (e.g. Middleton et al. 1993 ).
Summary
Natural aquatic turbulence is generated at the largest scales of motion and dissipated at the smallest scales. Large-scale velocity gradients and unstable buoyancy fluxes are the source of most turbulent energy. However, velocity and scalar gradients a r e most intense at the smallest scales of turbulent motion. The large and small scales of turbulence are connected by the well-established theory of isotropic, homogeneous turbulence, which allows large-scale mixing to be estimated from small-scale parameters (Eq. 16) and small scale dissipation to be estimated from large-scale parameters (Eq. 13) under some conditions. Mixing of mass is very similar to mixing of momentum at intermediate scales, but it is less effective at large scales in the presence of stable stratification and it is less effective a t the smallest scales of turbulence. Turbulence is variable in both time and space. Dissipation rate is intermittent, with infrequent, large events. The largescale flows that generate turbulence also vary in time and space. Large gradients in turbulent energy and length scales are common, part~cularly near boundaries. Table 1 summarizes the parameters identified in this section a n d gives approximate ranges for their values in different parts of the natural aquatic environment. It is clear that there is no single parameter that completely characterizes turbulence. It is not yet clear, however, which parameters or con~binations of parameters best characterize turbulent mixing and its effects in experimental ecosystems. This is the subject of the next section.
IMPORTANT TURBULENCE SCALES FOR ECOSYSTEM STUDIES
One approach to evaluating the effects of turbulent mixing in aquatic ecosystems is to express these effects in terms of times, lengths, and velocities, which enables straightforward comparison to many ecosystem parameters. This approach is adopted here in a n attempt to condense the numerous natural turbulence parameters discussed in the previous section into a meaningful and usable set of turbulence parameters for experimental ecosystem studies. Issues of spatial/ temporal variability and benthic-pelagic coupling also are considered.
Large-scale mixing-the mixing time
Mixing time is the amount of time that it takes for a conservative tracer injected at some point in a region to mix to some degree of uniformity across that region. This may seem like a vague definition, but in fact the precise definition of a mixing time depends on the location of the injection point, the degree of uniformity that is considered 'mlxed', and the boundary conditions of the region of interest. The most frequent expression given for the mixing time in a diffusiondominated environment is (Nixon et al. 1979 , Lewis et al. 1984a , MacIntyre 1993 , where T,,, is the mixing time (in S), L is the size of the region of interest (e.g. depth in m), and KD is the eddy diffusivity (in m2 S-'). Eq. (17) corresponds to the time for a tracer injected at one boundary of a region to become 97 % uniform within that region, when the boundaries are perfectly reflecting (by solution of Eq. 2.17 in Crank 1975) . This is a good model for an experimental ecosystem enclosure. If the injection point is located in the interior of the region of interest, then the mixing time to the same degree of uniformity is controlled by the furthest distance to a boundary. For example, if the injection point is in the center of the region then the mixing time is given by (Csanady 1973) .
T, is a n excellent choice for the single parameter that best expresses the influence of large scale mixing in ecology. Many ecological parameters associated w~t h large scale distribution or dispersal may be expressed as ratios of T, to characteristic ecosystem times. The most appropriate definition depends on the problem of interest, but generally the boundary mixing time (Eq. l?) is best for boundary flux problems and the central mixing time (Eq. 18) is best for internal dispersion problems. The ratio of the central mixing time (Eq. 18) to the turnover time of a plankton population, Tg = l/r where r is the growth rate (in S-'), is where L, = x(KD/r)"' is the Kierstead-Slobodkin critical patch size (in m; Okubo 1980 , Platt 1981 . If T,,, > Tg, patches develop inside the region and if T, < T,, patches disperse. The ratio of the boundary mixing time (Eq. 17) in a water column of depth h to the settling time, T, = h/ws, (in s ) for a particle with fall velocity 1% (in m S-') is
The parameter R,, is a full-depth Rouse number (for a discussion of the Rouse number see, e.g., Muschenheim 1987) . For large R, (7, > T,), settling particles tend to be concentrated near the bottom; for small Rh (T,, < T,), particles tend to be dispersed throughout the water column. This argument is equally valid for buoyant particles, except that accumulation tends to occur near the surface rather than the bottom. Lewis et al. (1984a, b) also discuss the ratio of the boundary mixing time to the photoadaptation period of phytoplankton, which, along with the ratio of the mixed layer depth to the depth of the euphotic zone, controls the photosynthetic performance of algae in the surface layer. Finally, the ratio of horizontal mixing time to the duration of larval dispersal should influence the uniformity of dispersal within a region of interest (Okubo 1980) .
Mass fluxes and mass transfer coefficients
One of the most important aspects of turbulent mixing in ecology is its influence on fluxes of nutrients and wastes to and from different ecosystem compartments. This influence is expressed through flow control of mass transfer processes, and it is most important when it limits fluxes relative to biogeochemical supply or demand. Most often the lirnitlng fluxes are those that occur across boundaries: the air-sea interface (Jaehne et al. 1987) , the sediment-water interface (Jorgensen & Revsbech 1985 , Santschi et al. 1991 , Dade 1993 , Glud et al. 1995 , the pycnocline (Denman & Gargett 1995) , surfaces of attached organisms (Koch 1994) , surfaces of planktonic organisms (Mann 81 Lazier 1991 , Karp-Boss et al. 1996 , surfaces of detrital aggregates (Alldredge & Cohen 198?) , and walls of experimental ecosystem enclosures (Oviatt 1994) . Boundaries restrict turbulent length scales and velocities and hence restrict the magnitude of the eddy dlffusivity, such that mixing can become slow enough to Limit fluxes. In general, flux limitation is not an issue within the interior of compartments such as the sur-face mixed layer and the bottom mixed layer, unless turbulent mixing is very weak.
Assumption of a constant eddy diffusivity allows all of the fluxes of interest to be written using the formalism of Fick's law:
where either KD (the turbulent eddy diffusivity in m2 S-') or DS (the molecular diffusivity in m2 S-') are used, depending on the scale of the problem, cS IS the concentration of the scalar quantity of interest (in mass m-"), z is distance in the direction of the maximum gradient (taken as posit~ve upward for simpl~clty, in m), and AcS refers to the change in cs across the diffusionlimiting layer thickness Az. P is known as the mass transfer coefficient, with units of velocity (m S-'; Santschi et al. 1991 , Patterson 1992 , Dade 1993 . Eq. (21) provides a convenient way to think about factors influencing fluxes; P is determined by flow conditions while Acs is determined by the biological or chemical processes of interest.
At small scales, = D s / A z . Since diffusion is entirely molecular, flow control of p occurs only through changes in Az; i.e. factors that decrease the thickness of the diffusion-limiting layer increase the mass transfer velocity. Decreasing Az can occur through increases in flow speed or roughness at a solid surface (Dade 1993) , through the development of waves at the air-water interface (Jaehne et al. 1987) , through relative velocities Induced by swimming or sinking of larger plankton (Mann & Lazier 1991 , Kiorboe 1993 , or in a general sense through anything that increases the Reynolds numbers of organisms (Patterson 1992 , Karp-Boss et al. 1996 . In all turbulent flow cases, Az is proportional to & -' l 4 (see Eq. g), where e is the turbulent energy dissipation rate near the outer edge of the diffusion-limiting layer Spat~al variability in E can lead to problems with sealing boundary fluxes in experimental enclosures. When turbulence is generated at a boundary, the dissipation rate is highest near the boundary and decays rapidly away from it (Eq. 14 and Fig. 2a) ; this is the most cominon situation in nature, where the surface and bottom boundary layers are important turbulence generation sites. When turbulence is generated away from the boundary and impinges upon it, the dissipation rate is low near the boundary and increases away from it (Fig. 2b and Brumley & Jirka 1987) ; this is the most common situation in an exper~mental ecosystem enclosure. The volume-averaged level of turbulent energy needed to achieve the same boundary mass transfer rate is different in these 2 cases. Thus, it is possible to stir a benthic flux chamber so as to mimic realistic values of p at the sediment-water interface (Buchholtz-ten Brink et al. 1989 , Glud e t al. 1995 . but the average level of turbulent energy inside the benthic chamber is likely to be unrealistically high. Similarly, a realistic level of turbulent energy in an experimental enclosure may result in unrealistically low boundary fluxes.
At large scales, P = KD/Az. In this case, both the limiting-layer thickness and the turbulent diffusivity are affected by the flow. The best example of this mode of flow control is mixing across a pycnocline, which differs depending on the source of turbulent energy (Turner 1973 , Abraham 1988 , Fernando 1991 . Internal mixing is generated by veloc~ty shear within the pycnocline, depending on the Richardson number of the flow (Eq. 2). As pointed out previously, internal mixing dominates vertical mixing across ocean thermoclines. External mixing is generated by turbulence above or below a pycnocline. This form of mixing occurs in nature at the base of the surface mixed layer and a t the top of the bottom mixed layer, but it is virtually the only form of mixing possible in an artificial enclosure where there is no large-scale velocity shear to generate internal mixing. Internal mixing tends to weaken the density gradient by entraining fluid from outside the pycnocline into the pycnocline, and it results in a turbulent diffusivity given by Eq. (16). External mixing tends to sharpen the density gradient. If mixing is on one side of the pycnocline only, then the mixed layer entrains the unmixed layer at a rate known as the entrainment velocity, which is identical to p (Fernando 1991) . If both sides of the pycnocline are mixed, then fluid is exchanged across the pycnocline in both directions at the respective, independent entrainment velocities (Turner 1973) . Both internal and external mixing result in mass fluxes across a pycnocline, but the sources of mixing energy are different, the consequences of mixing are different, and the magnitudes of P are different.
In many cases, a mass transfer coefficient may be converted to a mass transfer rate for comparison to biogeochemical rates of uptake or release. This is particularly convenient in experimental ecosystem enclosures. Given a mass transfer coefficient p across a boundary with surface area A (in m2) into a volume V (in m3), the mass transfer rate, m (in S-'), is given by If m is compared to some biological or geochemical rate of uptake or release, r (in S -' ) , the potential for mass transfer limitation may be evaluated readily. For example, if r represents the maximum nitrate uptake rate by surface layer phytoplankton and m represents the mass transfer rate of nitrate across the pycnocline, then m/r < 1 indicates that pycnocline fluxes of ammonium may be limiting phytoplankton growth.
It is important to recognize that similar profiles of temperature, salinity, nutnents, etc. may be main-tained with different rates of mass transfer. For example, Donaghay 8: Klos (1985) maintained stratified water columns in the MERL mesocosms at the University of Rhode Island, USA, by chilling the lower layer and relying on solar heating to mainta~n a warm upper layer. Mixing was maintained at a constant rate in both the upper and lower layers. The temperature profile that they achieved represented a balance between the rate of mixing (which conlrolled m) and the rate of heat loss in the lower layer (essentially the same as r). A steady-state profile was established for m = r. A similar profile could have been maintained with less chilling and less mixing, or with more chilling and more mixing. The resultant rates of mass transfer across the thermocline in these alternative scenarios would have been quite different, however. In a simllar vein, Boyce (1974) demonstrated that similarity in temperature profiles inside and outside a thin-wall limnocorral could be achicvcd easily despite gross dissimilarities between the vertical mixing processes inside and outside, simply by efficient horizontal heat transfer.
A general conclusion from these considerations of mass transfer is that simulation of both realistic water column turbulence and realistic boundary mass fluxes is a daunting task in an experimental ecosystem. The primary reason that it is so diffi.cult is that turbulence in nature tends to be generated by shear at the surface and bottom boundaries or within the pycnocline, while mixing in a n experimental ecosystem usually is generated by artificial internal mechanisms such as paddles, grids, air bubbling, or pumping. Since mass transfer rates depend on the source of mixing energy, it is difficult to simulate natural mass fluxes in an artificial enclosure without distorting the total mixing energy. Natural surface mass fluxes generated by convective overturning on a windless night may be simulated in a captured water column, but this is an exception rather than a rule.
Small-scale effects of turbulence
Recent research has indicated that t.u.rbulence may have as profound an ecolog~cal effect at small scales as it does at large scales, over and above its effects on mass transfer. There are 4 inter-related areas in which turbulence affects small-scale ecosystem processes: predator-prey interactions, particle aggregation and disaggregation, small-scale patchiness, and speciesspecific growth inhibition.
The influence of small-scale turbulence on planktonic pred.ator-prey interactions has received a great deal of attention in recent years. Mu.ch of this attention stems from the work of Rothschild , who proposed an enhanced rate of predator-prey contact due to small-scale turbulent shear. The expression for relative turbulent velocity between 2 particles separated by a distance, r, that they used was which str~ctly speaking is valid within the inertial subrange. Hill et al. (1992) showed that an equation of this form governs particle-particle relative velocities even at separations smaller than the Kolmogorov microscale (although they quote a factor of 1.37 rather than 1.9), most probably because particles do not exactly follow the flow. Extension of Eq. (23) to sub-Kolmogorov scales is Important because the organisms most likely to be affected by turbulence-enhanced contact are similar to or smaller than q in size (Dower et al. 1997) .
Much has been written about the positive influences of turbulence on predator-prey contact and the possible negative influences of turbulence on organism behavior since Kothschild & Osborn's seminai w o r~ (Sundby & Fossum 1990 , Saiz et al. 1992 , Alcaraz et al. 1994 , Muelbert et al. 1994 , Peters & Gross 1994 , Denman & Gargett 1995 , Landry et al. 1995 , Dower et al. 1997 ). Some of this research suggests that these small-scale processes may influence directly large-scale abundances and distributions (e.g. Sundby & Fossum 1990 , Muelbert et al. 1994 . However, in a senes of comments on turbulence and predator-prey interactions, Browman (1996) and others describe this particular area of research as theory-rich but data-poor, in need of both field and laboratory verification. Dower et al. (1997) also caution that more research is needed before links between small-scale turbulence and large-scale population dynamics can be established firmly.
Small-scale turbulence also influences part~cle aggregation and disaggregation processes through its i.nfluence on particle-parti.cle contact and small-scale shear. Aggregate size and excess density are the primary determinants of settling rate (van Leussen 1988 , Jumars 1993 , Fennessy et al. 1994 . Aggregation and disaggregation processes influence settling of phytoplankton blooms (Kisrboe et al. 1990 , Kisrboe 1993 , characteristics and vertical distributions of marine snow (Maclntyre et al. 1995) , and settling and deposition of cohesive sediment particles in the bottom bound.ary layer (van Leussen 1988 , 1997 , Wolanski et al. 1992 . van Leussen (1988 van Leussen ( , 1997 argues that the Kolmogorov microscale sets an effective upper limit on aggregate size, demonstrating how turbulence can both promote and limit aggregation.
An intriguing aspect of small-scale turbulence is that it may promote small-scale patchiness rather than uniformity. Instantaneous gradients of scalars such as heat, salt, and nutrients are greatest at scales sim~lar to q (as discussed previously). Physically t h~s may be attributed to the tendency of small-scale shear, which is no longer truly turbulent, to create elongated concentration streaks that eventually become narrow enough to be affected by molecular diffusion (Gari-ett 1989) . Microscale patchiness of odor plumes under turbulent forcing has been observed in the laboratory (Moore et al. 1992) . Although the mechanism is slightly different, Squires & Yamazaki (1995) also have modeled preferential concentration of particles by smallscale turbulence, with possible local concentrations up to 40 times the volume-averaged concentration.
Small-scale shear similar to that produced by turbulence has been shown to inhibit the growth of certain dinoflagellate species (Thomas & Gibson 1992 , Gibson & Thomas 1995 , presumably due to physiological stress. Shear thresholds for decreased or inhibited growth are species specific. It appears that relatively short exposure to hlgh shear can be just as damaglng a s more continuous exposure. Turbulence also has been shown to alter the structure of bacterioplankton communities (Moeseneder & Herndl 1995) . The small scale shear that acts on organisms much smaller than q IS proportional to (E/v)'/~, rather than as in Eq. (23) (Hill et al. 1992) .
The common thread of all of these small-scale effects of turbulence is that they depend on turbulence dissipation rate E raised to some fractional power, in addition to depending on properties of the fluid medium or particles. Predator-prey iilteraction and particle aggregation depend on E'" a s long as Eq. (23) is valid. Particle disaggregation depends on velocity shear relative to aggregate strength, with typical maximum aggregate sizes similar to q , which in turn depends on E-"~. Velocity shear depends on € ' l 3 at scales much larger than q and on E'" at scales much smaller than q. Small scale patchiness depends on the existence of a siynificant viscous-convective subrange in the scalar energy spectrum, which in turn depends on E-"' and on the ratio of molecular viscosity to molecular diffusivity (the Schmidt number).
Spatial and temporal variability of turbulence
Spatial and temporal vdriability of turbulence can have important consequences for ecosystem processes. At small scales, Gibson & Thomas (1995) reported that brief daily exposure to high turbulent shear is enough to inhibit the growth of dinoflagellates. Hwang et al. (1994) showed that, though copepods exhibit initial escape responses to turbulent shear, they eventually become habituated to the extra stimulus. The length of the calm interval between bursts of turbulent shear determines how long habituation is maintained. Bowen et al. (1993) showed that motile bacteria may be capable of temporary clustering in the vicinity of phytoplankton, with increased clustering during the periods of calm between intermittent bursts of turbulent shear Variability of larger-scale turbulent mixing is important as well. Alternating mixing and stratif.ication is necessary for ~nitiation of phytoplankton blooms (Legendre 1981 , Taylor & Stephens 1993 . K i~r b o e (1993) argued that freq.uent periods of alternating mixing and stratification give a competitive advantage to diatoms relative to smaller phytoplankton, whereas long perlods of stratification with little mixing promote the opposite trend. Lasker (1981) suggested that periods of stable, non-turbulent conditions were needed to avoid over-dilution of larval anchovy food supplies by turbulent mlxlng. Lewis et al. (1984a, b) and Schubert e t al. (1995) showed how variable light exposure of phytoplankton caused b \ large-scale vertical mixing in and out of the euphotic zone can control photosynthetic performance. Eckman et al. (1994) indicated that the tidal variabilities of turbulent bottom shear stress and vertical mixing should be important determinants of the settlement success of benthic larvae in shallow water.
Difflcult~es arise in attempting to identify mean~ngful measures of turbulence variability for ecosystem studies. The problem is simplified somewhat by separating considerations of variability into those that primarily affect small scales and those that primarily dliecl large scales. Turbulent shear and dissipation rate, which are most important at small scales, a r e characterized by infrequent large events and intermittency. Reasonable measures of this kind of turbulence variability in a n experimental ecosystem might include the range of turbulent dissipation rates likely to b e encountered by an organism and the characteristic time scale of intermittence. Baker & Gibson (1987) advocated use of the variance of the logarithm of dissipation rate as a measure of intermittency. In the present context this parameter is more like a measure of the range of dissipation rates, but it is a good, parameter to measure because it may b e compared to data obtained in natural flows. Temporal variability of large-scale mixing may be characterized by the time history of a large scale turbulence parameter such as U R~, S , Tm, or Kh,. Appropriate measures in experimental ecosystems might include on and off times for mixing and the phase of the mixing cycle relative to other important cycles of external forcing, such as the light-dark cycle.
Finally, it must be remembered that turbulence at large and small scales generally covaries. Thus, high winds that increase predator-prey contact rates in near-surface waters also disperse prey patches a n d potentially lower prey concentrations (Dower et al. 1997) . Similarly, plankton that are advected through zones of high and low turbulent energy by large eddies in nature experience considerably greater variation in small-scale shear than plankton held in an experimental chamber with a continuously oscillating grid.
Benthic-pelagic coupling
It is tempting to consider pelagic and benthic processes in isolation. For example, SCOR Working Group 85 (1990) concentrated separately on free-floating open-water enclosures and sublittoral benthic enclosures. However, many of the problems that they identified as appropriate for investigation in experimental ecosystems are affected directly by benthic-pelagic coupling. Artifacts resulting from separation of the water column and the benthos especially are likely in shallow water ecosystems. Oviatt (1994) notes major differences in plankton communities in the MERL rnesocosms that resulted from inclusion or exclusion of a realistic benthos; both benthic nutrient remineralization and pelagic-benthic competition were implicated. Threlkeld (1994) also presents cogent arguments for pursuing experiments in linked pelagic-benthic systems, where components of either sub-environment can affect components of the other.
In most experimental ecosystems that do include both pelagic and benthic elements, the benthos is simply placed at the bottom of the pelagic tank. This introduces a mismatch in benthic and pelaqc turbulence scales, discussed above in the context of benthic mass transfer. Benthic organisms also are affected by the artificial flow environment (Nowell & Jumars 1984 , Snelgrove & Butman 1994 . For example, feeding behavior and efficiency (Carey 1983 , Muschenheim 1987 , Monismith et al. 1990 , Grizzle et al. 1992 , Taghon & Greene 1992 ) and larval settlement (Butman 1987 , Pawlik & Butman 1993 ) are affected by the presence or absence of horizontal flow and horizontal particle flux. The relevant velocity scale for these processes is the mean shear velocity, U , , and the relevant length scale near the bottom is the bottom roughness, k,, (Butman 1986 , Muschenheim 1987 . Thus, experimental ecosystems containing benthos should add 3 more variables for scale comparisons: the mean and variance of U . and a typical value of kb. Natural boundary layers presumably are characterized by larger U . means and smaller U . variances than conventionally mixed experimental ecosystems (except perhaps for wave-dominated environments; Denny 1988).
Summary
The 2 most important turbulence parameters for experimental ecosystem research are overall mixing time, T,,,, and turbulence dissipation rate, E, the former representing the effects of large-scale mixing and the latter the effects of small-scale shear. T,r, 1s a very useful measure of large-scale mixing effects in experimental ecosystems. In general the boundary mixing time (Eq. 17) is best for boundary flux problems and the central mixing time (Eq. 18) is best for internal dispersion problems. Ratios of T,,, to characteristic ecosystem times, such as population turnover time (Eq. 19) or particle settling time (Eq. 20), reveal much about overall distributions and characteristics of associated ecosystem components. There are 2 important caveats, however. First, Tm is loosely defined in the sense that its definition depends on the choice of a reference point within the ecosystem enclosure and the choice of a level of uniformity that is to be considered mixed. Second, caution must be used when comparing estimates of T, based on different definitions, since most definitions of T,,, assume a constant eddy diffusivity that is valid only in a limited sense. E is the controlling physical factor for a wide variety of ecosystem processes, ranging from mass transfer across boundaries to predator-prey interaction to small-scale patchiness. Many of these processes depend on a local value of E that may be quite different from the average value, such that it is just as important to measure the distribution of E within an enclosure as it is to determine its average value.
Spatial and temporal variability of turbulent mixing also may be expressed in terms of T, and E. The time history of Tm is an important indicator of large-scale temporal variability. The skewness and kurtosis (the 3rd and 4th moments) of the probability distribution of E are a good measure of the likelihood of rare large events and the degree of intermittency that affect small-scale processes. When benthic processes and benthic-pelagic coupling are important, 3 more important turbulence scales are added. These are the mean and variance of the bottom shear velocity, u., and a typical value of the bottom roughness, kb.
Many important processes in experimental ecosystems are affected by turbulence at all scales. Particle cycling is a good example. Large-scale distributions of settling particles are controlled by the mixing time and the settling velocity (Eq. 20). The settling velocity is influenced by aggregation and disaggregation processes, which are controlled by small-scale turbulence. Resuspension and d.eposition processes may be thought of as mass transfers across the sediment-water interface controlled by parameters similar to those discussed in connection with Eq. (21) and by the time variability of benthic boundary layer flow (Mehta 1988 , Sanford & Chang 1997 ). Thus, if particle cycling is to be considered from a system perspective, the implica-tions of ignoring or distorting turbulence characteristics at any scale must be considered carefully.
IMPLEMENTING AND QUANTIFYING TURBU-LENT MIXING IN EXPERIMENTAL ECOSYSTEMS
Important features of natural turbulence and important mixing scales for experimental ecosystem research have been identified in the preceding sections. No less important are the practical questions of how to implement a mixing scheme and how to gauge its performance. This section explores various aspects of implementing and quantifying realistic turbulent mixing in experimental ecosystem enclosures. It is organized into subsections on general considerations and constraints, lessons from chemical engineering, existing experimental ecosystem mixing schemes, techniques for measuring turbulent mlxing in enclosures, and dimensional analysis.
General considerations and constraints
There are a number of mixing considerations for experimental ecosystems that are more practical than theoretical. Many of these are little more than common sense, bul they should be enumerated both for completeness and because they impose constraints on the design of a mixing system. The most important are (1) Size: There are minimum dimensions for mesocosms based on organism size and behavior (Guanguo 1990), light extinction (Menzel & Case 1977) , trophic complexity (Kuiper et al. 1983) , and sampling requirements. Size also is an issue with regard to the state of the turbulence (Osborn & Scotti 1996) . Targeted natural turbulence dissipation levels often are quite low (Table 1) . If the turbulence generation apparatus is small, the integral length scale 1 will be small and the turbulence (3) Non-interference: The mixing apparatus should not block light significantly (when this is an issue), nor should it disturb organisms significantly (Pliestad 1990). (4) Cost: Costs of constructing and maintaining a mixing system should not be so large as to limit replication or repetition of an experiment. (5) Durability: Ecosystem experiments often run for extended periods of time, and environmental conditions frequently are not very hospitable for complex mechanical systems. A good mixing system design will stand up to sustained use over long periods without frequent Interruption for maintenance or repairs. (6) Benignity: Mixing components should not contaminate or otherwise affect the environmental quality of an ecosysten~ enclosure, and they should not retain nutrients or contaminants from one experiment to the next. Heat generated by the mixing apparatus should not significantly change the temperature of the enclosure. (7) Wall shear: The walls of ecosystem enclosures are the source of some of the most significant artifacts in experimental ecosystem research (Oviatt 1994) . High shear at the bvalls results in little if any mass transfer limitation for wall communities. Mixing schemes that cause large shear a t the walls relative to the surface, bottom, and interior of an enclosure should be avoided. This is especially important if the growth of wall communities cannot be controlled by frequent wall cleaning. (8) Scope: If a n experiment is limited in scope, the scale and complexity of the mixing apparatus can be limited accordingly. For example, experiments on benthic recruitment can concentrate on representing the benthic environment accurately, as long as primary production, nutrient cycling, and trophic interactions in the plankton are not a concern (Butman 1987 , Findlay et al. 1992 , Grassle et al. 1992 ). Experiments on attached or tethered organism behavior under turbulent conditions can concentrate on flow and turbulence in the vicinity of the organism alone , Johnson & Sebens 1993 , Hwang et al. 1994 ) The definition of experimental ecosystem is stretched by inclusion of these limited situations, but that 1s not the issue here. The point is that simpler can be easier or more accurate, as long a s the limitations of simplification are recognized.
Lessons from chemical engineering
Chemical engineers deal routinely with many of the mixing issues raised here. Mixing is an integral , Tatterson 1991 . The goals of chemical process mixing differ significantly from the goals of expelimental ecosystem mixing, however. In most cases, chemical engineers want to maximize the rate of a mixing-controlled reaction, such that mixing rates, turbulent energies, and Reynolds numbers are all much higher than is acceptable for experimental ecosystem research. Perhaps the closest chemical engineering analog to an experimental ecosystem is an industrial fermentor, where a community of microbes is the prime concern (Feijen & Hoffmeester 1992) . In any case, the design principles used by chemical engineers for mixing tanks are a useful touchstone for ecologists. Similar conceptual transfers from chemical engineering have been invoked in other areas of ecology (Penry 1989 , Patterson 1992 . Much of the chemical engineering literature on mixing deals with impeller designs, flow patterns, and turbulence characteristics in a 'standard tank geometry' (Oldshue & Herbst 1990 , Tatterson 1991 ; the remainder of this subsection is drawn from these 2 references unless otherwise noted) Typical dimensions and flow patterns of standard geometry tanks are indicated in Fig. 3 . A standard tank is cylindrical and as wide as it is dccp, with a single impeller at approximately 2/i depth that is rotated unidirectionally about a vertical axis. The spin imparted to the flow by the impeller is broken up and converted to vertical stirring by vertical baffles on the walls. Two types of irnpeller are used: a horizontal disk with vertical blades known as a radial impeller that drives an outward flow, and an open set of pitched blades known as an axial impeller that drives a vertical flow.
Three powerful concepts from chemical engineering mixing studies may be transferred to experimental ecosystem studies, not including mechanical design considerations. The first is that the power put into mixing, which is equal to the power dissipated by turbulence at steady state, may be written as a function of the yeolneti-y of the system and the rate of impcller rotation:
where E is the volume averaged dissipation rate, P is applied power (in W = kg m2 s -~) , V is tank volume (in m3), Np is the dimensionless, empirically determined power number, N is impeller rotation rate (in S-'), and D is impeller diameter (in m). Note that the average value of E on the left-hand side of Eq. (24) does not indicate the variability of E within the tank. It typically varies over almost 2 orders of magnitude, with the highest values in a small region around the impeller (Fig. 2b) . Several ecological researchers also have estimated average E by measuring the power put into mixing at steady state (Nixon et al. 1980 , Kierrboe et al. 1990 , Peters & Gross 1994 , with mixed success (discussed below).
The second important concept is the use of scale models for mixing system design and evaluation. The power number Np may be shown to be a function of the geometry of the tank-mixer system and an impeller Reynolds number, ReD = ND2/v: N p Rel; X nondimensional geometric terms (25) The exponent a varies with Reynolds number between cr = -1 for low Reynolds numbers and a = 0 for high Reynolds numbers. For high Reynolds numbers and similar geometries (e.g. the standard tank geometry), Np is approximately constant. Eq. (25) allows scale modeling of tank mixing in which the size of the system is scaled down and the rotation rate is scaled up to maintain the same Reynolds number. Flow and turbulence characteristics are then identical between a small-scale model and a full-scale prototype. An obvious advantage of this approach is that laboratory-scale It has gradually been replaced by the rotating paddle/ bar design on the right, which was developed to enable a stratifled water column experiment to be performed. Stratification can be eliminated by placing mixing bars throughout the water column. The direction of paddle rotation is reversed periodically to avold spin-up of the water column In both d e s~g n s , mixing is turned off for 2 to 4 h every 6 h to simulate tidal slack models are much easier to construct, measure, and modify than full-scale prototypes. The possibilities of scale modeliny in experimental ecosystem research are discussed below in connection with the use of dimensional analysis techniques in ecology.
The third important concept is that mixing in tanks can be separated into what chemical engineers refer to as flow and shear. In more familiar terms, flow is equivalent to circulation or stirring and shear is equivalent to turbulent dissipation in the vicinity of the impeller. The design of the impeller controls the ratio between flow and shear. Large, slowly spinning axial impellers promote flow, while small, rapidly spinning radial or unpitched axial lmpellers promote shear. High-flow/ low-shear mixing is most effective for stirring and suspension of particles, while low-flow/high-shear mixing is most effective for promoting small-scale particle contact and dispersion. Clearly, neither extreme 1s desirable for experlinental ecosystem studies. Highflow mixing tends to transfer most of the turbulence production and energy dissipation to the walls. Highshear mixing tends to create local zones of intense dissipation with little exchange between different parts of the tank. A balance between the two is desirable. The right amount of flow will help with large scale dispersion and will ensure that all of the water in an ecosystem enclosure is carried past the impeller at some point, while the right amount of shear will mimic the range of dissipation rates likely to be encountered by a n organism in its natural environment.
W E L L -M I X E D M E S O C O S M S T R A T I F I E D M E S O C O S M
Existing experimental ecosystem mixing schemes Mixing, like many other aspects of experimental ecosystem design, is something that everyone does differently. There are, however, several general categories into which existing schemes can b e placed. These include rotating paddles and oscillating grids in tanks, flexible-walled in situ enclosures, stirred benthic chambers and flumes, and miscellaneous other schemes including bubbling, pumping, and shaking of a variety of enclosures. A few selected examples a r e presented here to illustrate the range of designs and to discuss advantages and disadvantages of different schemes.
Rotating paddle mixers are similar to the standard chemical engineering mixing scheme shown in Fig. 3 . They are used in land-based, rigid-wall enclosures. In this design, paddles or mixing bars are rotated about a vertical axis to produce turbulence along with varying levels of circulation. Rotation is periodically stopped and reversed to avoid spinning u p the water column in one direction. Examples include the MERL mesocosms at the University of Rhode Island, USA (Donaghay & Klos 1985 , Klos 1988 , the RIKZ mesocosms in Jacobahaven, The Netherlands (Peeters et al. 1993 , Prins et al. 1994 , and the MEERC mesocosms at the University of Maryland, USA (L. Sanford, S. Suttles, E. Porter & R. Calabrese unpubl.). The MERL systems are illustrated in Fig. 4 . The original mixing scheme in WIERL was a vertically oscillating plunger, which maintained a well Fig. 5 . Oscillating grid mixing scheme used by Estrada et a1 (1987) . Two circular pieces of netlon netting of 6 mm mesh size oscillated up and down In the upper part of 15 cm diameter culture vessels to stir the lighted surface layer. Other Investigators (e.g. Howarth et al. 1993 ) have used oscillating grid systems in larger tanks with larger grid elements mixed water column with artificially high vertical exchange (Nixon et al. 1980) . Rotating paddles were introduced to enable a stratified water column expenment to be conducted (Donaghay & Klos 1985) , but they have become standard for most recent MERL experiments (E. Klos, University of Rhode Island, pers. comm.). Rotating paddle mixers can simulate the major features of natural water column turbulence. Expenmental ecosystems mixed with rotating paddles are capable of sustaining a realistic aquatic ecosystem for extended periods of time Rotating paddles may be used to maintain either a well-mixed water column or 2 well-mixed layers separated by a pycnocline. Sanford et al. (unpubl.) have shown that chemical engineering scaling rules (e.g. Eq. 24) are in qualitative agreement with the behavior of the rotating paddle mixing systems in the MEERC mesocosms. Because the systems are accessible, maintenance and wallcleaning are relatively straightforward. Disadvantages of this mixing design include a practical upper limit on volume (the MERL tanks are the largest at 13 m", expenses of construction, and an artificially low energy benthic environment unless the internal mixing energy is ~ncreased in compensation (Prins et al. 1994 ). Disturbance of organisms by the paddl.es and ~nitiation of experiments with realistic natural populations do not seem to be major problems in practice (B. Sullivan, MERL, pers. comm.).
Oscillating grids have been used by a number of investigators to generate turbulence at a variety of scales and in 2 different modes. A schematic of an oscillating grid mesocosm mixi.ng system is shown in Fig. 5 . Oscillating grids are used most often in rigid-walled land-based tanks ranging in size from laboratory beakers (Kiorboe et al. 1990 , Peters & Gross 1994 through microcosms containing tens of liters of water (Estrada et al. 1988 , Hwang et al. 1994 , Landry et al. 1995 to mesocosms of several m" volume (Howarth et al. 1993) .
The first mode of grid operation is a short, relatively rapid oscillation centered on a fixed location (Estrada et al. 1987 , K i~r b o e et al. 1990 , Saiz et al. 1992 , Howarth et al. 1993 , Hwang et al. 1994 , Landry et al. 1995 , Brunk et al. 1996 . This mode has several advantages. A large portion of the water column is undisturbed, there are good published measurements of oscillating grid turbulence (Brumley & Jirka 1987 , Hill et al. 1992 , Howarth et al. 1993 , Brunk et al. 1996 , and direct measurement of mixing power is possible through the use of force and displacement transducers (Kiarboe et al. 1990 ). The major disadvantage of this mode of operation is that there is an extremely large gradient in turbu.lent dissipation rate away from the center of oscillation. Turbulent dissipation rate decays approx~mately as dist a n~e -~ in the vicinity of the grid (Brumley & Jirka 1987). In addition, there is little net circulation to stir the water column, such that the various subregions of the tank may be poorly connected. The second mode of grid operation is a longer, slower oscillation, with the grid passing through most of the water in the tank at least once per cycle (Peters & Gross 1994 ). This mode ensures more homogeneous turbulence, but it may be more disruptive to delicate organisms and it is more difficult to sample. Other potential disadvantages of both modes of operation include grid interference with the light field and an artificially low energy benthic environment.
Flexible-wall in situ experimental ecosystems have been used by aqu.atic ecologists for nearly 40 years (Banse 1982 , SCOR Working Group 85 1990 . These enclosures tend to be deep, relatively narrow bags constructed of thin, clear plastic sheeting (Menzel & Case 1977 . Grice & Reeve 1982 . They usually are supported at the surface by floatation rings, with the walls kept vertical by weighted shrouds, guy wires, or an -.
--adjacent structure. Fig. 6 is an illustration of the flexi--. .
--.--:--.
ble-wall in situ enclosures used in the CEPEX field program carried out in Saanich Inlet, British Columbia, in the late 1970s (Menzel & Case 1977 , Grice & Reeve 1982 . Advantages of these systems are that a large volume of jn situ water and most of its associated organisms can be captured with little disturbance, that incident light is more natural than in many other experimental ecosystems, and that temperatures are naturally controlled by the surrounding water Disadvantages include a somewhat greater difficulty of sampling and the fact that these systems seldom include benthos (but see Riemann et al. 1988 , Chrost & Riemann 1994 .
The most important drawback of flexible-wall enclosures, however, is that mixing is greatly reduced. For example, Steele et al. (1977) estimated vertical turbulent diffusivities of approximately 0.1 cm2 S-' in the CEPEX enclosures. This is larger than molecular diffusivity; Steele et al. (1977) speculated that a certain amount of mixlng was induced by instantaneous temperat.ure exchange across the walls, nighttime convection, and wave forcing at the surface. However, 0.1 cm2 S-' is at least a n order of magnitude smaller than turbulent diffusivity in the natural surface layer. As a result, the CEPEX enclosures were artificially stratified with virtually no upward nutrient flux (Takahashi & Whitney 1977), and larger phytoplankton settled out rapidly after initiation of the experiments (Eppley et al. 1978) . Absence of large scale mixing almost certainly meant little turbulent energy at small scales, which likely affected trophic interactions within the enclosures a s well. Brief daily mixing by bubbling was sufficient to reestablish a more normal plankton (Eppley et al. 1978 , Sonntag & Parsons 1979 , but the temporal pattern and intensity of mixing were not natural.
Small flexible-wall enclosures narrower than the wavelength of prevailing waves do seem to be better mixed (Gust 1977 , Takahashi & Whitney 1977 . Chrost & Riemann (1994) also report on experiments In flexiblewall systems stirred by 'wind-driven rmlls', but no further details are given. Watanabe et al. (1995) describe a jetpipe scheme for stirring the upper few meters of moored enclosures, which was sufficient to prevent sedimentation of the larger phytoplankton. They provide a reasonable description of the resulting circulation, but no turbulence measurements appear to have been made. In addition, thelr scheme requires an external power source to run the pumps. The general lack of schemes for implementing controlled mixing in flexible-wall experimental ecosystem enclosures should be addressed, as should the lack of data on turbulence characteristics in these systems. This is especially true in light of some of the other advantages of these systems. In most experiments, the enclosures were not mixed other than by naturally induced motion of the walls and nighttime cooling, though Eppley et al. (1978) and Sonntag & Parsons (1979) describe experiments with bubbling. The small-diameter enclosures were better mixed than the large-dia~lleler enclosures, but both designs were signjficantly under-mixed relative to the external water column Air bubbling is a mixing scheme with precedents in chemical engineering but very few published applications in experimental ecosystems. In chemical process mixing, bubbling is most often used in metallurgical applications. A useful relationship for the average dissipation rate produced by bubbling is
where Q is the volume flow rate of the gas (in m" S-'), g is gravitational acceleration (in m S-'), and H is the depth of bubbling (in m) (Tatterson 1991) . Details of mixing produced by bubbling depend on the location of bubble injection. In experimental ecosystem applications, Eppley et al. (1978) and Sonntag & Parsons (1979) bubbled the CEPEX enclosures to keep larger phytoplankton suspended and to resupply nutrients to the upper part of the water column, respectively. An appropriate duration and frequency of bubbling were guessed a t in both cases, and adjusted as necessary to achieve the desired results.
Recirculation by pumping has been used on occasion for mixing purposes (e.g. Kotak & Robinson 1991) . While attractive in its simplicity, pumping is not a very realistic representation of natural turbulence. Pumping tends to produce flow with low shear in the interior of the experimental ecosystem enclosure and very high shear in the pump/hose assembly. If the fluid is reintroduced into the tank as a jet, it can contribute to mixing in the enclosure; in this case there are precedents in the chemical engineering literature (Tatterson 1991) and, interior mixing may be more realistic.
Benthic experimental ecosystem studies may be classified a s in situ plots, channels, tunnels, or enclosures with varying degrees of connection to the surrounding environment (e.g. Asmus et al. 1992 , and see Banse 1982) , and land-based facilities with sediments a n d organisms transplanted from the field (e.g. Silverberg e t al. 1995). A separate classification into soft-bottom ( d e Wilde 1990) or hard-bottom (Bakke 1990) ecosystems may be made as well. In situ benthic studies are not affected as senously by advective changes a s a r e plankton studies, since many of the organisms of interest are fixed to the bottom. This fact, along with the difficulties of transporting undisturbed sediment and benthos from the field and the long periods of adjustment required before experiments can begin (de Wilde 1990), have tended to restrict interest in landbased benthic ecosystem studies. However, d e Wilde (1990) points out that in situ studies seldom have true experimental control over the environment. When this control, is important, land-based benthic ecosystem enclosure studies are a viable alternative.
A reasonable representation of the benthos can be maintained in a benthic ecosystem enclosure by simple flow-through (Berge et al. 1986 , Bakke 1990 or internal recirculation (Silverberg et al. 1995) . Fig. 7 sh.ows one such enclosure at Solbergstrand on the east side of the Oslofjord, Norway. A number of flow artifacts may profound effect on decomposition and regeneration processes (Tenore 1987) , largely through mass transfer limitation. Similar systems constructed to mimic hardbottom intertidal benthos have added regular surface wave forcing to the flow-through (Bakke 1990) . A caveat to all of these systems is that unrealistically regular flow patterns can artificially structure the benthos within an enclosure (Bakke 1990 ). Attempts to match in situ boundary layer flow by the use of open channels aligned into the flow (Asmus et al. 1992) can be successful with careful design, but flow disturbance by the physical structure may result in entrance condition and container artifacts (Snelgrove et al. 1995) . Stirring away from the boundary can produce realistic sediment-water fluxes (Cahoon 1988 , Buchholtz-ten Brink et al. 1989 , but at a cost of too much internal energy. Small scale pressure gradients induced by stirring a n enclosure also may result in advective flushing of pore waters in sandy sediments (Huettel & Gust 1992) . Man.y of these problems may be addressed through careful flume design and construction (Muschenheim et al. 1986 , Nowell & Jumars 1987 , Grizzle et al. 1994 , but frequently such facilities are quite expensive and complex. An even larger question has to do with realistic coupling of pelagic and benthic environments in one system. There do not appear to be any published experimental ecosystem designs that adequately reproduce both mixing of the water column and the flow environment of the benthos, although at least one example of such a design is being tested (Porter et al. 1997) . At this time benthic-pelagic link-age remains an important but unsolved problem in experimental ecosystem design.
Techniques for measuring turbulent mixing in enclosures
Quantifying turbulence can be an intimidating prospect for an ecologist untrained in physical oceanography or fluid mechanics. There are, however, a number of straightforward techniques for quantifying the important mixing characteristics identified here. Several of these techniques do not requlre specialized equipment 01-analysis. In addition, recent instrumentation developments have made direct measurement of turbulence in experimental ecosystem enclosures less expensive and less complicated than in the past.
The best method for estimating T,,, is through dye dispersion techniques, according to its definition (Eq. 17 or 18). Measurements of T, by dye dispersion have been reported for several rotating paddle or plunger mixers (Nixon et al. 1980 , Bonner et al. 1992 , Peeters et al. 1993 and for flexible-wall in situ enclosures (Steele e t al. 1977) . The dye dispersion technique also is used in chemical engineering mixing studies (Tatterson 1991) and in physical oceanography (e.g. Ledwell et al. 1993) . A small amount of tracer-labeled neutrally buoyant fluid is injected either at the surface or at mid-depth and samples are taken at several locations in the enclosure over time. The mixing time is defined by tracer concentration reaching a specified degree of uniformity throughout the enclosure. The eddy diffusivity, KD, may be estimated by solving Eq. (l?) or (18), or by fitting a diffusion model to the time/depth series (Steele et al. 1977 , Bonner et al. 1992 . Comparisons between T,, evaluated using different injection points may help to decipher spatial variation of K,,. A very useful exercise (Tatterson 1991 . Peeters et al. 1993 is measurement of T,,, versus mixer speed (e.g. paddle rotation rate).
In the absence of direct measurements of velocity, gypsum dissolution techniques may be used to estimate interior velocity scales (Petticrew & Kalff 1991 , Howerton & Boyd 1992 , Thompson & Glenn 1994 and bottom shear velocity scales (Opdyke et al. 1987 , Buchholtz-ten Brink et al. 1989 , Santschi et al. 1991 . In this technique, carefully prepared, dried and preweighed gypsum blocks, spheres, or plates are deployed for a few hours in the flow of interest, then dried and reweighed. The rate of weight loss generally has been found to be proportional to some velocity scale raised to a power 51. Care must be taken to correct dissolution rates for differences in temperature, salinity, composition, and water chemistry. The dissolution rate versus speed calibration depends on the size, shape, and Reynolds number regime of the blocks or plates as well. This means that, in practice, gypsum dissolution techniques must be calibrated for each application to obtain quantitative results. However, gypsum dissolution is useful a s a relative measure even without calibration data (Oviatt et al. 1977 , Nixon et al. 1980 . A caveat is that equal gypsum dissolution rates in 2 different environments only indicate equal scale velocities in a limited sense. If the nature of the flow is different but the scale velocity is similar (e.g if U in steady flow is approximately the same as UR,LJS in fluctuating flow), gypsum dissolution measurements will indicate a misleading similarity. It also is important to note that equal gypsum dissolution rates do not indicate equal E; E can b e significantly different if 1 is significantly different (Eq. 13), in spite of similar values of UR&,S.
Several flow sensors are available for direct measurement of turbulent velocities in experimental ecosystems. These include laser doppler velocin~eters (LDVs; Hill et al. 1992) , hot wire (Gust 1977 ) and hot film (Howarth et al. 1993) probes. small acoustic velocity sensors (Kraus et al. 1994 , Trivett & Snow 1995 , a n d small electromagnetic velocity sensors (Howarth et al. 1993) . Flush-mounted hot-film probes also are available for measurement of U. (Gust 1988) . Important requirements for such a sensor are a size much smaller than 1, response time and sampllng rate much faster than 1/U, and directionality of response. Sensors that do not satisfy these requirements, such as a large diameter electromagnetic current meter or a nondirectional hot bead thermistor, are not appropriate for turbulence measurements at small scales. The data logging system also must be capable of accurate, rapid recording of long velocity time series. In the past, these requirements have been beyond the capability of many experimental ecosystem facilities and beyond the expertise of many ecologists. However, recent improvements in technology (e.g. Kraus et al. 1994) a r e making direct turbulence measurements much simpler and more affordable.
Measurement of turbulent velocities in ecosystem enclosures is much the same as in nature. Velocity sensors either are held in a fixed location, measuring time series of velocity fluct.uations at a point (Gust 1977 , Howarth et al. 1993 , or they are traversed rapidly through the turbulent velocity field, effectively measuring a space series of velocity fluctuations (Hill et al. 1992 , Howarth et al. 1993 .
One method for calculating E from turbulent velocity measurements is based on the level of the turbulence energy spectrum in the inertial subrange (Eq. 8). The spectrum is expressed in terms of spatial rather than temporal variation, which is well suited for spatially traversed velocity measurements. A velocity scale for converting time series to space serles is needed for fixed point velocity measurements. The mean velocity is used for this purpose in natural flows, but often there is very little mean velocity in enclosures. Tennekes & Lumley (1972) offer a solution to this dilemma by suggesting that uR, is the appropriate velocity scale for zero-mean flow, but they leave a critical multiplicative constant undefined for lack of data. Terray et al. (1996) indlcate that the value of that constant under nearsurface breaking waves should be approximately the same as it is for mean flow, leading to the formula where E represents the l-dimensional va.1iance spectrum of the transverse componerlt of velocity (Eq. 8 ) , o is radian frequency (S-') and f is cyclic frequency (Hz or cycles S-'). Eq. (27) is a reasonable choice for estimating E in ecosystem enclosures.
Another technique for estimating E from measured velocity fluctuations involves calculating U R M S from measured data, estimating l, then estimating E from Eq. (13). An advantage of this technique is that uRWls may be determined from calibrated gypsum dissolution measurements as well as from direct velocity measurements (Sanford et al. unpubl.) . 1 may be estimated from a space series of velocity according to Eq. (5), from some assumed relationship to the turbulence generation mechanism (Howarth et al. 1.993) , or from data collected previously under similar conditions (Brumley & Jirka 1987) . For example, Hill et al. (1992) obtained very good estimates of dissipation in grid-generated turbulence by using Eq. (13), assuming A , = 1 with U R M~ and 1 calculated from a velocity component measured parallel to the direction of traverse of a LDV. Howarth et al. (1993) also employed this technique to obtain reasonable estimates of E by assuming 1 was the same as the spacing of the bars in their turbulencegenerating grid. Because many ecosystem processes depend on E raised to some fractional power, small uncertainties in the values of 1 and A , are less important than might otherwise be the case. For example, rearranging Eq. Other methods for estimating E have been utilized as well. Peters & Gross (1994) estimated E in their microcosm experiments by measuring the rate of decrease of turbulent energy following each passage of their turbulence-generating grid, which yielded the dissipation rate directly. Chemical engineers frequently determine volume-averaged E by measuring the power used in mixing a scale model over the same range of Reynolds numbers as the full-scale mixing tank (Oldshue & Herbst 1990 , Tatterson 1991 . This technique has been used for grid stirring of a microcosm by Kiarboe et al. (1990) . It is difficult to use in many cases, however, because the power expended in overcoming mechanical friction often dominates the power expended in fluid mixing (e.g. Nixon et al. 1980) .
Another technique for estimating the small-scale distribution of flow and turbulence that is possible in the laboratory but generally not possible in nature is tracking of small particle motion through video or time exposure streak photography (Johnson & Sebens 1993). The assumption that the particles follow the flow accurately allows frame-by-frame estimation of the vclocity field. A sophisticated, computeraided version of this technique, Particle Image Velocimetry (PIV), recently has been developed for fluid dynamics studies (Gray & Bruce 1995) .
Estimates of the mass transfer coefficient, P, at the surface may be made through careful gas exchange experiments (Nixon et al. 1979 , Jaehne et al. 1987 ). P at the sediment-water interface may be determined with flush-mounted hot-film probes or gypsum dissolution measurements (Buchholtz-ten Brink et al. 1989 ). These techniques also may be used for measuring P at the walls of an enclosure. In most experimental ecosystem enclosures, flow at the bottom is too irregular to use standard boundary layer techniques for determining bottom shear stress (e.g. profiles of average flow velocity fit to a theoretical log profile; Grant & Madsen 3 986, Wright et al. 1992 ), but such techniques may be used in benthic flumes (Grant et al. 1982 .
Dimensional analysis
Dimensional analysis is a method for combining all of the variables describing a problem into fundamental dimensionless terms that capture the essence of the problem. It is a tool co,mmonly used by physical scientists and engineers (Fischer et al. 1979 , Tatterson 1991 that has been adopted by ecologists (Platt 1981 , Legendre & Legendre 2983 , Horne & Schneider 1994 . There are 2 primary uses of dimensional analysis. The first is to aid in the analysis of complex systems and data sets. Dimensional analysis can be used in this context to simplify a complex set of governing equations, to formulate testable hypotheses, to design experiments optlmally, to identify scale-dependent ecosystem processes, and to present the results of multidimensional experiments in as concise a fashion as possible. This is the mode of use most common in ecology (Lewis et al. 1984a , Miller et al. 1984 , Patterson 1992 , O'Riordan et al. 1993 . Horne & Schneider 1994 . The second important use of dimensional analysis is to model systems at different scales through preservation of the value of the most important dimensionless quantities, known as maintaining dimensional similarity. Engineers use this technique routinely for scale modeling of physical systems (Shapiro 1961 , Oldshue & Herbst 1990 , Tatterson 1991 . The central idea is that distortion of one variable (such as size) in a dimensionless ratio can be compensated by equal and opposite distortion of another (such as flow speed).
It would seem that experimental ecosystem studies might benefit from the second of these uses of dimensional analysis as much as the first. For example, accurate sinlulation of a 15 m deep water column in a 3 m deep ecosystem enclosure would be quite attractive. There are 2 significant limitations to this concept, however. The first is that realistic ecosystem experiments may be too complex for description by a manageable number (53) of important dimensionless ratios. However, for relatively simple ecosystem cases scale modeling may be feasible. The second limitation is that dimensionless ratios between ecosystem parameters and physical parameters almost always contain terms that cannot b e distorted because they are set by the biology or geochemistry of the system (e.g. the growth rate 1-in Eq. 19). Because of thls, maintaining dimensional similarity to nature requires replicating the natural large-scale mixing time T, and the natural smallscale dissipation rate E in the experimental system. Achieving this while distorting physical scale and appropriately controlling characteristics such as as the optical extinction depth is a daunting task. Under certain circun~stances, however, it may be possible.
As a n example, consider the case of an experimental ecosystem enclosure of depth h, that is to mimic a wellmixed natural water column of depth h? > h,. The integral length scale of turbulence in the natural system may be assumed equal to the depth, or l, = h2 (this assumption would need to be validated). The integral length scale of turbulence in the enclosure can be controlled to be some fraction of the depth (at least in concept) through careful design of the mixing system, such that 1, = f h, where f 5 l . An equation relating the ratio of the mixing times to the ratio of the dissipation rates can be derived by combining these expressions for l , and 1, with Eqs. (12), (13), and (17):
Eq. (29) may be solved for the combinations of h2/hl and f for which both E, = E, and T,, = Tm2, allowing scaling of both the large-and small-scale turbulence characteristics of the natural ecosystenl. This y~e l d s
In other words, the experimental mixing system must be designed to produce an integral length scale that compensates for the depth distortion between the experimental system and the natural system. The light extinction depth would have to be adjusted to maintain similarity as well; W. M. Kemp (Univ. of Maryland, unpubl, data) has shown that this is possible by adjusting the aspect rat10 of the tank, while Peeters et al. (1993) report that diffusers and black tank walls accomplish much the same thing.
Summary
Designers of experimental ecosystem mixers must consider size, non-interference, cost, durability, benignity, wall shear, and scope, in addition to the turbulent mixing questions discussed previously. Chemical engineenng studies offer several helpful guidelines. First, mixing parameters can be expressed in terms of mixer geometry and mixing rate through dimensional analysis, and quantified through experimentation. Second, scale models are a useful and inexpensive way to test different configurations. Third, mixing in enclosures can be separated conceptually into large-scale flow and small-scale shear. In general, experimental ecosystem enclosures should have enough flow to prevent localized stagnation and enough shear to mimic the range of natural turbulent energy dissipation rates.
Existing experimental ecosystem mixing designs vary widely. Rotating paddle mixers are the best characterized of the available schemes. They are capable of simulating large-scale mixing and water column turbulence reasonably, they benefit the most from chemical engineering mixing studies, and they are reasonably easy to maintain. However, they can b e costly to implement and they do not balance boundary fluxes against intenor mixing very well. Turbulence generated by oscillating grid mixers also is reasonably well characterized, although there appear to b e few studies of largescale mixing in oscillating grid tanks. Short, rapid oscillations leave much of the water column undisturbed, but they result in very large gradients in turbulent energy near the grid. Passing the grid through the entire water column homogenizes the turbulence better, but interferes with organisms more. Oscillating grids also suffer from a mismatch between boundary fluxes and interior mixing. In situ flexible-wall enclosures offer a number of advantages related to initial conditions, volume, light, and temperature. However, unassisted mixing rates are very low in these enc1.0-sures and small-scale shear presumably is low as well. There are very few published studies of turbulence and mixing in flexible-wall enclosures, and there are very few descriptions of assisted mixing schemes. Other mixing schemes that have been used in experimental ecosystem enclosures include bubbling and pumping.
Benthic mesocosm designs vary even more than water column designs. The best benthic mesocosm designs reproduce both the general flow characteristics of the natural benthic environment and the details of the bottom boundary layer structure. However, these designs tend to be quite complex and expensive to implement. There have been limited attempts to reproduce both mixing of the water column and the flow environment of the benthos in a single, linked system; more work is needed.
There are a number of techniques available for measuring turbulent mixing m experimental ecosystcm enclosures. One of the simplest and most effective for determining large-scale mixing characteristics is dye dispersion, which can be used both for qualitative determination of mixing uniformity and for quantitative determination of a mixing time. Practitioners must be careful to use neutrally buoyant dye and to specify the injection location and degree of uniformity considered mixed, especially with regard to the definition of a mixing time. Gypsum dissolution techniques can be quite useful for measuring relative flow intensity, though some prior knowledge of the nature of the flow is necessary to interpret the results properly. If gypsum dissolution techniques are calibrated under similar conditions (i.e. similar ratios of fluctuating flow to steady flow, similar water chemistry, and similar gypsum block morphology), they can be a reasonable method for estimating absolute turbulence intensity and (potentially) dissipation rate. Direct flow measurements are the best method for quantifying turbulent velocity distributions in enclosures, with new, more user-friendly technologies easing the task. Estimates of boundary fluxes are possible through dissolution or hot-film measurements at the bottom and gas exchange measurements at the surface.
Dimensional analysis is a useful tool for both design and analysis of ecosystem experiments. Dimensionally similar scale modeling may be possible under certain circumstances by taking ad.vantage of some of the unavoidable artifacts of experimental ecosystem enclosures and mixing schemes.
ecosystems. If our experimental ecosystems are to mimic natural ecosystems, then we must be as concerned about turbulent mixing in our experiments as we are about light, temperature, salinity, nutrients, etc. Turbulent mixing in experimental ecosystem studies is not optional. It is necessary. This paper has attempted to provide a framework for consideration of turbulent mixing in experimental ecosystem studies. It has described important characteristics of natural turbulence, identified important turbulence scales for experimental ecosystem studies, and discussed implementation and quantification of turbulent mixing in ecosystem enclosures. The reader is referred to section summaries for specific conclusions, which will not be repeated here.
A number of issues raised here require further investigation. We know little about relationships between turbulence variability and ecosystem variability. Interactions may occur at al! scales, but what a r e the mechanisms and how important are they? We know little about microscale environments in turbulent aquatic ecosystems. Sharp gradients and patchy particle distributions have been predicted and in some cases observed at microscales, but many of these predictions have not been verified and their ecological effects have not been evaluated. In a practical sense, more work is needed on mixing schemes that adequately reproduce both mixing of the water column and the flow environment of the benthos. Flexible-wall in situ enclosures are an attractive option for many ecosystem experiments, but they are badly undermixed in their usual configuration; this problem can be and should be addressed. The possibility of scale model experimental ecosystem studies based on dimensional similarity should be investigated. More generally, standard protocols are needed for designing mixing systems and measuring turbulence in ecosystem studies.
It is unreasonable to expect that every mixing scheme in every experimental ecosystem will be completely general and optimal. Rather, ecosystem researchers should weigh the goals of their experiments against the costs of implementing a mixing scheme and the likely artifacts of design compromises. Turbulent mixing conditions in ecosystem enclosures should be characterized before experiments begin, and conditions should be monitored during experiments i f necessary. When results are reported, the mixing configuration and turbulence characteristics should be reported as well.
CONCLUSIONS
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