The question of which non-interacting Green's function "best" describes an interacting many-body electronic system is both of fundamental interest as well as of practical importance in describing electronic properties of materials in a realistic manner. Here, we study this question within the framework of Luttinger-Ward theory, an approach where one extremizes a total energy functional of the one-particle Green's function in order to find the total ground-state energy as well as all one-particle properties such as the density matrix, chemical potential, or the quasiparticle energy spectrum and quasiparticle wave functions. Our basic finding is that minimizing the length of the gradient of the total energy functional over non-interacting Green's functions yields a set of selfconsistent equations for quasiparticles that is identical to those of the Quasiparticle Self-Consistent GW (QSGW ) [1] approach, thereby providing an a priori justification for such an approach to electronic structure calculations. In fact, this result is general, applies to any self-energy operator, and is not restricted to any particular approximation, e.g. the GW approximation for the self-energy. The approach also naturally shows why solving the diagonal part of the self-consistent equations is of primary importance while the off-diagonals are of secondary importance, a common prior observation in the literature of electronic structure calculations based on self-energy calculations.
INTRODUCTION
Single-particle approaches for computing the electronic structure of materials have proven very useful in practice for understanding and predicting the properties of materials, particularly when they are ab initio methods such as Density Functional Theory (DFT) [2, 3] . The local density (LDA) or generalized gradient (GGA) approximations [3] [4] [5] for DFT provide practical computational approaches that are the de facto workhorses for obtaining total energies, atomic geometries, vibrational modes, thermodynamic data, chemical properties, kinetic barriers, etc. of a great variety of materials. Aside from practical usefulness, the single-particle nature of these approaches permits one to straightforwardly analyze the link between the atomic-scale structure of the material and the resulting electronic structure, e.g., via tight-binding or nearly free-electron models. The relative straightforwardness of a single-particle framework permits one to then propose materials design principles whereby one can tune or engineer desirable materials properties. Nevertheless, there are some shortcomings to such a general approach. One can categorize the main drawbacks of single-particle schemes such as DFT for electronic structure predictions into two broad categories.
The first is fundamental to the single-particle approach itself when it is applied to strongly correlated electronic systems. When the basic behavior of electrons is determined by strong and localized electronic repulsions, it is essentially difficult to properly describe such a situation using single-particle approaches where each particle moves separately in an effective potential [6, 7] . A number of methods have been proposed to date to deal with such situations, and at present Dynamical Mean Field Theory [6, 7] represents a workable scheme with the requisite compromise between reasonable computational complexity (obtained by approximating the manybody correlated problem in certain ways) and realistic description of actual materials. Even in such cases, however, building a many-body description of the correlated system in a method such as DMFT requires inclusion of important single-particle terms that reflect the structure and local chemistry and bonding, and the strong interactions are added on top of this, as exemplified by the canonical Hubbard model and its various extensions. Thus one needs a high-quality or in some sense "optimal" single-particle description to begin the process.
A second drawback is due to the ground-state nature of DFT approaches and the use of a local effective potential: even without strong correlations, a theory designed to describe the ground state with a local potential will have a difficult time predicting excited state properties such as band energies and band gaps [8] [9] [10] . In a number of cases, one can correct the main faults with selfinteraction corrected approaches [4] or explicit inclusion of a degree of Fock exchange in hybrid approaches [11] [12] [13] . The widely popular LDA+U approach [14] falls into this category where Fock-type corrections are included for a subspace of states spanned by pre-chosen localized atomic-like orbitals. The main idea in all these methods is to add more complexity to the effective potential in order to better incorporate the important physics of Fock exchange and to remove the closely related problem of electron self-interaction that plagues the usual DFT approximations. A more ab initio approach that does not require pre-determined localized basis sets or pre-chosen physical effects is to use the many-body perturbation theory of Green's functions. The most successful to date is the GW approximation to the self-energy [15] [16] [17] [18] [19] . The GW approximation delivers high quality band structures of many band insulators and simple metals and automatically includes many physical effects such as exact Fock exchange, localized Coulomb repulsion, dynamic screening, and dispersion forces. In addition, LDA+U is a static and localized approximation to GW [14] , and the effective potentials used in hybrid methods generally include a subset of the physics in GW (mainly Fock exchange screened in some manner) [11] [12] [13] . Nevertheless, most GW calculations are performed perturbatively: they compute corrections to an input DFT-like electronic structure. The final result in turn depends on the input description: in cases where the LDA provides a decent starting point, GW corrections provide a good description of the electronic structure [20] [21] [22] [23] [24] [25] . But in other situations, the inadequacy of the input DFT description can create quantitative errors [1, 24, 26, 27] .
Ideally, one would like to overcome the starting-point dependence by doing a self-consistent calculation within the GW approach itself. One would aim to have an approach that does not assume any particular basis set or rely on some set of parameters. Among many possibilities, two methods have been used by a number of researchers to date. One is the Quasiparticle SelfConsistent GW (QSGW ) [1] , and the other is the selfconsistent COHSEX (scCOHSEX) [27] . Both move one away from having to use DFT as the starting point for a GW calculation by finding a non-interacting band structure approximately but self-consistently. What this means is that one has a parameter-free method to automatically include static and dynamic screening, Fock exchange, certain aspects of localized (Hubbard U) Coulombic physics in a single calculation.
While these methods represent exciting developments, they are based on physical insight and/or approximation of the GW self-energy operator to yield workable schemes. A key theoretical question is if there is some theoretical sense in which one can derive an optimal noninteracting band structure for any electronic system, and what such a description would look like. Namely, do these schemes, or various modifications of them, have an a priori theoretical justification?
In this work, we answer this question positively by showing that within the appropriate total-energy scheme appropriate for Green's function methods, namely, the Luttinger-Ward approach [28] , quasiparticle selfconsistent approaches are the most theoretically justified in the sense that they are "closest" to the full selfconsistent extremum of the energy functional. The quantitative meaning of closeness is based on gradient minimization, namely the length of the gradient of the energy functional is minimized within the search space considered. Our results thus justify use of the QSGW approach. We emphasize, however, that our main result is not only applicable to the GW approximation alone but shows that for any given self-energy operators, the QS scheme is the optimal one for generating a non-interacting band structure (in the sense of gradient optimization).
The remainder of this paper is organized as follows. Section 2 describes our notation and definitions. Section 3 reviews the Luttinger-Ward approach specifically within the framework of finding optimal non-interacting band structure. Section 4 describes the small parameter used in this work to organize the optimization process of the gradient. Section 5 describes how gradient optimization leads to quasiparticle self-consistent equations. Section 6 describes an alternative approach for optimization that one might consider based on optimizing the value of the energy functional itself, but it is shown that this approach, while tempting and easy to state, does not lead to further insights or useful results (at present). Section 7 has a brief summary of results and their implications.
DEFINITIONS & NOTATION
We assume our electronic system is governed by a time-independent and time-reversal invariant many-body Hamiltonian which means that many key physical quantities such as wave functions are real-valued and all timedependent quantities depend only on time differences. We use atomic units so = 1, the unit of elementary charge e = 1, and the electron mass m e = 1. Hence, energies and frequencies are interchangeable. Wherever sensible, we use matrix notation for compactness. For example, the one-particle electron Green's function for a time-independent system in the frequency domain, G(x, x , ω), is a function of three arguments. The x and x arguments include both spatial coordinates and spin: x = ( r, σ) where r is a three-vector and σ = ±1 labels the two spin projections. In matrix notation, we write the matrix G(ω) whose matrix elements are x|G(ω)|x = G(x, x , ω).
The zero-temperature, time-ordered, one-particle electron Green's function G(x, x , t) for an N -electron system is given by the standard definition
is the true many-body ground state and ψ(x, t) is the electron field operator. The standard exponential damping with a small constant η > 0 is added ensure convergence of Fourier integrals as t → ±∞. The importance of η is discussed in Section 4 below.
In the frequency domain, the Green's function is given most compactly by the Dyson equation
where the self-energy Σ xc (ω) is frequency-dependent (dynamic) and non-Hermitian and encodes the complex exchange and correlation effects of the many-body system.
The potential φ H is the Hartree potential determined by the electron density n(x)
where the bare Coulomb operators is V (x, x ) = δ σσ /|| r − r ||. The electronic density matrix ρ(x, x ) and electron density are given by the Green's function via
where 0 − is a negative infinitesimal. Since the interacting Green's function is generally unknown and has a complex structure, we will focus on or restrict ourselves to non-interacting Green's functions G 0 (ω). The non-interacting system is governed by a Hermitian single-particle Hamiltonian H 0
with orthonormal eigenstates |n and real eigenvalues n H 0 |n = n |n .
We can write this Green's function in explicit form
where s n = sgn(µ − n ) and µ is the Fermi energy. As expected, the non-interacting quasiparticles have lifetimes given by T = 1/η. Unoccupied (conduction) states with n > µ correspond to poles in ω below the real axis and occupied (valence) states with n < µ to poles above the real axis.
It will be convenient to separate from H 0 the part that corresponds most closely to the self-energy Σ xc . Therefore we define
Here, T = −∇ 2 /2 is the electron kinetic energy operator, V ion is the electron-ion interaction potential, and the static and Hermitian U xc aims to approximate the Coulombic interaction effects in Σ xc , i.e., exchange and correlation. In DFT, U xc is a local potential whereas here we permit in general for a non-local U xc , i.e., U xc (x, x ) = 0 when x = x . For a fixed nuclear configuration and thus V ion , U xc determines G 0 and vice versa:
Thus the Dyson equation can also be written as
Therefore, to find the true interacting Green's function, we must replace the static, Hermitian U xc by the dynamic, non-Hermitian Σ xc (ω).
Finally, for immediate use below, we define two trace operators. For any matrix A, we let tr{A} denote the standard definition
Given a matrix that is a function of frequency, B(ω), we define the shorthand T r{B} to stand for the integral
where one can convert the integral to a closed contour integral by going over the upper complex ω plane by using the convergence factor e iω0 + where 0 + is a positive infinitesimal.
LUTTINGER-WARD APPROACH
A key point of the approach of Luttinger and Ward [28] is that both the ground-state total energy and interacting G(ω) can be obtained by extremizing an energy functional F of G. For simplicity, we concentrate here on the case of the Klein functional [29] , a functional of both G and the non-interacting G 0 . It is given by
In the above expression, the frequency dependence of G(ω) and G 0 (ω) has been suppressed for clarity. E H [n] is the Hartree energy for electron density n(x):
The functional Φ xc [G] is the exchange-correlation energy functional for the Luttinger-Ward approach and, as in DFT, is a complicated and unknown functional of G. Formally, it has a well-defined diagrammatic expansion [28] . As in DFT, choosing an approximate form for Φ xc corresponds to including a certain level of treatment of exchange-correlation effects. At the extremum of F , the value of F is the groundstate total energy, and the extremizing G is the true oneparticle Green's function [15, 28] . Unlike DFT, one can obtain, in principle, the ground state total energy and electron density as well as excited state properties such as quasiparticle wave functions and band structures. Much like the Kohn-Sham DFT approach, there is a derivative relation between the exchange-correlation energy functional and the self-energy
To make practical progress in the Luttinger-Ward framework, two separate types approximations are necessary. The first is the same as that encountered in DFT: one must choose some approximate Φ xc . The second challenge is that, unlike DFT where N -presentability conditions are known [30, 31] , similar conditions for the Green's function G(x, x , ω) are unknown. Namely, one does not know which subset of functions G(x, x , ω) correspond to physically realizable Greens functions for the standard interacting electronic many-body Hamiltonian. Therefore, one can try to directly tabulate and work with an arbitrary function G(x, x , ω) to locate the extremum of F -which will hopefully correspond to the physical G -but such an approach is very demanding and computationally expensive. Alternatively, one can make some simplifying assumptions on the types of Green's functions considered.
Here we will restrict ourselves to using non-interacting Green's functions for G. Once G is chosen to be noninteracting, F turns out not to depend on G 0 so that one might as well set G = G 0 which leads to significant simplifications [32] . The energy functional turns into
− ) is the noninteracting one-particle density matrix. This energy functional contains familiar terms: the noninteracting kinetic, electron-ion, and Hartree energy plus the exchange-correlation contribution. The first three terms are identical to their DFT counterparts and depend only on ρ 0 . Only Φ xc depends on the actual energy eigenvalues n and uses the added dynamical information in the Green's function.
Due to the extremal nature of F about the extremizing G, F [G 0 , G 0 ] provides a variational estimate of the ground-state energy with the error being smallest for the "best" G 0 . The main problem, which we have tried to address previously [32] and which we address as well in this work, is how to choose a best G 0 and what this means. A tempting idea is to try to minimize or optimize F [G 0 , G 0 ] over various trial G 0 or equivalently over various trial U xc . However, this program is highly problematic because F [G 0 , G 0 ] does not have a minimum value nor does it have any extrema [32] . Figure 1 illustrates the situation graphically and schematically. The extremum of F representing the true Green's function that solves the Dyson equation (2) must correspond to a dynamic and non-Hermitian self-energy, whereas if we constrain ourselves to static and Hermitian self-energies U xc , then F has neither a minimum value nor any extrema in that subspace.
To avoid this pathological situation, one can either constrain the allowed types of G 0 or U xc based on physical knowledge or intuition, or alternatively one must come up with a different mathematical definition of the "best" G 0 which does not rely on naïve minimization or optimization of F .
FIG. 1:
A schematic of the simplest scenario for the LuttingerWard energy functional F . The thick solid lines are level curves of F . The self-energy Σxc(ω) that parameterizes the trial Green's function G(ω) is divided into two distinct contributions: a static and Hermitian part Uxc that parameterizes the non-interacting Green's functions G0, and a remaining dynamical, non-Hermitian part Σxc(ω) − Uxc. These two independent contributions are high-dimensional matrices but as schematically shown as independent axes. The black circle represents the extremum of the energy functional which corresponds to the true self-energy that self-consistently solves the Dyson equation (2) . The horizontal axis represents the space of all non-interacting Green's functions. We see that the level curves cross this axis with no interruption reflecting the fact that F can have no minimum value and no extremum when sampled along the horizontal axis [32] .
In terms of physical constraints, it is known that forcing U xc to be a local potential is sufficient to create a minimum for the Klein functional [33] [34] [35] . Of course, a local potential can not directly and consistently describe a number of simple non-local effects, e.g., Fock exchange which automatically removes problematic electron selfinteraction effects. Physically motivated non-local forms for U xc are exemplified by the QSGW or scCOHSEX approaches which are based on incorporating GW -level self-energy effects into U xc .
In what follows, we will be following the second, more mathematical approach which will ultimately yield a selfconsistent quasiparticle scheme. Our results will be general as we will not assume any specific form or approximation for the self-energy so that the main results will be true for any chosen form of the functional Φ xc [G].
KEY SMALL PARAMETER
The small positive constant η in the definition of the the Green's function G in Eq. (1) is usually ignored or does not play an important role in many calculations.
However, in our analysis it plays two important roles: (i) it regularizes the mathematical expressions by ensuring that they are finite (i.e., avoiding division by zero in energy denominators), and (ii) it is the small parameter that will permit scaling analysis and rank-ordering of dominant versus subdominant contributions.
Usually, one sets η → 0 + as a positive infinitesimal early on in a calculation, but we preserve η as finite below. Mathematically, a small but finite η represents a gradual and adiabatic turning on of electronic interactions from the distant past and again turning interactions off in the distant future. The time scale T for turning on and off scale is set by T = 1/η. Physically, T also can be viewed as the time span during which one experimentally measures the electronic system. Based on time-energy uncertainty, each energetic excitation will develop a spectral width, an energy uncertainty ∼ 1/T , or equivalently a lifetime ∼ T . The main results in this paper hold when T is sufficiently large so that the uncertainty broadening of the energy spectra is small enough to resolve long-lived excitations such as quasiparticles. In addition, T must be large enough so as to not to spoil intrinsic energetic broadening and lifetimes stemming from electron interactions and scattering. For example, if the system has a quasiparticle energy gap ∆, then η ∆ is required to observe the compute the gap precisely; if a low-energy quasiparticle state of physical interest has a lifetime τ , then η 1/τ is required. A more pragmatic standpoint on the above discussion is that the vast majority of calculations of quasiparticle properties, such as GW calculations, are performed in the quasiparticle approximation where one only retains single-particle excitations in the Green's function. Therefore, the decay rates of such well-defined quasiparticles, which are at least η, must be quite small for the entire procedure to be pragmatically sensible and useful.
SHORTEST GRADIENT OF F
In this section, we implement, in Luttinger-Ward theory, the standard idea that the shorter the length of a function's gradient, the closer one is to an extremum of the function. Specifically, we will attempt to minimize the squared length of the gradient of F . Of course, if one permits oneself any trial G(ω), then one can locate the exact extremum where the gradient has zero length and the Dyson equation is solved exactly. Since we are seeking to find the optimum non-interacting G 0 (ω), we ask for the shortest (squared) gradient of F among the subset of non-interacting Green's functions.
We begin with the following expression for the variation of F versus G (for fixed G 0 and arbitrary G) that is easily derived from differentiating Eq. (3):
As a reminder, Σ xc = 2πiδΦ xc /δG. As a matrix derivative, this is equivalent to
Setting this matrix derivative to zero locates an extremum and automatically yields the Dyson equation (2) for the Green's function.
In what follows, it will be convenient to change variables. Instead of directly varying G itself, we will parameterize it by a trial self-energy Σ t (ω) via
and we will vary over Σ t (ω). Choosing Σ t to coincide with the self-energy Σ xc that solves the Dyson equation also locates the extremum of F . Matrix differentiation of this relation gives
so, using the cyclicity of the trace, the variation of F is
which corresponds to the matrix derivative
where we have suppressed the frequency arguments of G, G 0 and Σ xc for clarity. We are interested in the case when G is non-interacting, so we set G = G 0 and arrive at the simpler derivative
Our objective will be to minimize the squared length of the matrix D 0 (ω)
and thereby find a gradient-optimal U xc and associated G 0 . The situation is shown schematically in Figure 2 . Among the set of non-interacting Green's functions parameterized by U xc , we are searching for the U xc that makes the gradient D 0 (ω) shortest. Figuratively, we have constrained ourselves to be along the horizontal axis of the Figure and we scan along that axis to find the shortest gradient. We note that we are not seeking the shortest gradient vector projected into the subspace of non-interacting Green's functions. That would correspond to seeking for changes of F versus variations δU xc alone (which was shown to be a failure above) which is different from the much larger set of self-energy variations δΣ t (ω). We are here considering varying the Green's function both along and away from the non-interacting axis and thus in any arbitrary direction. This is indicated Fig. 2 by having the arrows representing the gradient have components both along and perpendicular to the horizontal axis.
To progress from the graphical ideas to analytic formulae, we calculate the squared norm in the basis of orthonormal eigenstates |n by inserting complete sets of states:
Since G 0 is diagonal in this basis, this turns into
As expected, this is a sum of strictly positive terms. Our aim is to choose a U xc so that ||D 0 || 2 is as small as possible. We will be using contour integration techniques to evaluate the frequency integral. To do this, we need to examine the self-energy Σ xc (ω) in more detail. Most generally, the self-energy can be written as static term plus a sum over poles
where Σ x is the static bare exchange (Fock) operator
The energies ξ α locate the poles of the self-energy which have residues given by the matrices σ α . Physically, a pole of Σ xc (ω) occurs at an energy where there is strong quasiparticle scattering by electronic excitations and thus a strongly reduced quasiparticle lifetime. For example, within the GW approximation, these poles correspond to charge fluctuation excitations such as single or multiple electron-hole pairs and plasmons [15, 36] . For a finite system, such as a molecule, the energies ξ α and associated index α are a discrete and countable set (below the ionization threshold). Above the ionization threshold or in a solid-state system, there are continuous energy bands and thus a continuum of excitations so the sum over α will be an integral and the self-energy will have branch cuts as a function of ω. We will return to this distinction below when comparing different contributions to the integral of Eq. (10). Since Σ xc (ω) remains finite as |ω| → ∞ and the denominator of equation (10) grows as ω 4 , we can safely turn the integral in (10) over the real ω axis into a closed contour integral which we choose to go over a half circle at infinity in the upper half plane (the lower half plane gives the same results). Therefore, the quantity we aim to study and minimize is
where
We now perform the contour integral separately for diagonal and off-diagonal contributions to (12) since they show differing scalings as a function of the small parameter η.
A. Diagonal terms
Consider a diagonal contribution S nn to (12)
There will be two distinct classes of poles contributing to S nn . The most obvious is the pole coming from the zero of the denominator at ω = n + iη in the upper half plane. More precisely, we have
and by using the standard Cauchy integral formula
the contribution from the pole at n + iη is
Note that the dominant contribution scales as η −3 . The second set of contributions to S nn will be from poles of Σ xc (ω) − U xc located above the real axis, i.e. those with Im ξ α > 0. The analysis of the contributions from these poles is straightforward but somewhat longwinded and is detailed in Appendix A. The result is that the contribution from these poles is subleasing compared to those considered above: for discrete poles, the contributions scale as η −1 while for a system with continuous energy bands, the scaling is η 0 . All together, we have that in terms of the small parameter η,
where both the coefficients A and B originate from the pole at n + iη and both are proportional to
Therefore, as η → 0, setting the matrix element n|Σ xc ( n ) − U xc |n = 0 is the single unique choice that makes S nn as small as possible. The reduction is from η −3 scaling to η −1 scaling which is a significant reduction of S nn . The equality is enforced by choosing an appropriate U xc with the appropriate diagonal matrix element n|U xc |n = n|Σ xc ( n )|n . This is a self-consistent process since the energy n and the self-energy Σ xc both depend on U xc .
B. Off-diagonal terms
For an off-diagonal contribution n = m
we have two simple poles at n + iη and m + iη as well as the poles of the numerator stemming from Σ xc (ω). The two simple poles contribute the following term
which scales as η −1 . For the moment, we ignore the additional contributions coming from the poles of Σ xc (ω) and instead focus on minimizing the above contribution from the two simple poles. Specifically, our objective is to choose the U xc that minimizes the above expression.
We envisage this as a self-consistent process where (i) we hold all quantities fixed except for n|U xc |m which is allowed to vary to optimize the expression, (ii) next we update all quantities using the new U xc , and (iii) iterate to convergence.
To simplify the algebra, we make the substitutions z = n|U xc |m , σ n = n|Σ xc ( n )|m , and σ m = n|Σ xc ( m )|m , and the expression to be optimized is quadratic in z:
Setting the derivative of this quadratic versus z to zero, we find the optimum is when
or in other words
This choice is guaranteed to minimize the contributions to S nm scaling as η −1 that originate from the simple poles at n + iη and m + iη. For an extended system, this is a good choice since the contributions coming from the numerator (i.e., the poles of Σ xc ) are subleading since they scale as η 0 , as demonstrated in Appendix A. However, for a finite system which has discrete energy levels, the contributions from the poles of the numerator also scale as η −1 so that the above considerations do not provide an air-tight argument. One may hope that the ignored contributions are in fact small for physical reasons, but this is a subject for further investigation.
C. Discussion
To summarize, the main result of this section is that the length of the gradient of the Luttinger-Ward energy functional F is minimized when U xc is chosen to satisfy
when η becomes small. This statement is air-tight for the diagonal elements; for off-diagonal elements, it is exact for systems with continuous bands and approximate for systems with discrete energy levels. We note that this choice of U xc is identical to that of the QSGW method when the self-energy is of the GW form. The QSGW has successfully described the band structure of a wide variety of solid state systems within the GW approximation for the self-energy [1] . Therefore, in addition to its practical successes, we can say that the QSGW is also mathematically well-founded as it is the unique choice for U xc that minimizes the length of the gradient of the energy functional within Luttinger-Ward theory when approximated within GW , and hence is in this sense "closest" to the interacting G which solves Dyson's equation.
An important point of the above derivation is that it is no way dependent on the GW approximation itself: the optimum choice of Eq. (14) holds for any self-energy Σ xc (ω) at any level of approximation as long as it is derived from some Φ xc [G] via Σ xc = 2πiδΦ xc /δG. Namely, if we assume that the shortest gradient of the energy functional is best, the recipe of Eq. (14) is a general answer to the problem of choosing the best non-interacting Green's function to describe an interacting system.
We also note the significant difference between diagonal and off-diagonal elements. Having the diagonal elements obey Eq. (14) changes the length of the gradient from O(η −3 ) to O(η −1 ) which is a strong reduction. But obeying Eq. (14) for the off-diagonal elements doesn't actually change the scaling -off-diagonals contribute O(η −1 ) to the length of the gradient -but reduces the magnitude of the coefficients of the terms scaling as η −1 . Therefore, from a practical point of view, obeying Eq. (14) for the diagonal elements is of primary importance while obeying the condition for off-diagonals is of secondary importance. This is another way of understanding observations, dating back to the earliest fully ab initio GW calculations [18] , that in many (but not all) cases the most critical corrections to the quasiparticle energies are handled by the diagonal terms of the self-energy.
SMALLEST ENERGY CHANGE ∆F
A alternative approach to quantifying which noninteracting Green's function G 0 is "best" is to try to find the G 0 the generates the smallest magnitude of error for the total energy. Namely, when scanning along the horizontal axis of Fig. 1 , one looks for the U xc that generates the G 0 so that the total energy F [G 0 , G 0 ] for that G 0 is as close as possible to the true total energy F [Ḡ, G 0 ] whereḠ solves the Dyson Eq. (2) . Specifically, what we would like to minimize is the magnitude of the energy difference ∆F defined as
To make headway analytically, we will assume that the "best" G 0 is sufficiently close to the energy extremum and the differenceḠ − G 0 or equivalently Σ xc − U xc is small enough so that a quadratic expansion of the energy F is accurate. With the quadratic assumption, we can use the general fact that the value of quadratic function is given by half the dot product of its gradient times the displacement from its extremum. From Eq. (7), the gradient of
The displacement is U xc − Σ xc . We are evaluating all these expressions at G = G 0 . The situation is graphically illustrated in Fig. 3 . Therefore, the quadratic approximation form for ∆F is [37] An explicit expression in terms of integrals and matrix elements is found by using the orthonormal basis {|n } which yields
One can proceed by closing the integrals over the upper complex half plane and computing the residues of the integral with separate contributions from the poles in the denominator as well as the poles of Σ xc (ω) in the numerator. Appendix B contains the details which produce algebraic expressions that do not -for this authorprovide insight into how one should proceed forward. Aside from the algebraic complexities, there are two other higher level challenges with this approach. First, one is trying to reduce the magnitude of ∆F or equivalently make it as close to zero as possible. However, since we are close to a saddle point, ∆F will take both positive and negative values which makes the optimization much more challenging than the minimization of a function bounded from below. Second, unlike the previous approach of minimizing the length of the gradient, there is no obvious small parameter such as η to permit us to perform the optimization process in an organized fashion and to identify the largest terms that must be handled first. Hence, either this smallest-∆F -approach is inherently difficult, or a new idea is needed that will take it in a more successful direction. This is an open question.
SUMMARY
The Luttinger-Ward approach provides a total energy functional of trial one-particle Green's functions that has an extremum at the physically correct Green's function that solves the Dyson equation. In addition, it provides a recipe for computing the self-energy via differentiation of an exchange-correlation energy functional. In practice, dealing with arbitrary Green's functions is computationally complex and also conceptually difficult as the representability criteria for physical Green's functions are not known at this time. One way forward is to restrict oneself to simpler non-interacting Green's functions which we do here.
We have described two approaches to finding the "best" non-interacting Green's function. The first is based on minimizing the length of the energy functional, and this approach produces definite results that form the main body of this paper. The second approach is based on minimizing the error in total energy between the trial state and the exact state, but this idea needs further development to be useful.
The gradient minimization approach yields a set of equations for the non-interacting Green's function that are identical to those of the quasiparticle self-consistent GW (QSGW ) scheme [1] . This means that this type of approach has a firm, a priori foundation. In addition, we have shown that the resulting quasi-particle selfconsistent equations are not unique to GW but hold for any approximate exchange-correlation functional chosen in the total energy functional: the equations are the same no matter what type of self-energy one has in hand. Finally, not only does our work justify quasiparticle selfconsistent schemes, but it also provides theoretical insight and justification as to why a "diagonal-only" approach for self-energy calculations is a correct starting point and yields good results whereas inclusion of offdiagonal contributions of the self-energy, while physically important in some cases, is of a subdominant nature. Both findings correlate well with practical experience and observations in the field for ab initio predictions of electronic properties.
where for compactness of the derivation below we have defined r and s α and we suppress the n, m indices as we will be analyzing the contribution for a single (n, m) pair.
The pole energies ξ α can either have a positive imaginary part Im ξ α = η > 0 or a negative one Im ξ α = −η < 0. A positive imaginary part represents a process moving backwards in time and thus involves holes, while a negative imaginary part means a forward moving process and thus involves electrons. The imaginary part can be larger in magnitude than η if the associated excitation is physically damped with a significant decay rate |Im ξ α | η, but here we take the worst-case scenario for a conservative scaling analysis.
We split the poles ξ α into the set with positive imaginary part identified with index β and superscript + and the remaining ones with negative imaginary part identified with index γ and superscript −. We also separate out the real part of the pole energies ξ 
The main physical assumption we will make on the energies ω + β and ω − γ is that for any β and γ, we always have ω + β < ω − γ . Disobeying this inequality would mean that a scattering process for electrons (− excitations which move forward in time) has the same or smaller energy as some other scattering process for holes (+ excitations which move backwards in time) which would imply an electron can scatter into a state below the Fermi energy and/or a hole can scatter into a state above the Fermi energy. In fact, one would expect the opposite: an electron to scatter to another electron (energy above Fermi energy) plus some excitation (positive energy) while a hole could scatter to another hole (below Fermi energy) minus some excitation (negative energy). For an explicit example, within the GW approximation [38, 39] the inequality is never violated because ω + β = v − Ω where v < µ is an occupied state and Ω > 0 is some charge excitation such as a plasmon or electron-hole pair while ω − γ = c + Ω where c > µ is an unoccupied state and Ω > 0 is some other charge excitation.
The integral of Eq. (A1) has the square of the matrix element, and expanding out the square we have
We note that only a subset of these terms have poles above the real axis. Our task it to find the scaling versus η of the contributions from such poles in the above expression to the integral of Eq. (A1). To avoid excessively long expressions, we define
.
The contributions to the integral from the poles of | n|Σ xc (ω) − U xc |m | 2 are 2πi times
Generally, there is no reason to expect that any of the quasiparticle energies n should precisely equal to any of the excitation energies ω + β or ω − γ so that g(ω + β ) and g(ω − γ ) are finite and well behaved as η → 0. This is rigorously true at low energies for quasiparticle energies close to the Fermi level for a system with an energy gap where the excitations energies Ω are greater than or equal to the energy gap (once η is smaller than the gap). Therefore, the first two terms above are not expected to scale strongly with η. The third term (β, β ) and fifth term (γ, γ ) scale as 1/η for the case when the double sums are discrete when the real part of their denominators vanish, while the fourth term (β, γ ) is finite both by our assumption that ω + β < ω − γ as well as the fact that the summand is mathematically well behaved as ω + β → ω − γ . Hence, for discrete sums, the entire contribution has leading scaling behavior η −1 . For an infinite system where the β and γ sums are in fact continuous integrals, the scaling from the third and fifth terms above is reduced to η 0 due to the fact that under an integral
when η → 0. In brief, in this section of the appendix we have shown that the contributions to Eq. (A1) that stem from the poles of the numerator | n|Σ xc (ω) − U xc |m | 2 generically scale as η −1 for discrete energies and as η 0 for continuous energy bands.
Appendix B: Energy change ∆F
Here we provide more details on the evaluated of the explicit expression for ∆F in Eq. (17) . For simplicity, let us focus on a single diagonal contribution where n = m for some particular n:
The exponential factor in the integrand allows us to turn this into a contour integral by closing the integral contour over the upper complex ω half plane. We then obtain two sets of contributions: residues that originate from the pole at n + iηs n which only contribute when s n > 0 (i.e. n is an occupied state n < µ), and residues originating from the poles of Σ xc (ω) in the numerator. Inserting the form for Σ xc from Eq. (A2) into the above integral and performing the contour integral, one arrives at a first expression
The first contribution for occupied states comes from the pole of the denominator at n while the remaining terms come from the poles of Σ xc at ω . while for an occupied state n = v we have
Longer expressions with similar structures can be derived for non-diagonal elements n = m. However, the main problem is that we have no hint as to how to proceed onwards in minimizing the magnitude of ∆F based on such expressions.
