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In swarms of flying insects, the motions of individuals are largely uncoordinated with those of
their neighbors, unlike the highly ordered motion of bird flocks. However, it has been observed
that insects may transiently form pairs with synchronized relative motion while moving through
the swarm. The origin of this phenomenon remains an open question. In particular, it is not
known if pairing is a new behavioral process or whether it is a natural byproduct of typical
swarming behavior. Here, using an “adaptive-gravity” model that proposes that insects inter-
act via long-range gravity-like acoustic attractions that are modulated by the total background
sound (via “adaptivity” or fold-change detection) and that reproduces measured features of real
swarms, we show that pair formation can indeed occur without the introduction of additional
behavioral rules. In the model, pairs form robustly whenever two insects happen to move to-
gether from the center of the swarm (where the background sound is high) toward the swarm
periphery (where the background sound is low). Due to adaptivity, the attraction between the
pair increases as the background sound decreases, thereby forming a bound state since their
relative kinetic energy is smaller than their pair-potential energy. When the pair moves into
regions of high background sound, however, the process is reversed and the pair may break up.
1
Our results suggest that pairing should appear generally in biological systems with long-range
attraction and adaptive sensing, such as during chemotaxis-driven cellular swarming.
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1 Introduction
Swarms are a form of collective animal behavior that have caught the attention of physicists as self-
organized non-equilibrium systems that remain cohesive yet exhibit no clear order parameter 1, as
opposed to “flocking” behavior 2. Such behavior is observed in a variety of species, including fish
3, 4, bats 5, and flying insects 6. Theoretical models proposed to describe this collective phase often
assume short-range (or near-neighbor) interactions 7, 8 that contain a fine balance between attraction,
repulsion, a tendency of the individuals to align their motion with that of their neighbors, and the
effects of noise 9. It has even been suggested that certain insect swarms may be finely tuned to be
poised close to a critical point where global alignment of motion would commence 10.
In an alternative framework 11, we recently proposed that the interactions between flying insects
(midges, in this case) are mediated by acoustics due to the sound they emit while flying, which
gives rise to long-range power-law interactions. Furthermore, we suggested that the interactions are
attractive, so that individuals tend on average to accelerate towards each other in proportion to the
intensity of the sound received. For pure acoustics, the functional form of this acceleration is similar
to gravity (that is, proportional to r−2), although similar behavior arises even if the exponent has
2
a different value 12. An additional, and crucial, component of this model is adaptivity, common to
most sensory systems in biology 13, whereby the sensitivity of the midges to the received sound drops
when there is a strong background sound. Exact adaptation means that the steady-state output is
independent of the steady-state level of input, which is part of a fold-change detection mechanism 13.
It was shown in Ref. 11 that this “adaptive-gravity” model reproduces many steady-state features of
midge swarms, such as the observed reduction in the average accelerations of the midges towards the
swarm center in larger swarms 14. More recently the model was shown to account for the observed
mass and velocity profiles within the swarms 15.
In addition to steady-state features, recent observations have found evidence for the dynamic
formation of synchronized pairs of midges, which typically oscillate with respect to each other at a
higher-than-normal frequency and maintain a small distance between them while they move together
through the swarm (Fig. 1a) 16. Pairs were identified in the laboratory swarms via an increase in the
frequency of mutual oscillation of two midges (Fig. 1c,e) that persisted longer than a threshold time
16. During pairing, the amplitude of the relative oscillations of the pair also diminished (Fig. 1c),
but remained much larger than the distance where midges might accelerate away from each other to
avoid collision. However, no mechanism for this phenomenon was proposed. In particular, it is not
known if pairing is a result of additional behavioral rules or whether it can arise naturally as a passive
byproduct of swarming. Here we report that the same model of adaptive long-range interactions
(ALRI) 11 that captures many steady-state features of swarms indeed produces pairing without any
modifications. Thus, pairing can be viewed as an emergent phenomenon and a natural outcome of the
same interactions that lead to swarm formation.
3
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Figure 1 Pairs in laboratory observations of midge swarms (a,c,e) and simulations of
the ALRI model (b,d,f). (a) Trajectories of two midges in a laboratory swarm that exhibited
pairing (defined as in ref. 16). The midges were identified as belonging to a pair between the
blue and black points. Paired parts of the trajectories are colored in red, while unpaired parts
are in grey. Distances are in mm. (b) A pair as identified in a simulation of the ALRI. Symbols
and colors are the same as in (a). Distances are in simulation unit length. (c,d) Distance
between the members of the laboratory pair (c) and simulated pair (d) as a function of time.
The blue and the black points correspond to the same points in (a,b), and the shaded region
shows the period when the two individuals are paired. The distance is normalized by the
swarm size Rs, which is defined as the mean distance of a midge from the center of mass of
the swarm. Time is normalized by the typical orbit time around the center of mass, defined
as Tcom = 4Rs/v¯ where v¯ is the mean midge speed (see Supplementary Material). (e) Time-
frequency analysis of the motion of the laboratory pair using a continuous wavelet transform,
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as explained in ref. 16. Frequencies are normalized by the typical frequency f0 = 1/Tcom and
the amplitude by the time-resolved peak power Fmax(t). Higher powers are represented
with brighter colors. During pairing, the peak power shifts to higher frequencies. (f) Time-
frequency analysis of the motion of the simulated pair using a windowed Fourier transform
with a window length of 0.14Tcom (see Supplementary Material, section 2). The behavior is
similar to what is seen in the laboratory pair. (g) Probability density function (PDF) of the
peak frequency of motion in the simulation during pairing (blue) and independent motion
(red), where pairing is defined by the ratio of kinetic to potential energy being less than one.
The increase in frequency during pairing seen in the example in (f) is statistically robust. See
supplementary material for more details. (h) The ratio of kinetic to potential energy for the
example shown in (b). Note the decrease in the energy ratio during pairing, which is defined
by having |EK/U | < 1 when averaged over Tcom.
Pairing is a rare event in systems with attractive long-range interactions in the absence of adap-
tivity (such as classical gravity). Such systems are described by a Hamiltonian, and thus conserve
energy and momentum. Due to momentum conservation, the capture of two particles to form an or-
biting pair must involve a third particle that will remove the excess momentum. Such situations are
highly unlikely to occur, and indeed under classical gravity stellar pairs rarely form 17. Adaptivity,
however, means that the system does not obey energy or momentum conservation 11, and the dynam-
ics is not limited by these constraints. This has significant consequences for pairing, as we show
below.
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2 ALRI model
The basic equation of motion of the ALRI model gives the effective force on midge i due to the sum
over all the other midges j as
~F ieff = C
∑
j
rˆij
1
|~ri − ~rj|2 + ǫ2
(
R−2ad
R−2ad +
∑
k(|~ri − ~rk|2 + ǫ2)−1
)
, (1)
where ~ri is the position vector for midge i, rˆij is the unit vector pointing from midge i to midge j,
C is a constant with dimensions of mass · length3/time2, ǫ is a constant with units of length, and
Rad is the length scale over which adaptivity occurs. For rij ≫
√
NRad where N is the number of
midges in the swarm (that is, when the distance between a pair of midges far exceeds the range of
adaptivity), the effective force reduces to a purely gravitational interaction. For comparison, we also
considered an ǫ-gravity model, which is non-adaptive, classical gravity that is softened to prevent
runaway accelerations that produce slingshots that break up the swarm too quickly 15. In ǫ-gravity,
the effective force on a midge is given by
~F ieff = C
∑
j
rˆij
1
|~ri − ~rj|2 + ǫ2 . (2)
Note that we consider here point particles (so that they do not collide), without any short-range repul-
sion; this assumption does not affect the overall trajectories11. We use ǫ2 = 15 and C = 1 throughout.
We looked for evidence of pairing in both the ALRI and ǫ-gravity models by simulating their
behavior. For details on the simulation technique and initial conditions 15, see Section 1 of the Sup-
plementary Material.
In classical gravity, as in any Hamiltonian system, a bound pair of objects is defined by having
a kinetic energy with respect to each other that is smaller than the potential energy between them. For
the ALRI model in a swarm of N > 2 particles, we do not have a well-defined potential energy 11.
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However, we may use as an approximation the expression for a pair of particles, assuming that the
rest of the swarm contributes to leading order only a uniform background sound. Integrating the force
acting on the midges (Eq. 1), we can calculate the effective two-body potential to be
Upair(r) =
C
γ
√
R2ad + ǫ
2γ2
(
arctan
(
γ r√
R2ad + ǫ
2γ2
)
− π
2
)
,
where r ≡ |~r1 − ~r2| and we approximate γ as a constant for a pair (see Supplementary Material). We
thus take γ to be the average of γ(~r1) and γ(~r2), so that
γ ≡ 1
2
[γ(~r1) + γ(~r2)] (3)
where
γ(~ri) ≡
√
1 +R2ad Ibackground(~ri) i = 1, 2 (4)
and
Ibackground(~ri) =
n∑
j=3
1
|~ri − ~rj |2 + ǫ2 (5)
is the parameter that quantifies the background sound at the location of the pair and is independent
of the distance r between the pair members. Adaptivity weakens the interactions and therefore slows
down the simulated particles (Fig. S5), and so we normalize all times by the typical orbit time across
the swarm Tcom = 4Rs/v¯, where v¯ is the mean midge speed (see Supplementary Material) and Rs is
the swarm size, defined as the mean distance of a midge from the center of mass of the swarm.
3 Results
Pairs in the ALRI model. We use this approximate potential energy to define bound pairs in simu-
lations of the ALRI model as pairs whose ratio of relative kinetic and potential energies is less than
one: |EK/U | < 1 (Fig. 1h), averaged over a duration of Tcom. While we cannot use the energy ratio
criterion to analyze data from real midge swarms (since we do not know the quantitative strength of
7
the interactions), we can compare other features of pairs between observational data and simulations.
The common features of increased frequency (Fig. 1e,f) and diminished amplitude (Fig. 1c,d) are
found for most pairs in both observations (with pairs defined as in ref. 16) and simulations (with pairs
defined using the energy ratio, Fig. 1h). In Fig. 1g we show that bound pairs in simulations are highly
likely to exhibit the higher-than-normal frequency mutual oscillations that were used to identify pairs
in the observational data (for details of the frequency calculation see Supplementary Materials, Sec-
tion 2). These similarities suggest that the mechanism driving pairing in the ALRI model may also be
present in real swarms.
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Figure 2 Pairing statistics. (a) The mean percentage of time a midge spends in a pair
("fraction of pairs"), in a simulation of the ALRI model with N = 30 midges as a function of
Rad/Rs. (b) The mean lifetime of a pair (τ ) in normalized time units as a function of Rad/Rs for
the same data as in (a). (c) The fraction of pairs as a function of the number of members of
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the swarm N for both simulations with Rad = 10 (black) and laboratory swarm observations
(green). In blue we give the results from simulations of the non-adaptive ǫ-gravity system.
(d) PDF of the lifetime of pairs without adaptivity in blue (Rad = 0,Rs = 4.9,N = 36), with
adaptivity in black (Rad = 50,Rs = 5.1,N = 36), and for laboratory swarm measurements
in green (N = 21). All are in normalized time units. In the inset we show that the mean
lifetime of pairs is independent of the swarm size, from simulations with adaptivity in black
and without adaptivity in blue.
Now that we have shown that pairing exists in the ALRI, we can quantify some of its features.
In Fig. 2a we plot the fraction of time a midge spends in a pair (that is, the “fraction of pairs”) as a
function of the length scale of adaptivity Rad for a simulated swarm of size N = 30. The limit of
Rad → 0 corresponds to the non-adaptive ǫ-gravity system. Although there are some pairs found in
this limit, they are highly transient and their mean lifetime is small (Fig. 2b). In Fig. 2c we plot the
fraction of pairs as function of the swarm size for a fixed Rad = 10. In our previous analysis
11, we
found that real swarms lie in the strong adaptivity regime (where Rad ≫ Rs). It is therefore highly
satisfying that in this limit, where there is no free parameter in the model, we find that the fraction of
pairs is similar to the observations 16 (Fig. 2c). The distribution of pair lifetimes in the simulations
(Fig. 2d), shows that long-lived pairs do not arise in ǫ-gravity. However, ALRI is consistent with
measurements from laboratory swarms, as we find there are pairs that survive for many orbits. Note
that due to potential reconstruction difficulties in the observations leading to broken trajectories, the
lifetimes of the pairs from the laboratory observations should be considered to be a lower bound.
Thus, the ALRI model naturally exhibits pairing, and these pairs bear a number of similarities to
those observed in real swarms. It is thus natural to ask what features of the ALRI model produce this
pairing, and whether these key features are likely to be present in real swarms. The critical component
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appears to be adaptivity. The difference in dynamics between the ALRI and ǫ-gravity models is
strikingly apparent simply from watching movies of the two simulations (see Supplementary Movie
1 and Movie 2): in the ALRI case, pairs of particles are easily detectable by eye (Fig. 1b,d), while
for ǫ-gravity no pairs are evident. Other features, such as noise or imperfect behavioral response,
appear to be less important. In our simulations, the midges are not described as noisy self-propelled
particles as is common in classical models of collective behavior 18; rather, they simplymove inertially
according to the effective forces (Eq. 1) that they feel from the other midges. Effective stochasticity
in the trajectories arises from the complexity of Hamiltonian many-body dynamics (see for example
19). In addition to this stochasticity, the trajectories of real midges seem to be affected by additional
sources of high-frequency and small-amplitude noise (compare, for example, Figs. 1a,b, and see
Figs. S3,S4, Supplementary Material Section 3), which does not seem to qualitatively change the
large scale dynamics of the midges. Since the ALRI is a minimal model, there are certainly additional
effects in real swarms that it does not capture 15. Nevertheless, it does not appear that these other
effects, although important for determining the details in real swarms, are required to obtain pairing.
Pairing mechanism in the ALRI model. Due to adaptivity (Eq. 1), it is clear that when a midge
is close to another within a pair, the strong sound received from its partner acts to screen out the
forces due to more distant midges in the swarm 11. However, this observation does not explain how
adaptivity induces the capture of two midges into a bound pair.
In Fig. (3a) we show schematically how this process happens. Suppose two midges are close
to each other in the inner part of the swarm, where the background sound level is high and therefore
their attraction toward each other is weak. If they happen to be moving together away from the
swarm center, they will experience decreasing background sound levels, resulting in stronger mutual
attraction. These two midges initially moved toward each other in a regime of weak mutual attraction
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(high background sound), gaining little kinetic energy in the process, but now find themselves in a
regime of strong attraction (low background sound) that binds them together as a pair. A mathematical
analysis of this process, whereby a decrease in the background sound leads to a tightening of the orbits
of the pair, is given in Section 6 of the Supplementary Material. And indeed, the radial distribution
of pair-formation events is found in simulations to be concentrated in the high density region of the
swarm (Fig. S11), as there the particles are closest to each other and are likely to be moving from
high to low background sound. The mechanism of pair formation in the ALRI model is therefore a
many-body effect (since the two midges in this model are still described by Hamiltonian dynamics),
but unlike capture in non-adaptive gravity, which hardly ever occurs, the production of pairs happens
robustly. This difference is further illustrated in Section 7 of the Supplementary Material (Fig. S10).
In the ALRI model, the process of pair formation when moving from high to low background
sound is reversed when pairs move from low to high background sound. Since the system obeys time-
reversal symmetry, this reverse process acts to break up the pairs (illustrated in Fig. S10). Note that in
the regime of strong adaptivity (Rad ≫ Rs), the pairing behavior should not be strongly dependent on
the exponent of the power-law of the long-range interaction 12. In the simulations we also find triplets
that form, though at significantly lower proportions (Figs. S6,S7, Supplementary Section 5).
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Figure 3 Pair formation. (a) Illustration of the proposed pair formation mechanism. When
two interacting midges leave the dense region of the swarm (darker dashed lines), where
the background sound γ is high, and move to a lower density region (such that γ1 > γ2),
the mutual pull between them becomes stronger, their orbit gets tighter, and they become
bound. (b) The background sound γ along the path of the simulated pair shown in Fig. 1b,
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showing the raw sound (green) and the signal averaged over Tcom (magenta). When the
background sound γ is decreasing (for t/Tcom ∈ [3, 6]), the amplitude of the pair oscillations
also decreases (as in Fig. 1d), and finally the pair is formed (Fig. 1h, t/Tcom > 5). (c) PDF
of the gradient of the dimensionless background sound at the time when the pair is formed.
Data are taken from 250 cases from simulated swarms with Rad = 50, Rs = 5.1, and N = 36
where the mean energy ratio Ek/U was lower than 1 for a time segment of at least Tcom. The
background sound gradient (γ′) tends to be negative during pair formation, in agreement
with our theoretical predictions. The mean value of the dimensionless background sound
gradient is −0.65σ. (d) The same statistics as in (c) for pair dissociations. Here the mean
gradient is positive, with a mean value of 0.56σ.
We can test the validity of this proposed mechanism by computing the gradient of the back-
ground sound along the trajectory of the pair at the time of pair formation. In other words, we calcu-
late γ′ = dγ/drpair, where the background sound γ is defined in Eqs. 4 and the gradient is calculated
along the path of the pair’s center of mass rpair. A specific example is shown in Fig. 3b for the simu-
lated pair shown in Fig. 1b,d. We calculated the statistics of γ′ at the time of pair formation (Fig. 3c).
There is a clear asymmetry in the distribution of the background sound gradient, with a skewness
towards decreasing values along the pair’s trajectory at the time of pair formation. Similarly, when
pairs break, the mechanism in the model is the increasing background sound (Fig. 3d).
4 Discussion
We have thus demonstrated that additional behavioral rules are not necessary to drive the formation
of pairs in midge swarms, and that pairing (like swarming itself) can be viewed as an emergent phe-
nomenon. Note, however, that our theory does not tell us about the biological function of pairing,
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since pairing and swarming are inexorably linked in this model. We find that the key ingredients that
give rise to pairing are long-range interactions and adaptivity. These features appear in many differ-
ent contexts and on different scales, including in cellular swarming 20 and insect swarming driven
by chemical communication 21. Our work thus argues that pairing should be a general feature that
emerges in biological collective systems that have long-range attractive interactions with adaptivity.
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21. THE SIMULATION
We used a program that was developed to compute the time evolution of N particles under the influence of their
mutual self-gravity. To focus on the effects of the proposed adaptive-gravity interactions, we did not include in the
simulation any explicit noise terms. The original program was written by S. J. Aarseth for “regular” gravity (without
adaptivity) and appeared in [1] appendix 4.B. A complete description of the numerical method is given in [2] p. 377.
The acceleration of each mass is computed by the direct summation of the forces due to the other N − 1 bodies
according to Eq. (1) . The program was designed to work efficiently with up to 50 masses, which is similar to the
number of midges in swarms (most of the swarms consist of up to 50 individuals). The particles in the simulation
show a strong tendency to evaporate because they develop high accelerations in close encounters [3]. In order to avoid
close encounters, it is common to introduce a softening parameter ǫ to the gravitational force that appears in Eq. (1).
The initial conditions in the simulations are as follows. We chose initial positions that give us approximately the
same kinetic energy per individual in the case of simulations with adaptivity (within about 10%). Without adaptivity,
we could not change significantly the kinetic energy by varying the initial conditions, and so it was determined mainly
by the number of particles in the simulation. The initial velocities are all zero. So the initial kinetic energy is zero.
Numerical experiments with different values of ǫ showed that in order to avoid a quick evaporation of the swarm, one
has to take ǫ to be of the order of the initial distances between the particles [3]. Our simulations were performed with
ǫ2 = 15 and C = 1.
Fig. S1 shows the size of the swarm as a function of time for a typical swarm. After the initial collapse that gives
the system kinetic energy (remember that adaptivity is responsible for deviation from conservation of energy), the
system goes through some large fluctuations and eventually enters a “pseudo-stable” mode in which the fluctuations
are small relative to the size of the swarm Rs, which is defined as the mean distance of a midge from the center of
the mass of the swarm. Still the swarm evaporates and Rs slowly grows but in this regime it happens on a longer
timescale than the typical time for an orbit around the center of mass, defined as Tcom = 4Rs/v¯ where v¯ is the mean
speed for movement in the swarm. This is the relevant timescale for all the processes in the swarm including a period
of oscillation of the size of the swarm itself as seen in Fig. S1.
In the example of Fig. S1 Rs ∼ 4.6 and v¯ ∼ 0.028 for t < 10
4, and then Tcom ∼ 680≪ 10
4. For 104 < t < 2 ∗ 104
Rs ∼ 5.2 and v¯ ∼ 0.03, and then Tcom ∼ 690 ≪ 10
4. So Rs clearly increases as a function of time but very slowly
relative to Tcom.
0 5000 10 000 15 000 20 000 25 000
t0
2
4
6
8
Rs
FIG. S1. The size of the swarm Rs as a function of the simulation time for a swarm of 36 midges with Rad = 50. The
oscillation period is approximately Tcom = 4Rs/v¯, where Rs is the swarm size and v¯ is the mean speed of a midge.
32. FREQUENCY DISTRIBUTION, THE WINDOWED FOURIER TRANSFORM AND THE WAVELET
TRANSFORM
For the spectrogram of Fig. 1f we used a windowed Fourier transform. At every instant of time, the Fourier
coefficient was computed for a time segment whose width is 0.14Tcom, where Tcom = 4Rs/v¯ where v¯ is the mean
speed for movement in the swarm and Rs is the swarm radius (see previous section). This width was chosen since it
appeared to be narrow enough in order to see the rapid changes in the frequency. The frequency was then identified
according to the maximal Fourier component. We prefer to use the windowed Fourier transform for the simulation
data and not the wavelet transform that was used for the data from laboratory observations (Fig. 1e) since the
wavelet transform gives a more smoothed out and less distinct transition into the paired state. The trajectories in the
simulations are much smoother than in the laboratory swarms, and the changes of the frequency of oscillation when
the pair forms are much less sharp as compared to the changes of the frequency in laboratory swarms (see section 3).
For comparison we give here in Fig. S2 the wavelet transform of the same data computed according to the procedure
that was described in [4] (and used to produce Fig. 1e).
In Fig. 1g we used a weaker localization in time than the windowed Fourier transform. For each time segment whose
length is Tcom we took a segment whose length is 6Tcom around it and computed the discrete Fourier transform for
this segment. Again, the frequency was identified according to the maximal Fourier component. Such a length was
necessary in order to catch most of the lower frequencies in the examples that were considered. We paid by losing
some accuracy in the identification of the frequency with the ratio of kinetic to potential energies in the segment.
Even with such a clear drawback there is a very clear correlation between the high frequencies (the criterion for pairs
that was used for laboratory swarms in [4]) and the definition that was used here of a bound pair when averaged over
a duration of Tcom:
| Ek/Upair |< 1. (S1)
FIG. S2. The wavelet transform of the time series of the distance between the members of the pair of the simulation that
appears in Fig. 1d. The result here is smoother than the windowed Fourier transform that appears in Fig. 1f and essentially
contains the same information.
3. THE DIFFERENCE BETWEEN THE TRAJECTORIES IN THE LABORATORY AND THE
SIMULATION IN TERMS OF CURVATURE
In Fig. S3 a typical trajectory from the laboratory is compared with a typical trajectory from the simulation.
The trajectory from the laboratory has more cusps and sharp edges. In order to quantify this, let us consider the
4distribution of the curvature on the trajectories. Taking three subsequent points on each trajectory ~r(t − ∆t), ~r(t)
and ~r(t+∆t) (where ∆t is a small time separation), we can construct the following sides of a triangle:
a = |~r(t+∆t)− ~r(t)|
b = |~r(t)− ~r(t−∆t)|
c = |~r(t+∆t)− ~r(t−∆t)| . (S2)
Then, since the curvature κ at a point is the inverse of the radius of the osculating circle at a point, using the sine
rule and Heron’s formula for the area of a triangle, one can write the following expression for the curvature:
κ(t) =
√
(a+ b+ c)(b + c− a)(a+ c− b)(a+ b− c)
a b c
. (S3)
In Fig. S4 we compare the distribution of the curvature along typical curves in the laboratory swarms and the
simulation, normalized by the mean value of the curvature. We can see clearly that the trajectories of the midges
in the laboratory swarms have more frequent higher values of curvature. This way we can quantify this property of
cusps and sharp edges.
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FIG. S3. (a) A typical trajectory reconstructed from the laboratory data. (b) A typical trajectory of a midge from the
simulation. Note that the curve of the observed trajectory has more cusps and therefore higher fluctuations in curvature.
4. THE MEAN SPEED IN THE SWARM AS A FUNCTION OF THE ADAPTIVITY LENGTH SCALE
Rad (SIMULATION)
As adaptivity becomes stronger, the mean speed of the midges becomes slower as shown in Fig. S5a. In Fig. S5b
the same data is shown on logarithmic axes. In perfect adaptivity, when Rad > Rs, the force F ∝ R
−2
ad and then the
potential (and kinetic) energies U ∼ Ek ∝ R
−2
ad . Therefore the mean speed v¯ ∝ R
−1
ad , as shown in Figure S5b.
5. TRIPLETS IN THE SIMULATION
In Eq. (3) we defined the approximate potential energy of two midges in order to define a pair in the simulation as
a bound pair when
| Ek/Upair |< 1. (S4)
5FIG. S4. The distribution of curvature for the observed trajectories (blue) and the trajectories from the simulation (red). Both
are normalized by the mean curvature.
We used this criterion in order to identify pairs in the simulation. In a similar way we can look for triplets where we
have three midges in mutual interactions, but there is one additional subtlety. Suppose we have three midges a, b and
c. Then we could have a situation where a is in a pair with b, b is in a pair with c, but a is not in a pair with c. We
keep this case as a triplet in our analysis.
In Fig. S6 we plot the fraction of time a particle spends in a triplet as function of the length scale of adaptivity Rad
(for a swarm of N = 30). It looks that the fraction reaches a plateau around 4 − 5% which is similar to the plateau
of the pairs in Figure 2a, though the result for triplets is more noisy since it is a smaller quantity. The results for
triplets from the laboratory data are still too noisy for a reliable comparison with the theoretical ones. In Fig. S7 we
plot the fraction of triplets as function of the swarm size (for fixed Rad = 10).
6. CREATION OF BOUND PAIRS: ANALYTICAL APPROACH
The effective force felt by one midge due to a second was written in the following way in the Supplementary
Information (SI) of [5] (as it simply follows Eq. (1) when we take ǫ = 0)):
~Feff = rˆ12
C
|~r1 − ~r2|2
A(|~r1 − ~r2|) (S5)
where rˆ12 = (~r1 − ~r2)/|~r1 − ~r2| is the unit vector connecting the two midges and the adaptivity function is given by
A(|~r1 − ~r2|) =
R−2ad
R−2ad + |~r1 − ~r2|
−2
. (S6)
Rad is a measure of the maximal distance between midges over which the adaptivity of the midge acoustic sensing
can function. This force can be integrated to give the effective midge-midge potential
Upair(|~r1 − ~r2|) =
C
Rad
(arctan [|~r1 − ~r2|/Rad]− π/2) . (S7)
Due to the adaptive interactions (Eq. (S5)), when two midges happen by chance to come very close to each other,
they may form a bound pair that is effectively screened from the rest of the swarm. Let us consider the interaction of
6a
b
FIG. S5. (a) The mean speed as a function of the strength of adaptivity Rad/Rs normalized by the maximal speed (when there
is no adaptivity Rad = 0). (b) The same as (a) plotted on logarithmic axes. For Rad > Rs, v¯ ∝ R
−1
ad which is the plotted line.
such a pair in the background provided by the rest. We assume that the separation between the two midges is small
compared to their distance to the rest of the swarm, and therefore the interactions with the rest of the swarm will be
negligible except for a contribution to the adaptivity factor in Eq. (S5), so that the effective force felt by one member
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FIG. S6. The percentage of triplets in the simulation as a function of Rad/Rs. The number of midges is N = 30.
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FIG. S7. The percentage of pairs as a function of the number of members of the swarm N . Here Rad = 10, and we used
various values of Rs.
of the pair is
~Ftot,1 ≃ Crˆ12
1
|~r1 − ~r2|2
(
R−2ad
R−2ad + Ibackground + |~r1 − ~r2|
−2
)
, (S8)
where
Ibackground =
n∑
i=3
1
|~r1 − ~ri|2
∼ Ibgd +O(|~r1 − ~ri|). (S9)
The leading order in the expansion at infinity gives us a constant background sound.
8Integrating this force we can calculate the effective two-body potential to be (see Eq. (S7))
Upair(r) =
C
γ Rad
(
arctan
(
γ r
Rad
)
−
π
2
)
, (S10)
where r ≡ |~r1 − ~r2| and
γ ≡
√
1 +R2ad Ibgd (S11)
is the background sound parameter. We thus effectively have two-body motion under the influence of a mutual central
force. Note that in the case of two bodies, additivity of the effective force is valid and as a result we can use all the
conservation laws of a central force (energy and angular momentum conservation). Therefore this two-body system
can be reduced to an equivalent one-dimensional motion in the effective potential
Ueff,12(r) =
l˜2
2 r2
+
C
γ Rad
(
arctan
(
γ r
Rad
)
−
π
2
)
, (S12)
where l˜ is the angular momentum per unit mass (where we take the reduced mass of the pair). Let us consider a
simple limit that will make the calculations more transparent and later we will show that in the general case the
difference is only quantitative. In this limit we take Rad → 0 and Ibgd →∞, so that R
2
ad Ibgd is finite. The potential
energy in this limit is:
Ueff,12(r) =
l˜2
2 r2
−
C
γ2 r
+O(r−3) (S13)
When the background sound is reduced, the sensitivity of each member of a pair to its companion becomes higher.
t0
t
Γ1
Γ2
Γ
FIG. S8. The background sound parameter γ is taken to be a step function. For t ≤ t0 the background sound level is higher
than the background sound for t > t0.
As a result their effective mutual attractive force becomes stronger, and this way a pair could form. Let us analyze
it for simplicity when the background sound parameter is a step function (Fig. S8):
γ =
{
γ1 t ≤ t0
γ2 t > t0,
(S14)
where γ1 > γ2.
When the mutual attractive force is stronger, even when we start from an elliptical bound orbit, it becomes tighter
and therefore the particles approach closer to each other. The total energy, which is conserved, is given by the
following expression:
Ei = Ek(r) +
l˜2
2 r2
−
C
γ2i r
, i = 1, 2 (S15)
9where Ek(r) is the kinetic energy of the radial movement. At t = t0 let us denote the radial distance of the reduced
mass by r0 and the energy of the pair is changing due to the change in the background sound. The energy difference
is given by:
∆E = ∆Ueff,12 =
(
1
γ21
−
1
γ22
)
C
r0
< 0. (S16)
The “tightness” of an orbit can be regarded as the ratio of the kinetic to potential energy
∣∣∣Ek/Ueff,12∣∣∣. When it
smaller than one
∣∣∣Ek/Ueff,12∣∣∣ < 1, the orbit is bound. Since the effective potential energy is lowered as a result of the
reduction of the background sound and the kinetic energy remains the same, this process may produce bound orbits
out of unbound ones.
As it is known for Keplerian orbits, when the energy or angular momentum become too high, the orbits are unbound.
In order to characterize the range of parameters for which the orbits are bound (ellipses for Keplerian orbits) it is
convenient to introduce two dimensionless quantities that correspond to the energy and angular momentum squared:
ǫ ≡
Rad |E|
C
j2 ≡
l˜2
2RadC
(S17)
Then the orbits are bound if there are solutions to the following quadratic equation:
γ2 ǫ r2 − r + γ2 j2 = 0, (S18)
where r ≡ r/Rad and whose solutions give the periapsis and apoapsis of the elliptical orbit. Such solutions exist if
and only if
ǫ j2 <
1
4 γ4
. (S19)
When γ is lower (the background sound is reduced), the bound orbits exist for more possible values of ǫ and j2. In
particular, values that did not correspond to a bound orbit now produce such an orbit.
In addition, when γ is lower, the apoapsis of the bound (elliptical) orbit is reduced and the two particles move
closer to each other during their orbit (one around the other). The maximal distance between them is given by
rmax(γ) =
2 γ2 j2
1−
√
1− 4γ4 ǫ(γ) j2
. (S20)
In order to show the reduction of the maximal distance explicitly let us look at a small change in the background
sound:
γ = γ1 + δ. (S21)
at t = t0 when the particle is at r = r0. Then the (dimensionless) energy changes according to:
ǫ(γ) = ǫ(γ1) +
dǫ
dδ
∣∣∣∣
δ=0
δ = ǫ(γ1)−
2
γ31r0
δ +O(δ2), (S22)
and the maximal distance is then
rmax(γ) = rmax(γ1) +
drmax
dδ
∣∣∣∣
δ=0
δ +O(δ2), (S23)
where
drmax
dδ
∣∣∣∣
δ=0
=
4 γ1 j
2(
1−
√
1− 4γ4 ǫ j2
)2
(
1−
1√
1− 4γ4 ǫ j2
+
2 γ21 j
2
r0
√
1− 4γ4 ǫ j2
)
. (S24)
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Since r0 < rmax, which is given in Eq. (S20), the expression in the parentheses is always positive and thus
drmax
dδ
∣∣∣∣
δ=0
> 0. (S25)
To conclude, from the inequality (S25) we see that when the background sound is higher, the maximal distance is
higher and when the background sound is lower, the orbit is tighter and the maximal distance is reduced.
Let us now consider a more general case where Rad has an arbitrary value and use the same step function for the
background sound (S14). In this case the total energy is given by the following expression:
Ei = Ek(r) +
l˜2
2 r2
+
C
γiRad
(
arctan
(
γi r
Rad
)
−
π
2
)
, i = 1, 2 (S26)
and the energy difference at t = t0 is given by
∆E = ∆Ueff,12 =
C
γ2 Rad
(
arctan
(
γ2 r0
Rad
)
−
π
2
)
−
C
γ1Rad
(
arctan
(
γ1 r0
Rad
)
−
π
2
)
. (S27)
When γ2 < γ1 in this case ∆E < 0 since Ueff,12(r) which is given in Eq. (S12) is monotonically increasing as a function
of γ for any positive value of Rad:
∂γUeff,12 = C
2 γ Rad r + (R
2
ad + γ
2 r2)(π − 2 arctan
(
γ r
Rad
)
)
2 γ2Rad (R2ad + γ
2 r2)
> 0. (S28)
Let us consider bound orbits in the Hamiltonian system that is given by Eq. (S26). Again, as previously discussed,
we want to find the values of ǫ and j2 that correspond to bound orbits. Taking Ek(r) = 0 at the extremal points of
the orbit we get the following equation for r:
r2 ǫ+ j2 +
r2
γ
(
arctan (rγ)−
π
2
)
= 0. (S29)
In the limit Rad → 0 we recover Eq. (S18) as expected. This equation can be solved numerically for different values of
ǫ and j2. In Fig. (S9) we give three examples for different values of γ (γ = 1, 1.1, 1.3). The colored region correspond
to values in the j2 − ǫ plane, to which there are solutions of Eq. (S29). Each region consists of some of the colored
patches, so that the largest region is the one that corresponds to γ = 1 which consists of the blue, red and green
patches. γ = 1.1 corresponds to the red and the green patches and γ = 1.3 corresponds only to the green patch.
Therefore in general when the background sound is reduced, we have a larger region in the parameter space for bound
orbits. The colored curves that appear are the corresponding 1/(4 γ4) graphs in the Rad → 0 approximation. In this
approximation ǫ→ 0 and j2 →∞ while ǫj2 is finite. That is why in the limit of ǫ→ 0 and j2 →∞ the curves 1/(4 γ4)
are an asymptote to the region of bound orbits. We cannot write an explicit expression for rmax in the general case
but the case when j = 0 is easily solvable. The solution to Eq. (S29) is
rmax =
1
γ
tan(
π
2
− γǫ(γ)), (S30)
Eq. (S26) can be rewritten at the point r = r0 (where we change the background sound γ):
ǫ = −ǫk −
j2
r20
+
1
γ
(π
2
− arctan(γ r0)
)
, (S31)
where
ǫk ≡
RadEk
C
(S32)
and substituting into Eq. (S30) in the case of j = 0 gives us
rmax =
1
γ
tan(γ ǫk + arctan(γ r0)). (S33)
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FIG. S9. Points in the j2 − ǫ parameter space (dimensionless angular momentum squared and dimensionless energy) for which
there are bound orbits in the effective potential. The blue, red and green regions correspond to γ = 1, 1.1, 1.3 respectively. The
lines correspond to 1/(4 γ4) curves.
It can be shown explicitly that when j = 0
∂rmax
∂γ
> 0, (S34)
since we can write it as a sum of two positive quantities:
∂rmax
∂γ
=
r20 (2 γ ǫk + sin(2 γ ǫk))
2 [cos(γ ǫk)− γ r0 sin(γ ǫk)]
2
+
2 γ [ǫk + r0 − r0 cos(2 γ ǫk)]− sin(2 γ ǫk)
2γ2 [cos(γ ǫk)− γ r0 sin(γ ǫk)]
2
. (S35)
When j 6= 0 from Eqs. (S29,S31) we find
j2
r2max
−
j2
r20
− ǫk +
1
γ
(arctan(γ rmax)− arctan(γ r0)) = 0 (S36)
To look at the maximal distance r as a function of the background sound γ we can take the derivative of Eq. (S36)
with respect to γ and obtain:
∂rmax
∂γ
=
(
arctan(γ rmax)− arctan(γ r0) +
γ r0
1 + γ2r20
−
γ rmax
1 + γ2r2max
)/(
γ2
1 + γ2r2max
−
2 γ2 j2
r3max
)
. (S37)
Again we want to check when ∂rmax
∂γ
> 0, namely the maximal distance is larger when the background sound is
higher. The numerator of (S37) is always positive since r0 < lrmax. Therefore the sign of (S37) is determined by the
denominator. If
j2 <
1
2
r3max
1 + γ2r2max
(S38)
the denominator of (S37) is positive, and then
∂rmax
∂γ
> 0,
as we expect to happen. For j = 0 this inequality is trivially satisfied and we saw already that the derivative of rmax
with respect to the background sound is positive in Eq. (S34). In Eq. (S25) we saw that it is true also for the limit
when j → ∞, which corresponds to Rad → 0 according to the definition of j
2 (Eq. (S17)), and it can be confirmed
numerically for any positive value of j2 for which a solution to Eq. (S29) exists.
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7. THE THREE BODY PROBLEM
In order to illustrate the crucial role of adaptivity in the creation of a bound pair, it is instructive to consider a
toy model of three interacting bodies when one of the bodies is much heavier than the other two and plays the role
of the background swarm. The other two bodies play the role of the interacting midges that produce a bound pair.
Our goal in this toy model is to look at similar trajectories with and without adaptivity (the ǫ-gravity model) and in
this way to observe the influence of the background sound Ibackground (which is produced by the heavy mass in the
adaptive case).
We start in a configuration without relative velocity in the pair but where both have a velocity relative to the heavy
body (the trajectory is shown in Fig S10a,b). We take in this example C = 1, ǫ2 = 1.5 and Rad = 5 in Eq. (1) for the
case of three bodies and obtain the trajectory in Fig S10b with the initial conditions:
~r1 = (20, 5,−2.5) ~v1 = (−1, 0, 0)
~r2 = (20, 5, 2.5) ~v2 = (−1, 0, 0)
~r3 = (0, 25, 0) ~v3 = (0, 0, 0) (S39)
where ~r1, ~r2, ~v1, and ~v2 are the initial positions and velocities of the unit mass bodies and the third body (whose
initial position and velocity are r3 and v3) has a mass that is 30 times higher. In order to create similar trajectories
without adaptivity (ǫ-gravity), we have to take smaller masses and larger distances since the adaptive force is weaker
by a factor of R2ad. The trajectories in Fig. S10a are produced by taking
~r3 = (0, 40, 0) ~v3 = (0, 0, 0) (S40)
and a mass that is 25 times higher than the small unit masses.
When we compare the relative distance between the pair of the small masses as a function of simulation time
(Fig. S10c,d), we see that without adaptivity the heavy mass has no influence on the relative distance between the
pair and their orbits, one with respect to the other, are unchanged. Throughout the trajectory the bound pair remains
bound, as seen in their ratio of relative kinetic and potential energies (Fig. S10e). In the case with adaptivity, we
see that when the pair is closest to the heavy mass, the pair tend to separate - their relative distance is maximal.
This is the result of the strong “background sound” that lowers their attraction to each other. At this point they are
not a bound pair anymore, as seen in the ratio of their relative kinetic and potential energies, which is larger than
1 (Fig. S10f). When the pair leaves the influence of the heavy mass, their mutual attractive force becomes stronger
again and a bound pair is formed, as we see from the ratio of kinetic to potential energies (Fig. S10f). The increase
and decrease in the “background sound” along the trajectory is given in Fig. S10g. As described in this article, this
mechanism is the dominant producer of bound pairs in the simulation.
8. SPATIAL DISTRIBUTION OF PAIRS (SIMULATION)
In Fig. S11 we present the radial distribution of pair-formation events, in comparison with the radial Gaussian
distribution of particles in the same simulated swarm. We can see that the pairs are usually formed in an intermediate
density region (∼ 0.5Rs).
We can estimate the spatial distribution of the pair formation rate using the following relation:
ρ˙pair(r) ∼ k(r)ρ(r)
2 , (S41)
where ρ˙pair is the local rate (probability per unit time) to form a new pair at r, k(r) is the trapping rate per midge
and ρ(r) is the density of midges.
Let us estimate the pair formation rate k(r) for the swarm that was considered in Fig. S11. The radial density
ρ(r) is given in Fig. S12, the radial density of pair-formation events (over the course of a given simulation time, so
proportional to ρ˙pair(r)) is in Fig. S13, and from them we get the rate of pair formation per midge k(r) in Fig. S14.
There is a peak in the pair formation rate per midge at r ∼ 0.9Rs.
According to the adaptive-gravity model that we described, there should be a correlation between the pair formation
rate and the gradient of the total background sound (see Eqs. (3-5)). The mean total background sound was computed
from the simulation and is given in Fig. S15. It is very close to the distribution of background sound for a Gaussian
distribution of particles with the same Rs. The estimation of the radial derivative of the total sound is given in
Fig. S16. Indeed, we find that the peak of the background sound gradient is at r ∼ 0.9Rs, which is close to the peak
location in k(r).
All the results of this section are based on simulation of 36 particles for ǫ2 = 15 and Rad = 50.
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FIG. S10. (a) The trajectories of three bodies without adaptivity (the ǫ-gravity model)- Two identical small bodies pass near
a heavy one (b) The same as (a) but with adaptivity (Rad = 5) (c) The relative distance between the pair of the small masses
in (a) as a function of simulation time. (d) The same for the pair in (b). (e) The ratio of the kinetic to potential energy as
a function of simulation time for one of the small masses in (a). (f) The same ratio but for the trajectory in (b). (g) The
“background sound” as a function of time which was defined in Eq. (S9) Ibackground.
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FIG. S11. The spatial distribution of pairs at the moment of pair formation (simulation for N = 36, Rad = 50). In red the
PDF of the distance of the pairs from the center of mass. In blue, for comparison, the PDF of the distance of all the midges
in the swarm. Both are normalized with respect to the mean radius of the swarm Rs.
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FIG. S12. The general density of midges ρ(r) in the central region (r < Rs). (Normalized as PDF for r < Rs.)
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FIG. S13. The density of pair formation events ρ˙pair in the central region (r < Rs). (Normalized as PDF for r < Rs.)
0.0 0.2 1.0 1.2
0.0
0.1
0.2
0.3
0.5
r
Rs
P
ro
b
a
b
il
it
y
d
e
n
si
ty
FIG. S14. The rate of pair formation per midge, k(r), in the central region (r < Rs), from Eq.S41. (Normalized as PDF for
r < Rs.)
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FIG. S15. The total background sound in the central region (r < Rs). (Normalized as PDF for r < Rs.)
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FIG. S16. Estimation of the radial gradient in the background sound, in the central region (r < Rs). (Normalized as PDF for
r < Rs.)
