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Abstract. In this paper, we show that Riemann hypothesis (concerning zeros of
the zeta function in the critical strip) is equivalent to the analytic continuation of
Euler products obtained by restricting the Euler zeta product to suitable subsets
Mk, k ≥ 1 of the set of prime numbers. Each of these Euler product defines so a
partial zeta function ζk(s) equal to a Dirichlet series of the form
∑
ǫ(n)/ns, with
coefficients ǫ(n) equal to 0 or 1 as n belongs or not to the population of integers
generated by Mk. We show that usual formulas of the arithmetic adapt themselves
to such populations (Moebius, Mertens, Lambert series,...). We envisage also the
study of summations inside these populations and new functions (generalizations of
the integer part function, of the harmonic series) directly connected to the existence
of analytical continuations.
1. Introduction
The number π(x) of prime numbers less or equal to x is known to be equivalent to
x
ln(x) and prime number theorem has been proved with the estimation:
π(x) = Li(x) +O(x e−c
√
ln(x))
for some suitable positive constant c: an improvement (Vinogradov and Korobov) of
the error term and associated comments can be found in [Nar] p.236. One importance
of Riemann hypothesis (which states that the non-real zeros of ζ(s) have real part equal
to 12) lies in the fact that the estimation
π(x) = Li(x) +O(
√
x ln(x))
is probably true. Many arithmetical conjectures and various problems are directly
connected to Riemann hypothesis. The zeta function has been studied intensively with
developments in various directions. Literature on Riemann zeta function is known to
be huge and very diversified and this work hopes not to find results already published.
One purpose of this work is to show that analytic continuation of partial zeta func-
tions
ζk(s) =
∏
p∈Mk
1
(1− 1ps )
with Mk = {p1, pk+1, p2k+1, p3k+1, · · · }
is equivalent to Riemann hypothesis: here, k is an integer and P = (pn)n∈N∗ is the set
of all primes. The obtaining of the analytical continuation of functions ζk(s) is in direct
relation with the study of subsets of N∗ generated by an arbitrary subset of P: this
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approach is a new facet of arithmetic. So, another purpose of this work is to adapt
classic formulas of arithmetic to such subsets.
Every subset M, included in P (the set of prime numbers) generates, by successive
products of the different elements of M, a subset of N∗, that is a sub-population of N∗.
As a consequence, we use notation pop(M) to indicate such a set, pop term being the
abbreviation of population. When there is no ambiguity on the choice of M , one writes
simply pop in the place of pop(M). By definition, pop(P) = N∗ and each function ζk(s)
is constructed by choosing for M the prime numbers taken by jumps of k inside the set
of index of the descriptive formula P = (pn)n∈N∗ . Such an M is called an arithmetical
list of reason k (see Conventions of section 2): naturally, this does not mean that the
pi’s chosen constitute an arithmetical sub-sequence of N
∗.
The integer part function [x] of x, appropriate for the analysis in N∗, is then replaced
by the function
Npop(x) ≡ card([1;x] ∩ pop)
and another useful function is
Spop(x) ≡
∑
n∈pop , n≤x
1
n
(generalization of the harmonic series)
The rigorous evaluation of Npop(x) (or of Spop(x)) insures the existence of the ana-
lytical continuation of partial zeta functions ζk(s) to the open set {Re(s) > 12} − [12 ; 1].
More precisely, for M an arithmetical list of reason k, these unproved evaluations are
Npop(x) = Cte
x ln(x)
k
√
ln(x)
+ ψ(x)
with ψ(x) = O(x
1
2
+ǫ) or
Spop(x) = Cte
k
√
ln(x) + φ(x)
with φ(x) = O( 1
x
1
2−ǫ
). Formula 6.29 is the natural equivalent of Npop(x) and we indicate
in last section some consequences connected to this equivalence. In summary, when one
passes through evaluation of Npop(x) (to obtain the analytical continuation of ζk(s)),
Riemann’s problem is returned to an arithmetical problem. One can also tempt others
techniques to obtain the existence of the analytical continuation of ζk(s).
2. Preliminaries
In the following, n stands for an integer, p stands for a prime number. We denote by
P = (pn)n∈N∗ the set of all primes p (with p1 = 2, p2 = 3, p3 = 5, p4 = 7 · · · ), by π (x)
the number of p ∈ P satisfying 2 ≤ p ≤ x. As usual, ζ(s) =∑n∈N∗ 1ns is the Riemann
zeta function, and Zζ the set of zeros of ζ(s) in the half space Re(s) >
1
2 . It is a known
fact that zeros of ζ(s) in the critical strip are displayed symetrically relatively to the
line σ = 12 : thus, we may restrict some considerations to Re(s) >
1
2 .
We shall need in this paper, partial zeta functions ZM defined by an Euler product:
ZM (s) =
∏
p∈M
1
(1− 1ps )
where M is a subset of P. Expanding each function:
1
(1− 1ps )
= 1 +
1
ps
+
1
p2s
+ · · ·
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in power series, with p ∈ M , and multiplying all expansions, we develop the Euler
product as a Dirichlet series
∑
n∈popM
1
ns , clearly analytic for Re(s) > 1: here, n moves
in the set popM of all integers of the form n = q
α1
1 q
α2
2 · · · , with all αi ≥ 0 , αi ∈ N∗ and
all qi ∈M . The characteristic function of popM will be denoted 1popM (n), and equals 1
when n ∈ popM and 0 elsewhere. Thus, an equality of the form∑
n∈popM
αn
ns
=
∑
n∈N∗
1popM (n)
αn
ns
means that the Dirichlet series considered on left side satisfies αn = 0 whenever n /∈
popM . We also need:
ηM (s) =
∑
p∈M
1
ps
clearly analytic for Re(s) > 1.
Lemma 2.1. Let M ⊂ P and
f(s) =
∑
n∈popM
αn
ns
g(s) =
∑
n∈popM
βn
ns
be two absolutely convergent Dirichlet series. Then, the Dirichlet product
(fg)(s) =
∑
n∈N∗
γn
ns
of f(s) and g(s) satisfies γn = 0 whenever n /∈ popM .
The lemma follows from equality
γn =
∑
kl=n, k≥1 ,l≥1
αkβl
and the fact that k|n with n ∈ popM implies k ∈ popM and l ∈ popM .
Let ZM (s) =
∑
n∈popM
1
ns be the associated partial zeta function (defined and
analytic for Re(s) > 1). One verifies that some of known formulas concerning ζ(s)
become now:
ZM (s− 1)
ZM (s)
=
∑
n∈popM
Φ(n)
ns
for Re(s) > 2
ZM (s) ZM (s− 1) =
∑
n∈popM
σ(n)
ns
for Re(s) > 2
Z2M (s) =
∑
n∈popM
τ(n)
ns
for Re(s) > 1
1
ZM (s)
=
∑
n∈popM
µ(n)
ns
for Re(s) > 1
(1 + ηM (s)) ZM (s) =
∑
n∈popM
ν(n)
ns
for Re(s) > 1
∑
n∈popM
ln (n)
ns
= ZM (s)
∑
p∈M
ln (p)
ps − 1 for Re(s) > 1
where, as usual:
Φ(n) = the Euler Phi-function;
σ(n) = Σi|n i, the sum of the divisors of n;
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τ(n) = Σi|n 1 , the number of divisors of n;
ν(n) = Σp|n 1, the number of distinct prime factors of n;
µ(n) the Moebius function, µ(1) = 1 , µ(n) = 0 if n is divisible by a square > 1,
= (−1)ν(n) in others cases.
Subsets M of main interest will be arithmetical lists obtained from the list of all
primes:
P = {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, · · · }
Conventions:
An arithmetical list of P having a reason r > 0 is a subset M ⊂ P of the form
M = {pr0 , pr0+r, pr0+2r, · · · }
for some r0 > 0 with r0 ≤ r.
Whenever a function fM (· · · ) is defined or depends on an arithmetical list determined
by its two first elements a ∈M and b ∈M with a = pr0 and b = pr0+r, we shall write
M = Ma,b
fM (· · · ) = fa,b(· · · )
Moreover, when the arithmetical list Ma,b starts with the first prime (ie one has a =
p1 = 2), we write simply
Ma,b = Mr
fa,b(· · · ) = fr(· · · )
where r is the reason of the list.
For example, M = {5, 13, 23, 37, 47, 61, 73, · · · } is an arithmetical list with first ele-
ment p3 = 5 and reason r = 3.
We observe that many results concerning functions built with an arithmetical list
are easily adapted to functions built with subsets M ⊂ P which are finite union of
arithmetical lists having all the same reason r > 0 (such an M has the following
property: pk ∈M implies pk+r ∈M and pk−r ∈M whenever k − r ≥ 1).
With our conventions, choosing an M of the form Ma,b, one may write ZM (s) = Za,b(s)
and 1popM (n) = 1popa,b(n). In fact,
ζk(s) =
∏
p∈Mk
1
(1− 1ps )
with Mk = {p1, pk+1, p2k+1, p3k+1, · · · }
ζ2(s) =
∏
n∈N n≥0
1
(1− 1ps2n+1 )
=
1
(1− 12s )
1
(1− 15s )
1
(1− 111s )
· · · 1
(1− 1ps2n+1 )
· · · = Z2,5(s)
ζ3(s) =
∏
n∈N n≥0
1
(1− 1ps3n+1 )
=
1
(1− 12s )
1
(1− 17s )
1
(1− 117s )
· · · 1
(1− 1ps3n+1 )
· · · = Z2,7(s)
Z3,7(s) =
∏
n∈N n≥0
1
(1− 1ps2n+2 )
=
1
(1− 13s )
1
(1− 17s )
1
(1− 113s )
· · · 1
(1− 1ps2n+2 )
· · ·
Z2,5(s) = 1+
1
2s
+
1
4s
+
1
5s
+
1
8s
+
1
10s
+
1
11s
+
1
16s
+
1
17s
+
1
20s
+
1
22s
+
1
23s
+
1
25s
+
1
31s
+
1
32s
+· · ·
Z3,7(s) = 1+
1
3s
+
1
7s
+
1
9s
+
1
13s
+
1
19s
+
1
21s
+
1
27s
+
1
29s
+
1
37s
+
1
39s
+
1
43s
+
1
49s
+ · · ·
η3,7(s) =
1
3s
+
1
7s
+
1
13s
+
1
19s
+
1
29s
+
1
37s
+
1
43s
+ · · ·
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η2(s) =
1
2s
+
1
5s
+
1
11s
+
1
17s
+
1
23s
+
1
31s
+
1
41s
+
1
47s
+ · · · = η2,5(s)
η1(s) =
∑
p∈P
1
ps
≡ 1
2s
+
1
3s
+
1
5s
+
1
7s
+
1
11s
+
1
13s
+
1
17s
+
1
19s
+
1
23s
+
1
29s
+
1
31s
+· · · = η2,3(s)
A central result, proved in section 5, is:
Theorem 2.2. Let Ω 1
2
be the open set Ω 1
2
= {Re(s) > 12 ; s /∈ [12 ; 1] }. The following
properties are equivalent:
1. The Riemann hypothesis holds.
2. For every i ≥ 2 , the function ζi(s) extends as an analytic (resp. meromorphic)
function in Ω 1
2
.
3. Basic Properties
Lemma 3.1. Let (αn) and (βn) be two increasing sequences of reals such that αn ≤
βn ≤ αn+1 for all n, α1 > 1 and Σn 1αλn < +∞ for every λ > 1.
Then, the following properties holds:
1. Euler products
E1(s) =
∏
n
1
(1− 1αsn )
E2(s) =
∏
n
1
(1− 1βsn )
are well defined and analytic for Re(s) > 1.
2. There exists a function f(s), defined and analytic for Re(s) > 0, which never
vanishes on this set, such that E1(s) = E2(s)f(s) when Re(s) > 1.
If one knows besides that E1(s) has a meromorphic (resp. analytic) continuation for
Re(s) > a for some 0 < a < 1 (for example, E1 may be the Riemann zeta function
as in [Gr-Sc]), our lemma implies that E2 has also a meromorphic (resp. analytic)
continuation for Re(s) > a. Therefore, functions E1 and E2 have the same zeros and
same poles for Re(s) > a.
Proof: It is known that
∣∣(1 − (1 − z)ez)∣∣ ≤ ∣∣z∣∣2 for ∣∣z∣∣ ≤ 1, hence the infinite
product
∏
n (1 − 1αsn ) e
1
αsn defines of an analytic function for Re(s) > 12 . The equation
(1 − 1αsn ) = 0 has no zeros in variable s, hence the infinite product never vanishes.
Clearly,
E1(s) = e
Σn
1
αsn
∏
n
1
(1− 1αsn ) e
1
αsn
for Re(s) > 1 and this formula clearly defines an analytic function on that set. Since
Σn
1
βλn
< +∞ for every λ > 1, we get same conclusions for ∏n (1− 1βsn ) e
1
βsn : this proves
1).
We now show that there exists a function f(s), defined and analytic for Re(s) > 12 ,
which satisfy formula of 2). Assuming n ≥ 1, one has, for Re(s) > 1:
E1(s) = E2(s)
∏
n(1− 1βsn ) e
1
βsn
∏
n(1− 1αsn ) e
1
αsn
e
1
αs
1
− 1
βs
1
+···+ 1
αsn
− 1
βsn
+···
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We put:
f(s) =
∏
n(1− 1βsn ) e
1
βsn
∏
n(1− 1αsn ) e
1
αsn
e
1
αs1
− 1
βs1
+···+ 1
αsn
− 1
βsn
+···
From Dirichlet series, we see that the series 1αs1
− 1βs1 + · · ·+
1
αsn
− 1βsn + · · · is analytic in
the half-plane Re(s) > 0. Thus, f(s) has the required properties for Re(s) > 12 .
In the general case, taking k ∈ N∗, we use the Weierstrass factor
Wk(z) = (1− z) ez+
z2
2
+···+ z
k
k
having the property
∣∣1−Wk(z)∣∣ ≤ ∣∣z∣∣k+1 for ∣∣z∣∣ ≤ 1. Writting:
E1(s) = E2(s)
∏
nWk(
1
βsn
)∏
nWk(
1
αsn
)
e
1
αs
1
− 1
βs
1
+···+ 1
αsn
− 1
βsn
+··· · · · e
1
k
(
1
αks
1
− 1
βks
1
+···+ 1
αksn
− 1
βksn
+···
)
our conclusion follows for Re(s) > 1k+1 . Now, f(s) is the analytic continuation of
E1(s)
E2(s)
for Re(s) > 1k+1 and all k ∈ N∗: this proves the lemma.
Proposition 3.2. Let k ≥ 2, k ∈ N∗ and Ω be a simply connected open set contained in
Re(s) > 0 in which the Riemann function ζ(s) never vanishes. The following properties
holds:
1. ζk(s) extends analytically for s ∈ Ω.
2. There exists a function gk(s) defined and analytic for Re(s) > 0, having no zeros
on this half-plane, such that
ζ(s) = gk(s) ζk(s)
k for s ∈ Ω(3.1)
It follows that
ζk(s) ∼ Akk√1− s as s→ 1(3.2)
for some constant Ak.
Proof: One has ζk(s) =
∏
p∈Mk
1
(1− 1
ps
)
. For i ≥ 1, i ≤ k, we define
Ai = {pi, pk+i, p2k+i, p3k+i, · · · } and Zpi,pk+i(s) =
∏
p∈Ai
1
(1− 1ps )
Each Ai is an arithmetical list of P with A1 = Mk and P =
⋃i=k
i=1 Ai. One has ζ(s) =∏i=k
i=1 Zpi,pk+i(s) and ζk(s) = Zp1,pk+1(s). Using lemma 3.1, we get for every i > 1 an
analytic function fi(s) having no zeros for Re(s) > 0 such that Zpi,pk+i(s) = fi(s)ζk(s)
for Re(s) > 1. Putting gk(s) = f1(s)f2(s) · · · fk−1(s), we get ζ(s) = gk(s) ζk(s)k for
Re(s) > 1.
Let us now assume s ∈ Ω. There exists an analytic function h(s) analytic in Ω such
that ζ(s)gk(s) = e
h(s) for s ∈ Ω. Thus
(
ζk(s)
e
h(s)
k
)k
= 1 for Re(s) > 1
therefore, for some fixed α ∈ Z, ζk(s) = e2i
α
k
π e
h(s)
k for Re(s) > 1. This formula
defines now the analytic continuation of ζk(s) for s ∈ Ω and formula 3.1 holds for s ∈ Ω
by uniqueness of analytic continuations.
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The following lemma is contained in the proof of lemma 3.1.
Lemma 3.3. Let M ⊂ P. The function WM (s) =
∏
p∈M
1
(1− 1
ps
)e
1
ps
is analytic for
Re(s) > 12 and has no zeros on this open set. It satisfies:
ZM (s) =WM(s) e
ηM (s) for Re(s) > 1(3.3)
4. Functions ηM (s)
As defined previously, ηM (s) =
∑
p∈M
1
ps
and η1(s) =
∑
p∈P
1
ps = η2,3(s).
Proposition 4.1. Let M = {pr0 , pr0+r, pr0+2r, · · · } be an arithmetical list of P with a
reason r > 1 and Ω be an open connected set contained in Re(s) > 0. Then, one has:
η1(s) = r ηM (s) + w(s) for Re(s) > 1(4.1)
where w(s) is analytic for Re(s) > 0.
Therefore, ηM (s) has an analytic (resp. meromorphic) continuation to Ω if and only if
η1(s) has the same property.
Proof: Let Mr = {p1, p1+r, p1+2r, · · · , p1+nr, · · · } ⊂ P. For every 0 ≤ j < r, we put:
M (j) = {p1+j , p1+j+r, p1+j+2r, · · · , p1+j+nr, · · · }
to be the shifted list of Mr, hence M
(0) =Mr. One has
ηM (0)(s)− ηM (j)(s) ≡
∑
p∈Mr
1
ps
−
∑
p∈M (j)
1
ps
for Re(s) > 1, thus
ηM (0)(s)− ηM (j)(s) =
1
ps1
− 1
ps1+j
+
1
ps1+r
− 1
ps1+j+r
+ · · ·+ 1
ps1+nr
− 1
ps1+j+nr
+ · · ·
The Dirichlet series on the right hand side is an analytic function wj(s) in Re(s) > 0
for every 0 ≤ j < r. From
η1(s) = ηM (0)(s) + ηM (1)(s) + · · ·+ ηM (r−1)(s)
we get
η1(s) = ηM (0)(s) +
(
ηM (0)(s)− w0(s)
)
+ · · ·+ (ηM (0)(s)− wr−1(s))
which leads to
η1(s) = r ηM (0)(s)−W (s)
with W (s) ≡ w0(s) + · · ·+ wr−1(s). This proves 4.1 for M =M (0).
The arithmetical sublistM = {pr0 , pr0+r, pr0+2r, · · · } is one of theM (j) (with j = r0−1)
and relation ηM (0)(s)−ηM (j)(s) = wj(s) implies formula 4.1. It follows from this formula
that ηM (s) extends as an analytic (resp. meromorphic) function to Ω if and only if η1(s)
has the same property.
We recall that Zζ stands for the set of zeros of ζ(s) in the half space Re(s) >
1
2 .
Proposition 4.2. Let M be an arithmetical list.
1. The derivative ddsηM (s) = −
∑
p∈M
ln(p)
ps extends as a meromorphic function
in Re(s) > 0 with simple poles for singular points.
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2. ηM (s) can be continued to an analytic function in the open simply connected
Ωc = {Re(s) > 0} −
⋃
α∈Zζ
[0;α] − [0; 1]
Assertion 2) is more precise than [Tit] page 182.
Proof: Let r > 0 be the reason of the list. By proposition 4.1, η1(s) = r ηM (s)+w(s)
for Re(s) > 1 , where w(s) is analytic for Re(s) > 0. Taking the derivative, we are
reduced to the case ηM = η1 for which this property is true for Re(s) > 0. This proves
1) since our formula now defines the holomorphic continuation.
For 2), we note that Ωc has the property that s ∈ Ωc and λ ≥ 1 implies that λs ∈ Ωc.
Since the Riemann function ζ(s) never vanishes on Ωc, it follows from proposition 3.2
that
ζ(s) = gk(s) ZM (s)
k for s ∈ Ωc
for some suitable analytic function gk defined on Ωc which never vanishes on this set.
Now, the function:
WM (s) =
∏
p∈M
1
(1− 1ps )e
1
ps
is analytic for Re(s) > 12 , has no zeros on this half-plane and satisfies ZM (s) =
WM (s) e
ηM (s) for Re(s) > 1. Thus, ZM (s)WM (s) = e
ηM (s) has no zeros in Ωc and this leads
to the analytic continuation on Ωc ∩ {Re(s) > 1p+1} with p = 1. We now iterate this
process as follows. For p ∈ P with p ≥ 1
W
(p)
M (s) =
∏
p∈M
1
(1− 1ps )e
1
ps
+ 1
2
1
p2s
+···+ 1
p
1
p2s
is analytic for Re(s) > 1p+1 , has no zeros on this half-plane and satisfies:
ZM (s) =W
(p)
M (s) e
ηM (s)+
1
2
ηM (2s)+···+
1
p
ηM (ps) for Re(s) > 1
It follows that ηM (s) +
1
2ηM (2s) + · · · + 1pηM (ps) has an analytic continuation fp+1(s)
on Ωc ∩ {Re(s) > 1p+1}. By induction, the analytic continuation
p
ηM (s) of ηM (s) being
obtained on Ωc ∩ {Re(s) > 1p}, one has, for Re(s) > 1p+1
fp+1(s) = ηM (s) +
1
2
p
ηM (2s) + · · ·+
1
p
p
ηM (ps)
since Re(2s) > 1p , · · · ,Re(ps) > 1p . Thus,
fp+1(s)− 1
2
p
ηM (2s)− · · · −
1
2
p
ηM (ps)
defines the analytic continuation
p+1
η M (s) of ηM (s) to the open half-plane Re(s) >
1
p+1 .
The following proposition is known for M = P.
Proposition 4.3. Let M ⊂ P.
1. one has, for Re(s) > 1,
∑
p∈M
1
ps
=
+∞∑
n=1
µ(n)
n
ln(ZM (ns))
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2. Let lpopM (x) =
∑
k∈popM
xk
k for |x| < 1. One has:
∑
n∈popM
µ(n)
n
lpopM (x
n) = x
lpopM (x) =
∑
n∈pop(P−M)
µ(n)
n
ln(
1
1− xn )
It follows that
∑
n∈popM
µ(n)
n
(∑
p∈M
lpopM (
1
pns
)
)
=
∑
p∈M
1
ps
The function lpopM (x) coincide with ln(
1
1−x) when M = P (because popM = N
∗ in
this case). Taking popM = pop2,5 in 2), one has:
lpop(x) = x+
x2
2
+
x4
4
+
x5
5
+
x8
8
+ · · ·
and our first summation is
µ(1)
1
lpop(x) +
µ(2)
2
lpop(x
2) +
µ(4)
4
lpop(x
4) +
µ(5)
5
lpop(x
5) +
µ(8)
8
lpop(x
8) + · · ·
Proof: For 1), we use formula
∑+∞
n=1
µ(n)
n ln(
1
1−xn ) = x valid for |x| < 1. Choosing
x = 1ps for p ∈M and Re(s) > 1, it remains to sum expansions for all p.
For 2), one has
∑
n∈popM
µ(n)
n
lpopM (x
n) =
∑
n∈popM
µ(n)
n
∑
k∈popM
xnk
nk
=
∑
n∈popM
xn
n
∑
k | n
k∈popM
µ(nk )
n
k
Since conditions k | n with k ∈ popM and k | n are identical when n ∈ popM , using
for n > 1 ∑
d|n
µ(d)
dnd
=
1
n
∑
d|n
µ(d) = 0
one has, from µ(1) = 1
∑
n∈pop
µ(n)
n
lpop(x
n) = x
This proves first formula of 2). Formula
lpopM (x) =
∑
n∈pop(P−M)
µ(n)
n
ln(
1
1− xn )
follows from inclusion-exclusion principle. Last formula is obtained with x = 1ps in first
formula of 2) and summation for all p ∈M .
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5. Equivalences between analytic continuations and Riemann hypothesis
As seen previously, Ω 1
2
= {Re(s) > 12} − [12 ; 1].
Proposition 5.1. The following properties are equivalent:
1. η1(s) extends as an analytic function in Ω 1
2
.
2. η1(s) extends as a meromorphic function in Ω 1
2
.
3. The Riemann function ζ(s) never vanishes in Ω 1
2
.
4. For one i ∈ N∗ , i ≥ 2 (resp. for all i ∈ N∗), the function ζi(s) extends as an
analytic function in Ω 1
2
and never vanishes in that open set.
5. ηn1 (s) extends as a meromorphic function in Ω 1
2
, for one n ∈ N∗ , n ≥ 1 (resp.
for all n ∈ N∗).
Proof: Let M be an arithmetical list of P. From proposition 4.1, ηM (s) has an ana-
lytic (resp. meromorphic) continuation to Ω if and only if η1(s) has the same property:
and one has ZM (s) = WM (s) e
ηM (s) for Re(s) > 1. where WM is an analytic function
for Re(s) > 12 and has no zeros on this half plane.
Assume that 1) is satisfied. Taking M = Mi with i ≥ 1, one has ζi(s) = WMi(s) eηi(s)
for Re(s) > 1, thus the right side hand has an analytic continuation to Ω 1
2
: thus, 1⇒ 3
and 1 ⇒ 4. Conversely, if 4) is satisfied for one i ≥ 2, then ζi(s)
WMi(s)
= eh(s) for some
analytic function h = h(s) defined on Ω 1
2
. It follows that ηi(s) − h(s) is constant for
Re(s) > 1, hence ηi(s) has an analytic continuation in Ω 1
2
. Hence, 3⇒ 1 and 4⇒ 1.
Let us assume 2). Let α be a pole of η(s) in Ω 1
2
. Formula ζ(s) = W (s) eη(s) has
an analytic continuation in Ω 1
2
− {the set of poles of η}. Taking a small neighborhood
V (α) of α not containing α, we see that the right (resp. left) hand side our the formula
is unbounded (resp. bounded) on V (α) leading to a contradiction: hence 1⇔ 2.
Let us assume 5) for some n ≥ 2. The derivative d
ds
ηn(s) = nηn−1(s)
d
ds
η(s) is mero-
morphic in Ω 1
2
. Since ddsη(s) is meromorphic in Re(s) > 0, it follows that η
n−1(s) is
meromorphic in Ω 1
2
: hence by iteration, one has 5⇒ 1 and 1⇒ 5 is clear.
Theorem 5.2. The following properties are equivalent:
1. The Riemann hypothesis holds.
2. The function ζi(s) has a meromorphic continuation in Ω 1
2
, for all i ∈ N∗.
3. The function ζi(s) has an analytic continuation in Ω 1
2
, for all i ∈ N∗ (resp. for i
moving in an infinite subsequence of N∗).
Proof: By proposition 4.1, proposition 5.1 and lemma 3.3, one has 1⇒ 2 and 1⇒ 3.
Let us assume 2). With notations of proposition 3.2, one has ζ(s) = gi(s) ζi(s)
i for
Re(s) > 1 and this holds by analytic continuation in Ω 1
2
− {the set of poles of ζi}. Let
α be a pole of ζi in Ω 1
2
. Taking a small compact neighborhood V (α) of α not containing
α, we get that ζi(s) is bounded on V (α) hence is analytic at α (ie the singularity is
removable). Hence, ζ(s) = gi(s) ζi(s)
i for s ∈ Ω 1
2
with ζi(s) analytic for all s ∈ Ω 1
2
.
Let s0 be a possible root of the equation ζ(s) = 0 in Ω 1
2
. It follows that ζi(s) = 0 and
ζ(s0) = gi(s) ζi(s0)
i implies that N0 has multiplicity i. Since this holds for all i ∈ N∗,
we get a contradiction. Hence 2⇒ 1. The proof of 3⇒ 1 is similar.
Theorem 5.3. The following properties are equivalent:
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1. The Riemann hypothesis holds.
2. For any arithmetical list M ⊂ P , the function ddsηM (s) extends analytically in
Ω 1
2
.
3. The function of s ∫ +∞
2
π(t) ln(t)
ts+1
dt
extends as an analytic function in Ω 1
2
.
Proof: One has 1 ⇒ 2 by proposition 5.1. Conversely, as Ω 1
2
is simply connected,
one has 2⇒ 1 by lemma 3.3.
Using Abel summation, one has, for Re(s) > 1, η1(s) = s
∫ +∞
2 π(t)
dt
ts+1 hence,
d
ds
η1(s) =
∫ +∞
2
π(t)
dt
ts+1
− s
∫ +∞
2
π(t)
ln(t)dt
ts+1
Therefore, for Re(s) > 1
d
ds
η1(s) − 1
s
η1(s) = −s
∫ +∞
2
π(t)
ln(t)dt
ts+1
Thus, if 3) holds, ddsη1(s) − 1sη1(s) extends as an analytic function in Ω 12 , thus η1(s)
has a meromorphic continuation to Ω 1
2
, since ddsη1 is always meromorphic in that set.
From proposition 4.2, we get 3⇒ 1. The implication 1⇒ 3 is similar.
6. Summations relative to popM
In the previous considerations, we met subsets A of N∗ having the following proper-
ties:
1). conditions a ∈ A and b ∈ A imply ab ∈ A
2). conditions a ∈ A and d | a with d ∈ N∗ imply d ∈ A
Obviously, 1 ∈ A when A 6= ∅ and:
Lemma 6.1. There exists a unique subset M ⊂ P such that A consists of all products
(with multiplicities) of elements of M , ie one has A = popM .
We need to consider summations or formulas involving popM . In some cases, formulas
involving popM can be viewed as the restriction to popM of a known formula assumed
classic on N∗: this fact often appears for arithmetical functions f expanding some value
f(n) as a finite summation of others values depending on all d | n. Thus, proposition 7
is the direct adaptation of Moebius formulas.
Another kind of formulas rest on the known principle of inclusion-exclusion sketched
in next lemma.
Lemma 6.2. Let f : N∗ → C be a function, M ⊂ P with A = popM . Then, putting
M∗ = P−M and B = popM∗, one has:∑
i∈A
f(i) =
∑
k∈B
µ(k)
∑
i∈N∗
f(ki)(6.1)
(questions of convergence are not considered here)
LetM ⊂ P (we abbreviate popM = pop) and Gpop be the ”geometrical” series defined
for |q| < 1 by:
Gpop(q) ≡
∑
k∈pop
qk(6.2)
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Taking f(i) = e−it for t > 0 fixed, we get, with Gpop(e
−t) ≡∑n∈pop e−nx that:
Gpop(e
−t) =
1
1− ex −
∑
p∈M∗
1
1− epx +
∑
p<q
p, q∈M∗
1
1− epqx −
∑
p<q<r
p, q, r∈M∗
1
1− epqrx + · · ·
This summation is essential in formula
Γ(s) ZM (s) =
∫ +∞
0
Gpop(e
−t) ts
dt
t
(6.3)
valid for Re(s) > 1.
Proposition 6.3. Let M ⊂ P and pop = popM .
1. The identity
ZM (s)
∑
n∈pop
an
ns
=
∑
n∈pop
An
ns
is equivalent to ∑
n∈pop
anGpop(x
n) =
∑
n∈pop
Anx
n
2. Let
ZM (s)
∑
n∈pop
an
ns
=
∑
n∈pop
An
ns
and ζ(s)
∑
n∈pop
an
ns
=
∑
n∈N∗
Bn
ns
Then, Bn = An when n ∈ pop and Bn =
∑
i|n i∈pop ai when n /∈ pop.
Taking αn = µ(n) for n ∈ pop, we get, in 1):∑
n∈pop
µ(n)Gpop(x
n) = x
Taking αn = Φ(n) for n ∈ pop, we get, in 1):
∑
n∈pop
Φ(n)Gpop(x
n) =
∑
n∈pop
n xn = x
d
dx
Gpop(x)
For 2), we deduce from Lambert series that:
∑
n∈pop
an
xn
1− xn =
∑
n∈pop
Bnx
n +
∑
n∈N∗−pop
Bnx
n
With an = 1 for n ∈ pop, we get:∑
n∈pop
xn
1− xn =
∑
n∈pop
τ(n)xn +
∑
n∈N∗−pop
Bnx
n
where Bn = card(Div(n) ∩ pop), and Div(n) stands for the set of divisors of n.
In the same way,
∑
n∈pop
n
xn
1− xn =
∑
n∈pop
σ(n)xn +
∑
n∈N∗−pop
Bnx
n
where Bn =
∑
i∈Div(n)∩pop i.
In the case pop = N∗, first assertion is a classical calculation met in Lambert series
with Gpop(x) =
x
1−x .
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Proof: To get a visual proof, we choose pop = pop2,5 = {1, 2, 4, 5, 8, 10, 11, 16, · · · }.
Then Gpop is the ”geometrical” series
Gpop(q) = q + q
2 + q4 + q5 + q8 + q10 + q11 + · · ·
One has:
a1 Gpop(x) = a1x + a1x
2 + a1x
4 + a1x
5 + a1x
8 + a1x
10 + · · ·
a2 Gpop(x
2) = a2x
2 + a2x
4 + a2x
8 +a2x
10 + · · ·
a4 Gpop(x
4) = a4x
4 + a4x
8 + · · ·
a5 Gpop(x
5) = a5x
5 + a5x
10 + · · ·
a8 Gpop(x
8) = a8x
8 + · · ·
a10 Gpop(x
10) = a10x
10 + · · ·
Summing columns, we get our formula since An = 0 when n /∈ pop and An =
∑
d|n ad.
Assertion 2) is a simple verification.
An important function is, for x > 0:
Npop(x) ≡ card([1;x] ∩ pop) =
∑
n≤x
n∈pop
1pop(n)(6.4)
which agree, by Perron’s formula, with
Npop(x) =
1
2πi
∫ σ+iT
σ−iT
ZM (s)
xs
s
ds +O(
xσ+ǫ
T
)(6.5)
(with σ > 1 and ǫ > 0 when x is not an integer).
Proposition 6.4. Let M ⊂ P and pop = popM .
1. Given a function f = f(x), we put F (x) =
∑
k∈pop f(kx). Then,∑
n∈pop
anF (nx) =
∑
n∈pop
Anf(nx)
where an and An are related by formula ZM (s)
∑
n∈pop
an
ns =
∑
n∈pop
An
ns .
2. Formulas
F (x) =
∑
k∈pop
f(kx)
and
f(x) =
∑
k∈pop
µ(k)F (kx)
are equivalent
Proof: One has∑
n∈pop
anF (nx) =
∑
n∈pop
∑
k∈pop
anf(knx) =
∑
n∈pop
∑
k | n
an
k
f(nx)
Since
An = Σj | n aj
this proves 1), noting that k | n with n ∈ pop implies k ∈ pop.
For 2), taking an = µ(n) for n ∈ pop (zero elsewhere), one has An = 0 for all
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n except A1 = 1, hence f(x) =
∑
k∈pop µ(k)F (kx). Conversely, from f(x) =∑
k∈pop µ(k)F (kx), we obtain∑
n∈pop
f(nx) =
∑
n∈pop
∑
k∈pop
µ(k) F (knx) =
∑
n∈pop
∑
k | n
k∈pop
µ(
n
k
) F (nx)
and our assertion follows from µ(1) = 1 and
∑
k | n µ(
n
k ) = 0 for n > 1 with the
observation that ∑
k | n
µ(
n
k
) =
∑
k | n
k∈pop
µ(
n
k
)
Proposition 6.5.
1. For k ∈ N∗ let G(k) = ∑i|k i∈pop g(i) where g is a function defined on pop. Then,
for x ≥ 1 ∑
i≤x i∈pop
G(i) =
∑
i≤x i∈pop
Npop(
x
i
) g(i)(6.6)
2. For k ∈ N∗ and a ∈ C, let
H(k) =
∑
i|k i∈pop
h(i)
ia
ka
and Spop(u; a) =
∑
i≤u i∈pop
1
ia
where h is a function defined on pop. Then∑
i≤x i∈pop
H(i) =
∑
i≤x i∈pop
Spop(
x
i
; a) h(i)(6.7)
When a = 1, the series Spop(u; a) can be considered as the harmonic series associated
to a given pop.
Proof: The formula 6.6 can be considered as a particular case of 6.7 with a = 0. For
6.7, we expand successively H(k) with k ∈ pop and k ≤ x. The term h(i) appears
exactly one time in each expansion of H(k), k ≤ x, when i | k: when it is it so, the
coefficient of h(i) is i
a
ka . As
k
i ∈ pop, we see that the total coefficient of h(i) is of the
form ∑
j ≤C(i) j∈pop
1
ja
with C(i) to be clarified . The last term of this summation is i
a
ya where y is the biggest
element of pop ∩ [1;x]. Thus our summation consists of all 1ja with j ∈ pop such that
ij ≤ x with i ∈ pop. Using definition 6.4, this gives C(i) = Npop(xi ). From∑
j ≤Npop(
x
i
)
1
ja
= Spop(
x
i
; a)
we get our formula 6.7.
In formula 6.6, we choose for g the Euler Φ-function. Since
∑
i|k Φ(i) = k, we get∑
i≤x i∈pop
i =
∑
i≤x i∈pop
Npop(
x
i
) Φ(i)(6.8)
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Taking for g the function g(i) =| µ(i) |, we get∑
i≤x i∈pop
2ν(i) =
∑
i≤x i∈pop
Npop(
x
i
) | µ(i) |(6.9)
where ν(n) is the number of distinct prime factors of k: this follows from
∑
i|k | µ(i) |=
2ν(k). Thus∑
i≤x i∈pop
2ν(i) = Npop(x)+
∑
p∈pop
Npop(
x
p
)+
∑
p<q
p∈pop q∈pop
Npop(
x
pq
)+
∑
p<q<r
p∈pop q∈pop
r∈pop
Npop(
x
pqr
) +· · ·
If we choose for g the Moebius µ-function, from G(i) =
∑
i|k µ(i) = 0 for i > 1 and
G(1) = 1, we get for x > 1 ∑
i≤x i∈pop
Npop(
x
i
) µ(i) = 1(6.10)
Taking for g the function g(i) = µ(i)i , from formula
∑
i|k
µ(i)
i =
Φ(k)
k , we get
∑
i≤x i∈pop
Φ(i)
i
=
∑
i≤x i∈pop
Npop(
x
i
)
µ(i)
i
(6.11)
Taking for g the function g(i) = 1 when i ∈ pop, from formula ∑i|k 1 = τ(k) (the
number of positive divisors of k), we get∑
i≤x i∈pop
τ(i) =
∑
i≤x i∈pop
Npop(
x
i
)(6.12)
Replacing g by the function g(i) = 1 when i ∈ pop and i is a prime number, we get∑
i≤x i∈pop
ν(i) =
∑
i≤x i∈pop
i prime
Npop(
x
i
)(6.13)
Taking for g the function g(i) = ia when i ∈ pop, from formula∑i|k ia = σa(k) (the
sum of powers of positive divisors of k), we get∑
i≤x i∈pop
σa(i) =
∑
i≤x i∈pop
Npop(
x
i
) ia(6.14)
Noting that
∑
i|k i
−a = 1kaσa(k), we get for g(i) = i
−a
∑
i≤x i∈pop
σa(i)
ia
=
∑
i≤x i∈pop
Npop(
x
i
)
1
ia
(6.15)
We now use formula 6.7. With h(i) = 1 for all i, one has H(k) = σa(k)ka , hence
∑
i≤x i∈pop
σa(i)
ia
=
∑
i≤x i∈pop
Spop(
x
i
; a)(6.16)
With h(i) = 1ia for all i, one has H(k) =
τ(k)
ka , hence
∑
i≤x i∈pop
τ(i)
ia
=
∑
i≤x i∈pop
Spop(
x
i
; a)
1
ia
(6.17)
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With h(i) = 1ia when i is a prime number and 0 elsewere, one has H(k) =
ν(k)
ka , hence∑
i≤x i∈pop
ν(i)
ia
=
∑
i≤x i∈pop
i prime
Spop(
x
i
; a)
1
ia
(6.18)
More generally, for k ∈ N∗, let F (k) = ∑i|k i∈pop f(i)g(ki ) where h and g are
functions defined on pop. Then, the same calculation yields∑
i≤x i∈pop
F (i) =
∑
i≤x i∈pop
f(i)
∑
j≤x
i
j∈pop
g(j)(6.19)
Thus, with x infinite, f(i) = ai, g(i) = bi, we obtain, for | a |< 1 and | b |< 1
Gpop(a) Gpop(b) =
∑
n∈pop n≥1
(∑
d|n
adb
n
d
)
(6.20)
One also has the formula∑
i≤x i∈pop
i =
∑
i≤x i∈pop
µ(i)
∑
j≤x
i
j∈pop
σ(j) =
∑
i≤x i∈pop
σ(i)
∑
j≤x
i
j∈pop
µ(j)(6.21)
due to
∑
i|k σ(i)µ(
k
i ) = k for k ∈ N∗. And
∑
i|k τ(i)µ(
k
i ) = 1 for i ∈ N∗ yields
Npop(x) =
∑
i≤x i∈pop
µ(i)
∑
j≤x
i
j∈pop
τ(j) =
∑
i≤x i∈pop
τ(i)
∑
j≤x
i
j∈pop
µ(j)(6.22)
τ(n) being the divisor function.
Let A be a subset of N∗. We put A+ =
⋃
i∈A[i; i + 1[= A + [0; 1[ and, for n ∈ N∗,
A
+
n =
⋃
i∈A i≤n[i; i + 1[.
The comparison of a series with an integral takes here the following aspect
Proposition 6.6. Let A be a subset of N∗ and f : [1;+∞[−→ R be a continuous
positive decreasing function on the interval [1;+∞[ such that limitt→+∞f(t) = 0.
Then, the sequence:
un =
∑
i≤n i∈A
f(i)−
∫
A
+
n
f(t)dt
has a finite limit CA when n→ +∞.
Proof: We modify the function f on interval [i; i+1[ whenever i /∈ A making it affine
on such intervals (values f(i) and f(i+1) being unalterated). Let h : [1;+∞[−→ R be
the continuous positive decreasing function so obtained. It is known that the sequence:
vn =
i=n∑
i=1
h(i) −
∫ n+1
1
h(t)dt
= h(1)−
∫ 2
1
h(t)dt+ · · ·+ h(i) −
∫ i+1
i
h(t)dt+ · · · + h(n)−
∫ n+1
n
h(t)dt
has a finite limit when n→ +∞. Whenever i /∈ A, one has:
h(i)−
∫ i+1
i
h(t)dt =
1
2
(
f(i)− f(i+ 1))
thus
un = vn − 1
2
∑
i/∈A i≤n
(
f(i)− f(i+ 1))
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Our conclusion follows since
∑
i/∈A
(
f(i)− f(i+ 1)) satisfies hypothesis of the theorem
of alternating convergent series.
Proposition 6.7. Let A be a subset of N∗ and Z(s) be the function Z(s) = Σn∈A
1
ns
for Re(s) > 1. One has, for Re(s) > 1:
Z(s) =
∫
A+
dt
ts
+ h(s)
where h(s) is analytic in the half-plane Re(s) > 0.
Proof: Classic demonstration (see [Nar] p.209 when A = N∗) adapts itself without
any trouble. One has, for n ∈ N∗ and Re(s) > 1:∫ 1
0
dt
(t+ n)s
=
1
(1 + n)s
+ s
∫ 1
0
t dt
(t+ n)s+1
Summing for n ∈ A, we get
Z(s) =
∑
n∈A
(
1
ns
− 1
(1 + n)s
)
−
∑
n∈A
s
∫ 1
0
t dt
(t+ n)s+1
+
∑
n∈A
∫ 1
0
dt
(t+ n)s
The first expression of the right-hand side is an alternate Dirichlet series clearly analytic
for Re(s) > 0. We define, for t ∈ [0; 1] :
gA(t) =
∑
n∈A
t
(t+ n)s+1
The series of gA(t) converges uniformly for t ∈ [0; 1] and s in any given compact of
Re(s) > 0, hence ∑
n∈A
s
∫ 1
0
t dt
(t+ n)s+1
= s
∫ 1
0
gA(t)dt
defines an analytic function in that half-plane.
Since ∑
n∈A
∫ 1
0
dt
(t+ n)s
=
∫
A+
dt
ts
this proves the lemma.
One has, for Re(s) > 1:
ZM (s) =
∑
n∈N∗
NpopM (n)
[
1
ns
− 1
(n+ 1)s
]
= s
∫ +∞
1
NpopM (t)
dt
ts+1
(6.23)
and, by Abel summation, for t > 0:
Gpop(e
−t) =
+∞∑
k=1
Npop(k) t
∫ k+1
k
e−tu du = t
∫ +∞
1
Npop(u) e
−tu du
Now, from formula 6.1 with g(i) = 1 for all i ≤ n and 0 elsewere, in the case popM =
pop2,5, we obtain
Npop(n) = n−
[
n
3
]
−
[
n
7
]
− · · ·+
[
n
21
]
+ · · ·
which is close to
n(1− 1
3
)(1− 1
7
)(1− 1
13
) · · · ≈ n
∏
p≤n p∈pop3,7
(1− 1
p
) ∼ α3,7 n√
ln(n)
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for some constant α3,7 (by proposition below). Numerical computations directly checked
on pop2,5 = {1, 2, 4, 5, 8, 10, 11, 16, 17, · · · } gives α3,7 ∼ 0, 736 · · · with an oscillating
limit.
More generally, it is highly probable that, for an arithmetical list M having a reason
r > 0, one has, for some suitable constant AM :
Npop(x) ∼ AM x
r
√
ln(x)
ln(x)
as x→ +∞
This property is related to formula ZM (s) ∼ Cte
(s−1)
1
r
associated with Perron’s formula
6.5 or a possible improvement of Ikehara-Wiener theorem.
Mertens’s formulas takes the form:
Proposition 6.8. Let M be an arithmetical list of P, r > 0 being its reason. There
exists a constant γM such that one has:
∏
p≤x
p∈M
(1− 1
p
) =
e−γM
r
√
ln(x)
+O
(
1
ln(x) r
√
ln(x)
)
(6.24)
1∏
p≤x
p∈M
(1− 1p)
= eγM r
√
ln(x) +O
(
r
√
ln(x)
ln(x)
)
(6.25)
When M = P, one has r = 1 and γM is the Euler constant γ.
Proof: Demonstration proposed here is inspired, in the main lines, by that of [Nat]
p. 278. One has
∑
p≤x , p∈M
1
p
=
∑
p≤x , p∈M
ln(p)
p
1
ln(p)
=
∑
2≤n≤x
f(n)g(n)
with g(t) = 1ln(t) for t > 2, f(n) =
ln(p)
p if n = p ∈M and f(n) = 0 otherwise.
From known formula ∑
p≤x
ln(p)
p
= ln(x) +O(1)(6.26)
we first deduce that ∑
p≤x , p∈M
ln(p)
p
=
1
r
ln(x) +O(1)(6.27)
Indeed, if
p1 ≤ q1 ≤ p2 ≤ q2 ≤ · · · ≤ pn ≤ qn ≤ pn+1 ≤ · · ·
are real numbers tending to infinity as n→ +∞, one must have∑
pi≤x
f(pi)−
∑
qi≤x
f(qi) = O(1)
since
f(p1)− f(q1) + f(p2)− f(q2) + · · ·+ f(pn)− f(qn) + · · ·
is an alternating convergent sequence (and partial summations gives rise to two mono-
tonic sequences having the same limit): thus, we adapt the proof of proposition 4.1
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taking s = 1, wj(s) = O(1) and formula 6.27 follows.
Let
F (t) =
∑
p≤t , p∈M
ln(p)
p
=
∑
p≤t , p∈M
f(n)
Then F (t) = 1r ln(t) + r(t) with r(t) = O(1). Our next goal is to get formula∑
p≤x , p∈M
1
p
=
1
r
ln(ln(x)) + b+O
(
1
ln(x)
)
(6.28)
for some fixed b ∈ R. This is a consequence of partial summation since∫ +∞
x
r(t)
t(ln(t))2
dt = O
(
1
ln(x)
)
and∑
2≤n≤x
f(n)g(n) = F (x)g(x) −
∫ +∞
2
F (t)g′(t)dt
=
1
r
+O
(
1
ln(x)
)
+
1
r
∫ x
2
1
t ln(t)
dt+
1
r
∫ x
2
r(t)
t(ln(t))2
dt
=
1
r
+
1
r
ln(ln(x))− 1
r
ln(ln(2)) +
1
r
∫ +∞
2
r(t)
t(ln(t))2
dt+O
(
1
ln(x)
)
leading to formula 6.28 with
b =
1
r
− 1
r
ln(ln(2)) +
1
r
∫ +∞
2
r(t)
t(ln(t))2
dt
It follows that
ln(
∏
p≤x
p∈M
(1− 1
p
)−1) = −
∑
p≤x , p∈M
ln(1− 1
p
) =
∑
p≤x , p∈M
1
p
+
∑
p∈M
∞∑
k=2
1
kpk
−
∑
p∈M p>x
∞∑
k=2
1
kpk
Noting that ∑
p∈M
∞∑
k=2
1
kpk
≤
∑
p∈P
∞∑
k=2
1
kpk
< +∞
∑
p∈M p>x
∞∑
k=2
1
kpk
≤
∑
p∈P p>x
∞∑
k=2
1
kpk
≤ 2
x
we find a constant γM such that:
ln(
∏
p≤x
p∈M
(1− 1
p
)−1 =
1
r
ln(ln(x)) + γM +O
(
1
ln(x)
)
Thus,
1∏
p≤x
p∈M
(1− 1p)
= eγM r
√
ln(x) e
O( 1
ln(x)
)
= eγM r
√
ln(x)
(
1 +O
(
1
ln(x)
))
which is formula 6.25. Taking the inverse, we get formula 6.24.
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Proposition 6.9. Let M be an arithmetical list of P with a reason r > 0. We assume
that, for large t:
Npop(t) ∼ AM t
r
√
ln(t)
ln(t)
(6.29)
for some suitable constant AM . Then, one has:∑
n∈popM , n≤x
1
n
∼ r AM r
√
ln(x) as x→ +∞
Proof: With Abel summation, putting m = [x], one has:
∑
n∈popM , n≤x
1
n
=
∫ m
1
Npop(t)
dt
t2
+
1
m
Npop(m)
Clearly, 1mNpop(m) ∼ AM
r
√
ln(m)
ln(m) → 0 as m → +∞. For large A, one may
write, for t ≥ A, Npop(t) = (AM + o(1)) t
r
√
ln(t)
ln(t) , hence for m ≥ A:
∫ m
A
Npop(t)
dt
t2
= (AM + o(1))
∫ m
A
r
√
ln(t)
ln(t)
dt
t
= (AM + o(1))
[
r r
√
ln(t)
]t=m
t=A
= r (AM + o(1))
(
r
√
ln(m)− r
√
ln(A)
) ∼ r AM r√ln(m) as m→ +∞
Now, with A fixed, as 1 ≤ Npop(t) ≤ t for any t ≥ 1, one has:
0 ≤
∫ A
1 Npop(t)
dt
t2
r AM
r
√
ln(m)
≤ ln(A)
r AM
r
√
ln(m)
→ 0 when m→ +∞
Hence, ∫ m
1
Npop(t)
dt
t2
∼ r AM r
√
ln(m) as m→ +∞
This proves the proposition.
Proposition 6.10. Let M be an arithmetical list of P with a reason r > 0. We assume
that
Npop(t) ∼ AM t
r
√
ln(t)
ln(t)
as t→ +∞
Then, one has, for x > 0:
∑
n∈popM
e−nx = x
∫ +∞
1
Npop(t) e
−txdt
For x near 0, one has
∑
n∈popM
e−nx ∼ AM
x
r
√
ln( 1x)
ln( 1x)
In formula 6.3, using
∫ +∞
0 =
∫ 1
0 +
∫ +∞
1 , we obtain that the function
ϕ : s −→
∫ +∞
1
∑
n∈popM
e−nt ts
dt
t
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clearly defines an analytic function ϕ(s) for Re(s) > 0. The remaining integral can be
written: ∫ 1
0
∑
n∈popM
e−nt ts
dt
t
=
∫ 1
0
AM
t
r
√
ln(1t )
ln(1t )
ts
dt
t
+
∫ 1
0
h(t) ts
dt
t
for some unknown function h(t), weak near t = 0. Since one has, for Re(s) > 1
∫ 1
0
1
t
r
√
ln(1t )
ln(1t )
ts−1dt =
1
r
√
s− 1 Γ(
1
r
)
we get that:
Γ(s) ZM (s) =
AM
r
√
s− 1 Γ(
1
r
) +
∫ 1
0
h(t) ts
dt
t
+ ϕ(s)
which is consistent with the property 3.2.
It is also known that
∑
n∈N∗ n≥1 e
−nx = 1x − 12 +
∑+∞
n=1
2x
x2+4n2π2
and important
features of ζ(s) are obtained from this formula. When M is an arithmetical list with
a reason r, simple arguments seems to indicate that the corresponding development of∑
n∈popM
e−nx looks like
∑
n∈popM
e−nx =
Br
x
r
√
ln( 1x)
ln( 1x)
+
∑
n∈popM
2x
x2 + 4n2π2
+A(x)
where A(x) is a new expression to be found. A complete knowledge of this expansion
may be essential to the solution of Riemann’s conjecture.
Proof of proposition 6.10 : Let m ∈ N∗, m ≥ 2. By Abel summation,
∑
1≤n≤m n∈popM
e−nx = x
∫ m
1
Npop(t) e
−txdt+ e−mxNpop(m)
Clearly, for x > 0,
e−mxNpop(m) ∼ m AM
r
√
ln(m)
ln(m)
e−mx −→ 0 when m→ +∞
As 1 ≤ Npop(t) ≤ t for any t ≥ 1, the function t → Npop(t) e−tx is integrable on the
interval [1;+∞[, hence letting m→ +∞, one has, for fixed x > 0
∑
1≤n n∈pop
e−nx = x
∫ +∞
1
Npop(t) e
−txdt
since
∑
1≤n n∈pop e
−nx is a convergent series.
Let A > 1. We put f(t) = t
r
√
ln(t)
ln(t) for t ≥ A. One has, for large t:
f ′(t)
f(t)
=
1
t
+ (
1
r
− 1) 1
t ln(t)
∼ 1
t
and it follows from Laplace’s method that, for x near 0:
∫ +∞
A
f(t) e−txdt ∼ Γ(2)
x
f(
1
x
) =
1
x2
r
√
ln( 1x)
ln( 1x)
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For any 0 < ǫ < 1, one can find A = A(ǫ) such that, for t ≥ A, one has
(1− ǫ) AM f(t) ≤ Npop(t) ≤ (1 + ǫ) AM f(t)
leading to
(1− ǫ) AM x
∫ +∞
A f(t) e
−txdt ≤ x ∫ +∞A Npop(t) e−txdt
≤ (1 + ǫ) AM x
∫ +∞
A f(t) e
−txdt
for any x > 0, thus it remains to show that
x
∫ A
1 Npop(t) e
−txdt
AM
x
r
√
ln( 1
x
)
ln( 1
x
)
→ 0 as x→ 0
for A fixed, which easily follows from
∫ A
1 Npop(t) e
−txdt ≤ A2. This proves the propo-
sition.
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