Abstract: Technologies such as blockchain, big data, and the Internet of Things provide new opportunities for improving and scaling up the collection of life cycle inventory (LCI) data. Unfortunately, not all new technologies are adopted, which means that their potential is not fully exploited. The objective of this case study is to show how technological innovations can contribute to the collection of data and the calculation of carbon footprints at a mass scale, but also that technology alone is not sufficient. Social innovation is needed in order to seize the opportunities that these new technologies can provide. The result of the case study is real-life, large-scale data collected from the entire Dutch dairy sector and the calculation of each individual farm's carbon footprint. To achieve this, it was important to (1) identify how members of a community can contribute, (2) link their activities to the value it brings them, and (3) consider how to balance effort and result. The case study brought forward two key success factors in order to achieve this: (1) make it easy to integrate data collection in farmers' daily work, and (2) show the benefits so that farmers are motivated to participate. The pragmatic approach described in the case study can also be applied to other situations in order to accelerate the adoption of new technologies, with the goal to improve data collection at scale and the availability of high-quality data.
Introduction
New technologies provide new opportunities. A common problem in life cycle assessment (LCA) is the low availability of life cycle inventory (LCI) data [1] [2] [3] . Aproximately 70-80% of the time and cost of an LCA can be attributed to data gathering for the inventory phase [4] . New technologies such as distributed ledger technology (e.g., blockchain), the Internet of Things (IoT), big data (BD), and artificial intelligence (AI) provide opportunities to revolutionize the collection of LCI data. These technologies can also prove to be useful for impact assessment modeling and the dissemination of LCA results at a large scale. It is important to have these environmental impact results, showing the effect of activities on climate change, in order to identify improvement opportunities, track any progress, and further reduce the footprint of activities.
Unfortunately, the potential that these new technologies provide for LCA is not fully utilized. The literature review in the following part of this article shows that most examples of the use of these technologies are either small in scale or theoretical. This article intends to show what is needed to seize the potential of these technologies at a large scale. In the literature review, we describe the current use and the future potential of new technologies. Next, we present the methodological approach to the diffusion of innovative technologies. Finally, the case study on the greenhouse gas (GHG) footprint of Dutch dairy farmers illustrates how social innovation was used to ensure the large-scale adoption of big data in LCA: a technology that allows unprecedented large-scale foreground data collection.
Literature Review
In LCI data, a distinction can be made between foreground data (primary data from the product system under study) and background data (secondary data from processes feeding into the product system under study). For background data, multiple LCI databases, such as ecoinvent, Agri-footprint, the United States (US) life cycle inventory database, and others, are available for LCA practitioners. Both LCA practitioners and researchers of LCI databases are looking for ways to incorporate new technologies, such as big data, into the data collection process [5] . Furthermore, within the field of life cycle analysis, we see a broadening of the object of analysis from products only to sectors or baskets of products, or to cities, economies, or even the planet. At the same time, the scope of indicators is also expanding: from environmental to economic and also to social impact analysis [6] . The expansion of both the scope and the object of analysis calls for different data sources and different technologies to enable data collection. Distributed ledger technology (DLT), IoT, big data, and artificial intelligence can provide more data for LCI and other parts of LCA studies in a more efficient way.
In the literature, a number of examples of the use of these technologies can be found. Davies, Nikolic, and Dijksma [2] are exploring possibilities for the more efficient and effective use of data in the field of industrial ecology. The writers argue that background data is often outdated, and the collection of foreground data is tedious and time-consuming work that is done over and over again for every study. The specifics of data collection, data manipulation, and data quality assurance are often not documented and shared properly, so other researchers working on the same topic will have to repeat the same work again and again. Information technology should be used more effectively to facilitate the reuse of data, information, and knowledge [2] . The following examples show some opportunities and first steps in using IoT, BD, AI, and DLT in LCA.
DLT (such as blockchain) is a decentralized way to store data and validate transactions using a peer-to-peer network. This technology can increase the efficiency of data collection in a secure way. Distributed ledgers could be used for supply chain traceability, for instance, but there is as yet little documentation about its technical implementation [7] . For data gathering in social LCA, transparency in the supply chain and the traceability of a product are some of the key challenges [3] . DLT could enable the complete transparency of a product's supply chain, allowing data gathering on social issues throughout the supply chain [8] . Currently, most of the information about social impacts further down the supply chain of products is based on sustainability standards and certifications; the verification of these claims requires costly and time-consuming auditing. Data about the actual supply chain could greatly increase the reliability of social LCA studies.
The idea of the Internet of Things (IoT) was first mentioned 1999 when the Massachusetts Institute of Technology (MIT) Auto ID Center wrote a white paper on the combination of radio frequency identification (RFID) tags and the internet. The white paper envisions "a world in which all electronic devices are networked and every object, whether it is physical or electronic, is electronically tagged with information pertinent to that object" [9] (p. 4). The idea of the IoT developed beyond a network of RFID tags to include interactions between all types of tags, sensors, actuators, mobile phones, etc. [10] . Connecting many different sensors allows the IoT to provide live data from objects. Data from these sensors can be used for real-time LCA-based carbon footprints. Instead of using static LCI data about a certain vehicle type from a database to calculate the emissions of one km of transport, for instance, a connected emission sensor on the actual vehicle could provide specific data. With these sensors, regionally and temporally specific emission data could be included in the LCA model.
The concept of big data (BD) is receiving a lot of attention from society, researchers, and businesses. A variety of definitions exist. An extensive literature review of Samuel et al. shows that the concept includes data that has three, four, or five Vs. BD is characterized by its large Volume, great Variety, and data that is generated with high Velocity. Sometimes, large Veracity and high Value are added to the definition [11] . Currently, BD is used in impact assessment for fate and the transport modeling of substances. BD is also used for data collection in LCI data. However, the use of BD is not comprehensive [12] . Although BD is finding its way in LCA, many values in LCI data and impact assessment models are still obtained from a few or from single data points. BD could be used for more robust LCI data on production processes, and also for more guidance on behavioral data to model the use phase [5] .
Lastly, artificial intelligence (pattern recognition, neural networks, scheduling, reasoning, fuzzy logic, rule-based systems, and machine learning) can support the collection of data and the automated incorporation of big data in LCA models [13] .
The examples that we found are either theoretical or small-scale experiments, and incorporation of data from these "new" sources can be challenging and time consuming. What it takes to apply new technologies, including cloud services, to move LCI data collection from a static to a dynamic approach at a mass scale is not well documented. Xing et al. described one of the few examples of the application of dynamic LCI data collection [14] . The authors used a cloud-based platform that allows collaboration between supply chain partners in apparel production. This case study shows great potential for collaboration on supply chain data. The authors conclude that further development is needed on data conversion, exchange, and data synthesis, before the concept can move beyond early-stage empirical studies and anecdotal cases [14] . Our case study shows how cloud-based LCA analysis has moved beyond this stage: our model is currently being used by more than 12,000 farmers in the Netherlands.
Complication: Diffusion of Innovation
The technology for large-scale automated data collection is available, but at the moment, it is only used in small-scale experiments. Therefore, the main question this article will answer is what is needed to use these new technologies at mass scale. To answer that question, the theory of diffusion of innovation from Rogers [15] provides a framework for how technologies are adopted. It is well documented in research that the diffusion of new technologies among users follows several stages. First there are innovators; then, there are early adopters, early majority, late majority, and laggards [15] . The distribution of these groups is shown in Figure 1 . The characteristics of these groups are quite distinct, as Rogers describes. Innovators are venturesome information seekers. They are highly interested in new ideas and have more cosmopolite social networks. They have a high ability to understand and apply new, complex technologies. They have to be able to cope with a higher degree of uncertainty about an innovation than other adopter categories. They also have to accept setbacks when new ideas are not as successful as expected. Last, but not least, they are the ones that launch new ideas into the system.
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The early majority will not be the first, but also not the last to adopt innovations. It takes them some time to adopt; they may deliberate for quite a long time before making a decision. However, they are an important linking pin between the early adopters and the late majority. They are not the opinion leaders, but they interact a lot with their peers. The late majority is more skeptical and cautious, and they will not adopt innovations until many others in their system have already done so. The weight of peer pressure is important to motivate adoption by this group [15] .
The most difficult phase is moving from early adopters to early majority: the tipping point or a chasm. There are distinct differences between these two groups. While the early adopter is a change agent who likes to be the first and be part of a revolution, members of the early majority want to improve productivity in a smooth way that is in line with the way they are used to working [16] .
When it comes to using new technologies for LCI data collection, it can be argued that it is relatively easy to find innovators and early adopters who want to use these technologies. They are the change agents. As they are in control of data collection, they can decide which tools to use. However, contributors of data collection will be found among a more diverse set of users. They have to work with the tools and technologies that others have decided upon for them, and not all of them will be innovators or early adopters. This group wants to know how a tool will improve their operations. To get their involvement, a different approach is needed that fits their characteristics. In other words, the technology might be there, but other aspects need to be tackled in order to make people use it.
To understand how to accelerate the adoption of prospective technologies for LCI data collection, it is important to understand how new technologies are adopted (the diffusion of innovation is at the level of society as a whole, while adoption is on an individual level [15] ). Rogers describes that adoption takes place in five stages: knowledge, persuasion, decision, implementation, and confirmation. In the knowledge stage, the individual is exposed to the innovation, and gains an understanding of it. At the persuasion stage, the individual forms an attitude toward the new idea and seeks additional information about it. At the decision stage, the individual decides whether or not to try it. During the implementation stage, the individual puts the innovation to use. At the confirmation stage, the individual seeks reinforcement of the decision to make use of an innovation [15] .
To make new technologies a success, it is necessary to make sure people move into the implementation and confirmation phase as soon as possible. As we have seen, most applications of new technologies for LCI data collection are still exploratory and theoretical. This creates knowledge and interest, but will not yet lead to bigger audiences trying them and putting them to use. Therefore, it is crucial to involve larger groups in implementation projects. Existing social networks play a role in this [17] . Agents in a social network influence each other, with a tendency toward imitation [18] . Activating existing communities is very important in the diffusion and adoption of new technologies. The power of a community is in using existing capabilities and opportunities. To do this, we need to identify what members of a community can contribute, link their activities to value, and consider how a balance can be found [19] .
How implementation and the confirmation of new technologies for LCI data collection can be achieved in a social network is illustrated in the case study.
Solution
To make use of all of the possibilities that new technologies provide for LCI data collection, it is necessary to understand the behavior of all the people involved-both collectors and contributors-and make the technology's benefits tangible so that users are aware of and interested in using them. Furthermore, it is crucial to make it simple and easy for users to try and adopt the new technologies, so it can become their new behavior.
The first step is to understand what people are currently doing and what their pains and gains are. The solution should tackle the pains and strengthen the gains. In a case study for the Dutch dairy sector, we will describe how that has been done and what the main findings are around social innovation.
Case Study: Background
The Dutch dairy sector has the ambition to reduce its GHG emissions by 20% in 2020 and grow in a climate-neutral way. Additionally, a growing number of dairy processers in the industry are distinguishing themselves with sustainability, and would like to have insight into the carbon footprint of their supplying farmers. To meet both objectives, the Dutch dairy sector wants to measure its GHG emissions in a robust and quantitative way. The main challenge was the large-scale adoption that is required to facilitate data collection for the entire sector. We wanted to facilitate as easy an adoption as possible in order to engage the entire sector and not only the early adopters. Currently, all of the farmers in the Netherlands are already obliged to complete the Annual Nutrient Cycle Assessment (Dutch: KringloopWijzer) tool to measure the input and output of all the nutrients on their farm. The KringloopWijzer was built and paid for by the Dutch dairy sector; it is freely available for the entire sector. To lower the acceptance barrier of GHG emission measurements as much as possible, we developed a solution that links the existing user-friendly KringloopWijzer for farmers with the expert LCA tool SimaPro. This integrates state-of-the-art GHG calculations into the Central Database of the KringloopWijzer, creating a user-friendly, widely used system for mineral bookkeeping.
Case Study: Approach and Methodology
To understand what the solution should look like, we first formulated the requirements that the developed solution would need to meet in order to allow data collection for the entire sector and facilitate easy adoption. The following key success factors for the tool were identified:
• Smooth integration of the online KringloopWijzer tool with LCA software and a highly complex sector-specific LCA model.
•
High user-friendliness and accessibility for dairy farmers: a solution with a single online point of contact, so that farmers only need to fill in data on one platform.
Opening up the expert LCA model for the unhindered import of data into and the export of results out of the expert LCA model.
High level of flexibility to adapt and update the LCA model, method, and LCI data, while ensuring the robustness and soundness of the model and the life cycle inventory assessment (LCIA) results.
• Sufficient speed and capacity to manage between 12,000-36,000 LCA calculations per month, with a calculation time of no more than seconds.
Giving farmers insight into their carbon footprint and the factors contributing to it in their own online user interface.
Based on these requirements, we developed a solution with an application programming interface (API) that enabled communication between the highly parameterized SimaPro LCA model and the interface of the KringloopWijzer and its central database. A schematic overview of the software architecture is shown in Figure 2 . Data inputs from the KringloopWijzer are linked to parameters in the LCA model by parameter mapping. Farmers enter the primary data for the most relevant variables at the front end, while LCA experts can ensure the robustness of the model and the data entered at the back end. By parameterizing a robust LCA model and linking it to the KringloopWijzer via the API, we created a real-time LCA calculation service that empowers farmers with insight into their own carbon footprint and sector experts with insight into sector trends and averages. The tool enables farmers to benchmark their GHG emissions to other, comparable, dairy farms. At the same time, it gives LCA experts from dairy processing companies insight into the average GHG emissions of their products and how variables such as soil type influence the GHG emissions.
Case Study: Main Results and Conclusion
The tool has gone live in January 2018 and adoption is very high, probably because the tool is integrated into an existing platform. Even though the farmers are not obliged to fill in their climate The tool enables farmers to benchmark their GHG emissions to other, comparable, dairy farms. At the same time, it gives LCA experts from dairy processing companies insight into the average GHG emissions of their products and how variables such as soil type influence the GHG emissions.
The tool has gone live in January 2018 and adoption is very high, probably because the tool is integrated into an existing platform. Even though the farmers are not obliged to fill in their climate data, 12,200 of the approximately 16,000 farmers have filled in the tool. The quality of the data is high, as it comes directly from the source, and outliers can be detected. In 2018, the farms' carbon footprint was measured for the first time. In the future, the data will be provided on a yearly basis so that progress can be tracked and the impact of corrective actions can be measured.
For the actors involved, automating the data collection and results generation provides a number of clear benefits:
• For the farmers, the tool gives insight into the carbon footprint of one kg of milk and the sources of its GHG emissions (enteric methane emissions, manure storage, production of purchased goods, and roughage cultivation on the farm). This allows benchmarking against the sector average, monitoring progress compared to previous years, and identifying improvement opportunities.
• LCA experts can now dig into a huge amount of valuable big data. By the time of writing this article, 12,200 dairy farmers had provided their data and received their farm's individual carbon footprint calculation. The results show a large variation in GHG emissions, which can be analyzed in depth in order to identify best practices and the most influential hotspots and trends over the years. Usually, an LCA model is only used for one client or one LCA report. In our case study, the use of big data is facilitated by the SimaPro platform, allowing automated data gathering from more than 12,000 farmers, and instantly returning a carbon footprint to them.
•
The Dutch dairy sector gains insight into the average footprint of a dairy farm, based on a high volume of primary data, and into best practices, hotspots, and determining factors for impact. These can be used for reduction and improvement opportunities at the individual and sector levels. The results can be monitored over the years to show the progress of the sector in reducing GHG emissions.
This shows that by expanding already used platforms for LCA data collection, the tipping point can easily be reached. Since there is already a support system for the KringloopWijzer, the tool insights were also easier to adopt and implement for the farmers.
Conclusions
New technologies for LCI data gathering are progressing beyond the early stages of development. Our case study on the Dutch dairy sector shows how-for the first time-a cloud-based LCA tool incorporates big data into LCI data gathering through an API, allowing the large-scale use of LCA models and the large-scale dissemination of results. The case study showed that the technological infrastructure is available to use big data in LCA. However, the technology alone would be useless if the stakeholders, in this case dairy farmers, would not have cooperated by supplying their data. The case study identified two crucial drivers for stakeholders to cooperate: (1) make it easy to integrate data collection in the daily work of your users, and (2) show them the benefits, so that they are motivated to participate.
The new LCI data collection and GHG emission footprint tool was introduced in the Dutch dairy sector. The design of the tool provides users with benefits so they are aware of it and interested in using it. Furthermore, the tool's interface is simple enough for users to easily adopt the new technology. The cloud-based solution can calculate up to 10,000 farm-specific footprints simultaneously. The solution aimed to provide farmers with immediate benefits, so that it presented their GHG footprint as soon as the farmers entered their data. This means that not only does the tool facilitate data gathered at a large scale, it also allows for a much larger scale of results dissemination than conventional LCA studies. Currently, most LCA practitioners are spending a lot of time on data gathering, modeling, and writing the report of a single study for a single client. Our case study shows how LCA models can be used by 10,000 people at the same time. With new technology, we can get much more use out of existing models, results, and knowledge.
By making use of both technological and social innovation, our solution enables the use of big data in LCA. In the case study, the foreground data gathering is now instantaneous. For a typical LCA, the data-gathering phase takes weeks, or sometimes even months (in the case of more complicated processes). The time invested in setting up the data-gathering infrastructure was higher than data gathering for a regular LCA study, but it was in the same order of magnitude. However, the quantity of data that is gathered is a different order of magnitude (more than 12,000 datasets). For every additional farmer, no additional effort is needed, because the data gathering process is automated. The quality of the data is high because outliers can be detected.
Next Steps
The case study of the GHG footprint for Dutch dairy farmers confirms, in a real-life, large-scale situation, the potential of new technologies for LCI data gathering, the more effective use of LCA models, and the widespread dissemination of LCA results. Furthermore, the same combination of technological and social innovation could be used for background data gathering.
The data of 12,200 farmers can now be used to find out where the most emissions occur. The farmers with the lowest environmental footprints can help other farmers to identify improvement opportunities. The results can also be used by the entire dairy sector to see where they can work together for new technical solutions or changes in legislation that may result in lower GHG emissions. In the future, it will be possible to track the progress in reducing the carbon footprint of individual farmers and the sector as a whole.
The cloud-based platform can be combined with an API for user input, but it could also be linked to other sources such as a blockchain or IoT sensors measuring emissions, energy use, or other relevant inputs for LCA models. Using the cloud-based platform in this way would allow for LCI data gathering, use of the data in LCA models, and the dissemitaion of LCA results at an unprecedented scale.
The technology is there, whether it is DLT, IoT, big data, or artificial intelligence. Now we have to find applications that activate new ecosystems, so that we can use these technologies to make environmental impact results more widely available. That requires a pragmatic approach that makes the life of people easier and brings them clear benefits. This social dimension of innovation cannot be overlooked, and makes or breaks the diffusion of new technologies. Funding: This research received no external funding.
